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Abstract
We describe a method for unmixing mixtures of freely independent random variables
in a manner analogous to the independent component analysis (ICA) based method for
unmixing independent random variables from their additive mixtures. Random matrices
play the role of free random variables in this context so the method we develop, which we call
Free component analysis (FCA), unmixes matrices from additive mixtures of matrices. We
describe the theory, the various algorithms, and compare FCA to ICA. We show that FCA
performs comparably to, and often better than, ICA in every application, such as image and
speech unmixing, where ICA has been known to succeed. Our computational experiments
suggest that not-so-random matrices, such as images and spectrograms of waveforms are
(closer to being) freer “in the wild” than we might have theoretically expected.
Keywords: Independent component analysis, free probability, random matrices, blind
source separation
1. Introduction
Principal component analysis (PCA) (Pearson, 1901) is a widely used dimensionality reduc-
tion technique in statistical machine learning. The principal components learned by PCA
are the directions that maximize the variance, subject to a set of orthogonality constraints.
Mathematically speaking, given a (centered) data matrix Y =
[
y1 . . . ys
]T
, the i-th
principal component is the solution to the manifold optimization problem
wpcai = arg max||w||2=1
variance(wTY ) subject to w ⊥ wpca1 , . . . ,wpcai−1. (1)
1.1 From PCA to ICA via cumulants
The variance or the second cumulant (Cornish and Fisher, 1938) of a random variable x is
defined as
c2(x) = variance(x) := E[x2]− (E[x])2 (2)
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Substituting (2) into (1) allows us to cast PCA as a maximization of the second cumulant:
wpcai = arg max||w||2=1
c2(w
TY ) subject to w ⊥ wpca1 , . . . ,wpcai−1. (3)
Independent component analysis (ICA) (Comon, 1994; Hyva¨rinen and Oja, 2000) is a
dimensionality reduction technique that is obtained by replacing (in our notation) c2(·) on
the right hand side of (3) by the fourth cumulant c4(·), thereby yielding the optimization
problem
wicai = arg max
||w||2=1
|c4(wTY )| subject to w ⊥ wica1 , . . . ,wicai−1. (4)
The fourth cumulant c4(·) of a scalar random variable x is equivalent to its kurtosis
(Chissom, 1970; Cornish and Fisher, 1938), and when E[x] = 0 it is given by (Smith,
1995, Eq. (6))
c4(x) = kurtosis(x) := E[x4]− 3
(
E[x2]
)2
. (5)
We refer to the formulation in (4) as kurtosis, or c4-ICA in short. Replacing c4(·) on
the right hand side of (4) with the cj(·) for integer j ≥ 3 yields cj-ICA. There are other
formulations of ICA involving different objective functions, such as for example any non-
quadratic, well-behaving even function as in Hyvarinen (1997b,a); see Comon (1994) for a
discussion on other such contrast functions.
1.2 Known result: ICA unmixes mixtures of independent random variables
Suppose we are given a multivariate vector z modeled asz1...
zs

︸ ︷︷ ︸
=:z
=
[
a1 · · · as
]︸ ︷︷ ︸
=:A
x1...
xs

︸ ︷︷ ︸
=:x
, (6)
where A is a non-singular s×s mixing matrix and x is a vector of independent scalar-valued
random variables. Assume, without loss of generality, that E[x] = 0 and E[xxT ] = I. Let
A = UΣV T be the singular value decomposition (SVD) of the mixing matrix. Then, we
have that
Czz := E[zzT ] = AE[xxT ]AT = AAT = UΣ2UT .
The whitened vector y = C
−1/2
zz z has identity covariance and can be rewritten in terms of
the SVD of A as
y = C
−1/2
zz z = UΣ
−1UTUΣV Tx =
(
UV T
)︸ ︷︷ ︸
=:Q
x. (7)
Note that Q = UV T in (7) is an orthogonal matrix, because U and V are orthogonal
matrices derived from the SVD of A. Equation (7) thus reveals that the whitened vector
y is related to the latent independent random variables that we wish to unmix via an
orthogonal transformation. If we can estimate Q from y, we can unmix the independent
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random variables by computing Ŵ Ty provided Ŵ = QPS where P is a permutation
matrix and S is a diagonal matrix with ±1 as diagonal elements.
It is a remarkable fact (Comon, 1994; Hyva¨rinen and Oja, 2000) that, generically, for
y modeled as in (7), c4-ICA as in (4) returns Wica such that W
T
icay unmixes the mixed
independent random variables. Thus ICA can be viewed as a procedure for unmixing sums
of independent random variables from each other.
The caveat of c4-ICA is that no more than one of the independent random variables
is Gaussian, and that the random variables do not all have a kurtosis identically equal to
zero. The latter condition rules out the use of ck-ICA for odd k > 2 because the cumulants
of a symmetric random variable are identically equal to zero, so that we would not be able
to unmix a large class of random variables.
Replacing c4-ICA with ck-ICA for even k > 4 would still not allow us to unmix more than
one Gaussian random variable: this is a fundamental limit of ICA (Comon, 1994, Section
2). Cardoso (1999) discusses aspects related to the use of higher order contrast functions for
ICA while Chen and Bickel (2006) address the important issue of the statistical efficiency
of ICA estimators in the presence of limited samples. In practice, c4-ICA or kurtosis based
ICA is often used for its simplicity.
1.3 Our contribution: From ICA to FCA via free cumulants
Free probability theory is a mathematical theory developed by Voiculescu (1993, 1994, 1995,
1997) that is a counterpart of scalar (or classical) probability theory, except that the random
variables are non-commutative in a manner that scalar random variables are not. In free
probability theory, “freeness” or free independence is the analogue of the classical notion of
independence.
We begin by placing ourselves in an abstract setting with a (unital) algebra X of non-
commutative random variables that is equipped with a linear functional ϕ : X → C. The
important point here is that functional ϕ(·) plays the same role as the expectation operator
E[·] in classical probability theory. The critical difference comes from non-commutative
nature of the underlying probability space in free probability as we illustrate next1.
Suppose x1 and x2 are classically independent random variables. Then the their mixed
moment satisfies
E[(x1x2)3] = E[x31x32] = E[x31] · E[x32],
since x1x2x1x2x1x2 = x
3
1x
3
2 because x1 and x2 are scalar random variables and are hence
commutative. In contrast, even when x1 and x2 are freely independent, the mixed moments
ϕ[(x1x2)
3] = ϕ[x1x2x1x2x1x2] 6= ϕ(x31) · ϕ(x32),
since x1x2x1x2x1x2 6= x31x32 whenever x1 and x2 are assumed to be non-commutative.
Free probability, via free independence, provides a recipe for computing such mixed
moments of freely independent random variables in a manner that is analogous to but
different from classical probability theory. For our purpose here, there is a notion of free
cumulants κ(·) for integer m which exhibit the same properties as the classical cumulants
1. See Appendix A for a self-contained introduction to free probability and how it differs from classical
probability.
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(see Theorem 26 and (59) in Appendix A.2). This allows us to cast FCA analogous to the
ICA in (4) as a fourth free cumulant maximization problem of the form
wfcai = arg max
||w||2=1
|κ4(wTy)| subject to w ⊥ wfca1 , . . . ,wfcai−1, (8)
where κ4(·) is the fourth free cumulant. We can similarly formulate κm-FCA for m ≥ 3 as
we did for ICA.
This is also where we depart from ICA in another crucial sense. We can model the
random variables as self-adjoint (or symmetric) or non-self adjoint (or rectangular/non-
symmetric) and gives us self-adjoint and rectangular variants of FCA, respectively. Voiculescu
(1993) developed free probability theory for self-adjoint random variables; Benaych-Georges
(2009b) extended it to rectangular random variables.
In the self-adjoint setting κ4(·) is given by (14) while in the non-self adjoint (or rectan-
gular, in a sense we shall shortly see) setting κ4(·) is given by (15)
The development and analysis of algorithms for self-adjoint and rectangular FCA is the
main contribution of this paper.
1.4 Our main finding: FCA unmixes mixtures of free random variables
If we whiten the vector z as in (7) with the covariance matrix defined via the ϕ(·) operator
as in Definition 11, then we show that κ4-FCA, just as c4-ICA, returns Wfca = QPS (see
Theorem 4), and thus W Tfcay unmixes the mixed free random variables.
The caveat of κ4-FCA, analogous to the c4-ICA algorithm, is that no more than one of
the free random variables can be the free probabilistic equivalent of the classical Gaussian
random variable, and that the random variables do not all have a free kurtosis equal to
zero. In the self-adjoint setting, the free analog of the Gaussian is the free semi-circular
element (Hiai and Petz, 2000) while in the rectangular setting, it is the free Poison element
(Benaych-Georges, 2009b).
Just as for ICA, the condition that the free kurtosis of the free random variables cannot
all equal to zero rules out the use of κm-FCA for odd valued m ≥ 3 in the self-adjoint setting,
because the free cumulants of a symmetric free random variable are identically equal to zero
and so we would not be able to unmix a large class of free random variables with symmetric
distribution. On the other hand, for rectangular free random variable, cumulants odd orders
are zeros by default (see (Benaych-Georges, 2009a, (b), pp. 6)).
We will prove that just as in the ICA setting, replacing κ4-FCA with κm-FCA for even
valued m ≥ 4 would still not allow us to unmix more than one Gaussian analog free random
variable: this is a fundamental limit of FCA. Thus FCA fails whenever we have more than
one free Gaussian analogs mixed together. This is the fundamental limit of FCA.
The free semi-circular element in the self-adjoint setting, and the Poisson element in
the rectangular case, are the only non-commutative random variables with higher order
kurtosis equal to zero, analogous to the Gaussian in the scalar setting. Thus, we might say
that FCA finds directions that maximize deviation from the semi-circularity (or Poissonity)
when the random variables are self-adjoint (or rectangular, respectively).
We also develop an algorithm for FCA based on the maximization of the free entropy
for both the self-adjoint (Voiculescu, 1993; Hiai and Petz, 2000) and rectangular settings
4
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(Benaych-Georges, 2009a), and show that FCA successfully unmixes free random variables
in a similar way. Table 1 summarizes our results.
Table 1: FCA algorithms and their limits.
self-adjoint
FCA
(free kurtosis)
self-adjoint
FCA
(free entropy)
rect. FCA
(free rect.
kurtosis)
rec FCA
(free rect.
entropy)
Recovery
Guarantee Theorem 4 Theorem 8 Theorem 4 Theorem 8
Identifiability
Condition
At most one
component
with κ4 = 0
At most one
free semicircular
element
At most one
component
with κ4 = 0
At most one
free Poisson
element
1.5 Insight: FCA unmixes mixtures of (asymptotically) free random matrices
Voiculescu (Voiculescu, 1991; Mingo and Speicher, 2017) showed that symmetric random
matrices are good models for asymptotically free self-adjoint random variables (also see
Appendix A.4.1). The non-commutativity comes in because matrix multiplication is non-
commutative. Benaych-Georges (2009b) showed that rectangular random matrices are good
models for asymptotically free rectangular random variables (also see Appendix A.4.2).
In the self-adjoint setting, Voiculescu showed that random matrices X1 and X2 are
asymptotically free whenever X1 and X2 are independent of each other if one, or both, of
the random matrices have isotropically random (or Haar distributed) eigenvectors. In the
non self-adjoint or rectangular setting, Benaych-Georges showed analogous that rectangular
random matrix X1 and X2 are free whenever they are independent of each other and if the
singular vectors of one or both of the random matrices are Haar distributed. Since these
pioneering works, many authors have relaxed the conditions and broadened the class of
random matrices that we now know to be asymptotically free – see, for example the work
of Male (2011) and Anderson and Farrell (2014). We can thus consider the matrix mixing
model Z1...
Zs

︸ ︷︷ ︸
=:Z
=
a11I . . . a1sI... . . . ...
as1I . . . assI

︸ ︷︷ ︸
=:A⊗I
X1...
Xs

︸ ︷︷ ︸
=:X
, (9)
When the matrices X1, . . . ,Xs ∈ RN×N are symmetric or Hermitian, then we are in
the self-adjoint setting. Voiculescu (1991) showed that the appropriate linear function ϕ(·)
is exactly the normalized trace function. That is,
ϕ(Xi) = lim
N
1
N
Tr(Xi) (10)
and
ϕ(XiXj) = lim
N
1
N
Tr(XiXj). (11)
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(a) Panda (b) Mixed Image1 (c) Image1 via ICA (d) Image1 via FCA
(e) Hedgehog (f) Mixed Image2 (g) Image2 via ICA (h) Image2 via FCA
Figure 1: An experiment in image separation using ICA and FCA. Note that subplots (c),
(g) (unmixed images via ICA) and (d), (h) (unmixed images via FCA) both recover (a), (e)
respectively. Here, A = [
√
2,
√
2;−√2,√2]/2 in (9). The error of ICA is 6.08× 10−2 while
the error of FCA is 2.69× 10−2. See (43) for the definition of the error.
Replacing this with their sample analogs gives us a concrete algorithm for self-adjoint FCA;
see Algorithm 1 and Algorithm 2.
When the matrices X1, . . . ,Xs ∈ RN×M are rectangular, we are in the non self-adjoint
setting (Benaych-Georges, 2009b). Then. the appropriate pair of the linear functionals
ϕ1(·) and ϕ2(·) are exactly the normalized trace functions in RN×N and RM×M :
ϕ1(XiX
H
j ) = lim
N
1
N
Tr(XiX
H
j )
and
ϕ2(X
H
i Xj) = lim
N
1
M
Tr(XHi Xj).
Thus we expect that asymptotically, FCA should unmix asymptotically free random
matrices. In the setting where the random matrices are large but finite, we expect FCA
to approximately unmix the asymptotically free random matrices, with some non-zero but
small unmixing error, analogous to the finite sample unmixing performance of ICA (Ilmo-
nen et al., 2010; Frieze et al., 1996; Arora et al., 2012). We will use numerical simulations
to demonstrate that FCA can near perfectly unmix mixtures of large, finite sized (asymp-
totically free) matrices - see Sections 3.1 and 3.2.
1.6 Insight: FCA can be applied wherever ICA has been applied
ICA has been successfully applied to image unmixing, audio separation and waveform un-
mixing problem (Lee, 1998; Mitsui et al., 2017). Here we show that FCA can be successfully
applied wherever ICA has succeeded, including in settings where there are seemingly no
matrices in sight.
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(a) Square wave (b) Mixed wave1 (c) Wave1 via ICA (d) Wave1 via FCA
(e) Sawtooth wave (f) Mixed wave2 (g) Wave2 via ICA (h) Wave2 via FCA
Figure 2: An experiment in waveform separation using ICA and FCA. Note that sub-
plots (c), (g) (unmixed waves via ICA) and (d), (h) (unmixed waves via FCA) both re-
cover (a), (e). Visually, FCA performs better in this experiment. In this simulation,
A = [
√
2,
√
2;−√2,√2]/2 in (9). The errors for ICA and FCA are 9.95×10−2 and 6.66×10−2
respectively.
Figure 1 showcases the successful use of FCA for unmixing mixed images. This is
a natural place to apply FCA because (grayscale) images are matrices. Applying ICA to
unmix the images involves vectorizing the images, and treating them as mixed scalar random
variables in a way that ignores the spatial matrix information that FCA uses. Perhaps it is
therefore not surprising that FCA outperforms ICA.
What is surprising is that the images in Figure 1 are not textbook examples of asymp-
totically free random matrices. By this we mean that would not have predicted that the
panda and hedgehog matrices are free according to the definition in Appendix A. One
might even argue that they are not really random matrices. And yet, FCA unmixes them
as though they are free. For this and many, many other examples of mixed natural images.
It is as though matrices in the wild are free-er than we might initially fear they are not. We
hope that experiments with FCA and computational reasoning on its unexpected successes
can guide free probabilists looking to expand the class of matrix models for which freeness
holds.
Figures 2 and 3 show examples where we are trying to unmix mixed deterministic
waveforms and audio signals respectively. ICA is known to succeed in these examples, and
it is natural to apply ICA here since the latent variables are scalar valued. FCA seems
unnatural because there are no matrices in sight, let alone mixed matrices!
The surprising insight is that if we compute the spectrogram of the mixed signals, then
the matrix mixing model in (9) is with respect to the spectrogram matrices of the mixed
signals: we can use FCA to unmix the signals! Here, FCA on the spectrogram embdedding
outperforms ICA. We might compute other matrix embeddings (say via the short time
wavelet transform) and apply FCA there. We do not (yet) have a theory to predict which
embedding would lead to better unmixing; nonetheless, the important point is that by
embedding scalar valued signals as matrices, we can apply FCA wherever ICA has been
applied, and that we can also possibly get better (or worse – see Figure 11) unmixing
performance by varying the matrix embedding.
Figure 5 summarizes our worldview on this and our sense that there is a theory waiting
to be fully revealed on the relation between non-asymptotic recovery of mixed variables and
a to-be-defined notion of distance to the various notions of freeness and independence that
7
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0 1 2 3 4 5 6
time/s
-1
-0.5
0
0.5
1
(a) Audio 1
0 1 2 3 4 5 6
time/s
-0.6
-0.4
-0.2
0
0.2
0.4
0.6
(b) Mixed audio1
0 1 2 3 4 5 6
time/s
-6
-4
-2
0
2
4
6
(c) Audio 1 via ICA
0 1 2 3 4 5 6
time/s
-0.03
-0.02
-0.01
0
0.01
0.02
0.03
(d) Audio 1 via FCA
0 1 2 3 4 5 6
time/s
-1
-0.5
0
0.5
1
(e) Audio 2
0 1 2 3 4 5 6
time/s
-1
-0.5
0
0.5
1
(f) Mixed Audio 2
0 1 2 3 4 5 6
time/s
-5
0
5
(g) Audio 2 via ICA
0 1 2 3 4 5 6
time/s
-0.03
-0.02
-0.01
0
0.01
0.02
0.03
(h) Audio 2 via FCA
Figure 3: An experiment in audios separation via ICA and FCA: Note that subplots (c),
(g) (unmixed audio signals via ICA) and (d), (h) (unmixed audio signals via FCA) both
recover (a), (e). In this experiment, A = [
√
2,
√
2;−√2,√2]/2 in (9). The errors for ICA
and FCA are 1.47× 10−2 and 1.79× 10−2 respectively.
can provide a principled way to reason about whether ICA or FCA will better unmix the
mixed variables.
1.7 Surprising insight: FCA often better unmixes random variables than ICA
In the examples in Figures 1 and 3, FCA did better than ICA in a quantitative sense. Figure
4 shows a setting where we are unmixing two mixed images and where one of the images
corresponds to a Gaussian random matrix. In this setting, FCA performs better than ICA
in a visually perceptible way. We have observed that FCA usually does at least as well as
ICA and often better.
In a similar setting, we replace the locust image by a matrix UDV T in SVD form, where
U , V are Discrete Cosine Transformation (DCT) matrices and D is a diagonal matrix (see
Section 3.2). This matrix model enables us to increase the dimension and compare the
asymptotic behavior of ICA and FCA. Our numerical simulations show that κ4-FCA and
c4-ICA perform similarly. However, we observe that free entropy based FCA significantly
outperforms ICA (see Figure 9) at the cost of increased computational complexity, since
estimating the free entropy involves eigenvalue (or singular value) computation, which are
of order O(N3).
1.8 Organization
The remainder of the paper is organized as follows. We will develop FCA for self-adjoint and
rectangular non-commutative random variables (corresponding to self-adjoint and rectangu-
lar random matrices) in Section 2 by describing the objective functions whose maximization,
analogous to the ICA setting, leads to successful unmixing of the ’free’ components from
their additive mixture. Then we describe FCA based algorithms for factorizing data ma-
trices in Section 2.6. We illustrate our theorems and ability of FCA to successfully unmix
real-world images using numerical simulation in Section 3. We present some concluding
remarks and highlight some open problems in Section 4
8
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(a) Original Image (b) Mixed Image 1 (c) Image via ICA (d) Image via FCA
(e) Gaussian Noise (f) Mixed Image 2 (g) Image via ICA
(zoom in)
(h) Image via FCA
(zoom in)
Figure 4: An experiment in image denoising via ICA and (kurtosis-based) FCA: Comparing
(g) and (f), we observe that FCA does a better job then ICA in this experiment. Here
A = [
√
2,
√
2;−√2,√2]/2 in (9). The variance of whitened Gaussian noise is set to equal
the empirical variance of original image.
A self-contained introduction to the free probability is given in Section A.2 and A.3
for self-adjoint and rectangular random variables respectively. We build the connection
between non-commutative random variables and random matrices in Section A.4
2. Main result: Recovery guarantees for FCA
2.1 Setup and assumptions under an orthogonal mixing model
2.1.1 The self-adjoint setting
Given a probability space (X , ϕ), let x1, . . . , xs be s self-adjoint and free random variables
(see Appendix A.2). Let y denote the vector which contains as its elements the various
additive mixtures of x1, . . . , xs. We model y asy1...
ys

︸ ︷︷ ︸
=:y
=
[
q1 · · · qs
]︸ ︷︷ ︸
=:Q
x1...
xs

︸ ︷︷ ︸
=:x
, (12)
where Q is a s× s orthogonal matrix.
For self-adjoint FCA, we assume that the variables xi are centered and have unit vari-
ance, i.e. for i = 1, · · · , s, we have that ϕ(xi) = 0 and that ϕ(x2i ) = 1 .
9
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Independence
Rectangular FreenessSelf-Adjoint Freeness
(X
(1)
1 , X
(1)
2 )
(X
(2)
1 , X
(2)
2 )
Figure 5: We can regard ICA and FCA with various embedding as ”projections” onto corre-
sponding manifolds. Here, the gray surface denotes the manifold of independent pairs. The
red and blue surfaces stand for self-adjoint free pairs and rectangular free pairs respectively.
In order to achieve the best performance, one shall pick the projection into the closest
manifold. For example, if the latent data is (X
(1)
1 , X
(1)
2 ), then rectangular FCA should have
the best performance when separating them from the additive mixture. In contrast, for the
underlying data (X
(2)
1 , X
(2)
2 ), one should pick ICA.
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2.1.2 The non self-adjoint setting
Given a (ρ1, ρ2)-rectangular probability space (X , p1, p2, ϕ1, ϕ2) – (see Appendix A.3) – we
consider a setup similar to that in (12) where we model y as
y = Qx, (13)
whereQ is an s×s orthogonal matrix. We assume that for i = 1, · · · , s, xi, yi are rectangular
random variables (i.e., xi, yi ∈ X12 := p1Xp2) and ϕ1(xix∗i ) = 1. Note that ϕ(xi) = 0 by
default. The fundamental assumption is now that (xi)
s
i=1 are free with amalgamation over
the linear span of p1 and p2. We will simply say that (xi)
s
i=1 are free if there is no ambiguity.
2.2 Free kurtosis based FCA
The free kurtosis of a centered self-adjoint random variable x ∈ X is defined as
κ4(x) = ϕ(x
4)− 2ϕ(x2)2. (14)
The rectangular free kurtosis of a rectangular random variable x ∈ X12 is defined as
κ4(x) = ϕ1((xx
∗)2)−
(
1 +
ϕ(p1)
ϕ(p2)
)
(ϕ1(xx
∗))2 . (15)
We now state a result on the largest free component
Theorem 1 (Largest free component) Assume x and y are related either via (12) in
the self-adjoint setting or via (13) in the non self-adjoint setting. Suppose, additionally,
without of loss of generality, that
|κ4(x1)| ≥ |κ4(x2)| ≥ · · · ≥ |κ4(xs)| > 0. (16)
Let w(1) denote the solution of the manifold optimization problem
w(1) = arg max
w
∣∣κ4(wTy)∣∣ subject to ‖w‖2 = 1 (17)
(a) Suppose
|κ4(x1)| > |κ4(x2)| > · · · > |κ4(xs)| > 0. (18)
Then
w(1) = ± q1 (19)
(b) Suppose there is an integer r ∈ [2..s], such that
|κ4(x1)| = · · · = |κ4(xr)| > |κ4(xr+1)| ≥ · · · ≥ |κ4(xs)| > 0. (20)
Then
w(1) ∈ {± q1, . . . ,± qr}. (21)
Remark 2 (b) of the above theorem considers the case where there are multiple indexes
corresponding to the largest absolute kurtosis. In contrast to the principal component anal-
11
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ysis, the maximizers of (17) (and also of (21)) only contains corresponding columns of Q,
and not their general linear combinations. This is a consequence of that we are using the
fourth order statistics of random variables.
Theorem 3 (The k-th largest free component) Assume that x and y are related as
in Theorem 1. Let w(k) denote the solution to the manifold optimization problem
w(k) = arg max
w
∣∣κ4(wTy)∣∣ subject to ‖w‖2 = 1,w ⊥ w(1), · · · ,w(k−1) (22)
Suppose
|κ4(x1)| > |κ4(x2)| > · · · > |κ4(xs)| > 0.
Then
w(k) = ± qk. (23)
Theorem 4 (Principal free components) Assume that x and y are related as in The-
orem 1. Let O(s) denote the set of s × s orthogonal matrices, and consider the manifold
optimization problem
max
W
s∑
i=1
∣∣κ4 ([W Ty]i)∣∣ subject to W ∈ O(s), (24)
where [W Ty]i denotes the i-th element of W
Ty. Suppose that
|κ4(x1)| > |κ4(x2)| > · · · > |κ4(xs)| > 0.
Then W is an optimum if and only if :
W = QPS, (25)
for some P and S where where P is a permutation matrix and S is a diagonal matrix
with ±1 as diagonal elements.
Remark 5 Above theorems still hold if there is at one components with zero free kurtosis.
2.2.1 Higher-order free cumulant based FCA
Remark 6 It can be shown that above theorems still hold with κ4(·) replaced by any κ2m(·),
for m ≥ 3.
Remark 7 The maximizer of (24) is not guaranteed to recover Q when there are multiple
components of x with zero free kurtosis. In this case, one may try to use optimization
problem based on κ2m(·), m ≥ 3. However, the semicircle elements (for the self-adjoint case;
see Appendix A.2.4) and the Poisson elements (for the non self-adjoint case; see Appendix
A.3.4) have all vanishing free cumulants of order higher than 2. In Theorem 9, we will
prove that Q can be recovered if and only if x contains at most one semicircular element or
free Poissonian element for the self-adjoint or non self-adjoint settings, respectively.
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2.2.2 Free-entropy based FCA
The free entropy χ(a1, · · · , an) (see Sections A.2.3 and A.3.3 for the definitions in the
self-adjoint and non self-adjoint settings) of a tuple of free random variables encodes the
dependence between the variables ai. Analogous to the scalar setting, the free entropy is
maximized when the random variables are freely independent. Thus we can pose FCA as
an entropy maximization problem as stated next.
Theorem 8 (FCA based on free entropy) Assume that x and y are related as in The-
orem 1 and at most one component of x is semicircular in the self-adjoint setting or a free
Poisson in the non-self adjoint setting. Let O(s) denote the set of s×s orthogonal matrices.
Suppose that
χ(xi) > −∞ for i = 1, · · · , s.
Consider the manifold optimization problem
max
W
s∑
i=1
−χ ([W Ty]i) subject to W ∈ O(s), (26)
where [W Ty]i denotes the i-th element of W
Ty. Then W is an optimum if and only if:
W = QPS, (27)
for some P and S where P is a permutation matrix and S is a diagonal matrix with ±1
as diagonal elements.
2.2.3 FCA identifiability condition
In the self-adjoint setting c4-FCA will fail when x contains semicircular elements because
free semi-circular elements have a free kurtosis identically equal to zero. Moreover, sup-
pose x = (x1, x2)
T where xi are free semicircular elements with ϕ(xi) = 0 and ϕ(x
2
i ) = 1.
Then, it can be shown that for any Q ∈ O(2), the components of Qx are still free semi-
circular elements. Therefore, if there are more two components are semicircular elements,
it is impossible to identify Q with the mere knowledge of free independence between the
components of x. The analog of this holds for the non self-adjoint setting as well.
We now state an FCA identiability condition based on this observation.
Theorem 9 (Identifiability Condition) Consider x and y and Q ∈ O(s) such that x
and y are related as in Theorem 1. Assume x has free elements. Assume that at most
one component of x is semicircular in the self-adjoint setting or free Poisson in the non
self-adjoint setting.
Now, if there is a W ∈ O(s) such that W Ty has free components, then
W = QPS. (28)
for some P and S where P is a permutation matrix and S is a diagonal matrix with ±1 as
diagonal elements. That is, W can be obtained by permuting the columns of Q with possible
sign flips and vice versa.
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Remark 10 (Weakness of FCA condition relative to ICA) Note that the FCA iden-
tifiability condition is weaker than the corresponding condition for ICA (Comon, 1994, The-
orem 10, pp. 294). The ICA condition is a consequence of scalar Crame´rs Lemma (Comon,
1994, Lemma 9, pp. 294) and a Lemma of Marcinkiewicz-Dugue (Comon, 1994, Lemma
10, pp. 294). Since the analog of Crame´rs Lemma in the free probability does not hold
(Chistyakov and Go¨tze, 2011), the identifiability condition is correspondingly weaker.
2.3 Setup and assumptions under a non-orthogonal mixing model
2.3.1 The self-adjoint setting
Given a probability space (X , ϕ), let x1, . . . , xs be s self-adjoint and free random variables.
Let x be a vector of free, but not necessarily centered random variables. Then the variable
x˜i defined as
x˜i = xi − ϕ(xi) 1X︸ ︷︷ ︸
=:xi
,
is centered since ϕ(x˜i) = 0. Substituting xi = x˜i+ϕ(xi) in (12) we obtain the mixed modelz1...
zs

︸ ︷︷ ︸
=:z
=
[
a1 · · · as
]︸ ︷︷ ︸
=:A
x˜1 + x1...
x˜s + xs

︸ ︷︷ ︸
=:x˜+x
] = Ax˜+Ax, (29)
In this general, non-orthogonal mixing setup, we assume, without loss of generality, that
ϕ(x˜2i ) = 1 and covariance Cxx = I, where the covariance matrix Cxx is defined as following.
Definition 11 (Covariance matrix of self-adjoint random variables) Let
z =
[
z1 . . . zs
]T
be a vector of self-adjoint random variables. The covariance Czz matrix
of z is the s× s matrix given by:
[Czz]ij = ϕ (z˜iz˜j) for i, j = 1, . . . , s, (30)
where z˜i is the centered random variable
z˜i = zi − ϕ(zi)1X .
2.3.2 The non self-adjoint setting
Given a rectangular probability space (X , p1, p2, ϕ1, ϕ2), let x1, . . . , xs be s self-adjoint and
free random variables. We assume that z is modeled as in (29). In the non self-adjoint
setting, the variables are centered by construction – we assume additionally that for all
xi ∈ X12, ϕ1(xix∗i ) = 1 and covariance Cxx = I, where the covariance matrix Cxx is
defined as following.
Definition 12 (Covariance matrix of non self-adjoint random variables) For an ar-
bitrary random vector zT =
[
z1 . . . zs
]
of rectangular random variables from X12, note
that ϕ(zi) = 0 by default, the covariance matrix of z is defined by a s× s matrix Czz where
14
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[Czz]ij = ϕ1
(
ziz
∗
j
)
. (31)
2.4 Unmixing mixed free random variables using FCA
We first establish some properties of the covariance matrices thus computed.
Proposition 13 The covariance matrix as in Definitions 11 and 12 is positive semi-definite.
For the covariance of z satisfying (29), we have the following stronger result.
Proposition 14 The vector of mixed variables z modeled as in (29) has covariance Czz
that is real and positive definite.
This proposition allows us to formulate FCA on the whitened vector and prove a recovery
results as stated next.
Theorem 15 Assume x and z are related as in (6). Let A = UΣV T be the singular value
decomposition of A. Consider the manifold optimization problem
max
W
s∑
i=1
κ4
(
[W Ty]i
)
subject to W ∈ O(s), (32)
where y is the whitened and centered vector given by:
y = C
−1/2
zz z˜, (33)
where C
−1/2
zz = UΣ
−1UT is the inverse of the square root of the covariance matrix Czz and
z is the centered vector whose i-th element is given by
z˜i = zi − ϕ(zi)1X .
Suppose that
|κ4(x1)| > |κ4(x2)| > · · · > |κ4(xs)| > 0.
Then W is an optimum if and only if:
W =
(
UV T
)
PS, (34)
for some P and S where where P is a permutation matrix and S is a diagonal matrix
with ±1 as diagonal elements.
Proof It suffices to observe via (7) that
y =
(
UV T
)
x˜. (35)
The matrix UV T is an orthogonal matrix because U and V are orthogonal matrices and
so we can recover UV T from the stated manifold optimization problem via an application
of Theorem 4.
15
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Theorem 16 Suppose x and z are related as in Theorem 15. Let A = UΣV T be the
singular value decomposition of A. Also suppose at most one elements of x is semicircular
in the self-adjoint setting and free Poissionian in the non self-adjoint setting and that
χ(xi) > −∞ for i = 1, · · · , s. (36)
Consider the manifold optimization problem
max
W
s∑
i=1
−χ ([W Ty]i) subject to W ∈ O(s), (37)
where y is the whitened and centered vector given by (33).
Then W is an optimum if and only if:
W =
(
UV T
)
PS, (38)
where P is a permutation matrix and S is a diagonal matrix with ±1 diagonal elements.
Proof The proof is exactly same as the the proof of the Theorem 15, except for our appli-
cation of Theorem 8 to (35) instead of Theorem 4.
Corollary 17 (Unmixing via FCA) Suppose x and z are related as in Theorem 15 and
that the xi’s satisfy the conditions in Theorem 15 and 16. Let Wopt denote an optimum of
the optimization problem in (32) or (37). Consider the factorization
z = Â x̂, (39)
where
Â = C
1/2
zzWopt, (40a)
and
x̂ = Â−1z. (40b)
Then Â = APS for some P is a permutation matrix and S is a diagonal matrix with ±1
diagonal elements. Therefore, x̂ recovers x up to permutation and sign flips.
Proof As C
1/2
zz = UΣ
−1UT , given an optimum W satisfying W =
(
UV T
)
PS,
C
1/2
zzW = UΣV
TPS = APS. (41)
That is, we recover mixing matrix A up to column permutation and column sign flips. This
completes the proof.
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2.5 Overdetermined and underdetermined FCA
We now consider same model as in (9) for the settings where the mixing matrix A is
rectangular. In the over-determined setting where A is a p × s mixing matrix with p > s.
Then it can be shown that FCA applied to y = Σ−1s UTs z will unmix the free random
variables. Here Us is a p×s matrix and Σs is an s×s diagonal matrix of the singular values
of A. These matrices can obtained by using eigenvalue decomposition Czz = UsΣsΣ
T
s U
T
s .
In the under-determined setting where p < s, then FCA cannot be used to unmix the
free random variables just as ICA cannot either.
2.6 Unmixing mixtures of matrices using FCA
The multiplication of matrices are non-commutative, therefore we can consider the mixing
model in (9) where X1, . . . ,Xs are finite dimensional (asymptotically) free self-adjoint or
rectangular matrices (see Definitions 35 and 36). The goal is to unmix X1, . . . ,Xs from
their additive mixtures Z1, . . . ,Zs.
Corollary 17 provides a recipe for unmixing the mixture of matrices by factorizing Z
into the matricial analog of (39). In the matricial setting, this is equivalent to factorizing
Z = (Â ⊗ IN )X̂. We shall refer to this factorization of an array of matrices as Free
Component Factorization (FCF).
To compute Â in FCF as prescribed by Corollary 17 we must compute the matricial
analog Y of y in (33). This involves first computing the matricial s× s covariance matrix
analog as in Algorithm 1 where we have replaced the ϕ(·) and ϕ1(·) in the self-adjoint and
the rectangular settings with their matricial analogs as in (10) and (11), respectively.
Having computed the whited array of matrices Y we can compute the matrix Â via
Algorithm 2 where the dot operator is as defined next.
Definition 18 (Dot operator) Let Y = [Y1, · · · ,Ys]T be an array of matrices where Yi ∈
RN×M . Let a function F : RN×M 7→ R, we have that
F.(Y ) :=
F (Y1)...
F (Ys)
 . (42)
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Algorithm 1 Free whitening for random matrices
Input: Z = [Z1, · · · ,Zs]T where Zi are N ×M matrices. M = N if Zi are self-adjoint.
1. Compute Z = [Z1, · · · ,Zs]T , where
Zi =
 1N Tr(Zi)IN if Zi are self-adjoint,mean(vec(Zi))× ones(N,M) if Zi are rectangular.
2. Compute Z˜ = Z −Z and s× s empirical covariance matrix C where for i, j = 1, . . . , s:
Cij =
1
N
Tr(Z˜iZ˜
H
j ).
3. Compute eigen-decomposition , C = UΣ2UT .
4. Compute Y = ((UΣ−1UT )⊗ IN )Z˜.
5. return: Y ,Σ, and U .
Algorithm 2 Free Component Factorization (FCF) of an array of matrices
Input: Array of matrices Z = [Z1, · · · ,Zs]T where Zi are N ×M matrices. 1. Compute
Y ,Σ,U by applying Algorithm 1 to Z.
2. Compute 2
Ŵ = arg min
W∈O(n)
s∑
i=1
|F̂ .
(
W˜ TY
)
|, where W˜ = W ⊗ IN .
3. Compute Â = UΣUTŴ and X̂ = (Â−1 ⊗ IN )Z.
4. Sort components of X̂ by magnitude of F̂ (·)
5. Permute the columns of Â such that Z = (Â⊗ IN )X̂.
6. return: Â and X̂
2.7 Numerical algorithms for Free Component Factorization
The manifold optimization problem in FCF can be solved using a gradient descent with
retraction method (Boumal et al., 2014; Mogensen and Riseth, 2018).
2. Here F̂ (·) is either the (self-adjoint or rectangular) free kurtosis, the free entropy or a higher (than
fourth) order (even valued) free cumulant. See Table 2.
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Table 2: Formulas for F̂ (·) in Algorithm 2. Here X is either a self-adjoint or a rectangular
matrix.
self-adjoint FCF rectangular FCF
free
kurtosis
F̂ (X) = − |κ̂4(X)| , where
κ̂4(X) =
1
N
Tr(X4)− 2
[
1
N
Tr(X2)
]2
F̂ (X) = − |κ̂4(X)| , where
κ̂4(X) =
1
N
Tr((XXH)2)
−
(
1 +
N
M
)[
1
N
Tr(XXH)
]2
free
entropy
Denote the eigenvalues of X by λi,
F̂ (X) = χ(X), where
χ̂(X) =
1
N(N − 1)
∑
i 6=j
log |λi − λj |
Denote the eigenvalues of XXH by λi,
set α =
N
N +M
and β =
M
N +M
,
F̂ (X) = χ(X), where
χ̂(X) =
α2
N(N − 1)
∑
i 6=j
log |λi − λj |
+
(β − α)α
N
N∑
i=1
log λi
Theorem 19 (Gradient of the objective function; ) Let Y = [Y1, · · · ,Ys] and W =
[w1, · · · ,ws] ∈ Rs×s. Suppose
W˜ = W ⊗ IN ,
Then the gradient
∂Wk`
s∑
i=1
F̂ .
(
W˜ TY
)
,
depends on whether Y is an array of self-adjoint or rectangular matrices.
Suppose F̂ (·) is chosen to be free kurtosis or free entropy for the self-adjoint or rectan-
gular setting as in Table 2, then the gradient is given by the corresponding expression in
Table 3 where
X` = w˜
T
` Y ,
and w˜` = w` ⊗ IN .
Armed with these gradients we can compute the free component factorization of an
array of matrices using numerical solvers for manifold optimization, such as for example the
manopt (Boumal et al., 2014) package (for MATLAB) or the Optim.jl (Mogensen and Riseth,
2018) package for Julia. Our software implemntation via the FCA.jl package (Nadakuditi
and Wu, 2019) does precisely this.
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Table 3: Euclidean gradients for the setting in Theorem 19
self-adjoint FCF rectangular FCF
free
kurtosis
∂Wk`
s∑
i=1
F̂ .
(
W˜ TY
)
=
− sign(κ̂4(X`))×
[
4
N
Tr(YkX
3
` )
− 8
N2
Tr(X2` ) Tr(YkX`)
]
∂Wk`
s∑
i=1
F̂ .
(
W˜ TY
)
=
− sign(κ̂4(X`))×
[
4
N
Tr(YkX
H
` X`X
H
` )
−
(
1 +
N
M
)
4
N2
Tr(X`X
H
` ) Tr(YkX
H
` )
]
free
entropy
Denote the eigenvalues and
eigenvectors of X` by λ
(`)
i and v
(`)
i .
∂Wk`
s∑
i=1
F̂ .
(
W˜ TY
)
=
1
N(N − 1)
∑
i 6=j
∂Wk`λ
(`)
i − ∂Wk`λ(`)j
λ
(`)
i − λ(`)j
with ∂Wk`λ
(`)
i = (v
(`)
i )
HYkv
(`)
i
Denote the eigenvalues and eigenvectors
of X`X
H
` by λ
(`)
i and v
(`)
i .
∂Wk`
s∑
i=1
F̂ .
(
W˜ TY
)
=
α2
N(N − 1)
∑
i 6=j
∂Wk`λ
(`)
i − ∂Wk`λ(`)j
λ
(`)
i − λ(`)j
+
(β − α)α
N
N∑
i=1
∂Wk`λ
`
i
λ
(`)
i
with ∂Wk`λ
(`)
i = (v
(`)
i )
H(YkX
H
`
+X`Y
H
k )v
(`)
i .
20
Free Component Analysis: Theory, Algorithms & Applications
3. Numerical Simulations
We will now validate the unmixing performance of FCA on additive mixtures on random
matrices and compare the unmixing performance with that of ICA. To that end, we first
define a permutation invariant unmixing error metric that is also invariant to scaling and
sign ambiguities.
Definition 20 (Unmixing Error Metric) Let A be the mixing matrix in (9) and Â be
an estimate of the mixing matrix. The scaling and permutation invariant unmixing error is
defined as
E(A, Â) = min
D∈D,P∈Π
||PDÂ−1A− I||F , (43)
where D denotes the set of non-singular diagonal matrices and Π denotes the set of (square)
permutation matrices.
We shall utilize this metric to compare FCA and ICA in what follows.
3.1 Unmixing of self-adjoint matrices using self-adjoint FCA
We now verify Theorems 15, 16 and Corollary 17 by showing that self-adjoint FCA can
successfully, while not perfectly, unmix mixtures of self-adjoint matrices.
Let G1 ∈ RN×N and G2 ∈ RN×M be two independent Gaussian matrices composed of
i.i.d. N (0, 1) entries. Define
X1 =
G1 +G
T
1√
2N
and X2 =
G2G
T
2
M
. (44)
The matrices X1,X2 are self-adjoint by construction, and their eigen-spectra are displayed
in Figures 6a and 6e respectively. In the parlance of random matrix theory (Edelman and
Rao, 2005), X1 is a matrix drawn from the Gaussian orthogonal ensemble (GOE) and its
limiting eigen-distribution obeys the semi-circle distribution, while X2 is a matrix drawn
from Laguerre orthogonal ensemble (LOE) and its limiting eigen-distribution obeys the
Marcˇenko-Pastur distribution.
We now mix the matrices as in (9) for a non-singular
A =
[
0.5 0.5
−0.5 0.6
]
.
The eigen-spectra of the mixed matrices Z1 and Z2 are plotted in Figures 6b and 6f.
The distributions of X1 and X2 are orthogonally invariant, and according to the dis-
cussion following Definition 35, X1 and X2 are asymptotically free. Moreover, only one
matrix (X1) has a limiting eigen-distribution that converges to that of an abstract free
semicircular element. Hence, we can apply self-adjoint FCA to factorize Z =
[
Z1 Z2
]T
using Algorithm 2 and obtain estimates Â, X̂1 and X̂2 which should be good estimates of
A, X1 and X2 respectively.
Figures 6c and 6g display the eigen-spectra of the matrices X̂1 and X̂2 returned by
self-adjoint free kurtosis-based FCA. Comparing Figures 6c, 6g and 6a, 6e reveals that
free kurtosis-based self-adjoint FCA successfully unmixes the mixed matrices well. Figures
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(a) X1 (b) Z1 (c) X̂1 via kurtosis-
based FCA
(d) X̂1 via entropy-
based FCA
(e) X2 (f) Z2 (g) X̂2 via kurtosis-
based FCA
(h) X̂2 via entropy-
based FCA
Figure 6: An experiment in the separation of self-adjoint matrices. The mixing matrix
A = [0.5, 0.5;−0.5, 0.6], N = 800,M = 1600. The average errors over 200 trials are
8.67× 10−3 for kurtosis-based FCF and 6.44× 10−3 for entropy-based FCF.
6d and 6h show that free entropy based self-adjoint FCA successfully unmixes the mixed
matrices. Both free kurtosis and free entropy based unmixing have comparably small but
not zero error, which we compute over 200 Monte-Carlo realizations. This is expected
since the matrices are asymptotically free and the simulations are with finite dimensional
matrices.
3.2 Unmixing of rectangular matrices with rectangular FCA
We now show that the rectangular FCA can successfully, while not perfectly, unmix mixtures
of rectangular matrices. To that end, we let X2 be an N ×M Gaussian matrix with i.i.d.
N (0, 1/M) entries and set X1 = UDV T where
U(i, j) =
2
N
sin [
pi
2N
(i+ 1)(2j + 1)] for 1 ≤ i, j ≤ N
V (i, j) =
2
M
cos [
pi
2M
i(2j + 1)] for 1 ≤ i, j ≤M,
so that U and V thus constructed are orthogonal matrices. We pick a ‘nice’ function f(z)
and set the diagonal matrix D ∈ RN×M such that D(i, i) = f((i− 1/2)/N)), i = 1, · · · , N.
The singular value spectra of X1 and X2 are plotted in Figures 7a and 7e. As before,
we mix the matrices as in (9). Figures 7b and 7f display the singular value spectra of Z1
and Z2.
We now note that the singular value distributions of X1 and X2 converge to a non-
random limit and that the distribution of X2 is bi-orthogonally invariant. Thus, following
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(a) X1 (b) Z1 (c) X̂1 via kurtosis-
based FCA
(d) X̂1 via entropy-
based FCA
(e) X2 (f) Z2 (g) X̂2 via kurtosis-
based FCA
(h) X̂2 via entropy-
based FCA
Figure 7: An experiment in the separation of rectangular random matrices. In this simula-
tion, A = [0.5, 0.5;−0.5, 0.6], N = 800,M = 1000 and f(x) = (x− 1)4. The average errors
over 200 trials are 1.55 × 10−3 for kurtosis-based FCF and 8.81 × 10−4 for entropy-based
FCF.
the discussion after Definition (36), X1 and X2 are asymptotically free. Moreover, only X2
has a limiting distribution which converges to that of an abstract free Poisson rectangular
element.
Hence, we can apply rectangular FCA to factorize Z =
[
Z1 Z2
]T
using Algorithm 2
and obtain estimates Â, X̂1 and X̂2 which should be good estimates of A, X1 and X2
respectively.
Figures 7c and 7g display the eigen-spectra of the matrices X̂1 and X̂2 returned by
rectangular free kurtosis-based FCA. Comparing Figures 7c, 7g and 7a, 7e reveals that
rectangular free kurtosis-based FCA successfully unmixes the mixed matrices well. Figures
6d and 6h show that rectangular free entropy based FCA successfully unmixes the mixed
matrices. Both free kurtosis and free entropy based unmixing have comparably small but
not zero error, which we compute over 200 Monte-Carlo realizations. This is expected
since the matrices are asymptotically free but the simulations are with finite dimensional
matrices.
3.3 Unmixing mixed images using rectangular FCA
We now consider the problem of unmixing mixed images. Grayscale images can be viewed
as matrices so rectangular FCA can be used to separate the mixed images. We can also
apply ICA to unmix the images via reshaping images to vectors and we shall compare the
unmixing performance of FCA with that of ICA. Algorithm 9 in Appendix F describes the
independent component factorization (ICF) mirroring the language we used for FCF.
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We set X1 to be the grayscale image of the locust in Figure 4a. The matrix X2 is a
Gaussian random matrix of the same size aswith i.i.d. zero mean, unit variance entries as
depicted in Figure 4e. We mix the matrices following (9) and display the mixed images in
Figures 4b and 4f.
Next, we apply (rectangular) free kurtosis based FCA to the mixed imagesZ = [Z1,Z2]
T
and display the unmixed image that is closes to that of the locust in Figure 4d. The
unmixed image obtained by using (classical) kurtosis based ICA is displayed in Figure 4c.
Both methods return unmixed images that are close to the original image of the locust. A
closer inspection of Figures 4d 4c reveals that FCA better unmixes the images than ICA as
illustrated in Figures 4h and 4g. Quantitatively speaking, when averaged over 200 Monte-
Carlo realizations of the noise, we find that the denoising error for kurtosis-based FCF is
5.35 × 10−3 while the error for kurtosis-based ICF is 2.42 × 10−1, thereby illustrating the
superiority of FCF over ICF for this task.
To gain additional insight on the improved unmixing performance of FCA relative to
ICA for this example, we investigate the landscape of their respective objective functions.
To that end we first note that the mixing matrix
A =
1
2
[√
2
√
2√
2 −√2
]
,
is orthogonal and so we can recast the spherical manifold optimization problem underly-
ing FCA and ICA as a 1-D optimization problem in polar coordinates. In other words,
we can parameterize the optimization problem in (4) and (8) in terms of w := wθ =[
cos(θ) sin(θ)
]T
. Similarly, optimization (26) can be parameterized with
W = [cos(θ) sin(θ);− sin(θ), cos(θ)]T . We compute and display the landscape of the objec-
tive functions corresponding to maximization of the classical kurtosis |c4(θ)|, free kurtosis
|κ4(θ)| and the free entropy E(θ) for θ ∈ [0, 2pi] in Figures 8a, 8b and 8c, respectively.
The dashed red line in these figures corresponds to the ground truth freely independent
component direction associated with θ1 = pi/4 associated with the first column of the mixing
matrix A; the other direction (not displayed) is orthogonal and corresponds to the second
column of A and is associated with θ2 = 3pi/4.
Figures 8b and 8c, reveal that |κ(θ)| and E(θ) are maximized at angles θ very close to
θ1 = pi/4. In contrast, Figure 8a reveals that |c(θ)| is maximized at an angle θ further away
from θ1 than is the case for the FCA algorithms. This is why FCA better unmixes the
images than ICA.
There is a more interesting story in these plots. Figure 8b shows that the |κ(θ2)| for
θ2 = 3pi/4 is very close to zero, as expected because X2 is a Gaussian random matrix and
in the large matrix limit the free rectangular kurtosis of its free counterpart is identically
zero. The classical kurtosis of a Gaussian random variable is also zero. A closer inspection
reveals that the classical kurtosis of the locust image is also close to zero (the scale of the
polar plot initially obscures this fact!) while its free kurtosis is significantly greater than
zero (or that of X2).
The fact that the locust image X1 and the Gaussian image X2 have a higher “contrast”
in their free kurtosis relative to their classic kurtosis is why FCA does better at unmixing
them than ICA. Figure 5 captures this perspective and suggests a direction for future
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Figure 8: (a) Polar graph of c(θ) (b) Polar graph of κ(θ) (c) Polar graph of E(θ). The
red dashed lines stand for the direction of 45◦. Note that the directions of maximum of
κ(θ) and E(θ) agree with the red line well, while the maximum of c(θ) is off. Because of
the randomness of Gaussian noise, for different trials, the polar graph of ICA will vary.
However, the polar graphs of FCA are relatively stable.
research in more precisely defining how the “contrasts” between the scalar (or ICA) and
matrix (or FCA) embeddings affects the realized unmixing performance.
3.4 Unmixing performance of free kurtosis vs free entropy FCA vs ICA
We now compare the performance of FCF and ICF as a function of the dimensionality of
the system, since the errors in FCF and ICF are both governed by the deviation from some
limiting large sample quantities (or large matrix size). Here, we adopt the same setup as in
Section 3.2 with whitened X1 and X2 matrics and A = [
√
2,
√
2;−√2,√2]/2. We increase
N,M in a fixed ratio, and obtain an estimate of the unmixing matrix using kurtosis based
FCA, entropy based FCA, kurtosis based ICA and entropy based ICA and compute the
unmixing error over 200 Monte-Carlo realizations.
Figures 9a and 9c show that free kurtosis based FCA and kurtosis based ICA realize
similar unmixing performance. However, Figures 9b and 9d show that free entropy based
FCA has a lower error than entropy based ICA, even while both have errors that decay at
the same rate.
3.5 Unmixing mixed waveforms using rectangular FCA
Let x1 and x2 denote two vectors representing the audio signals whose waveforms are dis-
played in Figures 3a and 3e, respectively. Their mixture produces signals whose waveforms
are displayed in Figures 3b and 3f, respectively. This is the famous cocktail party problem
(Haykin and Chen, 2005) and ICA is known to succeed in unmixing the mixed signals.
Figures 3c and 3g confirm that it does.
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(d) Errorica/Errorfca for Entropy method
Figure 9: (a) Averaged (over 200 trials) errors of kurtosis based FCA and ICA for increasing
dimension. (b) Averaged error of kurtosis based FCA and ICA for increasing dimension.
(c) CDF of Errorfca/Errorica for the kurtosis-based method. (d) cdf of Errorfca/Errorica
for the entropy-based method. All methods appear to have a convergence rate of N−1. In
this simulation, we set N/M = 0.8 and f(x) = (x− 1)4.
26
Free Component Analysis: Theory, Algorithms & Applications
In this setting the mixed waveforms are modeled asz
T
1
...
zTs
 = A
x
T
1
...
xTs
 . (45)
There is no matrix in sight in (45), so we can seemingly not apply FCA directly.
The key insight is that we are at liberty to design a linear matrix embedding operator
M : x ∈ Rn 7→ X ∈ FM×N for some integer M and N . A simple example is by reshaping
the n = MN vector into an M × N matrix. Here linearity implies that for any scalars α
and β we have that
M(αx+ βy) = αM(x) + βM(y).
Then as a consequence of the linearity of the embedding operator we have thatM(z1)
T
...
M(zs)T
 = (A⊗ IN )
M(x1)
T
...
M(xs)T
 (46)
so that it fits (9) and we can apply FCA to estimate the mixing matrix and thus unmix the
mixed waveforms.
For the cocktail party problem we used a (complex-valued) spectrogram embedding, as
described in Algorithm 7, and computed the mixed (complex-valued) spectrogram matrices
Z1 and Z2 displayed in Figure 10. Since the mixing matrix is real-valued we modified the
FCA algorithms slightly by whitening using only real part of the covariance matrix.
Figures 3d and 3h show that FCA on the complex-valued spectrogram matrices suc-
cessfully unmixes the complex-valued spectograms of the latent waveforms. Figure 2 shows
that FCA succeeds in unmixing the waveforms and that FCA better unmixes the waveforms
than ICA. Figure 11 illustrates a setting where ICA does better.
These experiments illustrate our general point that FCA can be used wherever ICA has
been used and that they perform comparably well. The key step is embedding a vector
waveform as a matrix in a way that preserves the mixing model. We used the spectrogram
embedding here – other linear embeddings could be used as well. Determining the optimal
embedding so we can reason about why FCA does better than ICA for the setup in Figure
2 but does not for the setup in Figure 11 is a natural next question.
3.6 Unmixing rectangular matrices using self-adjoint FCA and more
We can take this embedding idea even further by embedding mixed rectangular matrices
modeled as (45) and embedding them as self-adjoint matrices as described in Algorithm
6 and then using self-adjoint FCA to unmix them. Or, we may even embed rectangular
matrices into another rectangular matrix with a different number of rows and columns as
described in Algorithm 6. Determining the right matricial embedding adds another aspect
to the question of optimal embedding selection as in Figure 5.
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(b) Z1
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(c) X̂1 via FCA with
spectrogram embedding
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(d) X2
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(e) Z2
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(f) X̂2 via FCA with
spectrogram embedding
Figure 10: The spectrogram of signals. For the spectrogram, we adapt the Hamming window
of 250 samples, the number of overlapped samples is 125, the number of DFT points is 256.
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(a) Cosine wave (b) Mixed wave1 (c) Wave1 via ICF (d) Wave1 via FCA
(e) Square wave (f) Mixed wave2 (g) Wave2 via ICA (h) Wave2 via FCA
Figure 11: An experiment in waveform separation using ICA and FCA. Note that subplots
(c), (g) (unmixed waves via ICA) and (d), (h) (unmixed waves via FCA) both recover (a),
(e). In this simulation, A = [
√
2,
√
2;−√2,√2]/2 in (9). The errors for ICA and FCA are
7.70× 10−5 and 1.36× 10−2 respectively. .
4. Conclusions and Open Problems
We have developed free component analysis as a non-commutative analog of independent
component analysis. We proved that when certain identifiability conditions are met then
mixtures of self-adjoint and rectangular variants can be unmixed using self-adjoint and non
self-adjoint/rectangular FCA. We developed an algorithm for umixing mixtures of matrices
based on FCA and demonstrated how FCA can be used to unmix images (viewed as matri-
ces), speech signals and waveforms (when embedded as spectrogram matrices) and images
where it initially fails (via FCA on a free subset of the mixed images).
4.1 Open Problems
We now list some directions for future research. These include developing a non-linear
extension of FCA analogous to non-linear ICA (Eriksson and Koivunen, 2002; Brakel and
Bengio, 2017; Hyvarinen and Morioka, 2017, 2016; Almeida, 2003; Hyvarinen et al., 2018),
a fast algorithm for FCA analogous to fast ICA (Hyvarinen, 1999; Chen and Bickel, 2006;
Oja and Yuan, 2006) and algorithms for sparse FCA analogous to sparse ICA (Comon and
Jutten, 2010; Bofill and Zibulevsky, 2001).
A more general line of inquiry is related to the so-called one-unit learning work in ICA.
In ICA, it is known that instead of maximizing the kurtosis, we can equivalently maximize
a large class of so-called contrast functions G(·) of the form (Hyvarinen, 1997b, Equation
(2))
JG(w) = Ex[G(wTx)]− Eγ[G(γ)],
where G(·) is non-quadratic well-behaving even function and γ is a standardized Gaussian
random variable. Developing the analog of this theory for the self-adjoint and rectangular
FCA settings will allow for a finer study of the statistical efficiency of the FCA algorithms
in the finite matrix setting akin to the work by Arora et al. (2012) and facilitate the
development of asymptotically consistent and statistically efficient estimators akin to the
work by Chen and Bickel (2006).
Our simulations showed that free entropy based FCA outperformed free kurtosis based
FCA (see Figure 9d). Computing the free entropy is computationally more expensive than
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computing the free kurtosis. In ICA, the mutual information is approximated via a cu-
mulant expansion (Comon, 1994, Section 3.1, pp. 295). Developing a rapidly converging
approximation to free entropy in terms of the free cumulants that converges faster than the
approximation in (Mingo and Speicher, 2017, Exercise 5, pp. 190) would lead a faster FCA
that we expect to be statistically more efficient than free kurtosis based FCA.
4.2 Open Problem: Using FCA to construct new matrix models for freeness
We can use the ICA to decompose small patches of an image into linear independent com-
binations of ICA basis vectors that can be learned from the data via the ICA factorization
(Hoyer and Hyva¨rinen, 2000; Bell and Sejnowski, 1997). Figure 12a displays the 36 ICA
bases patches thus obtained by reshaping into 6 × 6 matrices the 36 ICA bases vectors
corresponding to each of the columns of the 36 × 36 Wica matrix obtained by an kurtosis
based ICA factorization of the 6× 6 patches of the panda image in Figure 1a.
We can similarly use FCA to decompose the patches of an image into “as free as possible”
matrices. Figure 12c shows the 36 free patch bases obtained by displaying the matricial
elements of the Xfca array of matrices of the panda image. Each sub-image in the panda is
a linear combination of these free patches.
The patch FCA versus patch ICA bases vectors for the hedgehog image in Figure 1e are
shown in Figures 12d and 12b. Comparing the ICA bases vectors in Figure 12a to the FCA
patch bases reveals that the ICA bases contain diagonal elements whereas the FCA bases
are more checkerboard like and are even reminiscent of the 2D- DCT matrix. The ICA
patch bases seem to depend on the image much more strongly than the FCA patch bases.
Both the FCA and ICA patch bases are more structured than we might have expected.
Since FCA worked in unmixing the panda and hedgehog images and since each of these
images is composed of a linear combination of FCA extracted free patches, this suggests
a way of constructing not-so-random matrix models from random linear combinations of
not-so-random (sub) matrices that are asymptotically free. This line of inquiry would
complement the recent work by Anderson and Farrell (2014); Ce´bron et al. (2016); Male
(2011) in developing not-as-random matrix models that are asymptotically free.
FCA can serve as a valuable computational tool for reasoning and formulating mathe-
matically plausible conjectures about matricial freeness in not-so-random matrices.
4.3 Open Problem: Improving FCA by “more free” sub-matrix selection
FCA (and ICA) do not always succeed in unmixing images. See, for example Figure 13
where applying FCA to the mixed images does not produce a good estimate of the mixing
matrix. In Figure 14, we show how we can better estimate the mixing matrix by applying
FCA to sub-matrices instead. In this example, we can reason that FCA on the whole matrix
fails because the in-alignment faces make the matrices “less free“ whereas the sub-matrices
are “more free”.
We can formalize this idea further by examining how random or not-random the left
and right singular vectors of the matrices are. Asymptotically free matrices have left and
right singular vectors that are isotropically random relative to each other. Hence, if V1 and
V2 are N ×N right singular vectors of two matrices and if V1 and V2 are independent and
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(a) Patch ICA on panda patches. (b) Patch ICA on hedgehog patches.
(c) Patch FCA on panda patches. (d) Patch FCA on hedgehog patches.
Figure 12: Patch bases obtained via an ICA (top row) or FCA (bottom row) factorization
of 6× 6 patches of the panda and the hedgehog images from Figures 1a and 1e respectively.
isotropically random, then we expect the entries of V T1 ∗ V2 to be delocalized and having
the values of order N−1/2. We can employ a similar argument for the left singular vectors.
We can use this as a heuristic for quantifying how close-to-free two matrices we are
trying to unmix are.
For the panda and hedgehog images in Figure 1, we can see from Figures 15c and 15d
that the right and left singular vectors respectively are more uniform and so we might FCA
to succeed as it indeed did.
In contrast, for the matrices in the Figure 13, the right and left singular vectors of the
matrices in Figures 15a and 15b respectively are not that uniform and so we might expect
FCA to fail as it did.
The sub-matrices on which we applied FCA in Figure 14 are “more free” than the
matrices in Figure 13 and so FCA worked better in the former case than in the latter.
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(a) X1 (b) Z1 (c) X̂1 via FCA
(d) X2 (e) Z2 (f) X̂2 via FCA
Figure 13: An Application of FCA to images not so free. The mixing matrix is A =
[
√
2,
√
2;−√2,√2]/2
ICA similarly fails as FCA when applied to the whole matrices and similarly succeeds when
applied to the sub-matrices.
New algorithmic methods for identifying “more (freely) independent” sub-matrices to
improve the unmixing performance of FCA (and ICA) would be invaluable in applications
where practitioners have applied FCA (or ICA) and given up because it seemingly did not
succeed. Such methods would help make FCA, and ICA, (even) great(er) (again)!
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(a) Sub matrix of Z1 (b) X̂1 by FCF (c) Full unmixed image 1
(d) Sub matrix of Z2 (e) X̂2 by FCF (f) Full unmixed image 2
Figure 14: Application of FCA to sub images gives better results. The mixing matrix is
A = [
√
2,
√
2;−√2,√2]/2
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(a) (b)
(c) (d)
Figure 15: Normalized square of inner products between: (a) left singular vectors of Figure
13a and 13d, (b) right singular vectors of Figure 13d and 13a, (c) left singular vectors of
Figure 1a and 1e, (d) right singular vectors of Figure 1a and 1e. We observe that inner
product between the right singular vectors of Figure 13d and 13a (corresponding to (b))
are clearly not uniform.
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Appendix A. What is freeness of random variables?
The goal of this section is to introduce the freeness of non-commutative random variable.
We first discuss the independence (freeness) in the context of the scalar probability, free
probability for self-adjoint (non-commutative) random variables and free probability for
rectangular (non-commutative) random variables respectively. We focus on the the behavior
of (free) cumulants and (free) entropy of independent (free) random variables, which are
the basis ICA (FCA). The connection between in independent random matrices and free
random variables is given at the end.
For a detailed introduction of free probability, readers are referred to (Nica and Speicher,
2006; Hiai and Petz, 2000; Mingo and Speicher, 2017)
A.1 Prologue: What is independence of commuting random variables?
Here, we briefly review the statistic independence in scalar probability. We state the be-
havior of cumulants and entropy of independent random variables, which are the basis of
ICA. In the end, we discuss the unique role the Gaussian random variables play in ICA.
A.1.1 Mixed moments point of view
Let I denotes an index set, and (xi)i∈I denote random variables. They are independent if
for any n ∈ N and m1, · · · ,mn ≥ 0,
E[xm1i(1) · · ·xmni(n)] = E[xm1i(1)] · · ·E[xmni(n)].
if i(j) ∈ I, j = 1, · · ·n are all distinct. An alternative definition is that for any polynomials
P1, · · ·Pn of one variables,
E[P1(xi(1)) · · ·Pn(xi(n))] = 0 (47)
if E[Pj(xi(j))] = 0 for all j = 1, · · · , n and i(j) ∈ I, j = 1, · · ·n are all distinct.
A.1.2 Cumulants – kurtosis and higher order – independent additivity
The (joint) cumulants of n random variables a1, · · · , ak is defined by
cn(a1, · · · , an) =
∑
pi
(|pi| − 1)!(−1)|pi|−1
∏
B∈pi
E
[∏
i∈B
ai
]
, (48)
where pi runs through all partitions of {1, · · · ,m}, B runs through all blocks of partition pi.
Equivalently, {cm}m≥1 is defined through
E(x1 · · ·xn) =
∑
pi
∏
B∈pi
c|B|(ai : i ∈ B) (49)
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The reason that ICA adapts an optimization problem involving cumulants is the follow-
ing property: if (xi)i∈I are independent, then for any n ∈ N
cn(xi(1), · · · , xi(n)) = 0 (50)
whenever there exists 1 ≤ `, k ≤ n with i(`) 6= i(k). That is, any cumulants involving two
(or more) independent random variables is zero. Adapt the notation
cn(x) := cn(x, · · · , x).
A quick consequence of (50) is that for independent x1 and x2.
cn(x1 + x2) = cn(x1) + cn(x2). (51)
A.1.3 Entropy – independent additivity
For random variables a1, · · · , an with joint distribution f(a1, · · · , an), the (joint) entropy is
defined by (Cover and Thomas, 2012)
h(a1, · · · , an) = −
∫
f(α1, . . . , αn) log f(α1, · · · , αn)dα1 · · · dαn. (52)
The joint entropy of a set of variables is less than or equal to the sum of the individual
entropies of the variables in the set,
h(a1, · · · , an) ≤ h(a1) + · · ·+ h(an). (53)
In particular, the equality in (53) holds if and only if a1, · · · , an are independent. Therefore,
the entropy is regard a measure of indepenedence and thus can be used in ICA.
A.1.4 Why Gaussians cannot be unmixed? Gaussians have zero higher order
cumulants
In ICA, the optimization problem people used finds the independent direction by maxi-
mizing the kurtosis (fourth cumulant). However, all cumulants of order larger than 2 for
Gaussian random variables vanish. Thus ICA fails to unmix Gaussian random variables.
ICA based on the entropy also fails to unmix Gaussian random variables, as nontrivial
mixtures of independent Gaussian random variables can still be independent Gaussian. On
the other hand, it was shown that this is the only case where ICA does not work (Comon,
1994). The result of this kind is called identifiability condition.
A.2 Freeness of self-adjoint random variables
We first introduce the definition of probability space for non-commutative random variables.
The start point is the an unital algebra of non-commutative variables.
Definition 21 Let X be a vector space over C equipped with product · : X × X 7→ X .
Denote the vector space addition by +, we call X an algebra if for all a, b, c ∈ X and α ∈ C,
1. a(bc) = (ab)c,
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2. a(b+ c) = ab+ ac,
3. α(ab) = (αa)b = a(αb).
We call X a unital algebra if there is a unital element 1X such that, for all a ∈ X
a = a1X = 1Xa. (54)
An algebra X is called a ∗-algebra if it is also endowed with an antilinear ∗-operation X 3
a 7→ a∗ ∈ X , such that (αa)∗ = α¯a∗, (a∗)∗ = a and (ab)∗ = b∗a∗ for all α ∈ C, a, b ∈ X .
Note that ab = ba does not necessarily hold for general a, b ∈ X , i.e., they are non-
commutative.
Definition 22 A (non-commutative) ∗-probability space (X , ϕ) consists of a unital ∗-algebra
and a linear functional ϕ : X → C, which serves as the ’expectation’. with We also require
that ϕ satisfies
(i) (positive). ϕ(aa∗) ≥ 0 for all a ∈ X .
(ii) (tracial). ϕ(ab) = ϕ(ba) for all a, b ∈ X .
(iii) ϕ(1X ) = 1.
The elements a ∈ X are called non-commutative random variables. (We may omit the word
non-commutative if there is no ambiguity.) Given a series of random variables x1, · · · , xk ∈
X , for any choice of n ∈ N, i(1), · · · , i(n) ∈ [1..k] and 1, · · · , n ∈ {1, ∗}, ϕ(x1i(1) · · ·xni(n))
is a mixed moment of {xi}ki=1. The collection of all moments is called the joint distribution
of x1, · · · , xk.
The moments of general random variables can be complex-valued; self-adjoint random
variables, which are defined in a minute, necessarily have real-valued moments and will be
the object of our study.
Definition 23 Let (X , ϕ) be a non-commutative probability space, a element a ∈ X is self-
adjoint if a = a∗. In particular, the moments of self-adjoint elements are real (see Remark
1.2 in Nica and Speicher (2006)).
The counterpart of independence in free probability is freely independence or simply free.
We now consider the freeness of self-adjoint random variables from various perspectives as
in Section A.1.
A.2.1 Mixed moments point of view
The following official definition of freeness should be compared with (47).
Definition 24 Let (X , ϕ) be a non-commutative probability space and fix a positive integer
n ≥ 1.
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For each i ∈ I, let Xi ⊂ X be a unital subalgebra. The subalgebras (Xi)i∈I are called
freely independent (or simply free), if for all k ≥ 1
ϕ(x1 · · ·xk) = 0
whenever ϕ(xj) = 0 for all j = 1, · · · , k, and neighboring elements are from diffierent
subalgebras, i.e. xj ∈ Xi(j), i(1) 6= i(2), i(2) 6= i(3), · · · , i(k − 1) 6= i(k).
In particular, a series of elements (xi)i∈I are called free if the subalgebras generated by
xi and x
∗
i are free.
A.2.2 Free cumulants – free additivity
The analog of cumulants for non-commutative random variables is called free cumulants,
which was proposed by Roland Speicher Speicher (1994); Nica and Speicher (2006).
Definition 25 Given a ∗-probability space (X , ϕ), the free cumulants refer to a family of
multilinear functionals {κm : Xm 7→ C}m≥1. Here, the multilinearity means that κm is
linear in one variable when others hold constant, i.e., for any α, β ∈ C and a, b ∈ X ,
κm(· · · , αa+ βb, · · · ) = ακm(· · · , a, · · · ) + βκm(· · · , b, · · · ). (55)
Explicitly, for a1, · · · , an ∈ X , their mixed free cumulant is defined through (cf. (49))
ϕ(a1 · · · an) =
∑
pi∈NC(n)
∏
B∈pi
κ|B|(ai : i ∈ B) (56)
where NC(n) denotes the non-crossing partition of [1..n]. Equivalently (cf. (48)),
κn(a1, · · · , an) =
∑
pi∈NC(n)
µ(pi,1n)
∑
B∈pi
ϕ
[∏
i∈B
ai
]
, (57)
where µ is the Mo¨bius function on NC(n).
Example 1 We have that
κ1(a1) = ϕ(a1),
κ2(a1, a2) = ϕ(a1a2)− ϕ(a1)ϕ(a2),
κ3(a1, a2, a3) = ϕ(a1a2a3)−ϕ(a1)ϕ(a2a3)−ϕ(a2)ϕ(a1a3)−ϕ(a3)ϕ(a1a2)+2ϕ(a1)ϕ(a2)ϕ(a3).
Recall that in the scalar probability, mixed cumulants of independent random variables
vanish (see (50)). The same holds for the free cumulants in the free probability.
Theorem 26 (Theorem 11.16 of Nica and Speicher (2006)) Let (X , ϕ) be a
non-commutative probability space with associate free cumulants (κ`)`∈N. Consider ran-
dom variables (xi)i∈I , assume that they are freely independent. Then for all n ≥ 2, and
i(1), · · · , i(n) ∈ I, we have κn(ai(1), · · · , ai(n)) = 0 whenever there exist 1 ≤ l, k ≤ n with
i(l) 6= i(k).
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Consequently, set
κm(a) := κm(a, a, · · · , a), (58)
we have that for a, b ∈ X that are free independent,
κm(a+ b) = κm(a) + κm(b) ∀m ∈ N. (59)
The above equation should be compared with (51).
A.2.3 Free entropy – free additivity
For non-commutative random variables, the free entropy χ was introduced by Voiculescu
(Voiculescu, 1993, 1994, 1997). The formulation of free entropy is rather complicated and
out of main naretive, readers are referred to Section 6 of Hiai and Petz (2000) for a detailed
introduction.
The free entropy shares the similar property with the scalar entropy. We have that (cf.
(53))
χ(a1, · · · , an) ≤ χ(a1) + · · ·+ χ(an). (60)
Again the equality in (60) holds if and only if a1, · · · , an are freely independent (see Propo-
sition 39).
A.2.4 Analogy of Gaussian random variables in free probability: the free
semi-circular element
The analogy of Gaussian random variable in a ∗-probability space is semicircular element.
Recall that the Gaussian random variable is characterized by vanishing cumulants of order
higher than 2, the semicircular elements can be defined in a similar manner.
Definition 27 Given a ∗-probability space (X , ϕ), we call a random variable a ∈ X a
semicircular element if
κm(a) ≡ 0, for m ≥ 3, (61)
and κ2(a) > 0 (such that a is not constant).
A.3 Freeness of non self-adjoint random variables
We brief introduce the mathematical preliminaries for rectangular probability space. For a
detailed introduction, the readers are refered to Benaych-Georges (2009b,a)
Consider a ∗-probablity space (X , ϕ) with p1, p2 of non-zero self-adjoint projectors (i.e.
∀i, p2i = pi) which are pairwise orthogonal (i.e. ∀i 6= j, pipj = 0), and such that p1+p2 = 1X .
Then any element a ∈ X can be represented in the following block form
a =
[
a11 a12
a21 a22
]
, (62)
where ∀i, j = 1, 2, aij = piapj and we define Xij := piXpj . Note that Xii is a subalgebra,
and we equip it with the functional ϕk =
1
ρk
ϕ|Xkk , where ρk := ϕ(pk). The functionals ϕi,
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i = 1, 2 are tracial in the sense that ϕk(pk) = 1 and for all i, j, x ∈ Xij , y ∈ Xji,
ρiϕi(xy) = ρjϕj(yx). (63)
Definition 28 Such a family (X , p1, p2, ϕ1, ϕ2) is called a (ρ1, ρ2)-rectangular probability
space. We call a ∈ X12 rectangular random variable.
Remark 29 If a is a rectangular element, then in the matrix decomposition (62), only a12
is non-zero. Later in Section A.4.2, we will model rectangular matrices by embedding them
into a12 of rectangular random variables.
For such a rectangular probability space, the linear span of p1, p2 is denoted by D. Then
D is subalgebra of finite dimension. Define the ED(a) =
∑2
i=1 ϕ(aii)pi. It can be checked
that ED(1X ) = 1X and ∀(d, a, d′) ∈ D × X × D, ED(dad′) = dED(a)d′. The map ED(·) is
regarded as the conditional expectation from X to D.
We now consider the freeness in rectangular probability space.
A.3.1 Mixed moments point of view
The following definition of freeness should be compared with (47) and Definition 24.
Definition 30 Given a rectangular probability space and subalgebra D with the correspond-
ing conditional expectation ED. A family (Xi)i∈I of subalgebras containing D is said to be
free with amalgamation over D (we simply use the word free when there is no ambiguity) if
for all k ≥ 1
ED(x1 · · ·xk) = 0 (64)
whenever ED(xj) = 0 for all j = 1, · · · , k, and neighboring elements are from different
subalgebras, i.e., xj ∈ Xi(j), i(1) 6= i(2), i(2) 6= i(3), · · · , i(k − 1) 6= i(k). In particular,
a family of rectangular random variables {xi}i∈I (i ∈ I) are called free if the subalgebras
generated by D, ai, and a∗i are free.
A.3.2 Rectangular free cumulants – free additivity
The free cumulants are also defined for rectangular probability space Benaych-Georges
(2009b,a).
Definition 31 (Analogy of cumulant in rectangular probability space) Given a
(ρ1, ρ2)-probability space (X , p1, p2, ϕ1, ϕ2), for any n ≥ 1, we denote n-th tensor product
over D of X by X⊗Dm . We recall a family of linear functions {κm : X⊗Dm 7→ C}m≥1 intro-
duced in Benaych-Georges (2009b) (which are denoted as c(1) in Benaych-Georges (2009b)).
By linearity, we mean that for m ≥ 1 and any a, b ∈ X and a, b ∈ C,
κm(· · · ⊗ (αa+ βb)⊗ · · · ) = ακm(· · · ⊗ a⊗ · · · ) + βκm(· · · ⊗ b⊗ · · · ). (65)
For convenience, we call {κm} rectangular free kurtosis (or kurtosis when there is no am-
biguity). For each m ≥ 1 and any rectangular random variable a, we put
κ2m(a) := κ2m(a⊗ a∗ ⊗ · · · ⊗ a⊗ a∗). (66)
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We consider consider the even order as odd order cumulants vanishes for all rectangular
elements.
Remark 32 In Benaych-Georges (2009b,a), the free cumulants refer to a family of linear
functions between X⊗Dn and D. The cumulants we introduced here are their coefficient
functions of p1.
The following vanishing lemma holds for the rectangular cumulants defined as in above.
Theorem 33 (Vanishing of mixed cumulants) A family (xi)i∈I of elements in X is
free with amalgamation over D if and only if for all n ≥ 2, and i(1), · · · , i(n) ∈ I, we have
κn(xi(1) ⊗ · · · ⊗ xi(n)) = 0 whenever there exists 1 ≤ l, k ≤ n with i(l) 6= i(k).
Therefore, for any a, b ∈ X12 that are free,
κ2m(a+ b) = κ2m(a) + κ2m(b), ∀m ∈ N.
A.3.3 Rectangular free entropy – free additivity
The free entropy χ for rectangular free probability space are introduced in Benaych-Georges
(2009a). Let a1, · · · , an denotes rectangular random variables, we have that
χ(a1, · · · , an) ≤ χ(a1) + · · ·+ χ(an). (67)
And the equality in (67) holds if and only if a1, · · · , an are free (See Corollary 5.16 in
Benaych-Georges (2009a)).
A.3.4 Analogy of Gaussian random variables in rectangular free
probability: the free Poisson element
Definition 34 Given an rectangular probability space (X , ϕ). An rectangular random vari-
able a ∈ X12 is a free Poisson element if
κ2m(a) ≡ 0, for m ≥ 2. (68)
A.4 When are random matrices free?
Here, we describe the modelization of independent random matrices as free random variables
and the explicit formulas of free kurtosis and entropy as functions of the input matrices.
A.4.1 Symmetric random matrix
Given a N > 0, we consider the algebra consists of all the real N ×N matrices over scalar
random variables L2(Σ, P ):
X = MN (L2(Σ, P )) (69)
and the functional ϕ on it is
ϕ(X) =
1
N
E[Tr(X)]. (70)
Denote the matrix transpose with complex conjugate by ∗. Then (X , ϕ) is a ∗-probability
space.
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We recall the following definition of asymptotic freely independence Nica and Speicher
(2006)
Definition 35 (Asymptotic independence) Let, for each N ∈ N, (XN , ϕN ) be a non-
commutative probability space. Let I be an index set and consider for each i ∈ I and
each N ∈ N random variables ai(N) ∈ XN . We say that {ai(N)}i∈I are asymptotically free
(N →∞), if (ai(N))i∈I converges in distribution towards (ai)i∈I for some random variables
ai ∈ X (i ∈ I) in some non-commutative probability space (X , ϕ) and if the limits (ai)i∈I
are free in (X , ϕ).
A pair of symmetric (Hermitian) random matrices with isotropically random eigenvectors
that are independent of the eigenvalues (and each other) are asymptotically free (Nica and
Speicher, 2006).
Given the ∗-probability space (X , ϕ(·)) defined as above. Recall the free kurtosis defined
in (14). Thus for a self-adjoint random matrix X ∈ X with ϕ(X) = 0, the free kurtosis is
explicitly given by
κ4(X) =
1
N
E[Tr(X4)]− 2
(
1
N
E[Tr(X2)]
)2
. (71)
Also, denote the eigenvalues density function of X by µ(x), free entropy is defined by (Hiai
and Petz, 2000)
χ(X) =
∫ ∫
log |x− y|dµ(x)dµ(y). (72)
For a large class of random matrices X, the free kurtosis and entropy concentrates
around a deterministic value when N is large. For example, if X is a Wigner matrix or
Wishart matrix, then Var[κ4(X)]→ 0 and Var[χ(X)]→ 0 as N →∞. Thus single sample
gives us an accurate empirical estimate. Given an sample of a random matrix X with
Tr(X) = 0, the empirical free kurtosis is
κ̂4(X) =
1
N
Tr(X4)− 2
(
1
N
Tr(X2)]
)2
. (73)
Also, the empirical free entropy of X is given by
χ̂(X) =
1
N(N − 1)
∑
i 6=j
log |λi − λj |, (74)
where λi denotes the eigenvalue of X.
A.4.2 Rectangular random matrix
Consider rectangular random matrix of size N ×M , and assume that N ≤M . In Benaych-
Georges (2009b), the author embeded N ×M matrix into top right block of a (N +M)×
(N + M) ”extension matrix”. The algebra of all (N + M) × (N + M) random matrices
together with this block structure structure is defined as an rectangular probability space
(MN+M (L2(Σ,P)), diag(IN , 0M ), diag(0N , IM ), 1N Tr,
1
M Tr) Benaych-Georges (2009b).
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We recall the following definition of asymptotic freely independence in rectangular prob-
ability space Benaych-Georges (2009a).
Definition 36 (Asymptotic freely independence) Let, for each N ∈ N,
(XN , p1(N), p2(N), ϕ1,N , ϕ2,N ) be a (ρ1,N , ρ2,N )-rectangular probability space such that
(ρ1,N , ρ2,N )→ (ρ1, ρ2), N →∞.
Let I be an index set and consider for each i ∈ I and each N ∈ N random variables
ai(N) ∈ XN . We say that {ai(N)}i∈I are asymptotically free (N → ∞), if (ai(N))i∈I
converges in D-distribution towards (ai)i∈I for some random variables ai ∈ X (i ∈ I) in
some (ρ1, ρ2)-probability space (X , p1, p2, ϕ1, ϕ2) and if the limits (ai)i∈I are free in (X , ϕ).
And independent bi-unitary invariant rectangular random matrices with converging singular
law are asymptotically freely independent (Benaych-Georges, 2009b,a).
Following (15), the free kurtosis for a single N ×M random matrices X is given by
κ4(X) =
1
N
E[Tr((XXH)2)]− (1 + N
M
)
(
1
N
E[Tr((XXH))]
)2
. (75)
Denote the probability density function of eigenvalues of XXH by µ(x), set α = NN+M and
β = MN+M , the free entropy is given by (Benaych-Georges, 2009a)
χ(X) = α2
∫ ∫
log |x− y|dµ(x)dµ(y) + (β − α)α
∫
log xdµ(x). (76)
Again, empirical statistics over a single sample of large dimension give an accurate estimate
of limit value. Given a realization of rectangular random matrix X ∈ RN×M , the empirical
free kurtosis is given by
κ̂4(X) =
1
N
Tr((XXH)2)− (1 + N
M
)
(
1
N
Tr(XXH)
)2
. (77)
The empirical free entropy is given by
χ̂(X) =
α2
N(N − 1)
∑
i 6=j
log |λi − λj |+ (β − α)α
N
N∑
i=1
log λi, (78)
where λi denote the eigenvalue of XX
H .
Appendix B. Proof of Proposition 13 and 14
We proof Proposition 13 and 14 for the covariance matrix for rectangular case. The self-
adjoint case can be proved with straightforward modification.
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B.1 Proof of Proposition 13
By Remark 1.2 of Nica and Speicher (2006), for any random variable a, ϕ(a∗) = ϕ(a).
Thus,
[Czz]ij = ϕ1(z˜iz˜
∗
j )
= ϕ1((z˜iz˜
∗
j )
∗)
= ϕ1(z˜j z˜
∗
i ) = [Czz]ji.
(79)
Therefore, Czz is Hermitian.
We turn to show that [Czz] is positive semi-definite. Actually, as ϕ is a linear functional,
for any column vector α = [α1, · · · , αs],
αCzzα
H = ϕ((
s∑
i=1
αiz˜i)(
s∑
i=1
αiz˜i)
∗) ≥ 0 (80)
where we used that ϕ(·) is positive. This completes the proof.
B.2 Proof of Proposition 14
Since z = Ax and Cxx = I,
Czz = ACxxA
H = AAH .
Note that we assume that A is real and non-singular, Czz is real and positive-definite.
Appendix C. Proofs of the main results
C.1 Proof of Theorem 1
In order to prove Theorem 1, we first recall the following lemma of free cumulants.
Lemma 37 Given a probability space (X , ϕ), recall the free cumulants for a single random
variable κm(a) defined in (58). We have
(i) (Free additivity, Proposition 12.3 in Nica and Speicher (2006)) For any m ≥ 1, if a
and b are freely independent random variables, then
κm(a+ b) = κm(a) + κm(b). (81)
(2) For any m ≥ 1, α ∈ C and a ∈ X , we have that
κm(αa) = α
mκm(a). (82)
This immediately follows from the multilinearity of free cumulants (see (55)).
The above lemma is still valid with κm(·) denoting rectangular free kurtosis defined
in (66). The analogy of (81) for rectangluar free kurtosis follows from equation (10) in
Benaych-Georges (2009b). The analogy of (82) is a direct result of (65).
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We are ready to prove the Theorem 1.
C.1.1 Proof of Theorem 1 (a)
Set g = QTw, then w = Qg. As x and y are related via (12), we have that
wTy = wTQx = (QTw)Tx = gTx. (83)
Adapt the notation g = (g1, · · · , gs)T . Note that xi are freely independent, then using (81),
we have that
κ4(g
Tx) = κ4
(
s∑
i=1
gixi
)
=
s∑
i=1
κ4(gixi). (84)
By (82), κ4(gixi) = g
4
i κ4(xi) for i = 1, · · · , s, thus the above equation becomes
κ4(g
Tx) =
s∑
i=1
g4i κ4(xi). (85)
Combining (83) and (85), we get
∣∣κ4(wTy)∣∣ =
∣∣∣∣∣
s∑
i=1
g4i κ4(xi)
∣∣∣∣∣ . (86)
When w runs over all unit vectors, g = QTw also runs over all unit vectors. Therefore,
if w(1) is a maximizer of (17), then w(1) = Qg(1) where g(1) is a maximizer of
max
g∈Rs, ‖u‖2=1
∣∣∣∣∣
s∑
i=1
g4i κ4(xi)
∣∣∣∣∣ . (87)
Thus in order to prove (a), it is equivalent to show that g(1) is maximizer of (87) if and
only if g(1) ∈ {(±1, 0, · · · , 0)T }.
For any unit vector u, since |gi| ≤ 1, we have that
s∑
i=1
g4i ≤
s∑
i=1
g2i = 1. (88)
Note that the equality holds if and only if there is a index i such that gi ∈ {±1} (thus
gj = 0 for all j 6= i). Then using (16) and (88),∣∣∣∣∣
s∑
i=1
g4i κ4(xi)
∣∣∣∣∣ ≤
s∑
i=1
g4i |κ4(xi)|
≤
s∑
i=1
g4i |κ4(x1)|
≤ |κ4(x1)|.
(89)
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On the other hand, for g = (±1, 0, · · · , 0)T , it can be checked that all equalities equalities
in (89) hold. Thus
max
g∈Rs, ‖g‖2=1
∣∣∣∣∣
s∑
i=1
g4i κ4(xi)
∣∣∣∣∣ = |κ4(x1)| (90)
and g(1) is a maximizer of (87) if g(1) ∈ {(±1, 0, · · · , 0)T }.
For the other direction, if g(1) is maximizer of (87), then the second equality in (89)
holds for g = g(1). That is,
0 =
s∑
i=1
(g
(1)
i )
4 (|κ4(xi)| − |κ4(x1)|) . (91)
Due to (18), |κ4(xi)| − |κ4(x1)| < 0 for i = 2, · · · , s. Thus (91) implies g(1)i = 0 for
i = 2, · · · , s. Since g(1) is a unit vector, g(1) ∈ {(±1, 0, · · · , 0)T }. This completes the proof.
C.1.2 Proof of Theorem 1 (b)
In the proof of (a), the arguments upto (91) only rely on properties of free kurtosis κ(·)
and condition (16). Thus (87), (89), (90) and (91) also apply in the setting of (b). Thus in
order to prove (b), it is equivalent to show that u(1) is a maximizer of (87) if and only if
(i) g
(1)
i = 0 for i = r + 1, · · · , s,
(ii) there is an index i such that g
(1)
i ∈ {±1}.
The backward direction can be checking directly using |κ4(x1)| = · · · = |κ4(xr)|.
We now prove the forward direction. If g(1) maximizes (87), then it satisfies (91). By
(20), |κ4(xi)| − |κ4(x1)| = 0 for i = 1, · · · , r and |κ4(xi)| − |κ4(x1)| < 0 for i = r + 1, · · · , s.
(i) then follows. On the other hand, as |κ4(x1)| = · · · = |κ4(xr)|, enforcing the third equality
in (89) implies
r∑
i=1
(g
(1)
i )
4 = 1. (92)
By the observation below (88), this indicates indicates (ii). This completes the proof.
C.2 Proof of Theorem 3
Set g = QTw, we use the notation g = [g1, · · · , gs]T . As w(i) ∈ {±Qi} for i = 1, · · · , k− 1,
‖w‖2 = 1,w ⊥ w(1), · · · ,w(k−1) ⇐⇒ ‖g‖2 = 1, g1 = · · · = gk−1 = 0. (93)
Using (86), if w(k) is a maximizer of (22), then w(k) = Qg(k) where g(k) is a maximizer of
max
g∈Rs, ‖g‖2=1
g1=···=gk−1=0
∣∣∣∣∣
n∑
i=1
g4i κ4(xi)
∣∣∣∣∣ . (94)
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Thus in order to prove (a), it is equivalent to show that g(k) = (g
(k)
1 , · · · , g(k)s )T is
maximizer of (94) if and only if g
(k)
k ∈ {±1} (thus g(k)j = 0 for j 6= k).
As we are maximizing over unit vector g such that g1 = · · · = gk−1 = 0, again using
(16) and (88) ∣∣∣∣∣
s∑
i=1
g4i κ4(xi)
∣∣∣∣∣ =
∣∣∣∣∣
s∑
i=k
g4i κ4(xi)
∣∣∣∣∣
≤
s∑
i=k
g4i |κ4(xi)|
≤
s∑
i=k
g4i |κ4(xk)|
≤ |κ4(xk)|.
(95)
For g with gk ∈ {±1}, it can be checked that all equalities in (95) hold. Thus
max
g∈Rs, ‖g‖2=1
g1=···=gk−1=0
∣∣∣∣∣
s∑
i=1
g4i κ4(xi)
∣∣∣∣∣ = |κ4(xk)|, (96)
and g(k) is a maximizer if g
(k)
k ∈ {±1}.
For the other direction, if g(k) is a maximizer of (94), all equalities in (95) hold with
g = g(k). In particular, the third equality in (95) implies
0 =
s∑
i=k
(g
(k)
i )
4 (|κ4(xi)| − |κ4(xk)|) . (97)
Due to (18), |κ4(xi)| − |κ4(xk)| < 0 for i = k+ 1, · · · , n. Thus (97) implies that g(k)i = 0 for
i = k + 1, · · · , s. Since g(k) is a unit vector, g(k)k ∈ {±1}. This completes the proof.
C.3 Proof of Theorem 4
C.3.1 Proof of Theorem 4 (a)
We prove (a) by showing that
max
W∈O(s)
s∑
i=1
∣∣κ4 ((W T y)i)∣∣ = s∑
i=1
|κ4(xi)| (98)
and W = Q reaches the maximum. Set G = QTW ∈ O(s). As x and y are related via
(12),
W Ty = W TQx
= (QTW )x
= GTx.
(99)
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Adapt the notation G = (gij)
s
i,j=1. Then for all i = 1, · · · , n, (W Ty)i = (GTx)i =∑s
j=1 gjixj . Together with (81) and (82), for any i = 1, · · · , s, we have that
κ4((W
Ty)i) =κ4
 s∑
j=1
gjixj

=
s∑
j=1
κ4 (gjixj)
=
s∑
j=1
g4jiκ4(xj).
(100)
Apply triangular inequality to above equation, we get
∣∣κ4((W Ty)i)∣∣ ≤ s∑
j=1
g4ji |κ4 (xj)| . (101)
Note that (gj1, · · · , gjn)T is a unit vector, by (88),
∑s
j=1 g
4
ji ≤ 1. Then summing (101) over
i = 1, · · · , n, we obtain that
s∑
i=1
∣∣κ4((W T y)i)∣∣ ≤ s∑
i=1
s∑
j=1
g4ij |κ4 (xj)|
=
s∑
j=1
(
s∑
i=1
g4ji
)
|κ4(xj)|
≤
s∑
j=1
|κ4(xj)|.
(102)
Actually, for W = Q, QTy = QTQx = x, thus
s∑
i=1
∣∣κ4((QTy)i)∣∣ = s∑
i=1
|κ4(xi)|. (103)
Equations (103) and (102) together imply (98). Then by (103), Q is a maximizer of (24).
C.3.2 Proof of Theorem 4 (b)
We first introduce several notations. For a permutation matrix P = (pji)
s
i,j=1, there is a
associate permutation σ such that pσ(i)i = 1 and pji = 0 for all i = 1, · · · , s and j 6= σ(i).
For a signature matrix S, we denote its i-th diagonal elements by Si.
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Now for any P and S, under the light of (98), it is desired to show that∑s
i=1
∣∣κ4 (((QPS)Ty)i)∣∣ = ∑si=1 |κ4(xi)|. As x and y satisfy (12), we have
(QPS)Ty =STP TQTy
=STP Tx
=(S1xσ(1), · · · , Ssxσ(s))T .
(104)
As Si ∈ {±1}, by (82)
κ4(Sixσ(i)) = S
4
i κ4(xσ(i)) = κ4(xσ(i)). (105)
Combining (104) and (105) together, we obtain that
s∑
i=1
∣∣κ4 (((QPS)Ty)i)∣∣ = s∑
i=1
∣∣κ4(Sixσ(i))∣∣
=
s∑
i=1
|κ4(xσ(i))|
=
s∑
i=1
|κ4(xi)|.
(106)
This completes the proof of (b).
C.3.3 Proof of Theorem 4 (c)
By (b), any matrix Ŵ of the form Ŵ = QPS is a maximizer. For the other direction, we
want to show that any maximizer Ŵ can be written in the this form.
Actually, if Ŵ is a maximizer, we consider (ĝij)
s
i,j=1 = Ĝ = Q
TŴ . The thrid equality
of (102) holds with gij = ĝij . That is,
s∑
j=1
(
s∑
i=1
ĝ4ji
)
|κ4(xj)| =
s∑
j=1
|κ4(xj)|. (107)
Since all the components of x has non-zero free kurtosis and
∑s
i=1 ĝ
4
ji ≤ 1 for j = 1, · · · , s,
(107) is equivalent to
s∑
i=1
ĝ4ji = 1, for j = 1, · · · , n. (108)
By the observation below (88), for each j, there is a i such that ĝji ∈ {±1} while ĝjk = 0
for k 6= i. That is, each column of Ĝ has exactly one non-zero entry. By Proposition 41,
Ĝ ∈ Osp and thus Ĝ = PS for some permutation matrix P and signature matrix S. Now,
recall that Ŵ = QĜ, we have that Ŵ = QPS. This completes the proof.
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C.4 Proof of Theorem 8
Here, we recall two propositions of free entropy which will be handful in the proof.
Proposition 38 Let x = (x1, · · · , xs)T where xi are self-adjoint non-commutative random
variables. Then for any Q = (qij)
s
i,j=1 ∈ O(s), then
χ ((Qx)1, · · · , (Qx)s) = χ(x1, · · · , xs). (109)
That is, the free entropy is invariant under the orthogonal transformation.
Proof This proposition is a special case of a general result. For any matrix A ∈ Rn×n, we
actually have that (see Corollary 6.3.2 in Hiai and Petz (2000)),
χ ((Ax)1, · · · , (Ax)s) = χ(x1, · · · , xs) + log | detA|. (110)
Now, for Q ∈ O(s), QTQ = I, thus
(detQ)2 = detQT detQ = det(QTQ) = det I = 1. (111)
That is, | detQ| = 1 and thus log | detQ| = 0. Now, set A = Q in (110), we obtain (109).
Proposition 39 Let x1, · · · , xs be self-adjoint non-commutative random variable, then
χ(x1, · · · , xs) ≤
s∑
i=1
χ(xi). (112)
Further assume that χ(xi) > −∞ for i = 1, · · · , n, then the above equality holds if and only
if x1, · · · , xs are freely independent.
Proof The proof for the inequality can be found in Proposition 6.1.1 in Hiai and Petz
(2000). The equivalence between the equality and freely independence is Theorem 6.4.1 in
Hiai and Petz (2000).
Proposition 38 also holds with χ(·) denoting the rectangular free entropy. This can be
proved using Proposition 5.8 of Benaych-Georges (2009a). On the other hand, Theorem 5.7
and Corollary 5.16 in Benaych-Georges (2009a) together prove the analogy Proposition 39
for rectangular free entropy χ(·).
C.4.1 Proof of Theorem 8 (a)
Set Z = QTW . As x and y are related via (12), W Ty = (QZ)TQx = ZTx. Then by
(112),
s∑
i=1
χ
(
(W Ty)i
)
=
s∑
i=1
χ
(
(ZTx)i
) ≥ χ ((ZTx)1, · · · , (ZTx)s) . (113)
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On the other hand, note that Z is an orthogonal matrix, then by (109),
χ
(
(ZTx)1, · · · , (ZTx)s
)
= χ (x1, · · · , xs) (114)
Combining (113) and (114) together, we obtain that, for any W ∈ O(s),
s∑
i=1
χ
(
(W Ty)i
) ≥ χ (x1, · · · , xs) (115)
Now consider W = Q. As QTy = QTQx = x, we have that
s∑
i=1
χ
(
(QTy)i
)
=
s∑
i=1
χ (xi) . (116)
On the other hand, as xi are freely independent, then by Proposition 39,
s∑
i=1
χ(xi) = χ(x1, · · · , xs). (117)
Then (116) becomes
s∑
i=1
χ
(
(QTy)i
)
= χ (x1, · · · , xs) . (118)
Equations (118) and (115) together indicate
min
W∈O(s)
s∑
i=1
χ
(
(W Ty)i
)
= χ (x1, · · · , xs) (119)
and Q is a maximizer of (26).
C.4.2 Proof of Theorem 8 (b)
Adapt the notations introduced in the proof of Theorem 4 (b). For any permutation matrix
P associate with permutation σ and signature matrix S = diag(S1, · · · , Ss), we have that
(see (104))
(QPS)T y = (S1xσ(1), · · · , Ssxσ(n))T . (120)
Thus
s∑
i=1
χ
(
((QPS)T y)i
)
=
s∑
i=1
χ(Sixσ(i)). (121)
As Si ∈ {±1} can be regard as 1-by-1 orthogonal matrices, then the 1-dimensional verision
of (110) yields
χ(Sixσ(i)) = χ(xσ(i)), for i = 1, · · · , n. (122)
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Then (121) becomes
s∑
i=1
χ
(
((QPS)T y)i
)
=
s∑
i=1
χ(xi). (123)
Under the light of (119), QPS is a maximizer of (26).
C.4.3 Proof of Theorem 8 (c)
By (b), any matrix Ŵ of the form Ŵ = QPS is a maximizer. For the other direction, it is
enough to show that, any maximizer Ŵ of (26) can be written in the form Ŵ = QPS for
some permutation matrix P and signature matrix S. Actually, if Ŵ maximize (26), then
by (119),
s∑
i=1
χ
(
(Ŵ T y)i
)
= χ (x1, · · · , xs) (124)
Since Ŵ TQ is a orthogonal matrix, then by (109) and (12),
χ (x1, · · · , xs) = χ
(
(Ŵ TQx)1, · · · , (Ŵ TQx)s
)
= χ
(
(Ŵ T y)1, · · · , (Ŵ T y)s
) (125)
Then (124) becomes
s∑
i=1
χ
(
(Ŵ T y)i
)
= χ
(
(Ŵ T y)1, · · · , (Ŵ T y)s
)
(126)
By Proposition 39, the above equation indicates that Ŵ T y has freely independent compo-
nents. As we assume that x has at most one semi-circular element, Theorem 9 implies that
Ŵ = QPS for some permutation matrix P and signature matrix S. This completes the
proof.
C.5 Proof of Theorem 9
Definition 40 We denote all matrix of size s×s which are product of a permutation matrix
and a signature matrix by
Ops = Ops(s) := {PS | P is a permutation matrix, S is a signature matrix}. (127)
Let O := O(s) denotes the sets of orthogonal matrix of size s×s. Note that any permutation
matrix P and signature matrix S belong to O. Furthermore, it can be checked that Ops is
a subgroup of O.
We first prove two propositions of Ops. An orthogonal matrix must contain at least one
nonzero entry in each column (and each row). On the other hand, the matrix belonging to
Ops has exactly one nonzero entry in each column (and each row). The following proposition
states that this characterizes the matrices contained in Ops.
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Proposition 41 Fix a positive integer s ≥ 1, Q ∈ O(s) has exactly one non-zero entry in
each column if and only if Q ∈ Ops(s).
Proof If Q ∈ Ops, then Q = PS for some permutation matrix P and signature matrix
S. Thus it follows that Q has exactly one non-zero entry in each column.
For the other direction, consider an arbitrary Q ∈ O(s) with exactly one non-zero entry
in each column. Note that Q has totally n non-zero entries. As Q is non-singular, it also
has exactly one non-zero entry in each row. As a result, there exists a permutation matrix
P such that P TQ is a diagonal matrix.
On the other hand, note that (P TQ)T (P TQ) = QTQ = I, P TQ is a diagonal orthog-
onal matrix. Thus the diagonal entries of P TQ are either +1 or −1. Then there exists
a signature matrix S such that P TQ = S. That is equivalent to Q = PS ∈ Ops. This
completes the proof.
By above proposition, for any Q ∈ O\Ops, there must be a column with more than one
non-zero entry. For the later purpose, we prove a stronger result.
Proposition 42 Given any s ≥ 2, consider matrix Q = (qij)si,j=1 ∈ O(s)\Ops(s). Then
there is a 2× 2 submatrix of Q with all 4 entries non-zero. Explicitly, there exist i, j, k, ` ∈
{1, · · · , n} (i 6= j, k 6= `) such that all qik, qi`, qjk, and qj` are non-zero.
Proof
We first make the following observation. Two orthogonal vectors either share 0 or
more than 2 positions for non-zero entries. Actually, consider any u = (u1, · · · , us)T and
v = (v1, · · · , vs)T such that u and v are orthogonal. Assume that there is exactly one index
k such that both uk and vk are non-zero, then
uT v =
s∑
i=1
uivi = ukvk 6= 0. (128)
This contradicts the fact that uT v = 0.
Now we are ready to prove the proposition. Denote i-th columns of Q by Qi, for
i = 1, · · · , s. Note that the {Qi}si=1 form an orthonormal basis. As Q ∈ O(s)\Ops(s), there
must be a column containing more than two non-zero entries. Without lose of generality,
assume it is Q1. If all Q2, · · · ,Qs share 0 positions of non-zero entry with Q1, then {Qi}si=2
span a linear space of dimension less than n−2. This contradicts with the fact that {Qi}si=2
span a linear space of dimension s − 1. Thus there must exist a j ∈ {2, · · · , s} such that
Q1 and Qj share at least one positions for non-zero entry. By the observation we made in
the last paragraph, Q1 and Qj then share at least two positions of non-zero entry. This
completes the proof.
Corollary 43 Fix a positive integer n ≥ 2 and a Q ∈ O(s)\Ops(s). There exists indexes
i, j, k, ` ∈ [1, .., s] (i 6= j and k 6= `), such that for any m ≥ 3,
qm−1ik qjk 6= 0, and qm−1i` qj` 6= 0. (129)
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In particular, if s = 2, then for any m ≥ 3,
qm−111 q21 6= 0, and qm−112 q22 6= 0. (130)
Theorem 9 can be obtained as a corollary of the following lemma.
Lemma 44 Fix a s ≥ 2, let x = (x1, x2, · · · , xs)T and y = (y1, y2, · · · , ys)T be two random
vectors such that y = Qx, where Q ∈ O(s). Assume (xi)si=1 are freely independent. Now
if (yi)
s
i=1 are freely independent, then at least one of the following happens:
(i) Q ∈ Ops(s).
(ii) There are at least two components of x are semicircular (or Poisson in the non self-
adjoint setting).
We first show that Theorem 9 follows from Lemma 44.
Proof [Proof of Theorem 9] As x and y satisfy (12), x = (QTW )W Ty. Now, by as-
sumption, x and W Ty have free components. Then according to Lemma 44, there are two
possibilities: (i) QTW ∈ Ops or (ii) x has at least two semicircular components. As (ii)
has been excluded, (i) shall happens. That is, there exist a permutation matrix P and a
signature matrix S such that QTW = PS, i.e., W = QPS.
Proof [Proof of Lemma 44] If Q ∈ Ops(s), then the components of y are exactly the
components of x with different order and possible sign change. It is not surprising that yi
are freely independent. In the following, we assume that Q ∈ O(s)\Ops(s), and x,y has
free components, the goal is to show that x has at least two semicircular elements.
We start with the case where n = 2. Then it is desired to show x1 and x2 are both
semicircular elements. Recall the Definition 27 for the semicircular element, it is enough to
show κm(xi) ≡ 0 for all m ≥ 3 and i = 1, 2.
Fix m ≥ 3, we consider the mixed cumulants of y1, y2 of the specific form
κm(y1, · · · , y1, y2, yp) for p = 1, 2. As y1, y2 are free-independent, these cumulants satisfies
the condition of Theorem 26 by noting that i(1) = 1 6= i(m − 1) = 2. Thus these mixed
cumulants vanishes, i.e.,
κm(y1, · · · , y1, y2, yp) = 0 for p = 1, 2. (131)
On the other hand, as (yi)
2
i=1 are linear combinations of (xi)
2
i=1, using multi-linearity
of κm(·) (see (55)), we will express κm(y1, · · · , y1, y2, yp) as linear combinations of κm(xi)
(recall the notation (58)). Adapt the notation Q = (qij)
2
i,j=1, then yi =
∑2
j=1 qijxj . We
first derive the expression for κm(y1, · · · , y1, y2, y1) (i.e., p = 1),
κm(y1, · · · , y1, y2, y1) = κm
 2∑
j=1
q1jxj , · · · ,
2∑
j=1
q1jxj ,
2∑
j=1
q2jxj ,
2∑
j=1
q1jxj
 . (132)
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Apply (55) to the right hand side of (132) to expand the first variable,
κm(y1, · · · , y1, y2, y1) =
2∑
j1=1
q1j1κm
xj1 , 2∑
j=1
q1jxj , · · · ,
2∑
j=1
q1jxj ,
2∑
j=1
q2jxj ,
2∑
j=1
q1jxj
 .
(133)
Again apply (55) for the second variable, we obtain that
κm(y1, · · · , y1, y2, y1) =
2∑
j1=1
2∑
j2=1
q1j1q1j2κm
xj1 , xj2 , · · · , 2∑
j=1
q1jxj ,
2∑
j=1
q2jxj ,
2∑
j=1
q1jxj
 .
(134)
Repeat applying (55) for the rest n− 2 variables, we arrive at
κm(y1, · · · , y1, y2, y1) =
2∑
j1=1
· · ·
2∑
jn=1
(
s−2∏
`=1
q1j`
)
q2js−1q1jsκm(xj1 , · · · , xjs). (135)
There are totally 2s terms in above summation. Note that x1 and x2 are free independent.
Then by Theorem 26, most of these cumulants vanish. For example, κs(x1, x2, · · ·x2) = 0
where j1 = 1 6= j2 = 2. Consequently, there are only two terms corresponding to the choices
of indexes j1 = j2 = · · · = js = 1 and j1 = j2 = · · · = js = 2 survive. Thus using the
notation (58), (135) can be written as
κm(y1, · · · , y1, y2, y1) = qm−211 q21q11κm(x1) + qm−212 q22q12κm(x2). (136)
Combining (136) with (131), we obtain that
qm−211 q21q11κm(x1) + q
m−2
12 q22q12κm(x2) = 0. (137)
Repeat (131) to (137) for κm(y1, · · · , y1, y2, y2) (i.e., p = 2), we find that
qm−211 q21q21κm(x1) + q
m−2
12 q22q22κm(x2) = 0. (138)
Writing (137) and (138) in the matrix form, we obtain that(
qm−211 q21q11 q
m−2
12 q22q12
qm−212 q21q21 q
m−2
12 q22q22
)(
κm(x1)
κm(x2)
)
=
(
q11 q12
q21 q22
)(
qm−211 q21 0
0 qm−212 q22
)(
κm(x1)
κm(x2)
)
= ~0
(139)
We actually get a linear equation system for κm(x1) and κm(x2). Note that Q = (qij)
2
i=1 is
an orthogonal matrix and thus is invertible. Thus (139) is equivalent to(
qm−211 q21 0
0 qm−212 q22
)(
κm(x1)
κm(x2)
)
= ~0. (140)
Now, as Q ∈ O(2)\Ops(2), then by (130), above linear equation system has a unique
solution, κm(xi) = 0, i = 1, 2. Note that this holds for all m ≥ 3. Then by Definition 27, we
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conclude that xi for i = 1, 2 are semicircular element (or Poisson element in non self-adjoint
setting). This conclude the proof for n = 2.
For general n ≥ 2. As Q ∈ O\Ops, by Corollary 43, there exist i, j, k, ` (i 6= j and
k 6= `) such that (129) holds. We will show that xk, x` are semicircular elements. For fixed
m ≥ 3, we consider the vanishing mixed cumulants
κm(yi, · · · , yi, yj , yp) = 0 for p = 1, · · · , s. (141)
Use relation yi =
∑s
j=1 qijxj and multilinearity of κm, we can repeat (131) to (137) for each
κm(yi, · · · , yi, yj , yp) and get
qm−1i1 qj1qp1κm(x1) + · · ·+ qm−1is qjsqpsκm(xs) = 0, for p = 1, · · · , s. (142)
Write above equations in the matrix form:q11 · · · q1s... . . . ...
qs1 · · · qss

q
m−2
i1 qj1
. . .
qm−2is qjs

κm(x1)...
κm(xs)
 = ~0. (143)
Again, Q = (qij)
s
i=1 is invertible and q
m−1
ik qjk 6= 0 (see (129)), thus κm(xk) = 0. For the
same reason, κm(x`) = 0. As these hold for all m ≥ 3, xk, x` are semicircular elements.
Remark 45 We remark that for each s ≥ 2, there are case there are exactly two semicircu-
lar elements. Consider the x with x1 and x2 are semicircular elements (or Poisson element
in non self-adjoint setting), let the mixing matrix Q be the following:
Q =

cos θ − sin θ
sin θ cos θ
1
. . .
1
 . (144)
As mentioned, (Qx)1 and (Qx)2 are sill free semicircular elements. Also x3, · · · , xs remains
unchanged. Thus Qx still has free components.
Not that in the self-adjoint case, identifiability condition (Theorem 9) was proved using
Corollary 43 and Theorem 26. We can prove Theorem (e) using the same proof with
Theorem 26 replaced by Theorem 33.
Appendix D. Proof of Theorem 19
Lemma 46 Given Y = [Y1, · · · ,Ys]T ∈ CNs×N with Yi ∈ CN×N are Hermitian matrices
and a vector w = [w1, · · · , ws] ∈ Rs. For
X = w˜TY , with w˜ = w ⊗ IN ,
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we recall the empirical free kurtosis
κ̂4(X) =
1
N
Tr(X4)− 2
[
1
N
Tr(X2)
]2
.
Then we have that
∂κ̂4(X)
∂wk
=
4
N
Tr(YiX
3)− 8
N2
Tr(X2) Tr(YiX). (145)
Proof As Tr(·) is a linear function of entries of input matrix,
∂κ̂4(X)
∂wk
=
1
N
Tr
(
∂X4
wk
)
− 4
N2
Tr(X2) Tr
(
∂X2
∂wk
)
. (146)
Note that
X = w˜TY = w1Y1 + · · ·+ wsYs,
thus, for any k = 1, · · · , s,
∂X
∂wk
= Yk. (147)
Therefore,
∂X4
∂wk
= YkX
3 +XYkX
2 +X2YkX +X
3Yk. (148)
Using Tr(AB) = Tr(BA), we find that
Tr(YkX
3) = Tr(XYkX
2) = Tr(X2YkX) = Tr(X
3Yk)
and thus
Tr
(
∂X4
wk
)
= 4 Tr(YkX
3). (149)
Repeat (148) to (149) for Tr
(
∂X2
∂wk
)
, we get that
Tr
(
∂X2
∂wk
)
= 2 Tr(YkX). (150)
Plug (149) and (150) into (146), we obtain (145).
Lemma 47 Given Y = [Y1, · · · ,Ys]T ∈ CNs×N with Yi ∈ CN×N are Hermitian matrices
and a vector w = [w1, · · · , ws] ∈ Rs. For
X = w˜TY , with w˜ = w ⊗ IN ,
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with eigenvalues λi and corresponding eigenvectors vi, we recall the empirical free entropy
χ̂(X) =
1
N(N − 1)
∑
i 6=j
log |λi − λj |.
Then we have that
∂χ̂(X)
∂wk
=
1
N(N − 1)
∑
i 6=j
∂wkλi − ∂wkλj
λi − λj (151)
with ∂wkλi = v
T
i Ykvi.
Proof Equation (151) is obtained by directly taking derivative. The fact that ∂wkλi =
vTi Ykvi follows from (147) and perturbation theory of eigenvalues Meyer and Stewart (1988).
Proof [Proof of Theorem 19] We first prove part (a). Set X = [X1, · · · ,Xs] = W˜ TY ,
then
s∑
i=1
∣∣∣κ̂4.(W˜ TY )∣∣∣ = s∑
i=1
|κ̂4 (Xi)|
As only X` explicitly depends on Wk`,
∂Wk`
s∑
i=1
∣∣∣κ̂4.(W˜ TY )∣∣∣ = ∂Wk` |κ̂4 (X`)| . (152)
Further notice that X` = w˜
T
` Y with w` = [W1`, · · · ,Ws`]T , thus
∂Wk` |κ̂4 (X`)| = sign(κ̂4 (X`)) · ∂Wk` κ̂4 (X`)
= sign(κ̂4 (X`))
(
4
N
Tr(YkX
3
` )−
8
N2
Tr(X2` ) Tr(YkX`)
)
,
(153)
where we used Lemma 46 for the last equality. Then (a) is proved by plugging (153) into
(152). The part (b) can be proved in a similar manner by repeating the process from (152)
to (153), where we replace |κˆ4(·)| with χ(·) and Lemma 46 by Lemma 47.
We omit the details of the proofs of (c) and (d) since these are straightforward modifi-
cations of the proofs of Lemma 46, 47 and parts (a) and (b).
Appendix E. Matrix Embeddings
One restriction of ICA is that it only operates on vector-valued components (see Section F).
In contrast, FCF applies to data whose matrix-valued components that can be of arbitrary
dimensions. Thus, one can embed components into new dimensions potentially obtain a
better performance with FCA. In this section, we list several matrix embedding algorithms.
For Z = [Z1, · · · ,ZN ]T where the Zi are rectangular matrices, Algorithm 3 embeds
Zi in the upper diagonal parts of a N
′ × N ′ self-adjoint matrices. In practice, the target
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dimension N ′ should be picked such that there no loss of information while also avoiding
too many artificial zeros. To embed Zi into rectangular matrices of other dimensions, we
introduce Algorithm 5. Putting the above embeddings and appropriate FCF algorithms
together, we get Algorithm 4 and Algorithm 6. One easily state the analogs of the above
algorithms for data containing self-adjoint matrices; for the sake of brevity, we omit them
here.
If the Zi are vectors, one can use the spectrogram to embed them into matrices. The
spectrogram of a vector is the alignment of the discrete Fourier transform of a sliding
window. The outcome is a complex rectangular matrix to which we can apply rectangular
FCFs. This is summarized in Algorithm 7.
Algorithm 3 Symmetric Embedding
Input: Z = [Z1, · · · ,ZN ]T where Zi ∈ CN×M .
Input: Target dimension N ′ ×N ′.
1. Draw S uniformly from all subsets of {1, · · · , N ′(N ′−1)2 } with size N
′(N ′−1)
2 −NM .
2. for i = 1, · · · , s
3. Construct z′ ∈ RN
′(N′−1)
2 by setting z′[S] = 0 and z′[Sc] = vec(Zi).
4. Fill the upper diagonal part of zero matrix Z ′ ∈ CN ′×N ′ by setting (Z ′ij)j>i = z′.
5. Construct self-adjoint matrix Z ′i = Z
′ + (Z ′)H .
6. end for
7. return: Z ′ = [Z ′1, · · · ,Z ′s]T .
Algorithm 4 Symmetric Embedding FCF
Input: Z = [Z1, · · · ,ZN ]T ∈ CsN×M where Zi ∈ CN×M .
Input: Target dimension N ′ such that N
′(N ′−1)
2 ≥ NM .
1. Apply Algorithm 3 to Z and find Z ′.
2. Apply Algorithm 2 to Z ′ and find estimated mixing matrix Â.
3. Compute X̂ = (Â−1 ⊗ IN )Z such that Z = (Â⊗ IN )X̂.
4. return: Â and X̂.
Appendix F. Independent Component Factorization
We would like to numerically compare FCA with ICA, and begin by providing a summary
of the ICA algorithm. Given data whose components are rectangular matrices, we first vec-
torize them and then apply ICA. We once again perform a whitening process (see Algorithm
8) and solve an optimization problem.
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Algorithm 5 Rectangular Embedding
Input: Z = [Z1, · · · ,ZN ]T ∈ CsN×M where Zi ∈ CN×M .
Input: Target dimension N ′ and M ′ such that N ′M ′ ≥ NM .
1. Draw S uniformly from all subsets of {1, · · · , N ′M ′} with size N ′M ′ −NM .
2. for i = 1, · · · , s
4. Construct z′ ∈ RN ′M ′ by setting z′[S] = 0 and z′[Sc] = vec(Zi).
5. Reshape z′ to Z ′i ∈ CN
′×M ′ .
6. end for
7. return: Return Z ′ = [Z ′1, · · · ,Z ′s]T
Algorithm 6 Rectangular Embedding FCF
Input: Z = [Z1, · · · ,ZN ]T ∈ CsN×M where Zi ∈ CN×M .
Input: Target dimension N ′ and M ′ such that N ′M ′ ≥ NM
1. Apply Algorithm 5 to Z and get Z ′.
2. Apply Algorithm 2 to Z ′ = [Z ′1, · · · ,Z ′N ]T and get the estimated mixing matrix Â.
3. Compute X̂ = (Â−1 ⊗ IN )Z such that Z = (Â⊗ IN )X̂.
4. return: Â and X̂.
Algorithm 7 Spectrogrm Embedding FCF
Input: Z = [Z1, · · · ,ZN ]T ∈ Cs×N where Zi ∈ C1×N .
Input: Necessary parameters for spectrogram
1. For each Zi, for i = 1, · · · , s, compute the spectrogram Z ′i.
2. Apply Algorithm 2 to Z ′ = [Z ′1, · · · ,Z ′N ]T and get the estimated mixing matrix Â.
3. Compute X̂ = (Â−1 ⊗ IN )Z such that Z = (Â⊗ IN )X̂.
4. return: Â and X̂.
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Here, we present Algorithm 9 whose optimization problem is based on the empirical
(scalar) kurtosis ĉ4(·) or the empirical (scalar) negentropy Ê(·). We call them kurtosis-
based ICF and entropy-based ICF respectively. Given a centered and whitened vector
x ∈ RT , its empirical kurtosis ĉ4(x) can be expressed as
ĉ4(x) =
1
T
T∑
i=1
x4i − 3
(
1
T
T∑
i=1
x2i
)2
. (154)
The negentropy E(x) is defined as
E(x) = h(gx)− h(x), (155)
where h(x) denotes the entropy of random variable x (see (52)) and gx denote the Gaussian
random variable with the same mean and variance as x. It is used as a measure of distance
to normality. The empirical negentropy Ê(x) involves the empirical distribution of x, which
is computationally difficult. Fortunately, it can also be expressed as a infinite sum of
cumulants. Thus in practice, Ê(x) can be approximated by a finite truncation of that sum
(Comon, 1994, Theorem 14 and (3.2) pp. 295).
In the simulation of this paper, we adapt the following approximation (see Section 5 of
(Hyva¨rinen et al., 2004)):
Ê(x) = 1
12
(
1
T
T∑
i=1
x3i
)2
+
1
48
ĉ4(x) = also cumulants (156)
Algorithm 8 Reshape and whitening
Input: Z = [Z1, · · · ,ZN ]T ∈ CsN×M where Zi ∈ CN×M .
1. For z = [z1, · · · , zs]T , where zi = vec(Zi), Compute µz = mean(z, 2) and z˜ = z−µz1TNM .
3. Compute C = 1NM z˜z˜
H and the eigenvalue decomposition <C = UΣ2UT .
4. Compute y = UΣ−1UT z˜.
5. return: y,Σ,U .
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Algorithm 9 Prototypical ICF
Input: Z = [Z1, · · · ,Zn]T ∈ CsN×M where Zi ∈ CN×M
1. Compute y,Σ,U by applying Algorithm 8 to Z.
2. Compute
Ŵ = arg min
W∈O(n)
∑
F̂ .
(
W Ty
)
,
where F̂ (·) is equal to −|ĉ4(·)| for kurtosis-based ICF or −Ê(·) for entropy-based ICF.
3. Compute Â = UΣUTŴ and X̂ = (Â−1 ⊗ IN )Z.
4. Sorting components of X̂ by kurtosis or entropy. Permute the columns of Â correspond-
ingly.
5. return: Â and X̂.
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