This paper mainly studies problems about so called "permutation polynomials modulo m", polynomials with integer coefficients 1 that can induce bijections over Zm = {0, · · · , m − 1}. The necessary and sufficient conditions of permutation polynomials are given, and the number of all permutation polynomials of given degree and the number induced bijections are estimated. A method is proposed to determine all equivalent polynomials from the induced polynomial function, which can be used to determine all equivalent polynomials that induce a given bijection. A few problems have not been solved yet in this paper and left for open study.
Polynomial Congruences Modulo m
The following definition is from Chap. VII of [1] and related concepts are slightly extended. Definition 1 Given two integer polynomials of degree n: f (x) = a n x n +· · ·+a 1 x+a 0 and g(x) = b n x n +· · ·+b 1 x+b 0 , if ∀i = 0 ∼ n, a i ≡ b i (mod m), we say f (x) is congruent to g(x) modulo m, or f (x) and g(x) are congruent (polynomials) modulo m, which is denoted by f (x) ≡ g(x) (mod m). On the other hand, if ∃i ∈ {1, · · · , n}, such that a i ≡ b i (mod m), we say f (x) and g(x) are incongruent (polynomials) modulo m, denoted by f (x) ≡ g(x) (mod m).
Definition 2 A polynomial congruence (residue) class modulo m is a set of all polynomials congruent to each other modulo m.
Definition 3 A set of polynomials of degree n modulo m is a complete system of polynomial residues of degree n modulo m, if for every polynomial of degree n modulo m there is one and only one congruent polynomial in this set. Lemma 6 The following set of polynomials is a complete system of polynomial residues of degree n modulo m:
F[x] = {f (x) = a n x n + · · · + a 1 x + a 0 |a n ∈ {1, · · · , m − 1}, a n−1 , · · · , a 0 ∈ {0, · · · , m − 1} } .
Proof : Assume f (x) = a n x n + · · · + a 1 x + a 0 is a polynomial of degree n modulo m. Choose a * i = (a i mod m) ∈ {0, · · · , m − 1} (i = 0 ∼ n), then f * (x) = a * n x n + · · · + a * 1 x + a * 0 ∈ F is congruent to f (x). Assume that another polynomial g(x) = b n x n + · · · + b 1 x + b 0 ∈ F is also congruent to f (x). Then, ∀i = 0 ∼ n, b i ≡ a * i (mod m). Since {0, · · · , m − 1} is a complete set of residues modulo m, b i = a * i . This means that g(x) = f * (x). This completes the proof of this lemma.
Definition 4 A set of polynomials of degree ≤ n modulo m is a complete system of polynomial residues of degree ≤ n modulo m, if for every polynomial of degree ≤ n modulo m there is one and only one congruence polynomial. Lemma 7 The following set of polynomials is a complete system of polynomial residues of degree n modulo m:
F[x] = {f (x) = a n x n + · · · + a 1 x + a 0 |a n , a n−1 , · · · , a 0 ∈ {0, · · · , m − 1} } .
Proof : The proof is similar to the above lemma.
Polynomial Functions Modulo m
Definition 5 If a function over {0, · · · , m − 1} can be represented by a polynomial modulo m, we say this function is polynomial modulo m. Lemma 8 Assume p is a prime. Then, any function over {0, · · · , p − 1} is polynomial modulo p.
Proof : Assume f (x) = a n x n + · · · + a 1 x + a 0 is a polynomial of degree n ≥ p − 1 modulo p. Given a function F : {0, · · · , p − 1} → {0, · · · , p − 1}, one has the following system of congruences:
Since the matrix at the left side is a Vondermonde matrix, one can see its determinant is relatively prime to p. So, for each combination of a p , · · · , a n , there is a unique set of incongruent solutions of a 0 , · · · , a p−1 . Thus this lemma is proved.
Equivalent Polynomials Modulo m
The concept of equivalent polynomial modulo m is used to describe incongruent but equivalent (for any integer) polynomials modulo m. Note that some researchers call them "residually congruent polynomials modulo m" [22, 23] .
Definition 6
Two integer polynomials f (x) and g(x) are equivalent (polynomials) modulo m if ∀x ∈ Z, f (x) ≡ g(x) (mod m).
Note that two equivalent polynomials modulo m may not be congruent modulo p, and may have distinct degrees. As a typical example, when p is a prime, f (x) = x p and g(x) = x are equivalent polynomials modulo p.
Lemma 9 Two polynomials of degree 1 modulo m, f (x) = a 1 x + a 0 and g(x) = b 1 x + b 0 , are equivalent polynomials modulo m if and only if f (x) ≡ g(x) (mod m), i.e., a 1 ≡ b 1 (mod m) and a 0 ≡ b 0 (mod m).
Proof : The "only if" part is obvious from the definition of equivalent polynomials modulo m, so we focus on the "if" part. Since f (x) and g(x) are equivalent polynomials modulo m, then ∀x ∈ {0, · · · , m − 1}, f (x) − g(x) = (a 1 − b 1 )x + (a 0 − b 0 ) ≡ 0 (mod m). Choosing x ≡ 0 (mod m), one has a 0 ≡ b 0 (mod m). Then, choosing x ≡ 1 (mod m), one has a 1 ≡ b 1 (mod m). Thus this lemma is proved.
. This lemma is proved.
Corollary 1
Two polynomials, f (x) = a n x n + · · · + a 2 x 2 + a 0 and g(x) = a n x n + · · · + a 2 x 2 + b 0 , are equivalent polynomials modulo m if and only if a 0 ≡ b 0 (mod m).
Proof : The "only if" part is obvious true, from the definition of equivalent polynomials modulo p d . So, we focus on the "if" part only. From f (x) − g(x) ≡ 0 (mod p d ), choosing x = 0 ∼ p − 1, one can get the following system of congruences in the matrix form AX a−b ≡ B (mod p d ):
. . .
Since A is a Vandermonde sub-matrix, one can get |A| = 0≤i<j≤p−1 (j − i) [24, §4.4] . From p is a prime and 1 ≤ (j − i) ≤ p − 1, one has gcd(|A|, p d ) = 1. Thus, the above system of congruences has a unique set of incongruent solutions. So, ∀i = 0 ∼ p − 1, one has a i ≡ b i (mod p d ). This completes the proof of this lemma.
Note that in the above lemma f (x) and g(x) may be polynomials of degree less than p − 1 modulo p d . In this case, the matrix at the left side of the system of congruences may have a smaller size, but its determinant is still relatively prime to p d .
Corollary 2 Assume p is a prime. Two polynomials, f (x) = a n x n + · · · + a 0 and g(x) = b n x n + · · · + b 0 , are equivalent polynomials modulo p if and only if (f (x) mod (x p − x)) ≡ (g(x) mod (x p − x)) (mod p).
Proof : This corollary is a direct result of the above lemma and Fermat's Little Theorem.
Permutation Polynomials Modulo m
Definition 7 Assume f (x) = a n x n + · · · + a 1 x + a 0 is a polynomial of degree n ≥ 1 modulo m, where a n ≡ 0 (mod m). If f (x) = ((a n x n + · · · + a 1 x + a 0 ) mod m) forms a bijection F : {0, · · · , m − 1} → {0, · · · , m − 1}, we say that f (x) is a permutation polynomial modulo m, or f (x) is permutation modulo m. The bijection F is called the induced bijection of the polynomial f (x) modulo m.
Definition 8 If two permutation polynomials are equivalent modulo m, we say they are equivalent permutation polynomials modulo m. It is obvious that equivalent permutation polynomials modulo m induce the same bijection over {0, · · · , m − 1}.
Proof : This lemma is a direst result of Theorem 3.6 in [19] on a complete system of residues modulo m.
Lemma 13
Two polynomials, f (x) = a n1 x n1 + · · · + a 1 x + a 0 and f (x) = b n2 x n2 + · · · + b 1 x + b 0 , is equivalent permutation polynomials if and only if f * (x) = a n1 x n1 + · · · + a 1 x and g * (x) = b n2 x n2 + · · · + b 1 x are equivalent permutation polynomials modulo m and a 0 ≡ b 0 (mod m).
Proof : This lemma is a direct result of Lemmas 10 and 12.
From the above two lemmas, we can only study permutation polynomials in the form f (x) = a n x n + · · · + a 1 x.
So g(x) generates the same bijection as f (x). This completes the proof. Proof : Assume that ∃a ∈ A\B, F (a) ∈ B. Since F B is a bijection over B, then F (a) has one and only one preimage in B. However, it is obvious that a ∈ B is also the preimage of F (a). We get a contradiction. So, ∀x ∈ A\B, F (x) ∈ A\B. This means that F A\B is a sub-bijection of F over A\B.
Null Polynomials modulo m
This concept was introduced in [27] , and also studied by others without a special name [22, 23] . Here, we just give the definition and some simple lemmas on null polynomials modulo m. For more advanced results, see [27] .
. Specially, f (x) = 0 is a trivial null polynomial of degree 0 modulo m.
Lemma 16 If f (x) = a n x n + · · · + a 1 x + a 0 is a null polynomial modulo m, then a 0 ≡ 0 (mod m).
Lemma 17
Given any null polynomial f (x) modulo m, af (x) will still be a null polynomial modulo m, where a is an arbitrary integer.
Lemma 18 A polynomial f (x) is a null polynomial modulo m, if and only af (x) is a null polynomial modulo m, where gcd(a, m) = 1.
Lemma 19 If f (x) is a null polynomial modulo m and a | m, then f (x) is still a null polynomial modulo a.
The most frequently used form of the above lemma is as follows: if f (x) is a null polynomial modulo p d , then f (x) is still a null polynomial modulo p i for any integer i ≤ d.
Lemma 20
Two polynomials, f 1 (x) and f 2 (x), are equivalent polynomials modulo m if and only if
is a null polynomial modulo m.
Definition 11 Denote the least integer n ≥ 1 such that there exists a null polynomial of degree n modulo m by ω 0 (m) and call it the least null-polynomial degree modulo m. Denote the least integer n ≥ 1 such that there exists a monic null polynomial of degree n modulo m by ω 1 (m) and call it the least monic null-polynomial degree modulo m. A (monic) null polynomial of degree ω 0 (m) or ω 1 (m) is called a least-degree (monic) null polynomial modulo m. Lemma 22 If A 1 , · · · , A k is a partition of an integer set A = {0, · · · , m − 1}, then ∀a ∈ Z, [(A 1 + a) mod m], · · · , [(A k + a) mod m] is still a partition of A.
On the other hand, since A 1 , · · · , A k is a partition of A, ∀y 1 ∈ A i and ∀y 2 ∈ A j (i = j), one has y 1 = y 2 . Considering A is a complete system of residues modulo m, one immediately gets y 1 ≡ y 2 (mod m) ⇔ (y 1 + a) ≡ (y 2 + a) (mod m) ⇔ (y 1 + a) mod m = (y 2 + a) mod m. This means A i ∩ A j = ∅.
The above two results proves this lemma.
Base-p Resolution (New)
Definition 13 The base-p resolution of an integer a is an integer i ≥ 0 such that p i a, i.e., p i | a but p i+1 ∤ a. Specially, define the base-p resolution of 0 as +∞. When p = 2, the base-p resolution is also called the binary resolution.
Notation 1
The set of all integers of base-p resolution i is denoted by Z(i| p ). The set of all elements in A of base-p resolution i is denoted by A(i| p ). The set of all elements in A of base-p resolution i ≥ a is denoted by A(≥ a| p ); similarly, we can define A(≤ a| p ) and A( = a| p ). The set of all elements in A of base-p resolution a ≤ i ≤ b is denoted by A(a → b| p ). The set of all elements in A of base-p resolution i ∈ {i 1 , · · · , i k } is denoted by A(i 1 , · · · , i k | p ). In the above notations, the subscription "p" denotes the base (radix) of the resolution.
Definition 14
The base-p multi-resolution partition of the integer set Z is a collection of the following sets:
The base-p multi-resolution partition of an integer set A is a collection of the following (k max −k min +2) sets: A(k min | p ), · · · , A(k max | p ) and A(+∞| p ) = {0}, where k min and k max denote the minimal and the maximal basep resolution of all non-zero integers in A.
Specially, the base-p multi-resolution partition of A = {0, · · · , p d − 1} is a collection of the following d + 1 sets:
Definition 15 Assume the base-p resolution of an integer a = 0 is i ≥ 0, then the base-p representation of a is a sequence of i integers a 0 , · · · , a i , such that a = i j=0 a j p j and a j ∈ {0, · · · , p − 1}. It is denoted by a = (a i · · · a 0 ) p . Specially, the base-p representation of 0 is (0) p . The j-th integer in the base-p representation of a is called the j-th base-p digit or the j-th digit of base p or the j-th digit in short if the base is well defined in the context.
It is obvious that the base-p resolution of an integer is unique and a j = ⌊a/p j ⌋ mod p.
Determinants of Some Special Matrices
Proof : A proof can be found in [28] , or in [29] (as a special case of Theorem 20) .
. Then, |A| = (−1)
Lemma 24 Assume m ≥ 1, n ≥ l ≥ 1 and A is a block-wise ml × ml matrix as follows:
The theorems given in this section says that we can focus our study on permutation polynomials modulo prime and prime powers.
Proof : To simplify the following proof, ∀i = 1 ∼ r, assume P i = p di i and P i = m/P i . Since p 1 , · · · , p r are all primes, it is obvious that gcd(P i , P i ) = 1. In addition, assume M = {0, · · · , m − 1}, and ∀i = 1 ∼ r,
This means that A is a complete system of residues modulo P i . This leads to the result that f (x) is a permutation polynomial modulo P i .
Next, we prove the "only if" part. Given r integers as follows: a 1 ∈ M 1 , · · · , a r ∈ M r , construct the system of r simultaneous congruences, i = 1 ∼ r : f (x) ≡ a i (mod P i ). From the Chinese Remainder Theorem, there is exactly one solution of f (x) in each complete system of residues modulo m. Since f (x) is a permutation polynomial modulo each P i , we can construct m = r i=1 p di i systems of r simultaneous congruences, and get m distinct solutions of f (x) in each complete system of residues modulo m. Considering there are only m elements in each complete system of residues modulo m, one can immediately deduce that f (x) is also a permutation polynomial modulo m.
1 , · · · , p dr r , respectively, then there exists one and only one permutation polynomial f (x) modulo m in each complete system of polynomial residues modulo m, such that f (x) ≡ f i (x) (mod p di i ) holds for i ∈ {1, · · · , r}. Proof : Applying the Chinese remainder theorem on each coefficients of the polynomials, one can immediately prove this theorem.
Permutation Polynomials modulo p
It is natural to connect Fermat's Little Theorem with permutation polynomials, since this theorem actually says that there always exists a permutation polynomial f (x) = x p of degree p modulo a prime p such that ∀x ∈ Z, f (x) ≡ x (mod p). However, the original Fermat's Little Theorem say nothing about how many permutation polynomials there are and how to calculate other permutation polynomials (if any). We have an enhanced version to answer this question.
Theorem 4 Assume p is a prime. There exist (p − 1)p! congruence classes of permutation polynomials of degree p modulo p. For each given bijection over {0, · · · , p − 1}, there exist p − 1 congruence classes of permutation polynomial of degree p modulo p. Specially, there exists a permutation polynomial f (x) = x p , such that ∀x ∈ Z, f (x) ≡ x (mod p).
Proof : Assume f (x) = a p x p + a p−1 x p−1 + · · · + a 1 x + a 0 , where a p ≡ 0 (mod p). Choosing x = 0, · · · , p − 1, respectively, one can get the following p congruences modulo p.
Fixing a p , rewrite the above system of congruences as the following matrix form AX a ≡ B (mod p).
Apparently, A is a Vandermonde matrix, so its determinant can be calculated as
Since p is a prime and 0 ≤ (j − i) ≤ p − 1, one has gcd(|A|, p) = 1. Thus, the above system of congruence has a unique (i.e., one and only one) solution modulo p, for each combination of the values of f (0), · · · , f (p − 1) and a p . For each possible value of a p , the number of all possible combinations of the values of f (0), · · · , f (p − 1) is p!. Since a p has p − 1 congruence classes modulo p, one immediately deduces that there exists (p − 1)p! congruence classes of permutation polynomials of degree p modulo p. For each bijection over {0, · · · , p − 1}, i.e., for each combination of the values of f (0), · · · , f (p − 1), there are p − 1 distinct congruence classes of permutation polynomials of degree p modulo p, each of which corresponds to one possible value of a p modulo p. When a p = 1, choosing f (i) = i for i = 0 ∼ p − 1, one can get a special solution: a 0 ≡ a 1 ≡ · · · ≡ a p−1 ≡ 0 (mod p). This leads to f (x) = x p ≡ x (mod p), which is the permutation polynomial of degree p modulo p as mentioned in the Fermat's little theorem.
From the above theorem, one can get some more results on the number of permutation polynomials and induced bijections modulo p.
Notation 2 Assume p is a prime. Denote the number of distinct permutation polynomials and the number of all distinct polynomials in a complete system of polynomial resides of degree ≤ n modulo p by N pp (n, p) and N p (n, p) respectively. Here, the subscript "pp" means "permutation polynomial" and "p" denotes "polynomial". Similar functions will be defined later.
Corollary 5 Assume p is a prime. The following is true: when n ≥ p − 1,
Proof : Recall the proof of Theorem 4, when n ≥ p − 1, changing the degree of the polynomial from p to n and moving a p , · · · , a n to the right side, Eq.
(2) has a unique set of incongruent solutions to the values of f (0), · · · , f (p − 1), a p , · · · , a n . Since f (0), · · · , f (p − 1) forms a complete permutation modulo p, one immediately has N pp (n)/N p (n) = p!/p p = (p − 1)!/p p−1 .
Corollary 6 Assume p is a prime and n ≥ p − 1. The number of bijections induced from permutation polynomials of degree ≤ n modulo p is p!.
Proof : This corollary can be proved in the same way as the above corollary, due to the fact that each permutation of f (0), · · · , f (p − 1), a p , · · · , a n corresponds to a unique set of incongruent solutions to a 0 , · · · , a p−1 .
Corollary 7 (A special case of Lemma 11) Assume p is a prime. Two permutation polynomials of degree ≤ p − 1 modulo p, f 1 (x) and f 2 (x), are equivalent if and only if they are congruence polynomials modulo p, i.e., f 1 (x) ≡ f 2 (x) (mod p).
Proof : The "only if" part is obvious. Let us see the "if" part. From the above two corollaries, the number of permutation polynomials of degree ≤ p − 1 modulo p and the number of bijections induced from these polynomials are both p!. This immediately leads to the fact that any two equivalent permutation polynomials are congruent polynomials, otherwise the number of bijections will be less than p!. Thus, this corollary is true.
Corollary 8 Assume p is a prime and f (x) = a n x n + · · · + a 1 x + a 0 is a permutation polynomial of degree n ≥ p modulo p. Then f (x) has exactly p n−p equivalent polynomials of degree ≤ n modulo p (including itself ).
Proof : This corollary can be proved in a similar way to the above corollaries.
5 Permutation Polynomials modulo p d (d ≥ 1)
Hierarchy Theorem
This theorem shows the hierarchical structure of the bijection induced from a permutation polynomial modulo p d .
Theorem 5 (Hierarchy Theorem) Assume p is a prime and f (x) = a n x n +· · ·+a 1 x is a permutation polynomial of degree n modulo m = p d and A = {0, · · · , p d − 1}. The following results are true.
The induced bijection
. Each of F 0,1 , · · · , F 0,p−1 is also composed of d sub-bijections of this kind.
5.
When d ≥ 1, ∀i, j ∈ {0, · · · , p − 1} and i = j, n k=1 a k (j k − i k ) = a 1 (j − i) + a 2 (j 2 − i 2 ) + · · · + a n (j n − i n ) ≡ 0 (mod p).
6. When d ≥ 2, ∀i ∈ {0, · · · , p − 1}, n k=1 ki k−1 a k = a 1 + 2 · i 1 · a 2 + · · · + n · i n−1 · a n ≡ 0 (mod p).
Proof : We prove all the results one by one. Note that A(≥ 1| p ), [(A(≥ 1| p ) + 1) mod m], · · · , [(A(≥ 1| p ) + p − 1) mod m] forms a partition of A.
. This means that f (x) forms a sub-bijection 
This proves the 2nd result of this theorem. Since f (x) is a permutation polynomial modulo p d , ∀i = j, the ranges of F 0,1 , · · · , F 0,p−1 should form a partition of A\A(≥ 1| p ). This means that ∀i, j ∈ {0, · · · , p − 1} and i = j, n k=1 i k a k ≡ n k=1 j k a k (mod p). This leads to the 5th result of this theorem. 3. For F 1 , since p | x, let us assume x = pz, where z ∈ {0, · · · , p d−1 − 1}. Substitute x = pz into f (x), we have another polynomial f 1 (z) = f (pz) = a n (pz) n + · · · + a 1 (pz) = pf * 1 (z), where f * 1 (z) = a n p n−1 z n + · · · + a 1 z. Apparently, over A(≥ | p ), f (x) is uniquely determined by the polynomial f * 1 (z) modulo p d−1 . This means that f * 1 (z) is a permutation polynomial modulo p d−1 . When n ≥ d, p d−1 | a n p n−1 z n + · · · + a d p d−1 z d , so f * 1 (z) ≡ a d−1 p d−2 z d−1 + · · · + a 1 z (mod p d−1 ). As a result, the degree of f * 1 (z) modulo p d−1 is always not greater than d − 1. For F 0,1 , · · · , F 0,p−1 , applying the same analysis on f * * 0,1 (y), · · · , f * * 0,p−1 (y), one can get a similar result. 4 & 6. When x ∈ A(+∞| p ) = {0}, f (x) = f (0) = 0, so there exists a sub-bijection F 1,d : A(+∞| p ) → A(+∞| p ). ∀i = 1 ∼ d − 1 and ∀x ∈ A(i| p ), then ∃k 1 , k 2 ∈ Z and k 2 ≡ 0 (mod p), such that x = p i (k 1 p + k 2 ). Then,
As a result, f (x) ≡ a 1 x = a 1 p i (k 1 p + k 2 ) (mod p i+1 ). Assume a 1 ≡ 0 (mod p), one has f (x) ≡ 0 (mod p i+1 ). This means that f (x) ∈ A(≥ i + 1| p )\{0}. However, since p ≥ 2, the cardinality of A(≥ i + 1| p )\{0} is always smaller than the cardinality of A(i| p ), which conflicts with the fact that f (x) is a permutation polynomial modulo p d . So one immediately has a 1 ≡ 0 (mod p) and f (x) ∈ A(i| p ), i.e., f (x) forms a sub-bijection over A(i| p ). For i = 1 ∼ p − 1, applying the same analysis for f * * 0,i (y), we can get similar results: n k=1 ki k−1 a k ≡ 0 (mod p) and f (x) * * 0,i (y) ∈ A(i| p ). Thus the 4th and the 6th results have been proved.
Necessary and Sufficient Conditions for Permutation Polynomials
Theorem 6 Assume p is a prime and d ≥ 2. The polynomial f (x) = a n x n + · · · + a 1 x is a permutation polynomial modulo p d if and only if the following two conditions are true simultaneously:
2. ∀i ∈ {0, · · · , p − 1}, n k=1 ki k−1 a k = a 1 + 2ia 2 + · · · + ni n−1 a n ≡ 0 (mod p).
Proof : The "if" part of this theorem has been proved in Theorem 5, so we only focus on the "only if" part. Let us use mathematical induction on d to prove this part.
1) When d = 2, consider the p sub-bijections, F 1 , F 0,1 , · · · , F 0,p−1 , separately. When x ∈ A(≥ 1| p ), assume x = pz, where z ∈ {0, · · · , p − 1}, so f (x) = a n x n + · · · + a 2 x 2 + a 1 x ≡ p · a 1 z (mod p 2 ). Apparently, f (x) is uniquely determined by the polynomial f * 1 (z) = a 1 z modulo p. Choosing i = 0, the second necessary and sufficient condition becomes a 1 ≡ 0 (mod p), which means gcd(a 1 , p) = 1. Then, from ki k−1 a k z (mod p 2 ). The second necessary and sufficient condition ensure that gcd n k=1 ki k−1 a k , p = 1, so n k=1 ki k−1 a k z forms a bijection over {0, · · · , p − 1} and thus f * * 0,i (y) forms a bijection over A(≥ 1| p ). This further leads to the fact that f (x) forms a bijection F 0,i : [(A(≥ 1| p ) + i) mod p] → A(≥ 1| p ) + n k=1 i k a k mod p . In addition, the first necessary and sufficient condition ensures that the range of F 0,0 , · · · , F 0,p−1 forms a partition of A\A(≥ 1| p ). This means that there exists a super-bijection F 0 over A\A(≥ 1| p ).
The above analyses show that f (x) forms a bijection over A.
2) Assume the "only if" part is true for 2, · · · , d − 1. Let us prove the case of d ≥ 3. Similarly, let us consider the p sub-bijections, F 1 , F 0,1 , · · · , F 0,p−1 , separately. When x ∈ A(≥ 1| p ), assume x = pz, where z ∈ {0, · · · , p d−1 − 1}, so f (x) = a n x n + · · · + a 2 x 2 + a 1 x ≡ p(a n p n−1 x n + · · · + a 2 pz + a 1 z) (mod p d ). Apparently, f (x) is uniquely determined by the polynomial f * 1 (z) = b n z n + · · · + b 1 z = a n p n−1 x n + · · · + a 2 pz + a 1 z modulo p d−1 . Since b i ≡ 0 (mod p) when i ≥ 2, one can easily verify that f * 1 (z) satisfies the two necessary and sufficient conditions, so from the previous assumption, f * 1 (z) is a permutation polynomial modulo p d−1 . This means that f (x) forms a bijection over A(≥ 1| p ). 
ki k−1 a k ≡ 0 (mod p), where note that j − i ≡ 0 (mod p). That is, the two necessary and sufficient conditions hold for f * * * 0,i (z), so from the previous assumption, f * * * 0,i (z) is a permutation polynomial modulo p d−1 , i.e., f * * 0,i (y) forms a bijection over A(≥ 1| p ) and f (x) forms a bijection F 0,i : [(A(≥ 1| p ) + i) mod p] → A(≥ 1| p ) + n k=1 i k a k mod p . In addition, the first necessary and sufficient condition ensures that the range of F 0,0 , · · · , F 0,p−1 forms a partition of A\A(≥ 1| p ). This means that there exists a super-bijection F 0 over A\A(≥ 1| p ).
The above analyses show that f (x) forms a bijection over A. Thus this theorem is proved.
Corollary 9
The polynomial f (x) = a n x n + · · · + a 1 x is a permutation polynomial modulo 2 d if and only if the following two conditions are true simultaneously: a 1 ≡ 1 (mod 2) , a 2 + a 4 + · · · ≡ a 3 + a 5 + · · · ≡ 0 (mod 2).
Proof : From Theorem 6, choosing p = 2, one has the following necessary and sufficient conditions: n i=1 a i ≡ 0 (mod 2), a 1 ≡ 0 (mod 2) and n i=1 ia i ≡ 0 (mod 2). These conditions can be simplified to be: a 1 ≡ 1 (mod 2), n i=2 a i ≡ n i=2 ia i ≡ 0 (mod 2). Removing even terms from n i=2 ia i ≡ 0 (mod 2), one has a 3 + a 5 + · · · ≡ 0 (mod 2). Then, subtracting a 3 + a 5 + · · · from n i=2 a i , one has a 2 + a 4 + · · · ≡ 0 (mod 2). This corollary is thus proved.
Corollary 10 Assume p is a prime and d ≥ 2. If f (x) is a permutation polynomial modulo p d , then ∀i ≥ 1, it is still a permutation polynomial modulo p i .
Proof : This corollary is a direct result of Theorem 6.
Theorem 7 Assume p is a prime and d ≥ 1. A binomial f (x) = a 2 x 2 + a 1 x is a permutation polynomial modulo p d if and only if a 1 ≡ 0 (mod p) and a 2 ≡ 0 (mod p).
Proof : The "only if" part can be easily verified by checking the necessary and sufficient conditions in Theorem 6. We focus on the "if" part.
When p = 2, one can verify the result is true. Let us consider the case of p > 2. From Theorem 6, a 1 (1 − (p − 1)) + a 2 (1 2 − (p − 1) 2 ) ≡ 2a 1 ≡ 0 (mod p), which immediately leads to a 1 ≡ 0 (mod p). Again, from Theorem 6, the following conditions hold: ∀i = 1 ∼ p − 1, ia 1 + i 2 a 2 ≡ 0 (mod p). Since p is a prime, each integer in {1, · · · , p − 1} has an inverse modulo p. Multiplying the inverse of i at both sides of each condition, one gets a 1 + ia 2 ≡ 0 (mod p), so a 2 ≡ −a 1ī (mod p), whereī is the inverse of i modulo p. Since {i} forms a reduced system of residues modulo p, {−a 1ī } = {−a 1 , · · · , −a 1 (p − 1)} still forms a reduced system of residues modulo p. Thus a 2 ≡ 0 (mod p).
Remark 1 Note that Theorem 7 actually says that the first group of the necessary and sufficient conditions covers the second group of conditions when the degree is 1 or 2 modulo p d .
Corollary 11 Assume p is a prime and d ≥ 1. If f (x) is a permutation polynomial of degree 1 modulo p d , then ∀i ≥ 1, it is still a permutation polynomial modulo p i .
Proof : This corollary is a direct result of Theorem 7.
Open Problem # 1 When 3 ≤ n ≤ p − 1, is it possible to get further simplified necessary and sufficient conditions?
Remark 2 After finishing the first draft of this paper, we noticed Rivest's paper [14] and found Corollary 9 was proved by the author in 2002. Through [14] , we further noticed Mullen's paper [13] and realized that Theorem 6 can also be derived from Theorem 123 in [1] , where the second condition becomes that f ′ (x) ≡ 0 (mod p) holds for any integer x. In addition, recently we found yet another paper [15] , in which Theorem 7 was also obtained in a similar way (Corollary 2.4) . Furthermore, we also noticed Lemma 4.2 in Chap. 4 of [6] gives a more general form of Theorem 6. Considering the fact that our proof of Theorem 6 is independent of Theorem 123 in [1] , it can be considered as a different proof of this result.
Counting Permutation Polynomials and Induced Permutations
The case of n ≥ p − 1 modulo p has been solved in Corollary 5. This subsection discusses other cases modulo p d (d ≥ 1).
Notation 3 Assume p is a prime and d ≥ 1. Denote the number of permutation polynomials and the number of all polynomials in a complete system of polynomial resides of degree ≤ n modulo p d by N pp (n, p, d) and N p (n, p, d) , respectively. As defined in previous section, when d = 1, they can be denoted in short by N pp (n, p) and N p (n, p), respectively.
Remark 3 Note that the number of permutation polynomials of degree n modulo p d can be easily calculated to be N pp (n, p, d) − N pp (n − 1, p, d) . So this paper only focuses on the number of permutation polynomials of degree ≤ n modulo p d .
Theorem 8 For any prime p and d ≥ 1,
Proof : This theorem is a direct result of Theorems 1 and 7.
Theorem 9 For any prime p and d ≥ 2,
Proof : From Theorem 6, a bijective polynomial should satisfy the following conditions:
2 conditions: ∀i, j ∈ {0, · · · , p − 1} and i = j, n k=1 a k (i k − j k ) = a 1 (i − j) + · · · + a n (i n − j n ) ≡ 0 (mod p);
• p conditions: ∀i ∈ {0, · · · , p − 1}, n k=1 ki k−1 a k = a 1 + 2ia 2 + · · · + ni n−1 a n ≡ 0 (mod p).
Among the above p 2 + p = p(p+1) 2 conditions, choose the following 2p − 1 conditions:
• p − 1 conditions: ∀i ∈ {1, · · · , p − 1} and j = 0, n k=1 a k i k = a 1 i + · · · + a n i n ≡ b i (mod p), where b i ≡ 0 (mod p);
• p conditions: ∀i ∈ {0, · · · , p − 1}, n k=1 ki k−1 a k = a 1 + 2ia 2 + · · · + ni n−1 a n ≡ b p+i (mod p), where b p+i ≡ 0 (mod p).
Rewrite the above 2p − 1 condition as a system of congruences:
. . a n−3 a n−2 a n−1
If we only consider a 1 , · · · , a 2p−1 as unknown variables, the above system can be reduced to be the following system:
Denoting the above system by AX ≡ B (mod p), from Corollary 4, one has
Since all factors of |A| are in {1, · · · , p − 1} and p is a prime, gcd(|A|, p) = 1. Then, for each valid combination of (b 1 , · · · , b 2p−1 , a 2p , · · · , a n ), the above system of congruences has a unique set of incongruent solutions. Next, let us count the number of all valid combinations of (b 1 , · · · , b 2p−1 , a 2p , · · · , a n ). It is obvious that {a 2p , · · · , a n } can be any value and b p , · · · , b 2p−1 can be any nonzero value modulo p. However, b 1 , · · · , b p−1 are also constrained by the following conditions: ∀i, j ∈ {1, · · · , p − 1} and i = j,
forms a complete permutation over {1, · · · , p − 1}, so the number of possible values of (b 1 , · · · , b p−1 ) is (p − 1)! in total p p−1 combinations of the p − 1 values. Combining the above fact, one immediately gets N pp (n, p, d)/N p (n, p, d)
Thus this theorem is proved.
Theorem 10 For any prime p and d ≥ 2, the following inequalities hold:
Proof : When 3 ≤ n ≥ 2p − 2, the matrix in the proof of Theorem 9 has at most n free congruences and other 2p − 1 − n congruences are actually linear combinations of the n free ones. This means that there exists an upper bound of Npp(n,p,d) Np(n,p,d) . Note that the values of b 1 , · · · , b p−1 should form a permutation over {1, · · · , p − 1}, so we consider the following two conditions, respectively. 1) When 3 ≤ n ≤ p, b p has (p−1) possible values and the n−1 left free variables have P (p−1, n−1) = (n−1)! p−1
2) When p + 1 ≤ n ≤ 2p − 2, p − 1 free variables form the permutation over {1, · · · , p − 1} and other n − (p − 1) variables are totally free, so the number of possibilities of the n free variables is (p − 1)!(p − 1) n−(p−1) . Thus, N pp (n, p, d) N p (n, p, d)
Theorem 11 For any prime p and 3 ≤ n ≤ p − 2, the following inequality hold:
Proof : When d = 1, the second group of necessary and sufficient conditions disappear. Then, following the similar idea of proving the above theorem, this theorem is proved.
Open Problem # 2 When 3 ≤ n ≤ 2p − 2, it is still possible to get a close form of the exact value of N pp (n, p, d) N p (n, p, d) ?
Solution: When n = 1, from Lemma 1, a polynomial is a permutation polynomial modulo 2 d if and only if gcd(a 1 , 2 d ) = 1. So, a 1 ≡ 1 (mod 2), which means
Np(1,2,d) = 1/2. When n = 2, assume f (x) = a 2 x 2 + a 1 x. From Theorem 7, the necessary and sufficient conditions are a 1 ≡ 1 (mod 2) and a 2 ≡ 0 (mod 2). Thus, Npp(2,2,d) Np(2,2,d) = 1/2 2 . When n ≥ 2p − 1 = 3, from Theorem 9, one has Npp(n,2,d)
Computer experiments have been made to verify the above results. When n = 3, from Theorem 6, the necessary and sufficient conditions are as follows: a 1 + a 2 + a 3 ≡ 0 (mod 3), 2a 1 + 4a 2 + 8a 3 ≡ 0 (mod 3), (2 − 1)a 1 + (4 − 1)a 2 + (8 − 1)a 3 ≡ 0 (mod 3), a 1 ≡ 0 (mod 3), a 1 + 2a 2 + 3a 3 ≡ 0 (mod 3) and a 1 + 4a 2 + 12a 3 ≡ 0 (mod 3). These conditions can be further simplified as a 1 ≡ 0 (mod 3), a 2 ≡ 0 (mod 3) and a 1 + a 3 ≡ 0 (mod 3). So, the possible values of (a 1 , a 2 , a 3 ) modulo 3 are (1, 0, 0), (1, 0, 1), (2, 0, 0) and (2, 0, 2). Thus, Npp (3,3,d) Np(3,3,d) = 4/3 3 . In the same way, one can deduce the results when n = 4. When n ≥ 2p − 1 = 5, from Theorem 9, one has Npp(n,3,d) Np(n,3,d) = (3 − 1) 3 · (3 − 1)!/3 2·3−1 = 16/3 5 . Computer experiments have been made to verify the above results.
After getting the number of permutation polynomials of degree ≤ n modulo p d , one can easily calculate the number of distinct permutations induced by the permutation polynomials of degree ≤ n modulo p d , by using Lemma 20 and the results on null polynomials modulo p d given in [27] . We have the following theorem.
Theorem 12 Assume p is a prime, d ≥ 1 and N np (n, p, d) denotes the number of null polynomials modulo p d . Then, the number of distinct permutations induced from polynomials of degree ≤ n modulo p d is N pp (n, p, d)/N np (n, p, d).
Proof : It is obvious since each polynomial has N np (n, p, d) equivalent polynomials from Lemma 20.
Determining (Permutation) Polynomials from Induced Bijection
In this subsection, we study the problem of determining all equivalent polynomials when the induced polynomial function is (or partially) known. Note that the following results are also valid for polynomials that induce any polynomial functions (maybe not bijections).
Following Lemma 20 and the results obtained in [27] , once we get one permutation polynomials inducing the given bijection, we can determine all equivalent permutation polynomials. So, it is sufficient to derive only one equivalent polynomial as a seed.
Theorem 13 Assume p is a prime, d ≥ 1 and f (x) = a n x n + · · · + a 1 x + a 0 is a polynomial of degree n ≤ p − 1 modulo p d . Given x 0 , · · · , x n ∈ Z, if ∀i, j ∈ {0, · · · , n} and i = j, x i ≡ x j (mod p), then f (x) can be uniquely determined by solving the following system of congruence:
Proof : Denote the system of congruences by A
. Thus, the system of congruences has a unique set of incongruent solutions and this theorem is proved.
Remark 4 When n = p − 1, it is obvious that x 0 , · · · , x n form a complete system of residues modulo p. When n < p − 1, x 0 , · · · , x n form an incomplete system of residues modulo p. The simplest choice of the n + 1 values is:
, · · · , n}. Corollary 12 Assume p is a prime, d ≥ 1 and f (x) = a n x n + · · · + a 1 x is a polynomial of degree n ≤ p − 1 modulo p d . Given x 1 , · · · , x n ≡ 0 (mod p), if ∀i, j ∈ {1, · · · , n} and i = j, x i ≡ x j (mod p), then f (x) can be uniquely determined by solving the following system of congruence:
Proof : This corollary is a special case of Theorem 13. For i = 1 ∼ n, factoring out x i from row i of the matrix, one immediately has |A| = n i=1 x i 1≤i<j≤n (x j − x i ). From the conditions of {x i } n i=1 , |A| is relatively prime to p and the system of congruences has a unique set of incongruent solutions, thus this corollary is proved.
When n ≥ p or the value of n is unknown, the above method cannot be directly used to determine polynomials that induce the given polynomial function. If we can find a way to reduce the degree of polynomials, then the above method can be employed to determine the coefficients. In the following, we give a way to achieve this task.
Lemma 25 Assume p is a prime and 2 ≤ d ≤ p. If f (x) = a n x n +· · ·+a 1 x+a 0 is a polynomial of degree n ≤ pd−1 modulo p d , then all its equivalent polynomials ≤ pd − 1 modulo p d can be determined from the induced polynomial function over {0, · · · , p d − 1}.
Proof : Choosing x = py 1 + b 0 , i.e., y 1 = ⌊x/y⌋ and b 0 = (x mod p) ∈ {0, · · · , p − 1}, we have p sub-polynomials:
Apparently, they have a uniform form:
, so we can focus on f * b0 (y 1 ) only. Since d ≤ p, each sub-polynomial f * b0 (y 1 ) is of degree less than p modulo p d , so all the coefficients can be uniquely solved modulo p d , i.e. the value of each a 
where A 0 = I d×d 0 d×d(p−1) =          1 0 0 · · · 0 0 0 0 · · · 0 0 1 0 · · · 0 0 0 0 · · · 0 0 0 1 · · · 0 0 0 0 · · · 0 . . . agrees with the results (Lemma 34 and Theorem 43) obtained in [27] .
Corollary 13 Assume p is a prime and 2 ≤ d ≤ p. If f (x) = a n x n + · · · + a 1 x + a 0 is a polynomial modulo p d , then all its equivalent polynomials modulo p d an be determined from the induced polynomial function over {0, · · · , p d − 1}.
Proof : When n ≥ pd, one can move a pd , · · · , a n to the right side of the matrix in the proof of the above lemma. Then, a pd , · · · , a n become free variables, so each set of their values corresponds to p d(d−1)p 2 equivalent polynomials modulo p d . That is, in total we have p d(n−pd+1) d(d−1)p 2 equivalent polynomials. Thus this corollary is also true.
Theorem 14 Assume p is a prime and d ≥ 2. If f (x) = a n x n + · · · + a 1 x + a 0 is a polynomial modulo p d , then all its equivalent polynomials modulo p d an be determined from the induced polynomial function over {0, · · · , p d − 1}.
Proof : We use induction on d to prove this theorem. The case of 2 ≤ d ≤ p has been proved above. Let us prove the case of d > p under the assumption that this theorem is true for any integer less than d.
Using the same way in the proof of Lemma 25, we can get p sub-polynomials f * b0 (y 1 ), which uniquely determine the induced bijection. Since the degree of f * b0 (y 1 ) modulo p d is not less than p, the coefficients cannot be uniquely solved, let us try to further decompose each sub-polynomial in the same way.
At first, note that the value of a Applying the hypothesis on f * * b0 (y 1 ), all equivalent polynomials of f * * b0 (y 1 ) can be determined modulo p d−1 . Then, with each equivalent polynomial of f * * b0 (y 1 ) and the value of a
The above theorem tells us that all equivalent polynomials that induce a given polynomial function modulo
