The dynamical behavior of a two-dimensional map is investigated numerically. A chaoslike behavior, i.e., a nonsmooth distribution of the attractor and seemly sensitive dependence of the motion on initial condition is found as the system state is nonchaotic ͑both Lyapunov exponents are nonpositive͒. The key point for this strange behavior is that the mode corresponding to the second negative Lyapunov exponent contains positive local Lyapunov exponent segments. It is argued that this kind of behavior may be typical and easily observed in practical numerical computations and experiments where small noise is inevitable.
I. INTRODUCTION
It is well known in the study of chaos that Lyapunov exponents ͑LEs͒ play an important role in characterizing the dynamics of chaotic system. In particular, the positive largest LE is the key feature for describing the sensitive initialcondition dependence of the chaotic motion ͓1-4͔. Recently, negative LEs, which contain some positive local Lyapunov segments, have attracted more and more attention. For instance, in quasiperiodically forced systems with strange nonchaotic attractors ͑SNA͒, the two trivial largest LEs are zero, and the third LE is negative which, however, plays the crucial role in determining the features of SNA, the importance of this point was emphasized in Refs. ͓5,6͔. The shadowing problem of chaotic systems was discussed in Refs. ͓7-12͔. It was clear that the shadowing of chaotic trajectories may be broken if the second negative LE of a two-dimensional map ͑suppose the system has a single positive LE͒ contains local positive LE. It is interesting to further explore the new characteristic features of the system dynamics brought by such negative LEs with positive segments of local LE.
In a LE spectrum, the largest LE has been computed most frequently. There are two computation methods conventionally accepted which are regarded to be equivalent. The first method is to compute the divergence rate of two adjacent trajectories of the system, the distance between the two trajectories is frequently reset to a constant, which is much smaller than the attractor scale and much larger than the computation error, namely
where 1 (D) is the largest LE of the system, ⌬l n (D) is the distance after nth iteration while ⌬l 0 (D) is the distance to which we reset ⌬l n (D) before each iteration and after the previous iteration. The second one is to work in the tangent space of the dynamic system. For a q-dimensional system, f : R q →R q , with the trajectory X nϩ1 ϭ f (X n ), nϭ0,1, 2, . . . , there are q exponents which are customarily ranked from the largest to the smallest 1 (T)у 2 (T)у••• у q (T). Associated with each exponent jϭ0,1, 2, . . . ,q, there are nested subspaces V j R q of dimension qϩ1Ϫ j and with property that
Notice that for jу2 the subspaces V j are sets of Lebesgue measure zero, and so for almost all v R q the limit in Eq. ͑2͒ equals 1 (T).
all of the Lyapunov exponents can be calculated by evaluating the Jacobian of the function f along a trajectory ͕X t ͖.
These two approaches are regarded to be qualitatively equivalent without any ambiguity. A small quantitative ϭ0 .001ϫ(ͱ5Ϫ1)/2. These parameters will be used in all the following figures. Double precision ͑the computation error is about the order of 10 Ϫ16 ) is used in Figs. 1-5. The largest LE 1 (T) computed according to Eq. ͑2͒ vs c. The largest LE is zero in a large region for cϽ0.045, and the circle indicates the parameter cϭ0.0325 which will be used in all the following figures.
viation may exist between 1 (D) and 1 (T) due to the choice of the initial distance of the two adjacent trajectories "⌬l 0 (D)… in the first method.
In this paper we consider a two-dimensional map system, which has one zero and one negative LEs, and it is nonchaotic and neither strange. Thus, this system is essentially different from the systems mentioned in the beginning. However, our system has a common feature as the previous ones that the second LE contains positive segments of local LE. We find that in certain range well above the computation error the system shows chaoslike behavior and the largest LE's computed from the above two methods are totally dif- FIG. 2. cϭ0.0325 . ͑a͒ The attractor of Eqs. ͑3͒. Nondifferential parts can be observed in the two branches. ͑b͒ The amplification of the marked region of ͑a͒. ͑c͒ and ͑d͒ The two LEs 1 (T) and 2 (T) of the system, computed in Eq. ͑2͒, plotted vs the average time t. ͑c͒ As t increases, the largest LE 1 (T) approaches zero. ͑d͒ The second LE 2 (T) saturates to a finite negative value.
FIG. 3. ͑a͒
The variation of the length of the first mode ⌬l n 1 (T), corresponding to 1 (T) in the tangent space. The curve oscillates around 1, confirming 1 (T)ϭ0. ͑b͒ The same as ͑a͒ with the second mode ͓for 2 (T)] is plotted. This mode shrinks to zero eventually, indicating 2 (T)Ͻ0. ͑c͒ The angle of the first mode, n 1 (T), plotted vs n. ͑d͒ The angle of the second mode, n 2 (T), plotted vs n.
ferent, one ͓ 1 (D)͔ is definitely positive but the other ͓ 1 (T)͔ is zero. It is argued that the positive segments of the local LE of the second negative LE mode and the computation error are responsible for this strange behavior, which can be typically observed in experiments with small and finite noise.
II. CHAOSLIKE BEHAVIOR IN A NONCHAOTIC MODEL SHOWN BY DOUBLE PRECISION COMPUTATION
We consider the following two-dimensional ͑2D͒ map:
This model has been investigated extensively in connection with SNA study at the zero coupling cϭ0, which corresponds to a periodically forced map or, equivalently, a quasiperiodically driven ordinary differential equation. For c ϭ0 the system has obviously a zero largest LE, and the other LE may be negative for certain range of a with positive local LE as we can see for all cases of SNA ͓5͔. It is interesting to investigate the case with nonzero coupling, which, nevertheless, has been considered much less so far. We fix aϭ3.4, bϭ0.1, and ϭ0.001ϫ(ͱ5Ϫ1)/2 and study the system dynamics for different coupling c numerically by taking double precision computation which is used in the absolute majority of current works. With small the system Eq. ͑3a͒ can be regarded to be driven adiabatically, and with aϭ3.4 and bϭ0.1 Eq. ͑3a͒ is in a range of period-2 state and some segments can manifest local positive LE.
First, we compute the largest LE of the system, 1 (T) vs c by taking the standard tangent space computation approach in Eq. ͑2͒, and plot 1 (T) vs c in Fig. 1 where for small c we find 1 (T)р0 . In Fig. 2͑a͒ we take cϭ0.0325 corresponding to zero 1 (T) and plot the asymptotic state in (x,) plane. Two thick segments are found in the two branches of the figure. In Fig. 2͑b͒ we amplify the marked part in Fig.  2͑a͒ , and breaking of smooth torus is clearly observed. Since the largest LE is zero, this feature seems to indicate SNA. Actually, it is not as we will explain in Sec. III. In Figs. 2͑c͒ and 2͑d͒ we plot the two Lyapunov exponents 1 (T) and 2 (T) vs the average time t, respectively, for the state Fig.   FIG. 4 . ͑a͒ The variations of the distances between two adjacent trajectories. The distances increase quickly to the maximal value about the width of the nondifferential part of Fig. 2͑b͒ , disregarding the values of the initial distances. ͑b͒ The largest LE 1 (D) computed in Eq. ͑1͒, vs t. ⌬l 0 (D)ϭ10
Ϫ12 . ͑c͒ The angle n (D) defined in ͑5͒ plotted vs n. In the peaked ͑flat͒ parts of ͑a͒ the angle is 0 or (Ϫ/2 or /2), which is in the direction of the second mode ͑first mode͒ in Figs. 3͑b͒ and 3͑d͒ ͓Figs. 3͑a͒ and 3͑c͔͒.
FIG. 5. Ten-step local LE for the first ͓ 1 (T, mϭ10) ͑a͔͒ and second ͓ 2 (T,mϭ10) ͑b͔͒ modes, respectively. The local LE for the first mode is about zero stably while that for the second mode varies from large positive to deep negative values. The existence of positive local LE for the second mode is the key point for the sensitive dependence of initial conditions in Fig. 4. 2͑a͒, the plots show, without any ambiguity, zero 1 (T) and negative 2 (T). The Lyapunov exponents are obtained by applying the method based on the factorization of a matrix representation of the tangent map into a product of an orthogonal matrix Q and an upper triangular matrix R with positive diagonal elements. Such factorization can be achieved by using the Gram-Schmidt ͑GS͒ orthogonalization procedure or the QR factorization that uses the Householder transformation ͑HQR͒. The results of two methods are essentially the same ͓13-16͔. The HQR method, which is used in our computation, is more computationally efficient and stable with regard to roundoff errors than the MGS approaches.
For clearly showing the time evolutions of the two modes r n
ជ and r n
ជ ͓corresponding to 1 (T) and 2 (T), respectively͔ in the tangent space, we plot in Fig. 3 (T) ϭͱ⌬(T) 2 ϩ⌬x(T) 2 ϭ1 for both modes for the first computation iteration. In Figs. 3͑a͒ and 3͑b͒ the lengths of the first and the second modes are plotted, respectively. The length of the first mode oscillates around 1 all the time, corresponding to zero LE. The second mode eventually shrinks to zero, reasonably indicating negative LE. In Figs. 3͑c͒ and 3͑d͒ the angles of the two modes are plotted, it is interesting to notice that the first mode fluctuates always along the axis ͑say, with angle /2 or Ϫ/2), while the second one varies along the x axis basically ͑with angle 0 or ). These are reasonable since at cϭ0 the first and the second modes are exactly along the axis and x axis, respectively, and the small nonzero coupling c can induce some small fluctuations of the modes along these directions only.
All the results in Figs. 1, 2͑c͒, 2͑d͒, and 3 are obtained through the computation in the tangent space. For understanding the nature of the distribution Fig. 2͑b͒ we directly calculate the evolution of a small difference between two adjacent trajectories of the system ͑3͒. Suppose two trajectories (x n , n ) and (x n Ј , n Ј) are close to each other initially, their difference vector ⌬l n ជ has its length and angle as
In Fig. 4͑a͒ we plot ⌬l n (D) vs n for different initial ⌬l 0 (D). For each ⌬l 0 (D) we find ⌬l n (D) quickly increases ͓note, in Fig. 4 ⌬l n (D) is no longer reset to ⌬l 0 (D) after each iteration͔ to a distance ⌬l n (D)Ϸ0.01, which is nothing but the width of the attractor in the nondifferential segments ͓see Fig. 2͑b͔͒ . For having the expanding rate of Fig. 4͑a͒ , the LE averaged in a long time period ͓i.e., 1 (D)] should be of the order 0.1 as we can see in Fig. 4͑b͒ , which is in a striking contrast to the zero largest LE 1 (T) of Fig. 2͑c͒ and zero expansion rate of the tangent vector in Fig. 3͑a͒ . An interesting question is how the expansions of Fig. 4͑a͒ can occur in a dynamic system of which no expansion exists in all directions of the tangent space in the average sense ͓see Figs. 2͑c͒, 2͑d͒, 3͑a͒ , and 3͑b͔͒. For answering this question, we first plot n (D) vs n in Fig. 4͑c͒ , where we find that n (D) jumps between two sets of angles 0 or Ϫ/2 or /2. In Figs. 3͑c͒ and 3͑d͒ we have already shown that Ϫ/2,/2, and 0, correspond to the mode directions of zeros ͑the largest͒ and negative LEs, respectively. Thus, the difference vector ⌬l n ជ jumps between the directions of the two modes. Comparing Fig. 4͑c͒ with 4͑a͒ we find that the expansion of ⌬l n (D) in Fig. 4͑a͒ occurs always when ⌬l n ជ has angle n (D)Ϸ0 or , i.e., when ⌬l n ជ is in the direction of the second ͑negative LE͒ mode, while ⌬l n (D) curve becomes flat in the region of n (D)ϷϪ/2 or /2, i.e., in the direction of the first ͑zero LE͒ mode. Jumps from Ϫ/2, /2 angle (0, angle͒ to 0, angle (Ϫ/2, /2 angle͒ in Fig.  4͑c͒ correspond to the turnings from the flat ͑peaked͒ segments to the peaked ͑flat͒ segments in Fig. 4͑a͒ , this explains why 1 (D) is different from 1 (T) computed in the tangent space.
In order to understand why ⌬l n ជ expands in the direction of the second mode ͑ the mode of negative LE͒ we investigate the local LEs for both 1 (T), 2 (T) modes. In Figs. 5͑a͒ and 5͑b͒ we plot the 10 step local LEs for the first and the second modes vs the iteration time n, respectively. By m step local LE we mean Given any two adjacent trajectories (x n , n ) and (x n Ј , n Ј), the distance vector between them, ⌬l n ជ , must contain both
ជ and r n (2) ជ modes. As the trajectories enter the segments with large positive local second LE, ⌬l n ជ increases exponentially, producing a raising part of Fig. 4͑a͒ , and ⌬l n ជ takes the direction of r n
ជ as shown in Fig. 4͑c͒ . As the trajectories pass this unstable time region ͓see the AB segment in Fig.   4͑c͔͒ and enter the interval with negative local LE, r n
ជ shrinks and so does ⌬l n ជ , this yields the part BC in Fig. 4͑c͒ where r n
ជ dominates in ⌬l n ជ , and ⌬l n (D) maintains nearly a constant value. The similar process repeats in each circle during the evolution of the system, and yield the result of Fig. 4 .
In summary, we find a chaoslike behavior ͓see the seemly strange attractor in Fig. 2͑b͒ and the positive 1 (D)] in a nonchaotic system ͓ 1,2 (T)р0͔. In the next section it will be clear that this chaoslike behavior is caused by the computation precision and the second local positive LE.
III. NUMERICAL RESULTS BY HIGH-PRECISION COMPUTATION
In order to thoroughly understand the strange behavior in Sec. II, we conduct numerical simulation by applying high-precision computation, namely, using the Maple VI algorithm.
In Fig. 6 we do exactly the same as Fig. 2 except using computation precision 10 Ϫ80 ͑note, the double precision is about 10
Ϫ16
). It is noticed that the size of the width of the nondifferential part in Fig. 2 is greatly shrinking in Fig. 6 from the order 10 Ϫ2 to the order 10 Ϫ66 ͓invisible in Figs. 6͑a͒ and 6͑b͔͒, the difference between these orders is pre- cisely the same as the difference of the orders for the corresponding computation precisions. This shrinking shows that the strange behavior in Fig. 2͑b͒ is caused by the computation errors amplified by the local positive LE of the second mode. However, the two LEs 1 (T) and 2 (T) in Figs 
Ϫ60
, respectively. In Fig. 9͑c͒ n (D) jumps among the directions of the first (Ϯ/2) and the second (0, Ϯ) modes, corresponding to the flat and peaked segments of Fig. 9͑a͒ , respectively , while in Fig. 9͑d͒ n (D) keeps in the direction (Ϯ/2) of the first mode ͓zero 1 (T) mode͔, and this explains the nearly constant ⌬l n (D) in Fig. 9͑b͒ .
With the computation precision 10
Ϫ80
, we can calculate 1 (D) of Eq. ͑1͒ by varying ⌬l 0 (D) in a large scale. In Fig.  10͑a͒ we take ⌬l 0 (D)ϭ10 Ϫ75 which is much smaller than the width of the nondifferential region in Fig. 6͑b͒ and plot 1 (D) vs the average time t, 1 (D) approaches to a finite positive value ͑about 0.052͒ obviously in agreement with the variation ⌬l ជ n in Figs. 9͑a͒ and 9͑c͒. In Fig. 10͑b͒ we take ⌬l 0 (D)ϭ10
Ϫ60
, which is considerably larger than the corresponding region width, and the 1 (D) approaches zero as t increases, this is expected from the evolution of ⌬l n ជ in Figs. 9͑b͒ and 9͑d͒. In 
IV. CONCLUSION
In conclusion a chaoslike behavior in nonchaotic systems can be observed for a certain range of detection if some local Lyapunov exponent of a negative LE is positive. By nonchaotic system we mean that all the LEs computed in the tangent space ͓Eq. ͑2͔͒ are nonpositive; by chaoslike behavior we mean the attractor contains nondifferential parts and the motion is sensitive to the initial condition. The range where this strange behavior appears depends on the numerical computation error and the expanding rate of the local positive LE. More specifically, this range is between 10 Ϫ␣ and 10 ␤Ϫ␣ where 10 Ϫ␣ is the order of computation error and 10 ␤ is the expansion rate in a positive local Lyapunov exponent segment of the corresponding mode of negative LE. Well above this range the attractor is smooth and the motion is regular.
A practically interesting point is that the above range for chaoslike behavior can be easily observed in numerical computations or in experiments if the expansion rate is large as 
