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Akhmediev breathers, Ma solitons and general breathers from rogue waves: A case
study in Manakov system
N. Vishnu Priya, M. Senthilvelan and M. Lakshmanan
Centre for Nonlinear Dynamics, School of Physics,
Bharathidasan University, Tiruchirappalli - 620 024, Tamil Nadu, India.
We present explicit forms of general breather (GB), Akhmediev breather (AB), Ma soliton (MS)
and rogue wave (RW) solutions of the two component nonlinear Schro¨dinger (NLS) equation, namely
Manakov equation. We derive these solutions through two different routes. In the forward route we
first construct a suitable periodic envelope soliton solution to this model from which we derive GB,
AB, MS and RW solutions. We then consider the RW solution as the starting point and derive AB,
MS and GB in the reverse direction. The second approach has not been illustrated so far for the
two component NLS equation. Our results show that the above rational solutions of the Manakov
system can be derived from the standard scalar nonlinear Schro¨dinger equation with a modified
nonlinearity parameter. Through this two way approach we establish a broader understanding of
these rational solutions which will be of interest in a variety of situations.
PACS numbers: 02.30.Ik, 42.65.-k, 47.20.Ky, 05.45.Yv
I. INTRODUCTION
We consider the integrable system of two coupled non-
linear Schro¨dinger equations (NLSEs), namely the Man-
akov system,
iq1t + q1xx + 2µ(|q1|2 + |q2|2)q1 = 0,
iq2t + q2xx + 2µ(|q1|2 + |q2|2)q2 = 0, (1)
where q1 and q2 are wave envelopes, x and t are space
and time variables respectively, µ is a real constant and
subscripts denote partial derivatives with respect to the
corresponding variables. Eq.(1) represents the propaga-
tion of an optical pulse in a birefringent optical fibre and
in wavelength division multiplexed system [1]. It has
been studied widely in the literature [1–7]. The complete
integrability of this system of coupled NLSEs was first es-
tablished by Manakov [1]. It has also been demonstrated
that this two-component vector generalization of the fo-
cusing NLS equation admits several interesting proper-
ties including (i) infinite number of conservation laws [1],
(ii) Lax pair [1], (iii) an infinite-dimensional algebra of
non-commutative symmetries [3], (iv) bilinear represen-
tation and bright multi-soliton solutions [6] and so on.
Eq.(1) also appears in multi-component Bose-Einstein
condensates [8], bio-physics [9], finance [10] and oceano-
graphic studies [11]. Solitons in coupled NLSEs have
been the subject of intense study over the past few years
because of their interesting collision properties and their
robustness against external perturbations. The explicit
multi-bright and dark soliton solutions of (1) were ob-
tained by Radhakrishnan et al.[6, 7]. It has also been
demonstrated that the soliton solutions of (1) exhibit a
fascinating shape changing collision, resulting in a re-
distribution of intensity between the modes of the two
solitons, which is not observed in the scalar NLSE case
[7].
Very recently, a new rational solution called rogue wave
(RW) solution has attracted considerable attention [12–
37]. RWs, alternatively called freak or giant waves, were
first observed in arbitrary depth of ocean circumstances.
A wave is classified into this category when its wave
height (distance from trough to crest) reaches a value
which is atleast twice that of the significant wave height
[12]. These waves may arise from the instability of a
certain class of initial conditions that tend to grow expo-
nentially and thus have the possibility of increasing up to
very high amplitudes, due to modulation instability [13].
Over the years RWs have also been observed in models
that arise in the description of multi-component Bose-
Einstein condensates [14], capillary waves [15], multi-
component plasmas [16] and even in finance [17]. Re-
cently efforts have been made to explain the RW excita-
tion through a nonlinear process. It has been found that
the NLS equation can describe many dynamical features
of the RW. Certain kinds of exact solutions of NLS equa-
tion have been considered to describe possible mechanism
for the formation of RWs such as Peregrine soliton, time
periodic breather or Ma soliton (MS) and space periodic
breather or Akhmediev breather (AB) [18, 19]. As a con-
sequence attempts have been made to construct RW solu-
tion through different methods for the NLS equation and
its higher derivative generalizations. One way of obtain-
ing RW solution or Peregrine soliton for a given system
is to first construct a breather solution, either AB or MS.
From the latter, the RW solution can be deduced in an
appropriate limit.
As far as the system of two coupled NLSEs is con-
cerned, in recent years, the following studies have been
undertaken. Breathers and rational breather solutions of
multi-component NLSE are presented in [20] in a deter-
minantal form as limiting cases in suitable degenerations
of algebro-geometric solutions. Explicit first, second and
third order RW solutions of (1) have been constructed
in Ref.[21] through the modified Darboux transforma-
tion method. The authors have also studied some basic
properties of multi-rogue wave solutions and their colli-
sion structures. In Ref.[22] two types of RW solutions
2through Darboux transformation method have been de-
rived. The authors have shown that while the first kind
of RW solution is similar to the first-order RW solution
of NLSE, the second kind of RW behaves differently from
that of the first order rogue wave solution. Recently, an
in-depth analysis on the construction of vector Peregrine
soliton solution and bright-dark-RW solution of Eq.(1)
has been made in Ref.[23]. In all the above cited works
only the explicit forms of RWs are given and we do not
see any simple tractable form of breather solutions.
Since the breather solution plays an important role in
the formation of RWs we aim here to derive the breather
solution for the widely studied nonlinear evolution equa-
tion (1). We divide our analysis into two parts. In the
first part, we construct a periodic envelope two soliton so-
lution through Hirota’s bilinearization method. By ap-
propriately restricting the wave number (of one of the
solitons to be the complex conjugate of the other) which
appears in the two soliton solution we obtain the GB form
of (1). From the GB solution we derive AB, MS and
RW solutions. We note here that through a restricted
set of transformations, the GB solution of the Manakov
equation can be obtained from the GB solution of the
NLS equation with a modified nonlinear parameter. In
other words one can generate the above rational solu-
tions of the Manakov system from the standard nonlinear
Schro¨dinger equation with a modified nonlinear parame-
ter.
In the second part of our work we analyze the reverse
problem: How can one construct a AB or MS or GB from
a RW solution? We answer this question by rewriting
the RW solution in a factorized form and then generaliz-
ing this factorized form in an imbricate series expression
[38–40] with certain unknown parameters in this series,
following the earlier work of Tajiri and Watanabe [41] for
the case of scalar NLS equation and finally finding these
unknown parameters in the imbricate series by substi-
tuting it in Eq. (1) and solving the resultant equations.
With three different forms of the imbricate series we de-
rive the AB, MS and GB solutions from the RW solution
of (1).
The plan of the paper is follows. In the following Sec.
II we construct the explicit form of the GB solution of
the two coupled NLSE system (1) through Hirota’s bi-
linearization method. We then explain the method of
deriving AB, MS and RW solutions from the GB solu-
tion. The obtained form of RW solution coincides with
the ones in the literature. In Sec. III, we discuss the
method of constructing the AB solution from the RW
solution. In Sec. IV, we demonstrate the construction
of MS from RW. In Sec. V, we formulate the imbricate
series form for the RWs with certain unknown arbitrary
functions in it and then compare this expression with the
one derived from the GB in the same way. The compari-
son provides exact expressions for the unknown arbitrary
functions which appear in the imbricate series of the RW.
In this way we establish a method of constructing GBs
from RW. Finally, in Sec. VI we present our conclusions.
II. GENERAL BREATHERS
We seek a periodic envelope solution to the CNLS
equations (1) with the boundary conditions |qi|2 → τ2i ,
i=1,2, as x → ±∞, where τ1 and τ2 are real constants.
To start with we bilinearize Eq.(1) through the transfor-
mation q1 =
g
f and q2 =
h
f , where g and h are complex
functions and f is a real function. The resultant bilin-
earized forms read
(iDt + 2ikDx +D
2
x)g.f = 0,
(iDt + 2ikDx +D
2
x)h.f = 0,
(D2t + 2µ(τ
2
1 + τ
2
2 ))f.f − 2µ(|g|2 + |h|2) = 0. (2)
In the above, Dt and Dx are Hirota’s bilinear op-
erators [6]. Once the nonlinear evolutionary equation
has been bilinearized, with truncated parameter expan-
sion at different levels, a series of solutions, in particu-
lar the N-soliton solution, can be obtained. As far as
Eqs.(2) are concerned, the N-soliton solution, can be ob-
tained with respect to the expansion parameter χ, that
is g = g0(1+χg1+χ
2g2+ ...), h = h0(1+χh1+χ
2h2+ ...)
and f = (1 + χf1 + χ
2f2 + ...), where gi’s and hi’s,
i = 0, 1, 2, ..N , are complex functions of x and t and
fi’s are real variables.
As our aim is to obtain the two soliton solution we
terminate the expansion at quadratic powers in χ, that
is g = g0(1 + χg1 + χ
2g2), h = h0(1 + χh1 + χ
2h2) and
f = (1 + χf1 + χ
2f2). The resultant two soliton solution
emerges in the form
q1 = τ1e
iθ g
f
and q2 = τ2e
iθ h
f
, θ = kx− ωt, (3)
where
g = h = 1 + eη1+2iφ1 + eη2+2iφ2 + aeη1+η2+2iφ1+2iφ2 ,
f = 1 + eη1 + eη2 + eη1+η2 , ηj = pjx− Ωjt+ η0j , j = 1, 2.
In the above pj , Ωj , η
0
j and φj , j = 1, 2, are complex
parameters and
ω = k2 − 2µ(τ21 + τ22 ), pj = 2i
√
µ(τ21 + τ
2
2 ) sinφj ,
Ωj = 2kjpj − p2j cotφj , j = 1, 2,
a =
(
sin 12 (φ1 − φ2)
sin 12 (φ1 + φ2)
)2
. (4)
In the above we have chosen g = h. One can proceed
by assuming g 6= h also. However, in order to obtain
the required breather solutions we find that one has to
essentially fix g = h.
We have not pursued the possibility of a more gen-
eral bilinearization than Eq. (2) which will lead to the
possibility g 6= h in (3). We hope to consider such a gen-
eralization in future. So in our analysis we have made
this choice in the beginning itself.
Note that due to the choice g = h in Eq. (3) one can
effectively make a transformation
q1 = τ1q, q2 = τ2q, (5)
3so that
q = eiθ
g
f
= eiθ
h
f
(6)
satisfies the scalar NLS equation with the nonlinearity
parameter 2µ(τ21 + τ
2
2 ):
iqt + qxx + 2µ(τ
2
1 + τ
2
2 )|q|2q = 0. (7)
Consequently one can write down the breather solution
of the variables q1 and q2 equivalently from the breather
solution of the above scalar NLS equation as well.
The constants, φj = φjR + iφjI 6= 0, j = 1, 2, help
us to split the above breather expression into Akhme-
diev and Ma breathers as we see below. To obtain the
breather solution from the above two soliton solution we
take η1 = η
∗
2 ≡ η and φ2 = φ∗1 ± π. Substituting these
two restrictions in (3) and considering η = ηR + iηI and
φ1 = φR + iφI , the exponential functions appearing in
(3) can be rewritten in terms of trigonometric and hy-
perbolic functions. The resultant expression for q turns
out to be
q =cos 2φRe
i(θ+2φR)
[
1 +
1√
a cosh(ηR + σ) + cos ηI
×
((
cos 2φI
cos 2φR
− 1
)
cos ηI + i
(√
a tan 2φR
× sinh(ηR + σ)− sinh 2φI
cos 2φR
sin ηI
))]
, (8)
where ηR = pRx− ΩRt+ η0R, ηI = pIx − ΩIt+ η0I , p1 =
pR + ipI , Ω1 = ΩR + iΩI , η
0
R, η
0
I and σ are constants.
The exact forms of pR, ΩR, pI and ΩI are given below:
pR = −2
√
µ(τ21 + τ
2
2 ) cosφR sinhφI ,
pI = 2
√
µ(τ21 + τ
2
2 ) sinφR coshφI ,
ΩR = 2kpR − (p
2
R − p2I) sin 2φR + 2pRpI sinh 2φI
cosh 2φI − cos 2φR ,
ΩI = 2kpI − (p
2
R − p2I) sinh 2φI + 2pRpI sin 2φR
cosh 2φI − cos 2φR .
Consequently the solution of the Manakov equation (1)
can be obtained from (5) as q1 = τ1q and q2 = τ2q.
Expression (8) combined with (5) constitutes the GB so-
lution of the CNLS equations (1). Fig. 1 illustrates the
behavior of this breather solution, which is periodic both
in space and in time. From the GB solution we can derive
AB, MS and RW solutions by restricting the parameters
φR and φI suitably. In the following, we report the ex-
plicit forms of these solutions.
A. AB from GB
To derive the AB solution, we consider the choice φR 6=
0 and φI = 0 in (8). This restriction fixes the wave
number to be pure imaginary. In this case we find
pR = 0, pI = 2
√
µ(τ21 + τ
2
2 ) sinφR,
ΩR = p
2
I cotφR, ΩI = 2kpI . (9)
Substituting the GB solution (8) in (5), the latter pro-
vides
q1 = τ1 cos(2φR)e
i(θ+2φR)(1 + L),
q2 = τ2 cos(2φR)e
i(θ+2φR)(1 + L), (10)
L =
( 1cos(2φR) − 1) cosηI + i
√
a tan(2φR) sinh(ηR + σ)√
a cosh(ηR + σ) + cos ηI
.
Here ηR = −ΩRt + η0R and ηI = pIx − ΩIt + η0I . We
have plotted the solution (10) in Fig. 2. The solution is
periodic in x and localized in t. This spatially periodic
breather is nothing but the AB solution.
B. MS from GB
Now we consider the other case, φR = 0 and φI 6=
0 with k = 0 in the GB solution ((5) with (8)). This
restriction fixes the imaginary part of the wave number
to be zero. This in turn provides another form of the
breather solution which will propagate only in the time
direction, that is
q1 = τ1e
iθ(1 + V ), q2 = τ2e
iθ(1 + V ), (11)
V =
cosh(2φI)− 1√
a cosh(ηR + σ) + cos ηI
(cos ηI − i sinh(2φI) sin ηI),
where
pR = −2
√
µ(τ21 + τ
2
2 ) sinhφI , pI = 0,
ΩR = 0,ΩI = p
2
R cothφI , ηR = pRx− ΩRt+ η0R
andηI = −ΩIt+ η0I . (12)
We depict this solution in Fig. 3. The plot confirms
that the solution is periodic in t and localized in x. The
wave solution which is temporally breathing and spatially
oscillating is called a Ma breather/MS.
C. RW from GB
To construct the RW solution from the GB expression
we consider both φR and φI to be non-zero and evaluate
the latter in the limit ǫ → 0 by implementing a Taylor
expansion. Doing so we find φR = ǫγ and φI = ǫρ, where
ǫ is a small parameter, γ and ρ are constants. Substi-
tuting these two expressions in (4) with the restriction
η2 = η
∗
1 , φ2 = φ
∗
1 + π and making the Taylor expansion
at ǫ→ 0, we obtain
pR = −2
√
µ(τ21 + τ
2
2 )ρǫ+O(ǫ
3),
4FIG. 1. (Color online) (a) General breather profile of q1 for
the values τ1 = 2, τ2 = 1, φR = 4, φI = 1, η
o
I = 0.5, η
o
R = 0.2,
k = 0.24, µ = 0.2 in Eqs. (5) and (8). (b) Corresponding
contour plot. Similar profile occurs for q2 also (not shown
here).
pI = 2
√
µ(τ21 + τ
2
2 )γǫ+O(ǫ
3),
ΩR = (4µ(τ
2
1 + τ
2
2 )γ − 4k
√
µ(τ21 + τ
2
2 )ρ)ǫ +O(ǫ
3),
ΩI = (4µ(τ
2
1 + τ
2
2 )ρ+ 4k
√
µ(τ21 + τ
2
2 )γ)ǫ+O(ǫ
3),
√
a = 1 +
1
2
(γ2 + ρ2)ǫ2, (13)
f = ((η˜2R + η˜
2
I ) + (γ
2 + ρ2))ǫ2 +O(ǫ3),
g = ((η˜2R + η˜
2
I )− 3(γ2 + ρ2) + 4i(γη˜R + ρη˜I))ǫ2 +O(ǫ3).
It is also straightforward to check that ηR − η0R = ǫη˜R +
O(ǫ2) and ηI − η0I = ǫη˜I +O(ǫ2). Substituting the above
expressions, (13), in the general breather form (8) and
taking the limit ǫ → 0 in the resultant expression, we
arrive at
q1 = τ1e
iθ(1−Q) and q2 = τ2eiθ(1 −Q), (14)
where
Q =
4 + 16iµ(τ21 + τ
2
2 )t
1 + 4µ(τ21 + τ
2
2 )(x− 2kt)2 + 16µ2(τ21 + τ22 )2t2
,
which is nothing but the RW solution of CNLS system
which is localized both in space and time. The RW so-
lution of the CNLS equation matches with the one pre-
sented in [21]. We note that the restriction τ2 = 0 in (11)
provides the RW solution of the scalar NLS equation. A
typical evolution of the RW is shown in Fig. 4.
In the above, we derived AB, MB and RW solutions
from the GB solution. On the other hand we now point
out the interesting possibility that one can also construct
the above solutions from the RW solution itself in a re-
verse way. In the following, we demonstrate this by fol-
lowing the procedure of Tajiri and Watanabe for the case
of the scalar NLS equation [41]. To do so we consider the
RW solutions in an imbricate series form.
FIG. 2. (Color online) (a) Akhmediev breather profile of q1
for the values τ1 = 2, τ2 = 1, φR = 0.5, µ = 0.2, η
o
I =
0.5, ηoR = 0.1 in Eq. (10). (b) Corresponding contour plot.
Similar profile occurs for q2 also (not shown here).
FIG. 3. (Color online) (a) Ma breather profile of q1 for the
values τ1 = 2, τ2 = 1, φI = 0.8, µ = 0.2, η
o
I = 0.4, η
o
R = 0.3
in Eq. (11). (b) Corresponding contour plot. Similar profile
occurs for q2 also (not shown here).
III. AB FROM RW
To derive AB from RW solution we first factorize the
RW solution (14) in the following form, namely
q1 = τ1 exp(i(kx− (k2 − 2µ(τ21 + τ22 ))t))
×
(
1 +
1
2iµ(τ21 + τ
2
2 )t+
1
2
√
1 + 4µ(τ21 + τ
2
2 )(x − 2kt)2
)
×
(
1 +
1
2iµ(τ21 + τ
2
2 )t− 12
√
1 + 4µ(τ21 + τ
2
2 )(x − 2kt)2
)
,
FIG. 4. (Color online) (a) Rogue wave profile of q1 for the
values τ1 = 0.8, τ2 = 1.5, µ = 1, k = 0 in Eq. (14). (b)
Corresponding contour plot. Similar profile occurs for q2 also
(not shown here).
5q2 = τ2 exp(i(kx− (k2 − 2µ(τ21 + τ22 ))t))
×
(
1 +
1
2iµ(τ21 + τ
2
2 )t+
1
2
√
1 + 4µ(τ21 + τ
2
2 )(x − 2kt)2
)
×
(
1 +
1
2iµ(τ21 + τ
2
2 )t− 12
√
1 + 4µ(τ21 + τ
2
2 )(x − 2kt)2
)
.
(15)
We note here that one of the remarkable properties
displayed by many classical nonlinear evolution equa-
tions possessing soliton modes is a nonlinear superpo-
sition principle [38–40]. More precisely, an infinite ar-
ray of solitons placed at equal intervals constitutes an
exact periodic solution of the evolution equations. For
example, if we take the algebraic soliton solution of
the modified Korteweg-de Vries equation in the form
u = uo − 4u04u2
0
(x−6u2
0
t)2+1
, we can write a more general
solution through a superposition of these algebraic soli-
tons as u = u0 −
∑
∞
m=−∞
4u0
4u2
0
(x−mλ−ct)2+1
, where λ is
the spacing between successive peaks of the sequence of
solitary pulses and c is the phase speed of the pattern,
which is to be determined. By rewriting the algebraic
soliton solution as a hyperbolic cot function and further
splitting the latter as sinh and cosh functions, one can get
an expression for the periodic solution with an unknown
parameter c. This parameter can be derived by substi-
tuting the hyperbolic cot function form in the original
evolutionary equation (for more details one may refer to
[42] and the references cited therein). The above is indeed
an imbricate solution. In fact a theorem on imbricate se-
ries (see for example, Theorem 3.1 in ref. [38]) asserts
that any periodic function f(x) with period L has two
series representations. If the usual Fourier series is
f(x) =
α
2π
∞∑
n=−∞
g(αn)ei2pixn/L, α > 0, (16)
then the alternative expansion is the imbricate series
f(x) =
∞∑
m=−∞
G
(
2π
Lα
(x−mL)
)
, (17)
where G(k) is the Fourier transform of g(x), that is,
G(k) =
1
2π
∫
∞
−∞
g(x)eikxdx. (18)
However, the imbricate series of rogue waves which we
consider in the following will be different from the usual
way of applying such a series which is the superposition
of the solitary waves. The important point here is that
the breather solution (15) is being constructed by the
product of two imbricate series of rogue wave as shown
below. For mathematical simplicity we consider the con-
stant k = 0 hereafter (for k 6= 0, see below). We consider
Eq. (15) in a more general form, that is
q1 =τ1 exp(i(σt+ φ))
(
1 + b
∞∑
n=−∞
1
iαt+ v(x) + n
)
×
(
1 + b
∞∑
n=−∞
1
iαt− v(x) + n
)
,
q2 =τ2 exp(i(σt+ φ))
(
1 + b
∞∑
n=−∞
1
iαt+ v(x) + n
)
×
(
1 + b
∞∑
n=−∞
1
iαt− v(x) + n
)
, (19)
where b is a constant, α, σ and v(x) are all to be deter-
mined. However, to derive the AB solution we consider
only this series. In the above expression we have grouped
the spatial variable x with the real part and the time vari-
able t with the imaginary part. We have superposed the
RW solutions in the x direction. Using the trigonometric
identity [43] cotπx = 1pix +
x
pi
∑
∞
n=−∞
1
n(x−n) , n 6= 0, we
replace the infinite series by cot function and rewrite (19)
in a more compact form as
q1 = τ1 exp(i(σt+ φ))(1 + bπ cot(π(v(x) + iαt)))
×(1− bπ cot(π(v(x) − iαt))),
q2 = τ2 exp(i(σt+ φ))(1 + bπ cot(π(v(x) + iαt)))
×(1− bπ cot(π(v(x) − iαt))). (20)
Our task is to plug the expression (20) in (1) and de-
termine the parameters α, σ and the function v(x) con-
sistently. To do so, in the first step, we replace the cot
functions in (20) as cos(πv(x)± iπαt)/ sin(πv(x)± iπαt)
and substitute it in (1) and rewrite the equations in terms
of sin(πv(x)±iπαt) and cos(πv(x)±iπαt) and their pow-
ers and products. We then simplify these equations using
suitable trigonometric identities and rearrange the resul-
tant expressions in the variables cos(iπαt) sin(iπαt) and
their powers. By doing so we have arranged the spatial
variable to appear only in the coefficients in the resultant
equation. The final expressions for both the equations in
(1) turn out to be one and the same. As a result we pro-
ceed to determine the unknowns σ, µ and v(x) from the
single equation
r1 cos
6(iπαt) + r2 cos
5(iπαt)sin(iπαt) + r3 cos
4(iπαt)
+r4 cos
3(iπαt) sin(iπαt) + r5 cos
2(iπαt)
+r6 cos(iπαt) sin(iπαt) + r7 = 0, (21)
where
r1 = 2µ(τ
2
1 + τ
2
2 )(1 + b
2π2 − b4π4 − b6π6)− σ + b2π2σ,
r2 = 2bπ(σ − 2µ(τ21 + τ22 )(1 + b2π2)2),
r3 = 2µ(τ
2
1 + τ
2
2 )(−3 cos2A− b2π2(1 + cos2A)
+b4π4(2− cos2A) + 3b6π6 sin2A) + 3σ cos2 A
−b2π2σ(1 + cos2A)− 4b2π4v′2(1− 2 cos2 A)
+2bπ2α(1 − 2 cos2A) + 4b2π3v′′ cosA sinA,
r4 = 8µ(τ
2
1 + τ
2
2 )bπ(cos
2A+ b2π2(1 + b2π2 sin2A))
+4bπ(−σ cos2 A+ π2v′2(2 cos2A− 1)
+πv′′ cosA sinA− 1
2
bπ2α(1− 2 cos2A)),
6r5 = 2µ(τ
2
1 + τ
2
2 )(3 cos
4A− b2π2 cos2A(2− 3 cos2A)
+b4π4(−1 + 4 cos2A− 3 cos4A)− 3b6π6 sin4A)
−3σ cos4A+ b2π2σ cos2A(2− cos2A)
+2b2π4v′2(1− 8 cos2A+ 4 cos4A) + 4bπ2α cos4A
−2b2π3v′′ cosA sinA(2 cos2A+ 1),
r6 = 4µ(τ
2
1 + τ
2
2 )bπ(− cos4A+ 2b2π2 cos2A sin2 A
−b4π4 sin2A) + 2bπσ cos4A+ 4bπ3v′2 cos2A
×(2 cos2A− 3) + 4bπ2v′′ cos3A sinA)
+2b2π3α cos2A(1 − 2 cos4 A),
r7 = 2µ(τ
2
1 + τ
2
2 )(− cos6A+ 3b2π2 cos4 A sin2A)
−3b4π4 cos2A sin4A+ b6π6 sin6A) + σ cos6A
−b2π2σ cos4A sin2A+ 2b2π4v′2 cos2A(3 − 2 cos2A)
−2bπ2α cos4A+ 2b2π3v′′ cos3 A sinA,
A = πv(x). (22)
To solve Eq. (21) we equate the coefficients of various
powers of cos(iπαt) sin(iπαt) to zero. This action yields
a set of equations ri = 0, i = 1, 2, .., 7, involving the
unknowns σ, α and v(x). We notice that the coefficient
of sixth power of cos(iπαt) gives (r1 = 0)
2µ(τ21 + τ
2
2 )(1 + b
2π2 − b4π4 − b6π6)− σ + b2π2σ = 0,
(23)
from which we can obtain the value of σ, that is
σ = 2µ(τ21 + τ
2
2 )(1 + π
2b2)2. (24)
The coefficient of cos5(iπαt) sin(iπαt) also provides the
same expression for σ as given in Eq.(24). Equating next
the coefficients of cosh3(iπαt) and cos(iπαt) sin(iπαt) to
zero, we get r4 = 0 and r6 = 0. Here we get two equa-
tions which contain the first and second derivatives of the
unknown function v(x), namely v′ and v′′. Solving these
two equations algebraically, we find
v′2 = b2µ(τ21 + τ
2
2 )(1− b2π2 cot2(2πv(x))), (25)
v′′ = 2µ(τ21 + τ
2
2 )π
3b4 cot(2πv(x))
(
1 + 2π2b2
π2b2
− α
2µ(τ21 + τ
2
2 )π
2b3
+ cot2(2πv(x))
)
. (26)
From Eqs.(25) and (26) we determine α and v(x) as fol-
lows. Differentiating Eq.(25) with respect to x and then
replacing the first and second derivatives of v(x) which
appear in this equation by (25) and (26) respectively and
simplifying the resultant equation we find
α = 2µ(τ21 + τ
2
2 )(1 + π
2b2)b. (27)
To obtain v(x) we integrate Eq.(25) with respect to x.
This action leads us to
v(x) =
1
2π
arccos
(
1√
1 + π2b2
cos(
√
2π2αbx+ v0)
)
,
(28)
where v0 is a constant of integration. It is straight for-
ward to check that v(x) satisfies both the Eqs. (25) and
(26) with α given by (27). On the other hand, consid-
ering the coefficients of cos2(iπαt) and cos4(iπαt) and
repeating the procedure outlined above we arrive at the
same expressions for α and v(x) which are given in (27)
and (28) respectively.
Finally, equating the coefficient of constant term to
zero, r7 = 0, we find that the resultant equation van-
ishes identically, with the expressions v(x), α and σ given
above. As a result we have obtained a compatible set of
solutions for α, σ and v(x) which satisfies all the equa-
tions given in (22). Now substituting the expressions of
σ, α and v(x) in the general form (20) and after suitable
rewriting, we obtain the AB solution in the form
q1 = τ1(1 + π
2b2) exp(i(2µ(τ21 + τ
2
2 )t+ φ))
×(1− 2πb
1 + π2b2
M),
q2 = τ2(1 + π
2b2) exp(i(2µ(τ21 + τ
2
2 )t+ φ))
×(1− 2πb
1 + π2b2
M), (29)
M =
πb cosh 2παt+ i sinh 2παt
cosh 2παt− (1/√1 + π2b2) cos(√2π2αbx+ v0)
.
We can note that this solution is periodic in the spa-
tial direction and it grows exponentially fast in the initial
stage from the time oscillatory background. After reach-
ing the maximum amplitude at a specific time, it decays
exponentially again to the time oscillatory background.
These two stages can be called as growing and decaying
mode solutions, respectively, as has been done by Tajiri
and Watanabe for the case of the scalar NLS equation
[41]. A typical AB solution for a suitable set of paramet-
ric values is shown in Fig. 2.
We also note here that the Akhmediev breather solu-
tion with k 6= 0 can also be constructed by the following
imbricate series, namely
q1 =τ1 exp(i(kx− (k2 + 2µ(τ21 + τ22 ))t+ φ))
×
(
1 + b
∞∑
n=−∞
1
iαt+ v(z) + n
)
×
(
1 + b
∞∑
n=−∞
1
iαt− v(z) + n
)
,
q2 =τ2 exp(i(kx− (k2 + 2µ(τ21 + τ22 ))t+ φ))
×
(
1 + b
∞∑
n=−∞
1
iαt+ v(z) + n
)
×
(
1 + b
∞∑
n=−∞
1
iαt− v(z) + n
)
, (30)
where z = x − 2kt. Substituting this expression into
(1) and repeating the procedure outlined above one can
obtain the Akhmediev breather with k 6= 0.
7IV. MS FROM RW
Next we construct the MS solution from the RW solu-
tion. To do so we again rewrite the RW solution in (11)
in a slightly different factorized form
q1 =τ1 exp(i(kx− (k2 − 2µ(τ21 + τ22 ))t))
×
(
1 +
i
−2µ(τ21 + τ22 )t+ i 12
√
1 + 4µ(τ21 + τ
2
2 )(x− 2kt)2
)
×
(
1 +
i
−2µ(τ21 + τ22 )t− i 12
√
1 + 4µ(τ21 + τ
2
2 )(x− 2kt)2
)
,
q2 =τ2 exp(i(kx− (k2 − 2µ(τ21 + τ22 ))t))
×
(
1 +
i
−2µ(τ21 + τ22 )t+ i 12
√
1 + 4µ(τ21 + τ
2
2 )(x− 2kt)2
)
×
(
1 +
i
−2µ(τ21 + τ22 )t− i 12
√
1 + 4µ(τ21 + τ
2
2 )(x− 2kt)2
)
.
(31)
We can write this equation in the following general form
with k = 0,
q1 =τ1 exp(i(ζt+ φ))
(
1 + ih
∞∑
n=−∞
1
κt+ i̺(x) + n
)
×
(
1 + ih
∞∑
n=−∞
1
κt− i̺(x) + n
)
,
q2 =τ2 exp(i(ζt+ φ))
(
1 + ih
∞∑
n=−∞
1
κt+ i̺(x) + n
)
×
(
1 + ih
∞∑
n=−∞
1
κt− i̺(x) + n
)
, (32)
where the function ̺(x) and the parameters κ and ζ are
to be determined. Here we have superposed the RW in
the temporal direction. We have also grouped the tem-
poral variable with the real part and the spatial vari-
able with the imaginary part. We identify the infinite
series with the cot hyperbolic function [43], cothπx =
1
pix − ixpi
∑
∞
n=−∞
1
n(x−in) , n 6= 0, and rewrite the above
expression as
q1 = τ1 exp(i(ζt+ φ))(1 + hπ coth(π(̺(x) − iκt)))
×(1− hπ coth(π(̺(x) + iκt))),
q2 = τ2 exp(i(ζt+ φ))(1 + hπ coth(π(̺(x) − iκt)))
×(1− hπ coth(π(̺(x) + iκt))). (33)
As we did previously, we split the cot hyperbolic func-
tion as cosh(π̺(x)± iπκt)/ sinh(π̺(x)± iπκt). We then
substitute the expression (33) into the CNLS equations
(1) and rewrite the latter in terms of cosh(π̺(x) ±
iπκt)/ sinh(π̺(x) ± iπκt). As before, we simplify this
equation further by imposing trigonometric identities and
arrive at an equation which is in powers of cosh(iπκt)
sinh(iπκt) and their products. In this case also we find
that both the equations in (1) provide the same expres-
sion. As a result we consider only the following equation
to determine the unknown parameters, that is
z1 cosh
6(iπκt) + z2 cosh
5(iπκt)sinh(iπκt) + z3 cosh
4(iπκt)
+z4 cosh
3(iπκt) sinh(iπκt) + z5 cosh
2(iπκt)
+z6 cosh(iπκt) sinh(iπκt) + z7 = 0, (34)
where
z1 = 2µ(τ
2
1 + τ
2
2 )(−1 + h2π2 − h4π4 − h6π6) + ζ + h2π2ζ,
z2 = 4hπµ(τ
2
1 + τ
2
2 )(1− h2π2)2 − 2hπζ,
z3 = 2µ(τ
2
1 + τ
2
2 )(3 cosh
2A− h2π2(1 + cosh2A)
+h4π4(cosh2A− 2)− 3h6π6 sinh2A)− 3ζ cosh2A
−h2π2ζ(1 + cosh2A) + 4h2π4̺′2(1− 2 cosh2A)
+2hπ2κ(2 cosh2A− 1)− 4h2π3̺′′ coshA sinhA,
z4 = 8µ(τ
2
1 + τ
2
2 )hπ(− cosh2A+ h2π2 + h4π4 sinh2A)
+4hπζ cosh2A+ 2hπ3̺′2(−1 + 2 cosh2A)
+4hπ2̺′′ coshA sinhA+ 2h2π3κ(1− 2 cosh2A),
z5 = 2µ(τ
2
1 + τ
2
2 )(−3 cosh4A− h2π2 cosh2A(2− 3 cosh2A)
+h4π4(1− 4 cosh2 A+ 3 cosh4A− 3h6π6 cosh2A
× sinh2A)) + 3ζ cosh4A− 4hπ2κ cosh4A
+2h2π2ζ cosh2A(1− 2 cosh2A)− 2h2π4̺′2
×(1− 8 cosh2A+ 4 cosh4A)− 2h2π3̺′′ coshA
× sinhA(2 cosh2A+ 1),
z6 = 4µ(τ
2
1 + τ
2
2 )hπ(cosh
4 A− 2h2π2 cosh2A sinh2A
+h4π4 sinh4 A)− 2hπζ cosh4A+ 4hπ3̺′2 cosh2A
×(2 cosh2A− 3)− 4hπ2̺′′ cosh3A sinhA
−2h2π3κ cosh2A(1 − 2 cosh2A),
z7 = 2µ(τ
2
1 + τ
2
2 )(cosh
6A− 3h2π2 cosh4 A sinh2A
+3h4π4 cosh2A sinh4A− h6π6 sinh6A)− ζ cosh6A
+h2π2ζ cosh4A sinh2A+ 2h2π4̺′2 cosh2A
×(2 sinh2A− 1) + 2hπ2κ cosh4A
−2h2π3̺′′ cosh3A sinhA,
A = π̺(x) (35)
Equating the various powers of cosh(iπκt) sinh(iπκt)
to zero, we obtain zi = 0, i = 1, 2.., 7. We then solve
these equations and determine ζ, ̺(x) and κ as follows.
The coefficient of cosh6(iπκt) gives
2µ(τ21 + τ
2
2 )(−1 + h2π2 + h4π4 − h6π6) + ζ + ζh2π2 = 0,
(36)
from which we fix
ζ = 2µ(τ21 + τ
2
2 )(1− π2h2)2. (37)
We also obtain the same expression for ζ by equating the
coefficient of cosh5(iπκt) sinh(iπκt) to zero. We proceed
to consider the coefficients of cosh3(iπκt) sinh(iπκt) and
cosh(iπκt) sinh(iπκt), namely z4 = 0 and z6 = 0. We
8consider these two expressions to determine the unknown
̺(x). Solving these two equations algebraically, we find
̺′2 = h2µ(τ21 + τ
2
2 )(1− h2π2 coth2(2π̺(x))),
̺′′ = 2µ(τ21 + τ
2
2 )π
3h4 coth(2π̺(x))
(
1− 2π2h2
π2h2
+
κ
2µ(τ21 + τ
2
2 )π
2h3
+ coth2(2π̺(x))
)
. (38)
We solve these two equations in the same manner as we
did previously. Our result shows that
κ = −2µ(τ21 + τ22 )(1 − π2h2)h (39)
and
̺(x) =
1
2π
cosh−1
(
1√
1− π2h2 cosh(
√
−2π2κhx+ ̺0)
)
,
(40)
where ρ0 is a constant. We can also obtain the
same expression for ̺(x) and κ from the coefficients
of cosh2(iπκt) and cosh4(iπκt) by solving the resultant
equations algebraically in the same manner.
Inserting the obtained expressions of ζ, ̺ and κ in the
final determining equation we find that it vanishes triv-
ially. With these expressions, the general form of (32)
now becomes
q1 = τ1(1− π2h2) exp(i(2µ(τ21 + τ22 )t+ φ))
×(1 + 2πh
1− π2h2M),
q2 = τ2(1− π2h2) exp(i(2µ(τ21 + τ22 )t+ φ))
×(1 + 2πh
1− π2h2M), (41)
M =
πh cos 2πκt− i sin 2πκt
cos 2πκt− (1/√1− π2h2) cosh(√−2π2κhx+ c) ,
which is nothing but the Ma breather solution. This so-
lution is periodic in the temporal direction and localized
in space. It grows and decays recurrently in time os-
cillate background as in the case of NLS equation [41].
The Ma breather solution of CNLS equations for a set of
parametric values is shown in Fig. 3.
The RW solution can also be obtained as the limiting
case of Ma breathers. This can be done by imposing the
limit h → 0 and incorporating the Taylor series expan-
sion.
We note here that the Ma breather solution with k 6= 0
can also be constructed by the following imbricate series,
q1 =τ1 exp(i(kx− (k2 − 2µ(τ21 + τ22 ))t))
×
(
1 + ih
∞∑
n=−∞
1
κt+ i̺(z) + n
)
×
(
1 + ih
∞∑
n=−∞
1
κt− i̺(z) + n
)
,
q2 =τ2 exp(i(kx− (k2 + 2µ(τ21 + τ22 ))t+ φ))
×
(
1 + ih
∞∑
n=−∞
1
κt+ i̺(z) + n
)
×
(
1 + ih
∞∑
n=−∞
1
κt− i̺(z) + n
)
, (42)
where z = x− 2kt. Substituting this expression into (1),
and repeating the procedure given above, one can obtain
the Ma soliton with k 6= 0.
V. GBS AS IMBRICATE SERIES OF RWS
It is very difficult to derive the GB solution from the
RW solution in the same fashion as we did in the pre-
vious two cases. This is mainly because in the present
analysis we have to include two arbitrary functions (both
of which are functions of t and x), one with real part
and another with imaginary part in the imbricate series.
The determining equations which come out from the im-
bricate series are difficult to solve unlike the earlier two
cases. To overcome this difficulty we adopt the following
methodology. We show that the absolute square of the
modulus of RW solution of (1) can be written in terms of
the second derivative of a logarithmic function which in-
volves product of two imbricate series (see Eq.(45) given
below). We then rewrite this expression in a more com-
pact form which involves trigonometric functions which
also contain these two arbitrary functions. Unlike the
earlier two cases we do not substitute this series into (1)
and determine these two unknown arbitrary functions (as
it is very difficult to solve the determining equation). In-
stead, we also rewrite the absolute square of the modulus
of the general breather solution as the second derivative
of a logarithmic function which contains product of two
functions (see Eq. (49) given below). At this stage since
both the GB expression and the RW solution have been
written in the same form. We compare the arguments
inside the logarithmic function and fix the exact expres-
sion of the two unknown arbitrary functions. This in turn
confirms that the GB can also be derived from the RWs.
In the following, we present the exact mathematical de-
tails of this procedure.
To begin with we rewrite the RW solution (14) in the
form
|q1|2 = τ21 (1−Q)(1−Q∗), |q2|2 = τ22 (1−Q)(1−Q∗),
(43)
where Q is the same expression given in Eq. (14) and
the star denotes complex conjugate of it. The above ex-
pressions can be rewritten as the second derivative of a
logarithimic function, namely
|q1|2 = τ21 −
τ21
µ(τ21 + τ
2
2 )
∂2
∂x2
ln
(
1
S
× 1
T
)
,
|q2|2 = τ22 −
τ22
µ(τ21 + τ
2
2 )
∂2
∂x2
ln
(
1
S
× 1
T
)
, (44)
9where
S =
(
1
2
√
1 + 4µ(τ21 + τ
2
2 )(x− 2kt)2 + 2iµ(τ21 + τ22 )t
)2
,
T =
(
1
2
√
1 + 4µ(τ21 + τ
2
2 )(x− 2kt)2 − 2iµ(τ21 + τ22 )t
)2
.
Now we consider Eq. (44) in a more general form as
|q1|2 = τ21 −
τ21
µ(τ21 + τ
2
2 )
× ∂
2
∂x2
ln
( ∞∑
n=−∞
1
(φ(x, t) − iψ(x, t)− n)2
×
∞∑
n=−∞
1
(φ(x, t) + iψ(x, t)− n)2
)
,
|q2|2 = τ22 −
τ22
µ(τ21 + τ
2
2 )
× ∂
2
∂x2
ln
( ∞∑
n=−∞
1
(φ(x, t) − iψ(x, t)− n)2
×
∞∑
n=−∞
1
(φ(x, t) + iψ(x, t)− n)2
)
, (45)
where φ(x, t) and ψ(x, t) are arbitrary functions of x and
t which need to be determined. In the above expression
we considered the superposition of RWs in both space
and time directions. Using the trigonometric identity
[43] csc2(πx) = 1pi2
∑
∞
k=−∞
1
x−k2 , the above expression
can be rewritten in the form,
|q1|2 = τ21 −
τ21
µ(τ21 + τ
2
2 )
∂2
∂x2
ln[π2 csc2(π(φ − iψ))
×π2 csc2(π(φ+ iψ))],
|q2|2 = τ22 −
τ22
µ(τ21 + τ
2
2 )
∂2
∂x2
ln[π2 csc2(π(φ − iψ))
×π2 csc2(π(φ+ iψ))]. (46)
We further simplify the expression on the right hand side
by using the relation π4 csc2(π(φ − iψ)) csc2(π(φ + iψ))
= 4pi
4
cosh 2piψ−cos 2piφ . As a result Eq. (46) can be brought
to the form
|q1|2 = τ21 +
τ21
µ(τ21 + τ
2
2 )
∂2
∂x2
ln[cosh 2πψ − cos 2πφ],
|q2|2 = τ22 +
τ22
µ(τ21 + τ
2
2 )
∂2
∂x2
ln[cosh 2πψ − cos 2πφ].
(47)
As we mentioned in the beginning of this section we do
not substitute this solution in (1) and determine the form
of ψ and φ. Instead of this we compare the expression
(47) with the GB which is rewritten in the same form.
For this purpose, we rewrite the GB solution (5) with (8)
in the form,
|q1|2 = τ21 +
τ21
µ(τ21 + τ
2
2 )
∂2
∂x2
ln f,
|q2|2 = τ22 +
τ21
µ(τ21 + τ
2
2 )
∂2
∂x2
ln f, (48)
where f = 1 + 2eηR cos ηI + ae
2ηR , ηR = pRx − ΩRt +
η0R and ηI = pI − ΩIt + η0I . To compare this with the
one derived from the RW solution we rewrite f as f =
2eηR(
√
a cosh(ηR + σ)− cos(ηI + θ)) with the ηR and ηI
as given above. The resultant expression now turns out
to be
|q1|2 = τ21 +
τ21
µ(τ21 + τ
2
2 )
∂2
∂x2
ln[
√
a cosh(pRx− ΩRt+ σ)
− cos(pIx− ΩIt+ θ)],
|q2|2 = τ22 +
τ22
µ(τ21 + τ
2
2 )
∂2
∂x2
ln[
√
a cosh(pRx− ΩRt+ σ)
− cos(pIx− ΩIt+ θ)], (49)
where σ = η0R +
1
2 ln a and θ = η
0
I + π.
Now let us compare the two expressions |q1|2 and |q2|2,
the one derived from RW solutions (vide Eq. (47)) and
the other derived from the GB solution (vide Eq. (49)).
Doing so we find
cosh 2πψ =
√
a cosh(pRx− ΩRt+ σ),
cos 2πφ = cos(pIx− ΩIt+ θ), (50)
or
cosh 2πψ = cosh(pRx− ΩRt+ σ),
cos 2πφ =
1√
a
cos(pIx− ΩIt+ θ). (51)
From these two sets of equations we find two different
expressions for ψ and φ, namely
ψ =
1
2π
ln(
√
a cosh(pRx− ΩRt+ σ)
+
√
a cosh2(pRx− ΩRt+ σ)− 1),
φ =
1
2π
(pIx− ΩIt+ θ) (52)
and
ψ = − 1
2π
(pRx− ΩRt+ σ),
φ =
1
2π
arccos
(
1√
a
cos(pIx− ΩIt+ θ)
)
. (53)
An exact imbricate series of RW solution for breather
solutions of CNLS equations can be displayed by substi-
tuting (52) or (53) into (45). The solution is periodic in
both space and time.
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VI. CONCLUSION
During the past five years or so rogue wave solu-
tions have been studied intensively in different physical
contexts and several applications have been proposed.
Rogue waves in an array of optical wave-guides is one
of the examples [44]. Optical rogue wave has already
been suggested for application in enhancing supercon-
tinuum generation and several authors have elucidated
key aspects of the underlying nonlinear dynamical pro-
cesses [45]. In this work, we have constructed a class
of nonlinear waves, namely GB, AB, MS and RW for
the well known two coupled NLSEs (1). To derive these
solutions we followed two different paths. By follow-
ing the conventional procedure we first brought out the
explicit form of a GB solution from which we derived
the other forms of rational solutions, namely AB, MS
and RW solutions. We then deviated from this con-
ventional approach and derived AB, MS and GB from
the RW solution as the starting point. The expressions
obtained in both the directions match with each other.
Our study on the coupled NLSEs will be useful in the
study of rogue waves in birefringent optical fibers, multi-
component Bose-Einstein condensates, multi-component
plasmas and so on. We also hope to derive higher order
breather solutions in both the directions discussed in this
paper by extending the procedure.
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