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In high dimensional linear regression, penalized regression meth-
ods are used for estimation and variable selection simultaneously.
The LASSO is a penalized regression method which is easy to
compute the solution, but the LASSO solution is hard to satisfy
the variable selection consistency. Nonconvex penalized regression
i
methods such as the SCAD and the MCP have the oracle prop-
erty which contains variable selection consistency. However, direct
computation of the global solution to the nonconvex penalized re-
gression is infeasible. The calibrated CCCP is developed which can
obtain the oracle estimator as the unique local minimum.
We propose the calibrated CCCP for logistic model. We prove
that the calibrated CCCP for logistic model produces a consistent
solution path which contains the oracle estimator with probability
tending to one. Since the loss function for logistic model is not
quadratic, we apply the MLQA-CCCP algorithm for the penalized
objective function. Furthermore, we extend the theoretical result
to the case of Huber loss instead of the logistic loss. The numerical
experiments support our theoretical results.
Keywords: High dimensional regression, penalized regression, lo-
gistic loss, Huber loss, variable selection, oracle estimator, MCP,
SCAD.
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High dimensional data is the dataset where the number of co-
variates p is much larger than the number of samples n. High
dimensional data analysis arises in many applications including
genomics, economics, and neuroscience. In statistics, linear regres-
sion is an common approach to modeling the relationship between
a response variable and covariates. In linear regression model, the
least square method is the most popular for estimating the re-
gression coefficients of covariates. However, it does not work in
the high dimensional data, since the inverse matrix of the sample
1
covariance does not exist. As an alternative to the least square
method, there are two approaches: subset selection and penalized
regression.
In high dimesional data analysis, subset selection methods such
as best subset selection have computational burden and they are
unstable. Hence, the penalized regression methods such as LASSO
[Tibshirani, 1996], MCP [Zhang et al., 2010] and SCAD [Fan and
Li, 2001] are used for high dimensional data analysis. The penal-
ized regression methods simultaneously select the relevant covari-
ates for modeling the response variable, and estimate the regres-
sion coefficients.
The LASSO, based on l1 penalty function, is widely used for
the high dimensional data analysis. The LASSO is computation-
ally easy since it is a convex penalized regression method. For ex-
ample, the LASSO solution can be easily computed by the LARS
algorithm or coordinate descent methods. Also, the LASSO has
some desired theoretical properties such as the minimax optimal
rate. The minimax optimal rate of the LASSO solution can be
derived under restricted eigenvalue condition.
However, it is well known that the LASSO need strong irrep-
2
resentable condition to satisfy variable selection consistency and
that the strong irrepresentable condition is hard to be satisfied
for high-dimensional data [Zhao and Yu, 2006; Zou, 2006]. On the
other hand, the MCP and the SCAD, based on nonconvex penalty
functions, do not need such conditions for variable selection con-
sistency. Such nonconvex penalized regression methods have the
oracle property under mild conditions for fixed p [Fan and Li,
2001]. For high dimensional data, the oracle estimator itself is
a local minimum of SCAD (or MCP) penalized linear regression
[Kim et al., 2008b]. However, due to multiple local minima, direct
computation of the global solution is infeasible.
The calibrated CCCP [Wang et al., 2013] is a two stage method
for the nonconvex penalized objective function. It can obtain the
oracle estimator as the unique local minimum. We propose the
calibrated CCCP for logistic model. We prove that the calibrated
CCCP for logistic model produces a constistent solution path
which contains the oracle estimator with probability tending to
one. Since the loss function for logistic model is not quadratic, we
apply the MLQA-CCCP algorithm [Lee et al., 2016] for the pe-
nalized objective function. Furthermore, we extend the theoretical
3
result to the case of Huber loss instead of the logistic loss. The
numerical experiments support our theoretical results.
1.2 Outline of the thesis
In this thesis, the contents are organized as follows. In Chapter 2,
we review the penalized regression methods in high-dimensional
data analysis. The theoretical properties such as minimax optimal
rate, variable selection consistency and oracle property are intro-
duced. Furthermore, we review the calibrated CCCP for linear
model and its oracle property. In Chapter 3, we propose the cali-
brated CCCP for logistic model, and derive the oracle property for
the proposed method. Since the loss function is not quadratic, we
apply the MLQA-CCCP algorithm for computation. The numer-
ical experiments are also included in chapter 4. In Chapter 5, we














where yn is an n×1 vector of response, Xn = (xn1 , ...,xnn)T = (xij)
is an n × pn design matrix of covariate where xni ∈ Rpn for i =
1, ..., n, β∗n is a pn × 1 vector of regression coefficients and εn is an
n× 1 vector of random error.
There are two approaches for high dimensional linear regres-
sion: subset selection and penalization. There are many subset
selection methods such as forward selection, backward elimination
and stepwise selection. They select a subset of covariates with some
criterion, and calculate the regression coefficients with the selected
covariates. Since the number of the selected covariates is less than
the number of samples, the least square estimator can be calcu-
lated for the subset selection methods even in high dimensional
data. However, these subset selection methods are computation-
ally intensive and unstable.
As an alternative to subset selection methods, many penal-
ization methods have been proposed which can select the relevant
variables and estimate the coefficients of covariates simultaneously.
The LASSO and the nonconvex penalized methods are the two
main streams of penalized regression methods in high dimensional
regression.
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The LASSO, based on l1 penalty function, is widely used for
the high dimensional data analysis. The LASSO is computation-
ally easy since it is a convex penalized regression method. For ex-
ample, the LASSO solution can be easily computed by the LARS
algorithm or coordinate descent methods. Also, the LASSO has
some desired theoretical properties such as the minimax optimal
rate. The minimax optimal rate of the LASSO solution can be
derived under restricted eigenvalue condition.
However, it is well known that the LASSO need strong irrep-
resentable condition to satisfy variable selection consistency and
that the strong irrepresentable condition is hard to be satisfied
for high-dimensional data [Zhao and Yu, 2006; Zou, 2006]. On the
other hand, the MCP and the SCAD, based on nonconvex penalty
functions, do not need such conditions for variable selection con-
sistency. Such nonconvex penalized regression methods have the
oracle property under mild conditions for fixed p [Fan and Li,
2001]. For high dimensional data, the oracle estimator itself is
a local minimum of SCAD (or MCP) penalized linear regression
[Kim et al., 2008b]. However, due to multiple local minima, direct
computation of the global solution is infeasible.
7
In the next two sections, we will review the properties of the
LASSO and nonconvex penalized methods.
2.2 LASSO






‖yn −Xnβ‖22 + λn‖β‖1
}
The LASSO can achieve sparsity which means that the estima-
tor produces exatly zero regression coefficients. Hence the LASSO
simultaneously select the relevant covariates for modeling the re-
sponse variable, and estimate the regression coefficients. To show






‖yn −Xnβ‖22 subject to ‖β‖1 ≤ tn.
It is known that the two form of the LASSO introduced above
8
are equivalent. In the latter form of the LASSO, as shown in Fig-
ure 2.1, the solution of the LASSO occurs at the point of contact
between the ellipsoid and the diamond. In Figure 2.1, The ellip-




2. Hence, the exact zero element of the solution can
be obtained.
Figure 2.1: Sparsity of the LASSO
Since the objective function for the LASSO is convex, it has
the unique global minimum and so is easy to be optimized. For
a fixed tuning parameter λn, shooting algorithm [Fu, 1998] was
introduced for solving the l1 penalized least square problem. To
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compute the entire solution path for tuning parameter λn, the
algorithms such as the LARS algorithm [Efron et al., 2004] can be
used.
The LASSO is not only computationally attractive, but it also
has good theoretical properties. Before explaining the theoretical
properties of the LASSO, we introduce the results for the mini-
max lower bound of the l2-estimation loss and the l2-prediction
loss [Raskutti et al., 2011; Ye and Zhang, 2010]. Under regularity



















where B0(qn) := {β ∈ Rpn :
∑pn
j=1 I(βj 6= 0) ≤ qn}.
Consider the LASSO estimator β̂Ln (λn) with the tuning param-





. Under ”Restricted Eigenvalue Condition”
[Bickel et al., 2009], with probability tending to 1,













nj 6= 0). Hence,
the l2-estimation loss and the l2-prediction loss for the LASSO
estimator achieves the minimax lower bound.
Even though the prediction loss for the LASSO estimator
achieves the minimax lower bound, from the perspective of variable
selection the LASSO has not attractive theoretical property. We
first introduce the definition of variable selection consistency. Let
An(λn) := {j : β̂Lnj(λn) 6= 0} and A0n := {j : β∗nj 6= 0}, where





T . Then, we say that the lasso
variable selection is consistent if limn P (An(λn) = A0n) = 1. The
optimal estimation rate is available only when λn = O(1/
√
n) for
fixed pn = p, but it leads to inconsistent variable selection, i.e.,
limn P (An(λn) = A0n) < 1 [Zou, 2006].
Zhao and Yu [2006] introduced the so-called ”weak irrepre-
sentable condition” which is a necessary condition of the con-
sistency of the lasso variable selection. Without loss of general-









 where Cn11 is a qn × qn matrix. Then, the weak
irrepresentable condition is as follows:
|Cn21(Cn11)−1sign(βn(1))| < 1,
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Zhao and Yu [2006] also introduced the so-called ”strong ir-
representable condition” which is a sufficient condition of the con-
sistency of the lasso variable selection. The strong irrepresentable
condition is that there exists a positive constant η satisfying
|Cn21(Cn11)−1sign(βn(1))| ≤ 1− η.
The irrepresentable condition mean that the regression coefficients
of the inactive variables on qn active variables should be uni-
formly bounded by a constant less than equal to one. Zhao and
Yu [2006] also empirically showed that irrepresentable conditions
rarely holds for large pn and qn, by sampling C
n from white
Wishart distribution. Hence, to achieve the variable selection con-
sistency, the LASSO requires a quite strong condition.
Furthermore, the LASSO solution is biased. Since the same
amount of shrinkage is enforced on all nonzero coefficients, they
cannot achieve unbiasedness.
2.3 Nonconvex penalized regression
Due to the variable selection inconsistency and the biasedness of
the LASSO, nonconvex penalized methods can be good alterna-
12
tives to the LASSO since they have variable selection consistency
and unbiasedness.
The penalized least square estimator is defined as the mini-








where pλn(|βj |) is a penalty function. For example, if pλn(|βj |) =
λn|βj |, the above estimator is the LASSO estimator.
There are many nonconvex penalties, including the bridge penalty,
the SCAD, and the MCP.
For the bridge penalty, the penalty function is defined as fol-
lows :
pλn(|βj |) = λn|βj |v,
where 0 < v < 1 is a constant.







I(0 ≤ |βj | < aλn) +
aλ2n
2
I(|βj | ≥ aλn),
where a > 0 is a constant.
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For the SCAD, the penalty function is defined as follows :




β2j − 2λn|βj |+ λ2n
2(a− 1)
)




I(|βj | > aλn)
As shown in Figure 2.2, the penalty function for the LASSO is
convex and the penalty functions for the bridge penalty, the MCP
and the SCAD are nonconvex. Hence, for the MCP and the SCAD,
Qλn(β) has multiple local minima and direct computation of the
global solution to the nonconvex penalized regression is infeasi-
ble. There are many optimization algorithms for finding a local
minimum. In here, we introduce the CCCP algorithm [Kim et al.,
2008b] for finding a local minimum of the Qλn(β).
14
Figure 2.2: The Graph of Some Penalty Functions
For the penalized regression in the equation 2.1, we consider a
penalty function pλn(|βj |) which has the decomposition
pλn(|βj |) = Jλn(|βj |) + λn|βj |,
where Jλn(|βj |) is a differentiable concave function.




Jλ(|βj |) = −
β2j − 2λ|βj |+ λ2
2(a− 1)







I(|βj | > aλ).
For the MCP,
Jλ(|βj |) = −
β2j
2a






I(|βj | ≥ aλ).
The penalized objective function Qλn(β) in the equation 2.1











Given a current solution β(k) with the initial value β(0) = 0,













where ∇Jλn(t) := ∂∇Jλn(t)/∂t. We then update the current solu-
tion by β(k+1) = argminβ Qλn(β|β(k)) until it converges.
Since minimizing Qλn(β|β(k)) can be viewed as l1 penalized
least square problem, we can directly apply the LARS or the shoot-
ing algorithm.
We summarize the CCCP algorithm in Algorithm 1.
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Algorithm 1 The CCCP algorithm
















Let us introduce the definition of the oracle estimator. The
oracle estimator β̂
(o)







It means that the oracle estimator is the ideal estimator obtained
only with signal variables without penalization. Fan and Li [2001]
showed the oracle property for fixed pn = p. On high dimensions,
Kim et al. [2008b] showed that the oracle estimator itself is a local
minimum of the SCAD or the MCP penalized linear regression.
However, it is not guaranteed that our local minimum is the ora-
cle estimator. Kwon and Kim [2012] showed that if the empirical
risk is strictly convex, the oracle estimator asymptotically becomes
the global minimizer of the SCAD penalized regression. Kim and
Kwon [2012] showed that under Sparse Riesz Condition, the ora-
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cle estimator asymptotically becomes the unique local minimizer
of the SCAD penalized linear regression. Despite of the above the-
oretical properties, with finite samples, the solution path is still
not unique and is not guaranteed to contain the oracle estimator.
2.4 The calibrated CCCP [Wang et al., 2013]
Recall that the objective function Qλn(β|β(k)) for the nonconvex













where ∇Jλn(t) := ∂∇Jλn(t)/∂t.
The calibrated CCCP algorithm consists of the following two
steps.
Algorithm 2 The calibrated CCCP algorithm
Let β̂
(1)
n (λn) = argminβ Qτnλn(β|0pn), where the choice τn > 0
will be discussed later.
2: Let β̂n(λn) = argminβ Qλn(β|β̂
(1)
n (λn)).
Note that the first step is viewed as l1 penalized linear re-
gression with the tuning parameter τnλn. The second step is also
viewed as l1 penalized regression with the tuning parameter λn.
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The original CCCP algorithm iteratively finds a solution until it
converges, but the calibrated CCCP algorithm finds a solution
with only two steps.
Let β̂
(o)
n be the oracle estimator. If nτ2nλ
2
n → ∞, log pn =
O(nτ2nλ
2) and τnqn = o(1), where qn := |A0n| = |{j : β∗nj 6=
0}, then under some mild conditions and ”restricted eigenvalue
condition”, Wang et al. [2013] showed that




Hence, under the restricted eigenvalue condition, the calibrated
CCCP algorithm finds the oracle estimator with probability tend-
ing to 1.
2.5 Review of compatibility condition
The key assumption of our theoretical result is ”compatibility
condition” (A2)[Van de Geer et al., 2008] in section 3.3. In this
section, we review some conditions related to compatibility con-
dition. Assume that the diagonal elements of the Gram matrix
Φn = X
T
nXn/n are all equal to 1.
19
For a real number 1 ≤ u ≤ p, we introduce the following









where M(δ) = |{j : δj 6= 0}|.










I1 ∩ I2 = ∅, |Ii| ≤ mi, ci ∈ RIi\{0}, i = 1, 2.
}
.
Then ”Restricted Isometry Condition” [Candes and Tao, 2005]
is defined as follows:
δs + θs,s + θs,2s < 1
with s = ‖β‖0 and δs = max{φmax(s)− 1, 1− φmin(s)}.
Under ”Restricted Isometry Condition”, Candes and Tao [2005]
showed that the sparse signal is exactly recovered by l1 minimiza-
tion for the noiseless error. A sufficient condition for restricted
isometry condition is that δs + δ2s + δ3s < 1, since θs,s′ ≤ δs+s′ .
20
”Uniform Uncertainty Principle” [Candes et al., 2007] is de-
fined as follows:
δ2s + θs,2s < 1.
Candes et al. [2007] derived the optimal order for the l2 estimation
loss of the Dantzig selector with Gaussian noise.
There are some stable recovery results with slightly differ-
ent conditions. Candes et al. [2005] derived stable recovery for
bounded e rror with the condition δ3s + 3δ4s < 2. Candes [2008]
derived the similar result with the condition δ2s <
√
2 − 1. Cai
et al. [2009b] extend the stable recovery result for Gaussian error
with the condition δ1.5s + θs,1.5s < 1. Cai et al. [2009a] proved the
stable recovery result with the condition δ1.25s + θ1.25s,s < 1 or
δ1.75s <
√
2− 1. These conditions in Cai et al. [2009a] are strictly
weaker than the conditions in Candes [2008] and Cai et al. [2009b].
On the other hand, there are some stable recovery results with
other types of assumptions, so called mutual incoherence property.
Let m = max1≤i 6=j≤p |(Φn)i,j |. Donoho et al. [2005] derived stable
recovery for bounded error with the condition (4s− 1)m < 1. Cai
et al. [2010] extend the stable recovery result for Gaussian error
with the condition (2s− 1)m < 1. Furthermore, they showed that
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this condition is a sharp condition in the sense that if (2s−1)m =
1, there is an counter example that can not recover the coefficients
stably.
The RIP framework does not contain the MIP framework, or
vice versa. An advantage of MIP is that it can be used to deter-
ministically verify whether a given matrix satisfy the condition.
We introduce the restricted eigenvalue condition [Bickel et al.,
2009]. FOr some integer s such that 1 ≤ s ≤ p and a positive
number c0, the restricted eigenvalue condition RE(s, c0) is that
the following condition holds.









For some integer s,m such that 1 ≤ s ≤ p/2 and m ≥ s,
s + m ≤ p, denote by J1 the subset of {1, ..., p} corresponding
to the m largest absolute value coordinates of δ outside of J0,
and define J01 := J0 ∪ J1. Then, the slightly stronger version of
the above restricted eigenvalue condition, RE(s,m, c0), is that the
following condition holds.










In Bickel et al. [2009], RE(s, c0) is used to derived the up-
per bound of l2 prediction loss, and RE(s, c0) is used to derived
the upper bound of l2 estimation loss. Uniform Uncertainty Prin-
ciple mentioned above is a sufficient condition of the restricted
eigenvalue condition RE(s, 1). Generally, δ2s + c0θs,2s < 1 im-
plies RE(s, c0). On the other hand, it is obvious that the re-
stricted eigenvalue condition is stronger than compatibility con-
dition. Hence, compatibility condition in our assumptions is quite
a weak assumption for deriving estimation error of the LASSO
estimator.
Other related conditions of compatibility condition are also
introduced in Van De Geer et al. [2009], which is summarized in
figure 2.3 [Van De Geer et al., 2009] below.
Figure 2.3: Compatibility condition and its related conditions
23
2.6 Algorithms for l1 penalized regression
Each step of the proposed calibrated CCCP algorithm for logistic
model in section 3.2 need an algorithm for l1 penalized regres-
sion. In this section, we review some algorithms for l1 penalized
regression with general convex loss. Rosset et al. [2004] suggested a
path-following algorithm for convex, twice differentiable loss func-
tion with an l1 penalty. If the change in the regularization pa-
rameter at every iteration is ε, then the solution path we generate
is guaranteed to be within O(ε2) from the true path of penalized
optimal solutions. Zhao and Yu [2004] developed a path-following
algorithm for any convex loss function with an l1 penalty. This
algorithm finds the exact solutions at uniformly spaced values of
‖β‖1. Park and Hastie [2007] developed a path-following algorithm
for generalized linear model with an l1 penalty. This algorithm en-
sures that the solutions are exact at the locations where the active
set changes. In Kim et al. [2008a], a gradient decent algorithm for
general convex loss functions with an l1 penalty was introduced.
Friedman et al. [2010] developed the local quadratic approxima-
tion algorithm. The l1-penalized quadratic functionis easy to be
minimized by using the LARS or coordinate descent algorithms.
24
There are some modified version of the LQA algorithm. Among
them, Yuan et al. [2012] adapts a line search method at every
iteration of the inner loop in the coordinate descent algorithm.
Hence the number of line searches is proportional to the dimen-
sion of parameters. On the other hand, Lee et al. [2016] adapts
one line search per one iteration of the outer loop and has descent
property. The proposed calibrated CCCP for logistic model apply




The calibrated CCCP for
logistic model
3.1 Introduction
Let P ∗n be the distribution of (X
n, Y ), where Xn = (X1, ..., Xpn)
T
is a random vector and Y is a binary random variable. Let {(xni , yi)}ni=1
be i.i.d copies of (Xn, Y ). We consider the logistic regression model
as follows:











T is the true parameter.
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where γβ(x, y) := −yxTβ + log(1 + exp(xTβ)).





T = (xij) be an n × pn design matrix.
For simplicity, we assume that the covariates are normalized, i.e.,
σ2j := E[X2j ] = 1 for j = 1, ..., pn.
We consider the problem of minimizing the following objective
function




where pλn(·) is a penalty function which depends on a tuning pa-
rameter λn > 0.
3.2 The proposed algorithm
First, we introduce the original CCCP algorithm for logistic model.
For the penalized regression in the equation 3.1, we consider a
penalty function pλn(|βj |) which has the decomposition
pλn(|βj |) = Jλn(|βj |) + λn|βj |,
where Jλn(|βj |) is a differentiable concave function.
27
For the SCAD,
Jλ(|βj |) = −
β2j − 2λ|βj |+ λ2
2(a− 1)







I(|βj | > aλ).
For the MCP,
Jλ(|βj |) = −
β2j
2a






I(|βj | ≥ aλ).
The penalized objective function Qλn(β) in the equation 3.1











Given a current solution β(k) with the initial value β(0) = 0,













where ∇Jλn(t) := ∂∇Jλn(t)/∂t. We then update the current solu-
tion by β(k+1) = argminβ Qλn(β|β(k)) until it converges.




j |)βj is not quadratic
with respect to β, where γβ(x, y) := −yxTβ + log(1 + exp(xTβ)).
Hence, to update the current solution by β(k+1) = argminβ Qλn(β|β(k))
28
for each k, we introduce the modified local quadratic approxima-
tion(MLQA) algorithm [Lee et al., 2016].













j |)βj . Given a current
estimator β̃, a local quadratic approximation L̃ of L around β̃ is
as follows:
L̃(β|β̃, β(k)) := L(β̃|β(k)) +∇L(β̃|β(k))T (β − β̃)
+(β − β̃)T∇2L(β̃|β(k))(β − β̃)/2,
where∇L(β|β(k)) = ∂L(β|β(k))/∂β and∇2L(β|β(k)) = ∂2L(β|β(k))/∂β2.
With the local quadratic approximation L̃(β|β̃, β(k)) defined
as above, let




Then the MLQA algorithm for minimizing Qλn(β|β(k)) is as fol-
lows:
1. Set the initial estimator β̃ := β(k).
2. Repeat the following steps until converges:
• Find β̂a = argminβ Q̃λn(β|β̃, β(k)).
29
• Find ĥ = argminh>0Qλn(hβ̂a + (1− h)β̃|β(k)).
• Update β̃ by βĥ = ĥβ̂a + (1− ĥ)β̃.
The MLQA algorithm has descent property which is that if β̃ is













where γβ(x, y) := −yxTβ + log(1 + exp(xTβ)) for the logistic
model.
The proposed calibrated CCCP algorithm for logistic model
consists of the following two steps.
1. Let β̂
(1)
n (λn) = argminβ Qτnλn(β|0pn), where the choice τn >
0 will be discussed later.
2. Let β̂n(λn) = argminβ Qλn(β|β̂
(1)
n (λn)).
We use the modified local quadratic approximation algorithm




We introduce the assumptions for the main theorem.




where ‖Xk‖∞ denotes the sup-norm.
(A2) Compatibility Condition [Van de Geer et al., 2008]











where ‖ · ‖ denotes the L2(Qn)-norm and Qn is the distribu-
tion of Xn.
(A3) 1. The penalty function pλ(t) is assumed to be increasing
and concave for t ∈ [0,+∞) with a continuous deriva-
tive ṗλ(t) on (0,+∞).
2. ∇Jλ(|t|) = λsign(t) for |t| > aλ, where a > 1 is a
constant.
3. |∇Jλ(|t|)| ≤ |t| for |t| ≤ bλ, where b ≤ a is a positive
constant.
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(A4) Assume that λn = o(d
∗
n) and τn = o(1),
where d∗n := min{|β∗nj | : β∗nj 6= 0}.





(Xn)A0n) ≥ ρ, where A0n = {j : β∗nj 6= 0}
and λmin(·) denotes the smallest eigenvalue.
First, we discuss for the compatibility condition (A2). It is a
necessary condition of the restricted eigenvalue condition which is
used to prove the same theoretical property for the linear model. It
is also used to derive the upper bound of l2 prediction loss for the
LASSO. Hence, it is viewed as a mild and reasonable assumption.
Next, we discuss for the assumption (A3). Recall that pλ(t) =
Jλ(t)+λ(t). For the SCAD and the MCP, we can easily check that
(A3) holds. On the other hand, the brid penalty pλ(t) = λt
v for
0 ≤ v ≤ 1 does not satisfy (A3), since the second condition of
(A3) implies that p′λ(t) = 0 for |t| > aλ and the third condition
of (A3) implies that limt→0+ p
′
λ(t) = λ. The figure 3.1 and 3.2 are
the graph of SCAD and bridge penalty, respectively.
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Figure 3.1: The Graph of SCAD penalty
Figure 3.2: The Graph of bridge penalty with v = 0.5
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3.4 Theoretical properties
We introduce the main theorem of this thesis.
Theorem 1. Assume that conditions (A1)-(A5) hold. Let A0n :=
{j : β∗nj 6= 0} and let β̂
(o)
n be the oracle estimator.
If τnκ
−2
n qn = o(1), nλn → ∞,
log pn




























→ 1 as n→∞.
Since Qλn(β|β̂
(1)
n ) is a convex function of β, the KKT condition is
necessary and sufficient for characterizing the minimum.
To verify that β̂
(o)
n is the minimizer of Qλn(β|β̂
(1)
n ), it is suffi-















xij [yi − b′(xTi β̂(o)n )] +∇Jλn(|β̂
(1)
nj |)
∣∣∣∣ ≤ λn, j /∈ A0n, (3.3)
where b(·) := log(1 + exp(·)).
Hence, it is sufficient to prove that P
(














i β − b(xTi β)] + τnλn‖β‖1
}
,
For (3.2), first note that − 1n
∑n
i=1 xij [yi − b′(xTi β̂
(o)
n )] = 0 for





nj |) = −λnsign(β̂
(o)
nj ) for all j ∈ A0n
)
→ 1 as n→∞.
Let Fn1 := {‖β̂(1)n − β∗n‖1 ≤ Cτnκ−2n qnλn} for some constant
C > 0. Since τnκ
−2
n qn = o(1), on the event Fn1, ‖β̂
(1)
n − β∗n‖∞ ≤
‖β̂(1)n − β∗n‖1 ≤ λn/2 for all n sufficiently large.
Let Fn2 := {‖β̂(o)n − β∗n‖∞ ≤ λn/2}. Since λn = o(d∗n), on
the event Fn1 ∩ Fn2, we have sign(β̂(1)nj ) = sign(β̂
(o)
nj ), for j ∈ A0n
and minj∈A0n |β̂
(1)
nj | ≥ aλn. Hence, by the condition (A3), on the
event Fn1 ∩ Fn2, ∇Jλn(|β̂
(1)
nj |) = −λnsign(β̂
(1)
nj ) = −λnsign(β̂
(o)
nj ).
By Lemma 1, for τnλn 
√
log(2pn)/n,










By Lemma 2, we have P (Fn2) ≥ 1−2qn exp(−Anq2nλ2n), where
A > 0 is a constant.





xij [yi − b′(xTi β̂(o)n )]
∣∣∣∣ ≤ λn/2 for all j /∈ A0n)→ 1
and
P
(∣∣∣∣∇Jλn(|β̂(1)nj |)∣∣∣∣ ≤ λn/2 for all j /∈ A0n)→ 1
as n→∞.
On the event Fn1, we have maxj /∈A0n |β̂
(1)
nj | ≤ λn/2 for all n




∣∣∣∣ 1n∑ni=1 xij [yi − b′(xTi β̂(o)n )]∣∣∣∣ ≤ λn/2}.
By Lemma 3, P (Fn3) ≥ 1−2(pn−qn) exp(−Bnλ2n), where B >
0 is a constant. Hence, (3.2) and (3.3) hold with probability at least
1− exp(−16nan)− 2qn exp(−Anq2nλ2n)− 2(pn − qn) exp(−Bnλ2n),
for all n sufficiently large.
With the assumptions of the theorem 1, 1 − exp(−16nan) −




|(Pn − P ∗n)(γβ − γ∗β)|
36
where P ∗nγβ := E(X,Y )[γβ(x, y)].
Sublemma 1 (Corollary A.1 in Van de Geer et al. [2008]). Under




















Lemma 1. Assume that conditions (A1) and (A2) hold,







log(2pn)/n→ 0 as n→∞. Then,
























and M := ε∗/λ0,
where qn = |{j : β∗nj 6= 0}|, λn ≥ λ0/8 and C1 > 0 is a constant.
Since P (ZM ≤ ε∗) ≥ 1 − exp[−16nan] by sublemma 1, it is
sufficient to show that on the event {ZM ≤ ε∗},




M + ‖β̂(1)n − β∗n‖1
,
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and β̃ := sβ̂
(1)
n + (1 − s)β∗n. Write E(β) := P ∗nγβ − P ∗nγβ∗n and
Ẽ := E(β̃).
We first note that ‖β̃−β∗n‖1 ≤M . By the convexity of β 7→ γβ,
and of ‖ · ‖1,
Pnγβ̃ + λn‖β̃‖1 ≤ s[Pnγβ̂(1)n + λn‖β̂
(1)
n ‖1] + (1− s)[Pnγβ∗n + λn‖β
∗
n‖1]




Ẽ + λn‖β̃‖1 = −(Pn − P ∗n)(γβ̃ − γβ∗n) + Pn(γβ̃ − γβ∗n) + λn‖β̃‖1
≤ −(Pn − P ∗n)(γβ̃ − γβ∗n) + λn‖β
∗
n‖1
≤ ZM + λn‖β∗n‖1.
So, on {ZM ≤ ε∗},
Ẽ + λn‖β̃‖1 ≤ ε∗ + λn‖β∗n‖1. (3.4)
Therefore, we have
Ẽ + λn‖β̃out‖1 ≤ ε∗ + λn‖β̃in − β∗n‖1, (3.5)
wheere A0n := {j : β∗nj 6= 0}, βnj,in := βnjI(j ∈ A0n) and
βnj,out := βnjI(j /∈ A0n).
Case 1. λn‖β̃in − β∗n‖1 ≤ ε
∗
2 . Then, (3.5) implies






Ẽ + λn‖β̃ − β∗n‖1 ≤ 2ε∗
But then,








since λn ≥ 8λ0. This implies ‖β̂(1)n − β∗n‖1 ≤M .
Case 2. λn‖β̃in − β∗n‖1 ≥ ε
∗
2 . Then, (3.5) implies
λn‖β̃out‖1 ≤ ε∗ + λn‖β̃in − β∗n‖1 ≤ 3λn‖β̃in − β∗n‖1.
This means that we can apply the compatibility condition (As-
sumption (A2)). Recall that inequality (3.4) implies
Ẽ + λn‖β̃out‖1 ≤ ε∗ + λn‖β∗n‖1 − λn‖β̃in‖1 ≤ ε∗ + λn‖β̃in − β∗n‖1.
Since ‖β̃out‖1 = ‖β̃ − β∗n‖1 − ‖β̃in − β∗n‖1,
Ẽ + λn‖β̃ − β∗n‖1 ≤ ε∗ + 2λn‖β̃in − β∗n‖1.
With the compatibility condition, we find






























+ δẼ = 2ε∗ + δẼ .
Hence,
(1− δ)Ẽ + λn‖β̃ − β∗n‖1 ≤ 2ε∗.
This yields






But ‖β̃ − β∗n‖1 ≤ M/4 implies ‖β̂
(1)
n − β∗n‖1 ≤ M/3 ≤ M . So in
both Case 1 and Case 2, we arrive at ‖β̂(1)n − β∗n‖1 ≤M .
Lemma 2. Assume that conditions (A3)-(A5) hold. Then, for
some constant A > 0 that depends only on ρ,
P (‖β̂(o)n − β∗n‖∞ ≤ λn/2) ≥ 1− 2qn exp(−Anq2nλ2n).
Proof. WLOG, assume that β∗n is the qn-dimensional parameter














xi[−Yi + b′(xTi β∗n)].
By Taylor expansion,
0 = P (1)n γβ̂n = P
(1)
















≤ ‖Hn(β̂n − β∗n)‖∞




















































Lemma 3. Assume that conditions (A3)-(A5) hold. Then, for









xij [Yi − b′(xTi β̂(o)n )]
∣∣∣ ≤ λn/2)
≥ 1− 2(pn − qn) exp(−Bnλ2n)
Proof.


















xij [Yi − b′(xTi β̂(o)n )]
∣∣∣ ≤ λn/2)
≤ 2(pn − qn) exp(−Bnλ2n),
for some B > 0.
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In the case of the Huber loss, all assumptions used for logistic






We investigate the signal recovery and estimation properties of the
proposed method via numerical studies. We compare the results
of oracle MLE, LASSO, SCAD, MCP, and our proposed method.
The oracle MLE assumes the availability of the knowledge of the
true underlying model. The SCAD estimator is obtained by the
original CCCP algorithm without calibration. The MCP estimator
is obtained with a = 3.
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The logistic model is defined as follows.








Let β∗ = (3, 1.5, 0, 0, 2,0p−5)
T , (n, p) = (300, 2000) and x ∼
N(0p,Σ) where Σij = 0.5
|i−j|, 1 ≤ i, j ≤ p.
We sampled (x, y) 100 times, so the all reported results are
average of 100 simulation results.
The tuning parameter λn is chosen by cross-validation(CV)
and generalized information criterion(GIC) in Wang et al. [2013].
For cross-validation, 5-fold cross validation is used to select the
tuning parameter.
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Methods TP FP TM Misclassification rate
Oracle 3.00 0.00 1.00 0.122
LASSO(CV) 3.00 47.52 0.00 0.139
SCAD(CV) 2.14 4.16 0.05 0.162
MCP(CV) 2.17 4.61 0.04 0.158
New-SCAD(CV) 2.96 1.02 0.55 0.130
LASSO(GIC) 2.99 15.23 0.00 0.136
SCAD(GIC) 2.82 0.82 0.62 0.152
MCP(GIC) 2.94 1.03 0.42 0.129
New-SCAD(GIC) 2.99 0.15 0.95 0.126
Table 4.1: Simulation study : qn = 3, d
∗
n = 3
• TP(True Positive) : the average number of nonzero coeffi-
cients correctly estimated to be nonzero.
• FP(False Positive) : the average number of zero coefficients
incorrectly estimated to be nonzero.
• TM : the proportion of the true model being exactly identi-
fied
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In table 4.1, our proposed method (New-SCAD(GIC)) is better
than any other methods in the sense of misclassification rate. Also,
our proposed method is the best in the sense of the proportion
of the true model being exactly identified. Hence, our proposed
method can nicely identify the true signal and estimate regression
coefficients of covariates.
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In the next simulation study, we increase the size of qn.
For qn = 5, let β
∗ = (3, 1.5, 0, 0, 2, 0, 2.5, 1,0Tp−8)
T .
All other settings are same with the above simulation study.
Methods TP FP TM Misclassification rate
Oracle 5.00 0.00 1.00 0.147
LASSO(CV) 5.00 42.17 0.00 0.171
SCAD(CV) 4.29 7.31 0.04 0.179
MCP(CV) 4.21 5.83 0.04 0.182
New-SCAD(CV) 4.82 1.23 0.42 0.173
LASSO(GIC) 4.97 13.26 0.00 0.177
SCAD(GIC) 4.85 1.12 0.43 0.170
MCP(GIC) 4.65 0.91 0.37 0.156
New-SCAD(GIC) 4.98 0.38 0.84 0.165
Table 4.2: Simulation study : qn = 5, d
∗
n = 3
In table 4.2, our proposed method is the best result except the
MCP in the sense of misclassification rate. It means that MCP
was better than our method in the sense of misclassification rate.
However, in the sense of the proportion of the true model being
exactly identified, our proposed method was the definitely best.
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In the last simulation study, we decrease the size of d∗n.
For d∗n = 2, let β
∗ = (2, 1, 0, 0, 1.5,0Tp−5)
T .
All other settings are same with the above simulation study.
Methods TP FP TM Misclassification rate
Oracle 3.00 0.00 1.00 0.139
LASSO(CV) 3.00 44.14 0.00 0.147
SCAD(CV) 2.32 4.16 0.05 0.165
MCP(CV) 2.45 4.61 0.04 0.168
New-SCAD(CV) 2.81 1.57 0.48 0.151
LASSO(GIC) 3.00 23.17 0.00 0.156
SCAD(GIC) 2.88 0.97 0.59 0.162
MCP(GIC) 2.92 1.53 0.39 0.154
New-SCAD(GIC) 2.99 0.21 0.94 0.146
Table 4.3: Simulation study : qn = 3, d
∗
n = 2
In table 4.3, our proposed method (New-SCAD(GIC)) is better
than any other methods in the sense of misclassification rate. Also,
our proposed method is the best in the sense of the proportion
of the true model being exactly identified. Hence, our proposed
method can nicely identify the true signal and estimate regression
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coefficients of covariates.
In the all cases, our proposed method is the definitely best
in the sense of the proportion of the true model being exactly
identified. It is consistent with our theoretical results.
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4.2 Real data analysis
To demonstrate the application, we analyze the lung cancer dataset
of Huang et al. [2016]. In the lung cancer dataset, the number of
covariates p = 22401 and the number of samples n = 164.
As same with the simulation studies, we compare the results
of LASSO, SCAD, MCP, and our proposed method. Since we do
not know the knowledge of the true underlying model, the oracle
MLE cannot be calculated.
The SCAD estimator is obtained by the original CCCP algo-
rithm without calibration. The MCP estimator is obtained with
a = 3.
The tuning parameter λn is chosen by cross-validation(CV)
and generalized information criterion(GIC) in Wang et al. [2013].
For cross-validation, 5-fold cross validation is used to select the
tuning parameter.
The results are based on 100 random partitions of the original
dataset. Since we do not know the knowledge of the true underly-
ing model, TP, FP, TM in the simulation study cannot be calcu-
lated. Instead, we report the average model size for 100 random
partitions.
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Table 4.4: The results for the lung cancer dataset
In table 4.4, the result of our proposed method is not good in
the sense of misclassification rate. The LASSO and the MCP are
better than our proposed method. Instead, our proposed method is
based on the SCAD penalty, and the result of our proposed method
is better than the original SCAD with CCCP algorithm. Hence, we
can conclude that the estimator with the calibrated CCCP is more
accurate than the estimator with the original CCCP algorithm.
Average model size is related to sparsity. As well known, the
LASSO selects variables more than any other methods. Our pro-
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In this thesis, we propose the calibrated CCCP algorithm for
logistic model. Since the loss function for logistic model is not
quadratic, we apply the MLQA-CCCP algorithm [Lee et al., 2016]
for the penalized objective function.Also, we show that the cal-
ibrated CCCP algorithm for logistic model finds the oracle esti-
mator as the unique local minimum with probability tending to 1.
Furthermore, we extend the theoretical result to the case of Huber
loss instead of the logistic loss.
In the future work, we will extend this result to general convex
loss. Also, our theoretical result is based on the unknown value
of the tuning parameter λn. Hence, we will prove the theoretical
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시에 하는 방법이다. 라소는 벌점화 회귀 방법의 한가지로, 그 해를
구하기 쉽다는 장점이 있으나 변수선택 일치성을 만족하기 어렵다.
MCP와 SCAD 등과 같은 비볼록 벌점화 회귀 방법은 변수선택 일
치성을 포함한 신의 성질을 가진다. 그러나 비볼록 벌점화 회귀에서
전역 최적해의 직접적인 계산이 어려워 신의 추정량을 구하기가 어
렵다. 한편, 조정된 CCCP 알고리즘으로 구한 유일한 국소최소해는
신의추정량이된다는이론적사실이알려져있다.본학위논문에서는
로지스틱 모형에 대한 조정된 CCCP 알고리즘을 제안한다. 그리고
로지스틱 모형에서, 조정된 CCCP 알고리즘으로 계산된 해가 1로
향해가는확률로신의추정량이됨을증명한다.로지스틱모형에서는
손실함수가 2차함수가 아니기 때문에, MLQA-CCCP 알고리즘으로
그 해를 반복적으로 계산하였다. 또한, 로지스틱 손실함수를 확장하
여 Huber 손실함수에서도 같은 결과가 성립함을 증명한다. 본 학위
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논문의 수치 실험들은 이론적 결과들을 뒷받침한다.
주요어: 고차원 회귀분석, 벌점화 회귀, 로지스틱 손실함수, Huber
손실함수, 변수 선택, 신의 추정량, MCP, SCAD
학 번: 2012–20238
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