For a matching M in a graph G, let G(M ) be the subgraph of G induced by the vertices of G that are incident with an edge in M . The matching M is induced, if G(M ) is 1-regular, and M is uniquely restricted, if M is the unique perfect matching of G(M ). The induced matching number ν s (G) of G is the largest size of an induced matching in G, and the uniquely restricted matching number ν ur (G) of G is the largest size of a uniquely restricted matching in G.
Introduction
• For a positive integer k, let L k be the graph of order 3k that arises from k vertices w 1 , . . . , w k , and two disjoint paths u 1 u 2 . . . u k and v 1 v 2 . . . v k , by adding the edges w i u i and w i v i for every i ∈ [k], where [k] denotes the set of positive integers at most k.
• Let L ′ k arise from L k by adding the two new vertices w ′ 1 and w ′ k , and the six new edges u 1 w ′ 1 ,
, and u k v k .
• Let B 1 be the set of all 2-connected subcubic graphs G such that there is some positive integer k for which L k is an induced subgraph of G, and G is a subgraph of L ′ k . (Note that there are six non-isomorphic choices for such a graph G with L k ⊆ G ⊆ L ′ k .)
• Let B 2 be the set of all subcubic graphs G such that there is some positive integer k at least 3 for which G arises from a L k by -adding the two new edges u 1 v k and v 1 u k , if k is odd,
-adding the two new edges u 1 u k and v 1 v k , if k is even.
• Let B = B 1 ∪ B 2 . Here is our first main result. Theorem 1.1. If G is a 2-connected subcubic graph of order at least 21, then ν s (G) = ν ur (G) if and only if G is isomorphic to a graph in B.
The reason for the assumption that G has order at least 21 is that there are several small 2-connected subcubic graphs G that satisfy ν s (G) = ν ur (G) but are not isomorphic to a graph in B. While the proof of Theorem 1.1 relies on very simple observations captured by Lemma 2.1, it involves a rather detailed case analysis. Theorem 1.1 is a key ingredient of our second main result. Theorem 1.2. Deciding whether a given subcubic graph G satisfies ν ur (G) = ν s (G) can be done in polynomial time.
In the next section, we first prove Theorem 1.2, and in Section 3, we prove Theorem 1.1.
Deciding ν s (G) = ν ur (G) for a given subcubic graph
Our first lemma collects properties of general graphs satisfying the considered equality.
Lemma 2.1. Let G be a graph with ν s (G) = ν ur (G), and let M be some maximum induced matching in G.
(i) If uv is an edge of G − V (M ), then there is a 4-cycle uvwxu with wx ∈ M .
(ii) If u 1 u 2 and v 1 v 2 are two disjoint edges such that u 1 v 1 ∈ M , then
• either u 2 and v 2 are adjacent,
• or u 1 is adjacent to v 2 , and v 1 is adjacent to u 2 ,
• or there is a 6-cycle u 1 u 2 uvv 2 v 1 u 1 , where uv ∈ M .
Proof. (i) If the stated 4-cycle does not exist, then M ∪ {uv} is a uniquely restricted matching in G with more than |M | = ν s (G) = ν ur (G) edges, which is a contradiction.
(ii) If none of the three situations arises, then (M ∪ {u 1 u 2 , v 1 v 2 }) \ {u 1 v 1 } is a uniquely restricted matching in G with more than |M | = ν s (G) = ν ur (G) edges, which is a contradiction.
An immediate consequence of Lemma 2.1 is the following. Lemma 2.2. If G is a connected subcubic graph with ν s (G) = ν ur (G) and minimum degree at least 2, then G is 2-connected.
Proof. Suppose, for a contradiction, that G is not 2-connected. Since G is subcubic, this implies that G has a bridge uv. Let M be some maximum induced matching in G. By Lemma 2.1(i), every edge of G − V (M ) lies in a 4-cycle, that is, uv is not an edge of G − V (M ).
If u, v ∈ V (M ), then uv ∈ M . Since G has minimum degree at least 2, u has a neighbor u ′ distinct from v, and v has a neighbor v ′ distinct from u. Since uv is a bridge, the edges uu ′ and vv ′ are disjoint. Now, Lemma 2.1(ii) implies the contradiction that uv lies in a cycle of length at most 6. Hence, we may assume that u ∈ V (G) \ V (M ) and v ∈ V (M ).
Let M contain the edge vv ′ . Since G has minimum degree at least 2, v ′ has a neighbor v ′′ in V (G) \ V (M ). Since uv is a bridge, the edges uv and v ′ v ′′ are disjoint. Now, Lemma 2.1(ii) implies the contradiction that uv lies in a cycle of length 4 or 6. This completes the proof.
Let B ′ be the set of all graphs G such that
• either G has order at most 20, and satisfies ν s (G) = ν ur (G),
• or G has order at least 21, and is isomorphic to a graph in B.
In order to prove Theorem 1.2, we consider two algorithms. Let M i be a maximum uniquely restricted matching in
Algorithm 1: Murm The correctness of this algorithms relies on the following lemma.
Lemma 2.3. Let G be a graph, and let uv be an edge of G with d G (u) = 1.
Let G ′ = G − {u, v}, and let M ′ be a maximum uniquely restricted matching in G ′ .
(i) {uv} ∪ M ′ is a maximum uniquely restricted matching in G.
(
Proof. (i) follows immediately from the simple observation that some maximum uniquely restricted matching in G contains uv. If ν s (G) = ν ur (G), then
, and (ii) follows.
Lemma 2.4. Algorithm 1 Murm works correctly, and can be implemented to run in polynomial time.
Proof. By Lemma 2.3(i), the set M constructed by the while-loop in lines 4 to 7 is a subset of some maximum uniquely restricted matching in G.
If ν s (G) = ν ur (G), then, by Lemma 2.3(ii), the graph H in line 8 satisfies ν s (H) = ν ur (H). Since the graph H in line 8 has no vertex of degree 1, Lemma 2.2 and Theorem 1.1 imply that every component of H belongs to B ′ . Therefore, if some component of H does not belong to B ′ , then Murm correctly returns "ν s (G) = ν ur (G)". In view of the simple structure of the graphs in B, it can be decided in polynomial time whether a given graph belongs to B ′ , that is, the if-statement in lines 9 to 12 can be implemented to run in polynomial time. Now, we may assume that every component of H belongs to B ′ . By Lemma 2.3(i), the matching returned in line 14 is a maximum uniquely restricted matching in G. Furthermore, again in view of the simple structure of the graphs in B, a maximum uniquely restricted matching can be determined in polynomial time for every given graph in B ′ , that is, line 13 can be implemented to run in polynomial time.
Let H 1 , . . . , H k be the connected components of H;
Algorithm 2: Msm The correctness of this algorithms relies on the following lemma.
Lemma 2.5. Let G be a graph, and let uv be an edge of G with d G (u) = 1.
Let
, and let M ′′ be an induced matching in G ′′ .
(i) {uv} ∪ M ′′ is an induced matching in G.
, and M ′′ is a maximum induced matching in G ′′ , then {uv}∪M ′′ is a maximum induced matching in G.
Proof. (i) is trivial; note that none of the involved matchings is supposed to be maximum. Now, let ν s (G) = ν ur (G), and let M be a maximum induced matching in G. If M contains no edge incident with v, then adding uv to M results in a larger uniquely restricted matching in G, which contradicts ν s (G) = ν ur (G). Hence, M contains an edge e incident with v. Since M \ {e} is an induced matching in G ′′ , and adding uv to a uniquely restricted matching in G ′′ yields a uniquely restricted matching in G, we obtain 
. By Lemma 2.5(ii) and (iii), the set M constructed by the while-loop in lines 4 to 7 is a subset of some maximum induced matching in G, which implies that the matching returned in line 14 is a maximum induced matching in G.
The statement about the running time follows similarly as in the proof of Lemma 2.4.
It is now easy to complete the following. 3 The 2-connected subcubic graphs G with ν s (G) = ν ur (G)
The following lemma captures the sufficiency part of Theorem 1.1.
Proof. Let G ∈ B be such that n(G) ∈ {3k, 3k + 1, 3k + 2}, that is, G arises from L k by adding at most two vertices and some edges. Since
is an induced the matching in G, we have ν s (G) ≥ k. In order to complete the proof, it suffices to show that ν ur (G) ≤ k. Therefore, we suppose, for a contradiction, that G is such that ν ur (G) > k, and that the order n(G) of G is as small as possible. It is easy to verify that k ≥ 3. Let M be a maximum uniquely restricted matching in G.
We consider different cases.
If M contains at most one edge incident with u k or v k , then the graph
, we obtain a contradiction to the choice of G. Hence, by symmetry, we may assume that u k u k−1 ∈ M , and that ei-
, we obtain a contradiction to the choice of G. Hence, v k w k ∈ M . Since M is uniquely restricted, we obtain
Since M ′ has size more than k − 1, and G ′ ≃ L k−1 , we obtain a contradiction to the choice of G.
and has the same size as M . By symmetry, we may assume that M does not contain any edge in
, that is, M is a uniquely restricted matching of size more than k of the induced subgraph L k of G, and we obtain a contradiction to the choice of G.
Case 3. G ∈ B 2 and k is odd.
G arises from L k by adding the edges v 1 u k and u 1 v k . In view of Case 1, we may assume, by symmetry,
, it follows that every maximum uniquely restricted matching in G, and, hence, also M , contains at least three edges incident with a vertex in
Hence, by symmetry, we may assume that
of size more than k, Case 1 implies that both matchings M ′ and M ′′ are not uniquely restricted, that is, there is an M ′ -alternating cycle v k P ′ u k w k v k , and an M ′′ -alternating cycle u 1 P ′′ v 1 w 1 u 1 , where P ′ and P ′′ are suitable paths. In view of the structure of G, we obtain that
for suitable incides i and j with 1 < i, j < k. Furthermore, the structure of G implies i < j, which implies the contradiction that the cycle
Case 4. G ∈ B 2 and k is even.
G arises from L k by adding the edges u 1 u k and v 1 v k . Arguing similarly as in Case 3, we may assume that
of size more than k, Case 1 implies that both matchings M ′ and M ′′ are not uniquely restricted, that is, there is an M ′ -alternating cycle u k P ′ v k w k u k and an M ′′ -alternating cycle u 1 P ′′ v 1 w 1 u 1 , where P ′ and P ′′ are suitable paths. In view of the structure of G, we obtain that
for suitable incides i and j with 1 < i, j < k. Again, the structure of G implies i < j, which implies the contradiction that the cycle
Proof of Theorem 1.1. Let G be a 2-connected subcubic graph of order at least 21. If G is isomorphic to a graph in B, then Lemma 3.1 implies ν s (G) = ν ur (G). In order to complete the proof, we assume ν s (G) = ν ur (G), and deduce that G is isomorphic to a graph in B. Let M be a maximum induced matching in G. By Lemma 2.1(i), G − V (M ) has maximum degree at most 2. A pair of disjoint edges u 1 u 2 and v 1 v 2 with u 1 v 1 ∈ M is called a local pair. We consider several cases and subcases. Within each (sub)case, we will -sometimes tacitlyassume that the local configurations considered in the previous (sub)cases are no longer possible. In each (sub)case, we conclude that
• either Lemma 2.1 fails, which is a contradiction,
• or n(G) ≤ 20, which is a contradiction,
• or G ∈ B as desired.
Since H has maximum degree at most 2, H contains a path u 1 u 2 u 3 u 4 u 5 . By Lemma 2.1(i) for the edge u 1 u 2 , there is a 4-cycle u 1 u 2 v 2 v 1 u 1 with v 1 v 2 ∈ M . By Lemma 2.1(i) for the edge u 2 u 3 , u 3 is adjacent to v 1 . By Lemma 2.1(i) for the edge u 3 u 4 , u 4 is adjacent to v 2 . Now, since G is subcubic, Lemma 2.1(i) fails for the edge u 4 u 5 . See Figure 2 for an illustration. Figure 2 : The final situation in Case 1.
Similarly as in Case 1, H contains a path u 1 u 2 u 3 u 4 , and M contains an edge v 1 v 2 such that v 1 is adjacent to u 1 and u 3 , and v 2 is adjacent to u 2 and u 4 . By Lemma 2.1(ii) for the local pair v 1 u 1 and v 2 u 4 , there is an edge v 3 v 4 ∈ M distinct from v 1 v 2 such that u 1 is adjacent to v 3 , and u 4 is adjacent to v 4 . Since G is 2-connected, and n(G) > 8, v 4 has a neighbor x distinct from v 3 and u 4 . Now, Lemma 2.1(ii) fails for the local pair v 3 u 1 and v 4 x. See Figure 3 for an illustration. Figure 3 : The final situation in Case 2.
Similarly as in Cases 1 and 2, H contains a path u 1 u 2 u 3 , and M contains an edge v 1 v 2 such that v 1 is adjacent to u 1 and u 3 , and v 2 is adjacent to u 2 . Since G is 2-connected, and n(G) > 5, v 2 is not adjacent to u 1 or u 3 , and u 3 has a neighbor v 3 distinct from u 2 and v 1 . By Case 2, v 3 ∈ V (M ), and M contains an edge v 3 v 4 . Since G is 2-connected, v 4 has a neighbor x distinct from v 3 . If v 4 is adjacent to u 1 , then Lemma 2.1(ii) fails for the local pair v 3 u 3 and v 4 u 1 , that is, x = u 1 . By Lemma 2.1(ii) for the local pair v 3 u 3 and v 4 x, x is adjacent to v 2 . If v 4 has a neighbor y distinct from v 3 and x, then Lemma 2.1(ii) fails for the local pair v 3 u 3 and v 4 y. Hence, v 4 has degree 2 in G. Since G is 2-connected, and n(G) > 8, v 3 is not adjacent to u 1 . By Case 2, and Lemma 2.1(ii) for the local pair v 1 u 1 and v 2 x, there is a 6-cycle
By symmetry between v 4 and v 6 , v 6 has degree 2 in G. Since G is 2-connected, and n(G) > 10, we may assume, by symmetry between v 3 and v 5 , that v 3 has a neighbor y distinct from v 4 and u 3 . By Lemma 2.1(ii) for the local pair v 3 y and v 4 x, v 5 is adjacent to y. Since G is 2-connected, n(G) = 11. See Figure 4 for an illustration. Figure 4 : The final situation in Case 3.
By Lemma 2.1(i) for the edge u 1 u 2 , there is a 4-cycle
for the local pair v 3 u 1 and v 4 x, x is adjacent to v 2 . Now, Lemma 2.1(ii) fails for the local pair v 1 u 2 and v 2 x. Hence, by symmetry, v 1 is not adjacent to u 2 , and v 2 is not adjacent to u 1 .
Case 4.1. v 2 has a neighbor u 3 that belongs to an edge u 3 u 4 of G − V (M ) distinct from u 1 u 2 , and u 4 is adjacent to v 1 .
By Lemma 2.1(ii) for the local pair v 1 u 1 and v 2 u 3 , there is a 6-cycle
By Lemma 2.1(ii) for the local pair v 1 u 4 and v 2 u 2 , there is a 6-cycle
Since n(G) > 8, the edges v 3 v 4 and v 5 v 6 are distinct. Lemma 2.1(ii) implies that the vertices v 3 , v 4 , v 5 , and v 6 have degree 2 in G, which implies n(G) = 10. See Figure 5 for an illustration. 
Since G is 2-connected, and n(G) Figure 6 . By Lemma 2.1(ii) for the local pair v 3 u 1 and v 4 x, x = u 2 . Since G is 2-connected, and n(G) > 7, v 1 is not adjacent to u 3 .
If v 1 has a neighbor y distinct from u 1 and v 2 , then, by Lemma 2.1(ii) for the local pair v 1 y and v 2 u 2 , y is adjacent to v 3 . Since the matching (M ∪ {v 1 y,
z, y = z. By Lemma 2.1(ii), the vertices v 5 and v 6 have degree 2 in G, which implies n(G) = 10. See the left part of Figure 7 . Hence, v 1 has degree 2 in G.
Since n(G) > 7, and G is 2-connected, there is an edge v 5 v 6 ∈ M distinct from v 1 v 2 and v 3 v 4 such that u 3 is adjacent to v 5 . Since G is 2-connected, v 6 has a neighbor u 4 distinct from v 5 . By Lemma 2.1(ii) for the local pair v 5 u 3 and v 6 u 4 , u 4 is adjacent to v 3 . Now, Lemma 2.1(ii) fails for the local pair v 3 u 4 and v 4 u 2 . See the right part of Figure 7 . 
Since v 1 is not adjacent to u 2 , x = u 2 . If x = u 3 , then, by Lemma 2.1(ii) for the local pair v 1 u 3 and v 2 u 2 , u 2 is adjacent to v 3 . Since G is 2-connected, this implies n(G) = 7. Hence, x is distinct from u 2 and u 3 . Since {x, u 2 , v 4 } is an independent set, by Lemma 2.1(ii) for the local pair v 1 x and v 2 u 2 , there is a 6-cycle v 1 xv 6 . Since n(G) > 10, y = u 3 , and Lemma 2.1(ii) fails for the local pair v 5 y and v 6 x. See the left part of Figure 8 .
Next, we assume that x is not adjacent to v 3 , but that u 3 is adjacent to v 5 . If v 3 has a neighbor y distinct from u 1 and v 4 , then y = x, and, by Lemma 2.1(ii) for the local pair v 3 y and v 4 u 3 , y is adjacent to v 6 . Now, Lemma 2.1(ii) fails for the local pair v 6 y and v 5 u 2 . Hence, v 3 has degree 2 in G. Since v 4 has degree 2 in G, v 6 has a neighbor z distinct from x and v 5 . Now, Lemma 2.1(ii) fails for the local pair v 6 z and v 5 u 2 .
Finally, we assume that x is not adjacent to v 3 , u 3 is not adjacent to v 5 , but there is a 6-cycle
the vertices x and u 3 are symmetric. In view of the previous cases, and the symmetry between v 4 and v 6 , we obtain that v 6 has degree 2 in G. If v 5 has a neighbor y distinct from u 2 and v 6 , then, by Lemma 2.1(ii) for the local pair v 5 y and v 6 x, v 8 is adjacent to y. If v 8 has a neighbor y ′ distinct from u 3 and v 7 , then, by Lemma 2.1(ii) for the local pair v 8 y ′ and v 7 x, v 5 is adjacent to y ′ . Hence, v 5 and v 8 either both have degree 2 or degree 3 and a common neighbor. Similarly, v 3 and v 7 either both have degree 2 or degree 3 a common neighbor. If v 5 and v 8 have a common neighbor u, and v 3 and v 7 have a common neighbor v, then, since n(G) > 14, u and v are not adjacent. By Lemma 2.1(ii) for the local pair v 8 u and v 7 v, there is a 6-cycle v 7 vv 9 v 10 uv 8 v 7 with v 9 v 10 ∈ M . Since, by Lemma 2.1(ii), v 9 and v 10 have degree 2 in G, we obtain n(G) = 16. See the right part of Figure 8 . Hence, by symmetry, we may assume that v 5 and v 8 have a common neighbor u, and that v 3 and v 7 have degree 2 in G. Since G is 2-connected, we obtain n(G) = 13. Let k ≥ 6 be the largest even integer such that, for every i ∈
• the vertex v 2i−1 has the neighbors u i , u i+2 , and v 2i such that u i+1 and u i+2 are not adjacent,
• and v 2i has degree 2 in G, and is adjacent to v 2i−1 and u i+1 .
Note that these two conditions are satisfied for k = 6 by the previous discussion. By Lemma 2.1(ii) for the local pair v k−3 u k See Figure 9 illustrating these options. In the first two cases, it follows immediately that G is isomorphic to a graph in B 1 . In the final case, u k 2 +2 has degree 2 in G, and also in this case it follows that G is isomorphic to a graph in B 1 . In view of Cases 4.1-4.3, we may assume that v 1 and v 2 have degree 2 in G. Since n(G) > 4, we may assume that there is an edge v 3 v 4 ∈ M distinct from v 1 v 2 such that u 2 is adjacent to v 3 . Since G is 2-connected, v 4 has a neighbor y distinct from v 3 . By Lemma 2.1(ii) for the local pair v 3 u 2 and v 4 y, y = u 1 . By symmetry between v 1 v 2 and v 3 v 4 , we obtain that v 3 and v 4 both have degree 2 in G, which implies n(G) = 6.
In view of the previous cases, we may assume that G − V (M ) consists of isolated vertices.
Case 5. There are two vertices u 1 and u 2 in V (G) \ V (M ), and an edge v 1 v 2 ∈ M such that u 1 and u 2 are both adjacent to v 1 and v 2 .
Since G is 2-connected, and n(G) > 4, M contains an edge v 3 v 4 such that u 1 is adjacent to v 3 . Since G is 2-connected, v 4 has a neighbor x distinct from v 3 . By Lemma 2.1(ii), x = u 2 . By Lemma 2.1(ii), v 3 and v 4 both have degree 2 in G, which implies n(G) = 6.
Case 6. G contains a triangle.
In view of the previous cases, G contains a triangle v 1 v 2 u 1 v 1 with v 1 v 2 ∈ M . Since G is 2-connected, and n(G) > 3, we may assume, by symmetry between v 1 and v 2 , that v 2 has a neighbor u 2 distinct from u 1 and v 1 . By the previous cases, and Lemma 2.1(ii) for the local pair v 1 u 1 and v 2 u 2 , there is a 6-cycle
First, assume that v 1 has a neighbor x distinct from u 1 and v 2 . By Case 5, x = u 2 . By Lemma 2.1(ii) for the local pair v 1 x and v 2 u 1 , x is adjacent to v 4 . By Lemma 2.1(ii) for the local pair v 1 x and v 2 u 2 ,
• either x is adjacent to v 3 ,
• or u 2 is adjacent to v 3 ,
In the first two cases, we obtain n(G) = 7, hence, the third case applies. If v 3 has a neighbor z distinct from u 1 and v 4 , then, by Lemma 2.1(ii) for the local pair v 3 z and v 4 u 2 and for the local pair v 3 z and v 4 x, z is adjacent to v 5 and v 6 , which implies n(G) = 10. See the left part of Figure 10 . Hence, v 3 has degree 2 in G. Since G is 2-connected, and n(G) > 9, v 5 has a neighbor z distinct from x and v 6 . Now, Lemma 2.1(ii) fails for the local pair v 5 z and v 6 u 2 . Hence, v 1 has degree 2 in G.
If v 4 has a neighbor x distinct from u 2 and v 3 , then Lemma 2.1(ii) fails for the local pair v 3 u 1 and v 4 x. Hence, v 4 has degree 2 in G. Since G is 2-connected, and n(G) > 6, repeating the above arguments, we obtain that M contains an edge v 5 v 6 distinct from v 1 v 2 and v 3 v 4 , and V (G) \ V (M ) contains a vertex u 3 such that v 3 is adjacent to u 3 , u 3 is adjacent to v 6 , u 2 is adjacent to v 5 , and v 6 has degree 2 in G. Hence, for the vertices v 5 , v 6 , and u 3 , we are in a similar situation as for the vertices v 3 , v 4 , and u 2 . Setting up an inductive argument as in Case 4.3.3, we obtain that G is isomorphic to a graph in B 2 . See the right part of Figure 10 . M contains an edge v 5 v 6 distinct from v 1 v 2 and v 3 v 4 . If v 6 has a neighbor y distinct from v 5 , u 1 , and u 2 , then Lemma 2.1(ii) fails for the local pair v 5 u 3 and v 6 y. Hence, v 6 has no neighbor outside of {u 1 , u 2 , v 5 }. Since G is 2-connected, we may assume, by symmetry between u 1 and u 2 , that v 6 is adjacent to u 2 . Since G is 2-connected, and n(G) > 9, at least one of the three vertices v 2 , v 4 , and v 5 has a neighbor z in V (G) \ V (M ) that is distinct from u 1 , u 2 , and u 3 . By Lemma 2.1(ii), z has at least two neighbors in {v 2 , v 4 , v 5 }. Since G is 2-connected, and n(G) > 10, z has exactly two neighbors in
If z has a neighbor v 7 such that M contains an edge v 7 v 8 distinct from v 1 v 2 , v 3 v 4 , and v 5 v 6 , then, since G is 2-connected, v 8 has a neighbor z ′ distinct from v 7 . By Lemma 2.1(ii), z ′ = u 1 , and v 8 has degree 2 in G. Since G is 2-connected, and n(G) > 12, v 7 has a neighbor z ′′ distinct from z and v 8 . By Lemma 2.1(ii) for the local pair v 7 z ′′ and v 8 u 1 , z ′′ is adjacent to v 2 or v 4 , which implies that n(G) = 13. See the left part of Figure 11 . Hence, z has degree 2 in G.
Since G is 2-connected, and n(G) > 10, M contains an edge v 7 v 8 distinct from v 1 v 2 , v 3 v 4 , and v 5 v 6 such that u 1 is adjacent to v 7 . Since G is 2-connected, v 8 has a neighbor z ′ distinct from v 7 . By Lemma 2.1(ii) for the local pair v 7 u 1 and v 8 z ′ , z ′ is adjacent to v 2 or v 4 . If z ′ is adjacent to v 2 , then z is adjacent to v 4 and v 5 , and Lemma 2.1(ii) fails for the local pair v 2 z ′ and v 1 u 2 . See the right part of Figure 11 . If z ′ is adjacent to v 4 , then z is adjacent to v 2 and v 5 , and Lemma 2.1(ii) fails for the local pair v 4 z ′ and v 3 u 2 .
First, we assume that u 2 is adjacent to v 6 . Since G is 2-connected, and n(G) > 10, v 4 or v 5 has a neighbor x distinct from v 3 , u 3 , v 6 , and u 4 . By Lemma 2.1(ii), x is adjacent to v 4 and v 5 . Since G is 2-connected, and n(G) > 11, M contains an edge v 7 v 8 such that x is adjacent to v 7 . Since G is 2-connected, v 8 has a neighbor y distinct from v 7 . Now, Lemma 2.1(ii) fails for the local pair v 7 x and v 8 y. See the left part of Figure 12 . Hence, u 2 is not adjacent to v 6 , and there is a 6-cycle
If v 4 has a neighbor x distinct from v 3 and u 3 , then, by Lemma 2.1(ii), x is adjacent to v 5 and v 8 . Since G is 2-connected, and n(G) > 13, v 6 or v 7 has neighbor y distinct from u 1 , v 5 , u 2 , and v 8 . By Lemma 2.1(ii), y is adjacent to v 6 and v 7 , and, since G is 2-connected, n(G) = 14. See the right part of Figure 12 . Hence, v 4 has degree 2 in G.
Figure 12: Two situations in Case 7.2.
By Lemma 2.1(ii), v 5 and v 8 have degree 2 in G. Since G is 2-connected, and n(G) > 12, v 6 or v 7 has neighbor x distinct from u 1 , v 5 , u 2 , and v 8 . By Lemma 2.1(ii), x is adjacent to v 6 and v 7 , and, since G is 2-connected, n(G) = 13. Hence, v 2 has degree 2 in G. By symmetry between v 2 and v 4 , we may assume that v 4 has degree 2 in G. Since G is 2-connected, and n(G) > 7, M contains an edge v 5 v 6 distinct from v 1 v 2 and v 3 v 4 such that u 1 is adjacent to v 5 . Since G is 2-connected, v 6 has a neighbor x distinct from v 5 . Now, Lemma 2.1(ii) fails for the local pair v 5 u 1 and v 6 x. Case 7.3. u 3 is not adjacent to v 2 .
As observed above, there is a 6-cycle v 3 u 1 v 5 v 6 u 3 v 4 v 3 , where v 5 v 6 ∈ M is distinct from v 1 v 2 . Since G is 2-connected, v 2 has a neighbor u 4 distinct from v 1 and u 3 . By symmetry between u 3 and u 4 , we may assume that u 4 is not adjacent to v 4 . By Lemma 2.1(ii) for the local pair v 1 u 1 and v 2 u 4 , u 4 is adjacent to v 6 .
First, we assume that u 2 is adjacent to v 5 . If M contains an edge v 7 v 8 distinct from v 1 v 2 , v 3 v 4 , and v 5 v 6 such that u 3 is adjacent to v 7 , then v 8 has a neighbor x distinct from v 7 , and Lemma 2.1(ii) fails for the local pair v 7 u 3 and v 8 x. Hence, u 3 has degree 2 in G. Similarly, it follows that u 4 has degree 2 in G. Since G is 2-connected, and n(G) > 10, v 2 or v 4 has a neighbor x. By Lemma 2.1(ii), x is adjacent to v 2 and v 4 , and n(G) = 11. See the left part of Figure 13 7 have a neighbor y distinct from v 6 , u 1 , v 8 , and u 2 , then, by Lemma 2.1(ii), y is adjacent to v 5 and v 7 . Since, by Lemma 2.1(ii), x and y have degree 2 in G, if they exist, we obtain n(G) ≤ 14. See the right part of Figure 13 . 
In view of Case 7, we may assume that v 6 is not adjacent to u 2 . By Lemma 2.1(ii), v 6 has degree 2 in G.
First, we assume that u 2 has a neighbor v 7 distinct from v 2 and v 4 . By Case 6 and Lemma 2.1(ii), v 7 is distinct from v 3 and v 5 . Let M contain the edge v 7 v 8 . Since G is 2-connected, v 8 has a neighbor x distinct from v 7 . By Lemma 2.1(ii) for the local pair v 7 u 2 and v 8 x, x is adjacent to v 3 . This implies that x is distinct from u 3 , and that v 8 has degree 2 in G. By Case 7, u 3 is not adjacent to v 7 , and x is not adjacent to v 5 . By Lemma 2.1(ii) for the local pair v 3 x and v 4 u 3 , there is a 6-cycle v 3 xv 9 v 10 u 3 v 4 v 3 , where v 9 v 10 ∈ M is distinct from v 1 v 2 , v 5 v 6 , and v 7 v 8 . If v 5 or v 9 has a neighbor y distinct from u 1 , v 6 , x, and v 10 , then, by Lemma 2.1(ii), y is adjacent to v 5 and v 9 . Similarly, if v 7 or v 10 has a neighbor z distinct from u 2 , v 8 , u 3 , and v 9 , then, by Lemma 2.1(ii), z is adjacent to v 7 and v 10 . If y and z both exist, then, by Lemma 2.1(ii) for the local pair v 9 y and v 10 z, there is a 6-cycle v 9 yv 11 v 12 zv 10 v 9 , where v 11 v 12 ∈ M is distinct from v 1 v 2 , v 3 v 4 , v 5 v 6 , and v 7 v 8 . By Lemma 2.1(ii), v 11 and v 12 have degree 2 in G, which implies n(G) = 18. See Figure 14 . If at most one of y or z exists, then n(G) ≤ 15. Hence, u 2 has degree 2 in G. By Case 6, and Lemma 2.1(ii), v 3 has degree 2 in G. Setting up an inductive argument as in Case 4.3.3 and Case 6, it follows that G is isomorphic to a graph in B 1 . See Figure 15 . is not adjacent to u 3 , and v 6 is not adjacent to u 2 . First, we assume that v 4 or v 6 has a neighbor distinct from v 3 , u 2 , v 5 , and u 3 . By Lemma 2.1(ii), x is adjacent to v 4 and v 6 . By Case 9, v 3 and v 5 have degree 2 in G. If x has a neighbor v 7 distinct from v 4 and v 6 , then M contains an edge v 7 v 8 distinct from v 1 v 2 , v 3 v 4 , and v 5 v 6 . Since G is 2-connected, v 8 has a neighbor y distinct from v 7 , and Lemma 2.1(ii) fails for the local pair v 7 x and v 8 y. Hence, x has degree 2 in G. Since G is 2-connected, and n(G) > 10, u 3 has a neighbor v 7 , and M contains an edge v 7 v 8 distinct from v 1 v 2 , v 3 v 4 , and v 5 v 6 . Since G is 2-connected, v 8 has a neighbor y distinct from v 7 , and Lemma 2.1(ii) fails for the local pair v 7 u 3 and v 8 y. Hence, v 4 and v 6 have degree 2 in G.
By Case 8, v 3 has a neighbor u 4 distinct from v 4 and u 1 , and v 5 has a neighbor u 5 distinct from v 6 and u 1 . By Case 7, u 4 = u 5 . If u 4 = u 3 , then, by Lemma 2.1(ii) for the local pair v 4 u 2 and v 3 u 3 , u 5 = u 2 , and n(G) = 9. Hence, u 4 = u 3 . If u 5 = u 2 , then, by Lemma 2.1(ii) for the local pair v 5 u 2 and v 6 u 3 , u 4 = u 3 , and n(G) = 9. Hence, u 5 = u 2 . By Lemma 2.1(ii) for the local pair v 4 u 2 and v 3 u 4 , there is a 6-cycle v 4 u 2 v 7 v 8 u 4 v 3 v 4 , where v 7 v 8 ∈ M . By Lemma 2.1(ii) for the local pair v 6 u 3 and v 5 u 5 , there is a 6-cycle v 6 u 3 v 9 v 10 u 5 v 5 v 6 , where v 9 v 10 ∈ M . By Case 9, all five edges v 1 v 2 , v 3 v 4 , v 5 v 6 , v 7 v 8 , and v 9 v 10 are distinct. By Lemma 2.1(ii), v 8 and v 10 have degree 2 in G. By Case 8, v 7 and v 9 have degree 3 in G. By Case 6, v 7 is not adjacent to u 4 , and v 9 is not adjacent to u 5 . If v 7 is adjacent to u 5 , then, by Lemma 2.1(ii) for the local pair v 8 u 4 and v 7 u 5 , v 9 is adjacent to u 4 , and n(G) = 15. Similarly, if v 9 is adjacent to u 4 , then, by Lemma 2.1(ii), v 7 is adjacent to u 5 , and n(G) = 15. Hence, v 7 is not adjacent to u 5 , and v 9 is not adjacent to u 4 .
We are again in a position to set up an inductive argument. We give new names to some vertices, which facilitates to recognize the underlying structure of some L k . Let w ′ 1 = v 6 , w ′ 2 = v 10 , Note that all conditions are satisfied for k = 2 by the previous discussion. Let x = u ′ k and y = v ′ k , if k is even, and let x = v ′ k and y = u ′ k , if k is odd. By Case 8, x has degree 3 in G. If x has a neighbor z outside of V , then, by Lemma 2.1(ii) for the local pair xz and w ′ k y, M contains an edge v ′ v ′′ with v ′ , v ′′ ∈ V such that v ′ is adjacent to y, and v ′′ is adjacent to z. By Lemma 2.1(ii), v ′′ has degree 2 in G. By Case 8, v ′ has degree 3 in G. Setting w ′ k+1 equals to v ′′ , and setting u ′ k+1 and v ′ k+1 to v ′ and z suitably depending on the parity of k, we obtain a contradiction to the maximality of k. See Figure  17 . This implies that x is adjacent to u 4 and that y is adjacent to v 7 , which implies the G is isomorphic to a graph in B 2 . This completes the proof.
