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Chapter 1
Introduction
Matter at the nanoscale exhibits peculiar properties, often not shown
by the bulk counterpart, and strongly coupled to the specific size, shape
and structure of the atomic aggregate. Particularly, the enormous
surface-to-volume ratio implies boosted reactivity with respect to the
environment, while the electronic confinement might cause quantum
effects to dominate physical properties.
One famous experiment demonstrating the size-dependency of the
melting temperature of gold was given by Buffat and Borel [1], which re-
ported this quantity to vary from the bulk value, approximately 1300K,
to 800K for an aggregate as small as 2.5nm diameter. By the way, pe-
culiar properties revealed at the nanoscale have been exploited since
thousands of years, exempli gratia the Lycurgus Cup [2], a diatretum
belonging to the 4th century AD, dichroic because of optical properties
of gold-silver nanostructured particles embedded in the glass matrix.
Nature also exploits nanotechonology, employed for example to cre-
ate diffraction gratings on the wings of some butterflies or to produce
self-cleaning lotus leafs.
The range of applicability of nanostructured materials is enormous,
with notable cases in catalysis and medical imaging.
Characterization techniques are of course essential to investigate prop-
erties at the atomic scale. Scattering techniques have tremendously
evolved in the recent past benefiting from third and fourth genera-
tion light sources, producing beams with unprecedented spatial and
1
temporal resolution. In a different realm, atomistic simulations have
also greatly evolved deriving advantages from both recent theories and
modern computing units. In this framework, a detailed description of
the system in a spatial and temporal range compatible with lengths
probed by scattering techniques is provided.
In a single sentence, the subject of this Thesis is the effort of tying
atomistic methods and scattering techniques so to increase the compre-
hension around size, shape and structure of nanostructured particles.
A concise theoretical background for atomistic simulations, in particu-
lar projected onto the case of classical molecular dynamics, is discussed
in chapter 2. Next, chapter 3 introduces the kinematical theory of scat-
tering of X-rays. The expression for the intensity distribution is built
without invoking the concept of unit cell but instead considering the
given atomic aggregate as a single, big molecule. Supported by atom-
istic simulations, structural and dynamical features arising from the
finiteness of the body are discussed in chapter 4, with particular em-
phasis on the effect on scattered intensity. To conclude, chapter 5
describes, around a case study, an algorithm for modeling scattering
data while accounting for concepts discussed in previous chapters.
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Chapter 2
Atomistic simulations
If, in some cataclysm, all of scientific knowledge were to be
destroyed, and only one sentence passed on to the next gen-
eration of creatures, what statement would contain the most
information in the fewest words? I believe it is the atomic hy-
pothesis (or the atomic fact, or whatever you wish to call it)
that all things are made of atoms – little particles that move
around in perpetual motion, attracting each other when they
are a little distance apart, but repelling upon being squeezed
into one another. In that one sentence, you will see, there is
an enormous amount of information about the world, if just
a little imagination and thinking are applied.
R.P. Feynman, 1964 [3]
In 1952 the Mathematical Analyzer, Numerical Integrator, and Com-
puter (MANIAC-1) began operations at the Los Alamos Scientific Lab-
oratory [4]. In the following year, Metropolis and colleagues devised
the first (Metropolis Monte Carlo (MMC)) computer simulation of a bi-
dimensional system of rigid spheres [5]. Within a decade, Fermi, Pasta
and Ulam simulated the dynamics of a one-dimension anharmonic crys-
tal (engendering the FPU problem) [6]; Alder and Wainwright per-
formed the first molecular dynamics (MD) simulation of hard spheres
moving at constant velocity between elastic collisions [7]; Gibson and
colleagues simulated a “real material” (copper) undergoing radiation
damage [8]. In 1964, Rahman used a realistic potential to model liquid
argon and succeeded to accurately match some experimental data [9].
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Computer experiments are chiefly a tool to predict/understand the
properties of materials. If experimental conditions are precisely mim-
icked, simulation results can be, more or less directly, compared with
observed data. This allows the underlying theoretical model to be
tested and, in case it is accurate, the simulation can assist in the in-
terpretation of results. On the other hand, any arbitrarily difficult –
or impossible – condition to be measured can be thought and realized.
For instance, properties of iron at the pressure and temperature of
Earth’s core can be determined [10].
Broadly speaking, MMC methods consist in stochastically generat-
ing a set of atomic positions according to an appropriate statistical-
mechanical distribution, therefore granting access to static equilibrium
averages (see e.g. [11]). Dynamic properties are available from MD
simulations, a deterministic technique where the time evolution of a
many-body system is described by solving the Newton’s equations of
motion [12] (see section 2.2).
While producing a comprehensive theoretical framework for atomistic
simulations is beyond the scope of this document, some selected con-
cepts and methods concisely follow-up. Superb reference sources are,
in my opinion, the evergreen by Allen and Tildesley [13], books by
Frenkel and Smit [11] and by Leach [14] and the document by Erco-
lessi [15]. The formalism used to connect microscopic and macroscopic
realms is the one of statistical-mechanics, thoroughly explained, for
example, in the book by Chandler [16] or the one by Tuckerman [17].
2.1 Interaction potential
Atomic interactions are of course ruled by quantum mechanics. The
full non-relativistic Hamiltonian for an atomic aggregate is
H^ = K^ + V^ = K^n + K^e + V^nn + V^ne + V^ee; (2.1)
being K^n and K^e the kinetic energy operators for nuclei and electrons
whereas terms V^nn, V^ne and V^ee express the nuclei-nuclei, electron-
electron and nuclei-electron interaction. Considering N nuclei and E
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electrons, equation 2.1 can be expressed (using atomic units) as
H^ =
NX
n=1
p^2n
2mn
+
EX
e=1
p^2e
2m0e
+
1
2
NX
n=1
NX
u=1
ZnZu
krn   ruk
+
1
2
EX
e=1
EX
l=1
1
kr0e   r0lk  
NX
n=1
EX
e=1
Zn
krn   r0ek ;
(2.2)
where m, p^, Z and r are, respectively, the mass, the momentum oper-
ator, the atomic number and the position vector of a nucleus whereas
primed quantities refer to an electron. The solution of the Schrödinger
equation [18],
H^ Ψ (r; r0) = EΨ (r; r0) (2.3)
provides the total wave function (r and r0 are, respectively, the set of
all nuclear and all electronic coordinates) and therefore the complete
description of the system.
2.1.1 Adiabatic approximation
To reduce the complexity of the problem, Born and Oppenheimer in-
troduced the adiabatic approximation [19], built around the concept
that electrons move faster than nuclei (being much lightweight) and
adiabatically follow nuclear motion. Electronic and nuclear motion are
therefore separated in this framework and the wave function, in turn,
is expressed as
Ψ (r; r0) =  N (r)  E (r0; r) ; (2.4)
being  N and  E the wave function of the nucleus and of the elec-
tron (which parametrically depends on nuclear positions), respectively.
Equation 2.3 can therefore be divided into an electronic equation (con-
sidering fixed nuclei positions), 
EX
e=1
p^2e
2me
+
1
2
NX
n=1
NX
u=1
ZnZu
krn   ruk +
1
2
EX
e=1
EX
l=1
1
kr0e   r0lk
 
NX
n=1
EX
e=1
Zn
krn   r0ek
!
 E (r0; r) = V (r) E (r0; r) ;
(2.5)
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and a nuclear equation, 
NX
n=1
p^2n
2mn
+ V (r)
!
 N (r) = E  N (r) ; (2.6)
where the quantity V (r) is the interatomic potential. Further step,
if the paradigm is the classical molecular dynamics, the Schrödinger
equation can be replaced by Newton equation.
2.2 Classical molecular dynamics
The evaluation of the thermal de Broglie wavelength [20],
Λ =
s
2~2
mkBT
(2.7)
being m the atomic mass, T the temperature of the system, ~ the
reduced Planck constant and kB the Boltzmann constant, permits to
discriminate between quantum and classical regime. Particularly, if
that wavelength is smaller than the mean nearest neighbor separation
(Λ  a), then the classical approximation is justified. For instance,
the thermal de Broglie wavelength of a crystal of palladium atoms
(m = 106:42amu) at room temperature (T = 273:15K) is Λ  0:1Å,
much smaller than the lattice parameter (a = 3:890Å), therefore le-
gitimizing nuclei to be considered as classical particles. In general,
quantum effects tend to be relevant for lightest atoms and/or cold-
est temperature. In fact, if equation 2.7 is applied to helium atoms
(m = 4:002602amu) at T = 4K, then Λ  4:4Å, too wide to neglect
quantum effects.
If the adiabatic approximation holds, the time evolution of a set of in-
teracting atoms (a many-body system) is obtained in the framework of
classical molecular dynamics from the numerical solution of Newton’s
equations of motion, which conserve the total energy of the system
E = K + V . The force acting on atom n is calculated as
Fn = _pn =  rrnV (r) ; (2.8)
where _pn is the time derivative of the momentum vector (pn = mn _rn)
and rrnV (r) the gradient of the interatomic potential.
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2.2.1 Molecular dynamics algorithm
The starting point of a MD simulation is the generation of a plausible
atomic structure r and velocity field _r, typically drawn from a Maxwell-
Boltzmann distribution [21, 22] at a given temperature. An interatomic
potential V (r) is then specified, together with a timestep t for the
numerical integration of equations of motion. The step is a crucial
parameter to be selected since, if too small computer time is wasted,
otherwise numerical instabilities arise causing the energy conservation
and time-reversibility to fail. Therefore, as a general rule the timestep
should be a couple of orders smaller than the reciprocal of the highest-
frequency motion, i.e. usually of the order of 1fs.
Before iterating, it is often opportune to minimize the energy of the
initial configuration, therefore migrating to a nearby local minimum of
the potential energy surface.
The MD loop proceeds until the desired time te is reached, evolving
from the starting configuration through an equilibration phase to the
production phase, during which properties are calculated. At every
iteration forces are computed according to equation 2.8 whereas veloc-
ities and positions are obtained integrating according to some finite
difference method, e.g. the velocity Verlet algorithm [23], depicted at
line 6 in algorithm 5.1.
Algorithm 2.1 Simplified molecular dynamics algorithm conserving
total energy and implementing the velocity Verlet integrator.
1: r (t = 0), _r (t = 0), V (r) and t
2: (energy-minimize configuration)
3: Fn (t = 0) =  rrnV (r (t = 0))
4: while t < te do
5: Fn (ti+1) =  rrnV (r (ti+1))
6:
(
_rn (ti+1) = _rn (ti) + [Fn (ti+1) + Fn (ti)] t/2m
rn (ti+1) = rn (ti) t+ Fn (ti) (t)2 /2m
7: ti  ti + t
8: end while
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2.2.2 Microstates and macrostates
A MD simulation results in a temporal sequence of 3N positions and
3N momenta, i.e. a trajectory. This is naturally described in the
6N -dimensional phase space, each point corresponding to a microstate,
i.e. a configuration of the system. The collection of points in phase
space satisfying the constrains of a particular thermodynamic state
(macrostate) is an ensemble, which is said to be in statistical equilib-
rium if it does not evolve over time. The most natural thermodynamic
ensemble for MD, i.e. the one obtained from the solution of equation
2.8 and discussed so far, is the microcanonical ensemble (NVE) char-
acterized by the number of atoms N , the volume of the system V and
the total energy E to be fixed to a given value. Other thermodynamic
ensembles are reported in table 2.1.
NVE microcanonical [24]
NVT canonical [24]
NPT isothermal-isobaric [25]
NPH isoenthalpic-isobaric [26]
VT grand-canonical [24]
Table 2.1: Thermodynamic ensembles. The acronym in the first column is
constructed from corresponding fixed variables. N is the number of atoms,
V the volume, E the total energy, T the temperature, P the pressure, H the
enthalpy and  the chemical potential.
The connection between microstates and macrostates (the thermody-
namic observables) is operated by the tools of statistical mechanics.
Experimentally accessible quantities are generally obtained by prob-
ing a huge number of atoms sampling many microstates and therefore
the macroscopic behavior of the system can be calculated by averaging
over the ensemble, i.e. by integrating over the phase space of the sys-
tem. If the ergodic hypothesis [27] holds, then the system will evolve
through all possible microstates over a sufficient period of time and the
ensemble average will equal the time average,
Ao = hA (Γ (t))ie = hA (Γ (t))it (2.9)
where Ao is the observable of interest, Γ (t) = (r (t) ;p (t)) a point of
the phase space (6N variables) and angle brackets represent an average,
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over the ensemble (e) or over time (t). The time average is constructed
in the conventional way,
Ao = hA (Γ (t))it = lim
!+1
1

Z 
t=0
A (Γ (t0)) dt0  1
S
SX
t=0
A (Γt) :
(2.10)
being S the number of steps in the simulation.
2.2.3 The bulk-like system
It is often desirable to investigated properties of a bulk system which,
in principle, should contain an infinite number of atoms and no sur-
faces. While this condition is rather unpractical to achieve in a MD
simulation, nevertheless it can be mimicked implementing the periodic
boundary conditions (PBCs) [28]. For simplicity, consider a simulation
box (but the reasoning can be extended to other geometries [14]) de-
scribed by edges fLi; Lj ; Lkg replicated an infinite number of times to
describe a periodic lattice completely filling space. The coordinates of
the n-th atom in the i-th image cell are expressed by the relation
r(i)n = rn + aiLi i^+ ajLj j^+ akLkk^ ai; aj ; ak 2 Z (2.11)
where i^, j^ and k^ are unit vectors codirectional with coordinate system.
As an atom exits the original cell, one of its periodic images enters
from an adjacent cell therefore conserving the number of elements.
Care must be taken when implementing the PBCs since some artifacts
are introduced. The first intuitive consideration is that the size of the
cell should exceed the interaction distance of the interatomic potential
so that atom n does not interact with its own image. If this condition
is not satisfied the symmetry of the cell is imposed on the system [13].
Secondly, the characteristic length of the investigated property should
be smaller than the size of the cell since the maximum wavelength of
the density waves (fluctuations) is related to the latter quantity. Low-
frequency phonons and shock waves are affected, for example, and
displacement fields can interact.
A detailed description of PBCs principles, together with a comprehen-
sive overview of inherent possible artifacts are available e.g. in [13].
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2.2.4 Remarks on the choice of the potential
The realism of a simulation extremely relies on the choice of the poten-
tial. Many alternatives exist, commencing with the simple Lennard-
Jones (pair) potential [29], still employed because of its computational
efficiency. When dealing with metals, a widely employed formalism
is the embedded atom method (EAM) [30–33] or its modified version
(MEAM) [34]. Within the class of bond order potentials, the reactive
force field (ReaxFF)[35–38] permits bonds to be formed and broken,
therefore allowing chemical reaction to take place. Next level of com-
plexity, the electron force field eFF [39, 40], is a semiclassical approach
which allows dealing with excited systems by representing electrons as
Gaussian wave packets and nuclei as point charges.
Many more models for the interatomic potential exist, characterized
by a different degree of accuracy and computational complexity. The
choice of the optimal potential depends on the specific tackled problem
(chemical composition and bonding, size and time scale, ...) and on the
kind of information to be extracted (structural, chemical, ...).
To conclude, the size- and time-scale which can be simulated are con-
tinuously increasing, both because of the uninterrupted growth of com-
puting power, both because of advances in methodology.
Of particular interest is the so-called multiscale modeling, which com-
bines techniques characterized by different levels of accuracy (e.g.,
quantum, atomistic, mesoscopic and continuum), each solving a spe-
cific part of the problem (see e.g. [41–44] and references therein).
2.3 Analysis of results
     Part of this section has been adapted from [45–47].
The availability of information at the atomic level (the trajectory)
added up to the tools offered by statistical mechanics allow to com-
pute an impressive amount of quantities (see e.g. [13]). The following
discussion will be restricted to a concise set of definitions related to
this work and mainly useful to assess the deviation of the structure of
a solid state aggregate from its reference one, both in space and time.
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Configuration
The configuration is the set of the positions r forming a body. The
starting guess of the system, constructed according to some mathe-
matical recipe, is called as-built configuration.
The time-averaged configuration of the quantity A (r (t)) has already
been defined (hA (r (t))it in equation 2.10), whereas the average-position
configuration is expressed as
Ap = A (hr (t)it) : (2.12)
As will be shown, this quantity permits to remove dynamical features
(atomic vibrations) so to single out the static displacement field.
2.3.1 Atomistic deformation
Deformation is the transformation from a reference configuration r0 to
the present, deformed configuration rd (see e.g. [48]). The change in
configuration results in an atomic displacement,
u = rd   r0; (2.13)
independent of the choice of the reference frame and defining a field.
This quantity is in general composed by (i) a rigid-body displacement
(translation/rotation), preserving distances between atoms; (ii) a defor-
mation, defined by a nonzero relative displacement between particles
and therefore changing the shape and/or size of the body.
An immediate visual perception of the deviation from the reference
configuration is offered by the displacement, which hereinafter is con-
sidered to be relative, free from any rigid-body motion. To treat e.g.
surfaces, it is useful to extract the component of the atomic displace-
ment projected on the plane described by the normal p^,
P?p^ (un) = un   (unp^) p^ (2.14)
and normal to the plane,
Pp^ (un) = (unp^) p^; (2.15)
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so that P?p^ (un) + Pp^ (u) = un. Alternatively, the displacement can
be projected onto a given vector like the case of coherent X-ray diffrac-
tion (CXD) imaging [49–51], Qun, where Q is the wavevector transfer
(scattering vector) which will be introduced in chapter 3.
To get rid of any physical dimension the concept of strain, the normal-
ized relative displacement, is also introduced. Because of deformation,
atomic volume can be modified: a simple method to measure atomic
volume is by calculating the Voronoi tessellation [52] of the atoms.
The average atomistic strain can be evaluated by computing the dif-
ference of bond length (the Euclidean norm of rnm = rn rm, n being a
nearest neighbor of m) and averaging the information over the number
of nearest neighbors (N ),
bn =
1
Nn
NnX
m=1
krnmk : (2.16)
The average strain of atomic bonds of a given atom n as seen by its
nearest neighbors can therefore be expressed as
"b;n =
bd
b0
  1: (2.17)
To provide a “surface view” of the above quantity, Nn nearest neigh-
bors are identified by drawing an annulus centered on the given atom
in the reference (as-built) configuration, with mean radius equal to the
first neighbors distance, and lying on the plane described by the nor-
mal versor p^. The neighbor list computed in the previous step is then
used to draw the vector connecting atoms n and m in the deformed
configuration and the strain is again evaluated according to equation
2.17, representing in this case the average strain of a given atom n as
seen by its nearest neighbors lying on the plane described by p^.
Different views of the strain can be built considering the symmetry
of the atomic aggregate. For example, the radial strain
"r;n =
unr^cn
krcnk ; (2.18)
being rcn the vector connecting the center of the sphere to position n,
perfectly fits spherical symmetry.
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2.3.2 Radial pair correlation function
The average number of atomic pairs separated by a distance r at time
t is given by
p (r; t) =
1
N
NX
n=1
NX
m=1
m 6=n
 (krnm (t)k   r) ; (2.19)
being  (x) the Dirac-delta function [53], which is practically computed
by compiling a histogram of separations within each interval r + Δr.
For an isotropic and homogeneous system having numeral density ,
the radial pair correlation function (RPCF) is defined as (see e.g. [13,
16, 54, 55] for a more rigorous definition)
g (r) =
1
N
*
NX
n=1
NX
m=1
m 6=n
 (krnm (t)k   r)
+
e
: (2.20)
Since the number of particles within the spherical shell of radii r and r+
dr is 4r2g (r), the integration over the region of the RPCF extending
from r  to r+, provides an estimate of the average number of nearest
neighbors,
N = 4
Z r+
r=r 
g (r0) r02 dr0: (2.21)
Interestingly, the RPCF is related to an experimental accessible quan-
tity, the structure function S (Q), through a Fourier transform. Assum-
ing an isotropic sample (a powder, described in section 3.2) composed
of a unique chemical species [56–58],
g (r) = 1 +
1
22r
Z 1
Q=0
Q0 [S (Q0)  1] sin (Q0r) dQ0; (2.22)
where Q is the modulus of the wavevector transfer (scattering vector).
2.3.3 Mean squared displacement
The mean squared displacement (MSD) quantifies, at a given instant,
the average extent of the deviation of the instantaneous configuration
13
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r from a reference configuration, which can be either the as-built r0 or
the average-position hr (t)it, like in this case,
hu (t)2i = 1
N
NX
n=1
krn (t)  hr (t)itnk2 : (2.23)
In other words, if dealing with the solid state of matter this quantity
express the mean square amplitude of atomic oscillations. The MSD is
in turn related to the (isotropic) B-factor, which appears in the Debye-
Waller temperature factor [59, 60], by the time average of the MSD,
Biso =
82
3
hhu (t)2iit: (2.24)
This quantity, roughly, expresses the reduction of the scattered inten-
sity (see chapter 3) because of motion of atoms about their equilibrium
positions.
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Chapter 3
Atomistic approach to scattering
The physical principles of the interaction between X-rays and matter
are discussed in many books. Among them, in my opinion, two must-
reads are the one by Guinier [61] and the one by Warren [57]. Although
they are not the most up-to-date references (original versions date back
to, respectively, 1956 and 1968), nevertheless they gracefully provide
an astonishing multitude of concepts essential to understand X-ray
scattering. A sublime contemporary source introducing X-ray physics
and covering a broad set of techniques is the book by Als-Nielsen and
McMorrow [62]. The main goal of this book is to present developments
in X-ray science after the introduction of synchrotron radiation sources,
in the late seventies.
Anyway, all of them comprehensively piece together the theory com-
mencing from the scattering of an X-ray by a single electron and subse-
quently building the signal elastically scattered by an isolated atom. To
do so, electrons can be considered as classical particles and the (num-
ber) charge density  (r) can therefore be defined. The field scattered
from an atom, in the framework of the first-order Born approximation
[63, 64], is then obtained superimposing the contribution from each
volume element of the distribution itself. With reference to figure 3.1,
let the plane wave described by the wavevector k impinge on the charge
element  (r) d3r, being r originated at the center of the atom. If the
scattered wave is denoted by k0, then the phase difference between the
charge element at r and that at the origin is Δ (r) = (k  k0) r = Qr,
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being the wavevector transfer (scattering vector)
Q = k  k0: (3.1)
If the scattering event is elastic, then kkk = kk0k and therefore Q =
kQk = 2 kkk sinΘ = (4/) sinΘ.
O
k′k
r
Q
2Θ
Figure 3.1: An X-ray impinging with wavevector k on the charge element
of an isolated atom at position r is elastically scattered to k0. Geometrical
definition of the wavevector transfer (Q) and of the scattering angle (2Θ) is
also shown.
The integration of the contribution of each volume element to the
scattered field engender the definition of the atomic form factor,
f0 (Q) =
Z 1
0
 (r) exp({Qr) d3r = FQ [ (r)] (Q) ; (3.2)
i.e. the Fourier transform of the charge density. By virtue of the
quantum mechanics nature of electrons, the atomic form factor actually
depend on the energy of the incoming beam,
yf (Q; ~!) = f0 (Q) + f 0 (~!) + {f 00 (~!) ; (3.3)
where f 0 and f 00 are the dispersion corrections to f0. Often in X-ray
diffraction (XRD) data interpretation spherical symmetry is invoked
yThe dependence on the energy will not be explicitly indicated hereinafter
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to simplify the non resonant term (equation 3.2) of f (Q; ~!), which
can then be expanded as [65]
f0 (Q) =
4X
i=0
ai exp
 
 bi

Q
4
2!
+ c (3.4)
Theory and tables for atomic form factors can be found e.g. in [62,
64–66] and analogous quantities exist for the interaction of neutrons
and electrons with matter.
3.1 Intensity scattered by an atomic aggregate
Extending the reasoning carried out for the isolated atom to an atomic
aggregate (molecule) composed of N atoms, e.g. the one in figure 3.2,
the structure factor can be expressed as
F (Q) =
NX
n=1
fn (Q) exp({Qrn) ; (3.5)
being the nucleus of the n-th atom connected to the reference frame
by the vector rn and fn its form factor.
O
rn
rm
rnm
n
m
Figure 3.2: Formic acid molecule. Nucleus of the carbon atom (yellow) is
connected to the origin of the reference frame (O) by vector rn.
Normally, and this is the founding principle of the so-called reciprocal-
space (RS) approach, next step is to exploit a proper unit cell so to
express the crystal structure factor.
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However, last step can be avoided and the atomic aggregate considered
to be a single molecule rather than a tiny crystal [67]. The quantity
effectively probed during an experiment is the intensity distribution
(figure 3.3), i.e. the structure factor times its complex conjugate
I (Q) = F (Q)F  (Q)
=
NX
n=1
fn (Q) exp({Qrn)
NX
m=1
fm (Q) exp( {Qrm)
=
NX
n=1
NX
m=1
fn (Q) fm (Q) exp({Qrnm) ;
(3.6)
being rnm = rn   rm, i.e. the vector connecting atoms n and m.
Figure 3.3: Portion of a small palladium spherical crystal showing a de-
formation and a twin fault. Purple arrow coincide with the (111) direction
and yellow cylinders are drawn to guide the eye. Red, Green and Blue indi-
cate, respectively, position of layers A, B and C (left). Intensity distribution
(isosurfaces) around
 
111

RS point calculated from equation 3.6 (right).
Once the intensity distribution is built, any experiment can in principle
be emulated (generally by integration of intensity distribution on a
given surface in RS), the more direct one being a CXD measurement.
18
3.2. Powder average of the intensity
3.2 Powder average of the intensity
     Part of this section has been adapted from [47, 68, 69].
Let the molecule sketched in figure 3.4 rotate with respect to the in-
coming beam, taking every possible orientation with equal probability.
Relative atomic positions are fixed and the motion is rapid enough that
only the average scattered intensity is observed.
rnm
n
m
ψ
φ
Q
Figure 3.4: The head of the (green) vector connecting atom m to n (rmn)
takes with equal probability every possible orientation with respect to the
wavevector transfer (Q) drawing the green spherical surface. Polar ( ) and
azimuthal angle () are also indicated.
During its motion, the head of the vector rnm spawns the spherical
surface in figure 3.4. Mathematically, the powder average of the inten-
sity distribution is expressed by the orientational (spherical) average
of equation 3.6 (assuming spherically symmetric atomic form factor),
hI (Q)io =
NX
n=1
NX
m=1
fn (Q) f

m (Q) hexp({Qrnm)io: (3.7)
The result of the spherical average of the exponential term in the equa-
tion above,
hexp({Qrnm)io =
Z 2
=0
Z 
 =0
exp({Qrnm cos ) r2nm sin d d Z 2
=0
Z 
 =0
r2nm sin d d 
; (3.8)
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leads to the definition of the Debye scattering equation (DSE), derived
for the first time by Debye in 1915 [70],
I (Q) =
NX
n=1
NX
m=1
fn (Q) f

m (Q) sinc(Qrnm) : (3.9)
Therefore, the powder average of the intensity distribution depends
only on the magnitude of the interatomic distances (rnm) and not on
their mutual orientations.
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Figure 3.5: The DSE (red) applied to a palladium Marks decahedron
(bottom, left), normalized over the squared number of electrons, i.e.
N2f20 (Q = 0). Small angle region of the pattern is reported in the inset
(log-log plot). The blue arrow indicates the position of the powder diffrac-
tion sphere at a given Q-value drawn in the Qz = 0 RS cross-section (same
color; bottom, right).
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The RS view of the procedure used to deduce the DSE lies in a (spher-
ical) surface integral (powder diffraction sphere, depicted in figure 3.5)
of the intensity distribution. Traditionally, this procedure is simplified
by the tangent plane approximation [71] invoking the argument that
intensity distribution is concentrated around RS points (see e.g. [47]
and references therein).
3.2.1 Computational aspects
One of the major limitations to a broad application of the DSE has been
its computational requirements. Indeed, the number of calculations
for a given value of wavevector transfer equals the squared number of
atoms.
Several methods have been proposed to mitigate computational require-
ments. In the pioneering work of Germer and White (1941) on elec-
tron diffraction [72], the pattern for a powder of particles made of 55
atoms was obtained by manual calculations, exploiting crystal symme-
try. Particularly, they recasted the DSE for a monoatomic fcc crystal
as
I (x) =
pairsX
n=0
Bnf
2 (x) sinc
 
x
p
n

; (3.10)
x = 
p
2Ra0/L being a function of the electron wavelength (), unit-
cell parameter (a0) and other experiment-dependent features (L is the
specimen-plate distance, R the abscissa of the microphotometer curve).
The term Bn is twice the number of atom pairs having the separation
a0
p
n/2 in the crystal, with B0 = N . Germer and White accomplished
to compute the DSE of even larger particles (up to 379 atoms, which
corresponds to a spherical copper crystal described by a diameter of
20.4Å) by introducing the approximation, for large values of N, Bn =
Nbnn. The term bn = a0
p
n/2 is the number of atoms at a given
distance in an infinite fcc crystal and n, which lies in the range 0 
n  1, accounts for the shape of the crystal.
In 1980 Glatter proposed the so-called distance histogram approxi-
mation to drastically weaken the computational complexity [73]. To
do so, distances between particles are grouped in discrete bins, each
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containing p (rk) values, leading to the following variant of the DSE
I (Q) = f2 (Q)
binsX
k=1
p (rk) sinc(Qrk) : (3.11)
A further step forward was the adoption of a fast Fourier transform
(FFT) algorithm in place of the explicit summation, as proposed by
Hall and Monot in 1991 [74], elegantly improved by Cervellino and
colleagues who proposed a clever method to obtain a continuous distri-
bution function of distances by smoothing the RPCF with a Gaussian
function. This function is then re-sampled with a constant step, so
that the FFT can be efficiently used to generate the powder pattern.
The Gaussian smoothing can be easily removed via multiplication by
an inverse function.
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Figure 3.6: Theoretical single-precision (black dot) and double-precision
(gray dot) peak performances (FLOPS) of some NVIDIA® GeForce GTX
GPUs (data computed from specifications in [75]).
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The tremendous computational power of GPUs has been exploited to
allow the application of the original formulation of the DSE [68, 69]:
the embarrassingly parallel nature of equation 3.9 perfectly fits the
data-parallel vocation of GPUs. No approximation (apart from those
inherent in the use of floating point math) is therefore enforced and
the DSE can be safely applied to any type of atomic aggregate. The
theoretical number of FLOPS of modern graphics cards, reported by
figure 3.6 for some selected devices, outperform the throughput of cen-
tral processing units (CPUs) and the growth rate of their computing
power in the last half decade is impressive. To be included in the list of
advantages, the modest power consumption (and relatively low price)
of GPUs allows multiple devices to be hosted by a single desktop com-
puter. Some technical details of processing units hosted by the personal
computer used to calculate patterns presented in this chapter are re-
ported in table 3.1. Although the theoretical number of FLOPS is just
a rough indicator of computing power of processing units, nevertheless
it offers a fair indication of achievable performances.
cores SP FLOPS DP FLOPS TDP, W
GPU [75] 2,880 y5,121 y1,707 250
x2 5,760 10,242 3,414 500
CPU [76] 4 z243 z122 95
y (2SP or 2/3DP)(FLOPS/cycle)(clock rate)(cores)
z (16SP or 8DP)(FLOPS/cycle)(clock rate)(cores)
Table 3.1: Technical details of the central (Intel® Core™ i7-2600K) and
graphics (2 NVIDIA® GeForce GTX TITAN Black) processing units on the
desktop computer used to calculate diffraction patterns presented in this
chapter. Quantities shown here are the number of theoretical FLOPS when
performing single precision (SP) and double precision (DP) operations. The
thermal design power (TDP), a conventional figure used to express the ther-
mal load generated by a given device and therefore proportional to the peak
power consumption, is also reported.
To reduce even more computational time, the software proposed in
[68, 69] also exploits the message passing interface (MPI) [77], so as to
employ graphics cards plugged on different computers.
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3.3 Interference in a scattering experiment
The methods of Debye [70] are accepted in the scattering of
electrons by gases, but despite the application to thin films
by Germer and White [72] their use in kinematic electron
diffraction from polycrystalline solids has seemed suspect and
none of the recent texts on electron diffraction mention the
methods. [...] The objection to the Debye theory is that
it neglects interference between atoms situated in different
crystals; while this is permissible for a gas of large molecules,
it requires justification if the molecules (or small crystals) are
densely packed.
C.W.B. Grigson, 1967 [78]
     Part of this section has been adapted from [45].
In section 3.2, the DSE has been derived envisaging a particle rotating
so to take every possible orientation with equal probability. Yet, this
condition would be difficult to encounter in a real scattering experi-
ment. Imagine notwithstanding a large ensemble of copies of the very
same atomic aggregate randomly directed and arranged in space, as
the one depicted in figure 3.7. If it was possible that the elements of
the collection scatter independently, without any kind of interference,
then it can be demonstrated that the signal scattered by the ensem-
ble exactly equals the output of the DSE applied to a single element
multiplied by the number of items in the collection. This important
result, which strictly speaking only applies if copies are separated by
an infinite length, guarantees equation 3.9 to be applied to real case
studies.
3.3.1 Coherence and correlation
Interference among scattering domains causes specific features to ap-
pear[79–84], which modify the traditional concept of crystallite. As
shown by Rafaja and colleagues [79, 80, 82, 83], those effects are clearly
visible when (i) the scattering domains are sufficiently small and (ii)
strongly textured. Effects of interference were observed in nanocrys-
talline thin films deposited by physical vapor deposition (PVD) [80, 82,
83], and has also been proposed in ball milled powders [81].
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The general understanding of this effect is that when intensity distribu-
tion from different crystallites overlap in RS, the observed line profiles
tend to sharpen, the peak width being related to a larger size than
that of the single domains. Effects tend to be observed more at low
diffraction angle, corresponding to RS points closer to the origin.
Figure 3.7: On the right, a large ensemble of copies of the atomic aggregate
drawn on the left, randomly oriented and arranged, separated by an infinite
distance.
Interference in a scattering experiment results either from properties
(i) of the beam (coherence) and (ii) of the sample (correlation). An
interesting discussion on their interplay is given in [85] and [86].
3.3.1.1 Coherence
The coherence lengths express the deviation of a real beam from an
ideal one both in terms of divergence (spatial coherence length) and
energy spread (temporal coherence length). Coherence depends on the
source and optics (i.e. the measurement apparatus), and defines an up-
per limit for interference effects to be observable: for distances smaller
than the coherence length amplitudes add up, otherwise intensities add
up. The coherence volume delimits the largest region for interference
among waves to arise within a given crystal and in the terminology of
powder diffraction is commonly referred as instrumental resolution.
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3.3.1.2 Correlation
The correlation lengths are related to inhomogeneity of the specimen
(size and defects) and define the concept of crystallite, i.e. a coherently
scattering domain (where scattered waves are in phase). In the simpli-
fied model of ideally imperfect crystal, or mosaic, first introduced by
Darwin in 1922 [87], a real crystal is though of as if composed of many
perfect-crystal blocks, slightly misoriented with respect to each other.
Interference only occurs inside each block (crystallite), whose size there-
fore defines the correlation length, and not among waves diffracted from
different domains. Thus, the scattered intensity from the whole mo-
saic equals the sum of intensities diffracted by each block (at least in
the wide angle region if the correlation volume is infinite, as it will be
assumed to be hereinafter) as it is demonstrated in figure 3.8c.
Imagine partitioning the perfectly crystalline cubic domain depicted
in figure 3.8a in blocks (grains) and then rotating them by a given angle
about a randomly oriented axis. If the misalignment is sufficiently large
and random, as in figure 3.8c, then each grain in the polycrystalline
aggregate will scatter incoherently, as in the mosaic model and the
width of each diffraction peak (and in turn, the correlation length) will
be related to the average size of the block. Indeed, as demonstrated by
the powder diffraction pattern in figure 3.8c, the diffracted intensity
from the whole mosaic equals the sum of the intensities scattered by
each grain when considered as an isolated object.
The other extreme behavior is observed when blocks are not misaligned
at all, and they will obviously scatter coherently and the width of the
diffraction peak will be related to the size of a larger object, the cubic
domain itself illustrated by figure 3.8a.
Intermediate misalignments, as shown in figure 3.8b, cause intensity
scattered from different blocks to overlap in RS in such a way that the
concept of crystallite becomes apparently dependent on the magnitude
of the wavector transfer modulus.
Shifting from the perfect crystalline aggregate depicted in figure 3.8a
to the mosaic model in figure 3.8c can be accomplished (i) by rotating
blocks and/or (ii) by displacing their centroids.
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Figure 3.8: Cross-section of the intensity distribution in RS (equation 3.6)
with Qz = 0 (middle) for a fcc gold cube (a = 4:078 and implementing
an appropriate form factor) (a), same object partitioned in slightly tilted
smaller cubes (b) and same cubes strongly misaligned (c). The correspond-
ing powder diffraction pattern is also drawn (top), the dotted curve in (c)
showing the sum of the intensities scattered by each cube when considered
as an isolated object. Adapted from [47].
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Effect of rotation From a phenomenological point of view, the effect
of rotation is summarized by figure 3.8 which leads to three intuitive
considerations.
First of all, the probability of intensity overlapping in RS is propor-
tional to the size of its distribution and therefore to the inverse of the
crystallite size. The smaller the grain, the higher the probability of in-
tensity overlapping, and thus the stronger the effect on the scattering
pattern. For the sake of discussion, above argument can be expressed
considering the Scherrer equation [88, 89], expressed in RS as,
ΔQ  2
D
; (3.12)
where, roughly, ΔQ is the broadening of the intensity distribution due
to finite size of a sphere of diameter D.
Secondly, rotating two lattices in direct-space (DS) implies the rota-
tion of their corresponding reciprocal lattices around a common center,
the RS origin. Therefore, the smaller the angle  between crystallites,
the higher the overlapping probability. The last consideration is useful
to understand how the effect of misorientation affects scattered inten-
sity as a function of the momentum transfer Q.
Lastly, for a given misorientation degree, the overlapping volume be-
comes smaller by moving away from the RS origin since the arc length s
(actually, the great-circle distance on the surface of a sphere) of equiv-
alent points belonging to different reciprocal lattices increases linearly
with the momentum transfer,
s = Q: (3.13)
To keep the discussion simple, assume that the arc length can be ap-
proximate by the chord d. Then, the common volume between two
spherical distributions of intensities of diameter ΔQ is,
Ω (ΔQ; d) = 
12
(2ΔQ+ d) (ΔQ  d)2 d  ΔQ; (3.14)
and, after substituting equation 3.12 and equation 3.13,
Ω (D; ;Q)  
12

4
D
+ Q

2
D
  Q
2
Q  2
D
; (3.15)
which summarizes discussed concepts.
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Effect of displacement To understand the effect of displacement
on correlation it is better to recast the structure factor. Suppose that
the atom n, placed at rn, belongs to grain p, connected to the (global)
reference frame by the vector Rp. Then, the position of n in the
(local) reference frame anchored to the centroid of p can be expressed
as rpn = rn  Rp, as sketched in figure 3.9. This relation leads to the
following definition of the structure factor (see equation 3.5),
F (Q) =
MX
p=1
exp({QRp)
NpX
n=1
fn (Q) exp({Qrn) ; (3.16)
where the innermost sum accounts for the internal structure of each
grain, containing Np atoms, and the outermost one spans the number
of grains in the aggregate. The system sketched in figure 3.9, an ensem-
ble of equally sized cubes, is designed to enhance the contribution of
interference effects. If there is neither misorientation nor displacement
of lattices inside grains, then they will form a perfect fcc crystal struc-
ture. Therefore, the summation over the number of grains in equation
3.16 is maximum (of the order ofM) when block centroids are in phase,
i.e. QRp = 2k 8 k 2 Z, otherwise is of the order of unity.
Figure 3.9: Atomistic model (125 grains, average block edge 2.45nm);
colors are chosen randomly to help individuating grains (left). Position
vectors connecting atom n to the global O and local Op reference frame.
Adapted from [45].
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3.3.2 Uncorrelated crystallites
To assess the effect of misorientation on a powder diffraction pattern,
the lattice inside each block in the idealized model in figure 3.9 is al-
lowed to rotate about its geometrical center by a quantity expressed in
terms of Euler angles (; ; ) 2 f( ; ]; [ /2; /2]; ( ; ]g, using
the x-convention. Those were sampled from a three-variate Gaussian
distribution centered in (0; 0; 0) and having variances (; /2; ) for the
three (assumed uncorrelated) angles respectively: a strong local texture
is therefore introduced. Lattices can also be displaced by a quantity
sampled from a three-variate Gaussian distribution. Pseudo-random
numbers were drawn from the “ranlux” [90] generator, implemented in
the Gnu Scientific Library [91]. Rotations and translations are normal-
ized to /2 and the unit cell parameter, respectively, therefore defining
the misorientation degree so to account for periodicities.
An analogous reasoning to the one used to derive equation 3.16 can
be applied to the DSE, leading to the following result for the intensity
scattered by a polycrystalline aggregate like the one in figure 3.9,
I (Q) =
MX
p=1
MX
q=1
24 NpX
n=1
NqX
m=1
fn (Q) f

m (Q) sinc(Qrnm)
35
=
MX
p=1
24 NpX
n=1
NpX
m=1
fn (Q) f

m (Q) sinc(Qrnm)
35
+
MX
p=1
MX
q=1
q 6=p
24 NpX
n=1
NqX
m=1
fn (Q) f

m (Q) sinc(Qrnm)
35
=
MX
p=1
!p (Q) +
MX
p=1
MX
q=1
q 6=p
pq (Q) = Ω (Q) +X (Q) :
(3.17)
It should be noticed that, the consequence of feeding the DSE with
this kind of aggregate, is effectively equivalent to introduce a local tex-
ture (because of the powder average) which exists in multiple places
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within the specimen. In the above equation, the self-correlation func-
tion (Ω) represents the part of the intensity scattered by atoms inside
grain p when considered as an isolated object (!p), whereas the cross-
correlation function is the result of the interference of each atom in
domain p with each other atom in the aggregate q (pq). If grains are
uncorrelated (they scatter independently, as in the mosaic model) than
the equation X (Q) = 0 must be satisfied for all Q. An example of the
above-defined functions is reported in figure 3.10.
Figure 3.10: Left, Example of total intensity I, self- Ω and cross- X
correlations for a polycrystalline aggregate composed of 5  5  5 grains,
rotated with a variance  = 5 degrees. Each grain is approximately a (gold)
cube characterized by an average edge of 3.67nm (9 unit cells). Right,
intensity and cross-correlation for an ensemble of blocks with average edge
6.12nm (12 unit cells) not misaligned (top) and rotated, from top to bottom,
by  = 3, 6 and 9 degrees. In both cases curves are shifted vertically for
clarity. Adapted from [45].
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To roughly quantify how correlation is modified while playing with
the model in figure 3.9, the cumulative correlation parameter, condens-
ing the deviation of the observed intensity from that scattered by the
corresponding mosaic model, is introduced
 (Qi; Qf ) =
Z Qf
Qi
jX (Q0)j dQ0
,Z Qf
Qi
Ω (Q0) dQ0 : (3.18)
The absolute value of X was considered to emphasize correlation ef-
fects, which otherwise could cancel as an effect of summing negative
and positive values. The normalization factor, i.e. the intensity scat-
tered from the same aggregate when grains are separated by an infinite
distance (which corresponds to the mosaic model), allows for the com-
parison of patterns from different polycrystalline systems.
To assess the dependence of the cross-correlation as a function of (i)
the misorientation degree and (ii) the size of the blocks, several gold
(a = 4:078Å) systems have been simulated. Due to the statistical na-
ture of the model, the effect of changing (iii) the number of grains in
the aggregate has also been investigated. Indeed, intuitively, (iii.a) the
larger the number of blocks, the better (more continuous) the repre-
sentation of the “texture” (values are drawn from probability distri-
butions). The reciprocal view of the above consideration is that the
overlap of points in RS tends to be more uniform (i.e., less subject to
fluctuations) by increasing the number of grains. Moreover, (iii.b) cor-
relation in this model is enhanced by increasing the number of domains:
if all blocks are correctly oriented and not displaced (no misorientation)
they will form a bigger coherently scattering aggregate.
The cumulative correlation parameter is reported in figure 3.11a against
misorientation degree for aggregates composed by 8, 64, 216 and 512
blocks. The bar represents the relative standard deviation (the stan-
dard deviation normalized to the mean) of two models characterized
by same misorientation degree but obtained using different sets of ran-
dom numbers. As shown by the narrowing of the bars, by increasing
the number of blocks models tend to be less sensitive to the random
sequence. The trend of  as a function of grains rotation, displace-
ment or by a combination of the two is shown in figure 3.11b which
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demonstrates that the most effective way of obtaining a mosaic model
starting from a single domain is by implementing a combination of
displacement and rotation.
Figure 3.11: Left, trend of the cumulative interference parameter (equation
3.18, computed excluding the small-angle region, from Q = 1:98 to 15Å 1)
as a function of the misorientation degree for (a) different number of grains
(average edge size 6.12nm) composing the polycrystalline aggregate (8, 64,
216, 512; decreasing from top to bottom) and different type of disorder
(6.12nm, 125 grains). Curves in (b) represent the effect of pure rotation,
pure displacement, and a combination of rotation and displacement or
of a rotation with a fixed variance for displacement. Right, trend of the
cumulative interference parameter as a function of the misorientation degree
for different grain size (125 blocks) for the case of (c) pure displacement
and (d) pure rotation. Adapted from [45].
As already discussed, the bigger the block, the narrower the spread of
the intensity distribution in RS. Therefore, when grains are rotated,
the smaller the grain size, the higher the probability of intensity over-
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lapping. The concept is depicted in the right part of figure 3.11, where
the trend of the cumulative interference parameter versus the rotation
angle and the displacement is reported. Indeed, it is only the rota-
tion which enforces a dependency of  on the grain size, whereas the
displacement does not affect the correlation parameter.
Figure 3.12: Right, intensity computed from the Dirichlet model (rotation
with  = 3 degrees) together with the cross-correlation function (below).
Left, trend of the cumulative interference parameter as a function of the
misorientation degree for the simplified model made of cubic blocks (solid
line) and for the one obtained by Dirichlet tessellation (dash line). The size
of the external box (12.23nm) and the number of grains (125) is the same
for the two models. Adapted from [45].
The model so far investigated was conceived to explore correlation
effects, and is therefore built to maximize it when there is no misori-
entation. It is legitimate to ask to what extent those effects can be
observed in more realistic microstructures. An insight in this non triv-
ial problem was obtained by seeding a cube with 125 random-placed
nuclei and then tesseling space using the Dirichlet algorithm [92]. The
resulting microstructure bears no regularity in the centers of mass of
the grains, randomly distributed and positioned inside the box which
preserves the cubic shape, while each grain lattice share the same orien-
tation. As can be demonstrated by figure 3.12, with a suitable choice
of parameters the results for the two models are comparable, thus sup-
porting the conclusion that the ansatz is effectively capable to capture
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main features related to misorientation.
As a final consideration, the beam in a typical laboratory powder
diffraction measurement can be imagined as if composed by many co-
herent volumes. The total detected intensity could therefore be ap-
proximate as an ensemble average over systems like those discussed,
inducing a further smoothing of interference features. However, the
size of the coherence volume when employing synchrotron radiation
can be sufficiently large to include the entire sample, therefore allow-
ing features discussed to be investigated even for a powdered sample.
3.4 Demonstration of the paradigm
     Part of this section has been adapted from [69].
To demonstrate the flexibility of the DS approach, some considera-
tions on the structure of graphite oxide (GO) dispersed in water are
discussed. GO is a nonstoichiometric layered material consisting of
graphene sheets bearing epoxy and hydroxyl groups on their basal
planes and edges (see, e.g. [93, 94]). This causes GO to be hydrophilic
and the interlayer separation to increase when increasing the water
content [95].
A glass capillary was filled with a dispersion of GO, produced by the
Hummers method [96], in water. Using a photon beam characterized
by an energy of 10keV, a scattering pattern was collected, reported
in figure 3.13. Although data are unfortunately modified by a set of
aberrations affecting the experimental setup and therefore can not be
properly modeled, nevertheless they can be used to demonstrate the
DS approach.
The pattern reported in figure 3.13 shows three main features. The (i)
two peaks at Q  5:1 and Q  2:9Å 1 are associated, respectively, to
graphene in-plane distances of d = 1:23 and d = 2:13Å.
The output of the DSE applied to a graphene layer is shown in figure
3.14, explaining reflections in (i). The broad peak in (ii) arises from the
superposition of the signal from the glass capillary and water, which
can be easily added to the atomistic model. Lastly, the reflection in
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Figure 3.13: Intensities scattered by a dispersion of (0.050g) graphite oxide
dispersed in (150L) distilled water (left) and simplified atomistic model
used to speculate on GO structure. Adapted from [69].
Figure 3.14: Output of the DSE applied to a circular graphene layer
defined by a diameter of D = 50nm (left) and schematic of the honeycomb
lattice with distances corresponding to (100) and (110) RS points. Adapted
from [69].
(iii), corresponding to an interplanar distance of d  11:38Å, results
from the stacking of GO layers. The simulated pattern of a small
graphite-like clusters (five layers, D = 50nm), like the one depicted in
figure 3.13, with the appropriate layer separation is reported in figure
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3.15. To keep the discussion as simple as possible, five circular graphene
layers are stacked without considering the contribution of oxygen and
hydrogen (which, by the way, can be easily added to the model).
Figure 3.15: Simulated pattern for five layers of graphene stacked in a
graphite-like structure, with increasing disorder from (a) to (d). See text
for details. Adapted from [69].
In more detail, figure 3.15a is the powder pattern of a graphite-like
system, i.e. a stacking of five layers constructed according to graphite
symmetry, which clearly differs from observed data. Rotation of each
layer by a random amount about the stacking axis (figure 3.15b) only
affects the shape of the in-plane reflections: (100) and (110) peaks (see
the inset) assume the typical asymmetry of a bi-dimensional structure,
clearly demonstrated by experimental data. A different type of disor-
der is responsible for the suppression of the higher orders reflections of
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the peak located at Q  0:5Å 1, mostly visible in figure 3.15a as satel-
lite lines. By adding a random fluctuation of the interlayer distances,
smaller than 1Å, several features tend to disappear (figure 3.15c). How-
ever, the most intense effect is produced by a random tilt about the
stacking direction. As demonstrated in figure 3.15d, even a small tilt
(< 510 3 degrees) removes most features apart from the fundamental
modulation of the stacking (Q  0:5Å 1) and the in-plane reflections,
in this case almost identical to those computed from the single layer
(figure 3.14).
A further smoothing of the scattering features results from the effect of
morphologic dispersion, in terms of correlation lengths either along the
stacking direction and in-plane. Considering a set of clusters with two
to ten layers, in-plane extension between 100 and 200nm, and adding
the contribution of a cluster of water molecules (MD simulation) allows
to obtain the pattern in figure 3.16.
Figure 3.16: Simulated pattern of small graphite-like clusters dispersed in
water. Adapted from [69].
It is also worth nothing that epoxy and hydroxyl groups locally destroy-
ing the bond planarity, structural defects [97, 98] and rippling [68, 99]
also contribute to extinguish in-plane reflections and therefore need to
be considered. However, as stated, the aim of this case study is only
to demonstrate the power of the atomistic approach.
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3.5 Assumptions
Different assumptions have been more or less explicitly made in this
Chapter to build the intensity distribution, expressed by equation 3.6.
To commence with, the atomic form factor has been built, consider-
ing high-energy X-rays, exploiting the first Born approximation. In
this framework, the former quantity is therefore the Fourier transform
of the electronic density, like in equation 3.3 (see e.g. [100]). More-
over, the electronic density has been taken as symmetrically distributed
around the nucleus (a complete and rigorous dissertation on radiation-
matter interaction can be found e.g. in [101, 102]).
The impinging beam has been assumed to be ideal (fully coherent),
i.e. (i) perfectly monochromatic (longitudinal coherence length) and (ii)
propagating in a well defined direction (transversal coherence length).
If the distance to the detector is much larger than the typical size of the
sample, i.e. it is in the (Fraunhofer) far-field region, scattered beam
can be supposed to be in the same plane-wave state as the impinging
beam. In any case, the assumption of full coherence can be partially
relaxed since a coherence volume larger than the atomic aggregate is
the actual requirement.
The so-called kinematical approximation (see e.g. [62]) is supposed
to hold. In this framework, being the interaction between the beam
and the crystal weak, the probability of multiple scattering with small
size domains is negligible (lack of multiple scattering events). This
approximation should work excellently for submicron-sized crystals in-
vestigated with X-ray photons.
Lastly, the interaction time between waves and scatterers is supposed
to be negligible (X-ray frequencies are much higher than atomic vibra-
tion frequencies), i.e. the intensity distribution effectively corresponds
to a snapshot of the atomic aggregate, not including the “blurring” ef-
fect due to atomic thermal vibrations.
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Chapter 4
Small crystallites
[...] we shall consider the effect on the diffraction pattern
of various crystal imperfections such as small crystallite size,
strains, and faulting. Since it is the simplest kind of imper-
fection, we start with the consideration of the effect of small
crystallite size.
B.E. Warren, 1990 [57]
Inasmuch the scattered signal is built considering each scatterer within
a given volume, the effect of crystallite size/shape (morphology) on the
diffraction pattern is automatically taken into account. Furthermore,
dealing with single atoms implies the full control over whatever kind of
“crystal imperfection”. Exempli gratia, figure 4.1 portraits a small slab
of aluminum (fcc, a = 4:05) placed on top of a (100) nickel substrate
(fcc, a = 3:52), which causes an array of line defects together with a
complicated strain field establishes in order to alleviate the (potential)
energy cost associated with the lattice mismatch, together with a cross-
section of the intensity distribution around (220) RS point.
The final goal of interpreting a scattering experiment should be to draw
a picture as accurate as possible of atomic positions for the duration
of the experiment. While it is appealing to try to decipher data fitting
each atom position, it appears convincing the need for some physical
model reducing the number of degrees of freedom (the complexity) from
the number of atoms (which can be of the order of several millions) to
a more manageable set.
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Figure 4.1: To reduce energy associated to lattice mismatch of a (100) slab
of aluminum atoms on top of a (100) nickel substrate (cyan), MD predicts an
array of line defects and a complicated displacement field, colored according
to the Euclidean norm of equation 2.13, ranging from black (close to zero) to
white (close to 4:050/
p
2Å) (top, left). A hk0 cross section of the intensity
distribution around (220) RS point from aluminum atoms, considered as
separated from the substrate, is computed according to equation 3.6 (top,
right). A h0l (bottom, left) and hk0 (bottom, right) RS cross sections of
the same aggregate, extending approximately from -3.75 to 3.75Å 1 are also
shown. Blue square surrounds 220 reflection, reported above.
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4.1 Crystallite response to surface tension
     Part of this section has been adapted from [46, 103, 104].
Atomic aggregates at the nanoscale violate symmetry rules fulfilled
by their bulk counterparts. Barring non-crystallographic particles, fre-
quently reported in nanoscience (see e.g. [105–109]), two symmetry
breakings are intrinsically connected with the small crystallite size.
While the most obvious one lies in the finiteness of the body, which is
a limit for translational invariance, the more subtle one is connected
to the generation of a surface. By symmetry, each atom inside an
ideal crystal experiences a null net force. The creation of a surface im-
plies a symmetry breaking which, in turn, results in a force responsible
for displacing atoms to different equilibrium positions. Particularly,
the physical principles ruling atomic displacement in (clean) metals
are given by the Smoluchowski smoothing effect [110]. In this picture,
the electron distribution on a surface is rearranged so to diminish the
kinetic energy of the system. This redistribution leads to the establish-
ment of electrostatic forces which displace of the outermost layers.
4.1.1 Effect of surface relaxation on powder patterns
For a spherical object of radius R, the surface S (R) = 4R2 over
volume V (R) = 4R3/3 ratio diverges for the radius approaching zero.
It is indeed the remarkable ratio of atoms sitting on the “outermost
layers” to the total number of atoms composing the aggregate which
causes surface effects to be sizable in nanostructured particles (NPs).
Although following concepts regard atomic rearrangement in a solid
aggregate in response to the so-called surface relaxation, the point of
view of powder diffraction is chiefly adopted to emphasize the way in-
tensity distribution in RS is modified. In this context, to account for
rather specific effects such as anisotropic broadening and asymmetry of
the line profiles, in addition to peak position shift, of particular inter-
est has been the effort to condense main features of this phenomenon
by using models which minimize the number of fitting parameters. No-
tably, the works by Nunes and Lin [111], Ishikawa and Uemori [112]
and Leoni and Scardi [113], whose phenomenological models are all
based on a simple exponential displacement of the average unit cell
dimension along the radial direction.
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4.1.1.1 Atomistic simulation of clean metallic surfaces
Numerous simulations have been carried out to attempt understand-
ing structural and dynamical features engendered by the creation of
a surface. Different materials and conditions have been investigated,
employing interatomic potentials based on the formalism of the EAM,
the MEAM and the ReaxFF, mentioned in subsection 2.2.4. A few se-
lected cases are reported, for simplicity confined to metallic fcc nanos-
tructured crystals (NCs) in an otherwise vacuum environment, which
nevertheless allows various insights to be drawn.
Computational details NCs defining as-built configuration were
carved out of an ideal fcc crystal described by the lattice parameter
predicted by the interatomic potential for the considered temperature.
Atoms with less than six nearest neighbors were removed from the
carved particle so to avoid noticeably high-energy configurations.
MD calculations were performed by means of the Large-scale Atomic/-
Molecular Massively Parallel Simulator (LAMMPS [114]) with atomic
interactions ruled by the EAM. Although this class of potentials of-
ten underestimates surface energy and therefore poorly perform when
tackling problems involving the surface, the implemented parameteri-
zation [115] reasonably agrees with experimental data. Furthermore,
it is worth noting that the purpose of the presented investigation dis-
regards the accurate representation of a specific material. Instead, the
aim is to disclose a picture and a physical interpretation of the peculiar
atomic arrangement and put forward some general comment.
Integration timestep was set to one hundredth of the reciprocal of
the largest phonon frequency in the ideal crystal at room tempera-
ture (RT = 298:150K) so to minimize numerical artifacts. Simulation
commenced with a random field of velocities drawn from a normal dis-
tribution [116], imposing a temperature twice the target one, by virtue
of the equipartition of energy [117]. The system was then gently equili-
brated having fixed the number of atoms, the volume and the temper-
ature of the system (canonical ensemble (NVT)), employing Langevin
dynamics [118] and then a chain of Nosè-Hoover thermostats [119].
After this stage, the production phase initiated and data started to
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be collected with the system evolving according to the microcanonical
ensemble (NVE).
Observables Powder diffraction patterns are computed according
to the DSE, defined by equation 3.9. Besides the as-built reference
diagram, obtained using the as-built (reference) configuration as in-
put, in order to highlight static and dynamic features due to surface
relaxation two additional observables are defined (see the discussion in
section 2.3).
First, the time-averaged pattern, obtained from the mean of a set
of patterns computed from atomic configuration at each snapshot col-
lected during the production phase, I (Q) = hI (Q; rt)it. This should
mimic a real experiment, being both static (atomic re-arrangement)
and dynamic (atomic vibrations) features included.
Second, average-position configuration is used as input from the DSE
so to exclude the effect of vibrations, I (Q) = I (Q; hrtit).
4.1.2 Models for surface relaxation
     Part of this section has been adapted from [46, 103].
The introduction of a surface causes atoms to displace from their ref-
erence position. For the streamlined case of spherical copper particles
the radial strain (equation 2.18) is depicted by figure 4.2, where a com-
plicated, oscillating behavior, more compressive when approaching the
surface is shown.
Some considerations can be drawn considering the Young-Laplace equa-
tion [120, 121] for a spherical object of radius R,
Δp = 2 
R
; (4.1)
where Δp is the difference between internal and external pressure and
 the surface tension. Expressing pressure in terms of Hooke’s law
[122] and considering  to be the average (over representative crystal-
lographic facets) surface energy for the copper/vacuum interface leads
to an estimate of the radial strain at the surface,
"R =
2
E

R
; (4.2)
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Figure 4.2: The radial strain, expressed as a function of the radius
of the as-built spherical crystal, is reported for four copper particles
(a = 3:615Å). Under-coordinated regions (outermost layers) are limited
by yellow rectangles, horizontal green lines pinpoint the value predicted
by the Young-Laplace equation (4.2) and horizontal red lines specify the
radial strain averaged over the fully-coordinated region (characterized by
twelve nearest neighbors). The inset reports a selected region of the curve
calculated for the biggest particle, emphasizing the oscillating behavior of
the deformation. Adapted from [103].
being E the Young’s modulus. Interestingly, when using the above
mentioned constants computed from the employed interatomic poten-
tial, this simple expression reasonably agrees with values predicted by
MD simulations, as depicted by figure 4.2.
Figure 4.3 illustrates on a perceptional level the effect of above-discussed
features on patterns computed from the DSE. While the main effect is
a peak shift, the line profile is also affected.
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Figure 4.3: Output of the DSE for the smallest copper sphere (1.8nm or 5
unit cells radius). The as-built object (black line) and corresponding average-
position configuration (red dots) with the difference between patterns (blue
line, below) are reported. The inset shows a magnification of the region
inside the green rectangle. Clearly, peaks shift is the dominating feature.
As briefly introduced, commonly employed phenomenological models
displace atoms according to some function of the modulus of the radius
r, as e.g. in the formulation by Ishikawa and Uemoriy [112],
"r (r; f; k) = fexp

 R  r
k

; (4.3)
being f and k the tunable parameters and R related to the particle
size. Beyerlein and colleaguesy observed the same oscillating behavior
reported in figure 4.2 and proposed accordingly an adjustment of the
ySymbols have been modified with respect to the original formulation
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above equation [123],
"r (r; f; k; n) = fexp

 R  r
k

sin

2nr
R

; (4.4)
by adding the additional fit parameter n.
To access a more detailed picture of atomic rearrangement, the radial
strain along selected lines passing through the centroid of the particles
(diameters) was computed, therefore considering the projection of the
deformation along different directions. The result is summarized in
figure 4.4, where the radial strain is reported for selected directions
within the largest sphere. As expected from the elastic anisotropy of
the crystal, different crystallographic directions show a different aver-
age radial deformation.
While interpreting intensity distribution around a few RS points em-
anated from gold NCs, Huang and collaboratorsy realized the anisotropic
behavior of surface relaxation. Furthermore, they used a simple argu-
ment by Pauling [124] to express the radial strain as a function of the
coordination N of a given atom [125],
"r (N ;; hkl) = 
R
hkl ln

12
N

; (4.5)
where  and hkl, a numerical coefficient depending on the given crys-
tallographic direction, are fit parameters. Interestingly, this model is
implicitly independent of the shape of the object (although a radial
direction for the deformation is imposed), being the undercoordination
the “driving force” for deformation.
To further assess anisotropy of deformation, the displacement field with
respect to the reference configuration and the strain projected on se-
lected planes (equation 2.14) through the centroid of a palladium trun-
cated cube are depicted in figure 4.5. While from figure 4.5a it is clear
the tendency for atoms less coordinated to displace inward, figure 4.5b
depict the extension of the so-called surface-relaxation: to minimize
surface energy, the entire NP – and not only the outermost layer – is
deformed, according to the symmetry of the elastic tensor.
47
4.1. Crystallite response to surface tension
0 5 10 15 20
radius, unit cells
−0.5
−0.4
−0.3
−0.2
−0.1
0.0
ε r
,
% 111
002
022
113
133
024 6 8 10 12 14 16 18 20
Figure 4.4: Radial strain for selected directions. The inset shows the
trend for directions [002], [111] and [022], with the modulus of the aver-
age radial deformation increasing from the stiffest [111] direction to the
softest [002] which experiences the heftiest deformation. Adapted from [103].
A direction- and coordination-dependent model for crystal
response to surface tension Proceeding the arguments given by
Huang and colleagues, the position of the n-th atom in the deformed
configuration (denoted by suffix d) is expressed as
rn;d (rn; z;; a; ) =  (r^;)

a  a0
a0
+  ln
N
z

rn: (4.6)
From the right, the fit parameter  modulates the “Pauling term”, not
null for an incomplete atomic environment which is ideally character-
ized by N nearest neighbors (N = 12 for the fcc system). Next, the
tunable parameter a is responsible for a constant offset of the deforma-
tion which insists on the particle as clearly depicted by figure 4.2. For
convenience this term is normalized to the equilibrium lattice param-
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Figure 4.5: Top, atomic displacement with respect to as-built configu-
ration on (100), (110) and (111) facets for a palladium truncated cube.
Arrows are amplified for graphical convenience. Bottom, histogram of
the average local strain (equation 2.14) projected on three significant
cross-sections (hh0), (hhh) and (h00), drawn in the inset. The color scale
shown on the abscissa represents the strain distribution. Adapted from [104].
eter a0. Last but not least,  produces the hkl-dependent behavior,
 (r^;) = (1  ) +  sr^
s
; (4.7)
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being sr^ the compliance of the crystal projected on direction r^, s its
average value over all possible crystal directions and  a fit parame-
ter. Considering cubic crystal symmetry, the reciprocal of the Young’s
modulus along r^ = fu1; u2; u3g can be expressed in terms of compliance
matrix (S) elements as (see e.g. [126]),
sr^ =
1
Er^
= s11   2

s11   s12   s44
2
  
u21u
2
2 + u
2
2u
2
3 + u
2
3u
2
1

: (4.8)
The displacement field engendered by this model can be quite compli-
cated, depending on the choice of fit parameters. The simplest case
consists of a coordination- and direction-independent (;  = 0) defor-
mation, corresponding to a uniform scaling, both expansive a > 0 or
compressive a < 0, of atomic coordinates. If the dependence on the
given crystallographic direction is considered ( 6= 0), the deformation
field mimics the symmetry encoded in equation 4.8, depicted by figure
4.6 for the case of palladium, responsible for both diffraction peaks
shift and broadening.
In principle, in place of  the set of unique elements of the compliance
matrix can be fitted. While this sounds appealing, especially since
there is no guarantee for properties derived for an ideal crystal to
apply to a NC, the propensity is to employ the smallest number of fit
parameters. For the same reason, the symmetry of compliance matrix
is applied to the outermost (under-coordinated) layers, although the
persistence of the symmetry in this region is questionable.
4.1.3 Shape-effect on deformation
Different crystallographic facets, characterized by diverse energetic and
mechanical properties, can be exposed in NCs. To illustrate the point,
particles framed by (i) (100) planes (cube), (ii) (110) planes (rhom-
bic dodecahedron) and (iii) (111) planes (octahedron) were carved out
of an ideal lead lattice, the size chosen so to include approximately
the same number of atoms (12,187, 11,393 and 11,720 respectively).
It is the interplay between symmetry of the elastic tensor and of the
given object which engender a displacement field (equation 2.13) com-
plicated both in the magnitude and in the direction, as depicted in
figure 4.7. Among simulated objects, the spherical aggregate seems
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Figure 4.6: Symmetry of palladium Young’s modulus computed from the
reciprocal of equation 4.8, using data reported in table 5.1.
to be the simplest one, with the lowest effect of anisotropy as a re-
sult of the averaging effect over facets characterized by different Miller
indices.
The choice of the abscissa of figure 4.8a stems for the assumption that
deformation (equation 2.17) at the particle/vacuum interface can be
expressed by means of equation 4.2 and therefore is proportional to
hkl/Ehkl, the ratio for the crystallographic planes enclosing the NC.
It is worth noting that the spherical case, showing no specific facet,
has no abscissa and is conventionally left near the ordinate axis.
4.2 Atomic vibrations
Considering the case study presented in subsection 4.1.3, it is inter-
esting to evaluate the extent of atomic vibrations, represented at the
atomic level by the MSD, computed by applying equation 2.23 to the
MD trajectory. In turn, this quantity, is related to the (isotropic) B-
factor Biso (equation 2.24), reported in figure 4.9 as a function of the
Young modulus projected along the direction perpendicular to a given
face.
The linear relation is justified simplifying atomic vibrations to a spring
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Figure 4.7: Displacement maps of four Pb samples. From left to right,
sphere, cube, rhombic dodecahedron and octahedron. Maps refer to
the (100) cross section (above), with the magnitude of the displacement
vector multiplied by 25 times to emphasize displacement. Adapted from [46].
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Figure 4.8: The average strain for systems exposing different crystal-
lographic facets, denoted by hkl, as a function of the surface energy to
Young’s modulus normal to the given facet (left, see table 4.1 for physical
properties) is reported. N indicates the atomic coordination, so N < 12 (N)
is for outermost layers and N = 12 (H) for fully-coordinates atoms, whereas
full circle () refer to the average over the entire aggregate. Lines are drawn
to drive the eye. Adapted from [46].
system: the stiffer the spring constant, the narrower the oscillation.
In fact, the softest spring, corresponding to the [h00] direction (cube
faces), allows the widest out-of-plane atomic oscillations, the stiffest
[hhh] (octahedron faces) gives the narrowest, with the rhombic dodec-
ahedron (framed by fhh0g) laying in between. As in figure 4.8a, the
sphere has no given abscissa, and corresponding values fall in between
the limits of the [h00] and [hhh] cases. It is also worth noting that the
anisotropy effect is much stronger for undercoordinated environments:
again, considering that each atom is bounded by a spring, the smaller
the coordination, the wider the oscillation. From geometrical consid-
erations, the number of nearest neighbors in the outermost layer for
fhhhg, fhh0g and fh00g facets are, respectively, 9, 11 and 8. To be
added, while fhhhg and fh00g facets present a fully-coordinated layer
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Figure 4.9: Biso plotted against elastic modulus along the normal to the
facets (right) is shown. N indicates the atomic coordination, so N < 12 (N)
is for outermost layers and N = 12 (H) for fully-coordinates atoms, whereas
full circle () refer to the average over the entire aggregate. Lines are drawn
to drive the eye. Adapted from [46].
beneath the outermost one, the fhh0g geometry implies a layer with
coordination 7 below the one with coordination 11.
To emphasize the dependency of the average vibrational amplitude on
atomic coordination [127–130], the MSD for the four spherical copper
aggregates presented in subsection 4.1.2 is shown in figure 4.10. The
magnitude of the time-averaged MSD shows the same trend and takes
approximately the same value at the vacuum/particle interface for each
particle size, showing a core-shell structure and therefore supporting
the coordination-dependency argument. Average values for B-factors
increase from the larger (diameter 14.460nm) to the smaller sphere (di-
ameter 3.615nm), respectively from 0:632  0:008 to 0:720  0:040Å2,
as a result of a weighted average over different fractions of under-
coordinated to fully-coordinated atoms.
A model has been developed to consider the effect of vibrations (consid-
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Figure 4.10: Time-averaged mean squared displacement as a function of
the radius for four spherical copper aggregates characterized by different
diameters. Under-coordinated regions are limited by yellow rectangles while
horizontal red lines indicate the average value. Adapted from [103].
ered as correlated), automatically including intensity depression, ther-
mal diffuse scattering (TDS) and structural features; it is built con-
sidering vibrations instead of phonons, which are the more traditional
approach. However, such new development is still in progress and will
not be described here any further.
4.3 Modeling the pattern from metal nanocrystals
     Part of this section has been adapted from [46].
MD was used to simulate spherical aggregates of five elements display-
ing a wide range of properties, especially concerning material stiffness
and elastic anisotropy. Features arising from the introduction of a sur-
face are interpreted and discussed within the framework of two different
approaches, respectively based on (i) a RS (the most widely used) and
(ii) a DSE representation of the underlying model.
55
4.3. Modeling the pattern from metal nanocrystals
4.3.1 Whole powder pattern modeling
In the framework of the traditional approach employed to interpret sig-
nal diffracted from condensed matter, either (i) peaks are described by
(mathematical) profile functions (profile fitting), or (ii) model-based ex-
pressions which permit a direct evaluation of structural and microstruc-
tural parameters. Within the latter category, whole powder pattern
modeling (WPPM) is a perturbation approach applied to a perfect
crystal model in RS (see e.g. [131, 132] and references therein). The
effect of any deviation from the otherwise perfect crystal (i.e., any mi-
crostructural feature) is then convolved to the model to build the peak
profile. Notably, models for finite size and shape [133], strain fields due
to dislocations of different type in any crystal system [134] and stack-
ing faults [131, 135, 136] are available therefore allowing crystals to
be investigated down to small sizes, with the highest precision for the
spherical domain shape [137]. More difficult to express in the WPPM
procedure is the atomic displacement engendered by surface tension,
so far only tackled by simplified models [113]. Thermal vibrations can
also be considered, according to a model proposed by Warren [57, 138]
and recently adapted to the finite size of NCs [139].
In the following, a spherical NC model is adopted, including the Debye-
Waller factor and the TDS for the spherical shape [133]. To account for
the complex atomic displacement caused by the relaxation of surface
forces, a flexible (although not entirely rigorous) root mean squared
displacement (microstrain) is introduced by representing the associated
peak profile component with a pseudo-Voigt function [140] whose width
varies for different (hkl)s according to the fourth order invariant form
of Miller indices for cubic materials [141],
Γhkl = A+BH = A+B
h2k2 + k2l2 + l2h2
(h2 + k2 + l2)
2 : (4.9)
The Fourier Transform (FT) of the peak profile component related to
atomic displacement can therefore be expressed as [140]
AD (L) = exp

 Q2L
2h"2hkl (L)i
2

u exp

 Q2Γhkl aL+ bL
2
2

;
(4.10)
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where h"2hkl (L)i is the variance of the strain distribution for a correla-
tion (or Fourier) length L.
Similarly, peak positions are also displaced by remapping interplanar
distances dhkl according to the symmetry of the crystal,
dhkl = d
0
hkl (A
0 +B0H) : (4.11)
4.3.2 Challenging interpretation paradigms
MD has been employed to simulate five metals displaying a wide range
of properties, reported in table 4.1. The shape of the aggregates used
to generate test cases for interpretation paradigms was a sphere. After
atoms with less than six nearest neighbors were removed, the DSE was
applied to atomic positions to generate powder diffraction patterns.
Three patterns were generated for each combination of element and ra-
dius, corresponding to (i) as-built, (ii) time-averaged and (iii) average-
position configurations (see section 2.3). Although already discussed,
it is worth remembering that the pattern generated from configuration
(ii) should mimic a real experiment, being both static (atomic arrange-
ment) and dynamic (atomic vibrations) features included; whereas
data computed from configuration (iii) does not include the effect of
atomic vibrations and singles-out the effect of atomic displacement en-
gendered by the finiteness of the body. Although a pattern generated
from the as-built configuration has no particular physical meaning, it
is useful to produce the effect of morphology by itself.
To assess the statistical quality of each fit, the Normalized Residual
Sum of Squares (NRSS) is introduced,
NRSS =
1
P
PX
p=1

Im;p   Is;p
Nf2q
2
=
1
P
PX
p=1
(=m;p  =s;p)2 ; (4.12)
where the normalization over (i) the number of atoms N and (ii) the
squared form factor f allows fits from aggregates characterized by dif-
ferent (i) volume and (ii) chemical composition to be compared. This
way, it is actually the squared difference of the interference function
(see e.g. [61]) of the model (m) and of the simulation (s) to be com-
puted. Finally, the normalization over the number of points P permits
patterns sampled with a different number of points to be compared.
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Rh Pd Ag Pt Pb
a 3.8034 3.890 4.090 3.92 4.9508 Å
E 369 127 78 180 25 GPa
Eh100i 300.6 78.9 48.5 136.3 11.8 GPa
Eh110i 405.5 150.6 92.3 186.0 25.3 GPa
Eh111i 458.9 216.2 132.2 211.8 41.0 GPa
Zr 1.651 2.982 3.000 1.604 3.753 /
h100i 2.481 1.645 1.042 1.778 0.476 Jm 2
h110i 2.381 1.747 1.125 1.934 0.532 Jm 2
h111i 2.233 1.529 0.977 1.694 0.405 Jm 2
Tm 2,065 1,680 1,255 1,890 680 K
Table 4.1: Lattice parameter (a), Young modulus projected on different
directions (E), Zener ratio [142] (Zr = 2c44/ (c11   c12)), surface energies
() and melting temperature (Tm) for simulated elements. Properties are
calculated for the given interatomic potential using values taken from [115].
4.3.2.1 As-built aggregates
When the WPPM approach is applied to as-built NCs, a nearly per-
fect fit is obtained as depicted in figure 4.11. Two parameters were
refined, the unit cell parameter a and domain diameter D while all
other parameters were fixed, including the scale factor calculated from
the known number of atoms.
Refined lattice parameters agree with the model better than 4 10 6,
for larger sizes better than 110 6. Minuscule differences can be easily
explained considering the powder pattern was generated by the DSE for
a single (atomistic) model whereas the RS approach, as implemented
by WPPM, implicitly assumes the condition of Ino and Minami [137,
143]. In this context, an average of patterns computed from spherical
models centered in different positions is made, as if slightly different
spheres were carved out of a perfect lattice. The condition involves
a fraction of atoms on the outermost layers, the more significant the
smaller the size of the aggregate [137].
58
4.3. Modeling the pattern from metal nanocrystals
2 3 4 5 6 7 8 9 10 11
0.0
0.2
0.4
0.6
0.8
1.0
in
te
n
si
ty
/
f
2 0
,
ar
b
.u
n
.
2 3 4 5 6 7 8 9 10 11
Q, A˚−1
0×5
0 2 3 4 5 6 7 8 9 10 11 12 13
2 3 4 5 6 7 8 9 10 11 12 13
Q, A˚−1
Figure 4.11: Results of WPPM applied to the powder patterns produced
by spherical aggregates of radius 12 (28,867 atoms) and 6 (3,559 atoms)
unit cells, respectively for Pb (left, NRSS = 1:910 15) and Rh (right,
NRSS = 2:110 12). Below, the residual between data and intensities
generated by the model. A magnification of the peak tail region is also
reported in the inset to assess fine discrepancies. Adapted from [46].
4.3.2.2 Time-averaged configuration
Six parameters are tuned during the WPPM. They are, besides the
lattice parameter and the domain size, the Debye-Waller factor Biso,
an effective microstrain with anisotropy parameter B and an effective
macrostrain anisotropy parameter B0, described in subsection 4.3.1.
One of the most evident effects is the shrinkage of the NP caused by sur-
face tension, in turn a consequence of the lower coordination of surface
metal atoms, as discussed in section 4.1. The feature is clearly demon-
strated by figure 4.12, where the relative change of lattice parameter
with respect to the as-built value is reported for the five investigated
metals and four different spherical domain diameters. Clearly, the
effect decreases progressively for increasing size, consequently of the
reduction of the surface fraction. Each trend depends on the specific
metal and, as a general tendency, the effect is stronger for softer metals
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Figure 4.12: Results of WPPM for the relative change of unit cell
parameter after MD simulation, computed as the normalized difference
between the one calculated from the time-averaged (ta) configuration and
the as-built (ab) one, as a function of the domain diameter for the five
investigated fcc metals. Linear trends parallel those reported by Sheng and
colleagues in [144]. Adapted from [46].
(lower Young modulus), so the smallest effect is for Rh, the largest for
Pb.
As already introduced in section 4.2, the finiteness of the body also
affects the Debye-Waller factor, as a result of the decreased number
of atoms in surface regions. Refined values of Biso, reported in figure
4.13a, show an inversely proportional relation to the Young’s modulus
of the investigated metals, in turn related to the “spring constant” for
atomic vibrations (actually, the ordinate Biso should be normalized
by the lattice parameter, in turn proportional to vibrations amplitude,
but this would add little to the discussion and complicate the interpre-
tation). Values refined by WPPM are in a reasonably good agreement
with the reference Biso computed applying equation 2.24 to frames of
the MD trajectory. The value of Biso increases in smaller domains,
as shown in figure 4.13b, since the surface fraction decreases accord-
ingly. Horizontal lines in this figure represent Biso calculated for a
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Figure 4.13: Biso for the smallest spherical aggregate reported as a function
of the Young’s modulus of different metals (left). Values calculated from
MD simulations (equation 2.24) are drawn as full symbol, from WPPM for
the patterns generated from the time-averaged configuration as open symbol.
Biso is also shown as a function of sphere diameter (right). Horizontal lines
represent Biso calculated for a 40  40  40 unit cells cube, implementing
PBCs in the simulation. Adapted from [46].
404040 unit cell cube, implementing the PBCs so to mimic an “in-
finite” crystal. Even if the periodicity condition alters the vibrational
properties (the longest phononic wavelength is proportional to the size
of the simulation domain as discussed in subsection 2.2.3), values are
in good agreement with the literature [145] and correctly point out the
asymptotic trend of Biso with the increasing nanocrystal size.
The discrepancy between values of Biso from the WPPM and (calcu-
lated) from the simulation mostly stems from the different definition
of the quantity in DS and RS. While in the former case an average over
atoms and time (see section 2.3) is calculated, the Debye-Waller factor
refined by WPPM mostly depends on the depression of intensities with
increasing scattering vector, and to some extent on the TDS.
As depicted by figure 4.14 the amplitude of vibrations of atoms sitting
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Figure 4.14: Biso as a function of the radial coordinate in four spheres
with different radius, expressed in number of unit cells for Ag and Pb.
Under-coordinated regions are limited by yellow rectangles. Interestingly,
the behavior of Biso as a function of the radius predicted by MD is similar
for the two metals. Adapted from [46].
on the outermost layers is larger than atoms in a fully-coordinated
environment, therefore explaining the dependency of the mean Biso
value with the size depicted in figure 4.13b.
To address the role of the TDS term, figure 4.15 reports the WPPM
of the powder pattern of spherical aggregates described by a radius of
6 or 12 unit cells and made of silver or lead. Both results obtained
implementing a realistic TDS model (right, [139]) and by using the
so-called Debye TDS, i.e. the diffuse scattering when considering com-
pletely uncorrelated atomic vibrations (left, [57]) are shown. It is quite
evident for the two cases that the TDS effect cannot be ignored, nor
a poor model can be used. Again, the effect of disregarding it gets
worst for (i) decreasing the size of the NC and (ii) lowering the Young
modulus, since, as already discussed, this implies wider oscillations.
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Figure 4.15: Modelling results with TDS models based on correlated
(right) and uncorrelated (left) atomic vibrations. Spherical domains with
different radius (in unit cells, uc), from the top: Ag 12 uc (uncorrelated
NRSS = 7:910 12, correlated NRSS = 1:110 12), Ag 6 uc (uncor-
related NRSS = 3:910 10, correlated NRSS = 6:410 11), and Pb 6
uc (uncorrelated NRSS = 4:110 10, correlated NRSS = 1:010 10).
The inset reports a semilogarithmic view of each pattern. Adapted from [46].
63
4.3. Modeling the pattern from metal nanocrystals
4.3.2.3 Atomic displacement
Even if peak broadening mainly arises from the finiteness of the body,
local atomic displacements engendered by surface relaxation also con-
tribute to alter the line profile. As discussed in subsection 4.3.1, this in-
tricate phenomenon was treated in a simplified way within the WPPM
approach, which although not totally rigorous allows different informa-
tion to be drawn.
0 10 20 30 40 50 60
L, A˚
0.00
0.02
0.04
0.06
0.08
0.10
0.12
0.14
√ 〈∆
L
2
〉,
A˚
Pd
Pt
Pb
Ag
Rh
1.0 1.5 2.0 2.5 3.0 3.5 4.0
Zener ratio
−1.0
−0.8
−0.6
−0.4
−0.2
0.0
m
ic
ro
st
ra
in
an
is
ot
ro
p
y
fa
ct
or
,
B
Pd
Pt
Pb
Ag
Rh
−0.0035
−0.0030
−0.0025
−0.0020
−0.0015
−0.0010
−0.0005
0.0000
m
ac
ro
st
ra
in
an
is
ot
ro
p
y
fa
ct
or
,
B
’
Figure 4.16: Warren’s diagram (RMSD as a function of L) for the five
elements are shown on the left. The anisotropy of microstrain affecting line
broadening (B, ) and of macrostrain (B0, ), influencing peak position,
as a function of the Zener ratio are shown on the right (the line is drawn
to guide the eye). All values are obtained from WPPM as those shown in
figure 4.15 implementing the TDS model for correlated atomic vibrations.
Adapted from [46].
WPPM results allow to compute Warren’s diagrams [146], showing
the Root Mean Squared Displacement (RMSD) as a function of L, the
distance between couples of scatterers (which are unit cells according
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Figure 4.17: Warren’s diagram for Ag (left) and Pb (right) spheres (6 unit
cells radius), considering an anisotropic RMSD model (see text for details).
Adapted from [46].
to Warren’s theory), p
hΔL2i = L
p
h"2i: (4.13)
Diagrams referring to an isotropic model, where the invariant form of
Miller indices (A+BH) is used with B = 0, are shown in figure 4.16a
for the smallest spheres. In any case, the effect follows similar trends
for larger spheres, but with much smaller absolute values. Based on
figure 4.16a and figure 4.16b, microstrain and anisotropy range from
the lowest level, for Rh, characterized by the largest Young modulus
and small Zener ratio (Zr = 2c44/ (c11   c12), one for the isotropic
case), to the highest values, for Pb, with the smallest Young modulus
and highest Zener ratio.
With the anisotropy taken into account (B 6= 0), the analysis pre-
sented above can be repeated for each different crystallographic direc-
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tion. Only extreme cases for the fcc metals are considered, correspond-
ing to the elastically soft (h00) and stiff directions (hhh), with the
isotropic and all other values laying in between, as shown in figure 4.17.
In terms of quality of line profile modeling, considering the anisotropy
gives a modest improvement. Consistently with the amount of strain,
Pb and Rh are again the two extremes (see figure 4.16b), with the
former the most affected by strain anisotropy. Numerically, Goodness
of Fit (GoF) improves of 3.33% for Pb and just 0,04% for Rh, with the
other metals lying in between.
4.3.2.4 A direct space view of displacement
Modeling the effect of the complex atomic displacement resulting from
lattice relaxation in the framework of a RS approach is far from be-
ing trivial; the DS approach is inherently more appropriate, being the
signal from each atomic pair computed. The left part of figure 4.18a
reports a modeling of an average-position sample (Ag, 6uc radius), ob-
tained applying the DSE to generate the powder pattern of an as-built
aggregate, and perturbing atomic positions by means of equation 4.6y.
The radial deformation, computed applying equation 2.18, measured
for the average-position aggregate and for the object generated by the
modeling procedure is reported in figure 4.18b as a function of the
atomic coordination. A complementary view underlying the complex-
ity of the displacement field is shown in figure 4.18c, where the radial
deformation is plotted against the most natural variable, the radial
position of a given atom in its reference as-built configuration. Partic-
ularly, figure 4.18b illustrates that, although the average value of the
strain (circles) is roughly reproduced by the model, the standard devi-
ation (bars) of the strain distribution for a given coordination value is
underestimated. As expected, worst case scenario is given by the small-
est Pb sphere (6uc radius). Even if the quality of the fit is definitely
worse than for the Ag case, it is still remarkably good with respect to
the one obtained by WPPM.
yThis was actually a slightly different formulation [103], a bit less accurate but
nevertheless appropriate for the sake of the discussion
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Figure 4.18: Modeling of DSE patterns computed from average-
position configuration of Ag (left; NRSS = 1:310 11) and Pb (right;
NRSS = 4:110 11) aggregates; the inset shows a magnification of
the region of the pattern whereas the residual is shown above. Radial
deformation as a function of the numbers of nearest neighbors is also shown
(middle): points represent average values, bars standard deviation. Radial
deformation is also shown along radial direction (bottom). In each figure,
blue curves represent deformation calculated for the space-averaged object,
whereas red points shown the result obtained by fitting equation 4.6 to the
DSE output. Vertical lines represent the interface between fully-coordinated
and under-coordinated atoms. Adapted from [46].
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4.4 Conclusions and outlook
Several static and dynamic effects emerging from MD simulations of
small, clean, metal NP have been discussed and their strong correlation
with atomic coordination and elastic properties underlined. A simple
expression for atomic displacement arising from relaxation of forces at
the particle/environment interface, based on above concepts, has been
formulated and tested against the pattern computed from the DSE of
simulated particles. While it is not possible for the model to describe
localized features arising from particular geometrical conditions, never-
theless it provides a reasonable description of the deformation of a NC.
In principle, the degree of accuracy can be further increased if, after
atomic positions are adjusted by the model, some energetic criterion is
applied to fine-adjust them.
Considerations presented here give just a flavor of the complexity of
dealing with NCs. More details have been investigated and currently
the effort is in including a physical environment in the discussion, par-
ticularly oxygen and capping agents [147, 148].
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Modeling scattering data
Concepts and physical models illustrated so far have been implemented
in the stochastic real-space modeling (StoRM)y algorithm [149], re-
leased under the GNU general public license (GPL) version 3 [150].
The philosophy underlying StoRM grants dignity to data and there-
fore no manipulation is performed while trying to generate a plausible
model.
5.1 The modeling engine
StoRM relies on a stochastic engine to model data. A considerable
quality of Monte Carlo methods (see e.g. [151]) is the ability to escape
local minima, provided the number of iterations is substantial.
At a given iteration k, the configuration is devised according to a set
of parameters ( k, with  varied parameters) and the energy of the
configuration is computed,
2k =
1
P   
PX
p=1

Ik;p   Io;p
p
2
: (5.1)
Above equation conveys the difference between intensity observed (Io)
and computed for a given model (Ik), normalized to the standard un-
yactually, direct-space is more appropriate than real-space but the latter con-
tributes to build a dandy acronym
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certainty () and integrated over the pattern (P points). Given the
true intensity (It), ideally obtained by repeating the measurement an
infinite number of times, the normalization factor is related to the
observed intensity by the expression
Io = It  : (5.2)
If individual photons are counted (pulse counting), then 2 = Io. In the
astonishing event that the intensity computed from the model equals
the true intensity, 2 will equal one (it follows from inserting equation
5.2 in equation 5.1). A sublime discussion on implications of 2 being
different from one, among other important concepts, is given by B.H.
Toby in [152].
Consistently with the Metropolis-Hastings algorithm [5, 153], the tran-
sition from state k   1 to state k is accepted with the probability
Pr [k   1  ! k] :=
8<:
1; if 2k < 2k 1
exp

 
2
k   2k 1
c

; otherwise. (5.3)
The bigger the energy-like term c, the higher the probability for a
transition to be accepted. The normalization factor can be lowered as
the algorithm evolve, like in the simulated annealing procedure [154–
156]. This way, the probability for a higher-energy configuration to
be accepted decreases while iterating. The analogy is the annealing
process in condensed matter physics, used to reduce the number of
defects of a given microstructure, including grain surface.
A set of parameters  is generated at every iteration k (see line 6 in
algorithm 5.1) according to
 
()
k =  
()
 +U ([0; 1])Υ() 2 Ψ(); (5.4)
being U ([0; 1]) a random number uniformly distributed in [0, 1], Υ the
step size for the given parameter , allowed to take any value in Ψ.
The label  indicates the last accepted set.
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Practically, the loop in the algorithm 5.1 proceeds until a good enough
value of 2 is achieved or a maximum number of iterations is performed.
The simulated annealing algorithm is sketched in algorithm 5.1.
Algorithm 5.1 Outline of the simulated annealing algorithm
1: k  0 . iteration number
2: c c0 . initial control parameter
3:    0 and 2  20 . initial configuration and its energy
4: while 2 is not satisfactory do
5: k  k + 1
6:  k and 2k . propose a new configuration
7: if Pr [k   1  ! k] > U ([0; 1]) then . equation 5.3
8:    k and 2  2k . update configuration
9: end if
10: c f (k) . update c according to the cooling schedule
11: end while
5.1.1 Parameters
The way the algorithm walks on the 2 surface determines the number
of iterations to locate an acceptable solution. The former, in turn,
depends on the step size for a given parameter, guessed at the beginning
of the modeling and potentially inappropriate.
5.1.1.1 Tuning
The general behavior of the algorithm consists in simultaneously evolv-
ing all parameters at a given iteration. However, after M steps and
for m iterations,    1 parameters are fixed and the potential energy
surface is sampled only along dimension .
At this stage, the algorithm attempts to guarantee a global acceptance
ratio of the order of 1/2 by tuning the step size of the parameter ,
Υ()T = Υ()
(
(1  ); if acceptance ratio < 1/2
(1 + ); if acceptance ratio > 1/2, (5.5)
being  the tuning coefficient, usually something in the order of 10 1.
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M steps
evolve  (1) :::  (n)
m steps
evolve  (1) / tune Υ(1)
m steps
evolve  (n) / tune Υ(n)
M steps
evolve  (1) :::  (n)
Figure 5.1: Schematic of the procedure used to tune the step size vector.
5.1.1.2 Resolution
Provided a reasonable guess of the solution generated from  ()b , an
estimate of the resolution of each parameter can be evaluated by nu-
merically solving the equation
Δ () =
h
 ()
 
2b  2d
i
Anfg
; (5.6)
being 2d the maximum acceptable displacement from the best value
and A the complete set of parameters. Therefore, the intersection of
each axis of the parameter space and of an iso-2 surface is computed.
Although this procedure implicitly assumes uncorrelated parameters,
still it provides an indication of the effect of displacing a parameter
from its best value and it contributes other information which can be
drawn by inspection of a suitable projection of the iso-surface.
5.1.2 Programming
StoRM mainly adheres to the C++11 standard [157], although the C-
style is often preferred. Heavy-parallel tasks, as discussed in subsection
3.2.1, are programmed using the compute unified device architecture
(CUDA) language [158] and spread across a large number of hosts
exploiting the MPI [77]. Pre- and post-processing chiefly relies on
the Python programming language [159].
5.1.3 Alternative engines
Other algorithms to probe the energy landscape which are currently
under evaluation are replica exchange [160, 161], metadynamics [162]
and an hybrid Monte Carlo/non-linear least squares method.
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5.2 Truncated palladium nanocubes
     Part of this section has been adapted from [104].
Rather than pedantically describe all features in StoRM, the general
workflow is discussed around a case study.
Small metallic crystals for catalysis
A great effort is nowadays devoted to understand morphology-dependent
catalysis processes [163–170]. As discussed in section 4.1, the actual
arrangement of atoms within NCs is more complex than the ideal (tra-
ditional) polyhedral model crystals, especially in the under-coordinated
surface region. This non-idealized atom arrangement and the under-
lying electronic redistribution directly influences the binding energies
of adsorbates, intermediates, and products along reaction pathways on
catalytic surfaces [171–175].
Electron microscopy is amazingly contributing to the characterization
of NCs, supported by the development of aberration-corrected scanning
transmission electron microscopy (TEM) and high angle annular dark
field (HAADF) imaging [125, 176–183]. Although microscopy offers the
highest spatial resolution, down to the atomic scale [184], only a few
NCs represent the entire population, therefore limiting the statistical
basis [178, 185]. In addition, the electron beam can damage the sample
or induce structural transformations [105, 186, 187] and the operation
under vacuum conditions may induce differences with respect to the
actual in operando environment.
Impressive three-dimensional morphological information together with
a spatially resolved map of lattice strain projected on a given crys-
tallographic direction is available by CXD. While this technique can
virtually operate in any environment, the smallest NCs which can be
investigated using currently available instruments are about 60nm in
diameter [188]. Smaller crystalline sizes create considerable and still
unsolved challenges in terms of counting statistics and radiation dose
[189]. These constraints are likely to be alleviated by “next” genera-
tion light sources, X-ray free-electron lasers (XFELs) [190].
The centenarian technique of powder diffraction (PD) can play an im-
portant role in the quest for resolving structure and dynamics of NCs.
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Truncated palladium nanocubes Cubic palladium NCs are widely
investigated system in catalytic applications [167, 168, 191]. As shown
in figure 5.2, electron microscopy (EM) is an invaluable tool to assess
morphological properties. In particular, a glimpse allows to appraise
that NCs are very similar (figure 5.2ab) and that edges and corners are
truncated (figure 5.2d). External shape is therefore not only framed
by (100) planes, but also includes fractions of (110) and (111) planes.
Figure 5.2: TEM (a,d) and HAADF (b) images of palladium NCs. A
particle with [00h] perpendicular to the sample holder and clearly exhibiting
truncated edges and corners is shown in (d). Adapted from [104].
A typical atomic aggregate (c) used as input for StoRM is also depicted.
5.2.1 Atomistic model
The building block of StoRM is merely a set of atomic positions in
DS, as depicted in figure 5.2c. Coordinates can be generated according
to crystallographic rules or by atomistic simulations (see chapter 2).
Each point is associated with the correct (spherical) atomic form factor
and the intensity distribution computed applying methods described
in chapter 3. Ideally, shape and size of the atomic aggregate should be
inferred from EM data.
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5.2.2 Morphological dispersion
Imaging of very small individual particles is generally limited
by radiation effects, independently of whether X-rays or elec-
trons are used. [...] Crystallography, in which 1012 copies of
the specimen are imaged in parallel, is one way around the
dose problem, but it can only be applied to structures that
can be prepared in identical copies; [...].
I.K. Robinson, 2008 [67]
Consider a cylindrical region with radius R = 0:4mm and height H =
1:5mm, filled with small cubes with edge e = 15nm and at a packing
fraction of Φ = 5  10 4. The number of particles inside the region
can be roughly estimated, as the ratio between the volume of the cylin-
der (Vc = R2H) and the volume of the particle normalized over the
packing fraction (V 0p = e3/Φ), to be in order of Vc/V 0p  1011.
At first glance, PD is the ideal tool to investigate NCs since an
enormous (and representative) amount of particles simultaneously con-
tribute the experimental pattern (i) granting statistical validity to the
experiment. To be added, (ii) the information spread over a large
portion of RS (therefore projected over different crystallographic direc-
tions) are available as condensed onto a single line.
Curiously, advantages and disadvantages coincides in PD. In general,
NCs are far from being identical copies: (i) the more disperse the
sample (in terms of shape and size), the larger the “blurring” of infor-
mation. This concept is clarified in figure 5.3 where the PD patterns,
normalized over scatterers, of the fcc particle depicted in figure 5.2c
and for a distribution of objects with same shape and different sizes
are shown. It is of particular interest to evaluate the smoothing effect
on the f200g reflection. In effect, the powder integration preserves
the visibility of fringes related to distance between cube faces, since as
sketched in figure 5.4, they are locally (approximately) tangent to the
powder sphere.
In principle it is still possible to accurately model data, although
dealing with a growing number of variables. Furthermore, (ii) handling
a collapsed version of the RS requires strong physically-sound models,
together with informations from supporting techniques like EM, in
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order to extract meaningful quantities.
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Figure 5.3: DSE pattern of the particle depicted in figure 5.2c (15.0nm
edge). A magnification of the f200g reflection (green rectangle) is reported
(inset, left) together with the same peak obtained by summing the intensity
scattered by fifteen particles, ranging from 9.6 to 20.5 nm edge, normalized
to the number of scatterers (inset, right).
Figure 5.4: A fhk0g RS cut schematically depicting the powder diffraction
sphere (black, dashed), centered on (0; 0; 0) and intersecting the f200g
reflection (magnified on the right) of a fcc cubic crystal. Adapted from [104].
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5.2.2.1 Ensemble strain
Consider the same distribution of particles introduced in figure 5.3
and suppose that the lattice parameter (a0) of each particle is slightly
different one from the other. From the Young-Laplace equation (4.1)
the pressure on the surface of a spherical particle of radius R can be
estimated as a function of the surface energy (). This pressure can in
turn be related to the lattice parameter deformation by [192]
a0   a
a =
2
3

KR; (5.7)
being a the lattice parameter of the associated “bulk” phase and K the
bulk modulus (values for palladium are reported in table 5.1). Equat-
ing the surface area of a sphere of radius R and of a cube of edge e
leads to the relation R = e
p
3/2, to be substituted in equation 5.7,
a0   a
a =
2
3
r
2
3

Ke : (5.8)
Figure 5.5 depicts (i) a DSE pattern computed for fifteen particles,
ranging from 9.6 to 20.5nm edge, sharing the same lattice parameter
a = 3:887596Å and (ii) another pattern calculated for the same set
but with each particle being described by a different lattice parameter,
ranging from 3.886429 to 3.888326Å according to equation 5.8. As
demonstrated by the difference between the two curves, even if each
particle in the ensemble is actually undeformed with respect to its
crystallographic counterpart, a strain-like effect insists on the powder
pattern and has to be taken into account when modeling scattering
data from an ensemble of NCs, the effect being more pronounced the
wider the size distribution.
a, Å (100), Jm 2 s11 s12 s44, TPa 1 K, GPa
3.890 1.645 12.06 -5.178 14.045 180
Table 5.1: Some physical properties of palladium [115, 193]. From the
left, (i) bulk lattice parameter at 300K, (ii) surface energy for the (100)
interface with vacuum, (iii, iv, v) compliance tensor coefficients at 0K, (vi)
bulk modulus.
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Figure 5.5: Sum of the DSE patterns of fifteen particles, from 9.6 to 20.5nm
edge, (black) sharing the same lattice parameter and (red) described by a
one calculated according to equation 5.8. The inset shows a magnification
of peaks inside the green box. Below, the difference between the two curves.
5.2.3 Powder diffraction pattern
Interestingly, the current trend of nanotechnology is toward the pro-
duction of NPs with identical size and shape. Under these conditions
powder diffraction can offer detailed information, in a certain sense
similar to those offered by “imaging techniques”, affording access to
structural details of NC size, shape, and atomic displacement simulta-
neously along many crystallographic directions.
The beamline 11BM at the Advanced Photon Source [194, 195] was
employed to analyze palladium NCs shown in figure 5.2, synthesized
by the C.-K. Tsung group at Boston Collegey. The (transmission)
yB.T. Sneed, M.K. Sheehan and C.-K. Tsung (details in [104])
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Debye-Scherrer geometry [196] was adopted and the sample loaded in
a R = 0:4mm Kapton® capillary, spun at 4,200rpm to improve statis-
tics. The beam, characterized by a wavelength of  = 0:0413874nm,
had a footprint of approximately H = 1:5mm times the diameter of
the capillary. Two measurements of one hour each were performed at
room temperature (T = 298K), counting 0.3s for every point. The
instrumental resolution was amplified with a detection system based
on 12 independent Si(111) analyzers.
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Figure 5.6: Experimental PD pattern of palladium NCs together with (inset)
a magnification (semi-log plot) of the region around the (200) reflection
(inside a green box) showing fringes related to cube faces separation.
Collected data were binned so to further lower the signal-to-noise ratio;
the pattern obtained is reported in figure 5.6, extending from Q  2:3
to 12.3Å 1. The inset reports a magnification (semi-log plot) of the
region around the (200) reflection showing fringes as a fingerprint of the
cubic shape (and of the relatively narrow size distribution, as discussed
in subsection 5.2.2). It is worth nothing that information projected
along 15 crystallographic directions are encoded in the experimental
set, one for each independent Bragg reflection.
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5.2.3.1 Instrumental contribution
The underlying principle of the presented approach is that experimen-
tal data quality has to be excellent: speculations must concern the sam-
ple and not the instrument. Lowest instrumental resolution of 11BM
in the probed Q-region is ΔQ  2:5 10 3, i.e. approximately fifteen
times smaller than the full width at half maximum of the narrower
Bragg peak associated to the sample.
Apart from assessing the beam wavelength by measuring the NIST
SRM-660b LaB6 standard [197, 198] in this study no correction is at-
tempted for instrumental resolution. Although it seems reasonable to
safely neglect the role of the instrument given the efficiency of the
probe, further investigations are currently carried out in order to prop-
erly account for subtle effects.
5.2.3.2 Background
The Kapton® holder obviously contributes the scattered intensity and
needs to be properly accounted for when modeling data. For this pur-
pose, an empty capillary was measured at 11BM and fitted using a
mixture of mathematical functions, namely pseudo-Voigt curves and
Chebyshev polynomials.
Pseudo-Voigt J.I. Langford proposed the employ of the Voigt func-
tion, the convolution of m Cauchy (Lorentzian) and n Gaussian curves
sharing a common origin, for interpreting the breadths of diffraction
profiles [199]. To avoid the convolution, the flexible pseudo-Voigt func-
tion can be defined as a linear combination of those curves. StoRM
implements the normalized for unit height form (see e.g. [200]),
pV (2Θ; 2Θc; !; ) =

1 +

2Θ  2Θc
!
2+
(1  ) exp
 
  ln 2

2Θ  2Θc
!
2!
;
(5.9)
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multiplied by the parameter  which has the physical units of the
measured intensity. In the above equation, the quantity 2Θc indi-
cates the position of the centroid of the peak, characterized by the
FWHM = 2!, and  the mixing parameter.
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Figure 5.7: Experimental scattering pattern of an empty Kapton® capillary
(red dots) reported together with the optimized fitting function (black line,
2  0:7) and residual intensity (blue dots). The yellow region includes
values within plus and minus the standard uncertainty whereas green line
represents the background function obtained after modeling of the signal
emanated from palladium NCs (see text for details).
Chebyshev polynomials Chebyshev polynomials of the first kind
[201] can be defined by the recurrence relation,
Tk (x) = 2xTk 1 (x)  Tk 2 (x) k  2; (5.10)
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where T0 (x) = 1 and T1 (x) = x. StoRM implements a function based
on above polynomials, obtained by remapping the domain on [ 1; 1],
x = 2
2Θ  2Θmin
2Θmax   2Θmin   1; (5.11)
being 2Θmin and 2Θmax the smallest and largest values of 2Θ, and
multiplying the k-th term by the (fitting) coefficient ak,
C (2Θ; a0; :::; a) =
X
k=0
akTk

2
2Θ  2Θmin
2Θmax   2Θmin   1

: (5.12)
Fitting the signal emanated by an empty Kapton® capillary
Seven pseudo-Voigt functions (equation 5.9, 7  4 varied parameters,
vps) were added to a fourth order Chebyshev polynomial (equation
5.12, 5 vps) to create the fit function fb. StoRM was employed to
model the experimental pattern, collected at the same temperature
and implementing the same geometry defined in subsection 5.2.3. The
beam wavelength was  = 0:0412225nm and the counting time 0.1s per
step. The optimized fitting function (2  0:7) and the experimental
pattern are reported in figure 5.7.
Background modeling To account for, exempli gratia, the capillary
being not empty or the likely presence of some carbonaceous production
leftovers contributing the scattered intensity, the background function
is defined as a perturbation of the fit function,
B (2Θ; ; a0; a1; a2; a3) =  fb (2Θ) + C3 (2Θ; a0; a1; a2; a3) : (5.13)
The above is added to the output of the DSE and contributes six vps
when modeling palladium NCs. The background function, normalized
by , is reported in figure 5.7 together with the fit function fb. Inter-
estingly, the difference between the two functions is relatively modest
therefore validating the robustness of the above-described procedure.
It is also worth nothing that the contribution of the capillary to the
scattered intensity is much smaller than the signal due to palladium
NCs, as demonstrated by figure 5.6.
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5.2.3.3 Absorption
The measurement of the transmittance of the intensity when the de-
tector is aligned with the impinging beam (I0) permits to asses sample
absorption by means of the equation (see e.g. [202])
T =
I
I0
=
1
V
Z
V
exp( l) dV = 0:974 (5.14)
being I the transmitted beam, V the volume of the sample with l the
path length of the beam in the crystal, and  the linear attenuation
coefficient. Although in this particular case the transmitted fraction
is so close to unity (R  0:01) that any correction is practically
unnecessary, StoRM can model absorption contribution by numerically
solving equation 5.14 applied to the case in equatorial plane of cylinder
of radius R within the X-ray beam [202]
T (Θ) = 1
R2
Z R
r=0
Z 2
=0
exp

 
q
R2   r2 sin2 (Θ+ )+q
R2   r2 sin2 (Θ  )

cosh (2r sinΘ sin) r dr d
(5.15)
where  is the azimuthal angle. Following the approach by Bowden and
Ryan [203], the contribution of the sample holder (capillary) can also be
taken into account by suitably expressing the path length of the X-ray
beam. Consistently with the general philosophy of StoRM, absorption
coefficients must be provided (i.e. they are not fitting parameters),
together with geometrical characteristics of the sample holder.
Absorption can dramatically affect experimental data both by (i) mod-
ifying scattered intensity and, in the severest cases, by (ii) giving rise
to a slight Θ-dependent displacement of data [204]. Given the trans-
mittance of the impinging beam, the packing fraction for the presented
case can be estimated (see subsection 5.2.2) to be Φ  510 4, approx-
imately a thousand times smaller than for a micron-sized powder. The
low density value likely arises from the complexity of uniformly filling
the capillary with a powder of NCs and from the possible presence of
carbonaceous production leftovers.
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5.2.4 The sample
A plausible model of scattered signal from the so-far described system is
reported in figure 5.8. The result, in the framework of the DS approach
is a distribution (any probability curve or a histogram) of particles,
composed of atoms deformed (according to the model described by
equation 4.6, in this case) with respect to a reference, crystallographic
configuration. Interestingly, deformation generated by the underlying
physical model can be directly visualized as a displacement or a strain
field, according to methods presented in chapter 2.
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Figure 5.8: Experimental scattering pattern of a set of palladium NCs
reported together with a plausible model.
Exempli gratia, figure 5.9 reports the strain field (equation 2.16) pre-
dicted by StoRM for one of the particles belonging to the set. Moreover,
the model implemented by the algorithm for considering the effect of
atomic vibrations provides an estimate of MSD and of the average
degree of correlation among oscillations.
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Parameters varied during modeling are reported in table 5.2, together
with a minimalistic comment.
Figure 5.9: Color map for one of the particles belonging to the set used as
input for StoRM, useful to visualize the strain-field obtained by fitting the
model described by equation 2.13 to experimental data. It is interesting to
notice that the larger deformation (blue) affects less-coordinated atoms.
Young-Laplace law for size-dependent properties In 5.2.2.1
the need for considering properties to change within a sample has been
explained. To this purpose, a Young-Laplace law (see equation 4.1) has
been implemented to map the given (structural or dynamical) property
 on different sizes,
 = 0 +
s
s
; (5.16)
being s the size of the aggregate (the edge of the cube in this case), 0
and s the fit parameters. This further relation, for example, assigns a
different strain field to a different particle. In the case of equation 4.6,
both the “Pauling term”  and the constant offset a vary according to
the Young-Laplace law. Interestingly, one can try connecting sigma
and a to surface energy or bulk modulus by equating equation 5.16 to
equation 4.2 and equation 5.7, respectively.
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vps role
6 background, see subsection 5.2.3.2
13(3) morphology, histogram (probability distribution)
3 deformation, equation 4.6
+2 for mapping values on different sizes, equation 5.16
16(2) atomic vibrations (reduced model)
+1 for mapping one value on different sizes, equation 5.16
Table 5.2: Number of parameters varied (vps) during modeling of data
with a concise comment on their role. In parenthesis, alternative, simplified
formulations useful to approach a fair approximation of the best solution.
5.3 Conclusions and outlook
The PD pattern of a billion-sized population allows for accurately as-
sessing structural and dynamical properties of palladium nanocubes.
Particularly, “defocus” of information due to morphological dispersion
is reduced by relatively narrow size and shape distributions of particles
composing the sample, therefore emphasizing the duality of the DSE
approach. While the greatest flexibility is offered since one is dealing
with single atoms, computing the interference of each results in the
stiffest approach, which provides accurate data only if each subtle fea-
ture discussed so far is properly taken into account.
Although the investigation presented in this chapter is far from being
completed, nevertheless it offers a perfect framework to present the
philosophy underlying StoRM, condensing concepts presented through
this thesis.
Further actions should be carried out to improve the model. Particu-
larly, (i) the beamline has to be better characterized and instrumental
resolution taken into account. In fact, the DSE is a total scattering
technique and ideally requires no aberration to affect experimental pat-
tern. Next, to boost the value of the approach applied to this case of
study, (ii) an ongoing high-resolution transmission electron microscopy
(HRTEM) campaign will provide enough data for a statistically-sound
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comparison of size and shape. Last, (iii) for Monte Carlo methods to
converge to a plausible minimum of the potential energy surface (and
provide a solid guess of the resolution of each parameter) many itera-
tions are needed. This consideration permits to emphasize a drawback
of the presented approach: the computational cost. In this specific
case, every iteration consists in evaluating something in the order of
the number of points composing the pattern times the squared num-
ber of atoms in each particle (approximately half a million in the worst
case). However, as discussed in subsection 3.2.1, the future seems to
be more than promising, from this point of view.
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Outlook
Third- and fourth-generation light sources have granted a tremendous
evolution to scattering techniques, lighting up details at the atomic
scale thanks to the unprecedented spatial and temporal resolution.
Theoretical methods should improve accordingly, progressively reliev-
ing approximations which are consistent with less accurate experimen-
tal techniques. The propensity for an atomistic approach to scattering
ideally fits the case of nanostructured materials, intrinsically lacking
symmetry arguments invoked by traditional approaches, and provides
a natural framework for atomistic simulations.
While through this thesis simulations have been mainly employed to
generate plausible models so to improve the understanding of observed
patterns, in principle they could actively take part in the modeling
procedure: provided an appropriate description of atomic interactions,
they could in fact supply energetic constrains for the modeling engine.
To reliably assess properties, the point of view of other techniques
should be adopted. Interestingly, observables related to a broad range
of experiments can be calculated within a common, unified framework
based on the fact that we are dealing with atoms and electrons. Ex-
empli gratia, for the ideally complementary technique to X-rays (or
neutrons) scattering, transmission electron microscopy, different ap-
proaches exist for computing images (see e.g. [205]). Analogously,
absorption and vibrational spectroscopies can be calculated, for exam-
ple, in the framework of the time-dependent density functional theory
[206].
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The link among techniques is not easy to define, the most straight-
forward option implicitly presented in the case of study in section 5.2,
parallels multi-scale methods where one technique (HRTEM, which
provides valuable information on morphology and defects) informs an-
other one (XRPD, statical and dynamical information with a large
statistical basis).
Computational physics has greatly evolved in the last decades, continu-
ously providing new tools and theories with increasing level of accuracy;
to name but one the Car-Parrinello method [207], integrating classical
molecular dynamics by explicitly including the electrons as degrees of
freedom.
On the other hand, computing power tremendously increases over
time. The powerful IBM-704 (see the historical note in chapter 2) em-
ployed by Alder and Wainwright in 1957 [7] computed 7,000 collisions
among 32 particles in one hour. This machine was able to perform
approximately 4  103 floating-point operations per second (FLOPS)
[208], approximately nine orders of magnitude less than a single mod-
ern graphics processing unit (see table 3.1). In 2008 Germann and
Kadau demonstrated the first trilion-atom simulation [209], and pre-
dicted the achievement of the centimeter/millisecond scale in 50 to 100
years.
Those considerations foreseen a bright future for computational meth-
ods, linking with increasing accuracy theory and experiments therefore
providing exceptionally detailed pictures of atomic properties.
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Abbreviations
Physics
DS direct-space
RPCF radial pair correlation function
MSD mean squared displacement
MMC Metropolis Monte Carlo
MD molecular dynamics
PBC periodic boundary condition
NVE microcanonical ensemble
NVT canonical ensemble
EAM embedded atom method
MEAM modified embedded atom method
ReaxFF reactive force field
EM electron microscopy
TEM transmission electron microscopy
HRTEM high-resolution transmission electron microscopy
HAADF high angle annular dark field
RS reciprocal-space
DSE Debye scattering equation
WPPM whole powder pattern modeling
TDS thermal diffuse scattering
CXD coherent X-ray diffraction
XRD X-ray diffraction
PD powder diffraction
XFEL X-ray free-electron laser
NP nanostructured particle
NC nanostructured crystal
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Computer Science
StoRM stochastic real-space modeling
Computer Science
CPU central processing unit
GPU graphics processing unit
FLOPS floating-point operations per second
FFT fast Fourier transform
GPL GNU general public license
CUDA compute unified device architecture
MPI message passing interface
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Symbols
Z set of integers
{ imaginary unit, p 1
U ([0; 1]) random number uniformly distributed in [0, 1]
sinc(x) sin (x) /x
F Fourier transform operator
kvk l2-norm,
p
x21 + x
2
2 + x
2
3 for real vectors
v^ unit vector, v/ kvk
Pn^ (v) projection of v onto n^, (v  n^) n^
r position vector
_r velocity vector
p momentum vector, p = m _r
N number of atoms
E total energy
T temperature
V volume
P pressure
 (r) electronic density
g (r) radial pair correlation function
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Q wavevector transfer (scattering vector)
Θ half of the scattering angle
 wavelength
f (Q; ~!) atomic form factor
F (Q) structure factor
I (Q) intensity distribution
 standard uncertainty
Z atomic number
N number of nearest neighbors
b bond length
a lattice parameter
S compliance tensor
C stiffness tensor
sij compliance matrix (S) element
cij stiffness matrix (C) element
Zr Zener ratio, 2c44/c11   c12
Ev^ Young’s modulus for a given direction
K bulk modulus
 surface energy
fcc face-centered cubic
r0 reference (as-built) configuration
rd deformed configuration
u displacement vector, r0   rd
94
hr (t)it average-position configuration
FWHM full width at half maximum
vp varied parameter
~ reduced Planck constanty, 6:58211928 (15) 10 16eVs
kB Boltzmann constanty, 8:6173324 (78) 10 5eVK 1
yDatum taken from [213]
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