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Abstract
The paper presents the geometry of Lie algebroids and its appli-
cations to optimal control. The first part deals with the theory of
Lie algebroids, connections on Lie algebroids and dynamical systems
defined on Lie algebroids (mainly Lagrangian and Hamiltonian sys-
tems). In the second part we use the framework of Lie algebroids in
the study of distributional systems (drift less control affine systems)
with holonomic or nonholonomic distributions.
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PREFACE
The present paper is devoted to Lie algebroids geometry and its ap-
plications to optimal control and variational calculus. The framework of
the differential geometry is very useful in modelling and understanding of a
large class of natural phenomena. The Lie geometric methods are applied
successfully in differential equations, optimal control theory or theoretical
physics. In the most of cases the study is starting with a variational problem
formulated for a regular Lagrangian (see [1]), on the tangent bundle TM
over the manifold M and very often the whole set of problems is transferred
on the dual space T ∗M , endowed with a Hamiltonian function, via Legen-
dre transformation. The case of a non-regular Lagrangians is also studied.
The problem in this case is that the proposed Lagrangian formalism yields
a singular Lagrangian description, which makes the Legendre transform ill-
defined and thus no straightforward Hamiltonian formulation can be related.
One of the motivations for the present work is the study of Lagrangian sys-
tems subjected to external constraints (holonomic or nonholonomic). These
systems have a wide application in many different areas as optimal control
theory, mathematical economics or sub-Riemannian geometry.
In the last years the investigations have led to a geometric framework
which is covering these phenomena. It is precisely the underlying structure
of a Lie algebroid on the phase space which allows a unified treatment.
This idea was first introduced by A. Weinstein [125, 23] in order to define
a Lagrangian formalism which is very useful for the various types of such
systems.
The concept of Lie algebroids have been introduced into differential ge-
ometry since the early 1950, and also can be found in physics and algebra,
under a wide variety of names. However, the fundamental concept has been
introduced in sixties by J. Pradines [112] in relation with Lie groupoids. For
every Lie groupoid there exists an associated Lie algebroid, like as for every
Lie group there exists an associated Lie algebra. A Lie algebroid [73, 75]
over a smooth manifold M is a real vector bundle (E, π,M) with a Lie alge-
bra structure on its space of sections, and an application σ, named anchor,
which induces a Lie algebra homomorphism from sections of E to vector
fields on M . It is convenient to think a Lie algebroid as a substituent for
the tangent bundle of M , an element e of E as a generalized velocity, and
the actual velocity v on TM is obtained when applying the anchor to e, i.e.,
σ(e) = v.
The basic example of Lie algebroid over the manifold M is the tangent
bundle TM itself, with the identity mapping as anchor. Every integrable
distribution of TM is a Lie algebroid with the inclusion as anchor and in-
duced Lie bracket, and every Lie algebra is a Lie algebroid over one point.
An important Lie algebroid is the cotangent bundle of a Poisson manifold
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[60]. Being related to many areas of geometry, as connections theory [75, 40,
24, 31, 49, 76, 111, 95] cohomology [73, 75] foliations and pseudogroups, sym-
plectic and Poisson geometry [66, 124, 120, 39, 121, 61, 33, 36, 97, 99, 107]
the Lie algebroids are today the object of extensive studies. More precisely,
Lie algebroids have applications in mechanical systems and optimal control
theory [30, 77, 78, 49, 29, 44, 4, 92, 96, 98, 16] (distributional systems) and
are a natural framework in which one can be developed the theory of dif-
ferential operators (exterior derivative and Lie derivative) and differential
equations.
In his papers [73, 75] K. Mackenzie has been achieved a unitary study
of Lie groupoids and algebroids and together with P. Higgins [46] have in-
troduced the notion of prolongation of a Lie algebroid over a smooth map,
useful in the study of induced vector bundle by the Lie algebroid structure.
Using the geometry of Lie algebroids, A. Weinstein [125] shows that is possi-
ble to give a common description of the most interesting classical mechanical
systems. He developed a generalized theory of Lagrangian mechanics and
obtained the equations of motions, using the Poisson structure on the dual
of a Lie algebroid and Legendre transformation associated with a regular
Lagrangian. In the last years the problems raised by A. Weinstein have
been investigated by many authors. Thus, E. Martinez [69, 70, 72] obtained
the same Euler-Lagrange equations using the symplectic formalism for La-
grangian and Hamiltonian, similarly with the J. Klein formalism [57] for the
classical Lagrangian mechanics.
In the classical version of the tangent bundle (E = TM) the Klein’s
method is based on the vector bundle structure of TM and the existence
of a vector-valued 1-form. Such a form does not exist for a general Lie al-
gebroid [65] because of different dimensions of the horizontal and vertical
distributions, and so Klein’s approach is not applied directly. To overcome
this difficulty, E. Martinez, M de Leon, J. C. Marero [69, 64] have proposed a
modified version, in which the bundles tangent to E and E∗ are replaced by
the prolongations T E and T E∗ (in sense Higgins and Mackenzie [46]). The
nonholonomic Lagrangian systems and Hamiltonian mechanics on Lie alge-
broids are studied by a group of E. Martinez [64]. The first step in studying
the mechanical control systems on Lie algebroids seems to be done by J.
Cortes and E. Martinez [30], which also approached the problem of accessi-
bility and controllability. A framework for nonholonomic systems, using a
subbundle of a Lie algebroids is proposed by T. Mestdag and B. Langerock
[77]. A start in the study of some problems of control affine systems and
sub-Riemannian geometry, using the framework of Lie algebroids is due to
D. Hrimiuc and L. Popescu [49, 96, 98].
Control theory is splitting in two major branches: the first is the control
theory of problems described by partial differential equations where the ob-
jective functionals are mostly quadratic forms, and the second is the control
theory of problems described by the parameter dependent ordinary differ-
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ential equations. In this last case it is more frequent to deal with non-linear
systems and non-quadratic objective functional. The mathematical models
from the optimal control theory cover also the economic growth in both open
and closed economies, exploitation of (non-) renewable resources, pollution
control, behavior of firms or differential games [38, 115, 116].
The geometric methods in the control theory have been applied by many
authors (see [18, 56, 15, 71]). One of the most important issues in the
geometric approach is the analysis of the solution to the optimal control
problem as provided by Pontryagin’s Maximum Principle; that is, the curve
c(t) = (x(t), u(t)) is an optimal trajectory if there exists a lifting of x(t) to
the dual space (x(t), p(t)) satisfying the Hamilton equations, together with
a maximization condition for the Hamiltonian with respect to the control
variables u(t).
In the paper [71] E. Martinez presents the Pontryagin Maximum Princi-
ple on Lie algebroids using the prolongation (in sense of Higgins and Macken-
zie [46]) of the Lie algebroid over the vector bundle projection of a dual
bundle. In this paper we study some distributional systems with positive
homogeneous cost, using the Pontryagin Maximum Principle at the level of
a Lie algebroid.
”In spite of that, the control theory can be considered part of the gen-
eral theory of differential equations, the problems that inspires it and some
of the results obtained so far, have configured a theory with a strong and
definite personality, that is already offering interesting returns to its an-
cestors. For instance, the geometrization of non-linear affine-input con-
trol theory problems by introducing Lie-geometrical methods into its anal-
ysis, started already by R, Brocket [18], is inspiring classical Riemannian
geometry and creating what is called today sub-Riemannian geometry”
[118, 85, 14, 2, 22, 9, 10, 11, 12, 13].
If M is a smooth n-dimensional manifold then a sub-Riemannian struc-
ture on M is a pair (D, g) where D is a distribution of rank m and g is a
Riemannian metric on D. A piecewise smooth curve on M is called hori-
zontal if its tangent vectors are in D. The length of a horizontal curve c is
defined by
L(c) =
∫
I
√
g(c˙(t))dt, (1)
where g is a Riemannian metric on D. The distance between two points a
and b is d(a, b) = infL(c), where the infimum is taken over all horizontal
curves connecting a to b. The distance is assumed to be infinite if there is no
horizontal curve that connects these two points. If locally, the distribution
D of rank m is generated by Xi, i = 1,m a sub-Riemannian structure on M
is locally given by a control system
x˙ =
m∑
i=1
ui(t)Xi(x), (2)
6
of constant rankm, with the controls u(.). The controlled paths are obtained
by integrating the system (2) and are the geodesics in the framework of
sub-Riemannian geometry. If D is assumed to be bracket generating, i.e.
sections of D and iterated brackets span the entire tangent space TM , by a
well-known theorem of Chow [25] the system (2) is controllable, that is for
any two points a and b, there exists a horizontal curve which connects these
points (M is assumed to be connected).
The concept of sub-Riemannian geometry can be extended to a more
general setting, [49, 27, 28] by replacing the Riemannian metric with a posi-
tive homogeneous one. For the theory of optimal control this extension
is equivalent to the change of the quadratic cost of a control affine system
with a positive homogeneous cost. Also, the case of distributionD with non-
constant rank is generating interesting examples (Grushin case [37, 49]).
The case when the distribution D generated by vector fields Xi, i =
1,m is integrable is also studied. In this case the distribution determines a
foliation on M and two points can be joined if and only if belongs to the
same leaf. In order to find the optimal trajectory of the system one uses the
Pontryagin Maximum Principle at the level of Lie algebroids, built different
in the case of holonomic or nonholonomic distributions.
* * *
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The paper is organized in two parts. The first part entitled The ge-
ometry of Lie algebroids contains seven chapters. In the first chapter some
preliminaries concerning geometrical structures on the total space of a vector
bundle are presented [82]. We focus on the notions of nonlinear connection
and covariant derivative. In the next chapter we present the notion of Lie
algebroid including the cohomology and structure equations [73]. The notion
of prolongation of a Lie algebroid over the vector bundle projection is stud-
ied in the chapter three. The Ehresmann nonlinear connection N = −LSJ
with the coefficients given by
N βα =
1
2
(
−∂S
β
∂yα
+ yεLβαε
)
,
is investigated and the relations with the Ehresmann connections on tangent
bundles TE and TM are pointed out. In the chapter four we introduce the
notion of dynamical covariant derivative and metric nonlinear connection
at the level of the Lie algebroid T E. The Lagrangian formalism on Lie
algebroids yields a canonical semispray [70]
Sε = gεβ
(
σiβ
∂L
∂xi
− σiα
∂2L
∂xi∂yβ
yα − Lθβαyα
∂L
∂yθ
)
,
and a canonical Ehresman connection, which is a metric nonlinear connec-
tion. We also have the Lagrange equations on Lie algebroids given by [125]
dxi
dt
= σiαy
α,
d
dt
(
∂L
∂yα
)
= σiα
∂L
∂xi
− Lθαβyβ
∂L
∂yθ
.
In the case of positive homogeneous Lagrangian (Finsler function) we find
a canonical Ehresmann connection which depends only on Finsler function
and the structure functions of the Lie algebroid.
In the chapter five we deal with the prolongation of a Lie algebroid over
the vector bundle projections of a dual bundle. We introduce the notions of
dual adapted tangent structure J and J -regular sections. These structures
induce a canonical nonlinear connection N = −LρJ with the coefficients
given by [50]
Nαβ = 1
2
(
tαγ
∂ρβ
∂µγ
− σiαtγβ
∂ξγ
∂qi
− ρ(tαβ) + ξγtλβLλγα
)
.
In the case of Hamiltonian formalism these coefficients become [103]
Nαβ = 1
2
(σiγ{gαβ ,H} −
∂2H
∂qi∂µε
(σiβgαε + σ
i
αgβε) +
+ µγL
γ
εκ
∂H
∂µε
∂gαβ
∂µκ
+ µγL
γ
αβ +
∂H
∂µδ
(gαεL
ε
δβ + gβεL
ε
δα)),
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where {·, ·} is the Poisson bracket. The corresponding Hamilton equations
on Lie algebroid are given by [125, 64]
dqi
dt
= σiα
∂H
∂µα
,
dµα
dt
= −σiα
∂H
∂qi
− µγLγαβ
∂H
∂µβ
.
In the chapter six we introduce the notion of dynamical covariant derivative
and metric nonlinear connection at the level of a Lie algebroid T E∗. We
prove that the canonical nonlinear connection induces by a regular Hamilto-
nian is a unique metric and symmetric nonlinear connection. In the chapter
seven we investigate some aspects of the Lie algebroids geometry endowed
with a Poisson structures, the so-called Poisson-Lie algebroids.
Author’s papers [49, 50, 91, 92, 94, 95, 96, 97, 99, 100, 103, 104, 105,
106, 107, 109] are used in writting this part.
The purpose of the second part entitled Optimal Control is to study
the drift less control affine systems (distributional systems) with positive
homogeneous cost, using the Pontryagin Maximum Principle at the level of
a Lie algebroid in the case of constant rank of distribution.
We prove that the framework of Lie algebroids is better than cotangent
bundle in order to solve some problems of drift less control affine systems.
In the first chapter the known results on the optimal control systems are
recalled by geometric viewpoint. In the next chapter the distributional sys-
tems are presented and the relation between the Hamiltonians on E∗ and
T ∗M is given by
H(p) = H(µ), µ = σ⋆(p), p ∈ T ∗xM, µ ∈ E∗x.
We investigate the cases of holonomic and nonholonomic distributions with
constant rank. In the holonomic case, we will consider the Lie algebroid
being just the distribution whereas in the nonholonomic case (i.e., strong
bracket generating distribution) the Lie algebroid is the tangent bundle with
the basis given by vectors of distribution completed by the first Lie brackets.
Also, the case of distribution D with non-constant rank is studied in the
last two sections of the chapter and some interesting examples are given. In
the last chapter we present the intrinsic relation between the distributional
systems and sub-Riemannian geometry. Thus, the optimal trajectory of our
distributional systems are the geodesics in the framework of sub-Riemannian
geometry. We investigate two classical cases: Grusin plan and Heisenberg
group, but equipped with positive homogeneous costs (Randers metric). We
are using the Pontryagin Maximum Principle at the level of Lie algebroids,
in the case of Heisenberg group and show that this idea is very useful in
order to solve a large class of distributional systems. Author’s papers [50,
96, 98, 101, 102, 106, 108] are used in writing this part.
In my opinion, the paper is useful to a large class of readers: graduate
students, mathematicians and to everybody else interested in the subject
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1 THE GEOMETRY OF LIE ALGEBROIDS
The purpose of this first part is to study the geometry of a Lie algebroid
and its prolongations over the vector bundles projections. A Lie algebroid
[73, 75] over a smooth manifold M is a real vector bundle (E, π,M) with a
Lie algebra structure on its space of sections, and an application σ, named
the anchor, which induces a Lie algebra homomorphism from the sections
of E to vector fields on M . For this reason, in the first chapter we present
some results on the geometry of the total space of a vector bundle, including
nonlinear connections and covariant derivatives. In the next chapter we give
only the relevant formulas for Lie algebroid cohomology we shall need later,
and refer the reader to the monograph [73] for further details.
The chapter three deals with the prolongation T E of a Lie algebroid
over the vector bundle projection. We introduce the Ehresmann nonlinear
connection on the Lie algebroid T E and study its properties [95, 92]. We
show that the vertical part of the Lie brackets of horizontal sections from
the basis represents the components of the curvature tensor of the nonlinear
connection. We study the related connections and show that a connection
on the tangent bundle TE induces a connection on the Lie algebroid T E.
We introduce an almost complex structure on Lie algebroids and prove that
its integrability is characterized by zero torsion and curvature property of
the connection. We present the notion of dynamical covariant derivative
at the level of a Lie algebroid and show that the metric compatibility of
the semispray and associated nonlinear connection gives the one of the so
called Helmholtz conditions of the inverse problem of Lagrangian Mechanics.
In the homogeneous case a canonical nonlinear connection associated to a
Finsler function is determined. We study the linear connections on T E and
determine the torsion and curvature.
In the chapter four we study the dynamical covariant derivative and
metric nonlinear connection on T E [104]. We introduce the dynamical co-
variant derivative as a tensor derivation and study the compatibility condi-
tions with a pseudo-Riemannian metric. In the case of SODE connection we
find the expression of Jacobi endomorphism and its relation with curvature
tensor. We prove that the canonical nonlinear connection induced by a reg-
ular Lagrangian is a unique connection which is metric and compatible with
symplectic structure. Also the invariant form of the Helmholtz conditions
on Lie algebroids are given (see also [35]).
The chapter five deals with the prolongation T E∗ of a Lie algebroid over
the vector bundle projection of a dual bundle. We study the properties of the
11
connections on T E∗ [50, 94, 96] and introduce the notions of adapted almost
tangent structure, almost complex structure and characterize the integrabil-
ity conditions in terms of torsion and curvature of the connection. We prove
that every J -regular section (in particular, any regular Hamiltonian on E∗)
determines a canonical Ehresmann connection on the Lie algebroid T E∗.
We introduce some generalizations of the Hamilton sections, as a mechani-
cal structures and semi-Hamiltonian sections and study their properties. In
the last part of this chapter, using the diffeomorphism from T E∗ and T E
[64] induced by a regular Hamiltonian, we can transfer many geometrical
results between these spaces. Thus, a semispray on T E is transformed into
a semi-Hamiltonian section on T E∗ if and only if the nonlinear connection
on T E determined by semispray is just the canonical nonlinear connection
induced by regular Lagrangian, via Legendre transformation.
In the chapter six we study the dynamical covariant derivative and met-
ric nonlinear connection on T E∗ [109]. Using the notion of J -regular section
we introduce the dynamical covariant derivative as a tensor derivation. In
the case of nonlinear connection induce by a J -regular section we find the
expression of Jacobi endomorphism and its relation with curvature tensor.
Finally, we prove that the canonical nonlinear connection induced by a reg-
ular Hamiltonian is the unique metric and symmetric nonlinear connection.
In the chapter seven we investigate some aspects of the Lie algebroids
geometry endowed with a Poisson structures [97, 99, 107], which generalize
the Poisson manifolds. We recall the Cartan calculus and the Schouten-
Nijenhuis bracket at the level of Lie algebroids and introduce the Poisson
structure on Lie algebroids. We study the properties of linear contravariant
connection and its tensors of torsion and curvature. In the last part of this
section we find a Poisson connection which depends only on the Poisson
bivector and structural functions of Lie algebroid, which generalize some
results of Fernandes from [39]. Also the geodesic equations are given. We
study the properties of the complete lift of a Poisson bivector on T E and
introduce the notion of horizontal lift. The compatibility conditions of these
bivectors are investigated. Finally, the compatibility conditions between the
canonical Poisson structure and the horizontal lift on T E∗ are given.
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1.1 The geometry of the total space of a vector bundle
1.1.1 Connections on vector bundles
The connections theory is an important topic of the differential geometry
with important applications in Differential Equations or Optimal Control.
In this section we shall present only the notion of Ehresmann nonlinear con-
nection and induced geometrical structures. Also, the covariant derivative is
described. For more details and complete proofs we refer to the monographs
[59, 63, 79, 82].
Let us consider the n-dimensional differentiable manifoldM and a vector
bundle (E, π,M) over M , with type fibre F = Rm. The structure of the
vector bundle is given by a vectorial atlas {(Ui, ψi,Rm)}i∈I such that
1) (Ui)i∈I is an open covering of the manifold M .
2) The mappings ψi : π
−1(Ui) → Ui × Rm are bijective and satisfy the
relation
π
(
ψ−1i (x, f)
)
= x, x ∈M, f ∈ Rm.
3) For every pair (i, j) ∈ I × I, such that Ui ∩ Uj 6= ∅ there exists a
smooth mapping gij : Ui ∩ Uj → GL(m,R) with Ψ−1i,x = Ψ−1j,x ◦ gji(x) for
every x ∈ Ui ∩ Uj where Ψ−1i,x is the restriction of ψ−1i to {x} × Rm.
Let {(Ui, ϕi)}i∈I be an atlas on the manifold M such that Ui belongs
to the maps domain into vectorial atlas {(Ui, ψi,Rm)}i∈I . We obtain that
{(π−1(Ui), hi)}i∈I with
hi : π
−1(Ui)→ Rn × Rm, hi(u) = (ϕi(π(u)), ψi,π(u)(u)),
is a differentiable atlas on the manifold E. If (Uj , ϕj) is another local chart
on M with Ui ∩ Uj 6= ∅ and (Uj , ψj ,Rm) is a bundle chart, then
(hj ◦ h−1i )(x, y) = ((ϕj ◦ ϕi)(x), gji(ϕi(x)y) , (x, y) ∈ Rn ×Rm.
We will denote byMa
′
a (x) the entries of the matrix associated with the linear
application gji(ϕi(x)). For x ∈ U ⊂ M we take ϕi(x) = (xi) ∈ Rn, i = 1, n
and considering ϕj(x) = (x
i′) then ϕj ◦ ϕ−1i has the form
xi
′
= xi
′
(x1, ..., xn), rank
(
∂xi
′
∂xi
)
= n.
A tangent vector Xx at the point x ∈ M will be locally represented by the
pair (xi, yi), where (yi) is given by Xx = y
i ∂
∂xi
. Therefore, the transforma-
tions of coordinates on differentiable manifold TM have the form
xi
′
= xi
′
(x1, ..., xn), rank
(
∂xi
′
∂xi
)
= n, yi
′
=
∂xi
′
∂xi
yi. (1.1.1)
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A point u ∈ E on the total space of a vector bundle (E, π,M) is locally rep-
resented by the pair (xi, ya) ∈ Rn×Rm . The transformations of coordinates
(xi, ya)→ (xi′ , ya′) on E are of the form [82]
xi
′
= xi
′
(x1, ..., xn), rank
(
∂xi
′
∂xi
)
= n,
ya
′
=Ma
′
a (x)y
a, rank(Ma
′
a (x)) = m.
(1.1.2)
For the vector bundle (E, π,M) we consider π∗ : TE → TM the tangent
application of π. The application π∗ is a π -morphism of vector bun-
dles between tangent bundles (TE, πE , E) and (TM,πM ,M). The kernel
of this π-morphism is a subbundle of vector bundle (TE, πE , E), denoted
(V E, πV , E) = Ker π∗, which will be called the vertical subbundle. The
total space is V E = ∪Vu , where Vu = Ker π∗, u ∈ E.
A tangent vector Xu at the point u ∈ E has the local representation
(xi, ya,Xi, Aa), where the coefficients
(
Xi
) ∈ Rn and (Aa) ∈ Rm are defined
by the relation Xu = X
i ∂
∂xi
+ Aa ∂∂ya . The tangent application π∗ is locally
represented by π∗(x, y,X,A) = (x,X). Consequently, the local fibres of
vector bundle (TE, π∗, TM) are isomorph with {x}×Rm×{X}×Rm ≃ R2m.
Because π∗( ∂∂ya ) = 0, it results that the functions { ∂∂ya }, a = 1,m determine
a local basis of the vertical distribution {u → Vu | u ∈ E}, which means
that Vu is integrable. The elements of the vertical subbundle have de form
(x, y, 0, A), that is the fibres of vertical subbundle V E are locally isomorph
with Rm. Let π∗TM be the induced vector bundle of tangent bundle over
the application π : E →M and π! : TE → π∗TM given by
π!(Xu) = (u, π∗(Xu)).
This application is a morphism of vector bundles, and follows that the ap-
plication π! is a surjection and
Ker π! = Ker π∗ = V E.
Therefore, it results that the following sequence of vector bundles over E is
exact
0→ V E i→ TE π!→ π∗TM → 0. (1.1.3)
where i : V E → TE is the inclusion map.
We can present now a definition of the Ehresmann connection, called
usually nonlinear connection.
Definition 1.1.1 The nonlinear connection in the vector bundle (E, π,M)
is a splitting on the left of the exact sequences (1.1.3).
It results that a nonlinear connection in (E, π,M) is a morphism of
vector bundle N : TE → V E such that N ◦ i = Id |V E . The kernel of the
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morphism N is a vector subbundle of the bundle (TE, πE , E), which will be
called horizontal subbundle and will be denoted (HE,πH , E). Therefore, the
vector bundle (TE, πE , E) is the Whitney sum of the horizontal and vertical
subbundles. Thus we have the following characterization of the nonlinear
connection.
Proposition 1.1.1 A nonlinear connection in (E, π,M) is determined by
the existence of the vector subbundle (HE,πH , E) of the tangent bundle over
E, (TE, πE , E) such that TE = HE ⊕ V E.
The restriction π! |HE of the application π! to the horizontal subbundle
HE is an isomorphism of vector bundles. The component π∗ : HE → TM
of the application π! |HE is a π-morphism and its restriction to the fibres
is an isomorphism. Therefore, for any vector field X on M , there exists a
horizontal vector field on E, such that π∗(Xh) = X. The vector field Xh is
called the horizontal lift of the vector field X. The horizontal lift has a local
representation (
∂
∂xi
)h
=
δ
δxi
, i = 1, n,
thus, we determine a local basis { δ
δxi
} of HuE. This vector field can be
represented in the form δ
δxi
= Aji
∂
∂xj
+Bai
∂
∂ya , but the condition π∗
(
δ
δxi
)
=
∂
∂xi
implies Aij = δ
i
j and the fact that
δ
δxi
are the kernel of the mapping N
gives Bai = −Nai . It results
δ
δxi
=
∂
∂xi
−Nai
∂
∂ya
, (1.1.4)
We obtain a new basis
(
δ
δxi
, ∂∂ya
)
of the tangent bundle TuE which is called
the Berwald basis associated to the nonlinear connection N .
If we denote Nai , i = 1, n, a = 1,m the coefficients of a nonlinear con-
nection, then it results [82]:
Proposition 1.1.2 By a change of the local coordinates (1.1.2) on the vec-
tor bundle (E, π,M), the local coefficients Nai of a nonlinear connection N
change as follows
Na
′
i′
∂xi
′
∂xi
=Ma
′
a N
a
i −
∂Maa′
∂xi
ya. (1.1.5)
A nonlinear connection in the vector bundle (E\{0}, π,M) is said to be
homogeneous (respective linear) if the coefficients Nai (x, y) are homogeneous
(respective linear) with respect to the second argument.
We define a morphism v : X (E) → X (E) such that v(X) = −N(X) if
X ∈ Γ(V E) and v(X) = 0, for X ∈ Γ(HE). It follows that the morphism
v : X (E)→ X (E) has the properties:
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1◦ v(X (E)) ⊂ Γ(V E),
2◦ {v(X) = X} ⇔ X ∈ Γ(V E),
and it determines a nonlinear connection in (E, π,M) since Kerv = Γ(HE).
It results that v2 = v, i.e. v is a projector, which is called the vertical
projector of the nonlinear connection N . Analogously, a nonlinear con-
nection in the vector bundle (E, π,M) is characterized by the morphism
h : X (E) → X (E) with the properties h2 = h, Ker h = Γ(V E), and h is
called the horizontal projector of the nonlinear connection N. It results that
h+ v = Id. In [82] one proves:
Proposition 1.1.3 A nonlinear connection in a vector bundle (E, π,M)
is characterized by an almost product structure P on E whose distribution
of eigensubspaces which correspond to the eigenvalue −1 coincides to the
vertical distribution.
From the previous consideration it follows that
P = 2h− Id = Id− 2v = h− v, P 2 = Id.
The existence of the nonlinear connection in (E, π,M) leads to the decom-
position
X (E) = Γ(HE) ⊕ Γ(V E)⇒ X = hX + vX, ∀X ∈ X (E).
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1.1.2 Covariant derivative
We consider a local basis {sa} of the sections of the bundle π−1(U) → U ,
U ⊂ M and it results ρ = ρa(x)sa, ρ ∈ Γ(E). The nonlinear connection N
induces a covariant derivative for the sections in E defined as follows
DXρ = X
i
(
∂ρa
∂xi
+Nai (x, ρ(x))X
i
)
sa,
where
X = Xi
∂
∂xi
∈ Γ(TM).
This covariant derivative has the properties:
1◦ DX+Y = DX +DY ,
2◦ DfXρ = fDXρ, X, Y ∈ Γ(TM).
If N is homogeneous one also has
3◦ DX(fρ) = X(f)ρ+ fDXρ, ρ ∈ Γ(E), f ∈ F(M).
If N is linear, then the covariant derivative satisfies 1◦, 2◦, 3◦ and
4◦ DX(ρ1 + ρ2) = DXρ1 +DXρ2, ρ1, ρ2 ∈ Γ(E).
Let c : [a, b] → M , t → c(t) be a smooth curve on the manifold M and
·
c: [a, b]→ TM the tangent field along the curve c. Setting D ·
c
ρ = Dρdt we say
that the section ρ in (E, π,M) is parallel along c if Dρdt = 0 and it results:
Proposition 1.1.4 A local section ρ of the bundle π−1(U) → U , U ⊂ M
is parallel along the curve c with c([a, b]) ⊂ U if and only if
dρa
dt
+Nai (x, ρ(x))
dxi
dt
= 0, ρ = ρa(x)sa, x ∈ U.
The decomposition TuE = HuE ⊕ VuE in the vector bundle (E, π,M)
leads to the decomposition (TuE)
∗ = (VuE)⊥ ⊕ (HuE)⊥ , for u ∈ E, where
(VuE)
⊥ denotes the subspace of 1-forms on TuE which vanish on horizontal
vectors, and (HuE)
⊥ denotes the subspace of 1-forms on TuE which vanish
on vertical vectors. Therefore, we have
ω = hω + vω, ∀ω ∈ ∧1(E),
where hω(X) = ω(hX) and vω(X) = ω(vX). The dual Berwald basis is
(dxi, δya), where
δya = dya +Nai dx
i. (1.1.6)
Proposition 1.1.5 The Berwald basis
(
δ
δxi
, ∂∂ya
)
and its dual (dxi, δya)
transform under a change of coordinates (1.1.2) as follows
δ
δxi
=
∂xi
′
∂xi
δ
δxi′
,
∂
∂ya
=Ma
′
a
∂
∂ya′
,
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dxi =
∂xi
∂xi′
dxi
′
, δya =Maa′δy
a′ .
The Lie brackets of the vector fields of Berwald basis are given by[
δ
δxi
,
δ
δxj
]
= Raji
∂
∂ya
,
[
δ
δxi
,
∂
∂ya
]
=
∂N bi
∂ya
∂
∂yb
,
[
∂
∂ya
,
∂
∂yb
]
= 0,
(1.1.7)
where
Rajk =
δNaj
δxk
− δN
a
k
δxj
. (1.1.8)
In the following we deal with the curvature of a nonlinear connection N .
Definition 1.1.2 The curvature of a nonlinear connection N is given by
Ω = −Nv, (1.1.9)
where v is the vertical projector induced by N and Nv is the Nijenhuis tensor
associated to v,
Nv(X,Y ) = [vX, vY ]− v[vX, Y ]− v[X, vY ] + v2[X,Y ], X, Y ∈ X (E).
In local coordinates, we set
Ω =
1
2
Ωaij(dx
i ∧ dxj)⊗ ∂
∂ya
,
and using (1.1.9), we obtain
Ω(hX, hY ) = −v[hX, hY ], Ω(hX, vY ) = Ω(vX, vY ) = 0, (1.1.10)
and then
Ωaij = −Raij =
δNaj
δxi
− δN
a
i
δxj
. (1.1.11)
The equality v = Id− h leads to Nv = Nh, and we obtain Ω = −Nh.
Proposition 1.1.6 The following equation holds
[Xh, Y h] = [X,Y ]h − Ω(Xh, Y h).
Using (1.1.10) follows a characterization of the integrability of the hori-
zontal distribution.
Theorem 1.1.1 The horizontal distribution of a nonlinear connection N is
integrable if and only if the curvature vanishes.
See [20, 82] for the particular case of the tangent bundle.
18
1.2 Lie algebroids
1.2.1 Cohomology
LetM be a real, C∞-differentiable, n-dimensional manifold and (TM,πM ,M)
its tangent bundle.
Definition 1.2.1 A Lie algebroid over a manifoldM is a triple (E, [·, ·]E , σ),
where (E, π,M) is a vector bundle of rank m over M, which satisfies the fol-
lowing conditions:
a) C∞(M)-module of sections Γ(E) is equipped with a Lie algebra structure
[·, ·]E .
b) σ : E → TM is a bundle map (called the anchor) which induces a Lie
algebra homomorphism (also denoted σ) from the Lie algebra of sections
(Γ(E), [·, ·]E ) to the Lie algebra of vector fields (χ(M), [·, ·]) satisfying the
Leibniz rule
[s1, fs2]E = f [s1, s2]E + (σ(s1)f)s2, ∀s1, s2 ∈ Γ(E), f ∈ C∞(M). (1.2.1)
From the above definition it results:
1◦ [·, ·]E is a R-bilinear operation,
2◦ [·, ·]E is skew-symmetric, i.e.
[s1, s2]E = −[s2, s1]E , ∀s1, s2 ∈ Γ(E),
3◦ [·, ·]E verifies the Jacobi identity
[s1, [s2, s3]E ]E + [s2, [s3, s1]E ]E + [s3, [s1, s2]E]E = 0, (1.2.2)
and σ being a Lie algebra homomorphism, means that
σ[s1, s2]E = [σ(s1), σ(s2)]. (1.2.3)
The existence of a Lie bracket on the space of sections of a Lie algebroid
leads to a calculus on its sections analogous to the usual Cartan calculus on
differential forms. In this paragraph we give only the relevant formulas for
Lie algebroid cohomology we shall need later, and refer the reader to the
monograph [73] for further details.
If f is a function on M , then df(x) ∈ E∗x is given by 〈df(x), a〉 = σ(a)f ,
for ∀a ∈ Ex. For ω ∈
∧k(E∗) the exterior derivative dEω ∈ ∧k+1(E∗) is
given by the formula
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dEω(s1, ..., sk+1) =
k+1∑
i=1
(−1)i+1σ(si)ω(s1, ..., ˆsi, ..., sk+1)+
+
∑
1≤i<j≤k+1
(−1)i+jω([si,sj]E , s1, ..., ˆsi, ..., ˆsj, ...sk+1). (1.2.4)
where si ∈ Γ(E), i = 1, k + 1, and the hat over an argument means the
absence of the argument. It results that
(dE)2 = 0, (1.2.5)
dE(ω1 ∧ ω2) = dEω1 ∧ ω2 + (−1)deg ω1ω1 ∧ dEω2, (1.2.6)
The cohomology associated with dE is called the Lie algebroid cohomology
of E and is denoted by H•(E). Also, for ξ ∈ Γ(E) one can define the Lie
derivative with respect to ξ by
Lξ = iξ ◦ dE + dE ◦ iξ, (1.2.7)
where iξ is the contraction with ξ.
1.2.2 Structure equations on Lie algebroids
If we take the local coordinates (xi) on an open U ⊂M , a local basis {sα} of
the sections of the bundle π−1(U)→ U generates local coordinates (xi, yα)
on E. The local functions σiα(x), L
γ
αβ(x) on M given by
σ(sα) = σ
i
α
∂
∂xi
, [sα, sβ ]E = L
γ
αβsγ , i = 1, n, α, β, γ = 1,m, (1.2.8)
are called the structure functions of the Lie algebroid, and satisfy the struc-
ture equations on Lie algebroids
∑
(α,β,γ)
(
σiα
∂Lδβγ
∂xi
+ LδαηL
η
βγ
)
= 0, (1.2.9)
σjα
∂σiβ
∂xj
− σjβ
∂σiα
∂xj
= σiγL
γ
αβ. (1.2.10)
Locally, if f ∈ C∞(M) then dEf = ∂f
∂xi
σiαs
α, where {sα} is the dual basis of
{sα} and if θ ∈ Γ(E∗), θ = θαsα then
dEθ =
(
σiα
∂θβ
∂xi
− 1
2
θγL
γ
αβ
)
sα ∧ sβ. (1.2.11)
Particularly, we get
dExi = σiαs
α, dEsα = −1
2
Lαβγs
β ∧ sγ . (1.2.12)
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Under a change of coordinates{
xi
′
= xi
′
(xi), i, i′ = 1, n on M,
yα
′
= Aα
′
α (x
i)yα, α, α′ = 1,m on E,
(1.2.13)
corresponding to a new base sα = A
α′
α sα′ , then the transformation rules of
the structure functions are
σi
′
α′A
α′
α =
∂xi
′
∂xi
σiα, (1.2.14)
LγαβA
γ′
γ = L
γ′
α′β′A
α′
α A
β′
β + σ
i
α
∂Aγ
′
β
∂xi
− σiβ
∂Aγ
′
α
∂xi
. (1.2.15)
Some examples of Lie algebroids which will be used in this paper (see
[75] for more examples and details)
Example 1.2.1 The tangent bundle E = TM itself, with identity mapping
as anchor. Then H•(E) = H•de Rham(M) is the de Rham cohomology. With
respect to the usual coordinates (x,
·
x) , the structure functions are Lijk = 0,
σij = δ
i
j, but if we were to change to another basis for the vector fields, the
structure functions would become nonzero.
Example 1.2.2 Any integrable subbundle of TM is a Lie algebroid with
the inclusion as anchor and the induced bracket. So, E = TF ⊂ TM, an
involutive distribution associated with a regular foliation F , where one gets
the tangential cohomology denoted H•F+(M).
Example 1.2.3 The cotangent bundle of a Poisson manifold E = T ∗M
with (M,Π) Poisson manifold. These carry a bracket characterized by the
rule {df, dg} = d{f, g} and the anchor is the map Π# : T ∗M → TM asso-
ciated to the Poisson bivector field Π. We obtain the Poisson cohomology
denoted H•Π(M) [120].
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1.3 The prolongation of a Lie algebroid over the vector bun-
dle projection
Let (E, π,M) be a vector bundle. For the projection π : E → M we can
construct the prolongation of E (see [46, 69, 70, 64]). The associated vector
bundle is (T E, π2, E) where
T E = ∪TwE, w ∈ E,
TwE = {(ux, vw) ∈ Ex × TwE | σ(ux) = Twπ(vw), π(w) = x ∈M},
and the projection π2(ux, vw) = πE(vw) = w, where πE : TE → E is the
tangent projection.
We also have the canonical projection π1 : T E → E given by π1(u, v) =
u. The projection onto the second factor σ1 : T E → TE, σ1(u, v) = v will
be the anchor of a new Lie algebroid over the manifold E. An element of
T E is said to be vertical if it is in the kernel of the projection π1.
We will denote (V T E, π2|V T E , E) the vertical bundle of (T E, π2, E) and
σ1 |V T E : V T E → V TE,
is an isomorphism. If f ∈ C∞(M) we will denote by f c and f v the complete
and vertical lift to E of f defined by
f c(u) = σ(u)(f), f v(u) = f(π(u)), u ∈ E.
For s ∈ Γ(E) we can consider the vertical lift of s given by
sv(u) = s(π(u))vu,
for u ∈ E, where
v
u : Eπ(u) → Tu(Eπ(u))
is the canonical isomorphism.
There exists an unique vector field sc on E, the complete lift of s satis-
fying the two following conditions:
i) sc is π-projectable on σ(s),
ii) sc(
∧
α) = L̂sα,
for all α ∈ Γ(E∗), where ∧α (u) = α(π(u))(u), u ∈ E (see [41, 42]).
Considering the prolongation T E of E over the projection π, we may intro-
duce the vertical lift sv and the complete lift sc of a section s ∈ Γ(E) as
the sections of T E → E given by (see [70])
sv(u) = (0, sv(u)), sc(u) = (s(π(u)), sc(u)), u ∈ E.
Another two canonical objects on T E are the Euler section C and the
almost tangent structure (vertical endomorphism) J .
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Definition 1.3.1 The Euler section C is the section of T E → E defined
by
C(u) = (0, uvu), ∀u ∈ E.
Definition 1.3.2 The vertical endomorphism J is the section of the bundle
(T E)⊕ (T E)∗ → E characterized by
J(sv) = 0, J (sc) = sv, s ∈ Γ(E).
The vertical endomorphism satisfies
J2 = 0, ImJ = ker J = V T E, [C, J ]T E = −J.
Definition 1.3.3 A section S of T E → E is called semispray (or second
order differential equation -SODE) on E if
J(S) = C. (1.3.1)
The local basis of Γ(T E) is given by {Xα,Vα}, where [70]
Xα(u) =
(
sα(π(u)), σ
i
α
∂
∂xi
∣∣∣∣
u
)
, Vα(u) =
(
0,
∂
∂yα
∣∣∣∣
u
)
, (1.3.2)
and (∂/∂xi, ∂/∂yα) is the local basis on TE. The structure functions of T E
are given by the following formulas
σ1(Xα) = σiα
∂
∂xi
, σ1(Vα) = ∂
∂yα
, (1.3.3)
[Xα,Xβ ]T E = LγαβXγ , [Xα,Vβ ]T E = 0, [Vα,Vβ]T E = 0. (1.3.4)
If V is a section of T E, then in terms of basis {Xα,Vα} it is
V = ZαXα + V αVα,
and the vector field σ1(V ) ∈ χ(E) has the expression
σ1(V ) = σiαZ
α ∂
∂xi
+ V α
∂
∂yα
.
The vertical lift of a section ρ = ραsα and the corresponding vector field are
ρv = ραVα,
respectively
σ1(ρv) = ρα
∂
∂yα
.
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The coordinate expressions of Euler section C and σ1(C) are
C = yαVα, σ1(C) = yα ∂
∂yα
,
and the local expression of J is given by
J = Xα ⊗ Vα, (1.3.5)
where {Xα,Vα} denotes the corresponding dual basis of {Xα,Vα}.
The Nijenhuis tensor of the vertical endomorphism
NJ((z, w) = [Jz, Jw]E − J [Jz,w]E − J [z, Jw]E + J2[z, w]E
vanishes, and it results that J is a integrable structure.
The expression of the complete lift of a section ρ = ραsα is
ρc = ραXα + (σiε
∂ρα
∂xi
− Lαβερβ)yεVα,
and therefore
σ1(ρc) = ρασiα
∂
∂xi
+
(
σiε
∂ρα
∂xi
− Lαβερβ
)
yε
∂
∂yα
.
In particular
svα = Vα, scα = Xα − LβαεyεVβ.
The local expression of the differential of a function L on T E is
dEL = σiα
∂L
∂xi
Xα + ∂L
∂yα
Vα,
and therefore, we have
dExi = σiαXα, dEyα = Vα.
The differential of sections of (T E)∗ is determined by
dEXα = −1
2
LαβγX β ∧ X γ , dEVα = 0. (1.3.6)
In local coordinates a semispray has the expression
S(x, y) = yαXα + Sα(x, y)Vα. (1.3.7)
The integral curves of σ1(S) satisfy the differential equations
dxi
dt
= σiα(x)y
α,
dyα
dt
= Sα(x, y). (1.3.8)
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If we have the relation
[C,S]T E = S,
then S is called a spray and the functions Sα are homogeneous functions of
degree 2 in yα.
Under a change of coordinates xi
′
= xi
′
(xi), yα
′
= Aα
′
α (x
i)yα on E the
transformation rule of the coordinates on T E is given by
xi
′
= xi
′
(xi),
yα
′
= Aα
′
α (x
i)yα,
uα
′
= Aα
′
α (x
i)uα,
να
′
= Aα
′
α ν
α + σiαu
α ∂A
α′
β
∂xi
yβ.
and the rule of change of base is
Xα = Aα′α Xα′ + σiα
∂Aα
′
β
∂xi
yβVα′ ,
Vα = Aα′α Vα′ .
The rule of change of dual base has the form
Xα = Aαα′Xα
′
,
Vα = Aαα′Vα
′
+ σiα′
∂Aαβ
∂xi
yβXα′ .
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1.3.1 Ehresmann nonlinear connections on Lie algebroid T E
As in the case E = TM [34, 45] we can define the nonlinear connection.
Definition 1.3.4 An Ehresmann nonlinear connection (or connection) on
T E is an almost product structure N on π2 : T E → E (i.e. a bundle
morphism N : T E → T E, such that N 2 = Id) smooth on T E\{0} such
that
V T E = ker(Id+N ).
If N is a connection on T E then HT E = ker(Id−N ) is the horizontal
subbundle associated to N and
T E = V T E ⊕HT E.
Each ρ ∈ Γ(T E) can be written as ρ = ρh + ρv where ρh, ρv are sections in
the horizontal and respective vertical subbundles. If ρh = 0, then ρ is called
vertical and if ρv = 0, then ρ is called horizontal. A connection N on T E
induces two projectors h, v : T E → T E such that h(ρ) = ρh and v(ρ) = ρv
for every ρ ∈ Γ(T E). We have
h =
1
2
(Id+N ), v = 1
2
(Id−N ), (1.3.9)
ker h = Imv = V T E, Imh = ker v = HT E.
Locally, a connection can be expressed as
N (Xα) = Xα − 2N βαVβ, N (Vβ) = −Vβ, (1.3.10)
where N βα = N βα (x, y) are the local coefficients of N . The sections
δα = h(Xα) = Xα −N βαVβ, (1.3.11)
generate a basis of HT E. The frame {δα,Vα} is a local basis of T E called
adapted. The dual adapted basis is {Xα, δVα} where
δVα = Vα −Nαβ X β.
Proposition 1.3.1 The Lie brackets of the adapted basis {δα,Vα} are
[δα, δβ ]E = L
γ
αβδγ +RγαβVγ , [δα,Vβ]E =
∂N γα
∂yβ
Vγ , [Vα,Vβ ]E = 0,
(1.3.12)
where
Rγαβ = σiβ
∂N γα
∂xi
− σiα
∂N γβ
∂xi
−N εβ
∂N γα
∂yε
+N εα
∂N γβ
∂yε
+ LεαβN γε . (1.3.13)
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Proof. Using (1.2.1) and (1.3.11) we get
[δα, δβ ]T E =
(
σiβ
∂N εα
∂xi
−N γβ
∂N εα
∂yγ
− σiα
∂N εβ
∂xi
+N γα
∂N εβ
∂yγ
)
Vε + LγαβXγ .
If we insert Xγ = δγ +N εγVε then the first relation from (1.3.12) is obtained.
By direct computation the second relation is verified. ⊓⊔
We recall that the Nijenhuis tensor of an endomorphism A is given by
NA(z, w) = [Az,Aw]T E −A[Az,w]T E −A[z,Aw]T E +A2[z, w]T E.
Definition 1.3.5 The curvature of the connection N on T E is given by
Ω = −Nh where h is the horizontal projector and Nh is the Nijenhuis tensor
of h.
Proposition 1.3.2 In local coordinates we have
Ω = −1
2
RγαβXα ∧ X β ⊗ Vγ ,
where Rγαβ are given by (1.3.13) and represent the local coordinate functions
of the curvature tensor Ω in the frame
∧2 T E∗ ⊗ T E induced by {Xα,Vα}.
Proof. Since h2 = h we obtain
Ω(z, w) = −[hz,hw]T E + h[hz, w]T E + h[z,hw]T E − h[z, w]T E,
Ω(hz,hw) = −v[hz,hw]T E , Ω(hz, vw) = Ω(vz, vw) = 0,
and in local coordinates we get
Ω(δα, δβ) = −v[δα, δβ ]T E = −RγαβVγ ,
which ends the proof. ⊓⊔
The curvature of the nonlinear connection is an obstruction to the in-
tegrability of HT E, understanding that a vanishing curvature entails that
horizontal sections are closed under the Lie algebroid bracket of T E.
Remark 1.3.1 HT E is integrable if and only if the curvature Ω = −Nh of
the nonlinear connection vanishes.
Let Ψ a morphism of vector bundles E and E. We recall that the con-
nections N on E and N on E are Ψ-related if
Ψ ◦N = N ◦Ψ.
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We consider the connections N on T E and N on TE which are σ1-related
and a connection N on T 2M which is σ∗-related with N on TE and σ˜ -
related with N on T E, where σ˜ : T E → T 2M is given by σ˜ = σ∗ ◦ σ1 and
σ∗ : TE → T 2M is the tangent application of σ. It follows
N ◦ σ1 = σ1 ◦ N , N ◦ σ∗ = σ∗ ◦N, , N ◦ σ˜ = σ˜ ◦ N , (1.3.14)
Let us consider the adapted basis (
E
δ i,
∂
∂yβ
) of N and (
TM
δ i,
∂
∂yj
) of N given
by
E
δ i=
∂
∂xi
− Nβi
∂
∂yβ
,
and
TM
δ i=
∂
∂xi
−N ji
∂
∂yj
.
Therefore, we get
σ∗
(
∂
∂xi
)
=
∂
∂xi
+
∂σk
∂xi
∂
∂yk
, σ∗
(
∂
∂yα
)
= σiα
∂
∂yi
.
Theorem 1.3.1 The following relations hold
σ1(δα) = σ
i
α
E
δ i, N βα = σiαNβi ,
σ∗(
E
δ i) =
TM
δ i,
∂σj
∂xi
+N ji = N
β
i σ
j
β, (1.3.15)
σ˜(δα) = σ
i
α
TM
δ i, σ
i
α
∂σj
∂xi
+ σiαN
j
i = N βασjβ.
Proof. The first relation from (1.3.14) leads to the relation N(σ1(δα)) =
σ1(δα) from which we get σ
1(δα) = σ
i
α
E
δ i and N βα = σiαNβi . In the similar
way the others relations are obtained. ⊓⊔
Proposition 1.3.3 For the curvature tensors of σ1-related connections N
and N we have the relation
Rγαβ = σiασjβRγij, (1.3.16)
where
R
γ
ij =
E
δ i (N
γ
j )−
E
δ j (N
γ
i ),
is the curvature tensor of the nonlinear connection on TE.
Proof. Using the relation N εα = σiαNεi we obtain
Rγαβ = σjβσiα
(
E
δ j (N
γ
i )−
E
δ i
(
N
γ
j
))
+ Nγj
(
σiβ
∂σjα
∂xi
− σiα
∂σjβ
∂xi
)
+ LεαβN γε ,
and from structure equations of the Lie algebroid (1.2.10), the second term
is Nγjσ
j
εLεβα = −N γε Lεαβ, which concludes the proof. ⊓⊔
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Remark 1.3.2 A σ1–related connection N on TE determines a connec-
tion N on T E with the coefficients N βα = σiαNβi and the curvature Rγαβ =
σiασ
j
βR
γ
ij . The converse is not true because σ is only injective.
Let J be the vertical endomorphism.
Remark 1.3.3 Let N be a bundle morphism of π2 : T E → E, smooth on
T E\{0}. Then N is a connection on T E if and only if
JN = J, NJ = −J.
The proof proceeds as in the case E = TM and will be omitted.
Definition 1.3.6 The torsion of a nonlinear connection N is the vector
valued two form t = [J,h] where h is the horizontal projector and [·, ·] is the
Fro¨licher-Nijenhuis bracket.
Definition 1.3.7 t is a semibasic vector-valued form. Its local expression
is
t =
1
2
tγαβXα ∧ X β ⊗ Vγ , (1.3.17)
where
tγαβ =
∂N γα
∂yβ
− ∂N
γ
β
∂yα
− Lγαβ. (1.3.18)
Proof. We have
[J,h](z, w) = [Jz,hw]T E + [hz, Jw]T E + J [z, w]T E − J [z,hw]T E −
− J [hz, w]T E − h[z, Jw]T E − h[Jz,w]T E ,
and in local coordinates we get
t(Xα,Xβ) =
(
∂N γα
∂yβ
− ∂N
γ
β
∂yα
− Lγαβ
)
Vγ , t(Xα,Vβ) = t(Vα,Vβ) = 0.
⊓⊔
Now, let us consider the linear mapping F : T E → T E, defined by
F(hz) = −vz, F(vz) = hz, (1.3.19)
for z ∈ Γ(T E) and h, v the horizontal and vertical projectors of the nonlinear
connection on T E.
Proposition 1.3.4 The mapping F has the properties:
i) F is globally defined on T E,
ii) Locally, it is given by
F = −Vα ⊗Xα + δα ⊗ δVα, (1.3.20)
iii) F is an almost complex structure F ◦ F = −Id.
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Proof. It results by definition that F is globally defined and
(F ◦ F) (hz) = F (−vz) = −hz, (F ◦ F) (vz) = F (hz) = −vz.
In local coordinates we get F (δα) = −Vα and F(Vα) = δα which ends the
proof. ⊓⊔
Proposition 1.3.5 The almost complex structure is integrable if and only
if the nonlinear connection is locally flat, that is the curvature and torsion
vanish.
Proof. Let NF be the Nijenhuis tensor of the almost complex structure.
We find
NF(δα, δβ) = t
γ
αβδγ −RγαβVγ ,
NF(δα,Vβ) = −Rγαβδγ − tγαβVγ ,
NF(Vα,Vβ) = −NF(δα, δβ).
(1.3.21)
From (1.3.21) one reads immediately that NF = 0 if and only if t = 0 and
Ω = 0. ⊓⊔
A curve u : [t0, t1] → E is called admissible if σ(u(t)) = c˙(t) where
c(t) = π(u(t)) is the base curve. A nonlinear connection on T E induces a
covariant derivative of the sections defined locally as follows
Dρη = ρα
(
σiα
∂ηβ
∂xi
+N βα
)
sβ,
where ρ = ραsα and η = η
αsα. The derivative is linear in the first argument
and it respects multiplication of second argument by real numbers, but
not necessarily sum, except the case when the coefficients N βα are the local
coefficients of a linear connection. The linearity in the first argument permits
us to define the derivative of a section η ∈ Γ(E) with respect to a ∈ Eu by
setting
Daη = (Dρη)(u),
where ρ ∈ Γ(E) is satisfying ρ(u) = a. Also, the covariant derivative allows
us to take the derivative of sections along curves. If we have a morphism of
Lie algebroids Φ : F → E over the map ϕ : N →M and a section η : N → E
along ϕ, i.e η(n) ∈ Eϕ(n), n ∈ N , then η can be written in the form
η =
p∑
l=1
Fl(ξl ◦ ϕ),
for some sections {ξ1, ..., ξp} of E and some functions {F1, ..., Fp) ∈ C∞(N)
and the derivative of η along ϕ is given by
Dbη =
p∑
l=1
[(σF (b)Fl)ξl(ϕ(n)) + Fl(n)DΦ(b)ξl], b ∈ Fn,
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where σF is the anchor map of the Lie algebroid F → N (see [30]).
Let a : I → E be an admissible curve and let b : I → E be a curve in
E, both of them projecting by π onto the same curve γ in M , π(a(t)) =
π(b(t)) = γ(t). Take the particular case of Lie algebroid structure TI → I
and the morphism Φ : TI → E, Φ(t, ·t) = ·t γ(t) over γ : I → M . Then one
can define the derivative of b(t) along a(t) as Dd/dtb(t). In local coordinates,
we obtain
Da(t)b(t) =
(
dbβ
dt
+N βα aα
)
sβ(γ(t)).
Definition 1.3.8 An admissible curve c(t) is a path (autoparallel) for non-
linear connection N if and only if
Dc(t)c(t) = 0.
In local coordinates we get
dcβ
dt
+N βα (x, y)cα = 0.
From the previous considerations we have:
Proposition 1.3.6 An admissible curve c(t) in E is autoparallel for the
nonlinear connection if and only if
dxi
dt
= σiαy
α,
dyβ
dt
+N βα yα = 0, (1.3.22)
where xi = xi(t) = xi(c(t)), yα = yα(t) = yα(c(t)), σiα = σ
i
α(t) = σ
i
α(c(t)).
Let N be a nonlinear connection on T E, S ′ an arbitrary semispray on
T E and h the horizontal projector of N . We consider S = hS ′ and for any
other semispray S ′′ on T E we have h(S ′−S ′′) = h((S ′α −S ′′α)Vα) = 0 and
it results that S does not depend on the choose of S ′. We have
JS = JhS ′ = JS ′ = C,
so S is a semispray, which is called the associated semispray to N .
Proposition 1.3.7 A nonlinear connection N and its associated semispray
have the same paths.
Proof. For the arbitrary semispray S ′ = yαXα + S ′αVα, the associated
semispray of N is
S = hS ′ = yαXα −N βα yαVβ,
so
Sβ = −N βα yα.
From (1.3.8) and (1.3.22) it results the conclusion. ⊓⊔
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Remark 1.3.4 If S is a semispray on T E, then we have
J [S, Jz]T E = −Jz, z ∈ Γ(T E). (1.3.23)
Theorem 1.3.2 Let J be the vertical endomorphism on T E. If ξ is a semis-
pray then
N = −LSJ, (1.3.24)
is a connection on T E.
Proof. Since
N (υ) = −LSJ(υ) = −[S, Jυ]T E + J [S, υ]T E
using (1.3.23) we get
JN (υ) = −J [S, Jυ]T E + J2[S, υ]T E = Jυ,
and
NJ(υ) = −[S, J2υ]T E + J [S, Jυ]T E = −Jυ.
By using the Remark 1.3.3 we get the proof of the theorem. ⊓⊔
Remark 1.3.5 The connection N = −LSJ is induced by the semispray S.
Its local coefficients are given by
N βα =
1
2
(
−∂S
β
∂yα
+ yεLβαε
)
. (1.3.25)
Proof. By direct computation it results
N (Xα) = −[S, J(Xα)]T E + J [S,Xα]T E
= Xα + ∂S
β
∂yα
Vβ + J(yβLγβαXγ − σiα
∂Sβ
∂xi
Vβ)
= Xα +
(
∂Sβ
∂yα
+ yγLβγα
)
Vβ,
and using (1.3.10) we obtain (1.3.25). ⊓⊔
Proposition 1.3.8 The torsion of the connection N = −LSJ vanishes.
Proof. We have
t = [J, h]T E =
1
2
([J, Id]T E + [J,−[ξ, J ]T E]T E) = 1
2
[J, [J, ξ]T E ]T E .
Using Jacobi identity we obtain that t = 0. Also, if we use (1.3.25) into
(1.3.18), by direct computation, the same result is obtained. ⊓⊔
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Proposition 1.3.9 The associated semispray of N = −LSJ is given by
1
2
(S − [S, C]T E).
Proof. The associated semispray is
hS = 1
2
S + 1
2
N (S) = 1
2
(S − [S, JS]T E + J [S,S]T E) = 1
2
(S − [S, C]T E).
⊓⊔
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1.3.2 Lagrangian formalism on Lie algebroids
We consider the Cartan 1-section
θL = J(d
EL),
which, in local coordinates is
θL =
∂L
∂yα
Xα, (1.3.26)
The differential of θL is the Cartan 2-section
ωL = d
EθL,
and from the local coordinate expression of θL we get
ωL = d
E
(
∂L
∂yα
)
∧ Xα + ∂L
∂yα
∧ dEXα.
But
dEXα = −1
2
LαβγX β ∧ X γ ,
and it results [70]
ωL =
∂L
∂yα∂yβ
Vβ ∧ Xα + 1
2
(
∂2L
∂xi∂yβ
σiα −
∂2L
∂xi∂yα
σiβ −
∂L
∂yγ
Lγαβ
)
Xα ∧ X β.
(1.3.27)
The function L is said to be a regular Lagrangian if ωL is regular at every
point as a bilinear form. Let us consider the energy function given by
EL
def
= yα
∂L
∂yα
− L,
and the symplectic equation
iSωL = −dEEL, S ∈ Γ(T E). (1.3.28)
In local coordinates, considering the section
S = fαXα + SαVα,
we obtain the equations
iSωL =
(
Sβgαβ + fβ
(
σiβ
∂2L
∂xi∂yα
− σiα
∂2L
∂xi∂yβ
+
∂L
∂yγ
Lγαβ
))
Xα−fβgαβVα,
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−dEL =
(
σiα
∂L
∂xi
− σiα
∂2L
∂xi∂yβ
yβ
)
Xα − yβgαβVα.
The equality of the Vα components yields
gαβ(y
β − fβ) = 0,
and the regularity of the Lagrangian implies yβ = fβ, which means that
S = yαXα + SαVα is a semispray. Analogously, the equality of the Xα
components leads to the equation
Sβgαβ + σiβ
∂2L
∂xi∂yα
yβ +
∂L
∂yγ
yβLγαβ = σ
i
α
∂L
∂xi
,
and the regularity condition of the Lagrangian determines the components
of the semispray
Sε = gεβ
(
σiβ
∂L
∂xi
− σiα
∂2L
∂xi∂yβ
yα − Lθβαyα
∂L
∂yθ
)
, (1.3.29)
where gαβg
βγ = δγα. From (1.3.29) and (1.3.25) it results:
Corollary 1.3.1 For a regular Lagrangian L, there exists a nonlinear con-
nection N with the coefficients given by
N εα =
1
2
(
−∂S
ε
∂yα
+ yβLεαβ
)
, (1.3.30)
where
Sε = gεβ
(
σiβ
∂L
∂xi
− σiα
∂2L
∂xi∂yβ
yα − Lθβαyα
∂L
∂yθ
)
,
and will be called the canonical nonlinear connection induced by a reg-
ular Lagrangian L.
If (xi) are coordinates on M , {sα} is a local basis of Γ(E), (xi, yα) are
the corresponding coordinates on E and γ(t) = (xi(t), yα(t)) then, γ is a
solution of the Euler-Lagrange equations if and only if [125]
dxi
dt
= σiαy
α,
d
dt
(
∂L
∂yα
)
= σiα
∂L
∂xi
− Lθαβyβ
∂L
∂yθ
. (1.3.31)
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1.3.3 Homogeneous connections
Definition 1.3.9 The morphism
T = 1
2
LCN ,
is called the tension of the nonlinear connection.
In local coordinates we get
T (Xα) =
(
N βα −
∂N βα
∂yγ
yγ
)
Vβ, T (Vα) = 0,
and it results
T =
(
N βα −
∂N βα
∂yγ
yγ
)
Xα ⊗ Vβ. (1.3.32)
It is obvious that T is vanishing, if and only if the nonlinear connection is
homogeneous of degree 1 with respect to yα.
Proposition 1.3.10 If S is a spray then N = −LSJ is a homogeneous
nonlinear connection.
Proof. Using (1.3.25) we get
T =
(
−∂S
γ
∂yα
+ yβ
∂2Sγ
∂yα∂yβ
)
Xα ⊗ Vγ .
But S is a spray and it results that Sγ is homogeneous of degree 2, there is
2Sγ = yβ ∂S
γ
∂yβ
,
and
∂Sγ
∂yα
= yβ
∂2Sγ
∂yα∂yβ
,
therefore, the tension vanishes. ⊓⊔
Definition 1.3.10 The strong torsion T of N is given by
T = iξt− T ,
where T is the tension, t is the torsion of N , and iξ is the contraction with
ξ.
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Locally, we obtain
T (δα) =
(
∂N γβ
∂yα
yβ −N γα + yβLγαβ
)
Vγ , T (Vα) = 0.
Proposition 1.3.11 The strong torsion T of a nonlinear N connection
vanishes if and only if the torsion and the tension of N vanish.
Proof. If T = 0 then we have
Nγα =
∂N γβ
∂yα
yβ + yβLγαβ
and it results
t(δα, δβ) =
∂N γβ
∂yα
+
∂2N γε
∂yα∂yβ
yε − ∂N
γ
α
∂yβ
− ∂
2N γε
∂yα∂yβ
yε + Lγαβ − Lγβα − Lγαβ
=
∂N γβ
∂yα
− ∂N
γ
α
∂yβ
− Lγαβ = −t(δα, δβ).
which yields t(δα, δβ) = 0 and T = 0. ⊓⊔
Definition 1.3.11 A function F : E → [0,∞] which satisfies the following
properties
1) F is C∞ on E\{0}
2) F(λu) = λF(u) for λ > 0 and u ∈ Ex. x ∈M.
3) For each y ∈ Ex\{0} the quadratic form
gαβ(x, y) =
1
2
∂2F2
∂yα∂yβ
,
is positive definite, will be called the Finsler function on a Lie algebroid.
If we insert L = 12F2 = 12gαβyαyβ into the expression of semispray
(1.3.29) we obtain [95]
Corollary 1.3.2 A homogeneous nonlinear connections has the coefficients
given by
N εα =
1
2
(
−∂S
ε
∂yα
+ yβLεαβ
)
,
with
Sδ = 1
2
gδβ
(
σiα
∂gβγ
∂xi
+ σiγ
∂gαβ
∂xi
− σiβ
∂gαγ
∂xi
+ gεαL
ε
βγ + gεγL
ε
βα − gεβLεγα
)
yαyγ .
(1.3.33)
and is called the canonical nonlinear connection associated to a Finsler func-
tion.
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Remark 1.3.6 In the particular case of the standard Lie algebroid E = TM
and σ = Id the Cartan nonlinear connection is obtained.
We consider the canonical nonlinear connection and ‖y‖2 = gαβyαyβ =
F2 is the square of the norm of the Euler section. The almost complex
structure characterized by (1.3.20) does not preserve the property of homo-
geneity of the sections. Indeed, it applies the 1-homogeneous section δα onto
the 0-homogeneous section Vα, α ∈ 1,m. We define a new almost complex
structure F0 : T E → T E given by
F0(δα) = −F
a
Vα, F0(Vα) = aF δα, a > 0.
It is not difficult to prove that F20 = −Id and F0 preserves the property of
the homogeneity of the sections.
Theorem 1.3.3 The almost complex structure F0 is integrable if and only
if the following relations hold
Rγαβ = 1a2
(
yαδ
γ
β − yβδγα
)
,
δα(F2)δγβ = δβ(F2)δγα,
(1.3.34)
where yα = gαβy
β, α, β, γ = 1,m.
Proof. For the Nijenjuis tensor NF0 we have
NF0(δα, δβ) =
(
tγαβ +
1
2F2
(
δβ(F2)δγα − δα(F2)δγβ
))
δγ+
+
(
1
a2
(yαδ
γ
β − yβδγα)−Rγαβ
)
Vγ ,
NF0(δα,Vβ) =
(
1
F2 (yαδ
γ
β − yβδγα)− a
2
F2Rγαβ
)
δγ−
−
(
tγαβ +
1
2F2
(
δβ(F2)δγα − δα(F2)δγβ
))
Vγ ,
NF0(δα, δβ) = −F
2
a2
NF0(Vα,Vβ).
It follows that NF0 = 0 if and only if the relations (1.3.34) are satisfied. ⊓⊔
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1.3.4 Linear connections on Lie algebroids
A linear connection on a Lie algebroid (E, [, ]E , σ) is a map
D : Γ(E)× Γ(E)→ Γ(E),
which satisfies the rules
i) Dρ+ωη = Dρη +Dωη,
ii) Dρ(η + ω) = Dρη +Dρω
iii) Dfρη = fDρη,
iv) Dρ(fη) = (σ(ρ)f)η + fDρη
for any function f ∈ C∞(M) and ρ, η, ω ∈ Γ(E).
For ρ, η ∈ Γ(E) the section Dρη ∈ Γ(E) is called the covariant deriva-
tive of the section η with respect to the section ρ. Let N be a nonlinear
connection. We have:
Definition 1.3.12 A linear connection D on Lie algebroids is called N−
linear connection if
i) D preserves by parallelism the horizontal distribution HT E.
ii) The tangent structure J is absolute parallel with D, that is DJ = 0.
Consequently, the following properties hold:
(Dρηh)v = 0, (Dρηv)h = 0, Dρh = 0, Dρv = 0,
Dρ(Jηh) = J(Dρηh), Dρ(Jηv) = J(Dρηv).
If we denote
Dhρη = Dρhη, Dvρη = Dρvη,
then the following decomposition is obtained
Dρ = Dhρ +Dvρ , ρ ∈ Γ(E).
We remark that Dh and Dv are not covariant derivative, because Dhρf =
σ(ρh)f 6= σ(ρ)f, Dvρf = σ(ρv)f 6= σ(ρ)f, but, it still preserves many proper-
ties of D. Indeed, Dh and Dv satisfy the Leibniz rule, and Dh and Dv will be
called the h−covariant derivation and v−covariant derivation, respectively.
Using the fact that Dδα = Dhδα , DVα = DvVα we get
Proposition 1.3.12 In the adapted basis {δα,Vα} a N−linear connection
can be uniquely represented in the form
Dhδβδα = F
γ
αβδγ , DvδβVα = F
γ
αβVγ ,
DhVβδα = C
γ
αβδγ , DvVβVα = C
γ
αβVγ .
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The system of functions (F γαβ(x, y), C
γ
αβ(x, y)) represent the local coeffi-
cients of h−covariant derivation and of v−covariant derivation, respectively.
Under a change of coordinates (1.2.13) the coefficients satisfy the rules
F γαβ = F
γ′
α′β′A
α′
α A
β′
β A
γ
γ′ + σ
i
α
∂Aγ
′
β
∂xi
Aγγ′ ,
Cγαβ = C
γ′
α′β′A
α′
α A
β′
β A
γ
γ′ .
Let us consider a d−tensor T in the local adapted basis, given by
T = Tαβγε δα ⊗ Vβ ⊗ X γ ⊗ δVε
A d−tensor means a tensor on T E, whose components, under a change
of coordinates on T E behave like the components of a tensor field on the
base manifold E. Its covariant derivative with respect to ξ = ξh + ξv =
ξαδα + ζ
βVβ is given by
DξT =
(
ξκTαβ
γε/κ
+ ζνTαβγε /ν
)
δα ⊗ Vβ ⊗ X γ ⊗ δVε
where we have the h−covariant derivative DhξT = ξκTαβγε/κδα⊗Vβ⊗X γ⊗δVε
with
Tαβγε/κ = σ
i
κ
∂Tαβγε
∂xi
−N τκ
∂Tαβγε
∂yτ
+ FατκT
τβ
γε + F
β
τκT
ατ
γε − F τεκTαβγτ − F τγκTαβτε
and ′′′′′ is the operator of h− covariant derivative.
The v−covariant derivative of T is DvξT = ξκTαβγε /κδα⊗Vβ ⊗X γ ⊗ δVε with
Tαβγε /κ =
∂Tαβγε
∂yκ
+CατκT
τβ
γε + C
β
τκT
ατ
γε − CτεκTαβγτ − CτγκTαβτε
where ′′/′′ is the operator of v− covariant derivative.
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1.3.5 Torsion and curvature of a N− linear connection
The torsion tensor of a N−linear connection is defined as usual
T (ξ, ω) = Dξω −Dωξ − [ξ, ω]T E .
As in the case of tangent bundle we have:
Proposition 1.3.13 The torsion of a N−linear connection is completely
determined by the following five components
hT (hξ,hω) = Dhξhω −Dhωhξ − h[hξ,hω]T E ,
vT (hξ,hω) = −v[hξ,hω]T E ,
hT (hξ, vω) = −Dvωhξ − h[hξ, vω]T E,
vT (hξ, vω) = Dhξ vω − v[hξ, vω]T E ,
vT (vξ, vω) = Dvξvω −Dvωvξ − v[vξ, vω]T E.
(1.3.35)
With respect to the adapted basis the components of torsion are given
by
hT (δβ , δα) = T
γ
αβδγ =
(
F γαβ − F γβα − Lγαβ
)
δγ ,
vT (δβ , δα) = RγαβVγ =
(
σiβ
∂N γα
∂xi
− σiα
∂N γ
β
∂xi
−N εβ ∂N
γ
α
∂yε +N εα
∂N γ
β
∂yε + L
ε
αβN γε
)
Vγ ,
hT (Vβ , δα) = Cγαβδγ ,
vT (Vβ , δα) = P γαβVγ =
(
∂Nγ
β
∂yα − F γαβ
)
Vγ ,
vT (Vβ ,Vα) = SγαβVγ =
(
Cγαβ − Cγβα
)
Vγ .
The curvature of a N−linear connection is defined by
R(ξ, ω)ϕ = DξDωϕ−DωDξϕ−D[ξ,ω]TEϕ.
Proposition 1.3.14 The tensor of curvature has three essential compo-
nents 
R(δγ , δβ)δα = R
ε
αβγδε,
R(Vγ , δβ)δα = P εαβγδε,
R(Vγ ,Vβ)δα = Sεαβγδε,
(1.3.36)
given by
Rδγβα = σ
i
α
∂F δγβ
∂xi
−N εα
∂F δγβ
∂yε
− σiβ
∂F δγα
∂xi
+N εβ
∂F δγα
∂yε
+
+F δραF
ρ
γβ − F δρβF ργα − LρβαF δγρ + CδγεRεβα.
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P γαβγ =
∂F γαβ
∂yδ
− σiβ
∂Cγαδ
∂xi
+N εβ
∂Cγαδ
∂yε
+ F εαβC
γ
εδ −CεαδF γεβ −
∂N εβ
∂yδ
Cδαε.
Sδγβα =
∂Cδγβ
∂yα
− ∂C
δ
γα
∂yβ
+ CδραC
ρ
γβ − CδρβCργα.
Proposition 1.3.15 The Ricci identities have the following form
Xα/β/γ −Xα/γ/β = RαρβγXρ − T ρβγXα/ρ −RρβαXα/ρ −
−Lρβγσiρ
∂Xα
∂xi
+
(
σiγ
∂σjβ
∂xi
− σiβ
∂σjγ
∂xi
)
∂Xα
∂xj
,
Xα/β/γ −Xα/γ/β = PαρβγXρ − CρβγXα/ρ − P ρβγXα/ρ,
Xα/β/γ −Xα/γ/β = SαρβγXρ − SρβγXα/ρ.
Definition 1.3.13 A N−linear connection is called of Cartan type if
DhξC = 0, DvξC = vξ, (1.3.37)
where C = yαVα is the Euler section.
By direct computation, it results that a N−linear connection D is of
Cartan type if and only if
Nαβ = Fαεβyε, yεCαεβ = 0. (1.3.38)
Introducing these relations into the coefficients expression of the curvature,
we obtain the following result:
Proposition 1.3.16 A N−linear connection of Cartan type has the prop-
erties
Rαβγ = Rαεβγyε − Lαβγ , Pαβγ = Pαεβγyε, Sαβγ = Sαεβγyε. (1.3.39)
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1.4 Dynamical covariant derivative and metric non-linear
connection on Lie algebroid T E
In this section we will introduce the notion of dynamical covariant derivative
on Lie algebroids as a tensor derivation and study the compatibility between
nonlinear connection and a pseudo-Riemannian metric.
Definition 1.4.1 A map ∇ : T(T E\{0}) → T(T E\{0}) is said to be a
tensor derivation on T E\{0} if the following conditions are satisfied:
i) ∇ is R-linear
ii) ∇ is type preserving, i.e. ∇(Trs(T E\{0}) ⊂ Trs(T E\{0}), for each
(r, s) ∈ N× N.
iii) ∇ obeys the Leibnitz rule ∇(P ⊗S) = ∇P ⊗S+P ⊗∇S, for any tensors
P, S on T E\{0}.
iv) ∇ commutes with any contractions, where T••(T E\{0}) is the space of
tensors on T E\{0}.
For a semispray S we consider the R-linear map
∇0 : Γ(T E\{0}) → Γ(T E\{0}),
given by
∇0ρ = h[S,hρ]T E + v[S, vρ]T E , ∀ρ ∈ Γ(T E\{0}). (1.4.1)
It results that
∇0(fρ) = S(f)ρ+ f∇0ρ, ∀f ∈ C∞(E), ρ ∈ Γ(T E\{0}). (1.4.2)
Any tensor derivation on T E\{0} is completely determined by its actions on
smooth functions and sections on T E\{0} (see [117] generalized Willmore’s
theorem, p. 1217). Therefore there exists a unique tensor derivation ∇ on
T E\{0} such that
∇ |C∞(E)= S, ∇ |Γ(T E\{0})= ∇0.
We will call the tensor derivation ∇, the dynamical covariant derivative
induced by the semispray S and a nonlinear connection N .
Proposition 1.4.1 The following formulas hold
[S,Vβ]T E = −δβ −
(
Nαβ +
∂Sα
∂yβ
)
Vα, (1.4.3)
[S, δβ ]T E =
(Nαβ − Lαβεyε) δα +RγβVγ , (1.4.4)
where
Rγβ = −σiβ
∂Sγ
∂xi
− S(N γβ ) +Nαβ N γα +Nαβ
∂Sγ
∂yα
+N γε Lεαβyα. (1.4.5)
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The action of the dynamical covariant derivative on the Berwald basis
is given by
∇Vβ = v[S,Vβ ]T E = −
(
Nαβ +
∂Sα
∂yβ
)
Vα
∇δβ = h[S, δβ ]T E =
(Nαβ − Lαβεyε) δα.
It is not difficult to extend the action of ∇ to the algebra of tensors by
requiring for ∇ to preserve the tensor product. For a pseudo-Riemannian
metric g on V T E (i.e. a (2, 0)-type symmetric tensor g = gαβ(x, y)Vα ⊗Vβ
of rank m on V T E) we have
(∇g)(ρ1, ρ2) = S(g(ρ1, ρ2))− g(∇ρ1, ρ2)− g(ρ1,∇ρ2), (1.4.6)
and in local coordinates we get
gαβ/ := (∇g)(Vα,Vβ) = S(gαβ) + gγβ
(
N γα +
∂Sγ
∂yα
)
+ gγα
(
N γβ +
∂Sγ
∂yβ
)
.
(1.4.7)
Definition 1.4.2 The nonlinear connection N is called metric or compati-
ble with the metric tensor g if ▽g = 0, that is
S(g(ρ1, ρ2)) = g(∇ρ1, ρ2) + g(ρ1,∇ρ2). (1.4.8)
If S be a semispray, N a nonlinear connection and ∇ the dynamical
covariant derivative induced by (S,N ), then we set:
Proposition 1.4.2 The nonlinear connection N˜ with the coefficients given
by
N˜αβ = Nαβ −
1
2
gαγgγβ/, (1.4.9)
is a metric nonlinear connection.
Proof. Since Nαβ are the coefficients of a nonlinear connection and
gαγgγβ/, are the components of a tensor of type (1,1) it results that N˜
α
β are
also the coefficients of a nonlinear connection. We consider the dynamical
covariant derivative induced by (S, N˜ ) and we have
(∇g)(Vα,Vβ) = S(gαβ) + gγβ
(
N˜ γα +
∂Sγ
∂yα
)
+ gγα
(
N˜ γβ +
∂Sγ
∂yβ
)
= S(gαβ) + gγβ
(
N γα +
∂Sγ
∂yα
)
+ gγα
(
N γβ +
∂Sγ
∂yβ
)
−
−gγβ 1
2
gγεgεα/−gγα
1
2
gγεgεβ/ =
= gαβ/ −
1
2
gαβ/ −
1
2
gαβ/ = 0,
that is the connection N˜ is metric. ⊓⊔
For the particular case of the tangent bundle see [19, 21]
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1.4.1 The case of SODE connection
A semispray (SODE ) given by S = yαXα + SαVα determines an associated
nonlinear connection
N = −LSJ,
with local coefficients (1.3.25)
N βα =
1
2
(
−∂S
β
∂yα
+ yεLβαε
)
.
Proposition 1.4.3 The following equations hold
[S,Vβ ]T E = −δβ +
(Nαβ − Lαβεyε)Vα, (1.4.10)
[S, δβ ]T E =
(Nαβ − Lαβεyε) δα +RαβVα, (1.4.11)
where
Rαβ = −σiβ
∂Sα
∂xi
− S(Nαβ )−Nαγ N γβ + (LγεβNαγ + LαγεN γβ )yε. (1.4.12)
The dynamical covariant derivative induced by S and associated nonlin-
ear connection is characterized by
∇Vβ = v[S,Vβ ]T E =
(Nαβ − Lαβεyε)Vα = −12
(
∂Sα
∂yβ
+ Lαβεy
ε
)
Vα, (1.4.13)
∇δβ = h[S, δβ ]T E =
(Nαβ − Lαβεyε) δα.
gαβ/ := (∇g)(Vα,Vβ) = S(gαβ)− gγβN γα − gγαN γβ +
(
gγβL
γ
αε + gγαL
γ
βε
)
yε,
(1.4.14)
which is equivalent to
(∇g)(Vα,Vβ) = S(gαβ) + 1
2
∂Sγ
∂yα
gγβ +
1
2
∂Sγ
∂yβ
gγα +
1
2
(
gγβL
γ
αε + gγαL
γ
βε
)
yε.
(1.4.15)
Definition 1.4.3 The Jacobi endomorphism is given by
Φ = v[S,hρ]T E.
Locally, from (1.4.11) we obtain that Φ = RαβVα⊗X β, where Rαβ is given
by (1.4.12) and represent the local coefficients of the Jacobi endomorphism.
Proposition 1.4.4 The following result holds
Φ = iSΩ+ v[vS,hρ]T E .
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Proof. Indeed, Φ(ρ) = v[S,hρ]T E = v[hS,hρ]T E + v[vS,hρ]T E and
Ω(S, ρ) = v[hS,hρ]T E, which yields Φ(ρ) = Ω(S, ρ) + v[vS,hρ]T E . ⊓⊔
If S is a spray, then the coefficients Sα are 2-homogeneous with respect
to the variables yβ and it results
2Sα = ∂S
α
∂yβ
yβ = −2Nαβ yβ + Lαβγyβyγ = −2Nαβ yβ.
S = hS = yαδα, vS = 0, Nαβ =
∂Nαε
∂yβ
yε + Lαβεy
ε,
which yields
Φ = iSΩ, (1.4.16)
and locally we get
Rαβ = Rαεβyε, (1.4.17)
which represents the local relation between the Jacobi endomorphism and
the curvature of the nonlinear connection.
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1.4.2 Lagrangian case
Let us consider a regular Lagrangian L on E, that is the matrix
gαβ =
∂2L
∂yα∂yβ
,
has constant rank m. The symplectic structure induced by the regular
Lagrangian is [70]
ωL =
∂2L
∂yα∂yβ
Vβ ∧ Xα + 1
2
(
∂2L
∂xi∂yβ
σiα −
∂2L
∂xi∂yα
σiβ −
∂L
∂yγ
Lγαβ
)
Xα ∧ X β.
Let us consider the energy function given by
EL = y
α ∂L
∂yα
− L,
then the symplectic equation
iSωL = −dEEL, S ∈ Γ(T E),
and the regularity condition of the Lagrangian determine the components
of the semispray (1.3.29)
Sε = gεβ
(
σiβ
∂L
∂xi
− σiα
∂2L
∂xi∂yβ
yα − Lθβαyα
∂L
∂yθ
)
,
where gαβg
βγ = δγα.
The connection N determined by this semispray is the canonical nonlinear
connection induced by a regular Lagrangian L. Its coefficients are given by
Nαβ =
1
2
gαε
[
S(gεβ) + σiβ
∂2L
∂xi∂yε
− σiε
∂2L
∂xi∂yβ
− Lγβε
∂L
∂yγ
+
(
gγεL
γ
βθ + gγβL
γ
εθ
)
yθ
]
(1.4.18)
Theorem 1.4.1 The canonical nonlinear connection N induced by a regu-
lar Lagrangian L is a metric nonlinear connection.
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Proof. Introducing the expression of the semispray (1.3.29) into the
equation (1.4.15) we obtain
(∇g)(Vα,Vβ) = yεσiε
∂gαβ
∂xi
+ gεγ
(
σiγ
∂L
∂xi
− σiθ
∂2L
∂xi∂yγ
yθ − Lθγτyτ
∂L
∂yθ
)
∂gαβ
∂yε
+
1
2
(
gγβ
∂gγε
∂yα
+ gγα
∂gγε
∂yβ
)(
σiε
∂L
∂xi
− σiθ
∂2L
∂xi∂yε
yθ − Lθετ
∂L
∂yθ
yτ
)
+
1
2
(
σiβ
∂2L
∂xi∂yα
+ σiα
∂2L
∂xi∂yβ
)
− σiε
∂gαβ
∂xi
yε
−1
2
(
σiα
∂2L
∂xi∂yβ
+ σiβ
∂2L
∂xi∂yα
)
− 1
2
∂L
∂yε
(
Lεβα + L
ε
αβ
)
−1
2
(
gγβL
γ
αε + gγαL
γ
βε
)
yε +
1
2
(
gγβL
γ
αε + gγαL
γ
βε
)
yε.
By direct computation, using the equalities
gγβ
∂gγε
∂yα
= −gγε∂gγβ
∂yα
= −gγε ∂gαβ
∂yγ
, Lθαβ = −Lθβα,
it results (∇g)(Vα,Vβ) = 0, which ends the proof. ⊓⊔
Theorem 1.4.2 The canonical nonlinear connection induced by a regular
Lagrangian is a unique connection which is metric and compatible with the
symplectic structure ωL, that is
∇g = 0, (1.4.19)
ωL(hρ,hν) = 0, ∀ρ, ν ∈ Γ(T E\{0}) (1.4.20)
Proof. Using the equation Vα = δVα −Nαβ X β it results
ωL = gαβ(δVβ−N βγ X γ)∧Xα+
1
2
(
∂2L
∂xi∂yβ
σiα −
∂2L
∂xi∂yα
σiβ −
∂L
∂yε
Lεαβ
)
X β∧Xα
= gαβδVβ∧Xα+1
2
(
gαγN γβ − gβγN βα +
∂2L
∂xi∂yβ
σiα −
∂2L
∂xi∂yα
σiβ −
∂L
∂yε
Lεαβ
)
X β∧Xα
= gαβδVβ∧Xα+1
2
(
Nαβ −Nβα + ∂
2L
∂xi∂yβ
σiα −
∂2L
∂xi∂yα
σiβ −
∂L
∂yε
Lεαβ
)
X β∧Xα,
where Nαβ := gαγN γβ . We have that ωL(hρ,hν) = 0 if and only if the second
part of the above relation vanishes, that is
N[αβ] =
1
2
(Nαβ −Nβα) = 1
2
(
∂2L
∂xi∂yα
σiβ −
∂2L
∂xi∂yβ
σiα +
∂L
∂yε
Lεαβ
)
.
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It result that the skew symmetric part of Nαβ is uniquely determined by the
condition (1.4.20). The symmetric part of Nαβ is completely determined by
the metric condition (1.4.19). Indeed
S(gαβ) = gγβN γα + gγαN γβ −
(
gγβL
γ
αε + gγαL
γ
βε
)
yε
= Nβα +Nαβ −
(
gγβL
γ
αε + gγαL
γ
βε
)
yε
= 2N(αβ) −
(
gγβL
γ
αε + gγαL
γ
βε
)
yε.
that is
2N(αβ) = S(gαβ) +
(
gγβL
γ
αε + gγαL
γ
βε
)
yε.
The equations (1.4.19) and (1.4.20) uniquely determine the coefficients of
the nonlinear connection
N γβ = gγαNαβ = gγα(N(αβ) +N[αβ])
=
1
2
gγα
[
S(gαβ) + ∂
2L
∂xi∂yα
σiβ −
∂2L
∂xi∂yβ
σiα −
∂L
∂yε
Lεβα
]
+
1
2
gγα
(
gγβL
γ
αε + gγαL
γ
βε
)
yε
Conversely, introducing (1.3.29) into (1.3.25) we have (1.4.18) which ends
the proof.
Remark 1.4.1 The invariant form of Helmholtz conditions on Lie alge-
broids is given by:
Dvρg(ν, θ) = Dvθg(ν, ρ),
∇g = 0,
g(Φρ, ν) = g(Φν, ρ),
(1.4.21)
for ν, ρ, θ ∈ Γ(E), where Dv is v-covariant derivative.
In local coordinates we obtain the following equations
∂gαβ
∂yε
=
∂gαε
∂yβ
,
S(gαβ)− gγβNγα − gγαNγβ = yε
(
gγβL
γ
εα + gγαL
γ
εβ
)
,
gαγ
(
σiβ
∂Sγ
∂xi
+ SNγβ +N εβNγε − (LδεβNγδ + LγδεN δβ)yε
)
= (1.4.22)
gβγ
(
σiα
∂Sγ
∂xi
+ SNγα +N εαNγε − (LδεαNγδ + LγδεN δα)yε
)
.
In the case of standard Lie algebroid (TM, [·, ·], id) we obtain the classical
Helmholtz conditions [113].
49
1.5 The prolongation of a Lie algebroid over the vector bun-
dle projection of the dual bundle
Let τ : E∗ → M be the dual bundle of π : E → M and (E, [·, ·]E , σ) a Lie
algebroid structure over M. One can construct a Lie algebroid structure
over E∗, by taking the prolongation of (E, [·, ·]E , σ) over τ : E∗ → M (see
[46], [64], [50]). This structure is given by:
• The associated vector bundle is (T E∗, τ1, E∗) where
T E∗ = ∪Tu∗E∗, u∗ ∈ E∗
with
Tu∗E∗ = {(ux, vu∗) ∈ Ex × Tu∗E∗|σ(ux) = Tu∗τ(vu∗), τ (u∗) = x ∈M},
and the projection τ1 : T E∗ → E∗, τ1(ux, vu∗) = u∗.
• The Lie algebra structure [·, ·]T E∗ on Γ(T E∗) is defined in the following
way: if ρ1, ρ2 ∈ Γ(T E∗) are such that ρi(u∗) = (Xi(τ (u∗)), Ui(u∗)) where
Xi ∈ Γ(E), Ui ∈ χ(E∗) and σ(Xi(τ (u∗)) = Tu∗τ(Ui (u∗)), i = 1, 2, then
[ρ1, ρ2]T E∗(u∗) = ([X1,X2]T E∗(τ (u∗)), [U1, U2]T E∗(u∗)).
• The anchor is the projection σ1 : T E∗ → TE∗, σ1(u, v) = v.
Notice that if T τ : T E∗ → E, T τ(u, v) = u then (V T E∗, τ1|V T E∗ , E∗)
with V T E∗ = KerT τ is a subbundle of (T E∗, τ1, E∗), called the vertical
subbundle. If (qi, µα) are local coordinates on E
∗ at u∗ and {sα} is a local
basis of sections of π : E → M then a local basis of Γ(T E∗) is {Qα,Pα}
where
Qα(u∗) =
(
sα(τ(u
∗)), σiα
∂
∂qi
|u∗
)
, Pα(u∗) =
(
0,
∂
∂µα
|u∗
)
. (1.5.1)
The structure functions on T E∗ are given by the following formulas
σ1(Qα) = σiα
∂
∂qi
, σ1(Pα) = ∂
∂µα
, (1.5.2)
[Qα,Qβ ]T E∗ = LγαβQγ , [Qα,Pα]T E∗ = 0, [Pα,Pβ ]T E∗ = 0, (1.5.3)
and therefore
dEqi = σiαQα, dEµα = Pα, (1.5.4)
dEQγ = −1
2
LγαβQα ∧ Qβ , dEPα = 0,
where {Qα,Pα} is the dual basis of {Qα,Pα}. Also, if ρ = ραQα + ραPα is
a section of T E∗, then
σ1(ρ) = σiαρ
α ∂
∂qi
+ ρα
∂
∂µα
.
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If u∗ ∈ E∗ and (ux, vu∗) ∈ Ex × Tu∗E∗ then
θE(u
∗)(ux, vu∗) = u∗(ux),
is called the Liouville section. The canonical symplectic section ωE is defined
by
ωE = −dEθE,
and it results that is a nondegenerate 2-section and dEωE = 0.
On E∗ we have the similar concept of the vertical lift to that in E. If
α ∈ Γ(E∗) we can define the vector field αv on E∗ as follows
αv(u∗) = α(τ(u∗))vu∗ , u
∗ ∈ E∗,
where
v
u∗ : E
∗
τ(u∗) → Tu∗(E∗τ(u∗)),
is the canonical isomorphism between the vector spaces E∗τ(u∗) and Tu∗(E
∗
τ(u∗)).
Also, if X is a section of π : E →M , there exists a unique vector field X∗c
on E∗, called the complete lift of X to E∗ , satisfying the two following
conditions:
(i) X∗c is τ−projectable on σ(X),
(ii) X∗c(
∧
Y ) = L̂XY , for all Y ∈ Γ(E) (see [41]).
If X is a section of E then
∧
X is the linear function
∧
X∈ C∞(E∗) given by
∧
X (u∗) = u∗(X(τ(u∗))),
for all u∗ ∈ E∗. Now, we may introduce the vertical lift αv and the complete
lift X∗c of a section α ∈ Γ(E∗) and a section X ∈ Γ(E) as the sections of
T E∗ given by
αv(u∗) = (0, αv(u∗)), X∗c = (X(τ(u∗),X∗c(u∗)), u∗ ∈ E∗.
The other canonical object on T E∗ is Liouville-Hamilton section C given by
C(u∗) = (0, u∗vu∗), u∗ ∈ E∗.
In local coordinates it follows that the Liouville section is given by
θE = µαQα, (1.5.5)
and we obtain
ωE = Qα ∧ Pα + 1
2
µαL
α
βγQβ ∧ Qγ . (1.5.6)
The Liouville-Hamilton section C has local expression
C = µαPα. (1.5.7)
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If θ is a section of E∗, θ = θαsα, and X is a section of E, X = Xαsα then
the vertical and complete lifts have the expression
θv = θαPα,
X∗c = XαQα −
(
σiα
∂Xε
∂qi
+ LεαβX
β
)
µεPα.
The Liouville-Hamilton section on T E∗ measures the homogeneity of the
functions and sections. A function f ∈ C∞(E∗) is said to be homogeneous
of degree r ∈ Z if
LCf = rf,
where LC is the Lie derivation with respect to the Liouville-Hamilton section
on the Lie algebroid. A section ρ of T E∗ is said to be homogeneous of degree
r ∈ Z if
LCρ = rρ.
We remark that V T E∗ is Lagrangian for ωE, i.e. ωE(ρ1, ρ2) = 0, for every
vertical sections ρ1, ρ2 ∈ Γ(V T E∗).
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1.5.1 Ehresmann connections on the Lie algebroid T E∗
Definition 1.5.1 The Ehresmann nonlinear connection on T E∗ is an al-
most product structure N on τ1 : T E∗ → E∗(i.e. a bundle morphism
N : T E∗ → T E∗, such that N 2 = Id) smooth on T E∗\{0} such that
V T E∗ = ker(Id+N ).
If N is a connection on T E∗ then HT E∗ = ker(Id−N ) is the horizontal
distribution associated to N and
T E∗ = V T E∗ ⊕HT E∗.
Each ρ ∈ Γ(T E∗) can be written as ρ = ρh + ρv where ρh, ρv are sections
in the horizontal and respective, vertical subbundles. If ρh = 0 then ρ is
called vertical and if ρv = 0 then ρ is called horizontal. A connection N
on E∗ induces two projectors h, v : T E∗ → T E∗ such that h(ρ) = ρh and
v(ρ) = ρv for every ρ ∈ Γ(T E∗). We have
h =
1
2
(Id+N ), v = 1
2
(Id−N ),
kerh = Imv = V T E∗, Imh = ker v = HT E∗,
h2 = h, v2 = v, hv = vh = 0, h+ v = Id.
Locally, a connection can be expressed as
N (Qα) = Qα + 2NαβPβ , N (Pα) = −Pα,
where Nαβ = Nαβ(q, µ) are the local coefficients of N . The local coordinate
expression of N is
N = Qα ⊗Qα − Pα ⊗ Pα + 2NαβPα ⊗Qα.
The local sections Pα, (α = 1,m) define a local frame of V T E∗, and the
sections
δ∗α = (Qα)h = Qα +NαβPβ , (1.5.8)
generate a local frame of HT E∗. The frame {δ∗α,Pα} is a local basis of T E∗
called adapted to the direct sum decomposition. The dual adapted basis is
{Qα, δPα} where
δPα = Pα −NαβQβ . (1.5.9)
It results that in the adapted basis the expression of Ehresmann connection
becomes
N = δ∗α ⊗Qα + Pα ⊗ δPα,
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Definition 1.5.2 A connection N is called symmetric if HT E∗ is Lagrangian
for ωE.
By a straightforward computation, using (1.5.8) we get
ωE(δ
∗
α, δ
∗
β) = Nαβ −Nβα − µγLγαβ ,
and it results that N is symmetric if and only if
Nαβ −Nβα = µγLγαβ . (1.5.10)
Proposition 1.5.1 With respect to a symmetric nonlinear connection, the
canonical symplectic structure ωE can be written in the following form
ωE = Qα ∧ δPα + µαLαβγQβ ∧ Qγ . (1.5.11)
Proof. Using (1.5.6) and (1.5.9) we get
ωE = Qα ∧ δPα + 1
2
(Nαβ −Nβα)Qα ∧Qβ + 1
2
µαL
α
βγQβ ∧ Qγ ,
which ends the proof. ⊓⊔
Proposition 1.5.2 The Lie brackets of the adapted basis {δ∗α,Pα} are [50]
[δ∗α, δ
∗
β ]T E∗ = L
γ
αβδ
∗
γ+RαβγPγ , [δ∗α,Pβ ]T E∗ = −
∂Nαγ
∂µβ
Pγ , [Pα,Pβ ]T E∗ = 0,
Rαβγ = σiα
∂Nβγ
∂qi
− σiβ
∂Nαγ
∂qi
+Nαδ ∂Nβγ
∂µδ
−N βδ ∂Nαγ
∂µδ
− LεαβNεγ . (1.5.12)
Proof. Using (1.5.8) we obtain
[δ∗α, δ
∗
β ]T E∗ =
(
σiα
∂Nβγ
∂qi
− σiβ
∂Nαγ
∂qi
+Nαδ ∂Nβγ
∂µδ
−N βδ ∂Nαγ
∂µδ
)
Pγ + LεαβQε,
and putting Qε = δ∗ε −NεγPγ we get [δ∗α, δ∗β ]T E∗ = Lγαβδ∗γ +RαβγPγ . ⊓⊔
The curvature of a connection N on T E∗ is given by Ω = −Nh, where
h is the horizontal projector and Nh is the Nijenhuis tensor of h, given by
Nh(θ, ρ) = [hθ, hρ]T E∗ − h[hθ, ρ]T E∗ − h[θ, hρ]T E∗ + h2[θ, ρ]T E∗ .
Proposition 1.5.3 In local coordinates we get
Ω = −1
2
RαβγQα ∧ Qβ ⊗ Pγ , (1.5.13)
where Rαβγ is given by (1.5.12) and are called the coefficients of the curva-
ture tensor of N .
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Proof. Since h2 = h we obtain
Ω(hρ1, hρ2) = −v[hρ1, hρ2]T E∗, Ω(hρ1, vρ2) = Ω(vρ1, vρ2) = 0,
and in local coordinates we get
Ω(δ∗α, δ
∗
β) = −v[δ∗α, δ∗β ]T E∗ = −RαβγPγ ,
which concludes the proof. ⊓⊔
Proposition 1.5.4 The curvature satisfies the Bianchi identity
Rαβγ +Rβγα +Rγαβ = 0.
Proof. By direct computation, using the relation (1.5.12) and structure
equations given by (1.2.9), (1.2.10).
The curvature is an obstruction to the integrability of HT E∗, under-
standing that a vanishing curvature entails that horizontal sections are
closed under the Lie algebroid bracket of T E∗. We have:
Remark 1.5.1 HT E∗ is integrable if and only if the curvature vanishes.
Also, the integrability conditions for the almost product structure N is
given by the vanishing of the associated Nijenhuis tensor NN .By a straight-
forward computation we obtain
NN (Pα,Pβ) = 0, NN (δ∗α,Pβ) = 0, NN (δ∗α, δ∗β) = 4RαβγPγ .
Thus
NN = −2RαβγXα ∧ X β ⊗ Pγ ,
and it results that the distribution HT E∗ is integrable if and only if the
almost product structure N is integrable.
We consider the connections N on T E∗ and N on TE∗ which are σ1-
related and the adapted basis (δi,
∂
∂µα
) of N given by δi =
∂
∂qi
+ Niα
∂
∂µα
,
where Niβ are the coefficients of N .
Theorem 1.5.1 The following relations hold
σ1(δ∗α) = σ
i
αδi, Nαβ = σiαNiβ , Rαβγ = σiασjβRijγ, (1.5.14)
where
Rijγ = δi(Njγ)− δj(Niγ),
is the curvature of the nonlinear connection N on TE∗.
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Proof . Since N (σ1(δ∗α)) = σ1(δ∗α) the relation N ◦ σ1 = σ1 ◦N leads to
N(σ1(δ∗α)) = σ1(δ∗α). But N(σ1(δ∗α)) = 2σiαδi−σ1(δ∗α) which concludes that
σ1(δ∗α) = σiαδi, from which we easily obtain Nαβ = σiαNiβ. By straightfor-
ward computation we get
Rαβγ = σiασjβ (δi(Njγ)− δj(Niγ)) +Njγ
(
σiβ
∂σjα
∂qi
− σiα
∂σjβ
∂qi
)
+ LεαβNεγ ,
and using (1.2.10), the second term is given by Njγσ
j
εLεβα = −NεγLεαβ, which
ends the proof. ⊓⊔
Remark 1.5.2 A σ1-related connection N on TE∗ determines a connection
N on T E∗ with the coefficients given by
Nαβ = σiαNiβ ,
and curvature
Rαβγ = σiασjβRijγ.
Conversely, it is not true, because σ is only injective.
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1.5.2 Regular sections and connections
Definition 1.5.3 An almost tangent structure J on T E∗ is a bundle mor-
phism J : T E∗ → T E∗ of τ1 : T E∗ → E∗ of rank m, such that J 2 = 0. An
almost tangent structure J on T E∗ is called adapted if
ImJ = kerJ = V T E∗.
Locally, an adapted almost tangent structure is given by
J = tαβQα ⊗ Pβ, (1.5.15)
where the tensor tαβ(x, µ) is nondegenerate.
Now, we find the integrability conditions for the adapted almost tangent
structure. From [50] it results
Proposition 1.5.5 J is an integrable structure if and only if
∂tαγ
∂µβ
=
∂tβγ
∂µα
, (1.5.16)
where tαγtγβ = δ
α
β .
Proof. J is integrable if and only if the associated Nijenhuis tensor
NJ (ρ, ν) = [J ρ,J ν]T E∗ − J [J ρ, ν]T E∗ − J [ρ,J ν]T E∗ ,
vanishes. This is locally equivalent with the relations
NJ (Xα,Xβ) =
(
tαγ
∂tβε
∂µγ
− tβγ ∂tαε
∂µγ
)
Pε, NJ (Xα,Pβ) = NJ (Pα,Pβ) = 0.
Therefore J is integrable if and only if
tαγ
∂tβε
∂µγ
= tβγ
∂tαε
∂µγ
,
that is equivalent to (1.5.16).
Definition 1.5.4 An adapted almost tangent structure J on T E∗ is called
symmetric if
ωE(J ρ1, ρ2) = ωE(J ρ2, ρ1). (1.5.17)
Locally, this requires the symmetry of the tensor tαβ.
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Remark 1.5.3 If g is a pseudo-Riemannian metric on the vertical bundle
V T E∗ then there exists a unique symmetric adapted almost tangent structure
on T E∗ such that
g(J ρ,J υ) = −ωE(J ρ, υ), (1.5.18)
and we say that J is induced by the metric g.
Locally, if
g(q, µ) = gαβPα ⊗ Pβ,
then the relation (1.5.18) implies tαβ = gαβ .
Remark 1.5.4 Any symmetric adapted almost tangent structure J on T E∗
induces a pseudo-Riemannian metric on the vertical bundle V T E∗ as defined
by (1.5.18).
Definition 1.5.5 The torsion of a connection N is the vector valued two
form T = [J , h], where h is the horizontal projector and [J , h] is the
Fro¨licher-Nijenhuis bracket
[J , h](X,Y ) = [JX,hY ]T E∗ + [hX,J Y ]T E∗ + J [X,Y ]T E∗ − J [X,hY ]T E∗−
−J [hX, Y ]T E∗ − h[X,J Y ]T E∗ − h[JX,Y ]T E∗ ,
The torsion T is a semibasic vector-valued form. Its local expression is
T =
1
2
TαβγQα ∧Qβ ⊗ Pγ ,
where
Tαβγ = tαǫ
∂Nβγ
∂µε
− tβǫ∂Nαγ
∂µε
+ δ∗α(tβγ)− δ∗β(tαγ)− Lǫαβtǫγ . (1.5.19)
Next, let us consider the linear mapping F : T E∗ → T E∗ given by
F(hρ) = J ρ, F(J ρ) = −hρ, (1.5.20)
where ρ ∈ Γ(T E∗), and h is the horizontal projector induced by the nonlin-
ear connection.
Proposition 1.5.6 The mapping F has the properties:
a) F is an almost complex structure F ◦ F = −Id.
b) Locally it is given by
F = tαβPβ ⊗Qα − tαβδ∗α ⊗ δPβ . (1.5.21)
Proof. It results by definition that
(F ◦ F)(hρ) = F(J (ρ)) = −hρ, (F ◦ F)(J ρ) = F(−hρ) = −J ρ,
F(δ∗α) = tαβPβ , F(Pα) = −tαβδ∗β ,
which concludes the proof. ⊓⊔
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Proposition 1.5.7 The almost complex structure is integrable if and only
if the torsion and curvature of the connection satisfy the equations
Tαβγ = 0, Rαβγ = tαε ∂tβγ
∂µε
− tβε∂tαγ
∂µε
. (1.5.22)
Proof. Let NF be the Nijenjuis tensor of the almost complex structure.
We get
NF (δ∗α, δ
∗
β) = N
γ
αβδ
∗
γ +Nαβ(γ)Pγ ,
NF (δ∗α,Pβ) = N(β)γα δ∗γ +N(β)α(γ)Pγ ,
NF (Pα,Pβ) = −tεαtβτNF (δ∗ε , δ∗τ ),
where
Nγαβ = Tαβεt
εγ , Nαβ(γ) = tαε
∂tβγ
∂µε
− tβε∂tαγ
∂µε
−Rαβγ ,
Nαβ(γ) = N
(ε)τ
α tεβtγτ , N
γ
αβ = N
(ε)
α(τ)t
τγtβε,
which ends the proof. ⊓⊔
Remark 1.5.5 Let N be a bundle morphism of τ1 : T E∗ → E∗, smooth on
T E∗\{0}. Then N is a connection on T E∗ if and only if there exists an
adapted almost tangent structure J on T E∗ such that
JN = J , NJ = −J . (1.5.23)
Definition 1.5.6 Let J be an adapted tangent structure on T E∗. A section
ρ of T E∗ is called J−regular if
J [ρ,J ν]T E∗ = −J ν, (1.5.24)
for every section ν of T E∗.
Locally, the section ρ = ξαQα + ρβPβ is J−regular if and only if
tαβ =
∂ξβ
∂µα
.
where tαβtαγ = δ
β
γ .
We have to remark that if the equation (1.5.24) is satisfied for any section
ν ∈ Γ(T E∗) with rank[tαβ] = m, then J is an integrable structure. Indeed,
we have
∂tαβ
∂µγ
=
∂2ξβ
∂µγ∂µα
=
∂2ξβ
∂µα∂µγ
=
∂tγβ
∂µα
,
and using (1.5.16) it follows that J is integrable.
From [50] we have:
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Theorem 1.5.2 Let J be an adapted tangent structure on T E∗. If ρ is a
J−regular section of T E∗ then
N = −LρJ , (1.5.25)
is a connection on T E∗.
Proof. Since
N (υ) = −LρJ (υ) = −[ρ,J υ]T E∗ + J [ρ, υ]T E∗,
then
JN (υ) = −J [ρ,J υ]T E∗ + J 2[ρ, υ]T E∗ = J υ,
NJ (υ) = −[ρ,J 2υ]T E∗ + J [ρ,J υ]T E∗ = −J υ.
and using (1.5.23) it results the conclusion. ⊓⊔
This connection is induced by J and ρ. Its local coefficients are given
by
Nαβ = 1
2
(
tαγ
∂ρβ
∂µγ
− σiαtγβ
∂ξγ
∂qi
− ρ(tαβ) + ξγtεβLεγα
)
. (1.5.26)
Definition 1.5.7 An adapted tangent structure J on T E∗ is called homo-
geneous if
LCJ = −J .
Notice that J is homogeneous if the local components tαβ(x, µ) are 0-
homogeneous with respect to µ.
Proposition 1.5.8 Let J be a homogeneous adapted tangent structure. A
section ρ of T E∗ is J−regular if and only if
J ρ = C.
Proof. If ρ is J−regular then
tαβ =
∂ξβ
∂µα
,
is 0-homogeneous, hence ξβ must be 1-homogeneous with respect to µ, there-
fore ξβ = µαt
αβ , that is equivalent to J ρ = C. Vice versa, if J ρ = C then
ξβ = µαt
αβ and thus
∂ξβ
∂µγ
= tγβ + µε
tγβ
∂µε
= tγβ,
which ends the proof. ⊓⊔
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Remark 1.5.6 (i) Based on the above result, the local expression for a J−
regular section with J a homogeneous adapted tangent structure is
ρ = µαt
αβXβ + ραPα. (1.5.27)
(ii) The coefficients (1.5.26) generated by ρ from (1.5.27) can be written
in the following form
Nαβ = 1
2
((
σiα
∂tγβ
∂xi
− σiγ
∂tαβ
∂xi
)
tεγµε + tαε
∂ρβ
∂µε
− ρε∂tαβ
∂µε
+ µεt
εγLλγαtλβ
)
.
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1.5.3 Hamilton sections
Definition 1.5.8 A section ψ on T E∗ is called a Hamilton section if it is
J−regular and
LψωE = 0,
where ωE is the canonical symplectic section.
If ψ = ξαQα + ραPα then the condition LψωE = 0 is expressed locally
by [109]
i)
∂ξβ
∂µα
=
∂ξα
∂µβ
.
ii) σiα
∂ξβ
∂qi
+
∂ρα
∂µβ
= ξγLβγα + µεL
ε
γα
∂ξγ
∂µβ
. (1.5.28)
iii) σiβ
∂ρα
∂qi
− σiα
∂ρβ
∂qi
= µεξ
γ
(
σiβ
∂Lεγα
∂qi
− σiα
∂Lεγβ
∂qi
+ LενγL
ν
αβ
)
+
+µε
∂ξγ
∂qi
(
σiβL
ε
γα − σiαLεγβ
)− ργLγαβ .
Now, we deal with some generalizations of the Hamilton sections.
Definition 1.5.9 The section ψ = ξαQα+ραPα on T E∗ defines a mechan-
ical structure if ψ is J−regular and
ωE(J ρ1, ρ2) = ωE(J ρ2, ρ1), (1.5.29)
for any ρ1, ρ2 ∈ Γ(T E∗).
The definition is equivalent with the symmetry of tαβ = ∂ξ
β
∂µα
, which
means that the property (1.5.28) i) is fulfilled.
Proposition 1.5.9 The section ψ on T E∗ defines a mechanical structure
if and only if
LψωE(ν1, ν2) = 0,
whenever ν1, ν2 ∈ Γ(V T E∗).
Proof . Let us consider ρ1, ρ2 ∈ Γ(T E∗) and ν1 = J ρ1, ν2 = J ρ2. Then
LψωE(J ρ1,J ρ2) = ψ(ωE(J ρ1,J ρ2)− ωE((LψJ ρ1,J ρ2)−
−ωE((J ρ1,LψJ ρ2) = ωE((Nρ1,J ρ2) + ωE((J ρ1,Nρ2).
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Considering Nρ1, Nρ2 for ρ1, ρ2 in the previous relation and using the prop-
erties (1.5.23) and N 2 = Id we obtain
LψωE(J ρ1,J ρ2) = LψωE(JNρ1,JNρ2) = ωE(ρ1,J ρ2) + ωE(J ρ1, ρ2),
which ends the proof. ⊓⊔
Definition 1.5.10 The section ψ on T E∗ is a semi-Hamilton section if ψ
is J−regular and
iυ(LψωE) = 0, (1.5.30)
whenever υ ∈ Γ(V T E∗).
In the case of a semi-Hamilton section on T E∗ only the conditions
(1.5.28), i) and ii) are satisfied.
Let us consider a section ψ defining a mechanical structure on T E∗, then
we can find the other connection. Indeed, we consider
g(ρ1, ρ2) = −ωE(J ρ1, ρ2),
for ρ1, ρ2 ∈ Γ(T E∗). It results that g(ρ1, ρ2) = g(ρ2, ρ1) and g(υ, ρ) = 0
whenever υ ∈ Γ(V T E∗). The local coordinate expression of g is given by
g = gαβQα ⊗Qβ .
Proposition 1.5.10 If ψ defines a mechanical structure on T E∗ then the
section N ′ defined by
ωE(N ′ρ1, ρ2) = (Lψg)(ρ1, ρ2), ρ1, ρ2 ∈ Γ(T E∗), (1.5.31)
determines a connection on T E∗.
Proof. First, we show that the following relation holds
(Lψg)(ρ1, ρ2) = −(LψωE)(J ρ1, ρ2) + ωE(Nρ1, ρ2).
Indeed, we get
(Lψg)(ρ1, ρ2) = ψ(g(ρ1, ρ2))− g(Lψρ1, ρ2)− g(ρ1,Lψρ2) =
= −ψ(ωE(J ρ1, ρ2)) + ωE(J (Lψρ1), ρ2) + ωE(J ρ1,Lψρ2).
But the relation
ψ(ωE(J ρ1, ρ2)) = (LψωE)(J ρ1, ρ2) + ωE(Lψ(J ρ1), ρ2) + ωE(J ρ1,Lψρ2),
yields
(Lψg)(ρ1, ρ2) = −(LψωE)(J ρ1, ρ2) + ωE(−(LψJ )ρ1, ρ2).
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Also, it results
(LψωE)(J ρ1, ρ2) = ωE((N −N ′)ρ1, ρ2). (1.5.32)
But,
ωE(N ′J ρ1, ρ2) = (Lψg)(J ρ1, ρ2) =
= ψ(g(J ρ1, ρ2))− g((LψJ )ρ1, ρ2)− g(J ρ1,Lψρ2) =
= g(Nρ1, ρ2) = −ωE(JNρ1, ρ2) = −ωE(J ρ1, ρ2),
whence N ′J = −J . Next
ωE(JN ′ρ1, ρ2) = −ωE(N ′ρ1,J ρ2) = −(Lψg)(ρ1,J ρ2) =
(LψωE)(J ρ1,J ρ2)− ωE(Nρ1,J ρ2) = ωE(JNρ1, ρ2) = ωE(J ρ1, ρ2),
whence JN ′ = J , which ends the proof. ⊓⊔
In local coordinates the connection N ′ has the coefficients given by
N ′αβ =
1
2
(
−ψtαβ − σiβ
∂ξε
∂qi
tεα − σiα
∂ξε
∂qi
tεβ + ξ
γLεγβtεα + ξ
γLεγαtεβ + µεL
ε
βα
)
.
Using (1.5.32) we obtain
Remark 1.5.7 In the case that ψ is both semi-Hamiltonian and mechan-
ical sections and moreover Hamiltonian, then the connections N and N ′
coincide.
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1.5.4 Hamiltonian formalism on Lie algebroids
Let us consider a differentiable and regular Hamiltonian H : E∗ → R i.e.
the matrix
gαβ(q, µ) =
∂2H
∂µα∂µβ
,
is nondegenerate.
Any regular Hamiltonian H on E∗ induces a pseudo-Riemannian metric
on V T E∗ (the metric tensor is gαβ(q, µ)) therefore, it induces a unique sym-
metric adapted almost tangent structure (denoted JH) such that (1.5.18)
is verified. Moreover, this is a tangent structure i.e., JH is integrable.
A J−regular section induced by the regular Hamiltonian H is
ρ =
∂H
∂µα
Qα + ραPα.
Since ωE is a symplectic section on the Lie algebroid (T E∗, [·, ·]T E∗, σ1) and
dH ∈ Γ(T E∗), we get
Remark 1.5.8 There exists a unique section ρH ∈ Γ(T E∗) such that
iρHωE = d
EH,
and ρH is a Hamilton section, i.e the relations (1.5.28) are fulfilled.
With respect to the local basis {Qα,Pα} , the local expression of ρH is
ρH =
∂H
∂µα
Qα −
(
σiα
∂H
∂qi
+ µγL
γ
αβ
∂H
∂µβ
)
Pα, (1.5.33)
Thus, the vector field σ1(ρH) on E∗ is given by [64]
σ1(ρH) = σiα
∂H
∂µα
∂
∂qi
−
(
σiα
∂H
∂qi
+ µγL
γ
αβ
∂H
∂µβ
)
∂
∂µα
,
and consequently, the integral curves of ρH (i.e. the integral curves of the
vector field σ1(ρH)) satisfy the Hamilton equations
dqi
dt
= σiα
∂H
∂µα
,
dµα
dt
= −σiα
∂H
∂qi
− µγLγαβ
∂H
∂µβ
. (1.5.34)
The Theorem 1.5.2 yields [103]
Corollary 1.5.1 The symmetric nonlinear connection N = −LρHJH has
the coefficients given by
Nαβ = 1
2
(σiγ{gαβ ,H} −
∂2H
∂qi∂µε
(σiβgαε + σ
i
αgβε)+
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+ µγL
γ
εκ
∂H
∂µε
∂gαβ
∂µκ
+ µγL
γ
αβ +
∂H
∂µδ
(gαεL
ε
δβ + gβεL
ε
δα)), (1.5.35)
where
{gαβ ,H} = ∂gαβ
∂µγ
∂H
∂qi
− ∂gαβ
∂qi
∂H
∂µγ
,
is the Poisson bracket.
For the particular case of the cotangent bundle see [81, 90, 47]
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1.5.5 Duality between the Lagrangian and Hamiltonian formal-
ism
We have a local diffeomorphism Φ from E∗ to E, locally given by
xi = qi, yα = ξα(q, µ) =
∂H
∂µα
. (1.5.36)
and its inverse Φ−1 has the following local coordinates expression
qi = xi, µα = ζα(x, y) =
∂L
∂yα
, (1.5.37)
where
L(x, y) = ζαyα −H(x, µ),
and the components ζα(x, y) define an 1-section on E.
From the condition for Φ−1 to be the inverse of Φ we get the following
formulas
Vβ(ζα) ◦ Φ = gαβ,
Xβ(ζα) ◦ Φ = −gαγQβ(ξγ),
Φ∗Pα = (gαβ ◦ Φ−1)Vβ, (1.5.38)
Φ∗(Qα) = Xα + (Qα(ξβ) ◦ Φ−1)Vβ,
Φ−1∗ (Vα) = gαβPβ ,
Φ−1∗ (Xα) = Qα − gγεQα(ξε)Pγ ,
where Φ∗ is tangent map of Φ (see [64]) and gαβ = ∂ξα/∂µβ , gαβgβγ = δαγ .
Theorem 1.5.3 Let ρ be a J−regular section on T E∗ induced by the hy-
perregular Hamiltonian H, and Φ : E∗ → E the global diffeomorpfism given
by (1.5.36), then the section Φ∗ρ is a semispray on T E whose induced con-
nection N is the image by Φ of the connection N defined by ρ.
Proof. Let us consider ρ = ξαQα + ραPα and we obtain the semispray
ϑ
ϑ = Φ∗ρ = ξα(Xα + (Qα(ξβ) ◦Φ−1)Vβ) + ρα(gαβ ◦ Φ−1)Vβ = yαXα + ϑαVα,
where ϑα is given by
ϑα ◦ Φ = ξβQβ(ξα) + ρβPβ(ξα) = ρ(ξα).
Considering Φ˜ the map induced by Φ at the level of tensors and using (1.5.38)
we obtain
Φ˜J = J,
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which yields
N = −LϑJ = −LΦ∗ρΦ˜J = −Φ˜(LρJ ) = Φ˜N ,
thus N is the image of N by Φ˜. ⊓⊔
This theorem shows that the splitting V T E∗ ⊕HT E∗ defined by N is
mapped by Φ∗ into the splitting V T E⊕HT E defined by N , and it results:
Corollary 1.5.2 The following equalities hold
Φ∗δ∗α = δα, Φ
−1
∗ δα = δ
∗
α,
Nαβ(q, µ) = − (Nγα(x, y) +Qα(ξγ)) gβγ .
Rαβγgαε = Rεβγ ◦ Φ, Rεβγ
∂ζα
∂yε
= Rαβγ ◦ Φ−1,
Nβα ◦Φ = −δ∗α(ξβ), Nαβ ◦ Φ−1 = −δα(ζβ),
Proof. We have on one hand
Φ−1∗ (δα) = δ
∗
α = Qα +NαγPγ ,
and on the other hand
Φ−1∗ (δα) = Φ
−1
∗ (Xα −NβαVβ) = Qα − gγεQα(ξα)Pγ −NβαgβγPγ .
Therefore, we get Nαγ = − (N εα +Qα(ξε)) gγε. Next, since Φ−1 is a diffeo-
morphism, we obtain
[Φ−1∗ (δα),Φ
−1
∗ (δβ)]T E∗ = L
γ
αβΦ
−1
∗ (δγ) +RγαβΦ−1∗ (Vγ),
[Φ−1∗ (δα),Φ
−1
∗ (δβ)]T E∗ = [δ
∗
α, δ
∗
β ]T E∗ = L
γ
αβδ
∗
γ +RαβγPγ ,
and using (1.5.38) it results the relation between the curvature tensors of
connections N on T E and N on T E∗. By direct computations the other
relations are obtained. ⊓⊔
Let us consider S a semispray on T E and Φ−1 : E → E∗ the diffeomor-
phism given by (1.5.37). Then we set [109]:
Theorem 1.5.4 The section ρ = Φ−1∗ S is a semi-Hamiltonian section on
T E∗ if and only if the nonlinear connection on T E induced by semispray is
the canonical nonlinear connection induced by the regular Lagrangian.
Proof. Considering S = yαXα + SαVα we have from (1.5.38)
Φ−1∗ S = ξαQα + (−ξαgγεQα(ξε) + Sαgαγ)Pγ .
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The conditions (1.5.28) i), ii) and (1.5.38) lead to
gθβ (Xθ(ζα)− Xα(ζθ) + Vθ(Sε)gεα + ξεXε(gαθ) + SεVε(gαθ) + ζεLεαθ)+yεLβαε = 0,
and using (1.3.25) it follows
Xα(ζθ)− Xθ(ζα) = S(gαθ)− 2N εθ gεα + yβLεθβgεα + yβLεαβgεθ + ζεLεαθ,
which concludes that (change α with θ and totalizing)
S(gαθ)−N εθ gεα−N εαgεθ + yβ
(
Lεθβgεα + L
ε
αβgεθ
)
= 0
(1.4.19)⇔ ∇g (Vα,Vθ) = 0,
and
Xα(ζθ)− Xθ(ζα) = N εθ gεα −N εαgεθ + ζεLεαθ,
which is equivalent with
N εθ gεα−N εαgεθ+
∂2L
∂xi∂yα
σiβ−
∂2L
∂xi∂yβ
σiα−
∂L
∂yε
Lεαβ = 0
(1.4.20)⇔ ωL(hρ,hν) = 0.
From the Theorem 1.4.2 we get that the section ρ = Φ−1∗ S is semi-
Hamiltonian if and only if the connection induced by semispray is the canon-
ical nonlinear connection (1.4.18). When ρ = Φ−1∗ S is a Hamiltonian section
we have the same result, but moreover, the condition (1.5.28) iii) seems to
lead to the third Helmholtz condition on a Lie algebroid (1.4.22) and the
work is in progress. ⊓⊔
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1.6 Dynamical covariant derivative and metric non-linear
connection on T E∗
Definition 1.6.1 A map ∇ : T(T E∗\{0}) → T(T E∗\{0}) is said to be a
tensor derivation on T E∗\{0} if the following conditions are satisfied:
i) ∇ is R-linear
ii) ∇ is type preserving, i.e. ∇Trs(T E∗\{0}) ⊂ Trs(T E∗\{0}), for each
(r, s) ∈ N× N
iii) ∇ obeys the Leibnitz rule ∇(P ⊗S) = ∇P ⊗S+P ⊗∇S for any tensors
P, S on T E∗\{0}
iv) ∇ commutes with any contractions.
We consider the R-linear map ∇ρ : Γ(T E∗\{0})→ Γ(T E∗\{0}) by
∇ρX = h[ρ,hX]T E∗ + v[ρ, vX]T E∗ , ∀X ∈ Γ(T E∗\{0}). (1.6.1)
where ρ is a J−regular section and it follows that
∇ρ(fX) = ρ(f)X + f∇ρX, ∀f ∈ C∞(T E∗\{0}), (1.6.2)
Any tensor derivation on T E∗\{0} is completely determined by its actions on
smooth functions and sections on T E∗\{0} (see [117] generalized Willmore’s
theorem, p. 1217). Therefore, there exists a unique tensor derivation ∇ρ on
T E∗\{0} such that
∇ρ |C∞(T E∗\{0})= ρ, ∇ρ |Γ(T E∗\{0})= ∇0.
We will call the tensor derivation ∇ρ, the dynamical covariant derivative
induced by the J -regular section ρ and a nonlinear connection N .
Proposition 1.6.1 The following equations hold
[ρ,Pβ ]T E∗ = −tαβδ∗α +
(
tαβNαγ − ∂ργ
∂µβ
)
Pγ , (1.6.3)
[ρ, δ∗β ]T E∗ = −
(
δ∗β(ξ
α) + ξεLαεβ
)
δ∗α +RβγPγ , (1.6.4)
where
Rβγ = δ∗β(ξα)Nαγ + ρ(Nβγ)− δ∗β(ργ)− ξεLαεβNαγ , (1.6.5)
The action of ∇ρ on the Berwald basis has the form
∇ρPβ = v[ρ,Pβ ]T E∗ =
(
tαβNαγ − ∂ργ
∂µβ
)
Pγ ,
∇ρδ∗β = h[ρ, δ∗β ]T E∗ = −
(
δ∗β(ξ
α) + ξεLαεβ
)
δ∗α.
70
For a pseudo-Riemannian metric g on T E∗ the action of ∇ρ is given by
∇ρg(X,Y ) = ρ(g(X,Y ))− g(∇ρX,Y )− g(X,∇ρY ), (1.6.6)
which in local coordinates leads to
gαβ/ := ∇ρg
(
Pα,Pβ
)
= ρ(gαβ)−gεβ
(
tαγNγε − ∂ρε
∂µα
)
−gεα
(
tβγNγε − ∂ρε
∂µβ
)
.
Definition 1.6.2 A nonlinear connection is called metric or compatible
with the metric tensor g if ∇ρg = 0, for all J -regular sections ρ, that is
ρ(g(X,Y )) = g(∇ρX,Y ) + g(X,∇ρY ), ∀X,Y ∈ Γ(V T E∗). (1.6.7)
Theorem 1.6.1 The connection N˜ with the coefficients
N˜αβ = Nαβ + 1
2
tαεgβγg
εγ
/ , (1.6.8)
is a metric nonlinear connection.
Proof. Let us consider the dynamical covariant derivative induced by ρ
and N˜ given by
∇ρg
(
Pα,Pβ
)
= ρ(gαβ)− gεβ
(
tαγN˜γε − ∂ρε
∂µα
)
− gεα
(
tβγN˜γε − ∂ρε
∂µβ
)
,
and using (1.6.8) it follows
∇ρg
(
Pα,Pβ
)
= gαβ/ −
1
2
gεβtαγtγrgεpg
rp
/ −
1
2
gαεtβγtγrgεpg
rp
/ = 0,
that is N˜ is a metric nonlinear connection. ⊓⊔
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1.6.1 Nonlinear connection induced by a J -regular section
If J is an adapted tangent structure and ρ is a J - regular section then [50]
N = −LρJ ,
is a nonlinear connection on T E∗ with local coefficients given by (1.5.26)
Nαβ = 1
2
(
tαγ
∂ρβ
∂µγ
− σiαtγβ
∂ξγ
∂qi
− ρ(tαβ) + ξγtεβLεγα
)
.
Definition 1.6.3 The Jacobi endomorphism ψ is given by
ψ = v[ρ,hX]T E∗ .
Locally, from (1.6.4) we obtain that ψ = RαβQα ⊗ Pβ , where Rαβ is
given by (1.6.8). Rαβ are the local coefficients of the Jacobi endomorphism.
Proposition 1.6.2 The following result holds
ψ = iρΩ+ v[vρ,hX]T E∗ .
Proof. Indeed, ψ(X) = v[ρ,hX]T E∗ = v[hρ,hX]T E∗ + v[vρ,hX]T E∗
and Ω(ρ,X) = v[hρ,hX]T E∗, that is ψ(X) = Ω(ρ,X) + v[vρ,hX]T E∗. ⊓⊔
Remark 1.6.1 If ρ is a horizontal section ρ = hρ, then we obtain
ψ = iρΩ,
and locally it follows
ργ = ξ
αNαγ ,
which yields
Rαβ = Rεαβξε. (1.6.9)
and the local relation between the Jacobi endomorphism and the curvature
tensor of the nonlinear connection is obtained.
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1.6.2 Hamiltonian case
In what follows, we consider a regular Hamiltonian H : E∗ → R, that is the
matrix
gαβ(q, µ) =
∂2H
∂µα∂µβ
,
is nondegenerate. This regular Hamiltonian determines a symmetric canon-
ical nonlinear connection given by (1.5.35). We have the following result:
Theorem 1.6.2 The canonical nonlinear connection induced by a regular
Hamiltonian H is a metric nonlinear connection.
Proof. Introducing the coefficients (1.5.35) into the expression of the
dynamical covariant derivative and using (1.5.33) we obtain
∇ρg
(
Pα,Pβ
)
= σiε
∂gαβ
∂qi
∂H
∂µε
− σiε
∂H
∂qi
∂gαβ
∂µε
− µγLγεδ
∂H
∂µδ
∂gαβ
∂µε
−1
2
(
gεβgαγ + gεαgβγ
) [
σil
(
∂gγε
∂µl
∂H
∂qi
− ∂gγε
∂qi
∂H
∂µl
)
− σiε
∂2H
∂qi∂µl
gγl
−σiγ
∂2H
∂qi∂µl
gεl + µlL
l
rs
∂H
∂µr
∂gγε
∂µs
+ µlL
l
γε +
∂H
∂µδ
(
gγlL
l
δε + gεlL
l
δγ
)]
−gεβσiε
∂2H
∂µα∂qi
− gεβLαεδ
∂H
∂µδ
− gεβgαδµγLγεδ
−gεασiε
∂2H
∂µβ∂qi
− gεαLβεδ
∂H
∂µδ
− gεαgβδµγLγεδ.
From the equalities
gεβgαγ
∂gγε
∂µl
= −gεβgγε ∂g
αγ
∂µl
= −∂g
αβ
∂µl
, (1.6.10)
gεβgαγ
∂gγε
∂qi
= −gεβgγε∂g
αγ
∂qi
= −∂g
αβ
∂qi
, Lγεδ = −Lγδε (1.6.11)
by direct computation, it follows that ∇ρg
(Pα,Pβ) = 0, which ends the
proof. ⊓⊔
Theorem 1.6.3 The canonical nonlinear connection induced by a regular
Hamiltonian is the unique metric and symmetric nonlinear connection.
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Proof. Let us consider a metric and symmetric nonlinear connection N
with the coefficients Nγε. Then we have
ρH(gαβ) = gεβ
(
gαγNγε − ∂ρε
∂µα
)
+ gεα
(
gβγNγε − ∂ρε
∂µβ
)
and using (1.5.33) we obtain
∂H
∂µl
σil
∂gαβ
∂qi
−
(
σil
∂H
∂qi
+ µγL
γ
lε
∂H
∂µε
)
∂gαβ
∂µl
=
gεβgαγNγε + gεαgβγNγε + gγβσiγ
∂2H
∂µα∂qi
+ gγβLαγτ
∂H
∂µτ
+
gγβµlL
l
γτ
∂2H
∂µα∂µτ
+ gεασiε
∂2H
∂µβ∂qi
+ gεαLβετ
∂H
∂µτ
+ gεαµlL
l
ετ
∂2H
∂µβ∂µτ
.
But the connection is symmetric (1.5.10) and using (1.6.10), (1.6.11) we get
π
σil
∂H
∂qi
∂gεγ
∂µl
− σil
∂H
∂µl
∂gεγ
∂qi
+ µτL
τ
lα
∂H
∂µα
∂gεγ
∂µl
=
2Nεγ + µτLτγε − gαεσiγ
∂2H
∂µα∂qi
− gαγσiε
∂2H
∂µα∂qi
− gαεLαγl
∂H
∂µl
− gαγLαεl
∂H
∂µl
,
and we get the coefficients (1.5.35), which ends the proof. ⊓⊔
For the particular case of the cotangent bundle see [100, 105]
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1.7 Poisson-Lie algebroids
Poisson manifolds were introduced by A. Lichnerowicz in his famous paper
[66] and their properties were later investigated by A. Weinstein [124]. The
Poisson manifolds are the smooth manifolds equipped with a Poisson bracket
on their ring of functions. We remark that the cotangent bundle of a Poisson
manifold has a natural structure of Lie algebroid. In this chapter we study
the Poisson structures on Lie algebroids [97, 99, 107].
1.7.1 Poisson structures on Lie algebroids
The Schouten-Nijenhuis bracket is given by [120]
[X1 ∧ ... ∧Xp, Y1 ∧ ... ∧ Yq] = (−1)p+1
p∑
i=1
q∑
j=1
(−1)i+j [Xi, Yj ] ∧X1 ∧ ... ∧
ˆ
Xi ∧... ∧Xp ∧ Y1 ∧ ...∧
ˆ
Y j ∧... ∧ Yq
Let us consider the bivector (i.e. contravariant, skew-symmetric, 2-
section) Π ∈ Γ(∧2E) given by the expression
Π =
1
2
παβ(x)sα ∧ sβ. (1.7.1)
Definition 1.7.1 The bivector Π is a Poisson bivector on E if and only if
[Π,Π] = 0, where [·,·] is Schouten-Nijenhuis bracket.
Proposition 1.7.1 Locally the condition [Π,Π] = 0 is expressed as
∑
(α,ε,δ)
(παβσiβ
∂πεδ
∂xi
+ παβπγδLεβγ) = 0 (1.7.2)
If Π is a Poisson bivector then the pair (E,Π) is called the Poisson-Lie
algebroid. The Poisson bracket on M is given by
{f1, f2} = Π(dEf1, dEf2), f1, f2 ∈ C∞(M)
We also have the bundle map π# : E∗ → E defined by
π#ρ = iρΠ, ρ ∈ Γ(E∗).
Let us consider the bracket
[ρ, θ]π = Lπ#ρθ − Lπ#θρ− dE(Π(ρ, θ)),
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where L is Lie derivative and ρ, θ ∈ Γ(E∗). With respect to this bracket and
the usual Lie bracket on vector fields, the map σ˜ : E∗ → TM given by
σ˜ = σ ◦ π#,
is a Lie algebra homomorphism
σ˜[ρ, θ]π = [σ˜ρ, σ˜θ].
The bracket [., .]π satisfies also the Leibniz rule
[ρ, fθ]π = f [ρ, θ]π + σ˜(ρ)(f)θ,
and it results that (E∗, [., .]π , σ˜) is a Lie algebroid [61].
Next, we can define the contravariant exterior differential dπ :
∧k(E∗)→∧k+1(E∗) by
dπω(s1, ..., sk+1) =
k+1∑
i=1
(−1)i+1σ˜(si)ω(s1, ..., ˆsi, ..., sk+1) +
+
∑
1≤i<j≤k+1
(−1)i+jω([si,sj]π, s1, ..., ˆsi, ..., ˆsj, ...sk+1).
Accordingly, we get the cohomology of Lie algebroid E∗ with the an-
chor σ˜ and the bracket [., .]π which generalize the Poisson cohomology of
Lichnerowicz for Poisson manifolds [120].
In the following we deal with the notion of contravariant connection on
Lie algebroids, which generalize the similar notion on Poisson manifolds [39],
[66].
Definition 1.7.2 If ρ, θ ∈ Γ(E∗) and Φ,Ψ ∈ Γ(E) then the linear con-
travariant connection is an application D : Γ(E∗) × Γ(E) → Γ(E) which
satisfies the relations
i) Dρ+θΦ = DρΦ+DθΦ,
ii) Dρ(Φ + Ψ) = DρΦ+DρΨ,
iii) DfρΦ = fDρΦ,
iv) Dρ(fΦ) = fDρΦ+ σ˜(ρ)(f)Φ, f ∈ C∞(M).
The contravariant connection induces a contravariant derivative Dα :
Γ(E)→ Γ(E) such that the following equalities are fulfilled
Df1α1+f2α2 = f1Dα1 + f2Dα2 , fi ∈ C∞(M), αi ∈ Γ(E∗)
Dρ(fθ) = fDρθ + σ˜(ρ)(f)θ, f ∈ C∞(M), ρ, θ ∈ Γ(E∗)
In the case where the contravariant connection D is induced by a covari-
ant connection ∇ on a Lie algebroid E (see [30]) we have Dρ = ∇π#ρ.
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Definition 1.7.3 The torsion and curvature of linear contravariant con-
nection are given by
T (ρ, θ) = Dρθ −Dθρ− [ρ, θ]π,
R(ρ, θ)µ = DρDθµ−DθDρµ−D[ρ,θ]piµ,
where ρ, θ, µ ∈ Γ(E∗).
The curvature tensor satisfies the equalities
R(ρ, θ) = −R(θ, ρ), R(fρ, θ) = fR(ρ, θ).
The Bianchi identities have the following form∑
ρ,θ,µ
(DρR(θ, µ) +R(T (ρ, θ), µ)) = 0,
∑
ρ,θ,µ
(R(ρ, θ)µ− T (T (ρ, θ), µ)−DρT (θ, µ)) = 0.
In local coordinates we define the Christoffel symbols Γαβγ by the formula
Dsαs
β = Γαβγ s
γ ,
and under a change of coordinates{
xi
′
= xi
′
(xi), i, i′ = 1, n on M
yα
′
= Aα
′
α y
α, α, α′ = 1,m on E,
(1.7.3)
corresponding to a new base sα
′
= Aα
′
α s
α, these symbols transform according
to
Γα
′β′
γ′ = A
α′
α A
β′
β A
γ
γ′Γ
αβ
γ +A
α′
α A
γ
γ′σ
i
ε
∂Aβ
′
γ
∂xi
παε. (1.7.4)
If we denote T (sα, sβ) = Tαβγ sγ and R(sα, sβ)sγ = R
αβγ
δ s
δ then, under a
change of coordinates, we obtain that
Tα
′β′
γ′ = A
α′
α A
β′
β A
γ
γ′T
αβ
γ , R
α′β′γ′
δ′ = A
α′
α A
β′
β A
γ′
γ A
δ
δ′R
αβγ
δ .
Proposition 1.7.2 The local components of torsion and curvature of linear
contravariant connection are
Tαβε = Γ
αβ
ε − Γβαε − παγLβγε + πβγLαγε − σiε
∂παβ
∂xi
,
Rαβγδ = Γ
αε
δ Γ
βγ
ε −Γβεδ Γαγε +παεσiε
∂Γβγδ
∂xi
−πβεσiε
∂Γαγδ
∂xi
+(πβνLανε−πανLβνε−σiε
∂παβ
∂xi
)Γεγδ .
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Definition 1.7.4 A tensor field T on E is called parallel with respect to D
if and only if DT = 0.
Definition 1.7.5 A contravariant connection D is called a Poisson connec-
tion if the Poisson bivector Π is parallel with respect to D.
Remark 1.7.1 If the Poisson connection D is induced by a covariant con-
nection ∇ (i.e. DΠ = 0, Dρ = ∇π#ρ, π#Dρφ = ∇π#ρπ#φ) then the torsion
and curvature tensors of the both connections are related by the following
equalities
T∇(π#ρ, π#θ) = π#TD(ρ, θ),
R∇(π#ρ, π#θ)π#µ = π#RD(ρ, θ)µ, ∀ρ, θ, µ ∈ Γ(E∗).
Let T be a tensor of type (r, s) with the components T i1...irj1...js and θ = θαs
α
a section of E∗. The local coordinates expression of contravariant derivative
is given by
DθT = θαT
i1...ir
j1...js
/αsi1 ⊗ · · · ⊗ sir ⊗ sj1 ⊗ · · · ⊗ sjs,
where
T i1...irj1...js/
α = παεσiε
∂T i1...irj1...js
∂xi
+
r∑
a=1
(
Γiaαε T
i1...ε...ir
j1...js
)
−
s∑
b=1
(
Γεαjb T
i1...ir
j1...ε...js
)
,
and / denote the contravariat derivative operator.
Let us consider a contravariant connection D with the coefficients Γαβγ .
We have
Proposition 1.7.3 The contravariant connection D with the coefficients
given by
Γ
αβ
γ = Γ
αβ
γ −
1
2
πγεπ
αε/β, (1.7.5)
is a Poisson connection.
Proof. Considering / the contravariant derivative operator with respect
to contravariant connection D, we get
πβγ/
α
= παεσiε
∂πβγ
∂xi
+ Γ
βα
ε π
εγ + Γ
γα
ε π
βε =
= παεσiε
∂πβγ
∂xi
+
(
Γβαε −
1
2
πετπ
βτ/α
)
πεγ +
(
Γγαε −
1
2
πετπ
γτ/α
)
πβε
= πβγ/α − 1
2
πβγ/α − 1
2
πβγ/α = 0.
⊓⊔
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Proposition 1.7.4 a) The functions
Γαβγ = σ
i
γ
∂παβ
∂xi
, (1.7.6)
are the coefficients of a contravariant connection.
b) The contravariant connection with the coefficients given by (1.7.6) is
a Poisson connection if and only if∑
α,ε,δ
παβπγδLεβγ = 0. (1.7.7)
Proof. a) Using the change of coordinates (1.7.3) and the fact that the
structure function σiα change by the rule [69]
σi
′
α′A
α′
α =
∂xi
′
∂xi
σiα,
we obtain that the coefficients (1.7.6) satisfy the transformation law (1.7.4).
b) We obtain that
πβγ/α = παεσiε
∂π
βγ
∂xi
− Γβαε πεγ − Γγαε πβε,
and using the equality (1.7.6), it results
πβγ/α =
∑
(α,β,γ)
παεσiε
∂πβγ
∂xi
.
From the condition [Π,Π] = 0, locally given by the equation (1.7.2), it results
that πβγ/α = 0 if and only if the required relation is fulfilled. ⊓⊔
Remark 1.7.2 Considering
Γαβγ = σ
i
γ
∂παβ
∂xi
in relation (1.7.5) we obtain a Poisson connection D with the coefficients
Γ
αβ
γ = σ
i
γ
∂παβ
∂xi
− 1
2
πγεπ
αε/β
which depends only on the Poisson bivector and structural functions of Lie
algebroid.
Proposition 1.7.5 The set of Poisson connections on Lie algebroid are
given by
Γ
αβ
γ = Γ
αβ
γ +Ω
αε
γνX
νβ
ε ,
where
Ωαεγν =
1
2
(
δαν δ
ε
γ − πγνπαε
)
,
and D(Γαβγ ) is a Poisson connection with X
δβ
ε an arbitrary tensor.
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Proof. By straightforward computation it results
πβγ/
α
= παεσiε
∂πβγ
∂xi
+ Γ
βα
ε π
εγ + Γ
γα
ε π
βε =
πβγ/α +
1
2
πεγ(δβν δ
θ
ε − πενπβθ)Xναθ +
1
2
πβε(δγν δ
θ
ε − πενπγθ)Xναθ =
πβγ/α +
1
2
πθγXβαθ −
1
2
πβθXγαθ +
1
2
πβθXγαθ −
1
2
πθγXβαθ = 0,
because πβγ/α = 0, which ends the proof. ⊓⊔
The image of the anchor map σ(E) ⊆ TM defines an integrable smooth
distribution on M . Therefore, the manifold M is foliated by the integral
leaves of σ(E), which are called the leaves of the Lie algebroid. A curve
u : [t0, t1]→ E is called admissible if σ(u(t)) = c˙(t), where c(t) = π(u(t)) is
the base curve onM . It follows that u(t) is admissible if and only if the base
curve c(t) lies on a leaf of the Lie algebroid whereas two points can be joint
by an admissible curve if and only if they are situated on the same leaf. We
can choose a smooth family t→ θ(t) ∈ E∗ of 1-form such that σ˜θ(t) = c˙(t).
We shall call the pair (u(t), θ(t)) the dual curve.
Definition 1.7.6 Let (u(t), θ(t)) a dual curve on E. We say that (u(t),
θ(t)) is a geodesic if
(Dθθ)u(t) = 0.
In local coordinates we obtain that a curve
(u(t), θ(t)) = (x1(t), ..., xn(t), θ1(t), ..., θm(t))
is geodesic if and only if it satisfies the following system of differential equa-
tions 
dxi(t)
dt = σ
i
γπ
αγ(x1(t), ..., xn(t))θα(t)
dθα(t)
dt = −Γβγα (x1(t), ..., xn(t))θβθγ .
(1.7.8)
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1.7.2 Compatible Poisson structures
Let us consider the Poisson bivector on Lie algebroids given by the relation
(1.7.1). We obtain
Proposition 1.7.6 The complete lift of Π on T E is given by
Πc = παβXα ∧ Vβ +
(
1
2
σiγ
∂παβ
∂xi
− πδβLαδγ
)
yγVα ∧ Vβ. (1.7.9)
Proof. Using the properties of the vertical and complete lifts we obtain
Πc = (12π
αβsα ∧ sβ)c = (12παβ)c(sα ∧ sβ)v + (12παβ)v(sα ∧ sβ)c =
= 12
·
π
αβ
svα ∧ svβ + 12παβ(scα ∧ svβ + svα ∧ scβ) = 12
·
π
αβ Vα ∧ Vβ+
+12π
αβ
(
(Xα − LδαγyγVδ) ∧ Vβ + Vα ∧ (Xβ − Lδβγyγ)Vδ
)
=
= παβXα ∧ Vβ +
(
1
2σ
i
γ
∂παβ
∂xi
− πδβLαδγ
)
yγVα ∧ Vβ.
⊓⊔
Proposition 1.7.7 The complete lift Πc is a Poisson bivector on T E .
Proof. Using the relation (1.7.9) by straightforward computation we
obtain [Πc,Πc] = 0 which ends the proof. ⊓⊔
Proposition 1.7.8 The Poisson structure Πc has the following property
Πc = −LCΠc,
which means that (T E,Πc) is a homogeneous Poisson manifold.
Proof. A direct computation in local coordinates yields
LCΠc = LyεVε
(
παβXα ∧ Vβ + (12σiγ ∂π
αβ
∂xi
− πδβLαδγ)yγVα ∧ Vβ
)
= LyεVε(παβXα) ∧ Vβ − παβXα ∧ Vβ + LyεVε(12σiγ ∂π
αβ
∂xi
yγVα) ∧ Vβ
−12σiγ ∂π
αβ
∂xi
yγVα ∧ Vβ − (LyεVεπδβLαδγyγVα) ∧ Vβ + πδβLαδγyγVα ∧ Vβ
= −παβXα ∧ Vβ − 12σiγ ∂π
αβ
∂xi
yγVα ∧ Vβ + πδβLαδγyγVα ∧ Vβ
= −Πc
⊓⊔
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Definition 1.7.7 Let us consider a Poisson bivector on E given by (1.7.1)
then the horizontal lift of Π to T E is the bivector defined by
ΠH =
1
2
παβ(x)δα ∧ δβ .
Proposition 1.7.9 The horizontal lift ΠH is a Poisson bivector if and only
if Π is a Poisson bivector on E and
R
(
(π#ρ)h, (π#θ)h
)
= 0, ∀ρ, θ ∈ Γ(E). (1.7.10)
Proof. The Poisson condition [Π,Π] = 0 leads to the relation (1.7.2)
and [ΠH ,ΠH ] = 0 yields
∑
(ε,δ,α)
(
παβπγδLεβγ + π
αβσiβ
∂πεδ
∂xi
)
δε ∧ δα ∧ δδ + παβπγδRεβγVε ∧ δα ∧ δγ = 0,
and παβπγδRεβγ = 0, which is the local expression of the relation (1.7.10). ⊓⊔
We recall that two Poisson structures are compatible if the bivectors ω1
and ω2 satisfy the condition
[ω1, ω2] = 0
By straightforward computation in local coordinates we get:
Proposition 1.7.10 The Poisson bivector ΠH is compatible with the com-
plete lift Πc if and only if the following relations hold
πrβπαs(
∂N γr
∂ys
− ∂N
γ
s
∂yr
)− πrγπsαLβsr = 0,
πrs
(
δr(a
αβ)− alα∂N
β
r
∂yl
+ alβ
∂Nαr
∂yl
−
−πθβRαrθ + (πεβLθεγ − πεθLβεγ)yγ
∂Nαr
∂yθ
+
+ σir
∂πεβ
∂xi
yγLαεγ + π
εβLαεγN
γ
r − πεβσir
∂Lαεγ
∂xi
yγ
)
= 0.
where we have denoted
aαβ = σiε
∂παβ
∂xi
yε +Nαε π
εβ −Nβε πεα.
See [84] for the particular case of tangent bundle.
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1.7.3 Canonical Poisson structure
On Lie algebroid (T E∗, [·, ·π]T E∗ , σ1) we have the canonical symplectic sec-
tion ωE given by (1.5.6) which induces a vector bundle isomorphism
♮ωE : E
∗ → E, iζωE ∈ E∗ → ζ ∈ E.
Definition 1.7.8 The canonical Poisson bivector is given by
Λ = ♮ωEωE.
It follows that
Λ(dF, dG) = −ωE(♮(dF ), ♮(dG)), F,G ∈ C∞(E∗)
and in local coordinates we get
Λ = Pα ∧ Xα + 1
2
µαL
α
βγPβ ∧ Pγ .
Remark 1.7.3 The Schouten-Nijenhuis bracket [Λ,Λ] leads, locally, to the
expression
1
3
∑
(α,β,γ)
(σiα
∂Lεβγ
∂xi
+ LεαδL
δ
βγ)µεPβ ∧ Pα ∧ Pγ
and [Λ,Λ] = 0 follows from the structure equations on Lie algebroids (1.2.9).
Definition 1.7.9 Let us consider a Poisson bivector on E given by
Π =
1
2
παβ(x)sα ∧ sβ
then the horizontal lift of Π to T E∗ is the bivector defined by
ΠH =
1
2
παβ(x)δ∗α ∧ δ∗β .
Proposition 1.7.11 The horizontal lift ΠH is a Poisson bivector if and
only if Π is a Poisson bivector on E and
R
(
(π#ρ)h, (π#θ)h
)
= 0, ∀ρ, θ ∈ Γ(E∗) (1.7.11)
Proof. The Poisson condition [W,W ] = 0 leads to the relation
∑
(α,ε,δ)
(παβπγδLεβγ + π
αβσiβ
∂πεδ
∂xi
) = 0
83
and [ΠH ,ΠH ] = 0 yields
∑
(ε,δ,α)
(
παβπγδLεβγ + π
αβσiβ
∂πεδ
∂xi
)
δ∗ε ∧ δ∗α∧ δ∗δ +παβπγδRβγεPε ∧ δ∗α ∧ δ∗γ = 0
and it results παβπγδRβγε = 0, which is the local expression of the condition
(1.7.11). ⊓⊔
Proposition 1.7.12 If the connection N on T E∗ is defined by a linear con-
nection ∇ with the coefficients Γγαβ on the Lie algebroid E, the the bivector
ΠH has the following form
ΠH =
1
2
παβQα∧Qβ+1
2
παβµγµθΓ
γ
αεΓ
θ
βδPε∧Pδ+παβµγΓγβεQα∧Pε. (1.7.12)
Proof. The coefficients of the nonlinear connection have the form Nαβ =
µγΓ
γ
αβ and introducing the relation δ
∗
α = Qα + NαβPβ into the expression
of ΠH it results (1.7.12).
Proposition 1.7.13 If N is a symmetric nonlinear connection then the
canonical Poisson bivector has the form
Λ = Pα ∧ δ∗α.
Proof. We have
Λ = Pα ∧ Qα + 12µαLαβγPβ ∧ Pγ = Pα ∧ (δ∗α −NαβPβ) + 12µγLγβαPβ ∧ Pα
= Pα ∧ δ∗α − 12NαβPα ∧ Pβ − 12
(
Nαβ + µγLγβα
)
Pα ∧ Pβ
= Pα ∧ δ∗α − 12NαβPα ∧ Pβ − 12NβαPα ∧ Pβ
= Pα ∧ δ∗α − 12NαβPα ∧ Pβ − 12NαβPβ ∧ Pα
= Pα ∧ δ∗α − 12NαβPα ∧ Pβ + 12NαβPα ∧ Pβ = Pα ∧ δ∗α. ⊓⊔
Proposition 1.7.14 If ΠH is a Poisson bivector and N is a symmetric
nonlinear connection, then ΠH is compatible with the canonical Poisson
structure Λ if and only if the following relations fulfilled
σiγ
∂παβ
∂xi
+ πεα
(
∂Nεγ
∂µβ
− Lβεγ
)
− πεβ
(
∂Nεγ
∂µα
− Lαεγ
)
= 0, (1.7.13)
παβRαγε = 0. (1.7.14)
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Proof. If N is symmetric then Nαβ − Nβα = µγLγαβ and with respect
with the basis {δ∗α,Pα} it results Λ = Pα ∧ δ∗α. By a straightforward com-
putation we obtain
[ΠH ,Λ] = −1
2
(
σiγ
∂παβ
∂xi
+ πεα
(
∂Nεγ
∂µβ
− Lβεγ
))
δ∗α ∧ δ∗β ∧ Pγ
+
πεβ
2
(
∂Nεγ
∂µα
− Lαεγ
)
δ∗α ∧ δ∗β ∧ Pγ
+παβRαγεPε ∧ δ∗β ∧ Pγ .
and [ΠH ,Λ] = 0 is equivalent with the relations (1.7.13), (1.7.14). ⊓⊔
Remark 1.7.4 If the nonlinear connection N is defined by a linear connec-
tion ∇ with the coefficients Γγαβ on the Lie algebroid E then we obtain the
conditions
σiγ
∂παβ
∂xi
+ πεα
(
Γβεγ − Lβεγ
)
− πεβ (Γαεγ − Lαεγ) = 0,
παβµε
(
σiα
∂Γεβγ
∂qi
− σiβ
∂Γεαγ
∂qi
+ ΓεαθΓ
θ
βγ − ΓεβθΓθαγ − LθαβΓεθγ
)
= 0.
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2 Optimal Control
The Lie geometric methods in control theory have been applied by many
authors (see for instance. [18, 56, 15, 71]). One of the most important is-
sues in the geometric approach is the analysis of the solution to the optimal
control problem as provided by Pontryagin’s Maximum Principle; that is,
the curve c(t) = (x(t), u(t)) is an optimal trajectory if there exists a lift-
ing of x(t) to the dual space (x(t), p(t)) satisfying the Hamilton equations,
together with a maximization condition for the Hamiltonian with respect
to the control variables u(t). The purpose of this part is to study the
drift less control affine systems (distributional systems) with positive ho-
mogeneous cost, using the Pontryagin Maximum Principle at the level of a
Lie algebroid in the case of constant rank of distribution. Author’s papers
[49, 96, 98, 101, 102, 106, 108] are used in writting this part.
We prove that the framework of Lie algebroids is better than cotangent
bundle in order to solve some problems of drift less control affine systems.
In the first chapter the known results on the optimal control systems are
recalled by geometric viewpoint. In the next chapter the distributional sys-
tems are presented and the relation between the Hamiltonians on E∗ and
T ∗M is given. We investigate the cases of holonomic and nonholonomic
distributions with constant rank.
In the holonomic case, we will consider the Lie algebroid being just the
distribution whereas in the nonholonomic case (i.e., strong bracket gener-
ating distribution) the Lie algebroid is the tangent bundle with the basis
given by vectors of distribution completed by the first Lie brackets. In the
both cases illustrative examples are presented. Also, the case of distribu-
tion D with non-constant rank is studied and some interesting examples
are given. In the last chapter we present the intrinsic relation between the
distributional systems and sub-Riemannian geometry. Thus, the optimal
trajectory of our distributional systems are the geodesics in the framework
of sub-Riemannian geometry. We investigate two classical cases: Grusin
plan and Heisenberg group [49], equipped with positive homogeneous costs
(Randers metric [7]).
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2.1 Geometric viewpoint of the optimal control
LetM be a smooth n-dimensional manifold. We consider the control system
dxi
dt
= f i(x, u),
where x ∈ M and the control u takes values in an open subset Ω of Rm.
Let x0 and x1 be two points of M . An optimal control problem consists of
finding the trajectories of our control system which connects x0 and x1 and
minimizing the cost
min
∫ T
0
L(x(t), u(t))dt, x(0) = x0, x(T ) = x1,
where L is the Lagrangian or running cost.
Necessary conditions for a trajectory to be an extreme are given by Pon-
tryagin Maximum Principle. The Hamiltonian reads as
H(x, p, u) = 〈p, f(x, u))〉 − L(x, u), p ∈ T ∗M,
while the maximization condition with respect to the control variables u,
namely
H(x(t), p(t), u(t)) = max
v
H(x(t), p(t), v),
leads to
∂H
∂u
= 0.
The extreme trajectories satisfy the Hamilton equations
x˙ =
∂H
∂p
, p˙ = −∂H
∂x
. (2.1.1)
From a geometric viewpoint the pair (xi, ua), where i = 1, n and a = 1,m,
can be understood as a local coordinate pair of a manifold E, that is fibered
over M by the projection π : E → M . The functions f i(x, u) are the
components of a vector field X = f i(x, u) ∂
∂xi
along π, that is, of a fibered
mapping X : E → TM from the bundle (E, π,M) to the tangent bundle
(TM, τ,M) such that τ ◦X = π. The admissible curves of the control system
are the curves γ : I ⊂ R→ E such that
X(γ(t)) =
d
dt
(π(γ(t)).
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The optimal control problem consists of obtaining the admissible curves that
minimize the cost
min
∫
I
L(γ(t))dt, L ∈ C∞(E),
and satisfy certain boundary conditions not to be considered here.
The Hamiltonian H is a real-valued function defined on the fibered product
T ∗M ×M E that is given by
H(µ, v) = 〈µ,X(v)〉 − L(v),
for any (µ, v) ∈ T ∗M ×M E.
The critical equations follow from asking a vector field XH defined along a
map pr1 : T
∗M ×M E → T ∗M to satisfy the symplectic equations
iXHω = dH,
where ω = dxi ∧ dpi. Since
dH =
∂H
∂xi
dxi +
∂H
∂pi
dpi +
∂H
∂ua
dua,
we obtain that the solution of the above equations is the vector field
XH =
∂H
∂pi
∂
∂xi
− ∂H
∂xi
∂
∂pi
,
defined on the subset
∂H
∂ua
= 0
of T ∗M ×M E, and therefore, the critical trajectories are the integral curves
of the above vector field, namely
∂H
∂ua
= 0, x˙i =
∂H
∂pi
, p˙i = −∂H
∂xi
. (2.1.2)
By a control system on the Lie algebroid (see [71]) π : E →M with the
control space τ : A → M we mean a section ρ of E along τ . A trajectory
of the system ρ is an integral curve of the vector field σ(ρ). Given the cost
function L ∈ C∞(A), we have to minimize the integral of L over the set
of those system trajectories which satisfy certain boundary conditions. The
Hamiltonian function H ∈ C∞(E∗ ×M A) is defined by
H(µ, u) = 〈µ, ρ(u)〉 − L(u),
whereas the associated Hamiltonian control system ρH is given by the sym-
plectic equation
iρHωE = d
EH.
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In local coordinates, the solution of the previous equation reads as
ρH =
∂H
∂µα
Xα −
(
σiα
∂H
∂qi
+ µγL
γ
αβ
∂H
∂µβ
)
Pα,
on the subset where
∂H
∂uA
= 0.
Therefore, the critical trajectories are given by
∂H
∂uA
= 0,
dqi
dt
= σiα
∂H
∂µα
,
dµα
dt
= −σiα
∂H
∂qi
− µγLγαβ
∂H
∂µβ
. (2.1.3)
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2.2 Distributional systems
Let M be a smooth n-dimensional manifold. We consider the distributional
system (drift less control-affine system)
x˙ =
m∑
i=1
uiXi(x), (2.2.1)
where x ∈M , X1,X2, ...,Xm are smooth vector fields onM and the control
u = (u1, u2, ..., um) takes values in an open subset Ω of R
m. The vector
fields Xi, i = 1,m, generate a distribution D ⊂ TM such that the rank
of D is constant. Let x0 and x1 be two points of M . An optimal control
problem consists of finding those trajectories of the distributional system
which connect x0 and x1, while minimizing the cost
min
u(·)
∫
I
F(u(t))dt, (2.2.2)
where F is a Minkowski norm (positive homogeneous) on D.
Remark 2.2.1 We can associate to any positive homogeneous cost F on
the Lie algebroid E a cost F on Imσ ⊂ TM defined by
F (v) = {F(u) |u ∈ Ex, σ(u) = v }, (2.2.3)
where v ∈ (Imσ)x ⊂ TxM , x ∈M .
A piecewise smooth curve c : I ⊂ R → M is called horizontal if the
tangent vectors are in D, i.e. c˙(t) ∈ Dc(t) ⊂ TM for almost every t ∈ I. Let
u : I → E be an admissible curve projected by π onto the horizontal curve
c : I →M. The length of the horizontal curve c is defined by
length(c) =
∫
I
F(u(t))dt =
∫
I
F (c˙(t))dt,
and the distance is given by d(a, b) = inf length(c) where the infimum is
taken over all the horizontal curves connecting a and b. The distance is
infinite if there is no admissible curve that connects these two points.
Remark 2.2.2 The energy of a horizontal curve is
E(c) =
1
2
∫
I
F 2(c˙(t))dt,
and it can easily be proved that if a curve is parameterized to a constant
speed, then it minimizes the length integral if and only if it minimizes the
energy integral.
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For the 2-homogeneous Lagrangian L = 12F
2 and L = 12F2 we have
L = L ◦ σ.
Further, L on TM is a Lagrangian with constraints. According to the Pon-
tryagin Maximum Principle, the Hamiltonian is recast as
H(x, p, u) = 〈p, x˙〉 − L(x, u).
If the equations
∂H(x, p, u)
∂u
= 0,
permit us to find in a unique way u as a smooth function of (x, p) then we
can write the Hamiltonian system without any dependence on the control.
This nice situation happens always for distributional systems with quadratic
cost
min
∫
I
m∑
i=1
u2i dt.
If the cost is not quadratic, then we cannot guarantee that the Hamiltonian
can be calculated without dependence on the control. However, there exist
several situations when the Hamiltonian can still be found.
Proposition 2.2.1 The relation between the Hamiltonian H on cotangent
bundle T ∗M and the Hamiltonian H on dual bundle E∗ is given by
H(p) = H(µ), µ = σ⋆(p), p ∈ T ∗xM, µ ∈ E∗x. (2.2.4)
Proof. The Fenchel-Legendre dual of Lagrangian L is the Hamiltonian
H given by
H(p) = sup
v
{〈p, v〉 − L(v)} = sup
v
{〈p, v〉 − L(u);σ(u) = v}
= sup
u
{〈p, σ(u)〉 − L(u)} = sup
u
{〈σ⋆(p), u〉 − L(u)} = H(σ⋆(p)),
and we get
H(p) = H(µ), µ = σ⋆(p), p ∈ T ∗xM,µ ∈ E∗x,
or locally
µα = σ
i
αpi, (2.2.5)
where the Hamiltonian H(p) is degenerate on Kerσ⋆ ⊂ T ∗M. ⊓⊔
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2.2.1 Holonomic distribution
We assume for the beginning that the distribution D = 〈X1,X2, ...,Xm〉
is holonomic, which means that [Xi,Xj ] ∈ D for every i, j = 1,m, i 6= j.
In order to apply the theory of Lie algebroids we consider E = D with
the inclusion as anchor σ : E → TM . From the Frobenius theorem, the
distribution D is integrable, it determines a foliation on M and two points
can be joined if and only if they are situated on the same leaf.
We consider the following distributional system with positive homogeneous
cost [98]:
x˙ = u1X1 + u
2X2, x =
 x1x2
x3
 ∈ R3, X1 =
 10
0
 , X2 =
 x1x2
1
 ,
and
min
u(·)
∫ T
0
F(u(t))dt, F(u) =
√
(u1)2 + (u2)2 + εu1, 0 ≤ ε < 1.
We are looking for the trajectories starting from the point (1, 1, 0)t and
parameterized by arclength. The associated distribution D = 〈X1,X2〉 is
holonomic, because
X1 =
∂
∂x1
, X2 = x
1 ∂
∂x1
+ x2
∂
∂x2
+
∂
∂x3
,
and therefore [X1,X2] = X1. In the case of the Lie algebroid, we consider
E = 〈X1,X2〉 and the anchor σ : E → TR3 has the components
σiα =
 1 x10 x2
0 1
 , (2.2.6)
and we get the Lagrangian
L = 1
2
(√
(u1)2 + (u2)2 + εu1
)2
.
Using [48],[83] we can find the Hamiltonian on E∗ given by
H(µ) = 1
2
(√
(µ1)2
(1− ε2)2 +
(µ2)2
1− ε2 −
εµ1
1− ε2
)2
. (2.2.7)
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Remark 2.2.3 Using (2.2.4) we can calculate the Hamiltonian H on T ∗M
given by H(x, p) = H(µ), µ = σ⋆(p), where
(
µ1
µ2
)
=
(
1 0 0
x1 x2 1
) p1p2
p3
 .
We get that
H(x, p) =
1
2
(√
(p1)2
(1− ε2)2 +
(p1x1 + p2x2 + p3)2
1− ε2 −
εp1
1− ε2
)2
. (2.2.8)
Unfortunately, with H(x, p) from (2.2.8) the Hamilton equations on T ∗M
lead to a complicated system of implicit differential equations.
We will use the geometric model of a Lie algebroid. From the relation
[Xα,Xβ ] = L
γ
αβXγ we obtain the non-zero components L
1
12 = 1, L
1
21 = −1
while from (2.1.3) we deduce that
x˙1 =
∂H
∂µ1
+ x1
∂H
∂µ2
, x˙2 = x2
∂H
∂µ2
, x˙3 =
∂H
∂µ2
, (2.2.9)
µ˙1 = −µ1 ∂H
∂µ2
, µ˙2 = µ1
∂H
∂µ1
,
where
∂H
∂µ1
=
(
1 + ε2
)
µ1
(1− ε2)2 −
ε
√
(µ1)2
(1−ε2)2 +
(µ2)2
1−ε2
1− ε2 −
εµ21
(1 − ε2)3
√
(µ1)2
(1−ε2)2 +
(µ2)2
1−ε2
,
∂H
∂µ2
=
µ2
1− ε2 −
εµ1µ2
(1− ε2)2
√
(µ1)2
(1−ε2)2 +
(µ2)2
1−ε2
. (2.2.10)
The form of the last relations leads to the following change of variables
µ1(t) = (1− ε2)r(t) sechθ(t),
µ2(t) =
√
1− ε2r(t) tanh θ(t).
In these circumstances we have√
(µ1)2
(1− ε2)2 +
(µ2)2
1− ε2 = |r| ,
whereas
µ˙1 = −µ1 ∂H
∂µ2
,
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yields√
1− ε2
(
r˙
r
− θ˙ tanh θ
)
= r(− tanh θ + ε sechθ tanh θ). (2.2.11)
From
µ˙2 = µ1
∂H
∂µ1
,
we get√
1− ε2
(
r˙
r
tanh θ + θ˙ sech2θ
)
= r((1 + ε)2sech2θ − εsechθ − εsech3θ).
(2.2.12)
Now, reducing θ˙ and r˙r from the relations (2.2.11) and (2.2.12), we obtain√
1− ε2r˙ = r2εsechθ tanh θ(εsechθ − 1),
and √
1− ε2θ˙ = r(εsechθ − 1)2. (2.2.13)
The last two relations lead to
r˙
θ˙
=
rεsechθ tanh θ
εsechθ − 1 ,
and respectively to
1
r
dr =
εsechθ tanh θ
εsechθ − 1 dθ,
with the solution
ln |r| = − ln(ε sechθ − 1)− ln c.
Therefore
|r| = 1
c (εsechθ − 1) .
Since the geodesics are parameterized by arclength, the conclusion corre-
sponds exactly to the 1/2 level of the Hamiltonian and so we have
H = r
2
2
(1− εsechθ)2 = 1
2c2
.
Now, c = ±1 and
r = ± 1
εsechθ − 1 .
From the relation (2.2.13) we have
dθ
dt
=
√
1− ε2
1− εsechθ ,
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and respectively
t =
√
1− ε2
∫
1
1− εsechθdθ,
The relation
µ˙1 = −µ1x˙3,
implies that
x3(θ) = ln
c1(1− εsechθ)
(1− ε2)sechθ , c1 ∈ R.
Since we are looking for the trajectories starting from the point (1, 1, 0)t ,
we have
ln
c1
1 + ε
= 0⇒ c1 = 1 + ε,
and so
x3(θ) = ln
1− εsechθ
(1− ε)sechθ = ln
cosh θ − ε
1− ε .
The relation
x˙2
x2
= − µ˙1
µ1
,
leads to
x2(θ) =
c2(1− εsechθ)
(1− ε2)sechθ ,
whereas from x2(0) = 1 we get c2 = 1 + ε. These lead to
x2(θ) =
cosh θ − ε
1− ε .
We obtain also that
µ˙2 = µ1
(
x˙1 − x1 ∂H
∂µ2
)
= µ1x˙
1 + x1µ˙1,
and, consequently, µ2 = µ1x
1 + c3. Further,
x1(θ) =
sinh θ√
1− ε2 ±
c3(1− εsechθ)
(1− ε2) sechθ .
From x1(0) = 1 we obtain that c3 = 1 + ε and this yields
x1(θ) =
sinh θ√
1− ε2 +
cosh θ − ε
1− ε .
Remark 2.2.4 If ε = 0 we regain the case of distributional systems with
quadratic cost with the solution
x1(t) = sinh t+ cosh t, x2(t) = cosh t, x3(t) = ln cosh t.
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2.2.2 Nonholonomic distribution
We assume that the distribution D = 〈X1,X2, ...,Xm〉 is nonholonomic and
is strong bracket generating [118], i.e. sections of D and first iterated brack-
ets span the entire tangent space TM . By a well-known theorem of Chow,
the system is controllable, that is any two points are connected through a
horizontal curve (M is assumed to be connected). We also suppose that the
vectors B = {X1,X2, ...,Xm, [Xi,Xj ]} determine a base in TM. The space
E = TM with the base B is a Lie algebroid over M with at least one struc-
tural function nonzero. The anchor σ : E → TM is just the identity and
the matrix corresponding to σ is determined by the base vectors.
The control system can be written as
x˙ =
m∑
i=1
uiXi(x) + 0Xm+1 + . . . 0Xn,
with
min
u(·)
∫ T
0
L(u(t))dt.
To solve this minimization problem we consider the Lagrangian
L˜ = L+
n∑
k=m+1
λku
k,
(λk are the Lagrange multipliers) and still work via the maximum principle
but at the level of Lie algebroids. We set µi =
∂L˜
∂ui
and
H =
n∑
i=1
µiu
i − L˜,
thus obtaining µj =
∂L
∂uj
, µk = λk with j = 1,m and k = m+ 1, n. Since L
is 2-homogeneous with respect to ui, i = 1,m, we get
H =
m∑
i=1
∂L
∂ui
ui − L = L,
with the constrains µk = λk, k = m+ 1, n.
We consider the following distributional system with positive homoge-
neous cost [98]:
x˙ = u1X1 + u
2X2, x =
 x1x2
x3
 ∈ R3, X1 =
 10
0
 , X2 =
 01
x1
 ,
96
and
min
u(·)
∫ T
0
F(u(t))dt, F(u) =
√
(u1)2 + (u2)2 + εu1, 0 ≤ ε < 1.
We are looking for the trajectories starting from the origin and parameter-
ized by arclength. We have
X1 =
∂
∂x1
, X2 =
∂
∂x2
+ x1
∂
∂x3
,
X3 = [X1,X2] =
∂
∂x3
,
and 〈X1,X2,X3〉 ≡ TR3, hence the distribution D =< X1,X2 > of constant
rank is strong bracket generating.
Remark 2.2.5 We can work, as in classical case, directly on the cotangent
bundle by computing the Hamiltonian H(x, p) = H(x, µ) , µ = σ∗(p). Since
H = 1
2
(√
(µ1)2
(1− ε2)2 +
(µ2)2
1− ε2 −
εµ1
1− ε2
)2
, µ3 = λ,
(
µ1
µ2
)
=
(
1 0 0
0 1 x1
) p1p2
p3
 ,
we obtain
H =
1
2
√ (p1)2
(1− ε2)2 +
(p2 + p3x1)
2
1− ε2 −
εp1
1− ε2
2 .
Unfortunately, from the Hamilton equations on T ∗M a very complicated
system of implicit differential equations is obtained.
We will use a different approach. Let us take M = R3 and E = TM
with the basis {X1,X2,X3}. E is a Lie algebroid over M with at least one
structural function nonzero. The anchor σ : E → TM is just the identity
and the matrix of σ with respect to the basis of E and TM basis is
σiα =
 1 0 00 1 0
0 x1 1
 .
From the structure equations of Lie algebroids and the relation [Xα,Xβ ] =
LγαβXγ we obtain the non-zero structural functions L
3
12 = 1, L
3
21 = −1. Now,
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using the Hamilton equations on Lie algebroids (2.1.3) we get the following
systems of differential equations
x˙1 =
∂H
∂µ1
, x˙2 =
∂H
∂µ2
, x˙3 = x1
∂H
∂µ2
, (2.2.14)
and 
µ˙1 = −L312µ3 ∂H∂µ2 = −λ ∂H∂µ2 ,
µ˙2 = −L321µ3 ∂H∂µ1 = λ ∂H∂µ1 ,
µ˙3 = 0⇒ λ = ct,
(2.2.15)
where
∂H
∂µ1
=
(
1 + ε2
)
µ1
(1− ε2)2 −
ε
√
(µ1)2
(1−ε2)2 +
(µ2)2
1−ε2
1− ε2 −
εµ21
(1− ε2)3
√
(µ1)2
(1−ε2)2 +
(µ2)2
1−ε2
,
∂H
∂µ2
=
µ2
1− ε2 −
εµ1µ2
(1− ε2)2
√
(µ1)2
(1−ε2)2 +
(µ2)2
1−ε2
.
We may use to the following transformations
µ1(t) = (1− ε2)r(t)(a cosAθ(t)− b sinAθ(t)), (2.2.16)
µ2(t) =
√
1− ε2r(t)(a sinAθ(t) + b cosAθ(t)), (2.2.16’)
with a2 + b2 = 1. We also have
√
(µ1)2
(1−ε2)2 +
(µ2)2
(1−ε2) = |r|. Further, (2.2.15)
yields
c1
(
r˙
r (a sinAθ + b cosAθ) +Aθ˙(a cosAθ − b sinAθ)
)
=
= (1 + ε2)(a cosAθ − b sinAθ)− ε(1 + (a cosAθ − b sinAθ)2)
(2.2.17)
and
c1
(
r˙
r (a cosAθ − b sinAθ)−Aθ˙(a sinAθ + b cosAθ)
)
=
= −(a sinAθ + b cosAθ) + ε(a cosAθ − b sinAθ)(a sinAθ + b cosAθ),
(2.2.18)
where c1 =
(1−ε2)√1−ε2
λ . Reducing θ˙ and
r˙
r from (2.2.17) and (2.2.18), we
get
c1
r˙
r
= ε (a sinAθ + b cosAθ)(εa cosAθ − εb sinAθ − 1) (2.2.19)
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and
c1Aθ˙ = (1− ε(a cosAθ − b sinAθ))2 . (2.2.20)
These lead to
t =
(1− ε2)√1− ε2A
λ
∫
dθ
(1− ε (a cosAθ − b sinAθ))2 .
From (2.2.19) and (2.2.20) we obtain
dr
r
=
Aε(a sinAθ + b cosAθ)
ε(a cosAθ − b sinAθ)− 1dθ
and
r =
1
c (1− ε (a cosAθ − b sinAθ)) .
Since the geodesics are parameterized by arclength this corresponds exactly
to the 1/2 level of the Hamiltonian and we have
H = r
2
2
(1− ε (a cosAθ − b sinAθ))2 = 1
2c2
.
So, c = ±1 and
r = ± 1
1− ε (a cosAθ − b sinAθ) .
From (2.2.16) we obtain
µ1(t) = ±(1− ε
2)(a cosAθ − b sinAθ)
1− ε (a cosAθ − b sinAθ)
µ2(t) =
√
1− ε2(a sinAθ + b cosAθ)
1− ε (a cosAθ − b sinAθ) .
Since µ˙2 = λx˙
1, we also have x1(θ) = µ2λ −a1. As we are looking for geodesics
with start from the origin, we have a1 =
√
1−ε2b
λ(1−εa) and therefore
x1(θ) =
√
1− ε2(a sinAθ + b cosAθ)
λ (1− ε (a cosAθ − b sinAθ)) −
√
1− ε2b
λ(1− εa) .
From µ˙1 = −λx˙2 we get
x2(θ) =
(1− ε2)(b sinAθ − a cosAθ)
λ (1− ε (a cosAθ − b sinAθ)) +
(1− ε2)a
λ(1− εa) .
Finally, because x˙3 = x1x˙2 a straightforward computation leads to
x3(θ) =
(1− ε2)√1− ε2A
λ2
∫
(a sinAθ + b cosAθ)2
(1− ε (a cosAθ − b sinAθ))3 dθ −
−(1− ε
2)Ab
λ2
∫
a sinAθ + b cosAθ
(1− ε (a cosAθ − b sinAθ))2dθ
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Remark 2.2.6 For ε = 0 we obtain the distributional systems with quadratic
cost with the solution ·
x1(t) =
a sinλt− b(1− cos λθ)
λ
, a2 + b2 = 1.
x2(t) =
b sinλt+ a(1− cos λt)
λ
,
x3(t) =
t
2λ
+
b2 − a2
4λ2
sin 2λt− ab
λ2
cos2 λt+
ab
λ2
cos λt− b
2
a2
sinλt.
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2.2.3 Distributional systems with no constant rank of distribu-
tion
Let us consider in the three dimensional space R3 the drift less control affine
system [102]
x˙(t) = u1X1 + u
2X2 + u
3X3, (2.2.21)
with
X1 =
 10
0
 , X2 =
 0x
0
 , X3 =
 00
x
 ,
and minimizing the cost
min
u(.)
∫
F (u(t))dt, (2.2.22)
where F =
√
(u1)2 + (u2)2 + (u3)2 + εu1, 0 ≤ ε < 1 is the positive homoge-
neous cost (Randers metric). The distribution D is generated by the vectors
X1, X2, X3 and we can write D = {X1,X2,X3}. We observe that
rankD =
{
3 if x 6= 0
1 if x = 0
In the canonical base
(
∂
∂x ,
∂
∂y ,
∂
∂z
)
of R3 we have X1 =
∂
∂x , X2 = x
∂
∂y ,
X3 = x
∂
∂z and the Lie brackets are given by
[X1,X2] =
∂
∂y
= X4 /∈ D, [X1,X3] = ∂
∂z
= X5 /∈ D, [X2,X3] = 0.
It results that the distribution is nonholonomic, but is bracket generating,
because the vector fields {X1,X2,X3,X4 = [X1,X2] ,X5 = [X1,X3]} gener-
ate the entire space R3.
From (2.2.21) we obtain
dx
dt
= u1 = s1,
dy
dt
= u2x = s2,
dz
dt
= u3x = s3.
The cost function can be written in the form (x 6= 0)
F =
√
(u1)2 + (u2)2 + (u3)2 + εu1 =
√
(s1)2 +
(s2)2
x2
+
(s3)2
x2
+ εs1
=
√
gijsisj +
3∑
i=1
bisi
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(Einstein’s summation) where b1 = ε, b2 = 0, b3 = 0 and
gij =
 1 0 00 1/x2 0
0 0 1/x2
 .
The Lagrangian has the form L = 12F
2 and using [83] (Th. 4.5 pp. 191) we
obtain the Hamiltonian in the form
H =
1
2
(√
g˜ijpipj − b˜ipi
)
, (2.2.23)
where
g˜ij =
1
1− b2 g
ij +
1
(1− b2)2 b
ibj, b˜i =
1
1− b2 b
i, b =
√
gijbibj,
and gij is the inverse of the matrix gij . In these conditions we obtain that
b2 = ε2, b˜1 =
ε
1− ε2 , b˜
2 = 0, b˜3 = 0,
gij =
 1 0 00 x2 0
0 0 x2

and and it results
g˜ij =

1
(1−ε2)2 0 0
0 x
2
1−ε2 0
0 0 x
2
1−ε2

From (2.2.23) we obtain
H =
1
2
(√
p21
(1− ε2)2 +
p22x
2
1− ε2 +
p23x
2
1− ε2 −
εp1
1− ε2
)2
(2.2.24)
or, in the equivalent form
H =
(
1 + ε2
)
p21
2 (1− ε2)2 +
(
p22 + p
2
3
)
x2
2 (1− ε2) −
εp1
1− ε2
√
p21
(1− ε2)2 +
(
p22 + p
2
3
)
x2
1− ε2 .
In the case x = 0 we obtain
L =
1
2
F 2 =
(1 + ε)2u21
2
,
with the constraints
·
y= 0,
·
z= 0. Using Lagrange multipliers we obtain
L1 = L+ λ1
·
y +λ2
·
z,
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and from Legendre transformation it results
H1 =
1
2
p21
(1 + ε)2
.
For x = 0 from (2.2.24) we have
H =
1
2
(
p1
1− ε2 −
εp1
1− ε2
)2
=
1
2
p21
(1 + ε)2
,
which leads to the equality
H|x=0 = H1.
Next, if we denote
Θ =
p21
(1− ε2)2 +
(
p22 + p
2
3
)
x2
1− ε2 ,
then the Hamilton’s equations (2.1.1) lead to the following differential equa-
tions
dx
dt
=
∂H
∂p1
=
(1 + ε2)p1
(1− ε2)2 −
ε
1− ε2
√
Θ− εp
2
1
(1− ε2)3
1√
Θ
, (2.2.25)
dy
dt
=
∂H
∂p2
=
p2x
2
1− ε2 −
εp1p2x
2
(1− ε2)2
1√
Θ
, (2.2.26)
dz
dt
=
∂H
∂p3
=
p3x
2
1− ε2 −
εp1p3x
2
(1− ε2)2
1√
Θ
, (2.2.27)
dp1
dt
= −∂H
∂x
= −
(
p22 + p
2
3
)
x
1− ε2 +
εp1
(
p22 + p
2
3
)
x
(1− ε2)2
1√
Θ
, (2.2.28)
dp2
dt
= −∂H
∂y
= 0⇒ p2 = a = const.
dp3
dt
= −∂H
∂z
= 0⇒⇒ p3 = b = const.
In these conditions the relation Θ =
p21
(1−ε2)2 +
(p22+p23)x2
1−ε2 leads to the following
change of variables:
x(t) =
√
1− ε2r(t) sinAθ(t)√
a2 + b2
, p1(t) =
(
1− ε2) r(t) cosAθ(t).
It results Θ = r2(t) and from (2.2.25) we get
dx
dt
=
(1 + ε2)r cosAθ
1− ε2 −
εr
1− ε2 −
εr cos2Aθ
1− ε2 .
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But
dx
dt
=
√
1− ε2√
a2 + b2
( ·
r sinAθ + rA
.
θ cosAθ
)
,
and it results
c1
( ·
r sinAθ + rA
·
θ cosAθ
)
= (1 + ε2)r cosAθ − εr(1 + cos2Aθ), (2.2.29)
where we have denoted
c1 =
(
1− ε2)√1− ε2√
a2 + b2
.
The equation (2.2.28) yields
dp1
dt
=
√
a2 + b2√
1− ε2 (−r sinAθ + εr cosAθ sinAθ) .
But
dp1
dt
=
(
1− ε2) ( .r cosAθ − rA .θ sinAθ) ,
which leads to
c1
( ·
r cosAθ − rA ·θ sinAθ
)
= −r sinAθ + εr cosAθ sinAθ. (2.2.30)
The equation (2.2.29) multiplied by cosAθ, minus equation (2.2.30) multi-
plied by sinAθ lead to the equation
c1A
dθ
dt
= (1− ε cosAθ)2 , (2.2.31)
and it results
t =
A
(
1− ε2)√1− ε2√
a2 + b2
∫
1
(1− ε cosAθ)2dθ
Moreover, the equation (2.2.29) multiplied by sinAθ, plus equation (2.2.30)
multiplied by cosAθ lead to the equation
c1
dr
dt
= εr sinAθ (ε cosAθ − 1) . (2.2.32)
From the equations (2.2.31) and (2.2.32) it results
dr
r
= −A ε sinAθ
1− ε cosAθdθ,
which leads to the following result
ln r = − ln c(1− ε cosAθ), c ∈ R,
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and we get
r(t) =
1
c(1− ε cosAθ(t)) . (2.2.33)
Using (2.2.33) the Hamiltonian become
H =
1
2
(1 + ε2)r2 cos2Aθ +
1
2
r2 sin2Aθ − εr2 cosAθ
=
1
2
r2 +
1
2
ε2r2 cos2Aθ − εr2 cosAθ
=
r2
2
(1− ε cosAθ)
=
1
2c2
Considering the integral curves parameterized by arclength, that corre-
sponds to fix the level 12 of the Hamiltonian, we have c = ±1 and it results
r = ± 1
1− ε cosAθ . (2.2.34)
In these conditions, from (2.2.34) we obtain
x(t) = ±
√
1− ε2√
a2 + b2
sinAθ(t)
1− ε cosAθ(t) . (2.2.35)
The differential equation (2.2.26) yields
dy
dt
=
ar2 sin2Aθ
a2 + b2
(1− ε cosAθ) = a
a2 + b2
sin2Aθ
1− ε cosAθ . (2.2.36)
From (2.2.31) and (2.2.36) it results
y(t) =
aA
(
1− ε2)3/2
(a2 + b2)3/2
∫
sin2Aθ
(1− ε cosAθ)3 dθ(t). (2.2.37)
In the same way we obtain
z(t) =
bA
(
1− ε2)3/2
(a2 + b2)3/2
∫
sin2Aθ
(1− ε cosAθ)3dθ(t). (2.2.38)
In the particular case of ε = 0 we obtain a distributional system with
quadratic cost
F =
√
(u1)2 + (u2)2 + (u3)2,
with the solution
x(t) = ±sinαt
α
,
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y(t) =
at
2α2
− a sin 2αt
4α3/2
,
z(t) =
bt
2α2
− a sin 2αt
4α3/2
.
where α =
√
a2 + b2, which are the geodesics in the framework of the so
called sub-Riemannian geometry [14].
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2.2.4 Distributional systems with degenerate cost
Let us consider in the two dimensional space R2 the drift less control affine
system [106]
x˙(t) = u1X1 + u
2X2, (2.2.39)
with
X1 =
(
1
0
)
, X2 =
(
0
x
)
,
and minimizing the cost
min
u(.)
∫
I
F (u(t))dt, (2.2.40)
where F =
√
(u1)2 + (u2)2 + u1 is the positive homogeneous cost (Kropina
metric).
I have to remark that in the case u1 ≤ 0, u2 = 0 it results F = 0 that
is we obtain a degenerate cost (metric). The distribution D is generated by
the vectors X1,X2 and we have
rankD =
{
2 if x 6= 0,
1 if x = 0.
In the canonical base of R2 given by
{
∂
∂x ,
∂
∂y
}
we can write
X1 =
∂
∂x
, X2 = x
∂
∂y
and the Lie brackets are given by
[X1,X2] =
∂
∂y
= X3 /∈ D.
It results that the distribution is nonholonomic, but is bracket generating,
because the vectors fields {X1,X2,X3 = [X1,X2]} generate the entire space
R2. From (2.2.39) we obtain
dx
dt
= u1 = s1.
dy
dt
= u2x = s2.
The cost function can be written in the following form (x 6= 0)
F =
√
(u1)2 + (u2)2 + u1 =
√
(s1)2 +
(s2)2
x2
+ s1 =
√
gijsisj +
3∑
i=1
bisi
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(Einstein’s summation, i, j = 1, 2) where b1 = 1, b2 = 0 and
gij =
(
1 0
1 1/x2
)
.
The Lagrangian function has the form L = 12F
2 and using [83] we obtain
the Hamiltonian in the form
H =
1
2
(
gijpipj
2bipi
)2
, (2.2.41)
where
gij =
(
1 0
1 x2
)
,
is the inverse of the matrix gij . In these conditions we obtain that
H =
1
2
(
p21 + x
2p22
2p1
)2
,
or, in the equivalent form
H =
p21
8
+
p22
8p21
x4 +
p22
4
x2.
The Hamilton’s equations (2.1.1) lead to the following differential equations
dx
dt
=
∂H
dp1
=
p1
4
− p
4
2x
4
4p31
(2.2.42)
dy
dt
=
∂H
dp2
=
p32x
4
2p21
+
p2x
2
2
(2.2.43)
dp1
dt
= −∂H
dx
= −p
4
2x
3
2p21
− p
2
2x
2
(2.2.44)
dp2
dt
= −∂H
dy
= 0⇒ p2 = a = const.
and it results
dx
dt
=
p41 − a4x4
4p31
,
dy
dt
=
a3x4 + ap21x
2
2p21
,
dp1
dt
= −a
2x
2
− a
4x3
2p21
.
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In these conditions the expression of the Hamiltonian leads to the following
change of variables:
x(t) =
r(t) sinAθ(t)
a
, p1(t) = r(t) cosAθ(t) (2.2.45)
We obtain the equations
dx
dt
=
r
(
cos4Aθ − sin4Aθ)
4 cos3Aθ
,
and
dp1
dt
= −ar sinAθ
2
− ar sin
3Aθ
2 cos2Aθ
.
But on the other hand
dx
dt
=
·
r
a
sinAθ +
rA
·
θ
a
cosAθ
dp1
dt
=
·
r cosAθ − rA ·θ sinAθ
and it follows
1
a
( ·
r
r
sinAθ +A
·
θ cosAθ
)
=
cos4Aθ − sin4Aθ
4 cos3Aθ
, (2.2.46)
1
a
( ·
r
r
cosAθ −A ·θ sinAθ
)
= −sinAθ
2
− sin
3Aθ
2 cos2Aθ
. (2.2.47)
The equation (2.2.46) multiplied by cosAθ, minus equation (2.2.47) multi-
plied by sinAθ leads to the equation
A
a
dθ
dt
=
1
4 cos3Aθ
, (2.2.48)
which yields
t =
4A
a
∫
cos2Aθdθ,
and it follows
t =
1
a
(sin 2Aθ + 2Aθ) .
Moreover, the equation (2.2.46) multiplied by sinAθ, plus equation (2.2.47)
multiplied by cosAθ leads to the equation
1
a
·
r
r
= − sinAθ
4 cos3Aθ
. (2.2.49)
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Using the equations (2.2.48) and (2.2.49) we obtain
dr
r
= −A sinAθ
cosAθ
dθ,
which leads to the following result
ln |r|+ ln c1 = ln |cosAθ| , c1 ∈ R+,
and we get
r(t) =
1
c1
cosAθ(t). (2.2.50)
Using the change of variables (2.2.45) the Hamiltonian become
H =
r2 cos2Aθ
8
+
r2 sin4Aθ
8 cos2Aθ
+
r2 sin2Aθ
4
=
r2
8 cos2Aθ
,
and from (2.2.50) we get
H =
1
8c21
.
Considering the integral curves parameterized by arclength, that corre-
sponds to fix the level 1/2 of the Hamiltonian, we have c1 = ±1/2 and
it results
r = ±2 cosAθ. (2.2.51)
which together with (2.2.45) lead to the result
x(t) = ±sin 2Aθ(t)
a
(2.2.52)
The differential equation (2.2.43) yields by direct computation to
dy
dt
=
2 sin2Aθ
a
, (2.2.53)
and from (2.2.48) and (2.2.53) it follows
dy =
2A
a2
sin2(2Aθ)dθ,
which yields
y(t) =
Aθ(t)
a2
− sin 4Aθ(t)
4a2
. (2.2.54)
Finally, the solution is
x(t) = ±sin 2Aθ(t)
a
,
y(t) =
Aθ(t)
a2
− sin 4Aθ(t)
4a2
.
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2.3 Sub-Riemannian geometry
If M is a smooth n-dimensional manifold then a sub-Riemannian structure
on M is a pair (D, g), where D is a distribution of rank m and g is a
Riemannian metric onD. A sub-Riemannian manifold (M,D, g) is a smooth
manifold M equipped with a sub-Riemannian structure [118, 85, 14].
A piecewise smooth curve c : I ⊂ R→M is called horizontal if its tangent
vectors are in D, i.e. c˙(t) ∈ Dc(t) ⊂ TM, for almost every t ∈ I. In sub-
Riemannian geometry the length of a horizontal curve c is defined by
L(c) =
∫
I
√
g(c˙(t))dt, (2.3.1)
where g is a Riemannian metric on D. The distance from a to b is
d(a, b) = inf(L(c)),
where the infimum is taken over all horizontal curves connecting a to b.
The distance is assumed to be infinite if there is no horizontal curve that
connects these two points.
If locally the distribution D of rank m is generated by Xi, i = 1,m, a
sub-Riemannian structure on M is locally given by a control system
x˙ =
m∑
i=1
ui(t)Xi(x), (2.3.2)
of constant rank m, with the controls u(.). The controlled paths are obtained
by integrating the above system. If D is assumed to be bracket generating,
i.e. sections of D and iterated brackets span the entire tangent space TM ,
by a well-known theorem of Chow [25] the system (2.3.2) is controllable, that
is for any two points a and b there exists a horizontal curve which connects
these points (M is assumed to be connected).
The concept of the sub-Riemannian geometry can be extended to a more
general setting, by replacing the Riemannian metric with a Finslerian one.
For the theory of optimal control this extension is equivalent to the change
of the quadratic cost of a control affine system with a positive homogeneous
cost. Also, the case when the rank of D is not constant may produce inter-
esting examples. We do not intend to develop a comprehensive study of the
sub-Riemannian geometry. In the present section we introduce two partic-
ular sub-Finslerian geometries [49]: the Grushin plane and the Heisenberg
group, endowed with some special Randers metrics [7]. The geodesics of
these geometries are obtained by using two different approaches: a direct
application of the Pontryagin Maximum Principle for the Grushin plane and
the same principle but combined with some results on Lie algebroids for the
Heisenberg group.
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Definition 2.3.1 A sub-Finslerian structure on M is a triple (E, σ,F)
where
1) (E, π,M) is a vector bundle over M , with the projection map π.
2) σ : E → TM is a morphism of vector bundles.
3) F is a Finsler metric on E, i.e. F : E → [0,∞) and satisfies the follow-
ing properties:
a) F is C∞ on E \ {0}.
b) F(λu) = λF(u) for λ > 0 and u ∈ Ex, x ∈M.
c) For each y ∈ Ex\{0} the quadratic form
gy(u, v) =
1
2
∂F2
∂s∂t
(y + su+ tv)s,t=0
u, v ∈ Ex, x ∈M , is positive definite.
Example 2.3.1 (i) E = M × Rm, {X1, ...,Xm} is a system of m vector
fields on M , σ : E → TM , given by
σ(x, u) =
m∑
i=1
ui(t)Xi(x), (2.3.3)
and F is a Minkowski norm on Rm.
(ii) E = D, σ : D → TM the inclusion and F a Finsler metric on D.
We can associate to any sub-Finslerian structure (E, σ,F) a Finsler met-
ric on Imσ ⊂ TM , defined as following
F (v) = inf
u
{F(u)| u ∈ Ex, σ(u) = v}. (2.3.4)
for each
v ∈ (Imσ)x ⊂ TxM, x ∈M.
Definition 2.3.2 A curve u : I → E is called admissible if there is an
absolute continuous curve c : I →M , called horizontal, such that π(u(t)) =
c(t) and σ((u(t)) = c˙(t) , t ∈ I.
The length of an absolutely continuous horizontal curve c(t), t ∈ I is
length(c) =
∫
I
F(u(t))dt =
∫
I
F (c˙(t))dt. (2.3.5)
We can also consider the sub-Finslerian distance
d(a, b) = inf length(c),
where the infimum is taken over all horizontal curves connecting a and b.
This distance is infinite if there is no admissible curve joining a and b.
However, if we assume that Imσ is bracket generating, Chow’s theorem
guarantees that the sub-Finslerian distance between points is finite.
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Definition 2.3.3 A length minimizing geodesic or shortly a minimizer is
an absolutely continuous horizontal curve on M that makes the distance
between two points.
Remark 2.3.1 The energy of a horizontal curve is
E(c) =
1
2
∫
I
F 2(c˙(t))dt,
and it can easily be proved that if a curve is parameterized to a constant
speed, then it minimize the length integral if and only if it minimize the
energy integral.
If we take the Lagrangians L = 12F
2 and L = 12F2 we have L = L ◦ σ.
The Fenchel-Legendre dual of L is the Hamiltonian [49]
H(p) = sup
v
{〈p, v〉 − L(v)} =
sup
v
{
〈p, v〉+ sup
u
{−L(u);σ(u) = v}
}
=
sup
u,v
{〈p, v〉 − L(u);σ(u) = v} =
sup
u
{〈p, σ(u)〉 − L(u)} =
sup
u
{〈σ⋆(p), u〉 − L(u)} = H(σ⋆(p))
Hence
H(p) = H(µ), µ = σ⋆(p) (2.3.6)
p ∈ T ∗xM , µ ∈ E∗x. The Hamiltonian H on T ∗M is degenerate on Kerσ⋆.
The Hamiltonian H generates a system of differential equations which
can be written in terms of canonical coordinates (x, p) in the standard form:
.
x
i
=
∂H
∂pi
,
.
pi= −∂H
∂xi
(2.3.7)
Based on the Pontryagin Maximum Principle we can prove:
Theorem 2.3.1 Let (x(t), p(t)) be a solution of the Hamiltonπ equations.
Then every sufficient short subarc of x(t) is a minimizing sub-Finslerian
geodesic. This subarc is the unique minimizer joining its end points.
Definition 2.3.4 The projected curve x(t) will be called normal geodesic or
shortly geodesic.
Remark 2.3.2 Contrary to Finslerian geometry, not every minimizer is
the projection of a solution of (2.3.7) i.e. is a normal geodesic. Those
minimizers that are not normal geodesics are called singular geodesics [118,
85].
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2.3.1 Grushin case
We consider the following distributional system with positive homogeneous
cost (Grushin Plane) [49]
x˙ = u1X1 + u
2X2, x =
(
x1
x2
)
∈ R2, X1 =
(
1
0
)
, X2 =
(
0
x1
)
min
u(.)
∫ T
0
F(u(t))dt, F(u) = ‖u‖+〈b, u〉 , b = (ε, 0)t, u = (u1, u2)t, 0 ≤ ε < 1.
x(0) = 0, x(T ) = xT .
We are looking for the geodesics starting from the origin and parameterized
by arclength. The distribution D =< X1,X2 > is bracket generating and
has not a constant rank on R2. If we take the regular Lagrangian
L = 1
2
F2 = 1
2
(√
u21 + u
2
2 + εu1
)2
,
on E = D and use a result from [83] we obtain a regular Hamiltonian H on
E∗
H = 1
2
(√
(µ1)2
(1− ε2)2 +
(µ2)2
(1− ε2) −
εµ1
1− ε2
)2
,
and from (2.3.6) we get(
µ1
µ2
)
=
(
1 0
0 x1
)(
p1
p2
)
,
and the corresponding Hamiltonian H on T ∗M is
H =
1
2
(√
(p1)2
(1− ε2)2 +
(p2)2(x1)2
(1− ε2) −
εp1
1− ε2
)2
,
From the Hamilton equations (2.3.7) we obtain
x˙1 =
(1 + ε)2p1
(1− ε2)2 −
ε
1− ε2
√
(p1)2
(1− ε2)2 +
a2(x1)2
1− ε2 −
εp21
(1− ε2)3
1√
(p1)2
(1−ε2)2 +
a2(x1)2
1−ε2
x˙2 =
(x1)2a
1− ε2 −
εa(x1)2p1
(1− ε2)2
1√
(p1)2
(1−ε2)2 +
a2(x1)2
1−ε2
(2.3.8)
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·
p1= − x
1a2
1− ε2 +
εp1x
1a2
(1− ε2)2
1√
(p1)2
(1−ε2)2 +
a2(x1)2
1−ε2
, p2 = a = ct.
We make the following change of variables x
1 =
√
1−ε2
a r(t) sinAθ(t),
p1 = (1− ε2)r(t) cosAθ(t),
and from (2.3.8) we get
A(1− ε2)(√1− ε2
a
dθ
dt
= (1− ε cosAθ)2,
(1− ε2)(√1− ε2
a
dr
dt
= εr sinAθ(ε cosAθ − 1).
Hence
r =
1
c(1 − ε cosAθ) , c ∈ R
and
t =
A(1− ε2)√1− ε2
a
∫
dθ
(1− ε cosAθ)2 .
But the geodesics are parameterized by arclength, that corresponds to fix
the level 1/2 of the Hamiltonian and we have
H =
r2
2
(1− ε cosAθ)2 = 1
2c2
,
so c = ±1 and therefore
r = ± 1
1− ε cosAθ
and finally we obtain
x1 = ±
√
1− ε2 sinAθ
a(1− ε cosAθ) , (2.3.9)
x2 =
A(1− ε2)√1− ε2
a
∫
sin2Aθ
(1− ε cosAθ)3dθ.
Remark 2.3.3 1.The above geodesics are the only minimizers of this sub-
Finslerian geometry.
2. For ε = 0 we obtain the geodesics of the Grushin plane endowed with
the standard Euclidean metric, i.e. a sub-Riemannian geometry (distribu-
tional systems with quadratic cost)
x1 = ±sin at
a
, x2 =
t
2a
− sin 2at
4a2
. (2.3.10)
([14, 37]).
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2.3.2 Heisenberg case
We consider the following distributional system with positive homogeneous
cost (Heisenberg group) [49]
x˙ = u1X1 + u
2X2, x =
 x1x2
x3
 ∈ R3, X1 =
 10
−x22
 , X2 =
 01
x1
2
 ,
min
u(.)
∫ T
0
F(u(t))dt, F(u) = ‖u‖+〈b, u〉 , b = (ε, 0)t, u = (u1, u2)t, 0 ≤ ε < 1.
We are looking for the geodesics starting from the origin and parameterized
by arclength. Here
X1 =
∂
∂x1
− x
2
2
∂
∂x3
,
X2 =
∂
∂x2
+
x1
2
∂
∂x3
,
X3 = [X1,X2] =
∂
∂x3
and 〈X1,X2,X3〉 ≡ TR3, hence the distribution D =< X1,X2 > of constant
rank is strong bracket generating [118].
Remark 2.3.4 We can try to work directly on the cotangent bundle by com-
puting the Hamiltonian H(x, p) = H(x, µ) , µ = σ∗(p). Since
(
µ1
µ2
)
=
(
1 0 −x2/2
0 1 x1/2
) p1p2
p3
 , (2.3.11)
we obtain
H =
1
2

√√√√(p1 − p3x22 )2
(1− ε2)2 +
(
p2 +
p3x1
2
)2
1− ε2 −
ε(p1 − p3x
2
2 )
1− ε2

2
. (2.3.12)
Unfortunately, with this Hamiltonian (2.3.7) is a very complicated system
of implicit differential equations.
We will use a different approach. Let us take M = R3 and E = TM
with the basis {X1,X2,X3}. E is a Lie algebroid over M with at least one
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structural function nonzero. The anchor σ : E → TM is just the identity
and the matrix of σ with respect to the basis of E and TM basis is
σiα =
 1 0 00 1 0
−x22 x
1
2 1
 (2.3.13)
Now the above control system can be written
x˙ = u1X1 + u
2X2 + 0X3, x =
 x1x2
x3
 ∈ R3,
min
u(.)
∫ T
0
F(u(t))dt = min
u(.)
∫ T
0
L(u(t))dt,
where F = √(u1)2 + (u2)2 + εu1 and L = 12F2. To solve this problem we
form the augmented Lagrangian
∼
L = L(u) + λu3,
(λ is Lagrange a multiplier) and still work via the maximum principle but
at the level of the Lie algebroid. If we set
µi =
∂
∼
L
∂ui
, H = µiui−
∼
L,
we obtain
µ1 =
∂L
∂u1
, µ2 =
∂L
∂u2
, µ3 = λ,
and therefore
H = µiui−
∼
L= ∂L
∂u1
u1 +
∂L
∂u2
u2 + λu3 − L− λu3 = L,
because L is 2-homogeneous. Again, using a result from [83] , the Hamilto-
nian on E∗ is given by
H = 1
2
(√
(µ1)2
(1− ε2)2 +
(µ2)2
(1− ε2) −
εµ1
1− ε2
)2
, µ3 = λ. (2.3.14)
From the structure equations of Lie algebroids (1.2.8) and the relation
[Xα,Xβ ] = L
γ
αβXγ we obtain the non-zero structural functions
L312 = 1, L
3
21 = −1.
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Now, using the Hamilton equations on Lie algebroids (2.1.3) we get the
following systems of differential equations
x˙1 =
∂H
∂µ1
, x˙2 =
∂H
∂µ2
, (2.3.15)
x˙3 = −x
2
2
∂H
∂µ1
+
x1
2
∂H
∂µ2
=
x1x˙2
2
− x˙
1x2
2
and
µ˙1 = −L312µ3
∂H
∂µ2
= −λ ∂H
∂µ2
µ˙2 = −L321µ3
∂H
∂µ1
= λ
∂H
∂µ1
(2.3.16)
µ˙3 = 0⇒ λ = ct.
where
∂H
∂µ1
=
(
1 + ε2
)
µ1
(1− ε2)2 −
ε
√
(µ1)2
(1−ε2)2 +
(µ2)2
1−ε2
1− ε2 −
εµ21
(1− ε2)3
√
(µ1)2
(1−ε2)2 +
(µ2)2
1−ε2
∂H
∂µ2
=
µ2
1− ε2 −
εµ1µ2
(1− ε2)2
√
(µ1)2
(1−ε2)2 +
(µ2)2
1−ε2
.
We may use to the following transformations
µ1(t) = (1− ε2)r(t)(a cosAθ(t)− b sinAθ(t))
µ2(t) =
√
1− ε2r(t)(a sinAθ(t) + b cosAθ(t))
(2.3.17)
such that a2 + b2 = 1 and we get√
(µ1)2
(1− ε2)2 +
(µ2)2
(1− ε2) = |r| .
Also, from (2.3.16) we obtain
t =
(1− ε2)√1− ε2A
λ
∫
dθ
(1− ε (a cosAθ − b sinAθ))2 ,
and
r =
1
c (1− ε (a cosAθ − b sinAθ)) .
But the geodesics are parameterized by arclength, that corresponds to fix
the level 1/2 of the Hamiltonian and we have
H = r
2
2
(1− ε (a cosAθ − b sinAθ))2 = 1
2c2
.
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so c = ±1 and therefore
r = ± 1
1− ε (a cosAθ − b sinAθ) .
From (2.3.17) we obtain
µ1(t) = ±(1− ε
2)(a cosAθ − b sinAθ)
1− ε (a cosAθ − b sinAθ) ,
µ2(t) =
√
1− ε2(a sinAθ + b cosAθ)
1− ε (a cosAθ − b sinAθ) .
But
µ˙2 = λx˙
1,
so
x1(θ) =
µ2
λ
− a1.
Since we are looking for geodesics starting from the origin, we have a1 =√
1−ε2b
λ(1−εa) and therefore
x1(θ) =
√
1− ε2(a sinAθ + b cosAθ)
λ (1− ε (a cosAθ − b sinAθ)) −
√
1− ε2b
λ(1− εa) ,
and from
µ˙1 = −λx˙2,
we obtain
x2(θ) =
(1− ε2)(b sinAθ − a cosAθ)
λ (1− ε (a cosAθ − b sinAθ)) +
(1− ε2)a
λ(1− εa) .
Finally, from
x˙3 =
x1x˙2
2
− x˙
1x2
2
,
by straightforward computation we get
x3(θ) =
(1− ε2)√1− ε2A
2λ2(1− εa)
∫
1− cosAθ
(1− ε (a cosAθ − b sinAθ))2 dθ.
Remark 2.3.5 For ε = 0 we obtain the sub-Riemannian case (distribu-
tional systems with quadratic cost) with the solutions
x(t) =
a sinλt− b(1− cos λθ)
λ
y(θ) =
b sinλt+ a(1− cos λt)
λ
z(θ) =
λt− sinλt
2λ2
, a2 + b2 = 1
(see also [14, 37]).
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