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APPROXIMATE GROUP CONTEXT TREE∗
By Alexandre Belloni and Roberto I. Oliveira†
Duke University and IMPA
We study a variable length Markov chain model associated with
a group of stationary processes that share the same context tree but
each process has potentially different conditional probabilities. We
propose a new model selection and estimation method which is com-
putationally efficient. We develop oracle and adaptivity inequalities,
as well as model selection properties, that hold under continuity of
the transition probabilities and polynomial β-mixing. In particular,
model misspecification is allowed.
These results are applied to interesting families of processes. For
Markov processes, we obtain uniform rate of convergence for the esti-
mation error of transition probabilities as well as perfect model selec-
tion results. For chains of infinite order with complete connections,
we obtain explicit uniform rates of convergence on the estimation of
conditional probabilities, which have an explicit dependence on the
processes’ continuity rates. Similar guarantees are also derived for
renewal processes.
Our results are shown to be applicable to discrete stochastic dy-
namic programming problems and to dynamic discrete choice mod-
els. We also apply our estimator to a linguistic study, based on recent
work, by Galves et al [17], of the rhythmic differences between Brazil-
ian and European Portuguese.
1. Introduction. In this paper, we are interested in applying context
tree models, also known variable length Markov chains (VLMCs), to the
estimation of transition probabilities and dependence structures in discrete-
alphabet stochastic processes. Context tree models describe processes where
each infinite “past” has a finite suffix – the context – that suffices to deter-
mine the transition probabilities. As such, they are generalizations of finite
order Markov chains, for which contexts exist and are of fixed length. Con-
text tree processes first appeared in Rissanen’s seminal paper [26], where
two appealing traits were noted.
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• Parsimony: a Markov chain model must have an order parameter that
is large enough to distinguish any two pasts with different transition
probabilities. By contrast, by using different context lengths for differ-
ent pasts, one may need less parameters to specify the model. (Inci-
dentally, this motivates the VLMC terminology.)
• Computationally efficient estimation: the set of context has a natural
suffix tree structure, known as the context tree. The fact that this
is a tree allows for efficiency search over an exponentially large class
of models. Rissanen’s original Context algorithm for estimating the
context tree relied strongly on this.
Both traits have continued to play a role over the years as a growing number
of papers on context tree models appeared in Statistics [9, 10, 16], Informa-
tion Theory [18, 30, 31], Bioinformatics [3] and Linguistics [17]. In this last
paper, interpretability of context trees has also played a role, which adds to
their interest as practical tools.
In this paper we consider context tree model selection and estimation
for a group of L ≥ 1 stationary processes over a discrete alphabet. These
stationary processes have the same context tree but possibly different con-
ditional probability distributions. We refer to this model as group context
tree alluding to the recent literature on group lasso [23, 24, 32]. As in the
case of group lasso, by combining different processes with similar depen-
dence structure we hope to improve the overall estimation. In addition, the
model we consider also allows for processes which are only approximately
described by a finite context tree, hence the name approximate group context
tree (AGCT) model.
Although this group context tree setting is new, our estimator and the
results we obtain are related to several papers that considered a single sta-
tionary process (L = 1), which we outline briefly. Bu¨hlmann and Wyner
[10] proved properties of the Context estimator allowing the model to grow
with the sample size. They also studied a bootstrap scheme based on fitted
VLMCs. Ferrari and Wyner [16] consider processes with infinite dependence
for which there exist “good” context tree approximations. They established
new results on a sieve methodology based on an adaptation of the Context
algorithm. The BIC Context Tree algorithm and its consistency properties
have been considered in [14], [18] and [29]. Redundancy rates were studied
by [13] and [18]. Several other works contributed to this literature in various
directions: see [8], [9], [30], [19] and the references therein.
In Section 2 we propose an estimator for model selection and estimation
of conditional probabilities based on context tree models, which does not
assume a true VLMC model. As in Rissanen’s original estimator, we first
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build a full suffix tree for the observed sample, then prune the tree by re-
moving “statistically insignificant” nodes. In addition to considering a group
of processes, the proposed estimator also differs on how we define insignifi-
cance. We use a procedure reminiscent of Lepskii’s adaptation method [21].
For each suffix we compute from the sample an (approximate) confidence
radius for its vector of transition probability estimates (one for each pro-
cess). We then recursively prune any leaf node w whose descendants w′ in
the full sample suffix tree (i.e. the tree prior to pruning) are all “compati-
ble” with the parent of w, in the sense that the corresponding confidence
regions intersect. By a judicious choice of confidence radii, this procedure
automatically balances the variance coming from the random sampling with
the bias incurred by the truncation mechanism.
Section 3 details the assumptions we impose on processes, most notably
continuity of transition probabilities (deeper truncation implies arbitrarily
good approximation). Based on this, finite sample results on adaptivity and
model selection properties are presented in Section 4. In that same sec-
tion we present stronger results, including oracle inequalities, that require
an added assumption of polynomial β-mixing. Previous work in the area
imposed assumptions that implied a true finite VLMC model, exponential
mixing properties and/or non-nullness (positivity) of the transition proba-
bilities, which we manage to avoid here. Moreover, our oracle inequality for
the AGCT estimator (Corollary 1) seems to be the first result of its kind for
context tree estimation, even in the single process case.
In Section 5 we present three classes of examples where our general re-
sults can be applied. For parametric models (i.e. actual finite-order Markov
chains), we derive uniform rate of convergence to transition probabilities, as
well as perfect model selection, under weaker assumptions than [10] (which
only covered the single process case). For chains of infinite order with com-
plete connections, we obtain explicit uniform rates of convergence on the
estimation of conditional probabilities, which have an explicit dependence
on the processes’ continuity rates. We also derive explicit uniform rates of
convergence for certain renewal processes. In most cases, we show that the
group context tree model can lead to improvements on the estimation when
compared to the single-process case.
Group context tree models are used in Section 6 to estimate dynamic
marginal effects in dynamic choice models ([1, 6]), and to estimate the value
function in discrete stochastic dynamic programming problems ([15, 25, 27,
28]). In these applications the objects of main interest are functionals of the
conditional probabilities. We derive uniform bounds on the rate of conver-
gence for the estimates that hold uniformity over all possible contexts and
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account for model selection mistakes. Furthermore, in Section 7 we revisit a
study by Galves et al. [17], and apply the AGCT model to understand the
difference between the rhythmic features in European and Brazilian Por-
tuguese. A key point is that the AGCT framework allows for the processes
to have different transition probabilities.
Section 8 discusses variations of the estimator and comparisons, and a
final Section adds some further thoughts. Proofs are mostly contained in two
Appendices. Simulations and some auxiliary theoretical results are provided
in the Supplementary Material [4].
1.1. Notation. Let A denote a finite set (called alphabet), and the set
of probability distributions over A will be denoted by ∆A. We use A−1−k to
denote all A-valued sequences with length k, and A∗ = A−1−∞ ∪ (∪∞k=0A−1−k).
The length of a string w is denoted by |w| and, for each 1 ≤ k ≤ |w|,
w−1−k is the suffix of w with length k. We also let w
−1
0 = e, the empty
string. A subset T˜ ⊂ A∗ is a tree if the empty string e ∈ T˜ and for all
w = w−|w| . . . w−1 ∈ T˜\{e} the string w−1−k = w−k . . . w−1 ∈ T˜ for any
k ≤ |w|. The parent of w is denoted by par(w) = w−|w|+1 . . . w−1. An element
of a tree T˜ that is not the parent of any other element in T˜ is said to be a
leaf of T˜ . For w,w′ ∈ A∗, we write w  w′ if w is a suffix of w′.
We associate with each tree T˜ and each x = . . . x−3x−2x−1 ∈ A−1−∞ a
suffix T˜ (x) of x with the following rule:
• If x−1−k ∈ T˜ for all k ∈ N, then T˜ (x) = x;
• Otherwise, take the largest k ∈ N with x−1−k ∈ T˜ and set T˜ (x) = x−1−k.
(Note that this is the empty string if k = 0.)
The strings of the form T˜ (x) where x ranges over A−1−∞ will be called
the terminal nodes of T˜ . Notice that all terminal nodes are either leaves or
infinite strings. For two sequences an, bn we denote an . bn if an = O(bn).
The indicator function of an event E is denoted by 1E , and for q ≥ 1 the
‖ · ‖L,q-norm of a vector v ∈ RL is defined as
(1.1) ‖v‖L,q =
(
1
L
L∑
ℓ=1
|vℓ|q
)1/q
.
2. Setting for Group Context trees. A pair (T˜ , p˜) will correspond
to a tree T˜ and a mapping p˜ that assigns to each terminal node v of T˜ a
probability distribution p˜(·|v) over a finite alphabet A. A stationary ergodic
process X ≡ (Xk)k∈Z will be said to be compatible with (T˜ , p˜) if:
P
(
X0 = a | X−1−∞
)
= p˜(a | T˜ (X−1−∞)) almost surely.
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On a group context tree model we have a family X = (X(ℓ))Lℓ=1 of L
independent and stationary processes
X(ℓ) ≡ (Xk(ℓ))k∈Z (1 ≤ ℓ ≤ L),
a single context tree T ∗, and (possibly distinct) probability distributions
pℓ, ℓ = 1, . . . ,L, such that the ℓth process is compatible with (T
∗, pℓ) for
ℓ = 1, . . . ,L. Note that T ∗ is possibly infinite so that this is not a restric-
tion/assumption on the model. Moreover, if the ℓth process is compatible
with a context tree T ℓ, we have T ∗ = ∪Lℓ=1T ℓ, and we may redefine pℓ cor-
respondingly.
To quantify the approximation error we use a metric dℓ : ∆
A×∆A → [0, 1]
for each process, ℓ = 1, . . . ,L and write the associated L-vector d(p, q) =
(d1(p1, q1), . . . , dL(pL, qL))
′.We will aggregate the approximation errors across
processes through ‖d(p, q)‖L,̥ where ‖·‖L,̥ is the norm defined in (1.1). For
simplicity, we consider all metrics dℓ to be equal and of a certain specific
kind. Namely, there exists a collection S of subsets of A such that:
(2.1) dℓ(pℓ, qℓ) = sup
S∈S
|pℓ(S)− qℓ(S)|, ℓ = 1, . . . ,L.
Our main interests are in the ℓ1 metric, where S = 2A consists of all subsets
of A, and the ℓ∞ metric, where S consists of all singletons of A.
2.1. The AGCT estimator. In this section we discuss the model selection
method which leads to the estimation of the conditional probabilities from a
sample of L processes. For each ℓ = 1, . . . ,L, our sample consists of a string
of size n with symbols from A denoted as Xn1 (ℓ) ≡ (X1(ℓ), . . . ,Xn(ℓ)). For
a string w ∈ A∗, we let Nk,ℓ(w) denote the number of occurrences of w in
Xk1 (ℓ).
1 (For notational convenience we assume that the length n of the
sample of each process is the same but the analysis does not rely on that.)
The algorithm proceeds in three steps: Initialization, Identification of Re-
movable Nodes, and Pruning. Next we describe in detail the procedure. In
what follows we let En be the suffix tree that contains every string w ∈ A∗
which appears in all L data sequences of the sample Xn−11 , namely
(2.2) En =
{
w ∈ A∗ : min
ℓ=1,...,L
Nn−1,ℓ(w) > 0
}
.
1Formally defined for k ≥ |w| + 1, so that Nk,ℓ(w) denotes the number of indices i,
|w| ≤ i ≤ k, with Xii−|w|(ℓ) = w.
6 BELLONI AND OLIVEIRA
Step 1: Initialization. For each w ∈ En we specify a conditional probability
estimate and a confidence radius:
pˆn,ℓ(a|w) ≡
Nn,ℓ(wa)
Nn−1,ℓ(w)
and ĉrℓ(w)(to be specified), for a ∈ A, ℓ = 1, . . . ,L.
The estimator pˆn,ℓ(a|w) is a nonparametric estimate for the transition prob-
ability pℓ(a|w). The confidence radius ĉrℓ(w), to be specified in Section 2.2
below, depends on the choice of ̥. With high probability, it is essentially an
upper bound for the distance between p(·|w) and pˆn(·|w), up to a bias factor
that comes from truncating the past of the process at w (this is related to
the continuity rates, cf. Assumption 2 below).
Step 2: Identifying Removable Nodes. For a fixed constant c > 1,
define for each w ∈ En:
(2.3)
CanRmv(w) ≡

1, if for all w′, w′′ ∈ En with w  w′, par(w)  w′′
‖d(pˆn(·|w′), pˆn(·|w′′))‖L,̥ ≤ c‖ĉr(w′)‖L,r + c‖ĉr(w′′)‖L,r;
0, otherwise.
Intuitively, CanRmv(w) = 1 means that we can remove w, which happens
if and only if, for any two nodes w  w′, par(w)  w′′, the distance between
the corresponding transition probability estimates is smaller than the sum
of the noise levels at the nodes. The slack factor c > 1 allows us to keep a
check on the bias that might be incurred by removing w. Our analysis in
the Appendix shows that using c > 1 implies that, with high probability,
this bias will not be much larger than the noise2. This is similar e.g. to the
slack parameter used in [5], and we recommend c = 1.01 in practice.
Step 3: Pruning. Let T̂n ← En. Prune any leaf of T̂n with CanRmv(w) = 1.
Repeat until all leaves of T̂n have CanRmv(w) = 0. Return (Pˆn, T̂n) where
Pˆn(a|x) ≡ pˆn(a|T̂n(x))
for all x ∈ A−1−∞ and a ∈ A.
This last step keeps the smallest subtree of En containing all nodes that
cannot be removed (i.e., for all w ∈ T̂n we have CanRmv(w) = 0). For
completeness we provide detail algorithm in Figure 2 in Appendix D of the
Supplementary Material [4]. The context tree T̂n is our selected model, and
the transition probability estimate Pˆn is compatible with it. We will show
2See the proof of Lemma 2
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that pruning typically removes high-noise nodes, and the bias incurred by
pruning is kept manageable by the test in CanRmv.
2.2. Data-driven choices of confidence radii. The performance of our
algorithm is heavily dependent on choices of confidence radii ĉrℓ(w). As
noted above, we will choose those so as to bound from above the deviations
‖d(pˆn(·|w), p(·|w))‖L,̥ up to an extra error term depending on the conti-
nuity rates. There is an important tradeoff between large confidence radius
that introduce large bias and small confidence radius that do not properly
account for the noise in the data. In this section, we present choices that
achieve good balance between these factors. These choices ultimately de-
rive from the self-normalized martingale inequalities that we present in the
Appendix and Supplementary Material.
Definition 1 (First choice of confidence radius). Let 1 − δ, δ ∈ (0, 1)
be our desired confidence level. For w ∈ En, ℓ = 1, . . . ,L, let
ĉrℓ(w) ≡
√
4
Nn−1,ℓ(w)
(
2 ln(2 + log2Nn−1,ℓ(w)) + ln
(
n2 L |S|
δ
))
.
The choice above satisfies ĉrℓ(w) ∼
√
log(nL/δ)/Nn−1,ℓ(w). This choice
exhibits the same behavior as in the case of a single group (L = 1) provided
log L . log n, which encompasses most cases of interest. The choice in Defi-
nition 1 is desired when we want our estimates of the transition probabilities
to be uniformly good approximations. The next proposal for confidence ra-
dius is appropriate when the number of processes is large and we want our
estimates to be good on average.
Definition 2 (Second choice of confidence radius). Let 1−δ, δ ∈ (0, 1),
be the desired confidence level. Assume the condition:
(2.4) L ≥ 6 ln
(
n2
δ
)
and for w ∈ En, ℓ = 1, . . . ,L, let
ĉrℓ(w) ≡
√√√√√ 4
Nn−1,ℓ(w)
2 ln(2 + log2Nn−1,ℓ(w)) + ln |S|+ 1 +
√
6 ln
(
n2
δ
)
L
.
In this case, because of (2.4), the rate of ĉrℓ(w) is
√
log log n/Nn−1,ℓ(w)
improving upon the single-process case. This is remarkably close to the error
in the estimation of probabilities if the model was known in advance.
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3. Assumptions. In this section we state the main assumptions on
the processes (X(ℓ))Lℓ=1 for our main results. For clarity, we decided to use
relatively transparent hypotheses, but slightly more general assumptions can
be imposed with very few changes.
3.1. Basic distributional assumptions. We start with the simplest as-
sumptions that allow for effective use of the group structure, in that we
consider the same “prefixes” for all processes. To make this precise, we de-
fine the support suppℓ of process X(ℓ) as the set:
suppℓ ≡ {x−1−∞ ∈ A−1−∞ : ∀k ∈ N, P
(
X−1−k(ℓ) = x
−1
−k
)
> 0},
and formally state our condition.
Assumption 1 (Framework). We have L processes
X(ℓ) = (Xk(ℓ))k∈Z, 1 ≤ ℓ ≤ L
taking values in the same discrete alphabet A which are independent and
stationary. All processes have the same (potentially infinite) context tree
T ∗ and (potentially different) transition probabilities p1, . . . , pL. The sets
suppℓ, 1 ≤ ℓ ≤ L, are all equal. We denote by supp ≡ supp1. We observe
{Xn1 (ℓ)}Lℓ=1, samples of length n ≥ 9 of the stochastic processes {X(ℓ)}Lℓ=1.
3.2. Continuity rates and Mixing. The uniform control we aim for es-
sentially requires that truncating the past of the process at some past time
−k, k ≫ 1, is not too hurtful for the transition probabilities.
Assumption 2 (Continuity). The processes X(ℓ), 1 ≤ ℓ ≤ L, are contin-
uous. That is, for each ℓ, there exists a version of the conditional probabilities
pℓ of the X(ℓ) process such that the quantities:
γℓ(x
−1
−k) ≡ sup
y,z∈A−1−∞ : y
−1
−k=z
−1
−k=x
−1
−k
dℓ(pℓ(·|y), pℓ(·|z))
converge to 0 as k → +∞, for all x−1−∞, where dℓ is a metric as in (2.1).
The numbers γℓ(·) are the continuity rates of process ℓ. A compactness
argument implies that their convergence to 0 is uniform in x ∈ A−1−∞. How-
ever, our estimator will adapt to the continuity rates, meaning that it will
tend to do better on pasts that are “more continuous.”
4. Finite Sample Analysis. In this section we derive our main theo-
retical results on the performance of the estimates proposed in Section 2.
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4.1. Main results: adaptivity and an oracle inequality. We can now state
our main result.
Theorem 1 (Main theorem; proven in Appendix A). Under Assump-
tions 1 and 2, let T̂n and P̂n denote the tree and transition probabilities
output by the AGCT algorithm with δ ∈ (0, 1), c > 1 and one of the options
below:
• General case. We use any ̥ ∈ [1,∞], take r = ̥ and use the confi-
dence radii as in Definition 1.
• Many processes. In this case we assume condition (2.4) in Definition
2, take ̥ = 1, r = 2 and use the confidence radii in that definition.
Then, the following facts hold simultaneously with probability at least 1− δ
1. The estimated tree is contained in the correct tree: T̂n ⊂ T ∗.
2. Uniformly over x ∈ supp, we have
‖d(p(·|x), P̂n(·|x))‖L,̥ ≤ inf
T
2c+2
c−1 ‖γ(T (x))‖L,̥ + (1 + 2c) ‖ĉr(T (x))‖L,r.
Theorem 1 contains two assertions that hold with high probability. Firstly,
the AGCT estimator does not give a bigger tree than necessary: this is
advantageous when there is a true, finite VLMC model with a small T ∗.
However, note that, in general, T ∗ might contain some infinite paths.
Secondly, Theorem 1 shows that our estimator adapts to the continuity
rates of the process in a very strong, pastwise sense. The transition probabil-
ities for more frequent pasts are better approximated because the confidence
radii ĉrℓ(T (x)) decrease when the Nn−1,ℓ(T (x)) increase. This is enough to
imply the almost sure converge of the AGCT probability estimates to the
transition probabilities for continuous, ergodic processes, when the sample
size n increases and the values of δ = δ(n) chosen are summable.
An added feature is that, under (2.4), we may use the second choice of
confidence radii in Definition 2 (with ̥ = 1, r = 2) and obtain faster rate of
convergence by a
√
log n/ log log n factor relative to the choice in Definition
1. This is indeed the case for some processes studied in more detail in the
Supplementary Material [4].
Remark 1 (Generality of Adaptivity). The result in Theorem 1 holds
for any stationary process. The generality of Theorem 1 is achieved through
the use of self-normalized martingale inequalities derived in the Supplemen-
tary Material [4]. Those inequalities are used to establish the validity of the
data-driven choice of the confidence radius. However, the rates of conver-
gence depend on sample realization through the confidence radius. In order
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to derive explicit rates of convergence, it is necessary to control how fast the
L processes lose memory, see Section 4.2.
4.2. Main results for β-Mixing Processes. In this section we assume the
processes satisfy a polynomial β-mixing condition, which is known to hold
for a wide class of processes. (This property can sometimes be derived from
the continuity rates, see Section 5.) Recall that a process X+∞−∞ with values
in a finite alphabet A is said to be β-mixing (or absolutely regular) if there
exists a function β : N→ [0, 1] with limb∈N,b→∞ β(b) = 0 and ∀k ∈ Z, s ∈ N:
β(b) ≥ E
[
sup
E⊂As
∣∣∣P(Xk+b+s−1k+b ∈ E | Xk∞)− P(Xk+b+s−1k+b ∈ E)∣∣∣] .
The function β(·) is called a (β-)mixing rate function for X+∞−∞ . We assume:
Assumption 3 (Polynomial β-mixing). The L processes X(1), . . . ,X(L)
are all polynomially β-mixing with common rate function β(b) ≡ Γ b−θ (b ∈
N), where Γ, θ > 0.
This extra assumption will allow us to control how “typical” context trees
behave as estimators, which in turn allows us to establish guarantees for the
proposed AGCT estimator. To characterize the set of typical trees, recall
that under Assumption 1 the processes X(1), . . . ,X(L) have the same sup-
port supp, and we define:
(4.1) πℓ(w) ≡ P
(
X−1−|w|(ℓ) = w
)
(w ∈ supp, 1 ≤ ℓ ≤ L).
For a finite tree T , define πT as the minimum stationary probability of a
leaf node,
πT := min{πℓ(w) : 1 ≤ ℓ ≤ L, w ∈ supp is a leaf of T},
and let hT denote the height of T ,
hT := max{|w| : w ∈ supp is a leaf of T}.
Definition 3 (Typical trees). For (h, π∗), define the set of typical trees
T (h, π∗) as the set of all finite trees T satisfying πT ≥ π∗ and hT ≤ h.
Define also the population analogues of confidence radii
crℓ(w) ≡

√
8
πℓ(w)n
√
2 ln(2 + log2{πℓ(w)n/2}) + ln
(
|S|Ln2
δ
)
, or√
8
πℓ(w)n
√
2 ln(2 + log2{πℓ(w)n/2}) + ln |S|+ 1 +
√
6
L ln
(
n2
δ
)
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where Nn−1,ℓ(w) is replaced by πℓ(w)n/2 in ĉrℓ(w).
The next result exploits the β-mixing condition to provide finite sample
bounds that depend on the population confidence radii of typical trees.
Theorem 2 (Adaptivity for β-mixing; proven in Appendix B). Make
Assumption 3 in addition to the assumptions of Theorem 1, and consider
the typical trees T (h, π∗) with parameters h ∈ N, π∗ > 0 such that for δ0 ∈
(0, 1/e)
(4.2) n ≥ 2 max
{
40h,
⌈
48ΓL
π∗ δ0
⌉1/θ}
×
{
1 +
1200
π∗
log
(
24 (h + 1)
δ0 π∗
)}
.
Then, the following inequality holds with probability at least 1 − δ − δ0, si-
multaneously over all x ∈ supp:
‖d(P̂n(·|x), p(·|x))‖L,̥ ≤ inf
T∈T (h,π∗)
2c+2
c−1 ‖γ(T (x))‖L,̥+(1+2c) ‖cr(T (x))‖L,r.
Theorem 2 shows that the estimator balances continuity rates and popu-
lation confidence radii over the set of typical trees. The parameters π−1T and
hT of these trees may grow polynomially with the sample size n, and this
allows for the use of very deep nodes for the estimation of difficult pasts.
This strong adaptivity property may be rephrased as an oracle inequality
when ̥ =∞.
Corollary 1 (Oracle inequality). In the setting of Theorem 2, take
any choice (h, π∗) that satisfies (4.2) and set ̥ = ∞, δ = n−a with a > 0.
Then there exists a constant C > 0 depending only on the slack parameter
c > 1, on the alphabet |A| and on the exponent a > 0 of δ, such that with
probability at least 1− n−a − δ0,
sup
T∈T (h,π∗)
p˜ compatible
with T
 supx∈supp ‖d(P̂n(·|x), p(·|x))‖L,∞‖d(p˜(·|x), p(·|x))‖L,∞ + ∥∥∥∥{√ lognπℓ(T (x))n}Lℓ=1
∥∥∥∥
L,∞
 ≤ C.
This is a consequence of the previous Theorem 2 because any p˜ that is
constant on the leaves of T will make errors that are proportional to the
continuity rates at those leaves. Therefore adapting its precision to different
parts of the tree. Alternatively, we could compute a different estimators for
the context tree for each process, namely T̂n,ℓ for ℓ = 1, . . . ,L. Under the
stated conditions both approaches lead to the same rate of convergence and
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the pruning rules imply that T̂n ⊂ ∪Lℓ=1T̂n,ℓ. The potential advantage of the
group approach is to provide a single context tree that is applicable to all
processes. However, under different choices of ̥ exploiting the group context
tree can lead to improvements as discussed earlier (see Examples in Section
5).
The proof of Theorem 2 shows that (4.2) suffices as a requirement for
the empirical frequency of any leaf w ∈ T in the sample to be close to
its expected frequency, for any given T ∈ T (h, π∗). In the next section
we consider important classes of processes that fall within this β-mixing
framework.
5. Rates of convergence for theoretical examples. In what fol-
lows we apply the finite sample analysis from the previous section to obtain
asymptotic results for some classes of processes. Throughout this section we
assume that S and A are fixed. The sample size n diverges, and for each n
we have parameters δ(n), δ
(n)
0 ,L
(n) and processes
X(n)(1), . . . ,X(n)(L(n)).
We impose the restrictions
δ(n) + δ
(n)
0 = O
(
n−ξ
)
and L(n) (δ(n)δ
(n)
0 )
−1 = O (nα)
for constants α ≥ ξ > 0. For each example we make mixing assumptions
that we assume to hold uniformly in n and ℓ. We will omit the superscript
(n) from our notation.
5.1. Parametric case. In our first example we assume that the true model
for the L processes has a finite context tree T ∗, which is allowed to vary with
n. For a fixed n, this implies the L processes are finite Markov chains, thus
exponentially φ-mixing; we assume uniform exponential β-mixing over all
processes and all values of n. We also assume that T ∗ is a complete tree,
meaning that any node has 0 or |A| children (cf. Remark 4 in the Supple-
mentary Material for some comments on this condition which is needed just
to achieve uniqueness of the context tree).
Example 1 (Parametric Case). The processes X(1), . . . ,X(L) are sta-
tionary and ergodic. Moreover, there exists a finite complete tree T ∗ and
transition probabilities p = (p1, . . . , pL) that are compatible with the pro-
cesses:
∀1 ≤ ℓ ≤ L, ∀a ∈ A : P (X(ℓ)0 = a | X(ℓ)−1−∞) = pℓ(a | T ∗(X(ℓ)−1−∞)) a.s..
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Moreover, each of these processes is stationary β-mixing with the same ex-
ponential rate function:
β(b) = χ e−ν b
where χ, ν > 0 are independent of the sample size. We assume that hT ∗π
−1
T ∗ =
o (n/ log n) and π−1T ∗ = O
(
n1−ǫ
)
for some ǫ > 0.
Finally, we define dT ∗ ≡ 1 if T ∗ = {e}; otherwise, when T ∗ 6= {e}, we set
dT ∗ ≡ inf
w leaf of T ∗,w 6=e
{
sup
w′par(w) leaf of T ∗
d(p(·|w), p(·|w′))
}
.
We assume
d−1T ∗ = o
(√
πT ∗n
log n
)
.
Note that, by Remark 4 in the Supplementary Material, dT ∗ > 0 is equiv-
alent to requiring that T ∗ is the unique minimal complete context tree com-
patible with the processes X(1), . . . ,X(L). Our analysis implies that the
“leaf separation quantity” dT ∗ above is an appropriate detection threshold.
We have the following result.
Theorem 3. In the parametric case considered in Example 1, with prob-
ability 1−O (n−ξ) we have T̂n = T ∗ and
sup
x∈supp
‖d(P̂n(·|x), p(·|x))‖L,̥ = O
(√
log n
πT ∗n
)
.
Moreover, the log n term in the error estimate may be improved to log log n
in the “many processes” case of Theorem 1.
Remark 6 in the Supplementary Material [4] shows that this compares
favourably with the theorem of Bu¨hlmann and Wyner [10] for the case L = 1.
5.2. Chains with infinite connections. In our second example we allow
for infinite order chains, but require a non-nullness condition and polynomial
uniform continuity.
Example 2 (Chains with infinite connections). The processes X(1), . . . ,
X(L) are stationary and ergodic. There exist constants η > 0,θ > 1 + 2α
and Γ0 > 0 not depending on the sample size n such that for all 1 ≤ ℓ ≤ L,
(non-nullness) : inf
a∈A,x∈A−1−∞
pℓ(a|x) ≥ η
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and
∀k ∈ N max
w∈A−1−k
‖γ(w)‖L,̥ ≤ Γ0 k−1−θ.
In this case we have the following uniform bound.
Theorem 4. In the case of chains with infinite connections considered
in Example 2, we have
P
(
sup
x∈supp
‖d(P̂n(·|x), p(·|x))‖L,̥ = O
(
1
log1+θ n
))
= 1−O
(
n−ξ
)
.
This result shows that P̂n(·|x) converges to p(·|x) uniformly over pasts x,
albeit at a slow rate 1/ log1+θ n. Section I in the Supplementary Material
[4] shows that this is the minimax rate for uniform convergence over pasts,
when L = 1 and A = {0, 1}. Nonetheless, because of the adaptivity of the
estimator, faster rates of convergence would be achieved for pasts with better
continuity rates.
5.3. Renewal processes. Our last example consists of stationary binary
renewal processes whose arrival distributions have uniformly bounded 2+ θ
moments, θ > 0.
Example 3 (Renewal processes). Each process X(ℓ) is a stationary and
ergodic binary renewal process. The arrival distributions µℓ have support on
the whole of N and satisfy ∑
k∈N
µℓ(k) k
2+θ ≤ C
for constants C, θ > 0 that do not depend on 1 ≤ ℓ ≤ L or on the sample
size. Moreover, there exist values {fℓ}Lℓ=1 (possibly depending on n) such
that
(5.1) fℓ = lim
k→+∞
µℓ(k)∑
j≥k µℓ(j)
.
In this example we have no control over the continuity rates of the process
at arbitrarily deep levels. We establish the following result.
Theorem 5. In the case of renewal processes as in Example 3, let G ⊂
A−1−∞ be the subset of all strings x = . . . 10
s−1 where s is such that
min
1≤ℓ≤L
∑
j≥s
µℓ(j) ≥ n−
θ
θ+1 log n.
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Then, the AGCT estimator satisfies the following with probability 1−O (n−ξ):
∀x = . . . 10s−1 ∈ G : ‖d(P̂n(·|x), p(·|x)‖L,∞ ≤ C
∥∥∥∥∥∥
{√
log n
n
∑
j≥s µℓ(j)
}L
ℓ=1
∥∥∥∥∥∥
L,∞
.
Theorem 5 highlights the adaptivity of the rates of convergence. Indeed
for pasts x ∈ G that are more frequent, corresponding to larger values of∑
j≥s µℓ(j), a faster rate of convergence is obtained.
6. Example of Applications to Functionals. In this section we de-
velop two applications of the AGCT model and estimation algorithms. In
both cases the main objects of interest are neither the context trees, nor the
transition probabilities, but rather functionals of these quantities. In what
follows we estimate these functionals based on T̂n and P̂n accounting for the
estimation error and possible misspecification. These two applications rely
on different metrics and penalty functions, providing a motivation for the
generality of the previous analysis.
6.1. Discrete stochastic dynamic programming. Discrete stochastic dy-
namic programming (DSDP) focuses on solving structured optimization
problems in which a control u is chosen from a set of discrete options U
at time t and yields some instantaneous payoff f(a, u), where a ∈ A is the
current state. The system evolves to a state xt+1 at period t + 1 according
to an A-valued random function s(xt−∞, u) satisfying:
P
(
s(xt−∞, u) = a
)
= pu(a | xt−∞) (a ∈ A, u ∈ U).
That is, the transition probabilities of s(xt−∞, u) depend on the chosen con-
trol u ∈ U and (potentially) the complete history of states xt−∞ ∈ A−1−∞.
In applications, the main object of interest is the value function that
characterize the expected future payoffs as a function of the history of states:
V (x) = max
u∈U
{f(x−1, u) + λE [V (x s(x, u))]}
where λ < 1 is the discount factor and x s(x, u) is the concatenation of x
with s(x, u). In practice the transition probabilities between states need to
be estimated. However, even if transition probabilities were known a priori,
the tractability of a dynamic programming formulation relies on avoiding
a large state space (in this case potentially A−1−∞). Nonetheless the selected
state space needs to be rich enough to capture the main features of the
transition function s(·, ·).
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Our motivation to apply the AGCT estimator is to create estimates for the
transition probabilities while maintaining a data-driven manageable state
space. This is exactly the case in which using the AGCT model can be more
attractive than using a (potentially much larger) compatible tree T ∗. We
advocate in favor of a small approximation error (that is comparable with
the noise in the estimation) with a substantially smaller state space. Thus,
for x ∈ A−1−∞, we propose to estimate the value function with
V̂ (x) = V̂ (T̂n(x)),
and the transition probabilities with pˆn,u(· | T̂n(x)) = P̂n,u(· | x), which are
allowed to depend on the action u ∈ U . The total number of states of the
estimated system is the number of leaves of T̂n.
Let the number of groups L = |U|, dℓ = ‖ · ‖1/2 and ̥ = r = ∞. The
data consists of |U| time series of length n where on each series the decision
is chosen to be constant u ∈ U .
Theorem 6 (Value Function Approximation). In the discrete stochastic
dynamic programming problem, by choosing ĉr as in Definition 1, we have
that with probability at least 1 − δ the estimator V̂ of the value function
satisfies
sup
x∈supp
|V̂ (x) − V (x)|
supa∈A |V (xa)|inf
T
{
‖γ(T (x))‖L,1 + ‖ĉr(T (x))‖L,∞
} ≤ λ
1− λ4c
c+ 1
c− 1
where ‖ĉr(T (x))‖L,∞ . max
ℓ=1,...,L
√
log(nL/δ) + |A|
Nn−1,ℓ(T (x))
.
As before the estimator enjoys adaptivity. In particular if we restrict the
minimum above to typical trees we have the following corollary.
Corollary 2 (Value Function Approximation for β-mixing). Under the
same assumptions of Theorems 2 and 6 with probability at least 1− δ − δ0
sup
T∈T (h,π∗)
sup
x∈A−1−∞
|V̂ (x)− V (x)|
supa∈A |V (xa)|
{
‖γ(T (x))‖L,1 + max
ℓ=1,...,L
√
log(n/δ)
nπℓ(T (x))
} ≤ Cλ
1− λ
6.2. Dynamic discrete choice models. In dynamic discrete choice models
a group of agents makes choices among the same set of options over time
[1, 2, 6, 7, 11]. Models usually pre-specify a Markovian structure of the
process, which is commonly assumed to be of order 1. We are interested in
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relaxing this assumption and to estimate the relevant context tree and the
associated transition probabilities.
Agents are assumed to be sampled independently from the same popula-
tion. We assume that the underlying context tree is the same across agents,
but allow for the specific transition probability to vary by agent to account
for heterogeneity. Herein we focus on the case with no covariates, but results
can be extended to the case of discrete covariates [6, 7].
In applications, the main interest is on statistics that are functions of
the conditional probabilities rather than the conditional probabilities them-
selves. Here we focus on the average marginal dynamic effect for a ∈ A,
x, y ∈ A−1−∞
AVEm(a, x, y) = E [mℓ(a, x, y)]
where the marginal dynamic effect mℓ(a, x, y) = pℓ(a|x) − pℓ(a|y), and the
expectation is taken over the distribution of agents in the population of
interest. The average marginal dynamic effect measures the average over
the population of the change in the probability of selection of an option
a ∈ A between two different histories of past consumption x, y ∈ A−1−∞.
Other measures of interest in the literature are the long run proportions of
a particular option being chosen, or the probability of selecting a particular
option t periods ahead given the current state, see [6].
The estimator of the marginal dynamic effect for an option a ∈ A and
histories of consumptions x, y ∈ A−1−∞ for the ℓth agent is
mˆℓ(a, x, y) = pˆn,ℓ(a|T̂n(x))− pˆn,ℓ(a|T̂n(y)),
and the estimator for the average marginal dynamic effect is
ÂVEm(a, x, y) =
1
L
L∑
ℓ=1
mˆℓ(a, x, y).
Therefore, if the conditional probabilities were known, a rate of 1/
√
L would
be optimal for the estimation of a single average marginal dynamic effect. In
what follows we will use the AGCT model to estimate these dynamic effects
uniformly over all histories. This motivates the choice of dℓ = ‖ · ‖∞, ̥ = 1,
and r = 2 in the AGCT estimator.
Theorem 7. In the dynamic discrete choice model, if the context tree
and conditional probabilities are estimated with ĉr as in Definition 2, we have
that with probability at least 1 − 2δ the estimator for the average marginal
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dynamic effect satisfies
sup
a∈A,
x,y∈supp
|ÂVEm(a, x, y)−AVEm(a, x, y)|
max
z=x,y
inf
T
{
‖γ(T (z))‖L,1 + ‖ĉr(T (z))‖L,2
}
+
√
2 log
(
|A|·n4
4δ
)
L +
2
L
≤ 8cc+ 1
c− 1 .
where ‖ĉr(T (z))‖L,2 .
√
log logn+log |A|
L
∑L
ℓ=1 1/Nn−1,ℓ(T (z)), z ∈ A−1−∞.
This uniform rate of convergence for the average marginal dynamic effect
is governed by the rate of convergence of the conditional probabilities of the
best context tree estimator, and the number of different agents in the data.
Interestingly, the above result holds uniformly over all pairs x, y ∈ A−1−∞.
7. Linguistic rhythm differences between European and Brazil-
ian Portuguese. In this section we revisit the application and the data
considered in [17] regarding the linguistic features underlying the European
Portuguese (EP) and Brazilian Portuguese (BP) languages. The goal of [17]
was to compare the rhythmic fingerprints of the two languages in written
form.
For each language, the data consist of articles from a popular daily news-
paper from the years 1994 and 1995. For each year and each newspaper, 20
articles were randomly selected. The linguistic features are represented by
a quinary alphabet with four rhythmic features (0,1,2,3) and an additional
feature representing the end of an article (4). The four rhythmic features
represent: non-stressed, non prosodic word initial syllable (0); stressed, non
prosodic word initial syllable (1); non-stressed, prosodic word initial sylla-
ble (2); and stressed prosodic word initial syllable (3) Each data sample
was then treated as a stochastic process, and a variant of the BIC model
selection method was used to fit a context tree to each sample. Their main
finding was summarized as follows.
[T]he main difference between the two languages is that whereas in BP both 2 (un-
stressed boundary of a phonological word) and 3 (stressed boundary of a phonological
word) are contexts, in EP only 3 is a context. This means that in EP, as far as noninitial
stress words are concerned, the choice of lexical items is dependent on the rhythmic
properties of the preceding words. This is not true when the word begins with a stressed
syllable. This does not occur in BP, where word boundaries are always contexts, and as
such insensitive to what occurs before, independently of being stressed or not. These
statistical findings are compatible with the current discussion in the linguistic litera-
ture concerning the different behavior of phonological words in the two languages [...]
(Galves et. al., [17, Section 6])
In [17], for each newspaper, the 40 days sample is concatenated into a sin-
gle string containing respectively a sequence of 105326 and 97750 linguistic
AGCT 19
features. In order to concatenate articles from different days, a homogeneity
assumption was required. However, heterogeneity over different days, or at
least over the different years are a source of potential concern. For example,
1994 was a World Cup year and the media in both countries are heavily
influenced by such event. Our own study accounts for possible heterogeneity
on the conditional probabilities by treating each year as a group in the group
context tree model. Thus we allow for year specific conditional probabilities.
Figure 1 displays the estimated context trees. Our findings are in good
agreement with [17], in that the context trees found for BP in both studies
are the same, and our tree for EP strictly contains the one found in [17]. In
particular, we corroborate their finding that 2 is a context for BP but not
for EP.
Brazilian Portuguese
0
0
0 1 2 3
1 2 3
1
0
0 2
2
2 3 4
European Portuguese
0
0
0 1 2 3
1 2 3
1
0
0 2
2
2
0
0 1
0
0 2
2
0
0 1
0 2
3
1 3 4
1 3 4
3 4
Fig 1. Estimated context trees for the Brazilian Portuguese and European Portuguese
languages based accounting for heterogeneity in different years.
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8. Discussions and Variations.
8.1. Comparisons with Single-process case. We briefly indicate similar-
ities and differences between the results presented above with [16], which
concerns the single-process case. The work [16] proves weak consistency in
the estimation of conditional probabilities and of (truncated) context trees
for all nodes in a tree Tn that grows with the sample size n. For this they
assume that the stochastic process is geometrically α-mixing, and also that
there is sufficient separation between the conditional probabilities corre-
sponding to leaves of the tree and their parents. The authors of [16] point
out that the latter assumptions might be hard to check in practice.
Our analysis differs from theirs in several important aspects even in the
case of L = 1 processes. Our goal is to estimate transition probabilities given
the entire infinite past, uniformly over all such pasts. Achieving consistency
in our setting requires that these probabilities be continuous functions of the
infinite past, which [16] do not need to assume. By contrast, given continuity
and β-mixing, model selection and probability estimation become separate
tasks. In particular, our results on the transition probabilities do not require
any kind of separation between leaves and their parents. In addition, our
results cover natural and interesting classes of processes (such as certain
renewal processes) where geometric mixing bounds are not available. Other
points of the analysis are mostly incomparable due to the differences in
assumptions.
8.2. Computational Efficiency and Variations. The algorithm can be im-
plemented efficiently, i.e. in polynomial time with respect to the parameters
L and n of the data. Observe that CanRmv(w) can be computed efficiently
from the list of values:
List(w) ≡ {(pˆn(·|w′), ĉr(w′)) : w′ ∈ En, w′  w}
and the corresponding list for par(w). Since CanRmv(w) is only computed
for leaves of the current tree T̂n, we only need to ensure that at all times,
each leaf node and each parent of a leaf stores the correct list List(w). This
can be achieved as follows.
• initially, one sets List(w) = {pˆn(·|w), ĉr(w)} for each w ∈ En;
• whenever a leaf w is examined in T̂n, its parent’s list is updated:
List(par(w))← List(par(w)) ∪
 ⋃
w′∈T̂n : par(w′)=par(w)
List(w′)
 .
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Actually, this update only needs to be performed at the first time a
child of par(w) is examined.
We note in passing that more efficient algorithms can be found for the case
L = 1 with the ℓ∞ metric by using compact suffix trees. This will be elabo-
rated upon in a companion paper.
All results established in this work would remain valid if in the definition
of CanRmv(w) in (2.3) we set w′′ ∈ W where par(w) ∈ W ⊆ {z ∈ En :
z  par(w)}. For the same choice of confidence radius, computationally we
would like to use the smallest set W while statistically we would like to use
the largest such set.
8.3. Improvement on confidence radii based on maximal variance. The
choices of confidence radii described in Definition 1 and 2 do not explore the
intrinsic variance within the norm, namely
σ¯2ℓ (w) := max
S∈S
p¯n,ℓ(S | w)(1 − p¯n,ℓ(S | w))
where p¯n,ℓ(S | w) is a weighted sum of probabilities defined in (A.3) for
which pˆn,ℓ(S | w) is a consistent estimator. (These probabilities can be seen
as an oracle estimator, see Section A in the Supplementary Material [4] for a
discussion.) Generically, adding variance to our bounds does not necessarily
improve rates of convergence but can improve finite sample performance,
particularly in the case of dℓ = ‖ · ‖∞ with |A| > 2. Here we discuss such
a modification of Definition 1 that leads to strictly smaller confidence radii
while still achieving the same guarantees as in Theorem 1. However, the
variance-based control can be applied to a suffix w only if there were enough
occurrences of the suffix in the data, namely the following event occurred
Jℓ,w :=
{
Nn−1,ℓ(w) ≥
2 log(n2|S|/δ) + 4 log[2 + 2 log(σ¯2ℓ (w)Nn−1,ℓ(w))]
σ¯2ℓ (w) log
2(3/2)
}
.
Otherwise, we use the previous choice as in Definition 1. To concisely state
the results regarding the maximum variance we define
σ˜ℓ(w) :=
√
2σ¯ℓ(w)1{Jℓ,w} + 1{Jcℓ,w} ≤ 1.
We define ĉrσ˜ℓ (w) := σ˜ℓ(w)ĉrℓ(w). By construction, it follows that ĉr
σ˜
ℓ (w) ≤
ĉrℓ,m(w) since σ˜ℓ(w) ≤ 1. However, ĉrσ˜ℓ (w) might not be non-increasing in w.
Nonetheless, the confidence radius ĉrσ˜ℓ (w) can be majorated by the monotone
confidence radius which still leads to an improvement over ĉrℓ,m(w), namely
ĉr
∗
ℓ (w) = max
w′w
ĉr
σ˜
ℓ (w
′) ≤ max
w′w
ĉrℓ,m(w
′) = ĉrℓ,m(w).
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A side remark is that ĉr∗ℓ (w) requires the estimation of σ¯ℓ(w). Indeed, the
estimates need to satisfy σ¯ℓ(w) ≤ σˆℓ(w) with high probability uniformly over
w ∈ En. However, it follows that any such estimator will satisfy σˆℓ(w) ≤ 1/2
so that even by setting σˆℓ(w) = 1/2 we still achieve smaller confidence radius
than the original definition.
9. Conclusion. Understanding the memory structure of stochastic pro-
cesses has proved to be of fundamental importance in applications. VLMC
models have been playing a central role in modeling and estimating station-
ary processes with discrete alphabets. In this work we consider an exten-
sion of the traditional VLMC in which many stationary processes share the
same context tree but potentially different conditional probabilities. Since
we allow for potentially infinite memory processes, we propose to focus the
estimation on an oracle context tree that optimally balances the bias and
variance trade-off for a given sample.
We propose a computationally efficient estimator for the underlying con-
text tree and the associated conditional probabilities. We establish several
properties of the proposed estimator, including adaptivity and oracle in-
equalities for the estimation of conditional probabilities. We propose and
analyze data-driven choices of the penalty parameters for the regularization,
and study its typical behavior under β-mixing conditions. Two applications,
discrete dynamic stochastic programming and discrete choice models, moti-
vated the proposal of the AGCT model. In these applications we are inter-
est in functionals of the conditional probabilities. We developed the uniform
bounds for the estimation of these functionals accounting for possible mis-
specification of the estimated context tree.
Finally, we investigate the application of the group context tree model
and the proposed estimators to investigate the rhythmic differences between
Brazilian and European Portuguese allowing for possible heterogeneity in
the sample. Our results fully support previous findings of the literature.
APPENDIX A: PROOF OF THEOREM 1
Theorem 1 follows directly from three Lemmas related to the good event
Good∗:
(A.1) Good∗ ≡
⋂
w∈A∗
{ ‖d(p(·|w), p̂n(·|w))‖L,̥
≤ ‖{γℓ(w)}Lℓ=1‖L,̥ + ‖ĉr(w)‖L,r
}
,
where r = ̥ ∈ [1,+∞] in the “general case” and r = 2, ̥ = 1 in the
“many processes” case of Theorem 1, and for |w| < ∞ we define pℓ(a|w) =
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P
(
X0(ℓ) = a | X−1−|w|(ℓ) = w
)
, if P
(
X−1−|w|(ℓ) = w
)
> 0, and pℓ(a|w) = 1/|A|
if P
(
X−1−|w|(ℓ) = w
)
= 0.
Lemma 1 (Proven in Section A.1). If Good∗ holds, T̂n ⊂ T ∗.
Lemma 2 (Proven in Section A.2). If Good∗ holds, then for all x ∈ A−1−∞
and any finite tree T
‖d(p(·|x), P̂n(·|x))‖L,̥ ≤ 2c+ 2
c− 1 ‖{γℓ(T (x))}
L
ℓ=1‖L,̥ + (1+ 2c)‖ĉr(T (x))‖L,r.
Lemma 3 (Proven in Section A.3). The probability of Good∗ is ≥ 1− δ.
These three lemmas are proven subsequently.
A.1. Proof of Lemma 1. Let z ∈ A∗\T ∗ and assume Good∗; we will
show that z 6∈ T̂n. Let w be an ancestor of z which is a leaf of T ∗. Because
T ∗ is the true context tree, ‖{γℓ(w′)}Lℓ=1‖L,̥ = 0 for all descendants of w,
in particular for z,par(z) and their descendants. If we assume Good∗ holds,
the triangle inequality gives
∀u, v  par(z) : ‖d(p̂n(·|u), p̂n(·|v))‖L,̥ ≤ ‖ĉr(u)‖L,r + ‖ĉr(v)‖L,r,
and one can easily deduce from this that CanRmv(u) = 1 for all u  z. This
means z is pruned from the tree.
A.2. Proof of Lemma 2. Fix x and T . Recall that P̂n(·|x) = p̂n(·|T̂n(x))
and that ‖ĉr(w)‖L,r is monotone non-decreasing in w. Notice that T̂n(x) and
T (x) are both finite suffixes of x. This allows us to divide the analysis into
three cases.
Case 0: T̂n(x) = T (x). The result follows from
‖d(p(·|x), p̂n(·|T̂n(x)))‖L,̥ = ‖d(p(·|x), p̂n(·|T (x)))‖L,̥
≤ ‖d(p(·|x), p(·|T (x)))‖L,̥ + ‖d(p(·|T (x)), p̂n(·|T̂n(x)))‖L,̥
≤ 2‖{γℓ(T (x))}Lℓ=1‖L,̥ + ‖ĉr(T (x))‖L,r
where the first equality is from T̂n(x) = T (x), the second step from triangle
inequality, and the third from the event Good∗ and the definition of the
continuity rates.
Case 1: T̂n(x) ≺ T (x). Let w denote the child of T̂n(x) on the path to
T (x). Note that w must have been pruned, otherwise w ∈ T̂n would be a
longer suffix of x than T̂n(x).
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We deduce that w satisfies CanRmv(w) = 1, like any other pruned node.
In particular, this implies that T (x)  w and T̂n(x) = par(w) satisfy
‖d(p̂n(·|T (x)), p̂n(·|T̂n(x)))‖L,̥ ≤ c [‖ĉr(T (x))‖L,r + ‖ĉr(T̂n(x))‖L,r].
Since T̂n(x) ≺ T (x) the RHS of the above display is ≤ 2c ‖ĉr(T (x))‖L,r, and
the occurrence of Good∗ gives
‖d(p(·|T (x)), p̂n(·|T (x)))‖L,̥ ≤ ‖{γℓ(T (x))}Lℓ=1‖L,̥ + ‖ĉr(T (x))‖L,r .
Combining these observations and employing the triangle inequality gives:
‖d(p(·|T (x)), p̂n(·|T̂n(x)))‖L,̥ ≤ ‖{γℓ(T (x))}Lℓ=1‖L,̥+(1+2c) ‖ĉr(T (x))‖L,r.
Using ‖d(p(·|x), p(·|T (x)))‖L,̥ ≤ ‖{γℓ(T (x))}Lℓ=1‖L,̥ and another applica-
tion of the triangle inequality finishes the proof in this case.
Case 2: T̂n(x) ≻ T (x). We make the following claim.
Claim 1 (Proven subsequently).
‖ĉr(T̂n(x))‖L,r + ‖ĉr(T (x))‖L,r ≤ 3
c− 1 ‖{γℓ(T (x))}
L
ℓ=1‖L,̥.
To see how the claim implies the result, we note that
‖d(p(·|x), p̂n(·|T̂n(x)))‖L,̥ ≤ ‖d(p(·|x), p(·|T̂n(x)))‖L,̥
+‖d(p(·|T̂n(x)), p̂n(·|T̂n(x)))‖L,̥
(use continuity rates) ≤ ‖{γℓ(T̂n(x))}Lℓ=1‖L,̥
+‖d(p(·|T̂n(x)), p̂n(·|T̂n(x)))‖L,̥
(Good∗ holds) ≤ 2‖{γℓ(T̂n(x))}Lℓ=1‖L,̥
+‖ĉr(T̂n(x))‖L,r
( T (x)  T̂n(x)⇒ γℓ(T (x)) larger) ≤ 2 ‖{γℓ(T (x))}Lℓ=1‖L,̥
+‖ĉr(T̂n(x))‖L,r
(use Claim) ≤
(
2 +
3
c− 1
)
‖{γℓ(T (x))}Lℓ=1‖L,̥
It remains to prove the claim. Since T̂n(x) was not pruned, there exist
w′  T̂n(x), w′′  par(T̂n(x))  T (x) with
(A.2) c [‖ĉr(w′)‖L,r + ‖ĉr(w′′)‖L,r] < ‖d(p̂n(·|w′), p̂n(·|w′′))‖L,̥.
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On the other hand,
‖d(p̂(·|w′), p̂n(·|w′′))‖L,̥ ≤ ‖d(p(·|w′), p(·|w′′))‖L,̥
+‖d(p̂(·|w′), p(·|w′))‖L,̥
+‖d(p̂(·|w′′), p(·|w′′))‖L,̥.
The first term in the RHS is ≤ ‖{γℓ(T (x))}Lℓ=1‖L,̥ since w′, w′′  T (x). The
other two terms can be bounded via Good∗, and we obtain:
‖d(p̂(·|w′), p̂n(·|w′′))‖L,̥ ≤ 3 ‖{γℓ(T (x))}Lℓ=1‖L,̥
+‖ĉr(w′)‖L,r + ‖ĉr(w′′)‖L,r.
Combining this with (A.2) gives:
‖ĉr(w′)‖L,r + ‖ĉr(w′′)‖L,r ≤ 3
c− 1 ‖{γℓ(T (x))}
L
ℓ=1‖L,̥.
The proof of the claim finishes once we recall that w′  T̂n(x), w′′  T (x)
and the confidence radii ‖ĉr(w)‖L,r are monotone functions of w.
A.3. Proof of Lemma 3. We define what one might call oracle tran-
sition probabilities: given a context w ∈ En, a ∈ A, ℓ = 1, . . . ,L as
(A.3) pn,ℓ(a|w) ≡
1
Nn−1,ℓ(w)
n∑
i=|w|+1
1{Xi−1
i−|w|
(ℓ)=w} pℓ(a|Xi−1−∞(ℓ)),
and as pn,ℓ(a|w) ≡ 1/|A| if w /∈ En. A salient feature is that these random
transition probabilities are always close to the actual transition probabilities
in the following sense:
(A.4) If T (x) ∈ En, ‖d(p(·|x), pn(·|T (x))‖L,̥ ≤ ‖{γℓ(T (x))}Lℓ=1‖L,̥.
This follows from the fact that pn,ℓ(·|T (x)) is a convex combination of tran-
sition probabilities pℓ(·|y) with y  T (x).
To continue we choose a parameter m = ∞ in the “general case” of
Theorem 1, and m = 2 in the “many processes” case of the same Theorem.
The following regularization event will be important in our analysis:
(A.5) Goodm ≡
⋂
w∈En
{ ∥∥∥∥{dℓ(pn,ℓ(·|w),pˆn,ℓ(·|w))ĉrℓ(w) }Lℓ=1
∥∥∥∥
L,m
≤ 1
}
.
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Claim 2. Goodm ⊂ Good∗, where Good∗ was defined in (A.1).
Proof. By (A.4) and the triangle inequality it suffices to show that we
have the inequality
‖d(pˆn(·|w), p¯n(·|w))‖L,̥ ≤ ‖ĉr(w)‖L,r
for all w ∈ A∗ whenever Goodm holds. This is trivially true when w 6∈ En.
When w ∈ En, Ho¨lder’s inequality implies:
‖d(pˆn(·|w), p¯n(·|w))‖L,̥ ≤
∥∥∥∥∥
{
dℓ(pn,ℓ(·|w), pˆn,ℓ(·|w))
ĉrℓ(w)
}L
ℓ=1
∥∥∥∥∥
L,m
‖ĉr(w)‖L,r
and the first term in the RHS is ≤ 1 in Goodm.
The remainder of the proof consists of showing that
Claim 3. P (Goodm) ≥ 1− δ.
This clearly suffices to finish the proof in both cases.
We will use a martingale framework from Appendix G in the Supplemen-
tary Material [4]. The following is the special case γ = 2 and i0 = log2 n of
Lemma 11 in the appendix.
Lemma 4. Let (Mj ,Fj)nm=0 be a martingale with M0 = 0. Assume that
for each 1 ≤ j ≤ n we have a Fj−1-measurable indicator random variable
Yj−1 with |Mj −Mj−1| ≤ Yj−1 almost surely, and define Vn ≡
∑n−1
j=0 Y
2
j .
Then
∀t ≥ 0 : P
(
M2n
4Vn
− 2 ln(2 + log2 Vn) ≥ t | Vn > 0
)
≤ e−t.
Recall that the metric d = d1 = · · · = dL is given by
dℓ(p, q) = dS(p, q) = sup
A∈S
|p(A)− q(A)|.
We will consider a family of martingales indexed by w ∈ A∗, S ∈ S and
1 ≤ ℓ ≤ L. A simple calculation reveals that for any j ∈ N
Mj,ℓ(wS) = Nj−1,ℓ(w)
∑
a∈S
(p̂j,ℓ(a|w) − pj,ℓ(a|w))
is a martingale under the natural filtration. One may take
Yj−1 = 0 if j − 1 < |w| and Yj−1 = 1 {Xm−1m−|w| = w} otherwise,
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so that the corresponding Vn = Vn,ℓ(wS) equals Nn−1,ℓ(w)∨1. We also have
that
Nn−1,ℓ(w) dℓ(p̂n,ℓ(·|w), pn,ℓ(·|w))2 = max
S∈S
Mn(wS)
2
Vn(wS)
whenever Nn−1,ℓ(w) > 0. The following is immediate from this discussion
combined with Lemma 4.
Lemma 5. For any w ∈ A∗ and any process 1 ≤ ℓ ≤ L we have:
∀t ≥ 0 : P
(
Nn−1,ℓ(w) dℓ(p̂n,ℓ(·|w), pn,ℓ(·|w))2
4 [2 ln(2 + log2Nn−1,ℓ(w)) + ln |S|+ t]
> 1 | Nn−1,ℓ(w) > 0
)
≤ e−t.
We use this lemma to prove Claim 3 in the two cases.
Proof of Claim 3 in the “general case”. Set t := ln(n2L/δ). For
ℓ = 1, 2, . . . ,L, define
Aℓ :=
{
Nn−1,ℓ(w) dℓ(p̂n(·|w), pn(·|w))2
4 [2 ln(2 + log2Nn−1,ℓ(w)) + ln |S|+ t]
> 1
}
;
Bℓ := {Nn−1,ℓ(w) > 0}.
Lemma 5 gives P (Aℓ | Bℓ) ≤ δ/n2L for each 1 ≤ ℓ ≤ L. Recalling the formula
for ĉrℓ(w) in Definition 1, we see that dℓ(p̂n,ℓ(·|w), pn,ℓ(·|w)) > ĉrℓ(w) if and
only if Aℓ holds. Therefore,
(A.6)
P
(∥∥∥∥{dℓ(p̂n(·|w),pn(·|w))ĉrℓ(w) }Lℓ=1
∥∥∥∥
L,∞
> 1 | minℓNn−1,ℓ(w) > 0
)
= P
(∪Lℓ=1Aℓ | ∩Lℓ′=1Bℓ′)
≤∑Lℓ=1 P (Aℓ | ∩Lℓ′=1Bℓ′) .
Now recall that the L processes X(ℓ) are all independent, therefore Aℓ de-
pends on Bℓ but not on Bℓ′ for ℓ
′ 6= ℓ. We obtain
P
(
Aℓ | ∩Lℓ=1Bℓ′
)
= P (Aℓ | Bℓ) ≤ δ
n2L
.
Plugging this back into (A.6) and removing the conditioning gives
P
∥∥∥∥∥
{
dℓ(p̂n(·|w), pn(·|w))
ĉrℓ(w)
}L
ℓ=1
∥∥∥∥∥
L,∞
> 1
 ≤ δ
n2
P
(
min
1≤ℓ≤L
Nn−1,ℓ(w) > 0
)
.
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Taking a union bound over all w ∈ A∗ and bounding
P
(
min
1≤ℓ≤L
Nn−1,ℓ(w) > 0
)
≤ P (Nn−1,1(w) > 0)
gives
1− P (Good∞) ≤ δ
n2
∑
w∈A∗
P (Nn−1,ℓ(w) > 0) .
The sum of probabilities in the RHS is the expected number of distinct
substrings of Xn−11 (1), which is at most n
2. This implies Good∞ occurs
with probability at least 1− δ, as desired.
Proof of Claim 3 in the “Many processes” case. For each w ∈
A∗ and 1 ≤ ℓ ≤ L define the random variable:
∆ℓ(w) ≡ Nn−1,ℓ(w) dℓ(p̂n,ℓ(·|w), pn,ℓ(·|w))2
−[4 ln(2 + 2 log2Nn−1,ℓ(w)) + ln |S|].(A.7)
The definition of ĉrℓ(w) in Definition 2 implies∥∥∥∥∥
{
dℓ(p̂n,ℓ(·|w), pn,ℓ(·|w)
ĉrℓ(w)
}L
ℓ=1
∥∥∥∥∥
L,2
> 1⇔ 1
L
L∑
ℓ=1
∆ℓ(w) > 1 +
√
6 ln (n2/δ)
L
.
Lemma 5 implies that, conditionally on Nn−1,ℓ(w) > 0, ∆ℓ(w) is dominated
by an exponential random variable with mean 1. The independence of the
L processes implies that
P
(
1
L
L∑
ℓ=1
∆ℓ(w) > 1 +
√
6 ln (n2/δ)
L
| min
ℓ
Nn−1,ℓ(w) > 0
)
can be upper bounded as if the ∆ℓ(w)’s were independent exponentials. A
standard Laplace transform calculation implies
P
(
1
L
L∑
ℓ=1
∆ℓ(w) > 1 + ǫ | min
ℓ
Nn−1,ℓ(w) > 0
)
≤ e− ǫ
2L
4+2ǫ .
We apply this with ǫ =
√
6 ln(n2/δ)/L. Since ǫ ≤ 1 the RHS is ≤ δ/n2. We
deduce that for all w ∈ A∗
P
∥∥∥∥∥
{
dℓ(p̂n,ℓ(·|w), pn,ℓ(·|w)
ĉrℓ(w)
}L
ℓ=1
∥∥∥∥∥
L,2
> 1 | min
1≤ℓ≤L
Nn−1,ℓ(w) > 0

≤ δ
n2
L∏
ℓ=1
P (Nn−1,ℓ(w) > 0) .
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The rest of the proof follows the argument for the “General case”.
APPENDIX B: PROOF OF THEOREM 2
The proof of Theorem 2 follows from the oracle inequality in Theorem 1
restricted to T (h, π∗) and properly replacing the empirical confidence radii
with the population confidence radii. Lemma 6 stated below (proven in the
Supplementary Material [4]) establishes that the frequencies Nn−1,ℓ(w) are
close to πℓ(w)n for typical trees provided a sample size condition holds. In
turn, Lemma 7 below allows one to switch from empirical to population
confidence radii, at the price of a small multiplicative constant.
In what follows we use
β−1(x) ≡ min{b ∈ N : ∀b′ ≥ b, β(b′) ≤ x} (x ∈ (0, 1)).
Lemma 6. Let X = (Xk)k∈Z be a stationary and β-mixing process over
alphabet A with mixing rate function β(·). Consider a non-empty finite set
S ⊂ A∗ and define:
hS ≡ max
w∈S
|w|, πS ≡ min
w∈S
π(w) where π(w) ≡ P
(
X−1−|w| = w
)
.
Let ξ > 0, δ0 ∈ (0, 1/e) and n ∈ N satisfy:
n ≥ 2
{⌈
10hS
ξ
⌉
∨ β−1
(
ξ πS δ0
24
)}
×
{
1 +
300
ξ2 πS
ln
(
12|S|
δ0
)}
,
then the random variables
Nn(w) ≡ |{|w| ≤ j ≤ n : Xjj−|w|+1 = w}|, w ∈ S,
satisfy:
P
(
∀w ∈ S, 1− ξ ≤ Nn(w)
π(w)n
≤ 1 + ξ
)
≥ 1− δ0.
Lemma 7. Assume X(1), . . . ,X(L) satisfy Assumptions 1 through 3,
and the sample size n obeys
n ≥ 2 max
{
40h,
⌈
48ΓL
π∗ δ0
⌉1/θ}
×
{
1 +
1200
π∗
log
(
24 (h + 1)
δ0 π∗
)}
.
Let
Typr ≡
⋂
T˜∈T (h,π∗)
⋂
w leaf of T˜
{
‖ĉr(w)‖L,r
‖cr(w)‖L,r
≤
√
2
}
.
Then P (Typr) ≥ 1− δ0.
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Proof. Define a set S consisting of all w ∈ A∗ of length |w| ≤ h and
minℓ πℓ(w) ≥ π∗. This set contains all leaves of trees T ∈ T (h, π∗), and it is
clear from the definitions of confidence radii that
E =
L⋂
ℓ=1
Eℓ with Eℓ ≡
{
∀w ∈ S : 1
2
≤ Nn−1(w)
nπℓ(w)
≤ 3
2
}
is contained in Typr. We will apply the previous lemma to prove P (Eℓ) ≥
1 − δ0/L, which implies P (E) ≥ 1 − δ0 and finishes the proof. We have
processes X(1), . . . ,X(L) as in Definition 3, and choose parameters n ≥ 9,
ξ = 1/2, δ0 = δ0/L. The mixing rate function β(b) = Γ b
−θ is the same for
all processes. To obtain a bound on |S|, we note that
|S ∩A−1−k|π∗ ≤
∑
w∈S∩A−1−k
P
(
X−1−k(1) = w
) ≤ ∑
w∈S∩A−1−k
π1(w) ≤ 1,
so
|S| ≤
h∑
k=0
|S ∩A−1−k| ≤
h+ 1
π∗
Thus we see that, in order to apply Lemma 6 to X(ℓ), we need the condition
n ≥ 2 max
{
40h,
⌈
48ΓL
π∗ δ0
⌉1/θ}
×
{
1 +
1200
π∗
log
(
24 (h + 1)
δ0 π∗
)}
,
which is precisely the assumption in the present Lemma. This implies that
Lemma 6 is indeed applicable, and we deduce P (Eℓ) ≥ 1− δ0/L, as desired.
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Supplementary Material for the paper
“Approximate group context tree”
APPENDIX A: ORACLE APPROXIMATE CONTEXT TREE
For a given sample the (minimal) compatible context tree might be too
long to be efficiently estimated. Thus, in some cases, it is possible that a
smaller tree, that is slightly misspecified, lead to much more efficient esti-
mates for the conditional probabilities than any compatible tree would due
to the large variance. This motivates us to consider an oracle context tree
that balances bias and variance as our goal for estimation.
Based on the sample, define the “oracle conditional probability” given a
context w, a ∈ A, ℓ = 1, . . . ,L as
pn,ℓ(a|w) ≡
1
Nn−1,ℓ(w)
n∑
i=|w|+1
1{Xi−1
i−|w|
(ℓ)=w} pℓ(a|Xi−1−∞(ℓ)),
if min1≤ℓ≤LNn−1,ℓ(w) > 0, and we define pn,ℓ(a|w) ≡ 1/|A| otherwise.
The conditional probability distribution pn,ℓ(·|w) will play the role of an
oracle estimate for the conditional probability pℓ(·|w) which is adapted to
the given sample. Thus p¯n is an intermediate step in the estimation of our
ultimate goal p. Indeed, under mild regularity conditions it follows that
pn,ℓ(a|X−1−k (ℓ)) converges to pℓ(a|X−1−∞(ℓ)) as k and n grow at appropriate
rates. For each context w ∈ A∗, we denote the approximation error of using
p¯n(·|w) as an approximation for the underlying conditional probabilities as
(A.1) cw := sup
z∈(A−1−∞)
L
‖d(p(·|z), p¯n(·|w))‖L,̥ : z(ℓ)  w, 1 ≤ ℓ ≤ L,
where we note that cw ≤ ‖γ(w)‖L,̥.
Given a “confidence radius”
ĉr(w) = (ĉr1(w), . . . , ĉrL(w)) for each w ∈ A∗,
the context tree for the approximate model solves the following oracle prob-
lem for some ̥ ≥ 1 and r ≥ 1:
(A.2) min
T˜
sup
x∈A−1−∞
cT˜ (x) +
∥∥∥ĉr(T˜ (x))∥∥∥
L,r
where the minimum is over all finite trees.
The context tree T that solves the oracle problem (A.2) balances the
bias of a misspecified model and the variance associated with its estimation
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measured as a function of the confidence radius which is assumed to be
componentwise increasing in w, that is, ĉrℓ(w) ≤ ĉrℓ(w′) if w′  w . For
convenience we also assume that 0 ≤ ĉrℓ(w) ≤ 1 for all w ∈ A∗.
Remark 2 (On the oracle problem, non-uniqueness). The oracle prob-
lem (A.2) might have multiple solutions. Although the results derived here
allow for any such solution to be considered, the oracle further selects a con-
text tree by fixing the paths which achieve the optimal value of the oracle’s
objective function and further minimization of the criterion function over
the remaining paths.
Remark 3 (On the oracle problem, approximation error). Under mild
conditions on the processes the oracle can adjust the length of the contexts
in the oracle tree to make the approximation error cT (x) to be (at most) of
the same order as the regularization term, namely, there is a constant K
such that uniformly in x ∈ A−1−∞ we have
(A.3) cT (x) ≤ K‖ĉr(T (x))‖L,r.
In addition to the oracle inequality established in Theorem 1 that also
considers the oracle tree, it is possible to derive bounds on the actual length
of T̂n(x) relative to T (x) under the following regularity condition.
Condition 1 (RL). There is a κ ∈ (0, 1) and integer k¯ ≥ 1 such that
sup
x∈A−1−∞,k

∥∥ĉr(x−1
−k)
∥∥
L,r∥∥∥ĉr(x−1
−k−k¯
)
∥∥∥
L,r
: |T (x)| ≤ k ≤ |T (x)|+ k¯ log(1/‖ĉr(T (x))‖L,r)
log(1/κ)
 ≤ κ.
Condition RL is similar to the modulus of continuity between the regular-
ization penalty and the length in a neighborhood of T (x). Under Condition
RL, we can establish the following result.
Theorem 8. Under Assumptions 1, 2 and RL, suppose that the event
Goodm occurs. Then for all x ∈ A−1−∞ we have that for the oracle tree T
|T̂n(x)| ≤ |T (x)|+ k¯
log(1/κ)
max
{
0, log
(
2
c− 1
cT (x)
‖ĉr(T (x))‖L,r
)}
.
Proof of Theorem 8. First we show that |T̂n(x)| ≤ Mx := |T (x)| +
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k¯ log(1/‖ĉr(T (x))‖L,r)
log(1/κ) . Suppose otherwise so that |T̂n(x)| > Mx. Then we have
1 ≥(1)
∥∥∥ĉr(T̂n(x))∥∥∥
L,r
>(2) ‖ĉr(T (x))‖L,r
∏(Mx−|T (x)|)/k¯
m=0
∥∥∥ĉr(x−1
−|T (x)|−mk¯
)
∥∥∥
L,r∥∥∥ĉr(x−1
−|T (x)|−(m+1)k¯
)
∥∥∥
L,r
≥(3) ‖ĉr(T (x))‖L,r
∏(Mx−|T (x)|)/k¯
m=0
(
1
κ
)
=(4) ‖ĉr(T (x))‖L,r
(
1
κ
) log(1/‖ĉr(T (x))‖L,r)
log(1/κ) = 1.
where (1) follows from ĉrℓ(T̂n(x)) ≤ 1 so that
∥∥∥ĉr(T̂n(x))∥∥∥
L,r
≤ 1, (2) follows
from |T̂n(x)| > Mx, (3) from Condition RL, and (4) by definition of Mx.
Therefore, |T̂n(x)| ≤Mx and Condition RL applies to |T (x)| ≤ k ≤ |T̂n(x)|.
Using the same arguments in the proofs of Claim 1 with cT (x) instead of
the continuity rates γ(T (x)), for |T̂n(x)| > |T (x)| we have
(A.4)
∥∥∥ĉr(T̂n(x))∥∥∥
L,r
≤ 2cT (x)
c− 1 .
Next, by Condition RL, we have
(A.5)∥∥∥ĉr(T̂n(x))∥∥∥
L,r
= ‖ĉr(T (x))‖L,r
∏(|T̂n(x)|−|T (x)|)/k¯
m=0
∥∥∥ĉr(x−1
−|T (x)|−mk¯
)
∥∥∥
L,r∥∥∥ĉr(x−1
−|T (x)|−(m+1)k¯
)
∥∥∥
L,r
≥ ‖ĉr(T (x))‖L,r
(
1
κ
) |T̂n(x)|−|T (x)|
k¯ .
Combining (A.4) and (A.5) we have
(
1
κ
) |T̂n(x)|−|T (x)|
k¯ ≤ 2cT (x)
(c− 1)‖ĉr(T (x))‖L,r
and the result follows.
It is interesting to consider the result of Theorem 8 when (A.3) holds. In
this case we have
|T̂n(x)| ≤ |T (x)|+ k¯
log(1/κ)
max {0, logK + log (2/(c − 1))} .
Moreover, under mild conditions on the process, κ is bounded away from
zero and k¯ is bounded above uniformly in n. Therefore, these regularity
conditions imply that the length of T̂n(x) is not larger than the length of
T (x) plus a constant factor.
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APPENDIX B: ON COMPLETE CONTEXT TREES
Remark 4 (Complete context trees and minimality). It is sometimes
convenient to work with complete trees, i.e. trees T˜ where all non-leaf nodes
have exactly |A| children. For a complete tree we have that if x, y ∈ A−1−∞
(B.1) y−1
−|T˜ (x)|
= x−1
−|T˜ (x)|
⇒ T˜ (x) = T˜ (y).
Completeness is an important condition when dealing with tree recovery.
There exists a minimal complete context tree compatible withX(1), . . . ,X(L),
defined as the intersection of all complete trees that are compatible with the
L processes. On the other hand, non-complete trees lack a well-defined min-
imum tree. Consider for instance a single process with A = {0, 1} and min-
imal complete tree
T ∗ := T = {e, 0, 1, 00, 10};
in particular, the transition probabilities associated with the leaves 00, 10,
and 1 are all different. Now note that the two incomplete trees
T˜ := {e, 0, 1, 00};˜˜
T := {e, 0, 1, 10},
are both compatible with the same process (both map . . . 1, . . . 00 and . . . 10
to different terminal nodes), even though there is no natural inclusion in
either direction between the two trees. We also note that both trees violate
condition (B.1) above.
Remark 5 (Complete context trees, continued). In general, T̂n will not
be complete in the sense of Remark 4. Completeness can always be achieved
by adding leaf nodes to non-leaf nodes of the tree created by the algorithm
once it has finished. In that case, the conditional probabilities for the added
leaves are set to the conditional probabilities of their corresponding parent
which was not pruned by the algorithm.
APPENDIX C: SIMULATIONS
In this section we conduct Monte Carlo experiments to assess the finite-
sample performance of the proposed estimator. We use two different designs
for the true context tree T ∗ in these experiments: (i) a full binary Markov
chain of order 3, and (ii) a sparse binary VLMC with infinite length asso-
ciated with a renewal process. The associated context trees are displayed
in Table 1. The former model corresponds to a parametric model with well
separated conditional probabilities. The latter corresponds to an infinite
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context tree induced by a renewal process. These designs are two extreme
cases to help illustrate the performance of the estimator on balanced and
unbalanced context trees. For each design we consider the size of the group
to be L = 1, 10, 100, various sample sizes n, and two different choices of the
regularization parameter, c = 1.01, 0.5. In all simulations we used dℓ = ‖·‖∞,
k = 1, r = 2, m = 2, and set the confidence level with 1 − δ = 0.95. On
each cell we report the relative frequency with which a particular node of
the tree was selected by the proposed estimator across different repetitions.
The row labelled as “extra” corresponds to false positive, that is, the aver-
age number of nodes/suffixes not in the true that context were selected by
the algorithm. The row labelled as “others” reports the average number of
nodes in the context tree that were selected but do not belong to the list of
nodes already displayed (this is relevant for the infinite trees).
Table 2 displays the model selection performance of the proposed algo-
rithm for the full binary Markov chain of order 3 when the parameter c is set
to 1.01 and 0.5. In the case of c = 1.01 that follows the theoretical recom-
mendation of the previous section, in every instance the estimated tree T̂n
was contained in the true context tree T ∗ confirming our theoretical results.
Moreover, the estimated context tree contained a full binary Markov chain
of order 2 in most instances. In the larger sample size with 100 groups, we
achieved perfect recovery of the model. When we set c = 0.5 additional nodes
not in T ∗ are occasionally included (the average number of extra nodes is
displayed in the last row of the table labeled as “extra”). If multiple groups
are used in the estimation, the number of extra nodes selected was smaller.
The renewal process is defined by the independent times ti’s between ob-
serving two 1’s. We specified the random variable ti such as P (ti = k) =
1/[(2 log 2− 1)k(4k2− 1)]. Stationarity requires that the first time be drawn
from a different distribution, see [13, 18] for details. We note that the poly-
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Table 1
The context trees above illustrate the two models used in our simulations. The left
context tree correspond to a full binary Markov chain of order 3. The right context tree
correspond a process with infinite memory associated with a renewal process.
6 BELLONI AND OLIVEIRA
Probability of selection with parameter c = 1.01
n=1000 n=2500 n=5000
Node L=1 L=10 L= 100 L=1 L=10 L= 100 L=1 L=10
000 0.0 0.0 0.0 0.02 0.48 1.0 0.68 1.0
100 0.0 0.0 0.0 0.02 0.48 1.0 0.68 1.0
010 0.0 0.0 0.0 0.03 0.17 0.83 0.57 1.0
110 0.0 0.0 0.0 0.03 0.17 0.83 0.57 1.0
001 0.0 0.0 0.0 0.03 0.11 0.09 0.53 1.0
101 0.0 0.0 0.0 0.03 0.11 0.09 0.53 1.0
011 0.0 0.0 0.0 0.04 0.42 1.0 0.69 1.0
111 0.0 0.0 0.0 0.04 0.42 1.0 0.69 1.0
00 0.36 1.0 1.0 1.0 1.0 1.0 1.0 1.0
10 0.36 1.0 1.0 1.0 1.0 1.0 1.0 1.0
01 0.4 0.98 1.0 1.0 1.0 1.0 1.0 1.0
11 0.4 0.98 1.0 1.0 1.0 1.0 1.0 1.0
0 0.66 1.0 1.0 1.0 1.0 1.0 1.0 1.0
1 0.66 1.0 1.0 1.0 1.0 1.0 1.0 1.0
root 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0
extra 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
Probability of selection with parameter c = 0.5
n=1000 n=2500 n=5000
Node L=1 L=10 L=100 L=1 L=10 L=100 L=1 L=10
000 0.92 1.0 1.0 1.0 1.0 1.0 1.0 1.0
100 0.92 1.0 1.0 1.0 1.0 1.0 1.0 1.0
010 0.83 1.0 1.0 1.0 1.0 1.0 1.0 1.0
110 0.83 1.0 1.0 1.0 1.0 1.0 1.0 1.0
001 0.84 1.0 1.0 1.0 1.0 1.0 1.0 1.0
101 0.84 1.0 1.0 1.0 1.0 1.0 1.0 1.0
011 0.91 1.0 1.0 1.0 1.0 1.0 1.0 1.0
111 0.91 1.0 1.0 1.0 1.0 1.0 1.0 1.0
00 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0
10 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0
01 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0
11 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0
0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0
1 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0
root 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0
extra 4.22 0.0 0.0 8.67 0.25 0.0 27.55 11.02
Table 2
The table illustrates the model selection performance for selecting nodes of the true
context tree in the full binary Markov chain of order 3.
nomial decay of the tail suggests potentially long estimated trees. Table 3
displays the model selection performance of the proposed algorithm for the
renewal process when the parameter c is set to 1.01 and 0.5. In the case of
c = 1.01 that follows the theoretical recommendation of the previous section,
in every instance the estimated tree T̂n was contained in the true context
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tree T ∗ confirming our theoretical results. As expected, as the sample size
increases the estimated context tree also increases chasing the infinite true
context tree. When we set c = 0.5 additional nodes not in T ∗ are occasion-
ally included (the average number of extra nodes is displayed in the last row
of the table labeled as “extra”). Nonetheless, when multiple groups are used
in the estimation, no node outside of the true context tree are selected.
APPENDIX D: TECHNICAL PROPERTIES OF THE ALGORITHM
We start by establishing technical results that follow from the definition
of the pruning algorithm.
Procedure PruneTree
1: T̂n ← En. ⊲ In the beginning, T̂n contains all visible strings
2: for each node w of En do
3: exam(w)← 0 ⊲ All nodes start out unexamined
4: end for
5: while ∃ leaf w ∈ T̂n with exam(w) = 0 do ⊲ While there are unexamined leaves
6: if CanRmv(w) = 1 then ⊲ If w can be removed, remove it.
7: T̂n ← T̂n\{w}
8: end if
9: exam(w)← 1 ⊲ w has been examined
10: end while
11: return (Pˆn, T̂n) where Pˆn(· | x) = pˆn(· | Tˆn(x)) for all x ∈ A
∗.
Fig 2. The pruning algorithm.
We begin with an alternative characterization of T̂n.
Proposition 1. The estimated tree T̂n equals the smallest tree contained
in En which contains all w ∈ En with CanRmv(w) = 0.
Proof of Proposition 1. Let Sn denote the aforementioned “smallest
tree”. Clearly, Sn ⊂ T̂n, as any w with CanRmv(w) = 0 will not be removed
from T̂n in PruneTree. To prove that En\Sn ⊂ En\T̂n, we will use the
following claim:
Claim 4. If v ∈ En\Sn, then ∀w ∈ En : w  v ⇒ CanRmv(w) = 1.
Proof of Claim. In contrapositive form, if some w  v satisfies that
CanRmv(w) = 0, that w belongs to Sn by definition, and then v ∈ Sn because
Sn is a tree and v  w.
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Probability of selection with parameter c = 1.01
n=5000 n=10000 n=50000
Node L=1 L=10 L=100 L=1 L=10 L=100 L=1 L=10
others 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
00000000 0.0 0.0 0.0 0.0 0.0 0.0 0.01 0.0
10000000 0.0 0.0 0.0 0.0 0.0 0.0 0.01 0.0
0000000 0.0 0.0 0.0 0.0 0.0 0.0 0.03 0.0
1000000 0.0 0.0 0.0 0.0 0.0 0.0 0.03 0.0
000000 0.0 0.0 0.0 0.0 0.0 0.0 0.46 0.31
100000 0.0 0.0 0.0 0.0 0.0 0.0 0.46 0.31
00000 0.0 0.0 0.0 0.01 0.0 0.0 0.97 1.0
10000 0.0 0.0 0.0 0.01 0.0 0.0 0.97 1.0
0000 0.02 0.0 0.75 0.37 0.92 1.0 1.0 1.0
1000 0.02 0.0 0.75 0.37 0.92 1.0 1.0 1.0
000 0.72 1.0 1.0 0.99 1.0 1.0 1.0 1.0
100 0.72 1.0 1.0 0.99 1.0 1.0 1.0 1.0
00 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0
10 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0
0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0
1 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0
root 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0
extra 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
Probability of selection with parameter c = 0.5
n=5000 n=10000 n=50000
Node L=1 L=10 L=100 L=1 L=10 L=100 L=1 L=10
others 0.18 0.0 0.0 0.02 0.0 0.0 1.84 2.76
00000000 0.03 0.0 0.0 0.03 0.0 0.0 0.77 1.0
10000000 0.03 0.0 0.0 0.03 0.0 0.0 0.77 1.0
0000000 0.04 0.0 0.0 0.06 0.02 0.0 0.99 1.0
1000000 0.04 0.0 0.0 0.06 0.02 0.0 0.99 1.0
000000 0.08 0.0 0.0 0.36 0.53 0.72 1.0 1.0
100000 0.08 0.0 0.0 0.36 0.53 0.72 1.0 1.0
00000 0.28 0.42 0.23 0.73 1.0 1.0 1.0 1.0
10000 0.28 0.42 0.23 0.73 1.0 1.0 1.0 1.0
0000 0.78 1.0 1.0 0.98 1.0 1.0 1.0 1.0
1000 0.78 1.0 1.0 0.98 1.0 1.0 1.0 1.0
000 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0
100 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0
00 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0
10 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0
0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0
1 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0
root 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0
extra 4.36 0.0 0.0 6.5 0.0 0.0 3.54 0.0
Table 3
The table illustrates the model selection performance for selecting nodes of the true
context tree in the binary Markov chain induced by renewal process Xt.
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One may use induction starting from the leafs to deduce that, if v ∈ En
is such that the conclusion of the Claim holds, it will be removed from T̂n
at some stage of PruneTree. We deduce En\Sn ⊂ En\T̂n.
It turns out that, except for the root, any node of the estimated tree
T̂n must be the closely connected with two nodes that yields substantially
different probability distributions.
Proposition 2. Suppose v ∈ T̂n\{e}. Then there exist w′, w′′ ∈ En with
w′  par(v), w′′  v and
c
[ ∥∥ĉr(w′)∥∥
L,r
+
∥∥ĉr(w′′)∥∥
L,r
]
<
∥∥d(pˆn(·|w′), pˆn(·|w′′))∥∥L,̥.
Proof of Proposition 2. Assume (to get a contradiction) that no such
w′, w′′ exist. In that case one can easily check that CanRmv(w) = 1 for all
w  v. In particular, the subtree of En obtained by removing v and all of its
descendants contains all u with CanRmv(u) = 0. Proposition 1 then implies
v 6∈ T̂n, which contradicts the assumptions of the present Proposition and
finishes the proof.
Finally, the following result formally states the compatibility between the
tree structure T̂n and the probability distributions Pˆn(·|x) which follows
immediately from the pruning definition.
Proposition 3. Let x, y ∈ A−1−∞ satisfy T̂n(x) = T̂n(y). Then P̂n(·|x) =
P̂n(·|y).
APPENDIX E: PROOFS OF SECTION 5 OF THE MAIN TEXT
We begin by noting an asymptotic form of the condition on h, π∗ in Defini-
tion 3 under the assumption that Γ, θ are constant, in the setting of Section
4.2. Any sequence of numbers h = h(n) and π∗ = π
(n)
∗ satisfying
(E.1) hπ−1∗ = o
(
n
log n
)
and π−1∗ = o
(
n
θ−α
θ+1
(log n)
θ
θ+1
)
is valid in Definition 3 for all large enough n.
Proof of Theorem 3. The L processes are polynomially β-mixing for
any exponent θ > 0. Choosing θ sufficiently large (in terms of α and ǫ) and
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checking (E.1) ensures that (h, π∗) = (hT ∗ , πT ∗) is a permissible choice for
all large enough n. Applying Theorem 2 with T = T ∗ gives:
(E.2) P
(
T̂n ⊂ T ∗ and ∀x ∈ A−1−∞
‖d(P̂n(·|x), p(·|x))‖L,̥ = O
(√
logn
πT∗n
) ) = 1−O (n−ξ) ,
with the expected improvement in the case of “many processes”.
We now argue that T̂n = T
∗ occurs whenever the following four conditions
are met:
1. The event in (E.2) holds;
2. Typr in Lemma 7 holds;
3. Good∗ in (A.1) holds; and
4. n is large enough.
Combining (E.2) with Lemmas 7 and 3, we see that the three events have
joint probability = 1 − O (n−ξ) under our assumptions. Therefore, arguing
that conditions 1 to 4 imply T̂n = T
∗ finishes the proof.
So assume the above conditions. They already imply T̂n ⊂ T ∗, so our goal
is to show T̂n ⊃ T ∗. To this end it suffices to argue that any leaf w ∈ T ∗
also belongs to T̂n.
So fix a leaf w of T ∗. If w = e, w ∈ T̂n are we are done, so assume instead
w 6= e. In this case, the definition of dT ∗ implies that there exists some other
leaf w′ ∈ T ∗ descending from w’s parent with ‖d(p(·|w), p(·|w′))‖L,̥ ≥ dT ∗ .
Since w,w′ ∈ T ∗ are both leaves, the continuity rates of the two processes
at the leaves are 0, and we obtain from Good∗ that
‖d(p̂n(·|w), p̂n(·|w′))‖L,̥ ≥ ‖d(p(·|w), p(·|w′))‖L,̥ −O
(√
log n
πT ∗n
)
> dT ∗ −O
(√
log n
πT ∗n
)
.
Moreover, under Typr, the confidence radii ‖ĉr(w)‖L,r and ‖ĉr(w′)‖L,r are
of the order of their population counterparts ‖cr(w)‖L,r , ‖cr(w′)‖L,r (respec-
tively). Therefore,
c [‖ĉr(w)‖L,r + ‖ĉr(w′)‖L,r] = O
(√
log n
πT ∗n
)
.
We have assumed that d−1T = o
(√
log n/πT ∗ n
)
, so we conclude
c [‖ĉr(w)‖L,r + ‖ĉr(w′)‖L,r] < ‖d(p̂n(·|w), p̂n(·|w′))‖L,̥
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for n large enough. This implies CanRmv(w) = 0 and w ∈ T̂n, as desired.
Remark 6. Bu¨hlman and Wyner [10] prove a related result about perfect
tree recovery in the single process case (L = 1). In their assumptions they
require that all leaves of T ∗ have positive probability and also that a condition
implying geometric φ-mixing is satisfied. They also require
π−1T ∗ = O
( √
n
log1/2+a n
)
and d−1T ∗ = O
( √
πT ∗n
log1/2+b n
)
where a, b > 0 are constants. Our estimator also satisfies this: just notice
that, for complete trees, we have the crude bounds
πT ∗ × ( # of leaves of T ∗) ≤
∑
w leaf of T ∗
π1(w) = 1, and
hT ∗ ≤ (# of leaves of T ∗).
Proof of Theorem 4. We will again apply Theorem 2. Under our as-
sumptions the L processes are β-mixing with rate function β(b) = Γ k−θ,
where Γ depends on Γ0, θ and the size of the alphabet [12]. One may com-
pare the AGCT estimator to a tree T obtained by truncating the infinite
|A|-ary tree at height hT = c log n, where c > 0 is a constant. Non-nullness
implies that πℓ(w) ≥ η|w| for any w, so the tree T satisfies πT ≥ ηc logn and
(h, π∗) = (hT , πT ) is a valid choice in Definition 3 whenever c is sufficiently
small. Moreover, for sufficiently small c the error bound from Theorem 2 is
dominated by the first term, which is O
(
h−θT
)
in our case.
Proof of Theorem 5. We note some basic facts. A stationary binary
renewal process takes values in the alphabet A = {0, 1} and is defined by a
probability distribution µ on N with finite first moment (µ is called the ar-
rival distribution). The distribution of the corresponding process X0, . . . ,Xk
consists of placing ones precisely at positions
τ0, τ0 + τ1, τ0 + τ1 + τ2, τ0 + τ1 + τ2 + τ3, . . . ,
where τ0, τ1, τ2, τ3, . . . are independent and τ1, τ2, . . . have law µ (τ0 must
have a different law in order to make the process stationary). We write
µ(≥ k) ≡∑i≥k µ(k) in what follows. One can show that:
1. Any binary renewal process with arrival distribution µℓ is compatible
with the infinite tree T ∗ with leaves 10k−1, k ∈ N∗ = N\{0}. Moreover
P
(
X−1−k(ℓ) = 10
k−1
)
=
µℓ(≥ k)∑
i∈N∗
µℓ(≥ i) ≥ αµℓ(≥ k)
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for some α > 0 depending only on C and θ, since
∑
i∈N∗
µ(≥ i) =
∑
k∈N∗
µ(k) k ≤
∑
k∈N∗
µ(k) k2+θ

1
2+θ
≤ C 12+θ .
2. The transition probabilities are
pℓ(1 | 10k−1) = µℓ(k)
µℓ(≥ k)
, ℓ = 1, . . . ,L.
In particular, (5.1) implies that the processes X(ℓ) have continuous
transition probabilities. The fact that the µℓ have full support implies
that the supports of the processes are all equal to A−1−∞. Moreover,
(E.3) µℓ(≥ k) ≤ 1
k2+θ
∑
i≥k
µ(i) i2+θ ≤ C
k2+θ
.
3. The bound on the (2 + θ)-th moment for µℓ implies polynomial β-
mixing with rate function β(b) = Γ b−θ, where Γ depends only on
C and θ (this follows from inspecting the arguments of Section 2 in
Lindvall [22]).
It follows that the processes satisfy the assumptions of Theorem 2. We take
T to be the truncation of T ∗ at level h = hT , where h is the largest positive
integer such that
αµℓ(≥ h) ≥ π∗ ≡ (log n)n−θ/(θ+1).
A calculation using (E.3) shows that (h, π∗) is permissible in Definition 3.
Moreover, for all x ∈ G we have pℓ(·|T (x)) = pℓ(·|x). Applying the Corollary
1 gives the desired result.
APPENDIX F: PROOFS OF SECTION 6
Lemma 8. In the discrete stochastic dynamic programming problem de-
scribed above, for q ≥ 1 the estimator V̂ satisfies
max
x∈A−1−∞
|V̂ (x)− V (x)|
‖V (x·)‖ q
q−1
max
u∈U
‖P̂n,u(·|x) − pu(·|x)‖q
≤ λ
1− λ
where q/(q − 1) =∞ if q = 1.
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Proof of Lemma 8. For x ∈ A−1−∞ and u ∈ U , denote by Vx = V (x)
the true value function, Pu,x denote the true transition probability (infinite)
matrix, V̂x = V̂ (T̂n(x)) the value function associated with the estimated
transition probabilities P̂n,u,x = P̂n,u(· | x) = p̂n,u(· | T̂n(x)).
Each value function is the fixed point of contraction mappings H, Ĥ on
the functions W : A−1−∞ → R. Formally, the mappings
H(W )(x) = max
u∈U
{f(x−1, u) + λPu,xW} and
Ĥ(W )(x) = max
u∈U
{f(x−1, u) + λP̂n,u,xW}
are contractions with modulus λ by Blackwell’s sufficient conditions.
Therefore we have
‖V̂ − V ‖∞ ≤ ‖V̂ − Ĥ(V )‖∞ + ‖Ĥ(V )− V ‖∞
= ‖Ĥ(V̂ )− Ĥ(V )‖∞ + ‖Ĥ(V )−H(V )‖∞
≤ λ‖V̂ − V ‖∞ + ‖Ĥ(V )−H(V )‖∞.
Thus, ‖V̂ − V ‖∞ ≤ ‖Ĥ(V )−H(V )‖∞/(1− λ). where ‖Ĥ(V )−H(V )‖∞ =
maxx∈A−1−∞
|H(V )(x)− Ĥ(V )(x)|. Thus the result follows by showing that
|H(V )(x)− Ĥ(V )(x)|
=
∣∣∣maxu∈U{f(x−1, u) + λP̂n,u,xV } −maxu˜∈U{f(x−1, u˜) + λPu˜,xV }∣∣∣
≤ λmax
u∈U
|(P̂n,u,x − Pu,x)V |
= λmaxu∈U
∣∣∣∑a∈A[pˆn,u(a|T̂n(x))− pu(a|x)]V (ax)∣∣∣
≤ λ‖V (·x)‖ q
q−1
maxu∈U ‖P̂n,u(·|x) − pu(·|x)‖q .
Proof of Theorem 6. The result follows by applying Lemma 8 with
q = 1 (which corresponds to dℓ = ‖ · ‖1/2) and Theorem 1 for the general
case with r = ̥ =∞ to bound
max
u∈U
‖P̂n,u(·|x)− pu(·|x)‖1
2
≤ inf
T
2c+ 2
c− 1 ‖γ(T (x))‖L,̥+(1+2c)‖ĉr(T (x))‖L,∞.
The bound on ‖ĉr(T (x))‖L,∞ follows from Definition 1 with the family of
sets S = 2A.
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Proof of Theorem 7. By the choice of ĉr we have that with probabil-
ity at least 1− δ the event Goodm occurs. Fix a ∈ A, x, y ∈ A−1−∞ let
m¯ℓ(a, x, y) = p¯n,ℓ(a|T (x)) − p¯n,ℓ(a|T (y)), AVEm(a, x, y) = E [m¯ℓ(a, x, y)] ,
and note that
(F.1)
ÂVEm(a, x, y) −AVEm(a, x, y) = 1
L
L∑
ℓ=1
[mˆℓ(a, x, y) − m¯ℓ(a, x, y)]+
+
1
L
L∑
ℓ=1
m¯ℓ(a, x, y)−AVEm(a, x, y)+
+AVEm(a, x, y) −AVEm(a, x, y).
First note that for dℓ = ‖ · ‖∞, we have∣∣AVEm(a, x, y) −AVEm(a, x, y)∣∣
≤ ‖d(p¯n(·|T (x)), p(·|x))‖L,1 + ‖d(p¯n(·|T (y)), p(·|y))‖L,1
≤ ‖γ(T (x))‖L,1 + ‖γ(T (y))‖L,1.
Next, define EL(a, x, y) =
∣∣∣ 1L∑Lℓ=1 m¯ℓ(a, x, y) −AVEm(a, x, y)∣∣∣ and note
that since |m¯ℓ(a,w,w′)| ≤ 1 we have
EL(a, x, y) ≤ [2/L] + [(L− 1)/L]EL−1(a, x, y).
Moreover, note that EL(a, x, y) = EL(a, T (x), T (y)). Thus, we need to
consider only suffixes w ∈ T (in particular, leaves of T ) which implies that
Nn,ℓ(w) > 0 for every ℓ = 1, . . . ,L. Thus, for ξ = (ǫ − [2/L])L/(L − 1) we
have
P
(
max
a∈A,w,w′∈T
EL(a, w,w
′) ≥ ǫ
)
≤ P
(
max
a∈A,w,w′∈T
EL−1(a, w,w
′) ≥ ξ
)
≤ P
 max
a∈A,
w:minℓ Nn,ℓ(w)>0,
w′:minℓ Nn,ℓ(w
′)>0
EL−1(a, w,w
′) ≥ ξ

≤ P
 max
a∈A,
w:Nn,L(w)>0,
w′:Nn,L(w
′)>0
EL−1(a, w,w
′) ≥ ξ

≤
∑
a∈A,
w∈A∗,
w′∈A∗
P
(
Nn,L(w) > 0, Nn,L(w
′) > 0,
EL−1(a, w,w
′) ≥ ξ
)
.
The event {Nn,L(w) > 0, Nn,L(w′) > 0} is independent of {EL−1(a,w,w′) ≥
ξ}. Moreover, since |m¯ℓ(a,w,w′)| ≤ 1 are i.i.d. draws from the population
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of agents, for any ξ > 0
P
(
EL−1(a,w,w
′) > ξ
) ≤ exp(−(L− 1)ξ2/2)
by Hoeffding’s inequality. Therefore,
P
(
max
a∈A,w,w′∈T
EL(a,w,w
′) ≥ ǫ
)
≤ |A| exp(−(L− 1)ξ2/2) ·
∑
w∈A∗
w′∈A∗
P
(
Nn,L(w) > 0, Nn,L(w
′) > 0
)
.
Next note that
∑
w∈A∗
w′∈A∗
P (Nn,L(w) > 0, Nn,L(w
′) > 0) is the expected num-
ber of different pairs w,w′ ∈ A∗ appearing in Xn1 (ℓ). Therefore we have∑
w∈A∗
w′∈A∗
P
(
Nn,L(w) > 0, Nn,L(w
′) > 0
) ≤ n4/4.
Finally, to control the first term of (F.1), since dℓ = ‖ · ‖∞, we have∣∣∣ 1L∑Lℓ=1[mˆℓ(a, x, y)− m¯ℓ(a, x, y)]∣∣∣ ≤ ∣∣∣ 1L∑Lℓ=1[pˆn,ℓ(a|T̂n(x)) − p¯n,ℓ(a|T (x))]∣∣∣+
+
∣∣∣ 1L∑Lℓ=1[pˆn,ℓ(a|T̂n(y))− p¯n,ℓ(a|T (y))]∣∣∣
≤
∥∥∥d(pˆn(·|T̂n(x)), p¯n(·|T (x)))∥∥∥
L,1
+
+
∥∥∥d(pˆn(·|T̂n(y)), p¯n(·|T (y)))∥∥∥
L,1
.
Under the event Good2, by Theorem 1, uniformly over z ∈ A−1−∞ we have
that∥∥∥d(pˆn(·|T̂n(z)), p¯n(·|T (z)))∥∥∥
L,1
≤ 2c+2c−1 ‖γ(T (z))‖L,1 + (1 + 2c)‖ĉr(T (z))‖L,2
The result follows by combining these bounds.
APPENDIX G: A COMPENDIUM OF MARTINGALE RESULTS
Lemma 9. Let (Mi,Fi)mi=0 be a martingale with M0 = 0 and |Mi −
Mi−1| ≤ Yi−1 for some Fi−1-measurable r.v. Yi−1. Define Vn ≡
∑n−1
j=0 Y
2
j .
Then:
∀λ, v > 0 : P (Mn ≥ λ, 0 < Vn ≤ v) ≤ P (Vn > 0) e−
λ2
2v .
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Proof. Step 1: Main arguments. Write E ≡ {∑n−1j=0 Y 2j > 0} and define
Ur ≡ esMr−
s2
2
∑r−1
j=0 Y
2
j (0 ≤ r ≤ n)
where s > 0 will be fixed later. By Step 2 below (Ur,Fr) is a supermartingale.
Now notice that:
Mn ≥ λ,
n−1∑
j=0
Y 2j ≤ v ⇒ sMn − sλ+
s2v
2
− s
2
2
n−1∑
j=0
Y 2j ≥ 0⇒ Une
s2v
2
−sλ ≥ 1.
Therefore,
P
Mn ≥ λ, 0 < n−1∑
j=0
Y 2j ≤ v
 ≤ e s2v2 −sλE [Un 1E ] .
The result follows by considering s = λ/v and noting that E [Un 1E ] ≤
P (Vn > 0) by Step 3 below.
Step 2: (Ur,Fr) is a supermartingale. Since Yr is Fr-measurable,
E
[
Ur+1
Ur
| Fr
]
= E
[
es(Mr+1−Mr) | Fr
]
e−
s2Y 2r
2 .
Recall that |Mr+1 −Mr| ≤ Yr, hence by convexity
es(Mr+1−Mr) ≤ cosh(sYr) + sinh(sYr)(Mr+1 −Mr).
Taking conditional expectations, we see that:
E
[
es(Mr+1−Mr) | Fr
]
≤ cosh(sYr) + sinh(sYr)E [(Mr+1 −Mr) | Fr]
= cosh(sYr).
This implies E
[
es(Mr+1−Mr) | Fr
]
e−
s2Y 2r
2 ≤ cosh(sYr)e−
s2Y 2r
2 ≤ 1 via the
classical inequality
∀x ∈ R : cosh(x) ≤ ex2/2,
which directly follows from comparing Taylor expansions.
Step 3: E [Un 1E ] ≤ P (Vn > 0). Write E0 ≡ {Y0 6= 0} and Ej ≡ {Yj 6=
0} ∩ {Yk = 0, 0 ≤ k < j}. Notice that E = ∪0≤j≤n−1Ej (where the union is
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disjoint) and that each Ej is Fj-measurable. Moreover, if Ek holds, we have∑k−1
j=0 Y
2
j = 0 and Mk =M0 = 0, hence Uk = 1. Therefore,
E [Un 1E ] =
n−1∑
k=0
E [Un 1Ek ]
(Ek is Fk-measurable) =
n−1∑
k=0
E [1EkE [Un | Fk]]
(Uk is supermartingale) ≤
n−1∑
k=0
E [1EkUk]
(Uk = 1 in Ek) =
∑
k
P (Ek) = P (E) .
Lemma 10. Let (Mi,Fi)mi=0 be a martingale with M0 = 0, |Mi−Mi−1| ≤
Yi−1 ≤ 1 for some Fi−1-measurable r.v. Yi−1. Define
V˜n ≡
n∑
j=1
E
[
(Mj −Mj−1)2|Fj−1
]
.
Then:
∀λ, v > 0 : P
(
Mn ≥ λ, 0 < V˜n ≤ v
)
≤ P
(
V˜n > 0
)
e−
λ2
2v
(2−exp(λ/v)).
Proof. Step 1: Main Arguments. Write E ≡ {V˜n > 0} and define
Ur ≡ esMr−
s2es
2
∑r
j=1 E[(Mj−Mj−1)
2|Fj−1] (0 ≤ r ≤ n)
where s > 0 will be fixed later. It follows that (Ur,Fr) is a supermartingale
by Step 2 below.
Now notice that:
Mn ≥ λ, V˜n ≤ v ⇒ sMn − sλ+ s
2esv
2
− s
2es
2
V˜n ≥ 0⇒ Une
s2esv
2
−sλ ≥ 1.
Therefore,
P
(
Mn ≥ λ, 0 < V˜n ≤ v
)
= E
[
1{Une s
2esv
2
−sλ ≥ 1} · 1E
]
≤ E
[
Une
s2esv
2
−sλ1E
]
= e
s2esv
2
−sλ E [Un 1E ] .
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The Lemma follows from choosing s = λ/v and noting that E [Un 1E ] ≤
P (E) by Step 3.
Step 2: (Ur,Fr) is a supermartingale. Since Yr is Fr-measurable,
E
[
Ur+1
Ur
| Fr
]
= E
[
es(Mr+1−Mr) | Fr
]
e−
s2esE[(Mr+1−Mr)
2|Fr ]
2 .
Recall that |Mr+1 −Mr| ≤ Yr ≤ 1, hence by [20] page 32,
E
[
es(Mr+1−Mr) | Fr
]
≤ exp
(
s2es
2
E[(Mr+1 −Mr)2|Fr]
)
.
This implies E
[
es(Mr+1−Mr) | Fr
]
e−
s2esE[(Mr+1−Mr)
2|Fr]
2 ≤ 1.
Step 3: E [Un 1E ] ≤ P (E). The proof is similar to Step 3 in Lemma 9.
For any γ > 1, δ ∈ (0, 1), define monotonic function h : [0,∞)→ [0,∞)
h(x) = 2xγ2 log
{
2
δ
(1 + logγ x)(2 + logγ x)
}
,
and let i0 be any integer such that
γi0 log2(2− (1/γ)) ≥ 2 log(2/δ) + 2 log[(1 + i0)(2 + i0)],
so that 2− exp(
√
h(γi0)/γi0+1) ≥ 1/γ.
Lemma 11. Let (Mi,Fi)mi=0 be a martingale with M0 = 0, |Mi−Mi−1| ≤
Yi−1 ≤ 1 for some Fi−1-measurable binary r.v. Yi−1. Define V˜n ≡
∑n
j=1E[(Mj−
Mj−1)
2|Fj−1] and Vn ≡
∑n−1
j=0 Y
2
j . Then
P
(
Mn ≥
√
h(V˜n), V˜n > γ
i0
)
+P
(
Mn ≥
√
h(Vn)/γ, 0 < V˜n ≤ γi0
)
≤ δ·P (Vn > 0) .
Proof. We bound the first term as
P
(
Mn ≥
√
h(V˜n), V˜n > γ
i0
)
=
∑
i≥i0
P
(
Mn ≥
√
h(V˜n), γ
i
≤ V˜n ≤ γ
i+1
)
≤
∑
i≥i0
P
(
Mn ≥
√
h(γi), 0 < V˜n ≤ γ
i+1
)
≤ P
(
V˜n > 0
) ∑
i≥i0
exp
− h(γi)
2γi+1
2 − exp

√
h(γi)
γi+1



≤ P
(
V˜n > 0
) ∑
i≥i0
exp
(
− log
2
δ
− log[(1 + i)(2 + i)]
)
where the second inequality follows by applying Lemma 10 for each i ≥ i0,
and the last line follows from the definition of i0. Since i0 ≥ 0 it follows that∑
i≥i0
exp
(
− log 2
δ
− log[(1 + i)(2 + i)]
)
=
δ
2
∑
i≥i0
1
(1 + i)(2 + i)
≤ δ
2
.
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Furthermore, note that V˜n ≤ Vn so that P
(
V˜n > 0
)
≤ P (Vn > 0).
Next we proceed for the second term. Note that {0 < V˜n < γi0} ⊆ {Vn >
0} and that Vn only takes integer values so that
{Vn > 0} =
+∞⋃
i=0
{γi ≤ Vn < γi+1}
and the union is disjoint. We deduce
P
(
Mn ≥
√
h(Vn)/γ, 0 < V˜n ≤ γ
i0
)
≤ P
(
Mn ≥
√
h(Vn)/γ, Vn > 0
)
=
∑
i≥0
P
(
Mn ≥
√
h(Vn)/γ, γ
i
≤ Vn ≤ γ
i+1
)
≤
∑
i≥0
P
(
Mn ≥
√
h(γi)/γ, 0 < Vn ≤ γ
i+1
)
≤ P (Vn > 0)
∑
i≥0
exp
(
−
h(γi)
2γi+2
)
≤ P (Vn > 0)
∑
i≥0
exp
(
− log
2
δ
− log[(1 + i)(2 + i)]
)
≤ P (Vn > 0) δ/2.
where we applied Lemma 9 for each i ≥ 0, and the definition of h.
APPENDIX H: TYPICALITY RESULTS FOR β-MIXING PROCESSES
In what follows we use
β−1(x) ≡ min{b ∈ N : ∀b′ ≥ b, β(b′) ≤ x} (x ∈ (0, 1)).
Lemma 6. Let X = (Xk)k∈Z be a stationary and β-mixing process over
alphabet A with mixing rate function β(·). Consider a non-empty finite set
S ⊂ A∗ and define:
hS ≡ max
w∈S
|w|, πS ≡ min
w∈S
π(w) where π(w) ≡ P
(
X−1
−|w|
= w
)
.
Let ξ > 0, δ0 ∈ (0, 1/e) and n ∈ N satisfy:
n ≥ 2
{⌈
10hS
ξ
⌉
∨ β−1
(
ξ πS δ0
24
)}
×
{
1 +
300
ξ2 πS
ln
(
12|S|
δ0
)}
,
then the random variables
Nn(w) ≡ |{|w| ≤ j ≤ n : Xjj−|w|+1 = w}|, w ∈ S,
satisfy:
P
(
∀w ∈ S, 1− ξ ≤ Nn(w)
π(w)n
≤ 1 + ξ
)
≥ 1− δ0.
20 BELLONI AND OLIVEIRA
Proof of Lemma 6. Consider a number b ∈ N\{0}. Given r ∈ N, a
sequence B = (B1, . . . , Br) ∈ [n] of subsets of [n] is said to consist of b-
separated blocks if each Bi is an interval in [n] and minBi+1 ≥ maxBi + b
for 1 ≤ i ≤ r − 1. We say that such a sequence is t-regular if t = |B1| =
|B2| = · · · = |Br−1| ≥ |Br|.
Lemma 12. Under the assumptions of Lemma 6, let (B1, . . . , Br) be a
sequence of b-separated t-regular blocks where t ≥ 2|w|. Define for each w ∈ S
the number of occurrences of w that are contained in one of the blocks Bi:
N(w) ≡ |{j ∈ [n] : ∃i ∈ [r], j, j + |w| − 1 ∈ Bi and Xj+|w|−1j = w}|
and let nw denote the maximum number of places where w may occur:
nw ≡
r∑
i=1
(|Bi| − |w| + 1)+ = (t− |w|+ 1) (r − 1) + (|Br| − |w|+ 1)+.
Given λ > 0, let E(λ) denote the event:
E(λ) ≡
{
∀w ∈ S,
∣∣∣∣N(w)nw − π(w)
∣∣∣∣ ≤ λπ(w)}
Then
P (E(λ)) ≥ 1− 2|S| exp
(
−λ
2 πS (r − 1)
16(1 + λ6 )
)
− 2β(b)
λπS
.
Proof of Lemma 12. Let X˜B1 , . . . , X˜Br+1 be a sequence of independent
random variables where each X˜Bi has the same distribution as XBi . Define
N˜(w) and E˜(·) in analogy with N(w) and E(·) (respectively).
Our first major goal in the proof is to show:
Claim 5. P (E(λ)) ≥ P
(
E˜(λ/2)
)
− 2β(b)πS λ .
To prove the claim we first construct a coupling of X˜B1 , . . . , X˜Br to the
process X+∞−∞ . Set X˜B1 = XB1 . Assuming that we have defined X˜Bi for
1 ≤ i < j, we sample (XBj , X˜Bj ) from a coupling achieving total variation
distance. That is to say,
P
(
XBj 6= X˜Bj | XBi , i < j
)
= sup
E⊂ABj
|P (XBj ∈ E | XBi , i < j)− P (XBj ∈ E) |.
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The b separation condition implies that XBj is b steps ahead into the future
from XBi , i < j. Therefore, the β-mixing condition implies:
P
(
XBj 6= X˜Bj
)
= E
[
sup
E⊂ABj
|P (XBj ∈ E | XBi , i < j) − P (XBj ∈ E) |] ≤ β(b).
Now observe that in order for E(λ) to hold it suffices that E˜(λ/2) holds and
that
∀w ∈ S, |N(w) − N˜(w)|
nw
≤ λπS
2
.
Therefore we will be done once we show that:
(H.1) P
(
∀w ∈ S, |N(w) − N˜(w)|
nw
≤ λπS
2
)
≥ 1− 2β(b)
λπS
.
To do this, notice that for any w:
|N(w)− N˜(w)| ≤
r∑
i=1
(|Bi| − |w|+ 1)+ 1{XBj 6=X˜Bj }.
This is because each block Bi may contain at most |Bi|− |w|+1 occurrences
of w.
The first r − 1 blocks have the same size |Bi| = t, whereas the last one
cannot be larger, hence nw ≥ (r − 1)(t − |w| + 1)+. Moreover, XB1 = X˜B1
always. We deduce:
|N(w) − N˜(w)| ≤ (t− |w|+ 1)+
r∑
i=2
1{XBj 6=X˜Bj }
≤ nw
r − 1
r∑
i=2
1{XBj 6=X˜Bj }
,
and
E
[
max
w∈S
|N(w)− N˜(w)|
nw
]
≤ E
[
max
w∈S
|N(w)− N˜(w)|
nw
]
≤
∑r
i=2 P
(
XBj 6= X˜Bj
)
r − 1
≤ β(b).
We deduce from Markov’s inequality that:
P
(
max
w∈S
|N(w) − N˜(w)|
nw
>
λπS
2
)
≤ 2β(b)
λπS
,
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and this is precisely (H.1), which finishes the end of the proof of the Claim.
We must now bound P
(
E˜(λ/2)
)
. By the union bound, we have:
(H.2) P
(
E˜(λ/2)
)
≥ 1−
∑
w∈S
P
(∣∣∣∣∣N˜(w)nw − π(w)
∣∣∣∣∣ > λπ(w)2
)
.
Fix a w ∈ S. Let N˜i(w) denote the number of occurrences of w in Bi. We
will apply Bennett’s inequality to the sum of these random variables. To
this end we note that:
1.
∑r
i=1 N˜i(w) = N˜(w).
2. The N˜i(w) are independent. This is so because the X˜Bi are indepen-
dent.
3. N˜i(w) ≤ (|Bi| − |w|+1)+ ≤ t for all i because t is an upper bound on
|Bi|.
4.
∑
i E
[
N˜i(w)
]
= π(w)nw.
5.
∑
iV
(
N˜i(w)
)
≤ π(w)nw t. This is so because each N˜i(w) is a sum
of (|Bi| − |w| + 1)+ ≤ t indicators with variance π(w)(1 − π(w)) and
the variance of a sum of ≤ t terms is at most t times the sum of the
variances (by Cauchy Schwarz).
Therefore,
P
(
|N˜(w)− π(w)nw| ≥ λπ(w)nw
2
)
≤ 2 exp
(
−λ
2 π(w)nw
8t(1 + λ6 )
)
.
Since t ≥ 2h,
∀w ∈ S, nw =
r∑
i=1
(|Bi| − |w|+ 1)+ ≥ (r − 1) (t− |w|+ 1) ≥ (r − 1) t
2
,
and the result follows from plugging the probability inequality into (H.2)
and applying the Claim.
From now on we set:
b ≡
⌈
10hS
ξ
⌉
∨ β−1
(
ξ πS δ0
24
)
,(H.3)
r ≡
⌈ n
2b
⌉
.(H.4)
We now construct three sets of b-separated blocks in [n]. The first one is:
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1. B(1) = (B
(1)
1 , . . . , B
(1)
r ) consists of intervals of the form
B
(1)
i ≡ {b(2i− 2) + s : 1 ≤ s ≤ b} ∩ [n].
These are the intervals of length b whose right endpoints are even
multiples of b. These are b-separated b-regular blocks.
2. B(2) = (B
(2)
1 , . . . , B
(2)
r ) consists of intervals of the form
B
(1)
i ≡ {b(2i− 1) + s : 1 ≤ s ≤ b} ∩ [n].
These are the intervals whose right endpoints are odd multiples of b.
In this case we set B
(2)
i (w) = B
(2)
i for each 1 ≤ i ≤ r and w ∈ S. This
also results in b-separated b-regular blocks.
3. B(3) = (B
(3)
1 , . . . , B
(3)
2r−1) consists of intervals
B
(3)
i = {bi− hS + 2, bi − hS + 3, . . . , bi+ hS} ∩ [n].
This results in b-separated 2hS -regular blocks, as one can check. (Here
one must use b ≥ 2hS , which follows from (H.3) and the assumption
ξ < 1/2.)
For each k ∈ {1, 2, 3}, let N (k)(w) count the number of occurrences of w that
are contained in a block of the form B
(k)
i and let n
(k)
w =
∑
i(|B(k)i |−|w|+1)+.
We will need two propositions.
Proposition 4. For any w ∈ S,
N (1)(w) +N (2)(w) ≤ Nn(w) ≤ N (1)(w) +N (2)(w) +N (3)(w).
Proof. The LHS counts the number of occurrences of w contained in
intervals of the form {bi + 1, bi + 2, . . . , b(i + 1)}. Since |w| ≤ hS , N (3)(w)
is an upper bound on the number of occurrences of w that are not entirely
contained in one of those intervals.
Proposition 5. For any w ∈ S, n(1)w , n(2)w ≥ (1−ξ/3)n2 , n
(1)
w + n
(2)
w ≤ n
and n
(3)
w ≤ 3nhSb .
Proof. Since B(1) is b-regular and r ≥ n/2b (by H.4),
n(1)w ≥ (r − 1)(b− |w|) ≥
n
2
− n|w|
2b
− b = n
2
(
1− hS
b
− b
n
)
.
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By (H.3) b ≥ 6hS/ξ and n ≥ 6b/ξ, so n(w)1 ≥ (1 − ξ/3)n/2 as desired. The
same argument works for n
(2)
w . For n
(3)
w we start from 2r−1 ≤ 2(n/2b+1)−
1 = n/2b+ 1. Since each block contains at most 2hS points,
n(3)w ≤
nhS
b
+ 2hS .
The rest follows from b/n ≤ ξ < 1.
Consider the events:
G(1) ≡
{
∀w ∈ S,
∣∣∣∣∣N (1)(w)n(1)w − π(w)
∣∣∣∣∣ < ξ π(w)3
}
;(H.5)
G(2) ≡
{
∀w ∈ S,
∣∣∣∣∣N (2)(w)n(2)w − π(w)
∣∣∣∣∣ < ξ π(w)3
}
;(H.6)
G(3) ≡
{
∀w ∈ S, N
(3)(w)
n
≤ 2ξπ(w)
3
}
;(H.7)
G = G(1) ∩G(2) ∩G(3).(H.8)
Claim 6. G ⊂ {∀w ∈ S : |Nn(w)− π(w)n| ≤ ξπ(w)n}.
Proof. Assume G holds. Then for any w ∈ S:
Nn(w) ≥ N (1)(w) +N (2)(w)
(G occurs) ≥ π(w)
(
1− ξ
3
)
(n(1)w + n
(2)
w )
(Proposition 5) ≥ π(w)
(
1− ξ
3
)2
n
≥ (1− ξ) π(w)n.
On the other hand,
Nn(w) ≤ N (1)(w) +N (2)(w) +N (3)(w)
(G occurs) ≤ π(w)
(
1 +
ξ
3
)
n+
2ξπ(w)
4
n
≤ (1 + ξ) π(w)n.
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The claim implies that:
P (G) ≤ P (∀w ∈ S : |Nn(w) − π(w)n| ≤ ξπ(w)n)
and we proceed to bound P (G).
We first apply Lemma 12 to each G(k). For k = 1, 2 we may take t = b,
λ = ξ/3 and note that r ≥ n/2b, β(b) ≤ λδ0πS/8 (cf. H.4, H.3) to deduce:
(H.9) P
(
(G(1))c
)
+ P
(
(G(2))c
)
≤ 4|S| exp
− ξ2 πS (r − 1)
144
(
1 + ξ18
)
+ δ0
4
.
For G(3) we take t = 2hS and
λ =
2ξ n
3 maxw∈S nw
− 1 ≥ 2ξ b
9hS
− 1 ≥ ξ b
9hS
since b ≥ 10hS/ξ by (H.3) and n ≥ 2b. Notice that in this case λ > 1, hence
λ2/(1 + λ/6) ≥ λ2/(λ+ λ/6) ≥ 3λ/4 ≥ ξ b
12hS
≥ 10
12
.
Moreover, β(b)/πSλ ≤ δ0/6. Hence, we deduce:
(H.10)
P
(
(G(3))c
) ≤ 2|S| exp(− πS (2r−1)16 λ21+λ/6)+ δ06
≤ 2|S| exp
(
− πS (2r−1)16 1012
)
+ δ06 .
Now compare the exponential terms in the two equations. Since ξ ≤ 1/2,
150
ξ2
≥
144
(
1 + ξ18
)
ξ2
≥ 1612
10
,
hence the exponential term in (H.10) is larger than the exponential term in
(H.9). We conclude that:
P (G) ≤ 1−
3∑
k=1
P
(
(G(k))c
)
≥ 1− δ0
2
− 6|S| exp
(
−r − 1300
ξ2 πS
)
.
To finish the proof, we recall that r ≥ n/2b (cf. H.4) and notice that our
assumptions imply:
n
2b
≥ 1 + 300
ξ2 πS
ln
(
12|S|
δ0
)
.
Plugging this back into the previous inequality gives P (G) ≥ 1 − δ0 and
finishes the proof.
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APPENDIX I: A REMARK ON MINIMAX RATES FOR CHAINS
WITH INFINITE CONNECTIONS
In this section we observe that the uniform convergence rate obtained
in Theorem 4 in Section 5.2 of the main text is optimal. We take L = 1,
A = {0, 1} and omit ℓ from the notation.
In order to prove the optimality of our rate, it suffices to show that one can
couple two processes (Xm)m∈Z, (Ym)n∈N, with respective transition prob-
abilities pX , pY , so that P (Xi = Yi, 1 ≤ i ≤ n) = 1 − o (1), even though
dtv(pX(·|x¯, pY (·|x¯)) ≥ Γ/⌈C log n⌉1+θ for at least one past x¯. Here C > 0
is a constant that depends only on Γ, θ and n ≥ n0(Γ, θ) is assumed large
enough. The upshot of this coupling construction is that no estimator can es-
timate the transition probabilities pX , pY uniformly over pasts, from samples
Xn1 , Y
n
1 without making an error of magnitude at least Γ/(2⌈C log n⌉1+θ)
for at least one of pX , pY .
Our construction is as follows. First let (Xm)m∈Z consist of i.i.d. uniform
symbols in A = {0, 1}. Y is defined to have transition probabilities:
pY (1|x) ≡
{
1
2 +
Γ
⌈C log n⌉1+θ
, x−1−⌈C logn⌉ = 0 . . . 0;
1
2 , otherwise.
for some C > 0 such that (2/3)C logn ≤ 1/n2. Here we implictly are assum-
ing that n is large enough so that the above recipe gives valid transition
probabilities. Clearly, Assumption 2 is satisfied by both X and Y when n
is large enough with η = 2/3. Moreover, pX(·|x¯), pY (·|x¯) are at distance
Γ/⌈C log n⌉1+θ from each other when x¯ is such that x¯−1−⌈C logn⌉ = 0 . . . 0, i.e.
with a suffix of ⌈C log n⌉ zeros.
Next we couple the two processes so that Xn1 = Y
n
1 with high probability.
To do this, we will apply the perfect simulation algorithm of Comets et al.
[12]. Letting ǫ ≡ 2Γ/⌈C log n⌉1+θ, first note we can write:
pY (1|x) = (1− ǫ) 1
2
+ ǫ q(1|x)
where
q(1|x) ≡
{
0, x−1−⌈C logn⌉ = 0 . . . 0;
1
2 , otherwise.
Following the algorithm of Comets et al. [12], we may sample Y1, . . . , Yn as
follows.
Step 1 Let (Lm)m∈N be an i.i.d. sequence independent from (Xm)m∈N with
P (L0 = ⌈C log n⌉) = 1− P (L0 = 0) = ǫ.
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Step 2 Find T := min{k ∈ Z : ∀k ≤ m ≤ n, m− Lm ≥ k}. (T > −∞ a.s. by
the results of [12].)
Step 3 For m = T to n, set
Ym ≡
{
0, Lm = ⌈C log n⌉ and Y m−1m−⌈C logn⌉ = 0 . . . 0;
Xm, otherwise.
Notice that this defines Ym for T ≤ m ≤ n, in particular we obtain Y1, . . . , Yn.
The key point observed by Comets et al. [12] is that at no point of this
construction we need to compute Ym for m < T . Indeed, for m ≥ T ,
Lm = ⌈C log n⌉ implies m ≥ T + ⌈C log n⌉ (by definition of T ), which means
that the values Y m−1m−⌈C logn⌉ have been defined in previous executions of Step
3 (the For instruction). Comets et al. [12] show that Y n1 is a perfect sample
from the unique probability measure over AZ that is compatible with pY .
Let us now show that Xn1 = Y
n
1 with high probability. First note that
P (T < −⌈C log n⌉) = o (1). Indeed, this probability is upper bounded by
P
 −1⋃
m=−⌈C logn⌉
{Lm 6= 0}
 ≤ ⌈C log n⌉ ǫ = O( 1
logθ n
)
.
Now consider the case that T ≥ −⌈C log n⌉. If there exists an index 0 ≤ i ≤
n, we can see that, by taking the first such i, we must have Xi−1
i−⌈C logn⌉
=
0 . . . 0. We conclude
P ({T ≥ −⌈C log n⌉} ∩ {Xn1 6= Y n1 }) ≤
n∑
i=0
P
 i⋂
j=i−⌈C logn⌉
{Xj = 0}
 .
Now the definition of our transitions implies that, for large n,
P
(
Xj = 0 | Xj−1−∞
)
≤ η = 2/3,
so P
(⋂i
j=i−⌈C logn⌉{Xj = 0}
)
≤ (2/3)C logn ≤ n−2 by our choice of C. We
deduce:
P ({T ≥ −⌈C log n⌉} ∩ {Xn1 6= Y n1 }) ≤ (n+ 1)n−2 = o (1) .
Since we have already shown P (T < −⌈C log n⌉) = o (1), we see that {Xn1 6=
Y n1 } has vanishing probability, as desired.
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