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Abstract
We consider a stochastic process that describes several particles interacting by
either merging or annihilation. When two particles merge, they combine their masses;
when annihilation occurs, only the particle of smallest mass survives. Particles start
at the bottom of a binary tree of depth N and move towards the root. Assuming that
merging or annihilation happens independently at random, we determine the limit law
of the final mass of the system in the large N limit.
1 Introduction and main results
Consider a binary tree T of depth N , N ≥ 1, and a family of independent Bernoulli random
variables {ηv}v∈T indexed by the vertices of T with common distribution
P(ηv = 1) = 1− P(ηv = −1) = p,
where p ∈ [0, 1]. If ηv = 1, we place the operation + (addition) at the vertex v and, if
ηv = −1, we place the operation min (minimum) at v. We use these operations recursively
starting from the leaves to construct a random variable XN at the root as follows. If v is
a leaf, we set Xv = 1. If w is a vertex of the tree with children v1, v2, we set
Xw =
{
Xv1 +Xv2 , if ηw = 1,
min(Xv1 , Xv2), if ηw = −1.
(1)
An example of the construction above is given in Figure 1. Last, we set XN = Xroot. The
goal of this paper is to answer the question:
What is the typical syze of XN for N large? (2)
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Figure 1: The construction of the random variable XN . Here N = 5 and X5 = 4. Red
circles represent minimization while blue squares represent addition.
Question (2) (with p = 1/2) was raised as an open problem by Robin Pemantle in
his talk “(Some of) my favorite (current) problems” at the 2017 Southeastern Probability
Conference. The value of XN models the total mass of a particle system or the capacity
of a network flow through a sequence of merges or annihilations. Here, each vertex of
T represents a channel of this network or the moment that two particles interact. Each
channel either processes all incoming traffic (merging) or just takes the smallest input
(selection). The stochastic process considered in this paper is a toy model that provides a
rigorous framework for such flow/particle systems.
The process defined through (1) can be described by a random recursive relation. Ran-
dom recurrence relations such as (1) were also studied by Kesten [8], Carmona-Petit-Yor [3]
and Collamore [4] in the context of one dimensional or linear recursions. The equations
considered in these papers (see also Aldous-Bandyopadhyay [1] and the references therein
for related questions) were motivated by financial processes or by the study of random
walks in random environments. In a random hierarchical lattice, this problem is related
to the graph distance between two boundary points (see Hambly-Jordan [7]). The process
XN is also related and inspired by the study of Boolean trees [6,10]. The reader is invited
to check the paper of Pemantle-Ward [10] and its references for more in this topic.
It is not difficult to determine the asymptotic behavior of XN when p 6= 1/2 (see
Section 5). If p < 1/2 then XN is a tight family of random variables (Theorem 2), while
for p > 1/2, XN grows exponentially with N . Our main theorem deals with the critical
case of (2), when p = 1/2.
Theorem 1. Let p = 1/2 and c = pi2/3. For all t ∈ R,
lim
N→∞
P
(
1√
cN
logXN ≤ t
)
=

0, if t ≤ 0,
t2, if 0 ≤ t ≤ 1,
1, if t ≥ 1.
The theorem above implies that XN is of order exp(
√
N); this scaling was conjectured
by Robin Pemantle, although not the exact value of the constant c. From the above
2
theorem, we also obtain the behavior of the expectation of logXN .
Corollary 1. Let p = 1/2. Then
lim
N→∞
1√
N
E logXN =
2pi
3
√
3
.
Our strategy for proving Theorem 1 is to study a recurrence relation for the distribution
function of XN . In order to describe this recurrence, let N, k ≥ 1, and set
pN,k := P (XN ≥ k) .
Consider the two subtrees of depth N attached to the root r of a tree TN+1 of depth N+1.
Let v1 and v2 be the two children coming from the root of the tree TN+1. Note that we
can decompose the event {XN+1 ≥ k} into a union of disjoint events:
{XN+1 ≥ k} = {Xv1 ≥ k,Xv2 ≥ k} ∪ {ηr = +, Xv1 ≥ k,Xv2 < k}
∪ {ηr = +, Xv1 < k,Xv2 ≥ k}
∪ {ηr = +, Xv1 = 1, k > Xv2 ≥ k − 1}
∪ {ηr = +, Xv1 = 2, k > Xv2 ≥ k − 2}
· · ·
∪ {ηr = +, Xv1 = k − 1, k > Xv2 ≥ 1}.
This decomposition yields the recurrence:
pN+1,k = p
2
N,k +
1
2
(
2pN,k(1− pN,k) + (pN,1 − pN,2)(pN,k−1 − pN,k)
+ (pN,2 − pN,3)(pN,k−2 − pN,k) + · · ·
+ (pN,k−1 − pN,k)(pN,1 − pN,k)
)
,
that is,
pN+1,k − pN,k = 1
2
k−1∑
`=1
(pN,` − pN,`+1)(pN,k−` − pN,k). (3)
The initial condition is given by
p1,1 = 1, p1,k = 0, for k > 1.
Our strategy is to show that
pN,k = P
(
XN ≥ k
)
∼ 1− log(k)
2
cn
,
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as N gets large. As we will see later on, the main observation is that the right hand side of
the recurrence (3) has non-negative partial derivatives in the variables pN,`, 1 ≤ ` ≤ k− 1.
This allow us to change (3) to a sequence of inequalities and this approach provides upper
and lower bounds for pN+1,k.
We end this section commenting on previous unpublished work on this question. These
remarks were communicated to us by Robin Pemantle [9] and are not used in this paper.
First, Albert Chen proved that P(XN = k) decreases with k for any N fixed. This fact was
independently discovered by Tam Cheetham-West at PCMI. Second, Thomas Duquesne
established the upper bound
lim
N→∞
P
(
logXN/
√
N ≤ 2
)
= 1.
Last, a lower bound was recently discovered by Jian Ding:
P
(
logXN/
√
N ≤ ε
)
< g(ε),
for some function g so that g(ε)→ 0 as ε→ 0.
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2 Upper Bound for pN,k
In this section, we establish an upper bound for pN,k. Our main goal is to prove the
following proposition.
Proposition 1. Let C > pi2/3. There exists β > 1 and N0 such that for all N ≥ 1, if we
let n = N +N0 and k ≥ 1,
pN,k ≤
1−
log(k)2
nC if log k <
√
nC + β2 − β,
(
2β
√
nC+β2−2β2
Cn )e
−β−1(log k−(
√
nC+β2−β)) if log k ≥
√
nC + β2 − β.
(4)
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We first explain the main construction behind the proof of the proposition above.
Suppose we choose an array of numbers {qN,k}N,k≥1, that satisfies the following inequality
for N ≥ N0, k ≥ 1:
qN+1,k − qN,k ≥ 1
2
k−1∑
`=1
(qN,` − qN,`+1)(qN,k−` − qN,k), (5)
and such that
qN0,k ≥ p1,k = 1{k = 1} for all k ≥ 1. (6)
Furthermore, assume that for each N and k, the vector (qN,1, . . . , qN,k) belongs to the
set
Sk =
{
(x1, . . . , xk) ∈ Rk
∣∣∣∣1 ≥ x1 ≥ x2 ≥ · · · ≥ xk ≥ 0}.
Then, we claim that by induction
qN0+N,k ≥ p1+N,k, for all k ≥ 1, N ≥ 1. (7)
Indeed, define the function
f(x1, x2, . . . , xk) := xk +
1
2
k−1∑
`=1
(x` − x`+1)(xk−` − xk). (8)
The function f has partial derivatives given by
∂f
∂xj
=
{
1− x1 + xk, if j = k,
xk−j − xk−j+1, if j < k,
(9)
which are non-negative in the domain Sk.
Now assume that for some N , qN0+N,j ≥ p1+N,j for all j ≤ k. Using the recurrence (5),
we obtain
qN0+N+1,k ≥ qN0+N,k +
1
2
k−1∑
`=1
(qN0+N,` − qN0+N,`+1)(qN0+N,k−` − qN0+N,k)
= f(qN0+N,1, . . . , qN0+N,k)
≥ f(p1+N,1, . . . , p1+N,k)
= pN+2,k,
where in the last inequality we used the inductive hypothesis and the fact that the partial
derivatives of f are non-negative in Sk. The last equality is (3). Hence, this calculation
combined with (6) proves our claimed inequality (7). To sum up, we have proven:
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Lemma 1. Assume that {qN,k}k,N≥1 is an array that satisfies (5) and (6) and such that
(qN,1, . . . , qN,k) ∈ Sk for all N and k. Then (7) holds. In this case, we say that the array
qN,k is an upper bound for pN,k.
Remark 1. If the initial condition (6) is replaced by
qN0,k ≥ p1,k for 1 ≤ k ≤ K0,
and inequality (5) is only required to hold for k ≤ K0, then the proof of Lemma 1 implies
qN0+N,k ≥ p1+N,k, for all N ≥ 1 and 1 ≤ k ≤ K0.
In this case, we say that qN,k is an upper bound for pN,k when k ≤ K0.
Let us now use this strategy to show an upper bound for small k ≤ K0.
Lemma 2. For any c > pi2/3 there exists a N0 ≥ 1 such that for N ≥ N0
qN,k := 1− log(k)
2
cN
is an upper bound for pN,k when k ≤ K0 = 150.
Proof. Note that for k = 1, we check directly that qN,1 = 1 is an upper bound for pN,1.
Now, we define a sequence of constants bk, 1 ≤ k ≤ 150 as follows. Let b1 = 0 and for
k > 1, let bk be the positive root of the polynomial:
b2k − 2bk −
(
(b2 − b1)bk−1 + (b3 − b2)bk−2 + · · ·+ (bk−1 − bk−2)b2
)
= 0. (10)
Letting dk denote the constant term in (10), that is,
dk = (b2 − b1)bk−1 + (b3 − b2)bk−2 + · · ·+ (bk−1 − bk−2)b2,
we obtain
bk = 1 +
√
1 + dk.
The sequence bk for 1 ≤ k ≤ 150 can be explicitly computed with b2 = 2, and b3 = 1 +
√
5.
It can be verified numerically that for this range of values of k,
bk >
3 log(k)2
pi2
.
The statement of Lemma 2 will now follow once we prove that for any choice of {ak}1≤k≤150
with 0 < ak < bk, there exists N0 = N0({ak}) such that
pN,k ≤ 1− ak
N +N0
for all N ≥ 1.
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We prove this fact by induction on k. Let k > 1, and assume the result holds for
1, . . . , k−1. Then, without loss of generality we can assume that there exists a δ > 0, such
that a` = b` − δ, for 1 ≤ ` ≤ k − 1.
Set
q′N,j = 1−
aj
N
= 1− bj − δ
N
, 1 ≤ j ≤ k − 1 and q′N,k = 1−
ak
N
.
If we can show that for this k, inequality (5) holds for the array {q′N,j}1≤j≤k and for large
N ≥ N1, then it will follow by Remark 1 that
pN,k ≤ qN+N2,k for all N ≥ 1,
with N2 = max{N0, N1}, as desired.
Calculating the right side of inequality (5) for q′N,k, we get
Z : = 1
2N2
(
(a2 − a1)(ak−1 − ak) + (a3 − a2)(ak − ak−2) + · · ·+ (ak − ak−1)(ak − a1)
)
=
1
2N2
(
2ak + (a
2
k − 2ak − ((b2 − b1)(bk−1 − δ) + (b3 − b2)(bk−2 − δ)
+ · · ·+ (bk−1 − bk−2)(b2 − δ)− (bk−1 − δ)(b1 − δ))
)
=
1
2N2
(2ak + Ψ(δ)).
Define
gk(x) = x
2 − 2x− dk.
Now, we claim that if we choose δ small enough, we have Ψ(δ) < 0. Indeed, Ψ is continuous,
and Ψ(0) = gk(ak) < 0 since gk is a quadratic polynomial with positive first term, and
ak lies between the two roots of gk by assumption. Choosing δ such that Ψ(δ) < 0, and
setting Ψ(δ) = −2ε < 0 for some ε > 0 then
Z = 1
2N2
(2ak − 2ε) = 1
N2
(ak − ε) ≤ ak
N(N + 1)
= q′N+1,k − q′N,k.
Here, the inequality holds for large N ≥ N1. Thus, inequality (5) holds for q′N,k. If
necessary we make N1 larger so that q
′
N1,k
≥ 0. This ends the proof of Lemma 2.
2.1 Proof of Proposition 1
Fix δ > 0 and set C = (1 + δ)pi2/3. We will soon choose β = β(δ) > 0 and define
qN,k =
1−
log(k)2
NC if log k <
√
NC + β2 − β,
(
2β
√
NC+β2−2β2
NC )e
−β−1(log k−(
√
NC+β2−β)) if log k ≥
√
NC + β2 − β.
(11)
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Our goal in this section is to show that for this choice of qN,k we have some N0 ≥ 1 such
that
pN,k ≤ qN0+N,k, for all N ≥ 1, k ≥ 1. (12)
Note that by Lemma 2, we know that (12) holds for k ≤ 150 and all N ≥ 1. In what
follows, we will always take N ≥ N0 and increase the choice of N0 when necessary without
mentioning. This will happen a finite number of times. Last, we will say that the pair
(N, k) (or the variable qN,k) is from model 1 if
log k <
√
NC + β2 − β.
Otherwise, we say that (N, k) is from model 2.
We will break the proof of (12) into three cases: (N, k) and (N + 1, k) are from model
1, (N, k) and (N + 1, k) are both from model 2, or (N, k) is from model 2 and (N + 1, k)
is from 1.
Lemma 3. If log(k) <
√
NC + β2 − β, the recurrence (5) is satisfied for qN,k as in (11).
Furthermore, we have
qN+1,k − qN,k − 1
2
k−1∑
`=1
(qN,` − qN,`+1)(qN,k−` − qN,k) ≥ γ(C)(log k)
2
N2
, (13)
where γ(C) > 0 for all C > pi2/3.
In the proof of the above lemma we will need the following fact.
Lemma 4. Let
h(k) =
k−1∑
`=1
1
`
log
(
k
k − `
)
.
Then h(k) ≤ pi26 for all k ≥ 1 and
lim
k→∞
h(k) =
pi2
6
.
Proof. First, by Taylor’s theorem,
h(k) =
k−1∑
`=1
1
`
(
`
k
+
`2
2k2
+
`3
3k3
+ · · ·
)
.
Switching the order of summation (since all terms are positive), we obtain
h(k) =
∞∑
a=1
1
aka
k−1∑
`=1
`a−1. (14)
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As
k−1∑
`=1
`a−1 ≤
∫ k
1
xa−1dx ≤ k
a
a
,
we have
h(k) ≤
∞∑
a=1
1
a2
=
pi2
6
,
which shows the first fact. The second fact follows directly by the dominated convergence
theorem. Indeed, by Faulhaber’s generalized formula for sum of powers [5, Page 106], we
have
k−1∑
`=1
`a−1 =
ka
a
+ r(k),
where r(k) is a polynomial of degree (a− 1). Therefore, the ath term in (14) is given by
k−1∑
`=1
`a−1
aka
=
1
a2
+
r(k)
aka
→k→∞ 1
a2
.
Proof of Lemma 3. In this case, all qN,j , for j ≤ k and qN+1,k are from model 1. Thus
qN+1,k − qN,k = (log k)
2
CN(N + 1)
≥ 3(log k)
2
(1 + δ)pi2N2
(15)
for large N . Set
X =
1
2
k−1∑
`=1
(qN,` − qN,`+1)(qN,k−` − qN,k),
so that
S := 2C2N2X =
k−1∑
`=1
(log(`+ 1)2 − log(`)2)(log(k)2 − log(k − `)2). (16)
Set
e` = log(`+ 1)
2 − log(`)2 − 2log(`)
`
.
Since ∂
2
∂x2
(log x)2 < 0 for all x ≥ 3, e` < 0 for ` ≥ 3. Thus, as max{(log 2)2, (log 3)2 −
(log 2)} ≤ 1,
9
S ≤
k−1∑
`=3
(
2 log `
`
)
((log k)2 − log(k − `)2) + 2(log k)2 − log(k − 1)2 − log(k − 2)2
+
120∑
`=3
e`((log k)
2 − log(k − `)2)
≤
k−1∑
`=3
(
2 log(`)
`
)
((log k)2 − log(k − `)2) + 6 log(k − 2)
k − 2 +
120∑
`=3
e`
2` log k
k
≤
k−1∑
`=3
(
2 log(`)
`
)
((log k)2 − log(k − `)2) +
(
7 +
120∑
`=3
2`e`
)
log(k)
k
.
A direct computation shows that
∑120
`=3 2`e` < −7, so the sum above is bounded by
k−1∑
`=3
(
2 log(`)
`
)
((log k)2 − log(k − `)2).
Using that
(log k)2 − log(k − `)2 = (log k)2 −
(
log k + log
(
k − `
k
))2
≤ −2 log(k) log
(
k − `
k
)
,
we conclude that for k ≥ 150,
S ≤ −
k−1∑
`=3
2 log `
`
(
2 log k log
(
k − `
k
))
≤ 4(log k)2
k−1∑
`=3
1
`
log
(
k
k − `
)
≤ 4(log k)2pi
2
6
,
where in the last line we used Lemma 4. As a result, we obtain from (15) and (16) that
X ≤ (log k)2 pi
2
3C2N2
≤ (log k)
2
(1 + δ)CN2
≤ (log k)
2
CN(N + 1)
= qN+1,k − qN,k, (17)
so inequality (5) holds for this case. To check (13) just take the difference in (17).
The next lemma deals with the intermediate case.
Lemma 5. Inequality (5) holds when√
NC + β2 − β ≤ log k <
√
(N + 1)C + β2 − β.
10
Proof. In this case we have that (N + 1, k) is from model 1, but (N, k) is from model 2.
Our strategy is to recall that inequality (5) holds when all variables are sourced from model
1, as in Lemma 3 and then change the variables qN,k−` to model 2, for ` such that
log(k − `) ≥
√
NC + β2 − β.
Let L be the largest of such `’s. Note that L ≤ k/3. Define
q
(1)
N,` = 1−
(log `)2
NC
,
q
(2)
N,` = (
2β
√
NC + β2 − 2β2
NC
)e−β
−1(log `−(
√
NC+β2−β)), for 0 ≤ k − ` ≤ L,
q
(2)
N,` = q
(1)
N,` for k − ` > L, and set
Y (i) = f(q
(i)
N,0, . . . , q
(i)
N,k),
for i = 1, 2 and f given in (8).
By (13)
qN+1,k − Y (1) > γ(C) log(k)
2
N2
≥ γ(C)
2N
,
for N large enough. As a result, it suffices to show
Y (2) − Y (1) ≤ γ(C)
2N
.
We bound Y (2)−Y (1) by considering the changes due to each variable qN,k−` for 0 ≤ ` ≤ L,
Y (2) − Y (1) ≤
L∑
`=0
(q
(2)
N,k−` − q(1)N,k−`)
∂f
∂qN,k−`
(ξ`),
for some q
(1)
N,k−` ≤ ξ` ≤ q(2)N,k−`. Using (9), we have
Y (2) − Y (1) ≤
L∑
`=0
(q
(2)
N,k−` − q(1)N,k−`)
∂f
∂qN,k−`
(ξ`) ≤ Lmax
`=0
(q
(2)
N,k−` − q(1)N,k−`)
L∑
`=0
∂f
∂qN,k−`
(ξ`)
≤ Lmax
`=0
(q
(2)
N,k−` − q(1)N,k−`)(1 +
L∑
`=1
ξk−` − ξk−`−1) ≤ 2 Lmax
`=0
(q
(2)
N,k−` − q(1)N,k−`).
We now end the proof of Lemma 5 by claiming that for N large enough
L
max
`=0
(q
(2)
N,k−` − q(1)N,k−`) ≤
γ(C)
4N
.
11
Indeed, by making the change of variables m = log(k − `), we see that computing
maxL`=0(q
(2)
N,k−` − q(1)N,k−`) is equivalent to minimizing
g(m) = 1− m
2
CN
− 2β
√
NC + β2 − 2β2
NC
e−α1(m−(
√
NC+β2−β)),
over the range
√
NC + β2 − β ≤ m <√(N + 1)C + β2 − β. Thus, it suffices to show
min√
NC+β2−β≤m<
√
(N+1)C+β2−β
g(m) ≥ −γ(C)
4N
.
Notice that g is concave with
g′′(m) =
−2
CN
− 2βα
2
1
√
NC + β2 − 2β2
NC
e−α1(m−(
√
NC−)) < 0.
As a result, it’s minimum over the range
√
NC + β2 − β ≤ m ≤ √(N + 1)C + β2 − β
must occur at one of the two endpoints. That is, for all m,
g(m) ≥ min{g(
√
NC + β2 − β), g(
√
(N + 1)C + β2 − β)}.
Now, we calculate the value of g at these two endpoints. At the first endpoint, the two
models are by design chosen to be equal, that is,
g(
√
NC + β2 − β) = 1− NC − 2β
√
NC + β2 + 2β2
NC
− 2β
√
NC + β2 − 2β2
NC
= 0.
At the second endpoint, we have
g(
√
(N + 1)C + β2 − β)
≥ 1− (N + 1)C − 2β
√
(N + 1)C + β2 + 2β2
NC
− 2β
√
NC + β2 − 2β2
NC
e
− Cα
2
√
(N+1)C+β2
≥ − 1
N
+
−2β2
NC
+
2β
√
(N + 1)C + β2
NC
− 2β
√
NC + β2 − 2β2
NC
(
1− α1C
2
√
(N + 1)C + β2
+O
(
1
N
))
≥ −1
N
+
−2β2
NC
+
2β2
NC
+
2β
√
(N + 1)C + β2
NC
− 2β
√
NC + β2
NC
+
√
NC + β2
n
√
(N + 1)C + β2
+O
(
1
N3/2
)
≥ −1
N
(|2β2/C − 1| C√
NC + β2
) +O
(
1
N3/2
)
= O
(
1
N3/2
)
≥ −γ(C)
4N
,
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for N large enough. Thus, we have the desired bound for g(m) and this concludes that
recurrence (5) is satisfied in this case.
We now deal with the case when both (N, k) and (N + 1, k) are from model 2, that is,
log k ≥√(N + 1)C + β2 − β. Let α = β−1. In this case, we can write
qN,k =
2β(
√
NC + β2 − 2β2)
CN
eα(
√
NC+β2−β) 1
kα
= θN
1
kα
, (18)
for some constant θN that does not depend on k.
Lemma 6. Inequality (5) holds when√
(N + 1)C + β2 − β ≤ log k.
Proof. Note that in this case, qN,k is also from model 2. As before, we need to show
qN+1,k ≥ qN,k +X with X as in (16). Set
S(k) :=
k−1∑
`=1
(
1
`α
− 1
(`+ 1)α
)(
1
(k − `)α −
1
kα
)
.
If all qN,`’s were from model 2, then we would have X = θ
2
NS(k)/2. Our strategy here
is to first get a bound for S(k) as above and then see the effects of changing qN,`’s to their
true values.
Lemma 7. For any ε > 0, there exists α0 > 0 such that for all 0 < α < α0, k ≥ 1,
S(k) ≤ α
2
k2α
(1 + ε)
pi2
6
.
Proof of Lemma 7. Let 0 < α < 1/2. Note that
S(k) ≤
k−1∑
`=1
α
`1+α
(
1
(k − `)α −
1
kα
)
=
k−1∑
`=1
α
`1+α
1
kα
(
(1− `
k
)−α − 1
)
.
Now, we expand via binomial series as ` < k to obtain
S(k) ≤
k−1∑
`=1
α
`1+α
1
kα
(
α`
k
+
(−α)(−α− 1)`2
2k2
+ · · ·
)
.
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All terms in the above series are positive, so we can switch the order of summation. Setting
γj = (−1)j−1(−α− 1) · · · (−α− (j − 1)), and bounding the series, we have
S(k) ≤
∞∑
j=1
k−1∑
`=1
α2γj
j!`1−j+αkj+α
≤
∞∑
j=1
α2γj
j!kj+α
k−1∑
`=1
`j−1−α ≤
∞∑
j=1
α2γj
j!kj+α
1
j − αk
j−α =
∞∑
j=1
α2γj
j!k2α
1
j − α.
Now,
S(k) ≤ α
2
k2α
∞∑
j=1
1
j2
j + 2α
j
j−1∏
i=1
i+ α
i
≤ α
2
k2α
∞∑
j=1
1
j2
e2α
j−1∏
i=1
eα/i =
α2
k2α
∞∑
j=1
1
j2
e2αeαHj−1
≤ α
2
k2α
∞∑
j=1
1
j2
e2αeα(1+log(j)) =
α2
k2α
∞∑
j=1
1
j2−α
e3α.
Here, Hn is the n
th harmonic number. We notice that the series
∞∑
j=1
1
j2−α
e3α
is summable for α < 1, so we can apply the monotone convergence theorem to conclude
that it converges to pi
2
6 as α → 0. This means that for any ε > 0 we can choose α small
enough so that
S(k) ≤ α
2
k2α
(1 + ε)
pi2
6
.
Now, note that by Lemma 7, and (18)
θ2NS(k)
2
≤ θ
2
Nα
2pi2(1 + ε)
12k2α
=
α2q2N,kpi
2(1 + ε)
12
.
Furthermore, for any ε > 0, if we take N large enough,
qN+1,k/qN,k =
N
N + 1
√
(N + 1)C + β2 − 2β2√
NC + β2 − 2β2 e
α(
√
(N+1)C+β2−
√
NC+β2)
≥ e−2/N+
αC
2
√
(N+1)C+β2
≥ eα
√
C
2
√
N
(1−ε)
.
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Thus, for N large enough, using the bound qN,k ≤ 2β√NC , β = α−1,
qN,k +
θ2NS(k)
2
≤ qN,k
(
1 +
α2qN,kpi
2(1 + ε)
12
)
≤ qN,k
(
1 +
pi2(1 + ε)α
6
√
NC
)
≤ qN,ke
pi2(1+ε)α
6
√
NC
≤ qN+1,ke
pi2(1+ε)α
6
√
NC
−α
√
C
2
√
N
(1−ε) ≤ qN+1,k.
For this last inequality to hold, we need:
α
√
C(1− ε)
2
√
N
− pi
2(1 + ε)α
6
√
NC
≥ 0⇔ C ≥ pi
2(1 + ε)
3(1− ε) ,
which is true by choosing ε small enough. Hence, we obtain
qN+1,k − qN,k ≥ θ
2
NS(k)
2
. (19)
Equation (19) is the equivalent of (5) if all the qN,`, 1 ≤ ` ≤ k, came from model 2. We
claim that the inequality is still satisfied if we replace qN,` by model 1 for the values of `
such that log(`) <
√
NC + β2 − β. We know that we will not have to switch ` = k.
Assume that N is large enough so that
√
NC + β2 − β < √NC. To compare the
two models for log(`) <
√
NC + β2 − β, we will show that the first model has smaller
negative-log-derivative at all ` such that log ` <
√
NC + β2 − β. This will imply model 2
is greater than model 1 for such `’s. First, for the second model
− ∂
∂m
log
[
(
2β
√
NC + β2 − 2β2
NC
)e−β
−1(m−(
√
NC+β2−β))
]
= α,
while for the first model:
− ∂
∂m
log(1− m
2
NC
) =
2m
NC(1− m2NC )
.
We see that this is an increasing function of m, and if we evaluate at boundary m =√
NC + β2 − β, we have:
2(
√
NC + β2 − β)
NC − (
√
NC + β2 − β)2 =
2(
√
NC + β2 − β)
2β
√
NC + β2 − 2β2 =
1
β
= α.
Now, we know that the model is continuous, and it is continuously differentiable, and model
1 has higher log derivative. This means that model 2 is always greater than model 1 for
log(`) <
√
NC + β2 − β (and equal at the boundary). As a result, we will be decreasing
15
qN,` when we switch models. This only further decreases the RHS of (5) because of non-
negative partial derivatives in qN,` for ` < k. This is because both model 2 and the true
values of qN,` are monotonic decreasing functions of `.
Proof of Proposition 1. The proof follows from Lemma 3, Lemma 5 and Lemma 6.
3 Lower Bound
Similarly to before, our goal is to show that there exists an array {qN,k}N≥1,k≥1, and
N0, N1 ≥ 1 such that for N ≥ N0:
qN+1,k − qN,k ≤ 1
2
k−1∑
`=1
(qN,` − qN,`+1)(qN,k−` − qN,k), (20)
0 ≤ qN,k ≤ qN,k−1 ≤ 1, for all k ≥ 1, (21)
and
qN0+N,k ≤ pN1+N,k, for all k ≥ 1. (22)
Such an array will be called a lower bound model.
Define the sequence of constants {ak} inductively as follows. Set a1 = 0, d1 = 0,
dk = ((a2 − a1)ak−1 + (a3 − a2)ak−2 + · · ·+ (ak−1 − ak−2)a2),
and
ak = 1 +
√
1 + dk. (23)
Calculated as such, we have a2 = 2, and a3 = 1 +
√
5, and so on.
Lemma 8. The array qN,k = 1− akN satisfies (20) and for each k ≥ 1, there is N0(k) and
N1(k) so that
qN0(k),k ≤ pN1,k.
Proof. We start by showing that (20) is satisfied for large N . Note that
qN+1,k − qN,k = ak
N(N + 1)
≤ ak
N2
.
Likewise, we can calculate the right hand side of (20) and use the definition of ak
a2k − 2ak − ((a2 − a1)ak−1 + (a3 − a2)ak−2 + · · ·+ (ak−1 − ak−2)a2) = 0,
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to obtain(
a2k − 2a1ak − ((a2 − a1)ak−1 + (a3 − a2)ak−2 + · · ·+ (ak−1 − ak−2)a2 − ak−1a1)
)
≥ 2ak,
which is exactly (20) in this case. Inequality (22) holds since we have a finite number of
terms and pN,k goes to 1 for each fixed k.
Fix K ≥ 1 and let c < pi2/3. Let bk, 1 ≤ k ≤ K be any non-negative, monotonic
non-decreasing sequence such that bK = c
−1 log(K)2 with
1− bk
N
≤ pN+N1,k, (24)
for some N1 ≥ 1. Define
qN,k =

1− bkN k < K
1− log(k)2Nc k ≥ K, log(k) <
√
Nc
0 k ≥ K, log(k) ≥ √Nc.
(25)
Note in particular that qN,k is actually a CDF for all large N . Then, we have the following
proposition, which is the main result of this section.
Proposition 2. There exists K¯ large such that if
qN,k ≤ pN+N1,k, for all K ≤ k ≤ K¯
then qN,k satisfies the inequalities (20), (21) and (22) for k ≥ K¯ and for all large N .
Before starting the proof of the proposition we will need a few lemmas.
Definition 1. Let A > 0. We say that inequality (20) is satisfied with breathing room A if
A ≤ 1
2
k−1∑
`=1
(qN,` − qN,`+1)(qN,k−` − qN,k)− qN+1,k + qN,k.
Lemma 9. For all δ > 0, there exists Kδ such that for all k ≥ Kδ and for all c < pi23 ,
when we set q′N,j = 1− log(j)
2
Nc for all N, j, then inequality (20) holds for q
′
N,j with breathing
room  log(k)
2
N2
, where  = 1
c2
(pi
2
3 (1− δ)− c).
Proof. Let δ > 0. First, we have:
q′N+1,k − q′N,k =
log(k)2
N(N + 1)C
≤ log(k)
2
N2c
.
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Now, the right side of (20) is given by
X =
1
2c2N2
S,
where
S : =
k−1∑
j=1
(log(j + 1)2 − log(j)2)(log(k)2 − log(k − j)2)
≥
k−1∑
j=1
(
2 log(j + 1)
j + 1
)(log(k)2 − log(k − j)2).
Here, we used that log(j + 1)2− log(j)2 ≥ 2 log(j+1)j+1 for each j ≥ 3. Although this does not
hold for smaller j, the above bound is valid for large k by same techniques as in the upper
bound.
Next, let A be a large integer so that 1A < δ/3. Choose k large enough so that:
log(k)− logA
log(k)
k −A
k
≥ 1− δ/3. (26)
As
log(k)2 − log(k − j)2 = −2 log(k) log
(
k − j
k
)
− log
(
k − j
k
)2
,
if set
Bk =
k−1∑
j=1
(
1
j
)
log
(
1− j
k
)2
,
we have:
S ≥
k−1∑
j=1
(
2 log(j + 1)
j + 1
)
(
−2 log(k) log
(
k − j
k
)
− log(k − j
k
)2
)
≥ 4 log(k)2
k−1∑
j=bk/Ac
log(j + 1)
log(k)
j
j + 1
(−1
j
)
log
(
k − j
k
)
−Bk log(k)
≥ 4 log(k)2
k−1∑
j=bk/Ac
log(k)− log(A)
log(k)
k −A
k
(−1
j
)
log
(
k − j
k
)
−Bk log(k)
≥ 4(1− δ/3) log(k)2
k−1∑
j=bk/Ac
(−1
j
)
log
(
k − j
k
)
−Bk log(k)
= 4(1− δ/3) log(k)2MA(k)−Bk log(k).
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In the last line we defined:
MA(k) =
k−1∑
j=bk/Ac
(−1
j
)
log
(
k − j
k
)
. (27)
We choose k large enough and use Lemma 11 below to get
Bk log(k) ≤ 12 log(k) ≤ 4δ log(k)
2pi2
10
. (28)
Therefore, we will have by Lemma 10 below for large k ≥ Kδ that:
S ≥ 2pi
2(1− δ) log(k)2
3
.
Thus, X ≥ pi2(1−δ) log(k)2
3c2N2
. This gives us  log(k)
2
N2
breathing room, where
 =
1
c2
(
pi2
3
(1− δ)− c
)
,
as desired.
We now state and prove the two bounds used in the end of the proof of Lemma 9.
Lemma 10. Let MA be defined as in (27). Then
lim inf
k→∞
MA(k) ≥ pi
2
6
− pi
2
6A
.
Proof. By Taylor’s theorem,
MA(k) = −
k−1∑
j=bk/Ac
(
1
j
)
log
(
1− j
k
)
=
k−1∑
j=bk/Ac
(
1
j
)(
j
k
+
j2
2k2
+
j3
3k3
+ · · ·
)
.
Switching the order of summation, we can write the function of interest using the function
h(k) from Lemma 4:
MA(k) =
∞∑
a=1
k−1∑
j=bk/Ac
ja−1
aka
= h(k)−
∞∑
a=1
bk/Ac−1∑
j=1
ja−1
aka
.
Notice that we can bound the sum of the (a− 1) powers of j as:
bk/Ac−1∑
j=1
ja−1 ≤
∫ k/A
1
xa−1dx ≤ (k/A)
a
a
≤ k
a
aA
.
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Consequently:
∞∑
a=1
bk/Ac−1∑
j=1
ja−1
aka
≤
∞∑
a=1
1
Aa2
=
pi2
6A
.
Combined with Lemma 4, we achieve the result.
Lemma 11. Bk is uniformly bounded above by a constant ρ < 12 for all k.
Proof. We proceed as in the proof of the lemma above and we write
Bk =
∞∑
a=1
Sa
k−1∑
j=1
ja−1
ka
, with Sa =
a−1∑
i=1
1
i(a− i) .
We can bound Sa as
Sa =
a−1∑
i=1
1
i(a− i) ≤ 2
a∑
i=1
1
i(a/2)
=
4Ha
a
≤ 4(log a+ 1)
a
.
Consequently:
Bk ≤
∞∑
a=1
4(log a+ 1)
a2
< 12,
which ends the proof.
We are now ready to prove Proposition 2.
Proof of Proposition 2. First, we let N0 be large enough so that that qN,k is a valid CDF
and thus satisfies (21). It is also not difficult to see that qN,k satisfies (22). We now prove
that inequality (20) is satisfied for each k. We first consider the case where log k <
√
Nc.
Note that qN,j 6= q′N,j only if j ≤ K. We only consider k sufficiently large (k ≥ 2K), so
that the difference qN,j − q′N,j is given by ejN , where ej = bj − log(j)
2
c .
Choose K¯ ≥ 2K large such that
8
K−1∑
j=1
ej ≤ K¯ log(K¯). (29)
We now calculate the effect of the difference qN,j − q′N,j on the right hand side of (20).
As before, set
X =
1
2
k−1∑
`=1
(qN,` − qN,`+1)(qN,k−` − qN,k),
X ′ =
1
2
k−1∑
`=1
(q′N,` − q′N,`+1)(q′N,k−` − q′N,k).
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Taking derivative of X with respect to qN,j , we get
qN,k−j − qN,k−j+1 ≤ 2 log(k − j)
(k − j)cN .
Thus,
|X −X ′| =
K−1∑
j=1
ej
N
2 log(k − j)
(k − j)cN ≤ 4
K−1∑
j=1
ej
log(k)
kN2
≤  log(k)
2
2N2
. (30)
The last inequality holds for k ≥ K¯. This shows that inequality (20) is satisfied for the
case K¯ ≤ k and log(k) < √Nc since the bound obtained in (30) is less than the breathing
room from Lemma 9.
Now, we consider the case where
√
Nc ≤ log(k) <√(N + 1)c. Then for j in the range√
Nc ≤ log(j) < √(N + 1)c, we need to increase from q′N,j to 0. Repeating the strategy
above all partial derivatives are non-negative except for
∂(X ′ + q′N,k)
∂q′N,k
= 1− q′N,1 + q′N,k = q′N,k = 1−
log(k)2
cN
≥ 1− (N + 1)c
cN
= − 1
N
.
However, 1N is also the amount that we need to increase q
′
N,k to 0 in this range and the
cost incurred is bounded above by
1
N2
≤  Nc
4N2
≤  log(k)
2
4N2
,
which is less than the remaining breathing room. Thus, inequality (20) is satisfied for all
k so that log(k) ≤ √(N + 1)c. In the case log(k) > √(N + 1)c, we do not need to check
(20) as, by definition, qN+1,k = 0 is a lower bound for pN+1,k.
3.1 Construction of the sequence bk
We now construct the sequence that we use in (25). In particular we verify that for any
c < pi2/3 we can find a sequence bk and K ≥ 1 so that (24) holds and bK = c−1 log(K)2.
We start by the following Lemma.
Lemma 12. There exist integers K0 and N1 such that for all k ≥ K0,
1− log(k)
2
N
≤ pN+N1,k for all N ≥ 1.
Proof. As shown in Proposition 2, this follows by showing that bk = log(k)
2 for K ≤ k ≤ K¯
is a lower bound for pN,k. Lets first calculate how large the constant K¯ from Proposition
21
2 needs to be in this case. We need to check (26),(28), (29), and that K¯ ≥ Kδ. Set
δ = 2/3, A = 8, K = 33. For k < 33 we set bk = ak, from (23). For these choices,
Equation (28) is immediately satisfied for k ≥ 100 and  ≥ 112 . Equation (29) is verified
numerically for k ≥ 1000, while (26) holds for k ≥ 12000. In order for K¯ ≥ Kδ, we need
h(k) ≥ pi2/6(1− 1/11) for all k ≥ K¯. This holds because
pi2
6A
+
pi2
6 · 11 ≤
pi2δ/3
6
and that for k ≥ 10000, f(k) ≥ 1.50 ≥ pi2/6(1− 1/11). Indeed,
h(k) =
∞∑
a=1
k−1∑
j=1
ja−1
aka
≥
7∑
a=1
k−1∑
j=1
ja−1
aka
=
600− 7826k2 + 57435k4 − 316890k5 + 266681k6
176400k6
≥ 1.51− 382751
176400k
≥ 1.5.
Thus, we set K¯ = 12000 and check that for K ≤ k ≤ K¯ that ak ≤ log(k)2.
3.1.1 Choosing of the constants
We now fix the constants that we use in the remaining of this section. Choose δ > 0 such
that pi2/3(1− δ) > c. Then set c˜ = pi23 (1− δ). Next, recall the constants aj from (23) and
let K0 = 33.
Set 40 = c˜− 1, C1 =
∑K0−1
j=1 4aj , and Kr = be
√
r+r0c with r0 large enough so that
K1 ≥ Kδ, C1
√
2 + r0
e2+r0 − 1 ≤
40
2c˜2
, and K2 −K1 > K0.
Next, set
C2 = 3 + r0, C3 =
√
1 + r0,
C4 =
√
1 + r0
4C3pi
2
3
, C5 = C2 + 2C4,
C6 = 2r040 + 12, Ctotal = C6 + C1 + 2C5.
Let a be so that a ≤ 1, a ≤ 12c˜Ctotal , a ≤ 14K0c˜2 and b chosen small enough so that
b ≤ a2(r0+3) . Last, define
4r =
{
c˜− 1, r = 1
41r−b, r > 1,
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cr = c˜−4r and define
qN,k =
{
1− akN k < K0,
1− log(k)2ciN Ki ≤ k < Ki+1.
The intuition is that we are constructing a sequence of step functions that are valid lower
bound models. These models will have jumps at k = Kr of size δr to cr.
Proposition 3. For each k, there exists Nk such that qN,k satisfies (20) for N ≥ Nk.
Proof. Nk is first chosen large enough so that {qN,j}j≥1 is a valid CDF up to j = k. For
k < K0, we refer the reader to our exact calculation of ak in (23). For K0 ≤ k < K2, we
refer to Lemma 9 above. Next, define
δr+1 = 4r+1 −4r = 41(r−b − (r + 1)−b) ≤ 41br−(1+b) = b4r
r
≤ a4r+1
r + r0 + 2
≤ a4r+1
log(Kr+1)2
.
Fix r ≥ 1 and let Kr+1 ≤ k < Kr+2. As in the proof of Proposition 2, we will have to
estimate the errors when we switch models. We change the variables from model r + 1 to
model 1 by interpolating the c values continuously from cr+1 to cr, and then to cr−1, all
the way to 1. Precisely, we choose non-increasing functions ci(t) from cr+1 to ci as follows
ci(0) = cr+1, ci(1) = ci, |ci(t)− ci+1(t)| ≤ δi+1
and we set
qN,m(t) = 1− log(m)
2
ci(t)N
, for Ki ≤ m < Ki+1.
When all qN,j are equal to 1− log(j)
2
Ncr+1
, we can apply Lemma 9 with c = cr+1 to obtain that
the breathing room for this model is equal to
r+1 =
1
c2r+1
(
pi2
3
(1− δ)− cr+1) ≥ 1
c˜2
4r+1.
As a result, we have:
r+1 log(k)
2
N2
≥ (r + 1)4r+1
N2c˜2
≥ r4r
N2c˜2
.
To shorten the notation, let f(t) = f(qN,1(t), . . . , qN,k(t)), where f is defined in (8). Now
f(0)− f(1) ≤
k∑
j=1
(qN,j(0)− qN,j(1)) sup
t∈(0,1)
∂f(qN,1(t), qN,2(t), . . . , qN,k(t))
∂qN,j
:= E(r).
The proof of the proposition will be complete if we show the following claim.
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Claim 1. For any r ≥ 1,
E(r) ≤ r4r
N2c˜2
.
We start by
Proposition 4. The following holds for 1 ≤ j < k
sup
t∈(0,1)
∂f
∂qN,j
(t) = sup
t∈(0,1)
qN,k−j(t)− qN,k−j+1(t)
≤
{
1
N , Ki ≤ k − j < Ki+1 − 1 and k − j < 3,
2 log(k−j)
(k−j)N , Ki ≤ k − j < Ki+1 − 1 and k − j ≥ 3.
(31)
Proof. Let m = k − j. We have
qN,m(t) = 1− log(m)
2
ci(t)N
, qN,m+1(t) = 1− log(m+ 1)
2
ci(t)N
.
And we can bound their difference:
qN,m(t)− qN,m+1(t) = 1
ci(t)N
(
log(m+ 1)2 − log(m)2
)
≤ 1
N
(
log(m+ 1)2 − log(m)2
)
.
The bound (31) now follows as log(m+ 1)2− log(m)2 ≤ 2 log(m)m if m ≥ 3 and log(m+ 1)2−
log(m)2 ≤ 1 is m = 1, 2.
Proof. We estimate the differences qN,j(0)− qN,j(1). If Kαj ≤ k − j < Kαj+1 − 1, αj ≥ 0,
then
qN,j(0)− qN,j(1) = (1− log(j)
2
cr+1N
)− (1− log(j)
2
cαjN
) ≤ log(j)
2(cr+1 − cαj )
N
.
By Propostion 4 and the above display, if we set
E1 =
k∑
j=k−K0+1
(qN,j(0)− qN,j(1)) sup
t∈(0,1)
∂f(qN,1(t), qN,2(t), . . . , qN,k(t))
∂qN,j
,
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then
E(r) ≤
k−K0∑
j=1
log(j)2(cr+1 − cαj )
N2
(
log(k − j + 1)2 − log(k − j)2
)
+ E1
≤
k−K0∑
j=1
log(j)2(
∑r+1
i=αj+1
δi)
N2
(
log(k − j + 1)2 − log(k − j)2
)
+ E1
≤
r+1∑
i=1
δi
min(Ki,k−K0)∑
j=1
log(j)2
N2
(
log(k − j + 1)2 − log(k − j)2
)
+ E1
≤
r+1∑
i=1
δi
min(Ki,k−K0)∑
j=1
log(Ki)
2
N2
(
log(k − j + 1)2 − log(k − j)2
)
+ E1
=
r+1∑
i=1
δi
log(min(Ki, k −K0))2
N2
(
log(k)2 − log(k −min(Ki, k −K0))2
)
+ E1
≤
r+1∑
i=1
a4i
N2
(
log(k)2 − log(k −min(Ki, k −K0))2
)
+ E1
≤
r∑
i=1
a4i
N2
(
log(Kr+1)
2 − log(Kr+1 −min(Ki, k −K0))2
)
+
aC24rr
N2
+ E1.
The last inequality follows because differences are largest for k smaller, and we have
k ≥ Kr+1. Now, observe that
r∑
i=1
a4i
N2
(
log(Kr+1)
2 − log(Kr+1 −min(Ki, k −K0))2
)
≤
r∑
i=1
a4i
N2
(
log(Kr+1)
2 − log(Kr+1 −Ki)2
)
.
Combining the last display, Lemma 13 below, and the sequence of inequalities above we
arrive at
E(r) ≤ aC54rr
N2
+ E1. (32)
Lemma 13. Set Kn = be
√
r+r0c. Then S(r) = ∑r−1m=1 4m4r (log(Kr)2 − log(Kr −
Km)
2) ≤ C4r for all r.
Proof. First, we can take Kr = e
√
r+r0 as this will multiply each term in the summation
by a factor of 2. Using the fact that b < 1/2, we obtain
S(r) ≤
r−1∑
m=1
√
r√
m
(log(Kr)
2−(log(Kr)+log(1−Km
Kr
))2) ≤ −2
r−1∑
m=1
√
r√
m
log(Kr) log(1−Km
Kr
).
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Now, since KmKr < 1, we can expand using log power series.
S(r) ≤ 2 log(Kr)
r−1∑
m=1
∞∑
j=1
1
j
√
r√
m
(
Km
Kr
)j
.
Since all terms are positive, we can switch the order of summation:
S(r) ≤ 2 log(Kr)
∞∑
j=1
1
j
r−1∑
m=1
√
r√
m
(
Km
Kr
)j
.
Notice that
r−1∑
m=1
√
r√
m
(
Km
Kr
)j
=
√
re−j
√
r+r0
r−1∑
m=1
1√
m
ej
√
m+r0
≤ C3
√
r + r0e
−j√r+r0
r−1∑
m=1
1√
m+ r0
ej
√
m+r0
≤ C3
√
r + r0e
−j√r+r0
∫ r+r0
r0
1√
x
ej
√
xdx
= C3
√
r + r0e
−j√r+r0 2
j
∫ j√r+r0
0
eydy ≤ C3
√
r + r0e
−j√r+r0 2
j
ej
√
r+r0
= C3
2
√
r + r0
j
.
In total we have:
S(r) ≤ 2√r
∞∑
j=1
2C3
√
r + r0
j2
≤ C4r,
which concludes the proof.
It remains to bound E1. From Proposition 4,
E1 ≤
k∑
j=k−K0+1
log(j)2(cr+1 − cr)
N2
≤ K0 log(Kr+2)
2δr+1
N2
≤ a4r+1K0 log(Kr+2)
2
N2 log(Kr+1)2
≤ 2aK040
N2
≤ r4r
2N2c˜2
,
(33)
where the last inequality is due to our choice of a. Combining (32) with (33) we proved
the Claim.
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To complete the proof of the lower bound, we still need to verify that
qN+1,k ≤ pN+1+N1,k. Although qN,j satisfies the recurrence, they are not monotoni-
cally non-increasing. As a result, we define q′N,j to be a monotonically non-increasing
modification of qN,j :
q′N,j =
 max
{
1− log(j)2Nci , 1−
log(Ki+1)
2
Nci+1
}
, Ki ≤ j < Ki+1, for 1 ≤ i ≤ r,
qN,j , if j ≥ Ki+1 or j ≤ K1.
It is clear that q′N,j ≥ qN,j and now we claim that q′N,j ≤ pN+N1,j . Indeed, as
qN,j ≤ pN+N1,j and q′N,j 6= qN,j only if q′N,j = qN,Ki+1 , we have q′N,j ≤ pN+N1,Ki+1 ≤
pN+N1,j by monotonicity of p. Lastly,
Lemma 14. The sequence q′N,j is monotonically non-increasing in j.
Proof. It suffices to check the case when Ki ≤ j < Ki+1. Note that by our choice of
constants,
δi+1 ≤ a4i
(i+ r0 + 1)
≤ a
i+ r0 + 1
≤ 1/2
i+ r0 + 1/2
,
which implies
ci
ci+1
=
ci+1 − δi+1
ci+1
≥ 1− δi+1 ≥ 1− 1/2
i+ r0 + 1/2
. (34)
On the other hand,
log(Ki)
2
log(Ki+1)2
≤ i+ r0
i+ r0 + 1− 1/2 = 1−
1/2
i+ r0 + 1/2
,
which combined with (34) leads to
log(Ki)
2
log(Ki+1)2
≤ ci
ci+1
.
This concludes that
log(Ki)
2
Nci
≤ log(Ki+1)
2
Nci+1
,
which ends the proof of the lemma.
Furthermore, the size of this increase when qN,j 6= q′N,j is bounded above by:
|q′N,j − qN,j | =
log(j)2
Nci
− log(Ki+1)
2
Nci+1
≤ log(j)
2
Nci
− log(j)
2
Nci+1
≤ δi+1 log(j)
2
N2
≤ a4i+1
N
.
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So, as before, we estimate the difference in f as
E′c := f(qN,1, . . . , qN,k)− f(q′N,1, . . . , q′N,k) ≤
k∑
j=1,Ki=k−j+1
|q′N,j − qN,j |
log(k − j)2δi
N
≤
k∑
j=1,Ki=k−j+1
|q′N,j − qN,j |
a4i
N
≤
k∑
j=1,Ki=k−j+1
a4αj+1
N
a4i
N
,
(35)
where, αj ≥ 1 is the index such that
j = k −Ki + 1, Kαj ≤ j < Kαj+1.
Here we have used the following fact.
Lemma 15. If Ki = k − j + 1, for some 0 ≤ i ≤ r, then
− ∂f
∂qN,j
≤ log(k − j)
2δi
N
.
Proof. Let m = k − j. Note that the negative derivative is bounded by
qN,m+1 − qN,m = 1
ci−1N
log(m)2 − 1
ciN
log(m+ 1)2
≤ log(m)
2
N
(
ci − ci−1
)
c2i−1
≤ log(m)2 δi
N
.
We bound the sum in (35) term by term. Set m = max{i, αj + 1}. Note that
Kr+1 ≤ k + 1 ≤ Ki +Kαj+1 =⇒
√
r + r0 ≤ log(e
√
r0+i + e
√
r0+αj+1)
≤ log(e
√
r0+m)+log(2) ≤ √r0 +m+log(2) =⇒ 1/2(r+r0) ≤ m+r0 =⇒ m ≥ 1/2(r−r0).
It follows that we can bound:
4αj+14i ≤ 404m ≤
{
420(1/2(r − r0))−b ≤ 4204br−b = 404r4b r ≥ 2r0,
420 r < 2r0.
As a result, using that 40a4b ≤ C6 when r ≥ 2r0 and that 40 ≤ r4r when r < 2r0, we
obtain E′c ≤ aC64rrN2 .
In total, our error is aCtotal4rr
N2
, and we require this to be less than r4r
2c˜2n2
.
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4 Proof of Theorem 1
We now use the estimates obtained in the past two sections to prove Theorem 1.
Proof of Theorem 1. Define c = pi
2
3 . It suffices to show that for any a ≥ 0,
lim
N→∞
P
(
log(XN )√
cN
≤ a
)
= min(a2, 1).
If a = 0 then by Lemma 8 and the fact that a2 = 2 we have for all N ≥ 1,
P
(
log(XN )√
cN
≤ a
)
= P (XN ≤ 1) = 1− pN,2 ≤ 2
N −N1 .
Consider 0 < a < 1. We write
P
(
log(XN )√
cN
≤ a
)
= P
(
XN ≤ ea
√
cN
)
= 1− P
(
XN ≥ ea
√
cN
)
= 1− p
N,dea
√
cN e.
As 0 < a < 1, for each δ > 0, we can choose c˜ with c < c˜ < (1 + δ)c such that for large N ,
a
√
cN <
√
c˜N + β2 − β,
where β is determined in Proposition 1. Thus, by Proposition 1:
P
(
XN ≥ ea
√
cN
)
≤ 1− a
2cN
c(1 + δ)(N +N0)
= 1− a
2
(1 + δ)2
. (36)
For the lower bound, we choose c˜ with a
√
c <
√
c˜ <
√
c, which implies that a
√
cN ≤ √c˜N ,
and a
√
cN ≥ K¯ for large N , where K¯ comes from Proposition 2. Then, for each δ > 0, for
large N , the following holds by Proposition 2:
P
(
XN ≥ ea
√
cN
)
≥ 1− a
2cN + 1
c(1− δ)(N −N1) = 1−
a2
(1− δ)2 . (37)
Combining (36) and (37) we have that for each δ > 0, if we take N large enough:
a2
(1 + δ)2
≤ P
(
log(XN )√
cN
≤ a
)
≤ a
2
(1− δ)2 .
Since this holds for each δ, we conclude that
lim
N→∞
P
(
log(XN )√
cN
≤ a
)
= a2,
as desired.
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Now take a > 1 and choose c˜ so that a
√
c > c˜ > c. Again, by Proposition 1, we take
a
√
cN − 1 ≥√c˜(N +N0) + β2 − β, so that for large N :
P
(
XN ≥ ea
√
cN
)
≤ 2β√
c˜(N +N0)
.
This bound goes to 0 as N →∞, so:
lim
N→∞
P
(
log(XN )√
cN
≤ a
)
= 1
Last, we consider the case where a = 1. We use monotonicity of the CDF and the discussion
above to conclude that:
lim
N→∞
P
(
log(XN )√
cN
≤ a
)
= 1.
This ends the proof of the theorem.
We finish this section with the proof of Corollary 1.
Proof of Corollary 1. It suffices to show that the sequence logXN√
cN
is uniformly integrable.
Let c˜ > pi
2
3 . By Proposition 1, there exists β > 0 and N0 such that (4) holds. For large N :
E
(
logXN√
cN
)2
≤ 1
cN
(
log(e
√
c˜N+β2−β+1)2 +
∞∑
`=1
P[XN ≥ e
√
c˜N+β2−β+`] log(e
√
c˜N+β2−β+`+1)2
)
≤ 1
cN
(
2c˜N +
∞∑
`=1
e−β
−1`(
√
c˜N + `+ 1)2
)
≤ 1
cN
(
2c˜N + c˜N
∞∑
`=1
e−β
−1`(`+ 1)2
)
=
1
c
(
2c˜+ c˜
∞∑
`=1
e−β
−1`(`+ 1)2
)
<∞.
Since we have bounded the second moments (for all but finitely many N) by a constant
that does not depend on N , we conclude that log(XN )√
cN
is uniformly integrable. This, along
with Theorem 1, implies that [2]:
lim
N
E
[
log(XN )√
cN
]
= E
[
lim
N
log(XN )√
cN
]
=
2
3
.
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5 Other Cases and some questions
5.1 Case p 6= 1/2.
This case was also considered in a slightly different setting in Section 3 of [7]. We first
examine the case p < 1/2, where p is the probability of placing + at each node. We obtain
a slightly different recurrence for this problem:
pN+1,k = p
2
N,k + p[2pN,k(1− pN,k) + (pN,1 − pN,2)(pN,k−1 − pN,k)+
+ · · ·+ (pN,k−1 − pN,k)(pN,1 − pN,k)]
Rearranging:
pN+1,k = 2ppN,k + (1− p)p2N,k + p[(pN,1 − pN,2)(pN,k−1 − pN,k) + . . .
+ (pN,k−1 − pN,k)(pN,1 − pN,k)].
(38)
Fortunately, (38) has non-negative partial derivatives, for example,
∂pN+1,k
∂pN,k
= 2p+ (1− 2p)pN,k + p(2(pN,k − 1)) = pN,k ≥ 0.
This will lead to the following result:
Theorem 2. If p < 1/2 then the sequence XN converges in distribution to some non-trivial
random variable.
This will follow from the following claim.
Proposition 5. The sequence XN is tight, that is, for each  > 0, there exists k such that:
P[XN ≥ k] <  for large N .
Proof of Theorem 2. By Proposition 5 the sequence of random variables XN is tight. On
the other hand, we note that pN,k = P(XN ≥ k) is monotonic increasing in N for each
fixed k, thus it converges to a limit. This limit must be non-trivial as XN ≥ 1 and
0 < limN→∞ pN,2 < 1 by Lemma 16. The claimed monotonicity follows inductively using
non-negative partial derivatives.
Proof of Proposition 5. Let ck = limn→∞ pN,k. If we observe (38), then because each term
is approaching a limit, by continuity, we can substitute cj in for each term (c1 = 1):
ck = 2pck+(1−p)c2k+p[(c1−c2)(ck−1−ck)+ · · ·+(ck−2−ck−1)(c2−ck)+(ck−1−ck)(c1−ck)]
Rearranging, we get
ck − (1− p)c2k = p[(c1 − c2)ck−1 + (c2 − c3)ck−2 + · · ·+ (ck−2 − ck−1)c2 + ck−1]. (39)
Our goal is to show that for p < 1/2, we have ck → 0 as k →∞.
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Lemma 16. One has c2 =
p
1−p < 1.
Proof. We have the recurrence for xn = P[Xn = 1]:
xn+1 = (1− p)(1− (1− xn)2)
The fixed points of this recurrence are the solutions to:
x = (1− p)(1− (1− x)2)⇔ x = (1− p)(2x− x2)⇔ x = 0, 1− p
1− p
If we plot the recurrence, then it is clear that x = 1− p1−p is an attractor for starting point
x1 = 1. The desired c2 follows.
Since ck is monotonic non-increasing, we can set c = limk→∞ ck. Then, if we take the
limit of both sides of equation (39), we obtain on the left side
lim
k→∞
ck − (1− p)c2k = c− (1− p)c2.
On the other hand the right side of (39), call it Rk is such that limk→∞Rk = p(2 − c)c.
Indeed, for each  > 0, there exists a K such that |c − cK | < . Choose any k ≥ 2K. We
have:
|Rk − p(2− c)c| ≤ p|c− ck−1|+ p|(c1 − c2)ck−1 + · · ·+ (ck−2 − ck−1)c2 − (1− c)c|
≤ p+ pc|c− cK |+ p|c1 − cK | sup
k−K+1≤j≤k−1
|cj − c|
+ p|cK+1 − ck−1| sup
1≤j≤k−K
cj
≤ p+ pc+ p+ p ≤ 4.
Since this holds for all , we have that Rk converges to p(2− c)c. Consequently:
c− (1− p)c2 = p(2− c)c⇔ c ∈ {0, 1}.
By Lemma 16, we cannot have c = 1. Thus, c = 0. This proves tightness of the sequence
XN .
Lastly, we briefly analyze the case where p > 1/2. Let the children of XN+1 be XN
and X ′N . One has
E[XN+1] = aE[XN +X ′N ] + (1− a)E[min(XN , X ′N )] ≥ 2aE[XN ].
Since 2a > 1, we have exponential growth for the expectation of XN :
E[XN ] ≥ (2p)N .
We end this section with a few questions of interest.
32
(a) Consider the merging/annihilation process starting with n particles of mass 1. What
is the collision order that maximizes the final total mass? If n = 2N , this should be
given by a binary tree. In other words, what is the tree that maximizes EXn?
(b) What is the final mass when the motion of particles is random? For instance, what if
particles perform a random walk on T starting at different locations? How about on
Z, or on Z2?
(c) Study the same problem on a d-ary tree. Is there a transition at p = 1/d?
(d) Instead of mass 1 for each particle, start the process with independent masses with
common distribution F . How does XN depend on F? Simulations suggest that the
bottom of the support plays a major role determining the value of XN .
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