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Abstract The allocation of water resources between different users is a hard task for water 
managers because they must deal with conflicting objectives. The main objective is to 
obtain the most accurate distribution of the resource and the associated circulating flows 
through the system. This induces the need for a river basin optimization model that pro-
vides optimized results. This article presents a network flow optimization model to solve 
the water allocation problem in water resource systems. Managing a water system consists 
in providing water in the right proportion, at the right place and at the right time. Time 
expanded network allows to take into consideration the temporal dimension in the decision 
making. Since linear cost functions on arcs present many limitations and are not realistic, 
quadratic convex cost functions on arcs are considered here. The optimization algorithm 
developed herein extend the cycle canceling algorithm developed for linear cost functions. 
The methodology is applied to manage the three reservoirs of La Haute-Vilaine’s watershed 
located in the north west of France to protect a three vulnerable areas from flooding. The 
results obtained with the algorithm are compared to a reference scenario which consists in 
considering reservoirs transparent. The results show that the algorithm succeeds in manag-
ing the reservoir releases efficiently and keeps the flow rates below the vigilance flow in the 
vulnerable areas.
Keywords Optimization models · Quadratic convex minimum cost network flow problem 
· Reservoir operations · Water resources planning and management
 Ayoub Tahiri
ayoub.tahiri@enit.fr
1 Ecole nationale d’inge´nieurs de Tarbes, Tarbes, France
2 Compagnie d’Ame´nagement des Coteaux de Gascogne, Tarbes, France
1 Introduction
Nowadays, more consideration is given to save water and adopt better water management
policies instead of developing new sources of water. This trend is actually due to the expen-
sive cost of water infrastructures and their negative impact on the environment (Labadie
John 2004), and the fact that many storage projects worldwide are not economically ben-
eficial because of their mismanagement (World Commission on Dams 2000). Thus, water
management is a pertinent strategy for meeting growing water demands, improving perfor-
mance and efficiency of water systems, and preserving the environment (Higgins John and
Gary 1999).
The allocation of water resources between different users is a hard task for water man-
agers because they must satisfy both water demands for human activities and environmental
goals. Managing a complex water resource system often involves conflicting objectives,
which implies the use of integrated operational strategies. The main objective is to obtain
the most accurate distribution of the resource and the associated circulating flows through
the system. The optimal management and operations of a water resources system consists in
maximizing benefits, minimizing costs, satisfying the required flows in the river and stor-
ing water in reservoirs, responding to water demands, avoiding floods, and preserving the
quality of water. These management requirements cause a need for river basin optimiza-
tion model that provides prescriptive results as well as allows the system managers to easily
modify operating policy.
Intensive research on the use of optimization models to reservoir systems has been
done. Labadie John (2004) assessed the state of the art in optimization of reservoir system
management and operations with a strong emphasis on optimization of multireservoir sys-
tems. Wurbs Ralph (1993) reviewed reservoir system simulation and optimization models
and contributed to a better understanding of modeling tools which could help the practi-
tioner in choosing the appropriate model. Deepti and Madalena (2010) discussed simulation,
optimization and combined simulation−optimization modeling approaches and provide an
overview of their applications reported in the literature. Simonovic Slobodan (1992) dis-
cussed in details reservoir system methods and explained the reasons for the gap between
theory and practice, and suggested some solutions to overcome them.
In the literature, different optimization techniques were used for the optimization of com-
plex water resource systems. Linear programming (LP) are widely used for optimization
of complex water resource systems in both management cases: drought (Tu et al. 2003)
and flood (Needham et al. 2000). Dynamic programming (DP) is also widespread used in
complex water system (Kumar Nagesh et al. 2010). Its formulation is based on the Bell-
man principle of optimality (Bellman 1956). The inconvenient of DP is the combinatorial
explosion, also called the “dimensionality curse” occuring for large systems (Labadie John
2004). Other optimization techniques were used for complex water resource systems, such
as stochastic optimization (Uditha and Ricardo 2007) or genetic algorithm (Daniel and Mays
Larry 2015).
Optimal coordination of multiple objectives for river basin systems requires the assistance
of computer modeling tools to make rational management decisions. Various softwares
exist today to solve the problems associated with water management such as AQUATOOL
(Andreu et al. 1996) and MODSIM (Labadie John et al. 2000).
Network optimization algorithms (Evans 1992; Ahuja Ravindra et al. 1988; Du and
Pardalos Panos 1993) are often used for a large number of real-world applications, for exam-
ple: communications, computer science, transportation, construction projects, and supply
chain management. Network models are also used for water management because they are
intuitive, can be solved very quickly and suitable for solving large multi-reservoir multi-
period allocation problems (Kuczera 1993). The water balance optimization problem can be
represented as a directed graph on which graph theory algorithms may be applied. Nodes
stand for convergence points, diversion points, demand locations and water sources, and
arcs represent reservoir releases, channel flows, carryover storage and withdrawals. More-
over, flow values on arcs may change over time, and are referred as “dynamic flows” in the
literature (Fulkerson Delbert 1966), and additionally, flows do not travel instantaneously
through a network but require a certain amount of time to travel each arc. Managing a water
system consists in providing water in the right proportion, at the right place and at the right
time. Time expanded network (Fulkerson Delbert 1966) takes into consideration the tempo-
ral dimension in the desicion making. Solving the dynamic flow problem may be reduced
to solving a static flow problem in an extended graph (Skutella 2009): nodes are duplicated
at each time step and the arcs link the nodes according to the transit time. Water manage-
ment objectives are modeled with cost functions over arcs, and the optimal management
corresponds to the distribution of minimum-cost.
The minimum-cost flow problem corresponds to finding a flow of minimum cost in a
network whose arcs have flow capacities and costs per unit of flow. Different types of unit
cost can be considered, such as: constant costs, linear costs and quadratic costs. It’s nec-
essary to distinguish between the unit cost and the real cost of a flow over an arc. If the
unit cost is a function of the flow (linear function for example), the real cost is obtained
by integrating the unit cost function between zero and the value of the flow on the arc. For
example, constant unit costs induce linear costs over arcs.
Different modeling of the hydraulic system are possible, depending on the constraints to
be considered such as taking into account: the presence of hydraulic structures, evaporation,
infiltration. Haro et al. (2012) presented a generalized model with three different network
flow algorithms (Out-of-Kilter, RELAX-IV and NETFLO) for solving the optimal alloca-
tion of water resources taking into account two non-network constraints: evaporation from
reservoirs and returns from demands. Schardong and Simonovic (2015) presented a cou-
pled self-adaptive multiobjective differential evolution and network flow algorithm for the
optimal operation of complex multipurpose reservoir systems. An Out-of-Kilter method for
minimal-cost flow problems was used to optimize the water resource system. Houda et al.
(2013) used expanded network flow with fixed time delay to model three flood diversion
areas on a river, and the Min-Cost-Max-Flow optimization algorithm with a linear program-
ming formulation to acheive flood attenuation. The optimiziation is computed over a time
horizon. The use of such a model requires that transfer times are considered static. Houda
et al. (2016) also suggested a reduced graph coupled with a time delay matrix so that the time
delay has no longer to be static. The optimization is computed over multiple time period.
Links between static networks are represented through a matrix and thus the network flow
communicates with this matrix where the values of delayed flows are stored.
Most of the work developed on network flow optimization for water management con-
sider constant unit cost functions on arcs in order to use linear programming algorithms.
However, considering weight factors to represent allocation priorities presents limitations:
(1) if some objectives have the same weight factors, the resource can not be distributed
equally over them; (2) the representation of the relation flow/cost in reservoirs is too sim-
ple to be realistic (for example the unit cost for a cubic meter of water in an almost empty
reservoir is not the same as the one for a reservoir in the process of overflowing); (3) the
weight factors must be updated according to the management type (for example: drought
or flood management). In order to better model the economic evaluation of the resource, a
cost function that evolves in terms of flow is required. In this paper, a reservoir optimization
algorithm considering piecewise increasing linear unit cost functions is presented. These
type of unit cost functions allow to model profits and losses corresponding to the presence
of a resource in a location and can balance the available resource on the set of objectives
present in the network. The integration of unit cost functions induce quadratic convex cost
functions on arcs. The optimal management corresponds to the distribution of minimum-
cost. This problem is called the minimum quadratic convex-cost network flow problem
(Minoux 1984).
2 Network Flow Model
2.1 Framework
The hydraulic system is modeled with a directed single source network G = (V ,E), pos-
sibly containing parallel arcs (directed multigraph), with node set V and arc set E. Let S be
the source node and U the sink node of the network. In order to take into account the trans-
fer time, a time-expanded network is considered: the nodes are duplicated at each time step
over the duration of the simulation, and the transit times are implicit in arcs linking those
copies. For an arc eij , i is the origin node, and j is the target node. Let γ (n) and γ
−1(n)
respectively denote the sets of the outgoing and incoming arcs of a node n. Each arc e is
associated with a positive flow φe ∈ [0; ue], where ue is the maximum capacity of the arc.
For each node n of V , except for S and U , the conservation flow law is verified:
∀n ∈ V \ {S,U}
∑
e∈γ (n)
φe =
∑
e∈γ−1(n)
φe and
∑
e∈γ (S)
φe =
∑
e∈γ−1(U)
φe (1)
Each arc e is associated with a unit cost function UCe which represents the unit cost of
transport. Unit cost functions, defined on arcs, are increasing piecewise linear functions:
UCe(φ) = aeφ + be ; ae ≥ 0 (2)
An increasing linear unit cost function that changes sign from negative to positive represents
the economic value of a unit of water. The latter, models that a unit of water can generate
profit (negative cost) as well as generate damage (positive cost) depending on the position
relative to the objective flow.
The cost of a flow φe on an arc e is expressed as:
∫ φe
0
UCe(φ) dφ (3)
Geometrically, the cost of a flow φe on an arc e corresponds to the blue surface in Fig. 1 .
The cost is minimal when φe is at the intersection of the unit cost function with the abscissa
axis.
The cost of the graph corresponds to the sum of the costs on the set E:
Cgraph =
∑
e∈E
∫ φe
0
UCe(φ) dφ (4)
Fig. 1 Unit cost
2.2 Objective Function
The minimum-cost flow algorithm search to distribute the resource from the source node S
to the sink node U so that the sum of the costs on arcs be minimal.
The minimum-cost network flow problem can be stated formally as follows:
min
∑
e∈E
∫ φe
0
UCe(φ) dφ (5)
∑
e∈γ (S)
φe = available resource
∀e ∈ E 0 ≤ φe ≤ ue
∀n ∈ V \ {S,U}
∑
e∈γ (n)
φe =
∑
e∈γ−1(n)
φe∑
e∈γ (S)
φe =
∑
e∈γ−1(U)
φe
The integral
∫ φe
0 UCe(φ) dφ is quadratic and convex because the slope of the unit cost
function is positive. Therefore the objective function is quadratic and convex.
3 Optimization Algorithm
3.1 Residual Network
In order to take into account the particularities of the cost functions considered in this work,
the classical definition of a residual network (Evans 1992) is extended. For each arc e ∈ E,
let e denotes its reverse arc. Let E = {e|e ∈ E} denotes the set of the reverse arcs. The arcs
of E are called forward arcs and those of E backward arcs. The arc e represents the ability
of pushing flow back on the arc e.
For a flow φe on arc e, the residual capacity of arcs e and e are ure = min(ue − φe, w),
with w the value of the first discontinuity encountered on the unit cost function over the
interval [φe; ue] in the increasing direction, and ure = min(φe, v), with v the value of
the first discontinuity encountered on the unit cost function over the interval [0;φe] in the
decreasing direction (see Fig. 2 ).
The residual capacity of e represents the amount of flow that can be added to e until the
saturation of the arc or crossing a discontinuity and that of e stands for the flow that can be
removed without crossing a discontinuity.
The unit cost on e and e are expressed as follows: Ce = lim
φ→φe
φ>φe
UCe(φ) and Ce =
− lim
φ→φe
φ<φe
UCe(φ), respectively. If UCe is a constant integer, we meet the classical definition
of a residual graph. The graph G is associated to the residual graph G′ composed of forward
arcs and backward arcs.
Fig. 2 Capacities on arcs
3.2 Optimality Conditions
The cost of a feasible flow f is optimal if and only if the residual network contains no
negative cost cycles (Busacker and Saaty 1966). A cycle is a path that contains at least two
arcs, such that all arcs of the sequence are different and whose ends coincide. The cost of
a cycle is the sum of the unit costs of its arcs. A residual cycle is negative if its cost is
negative. The existence of a negative cost residual cycle implies that the current flow can be
improved by displacing a portion of the flow through the cycle. Canceling a cycle with an
important negative cost and with a large residual capacity would significantly improve the
objective function. The concept of the method developed herein for looking for optimality
extends the work developed by Klein (1967) for constant positive unit costs over arcs. The
basic scheme is described by the algorithm 1.
Algorithm 1 Search for minimum cost distribution
while Residual graph contains negative cost cycles do
Detect a negative cost cycle
Cancel the detected negative cost cycle
end while
Many algorithms exist to find negative cost cycles in a directed graph, such as :
Bellman–Ford algorithm (Bellman 1958), Floyd-Warshall algorithm (Floyd Robert 1962),
A* algorithm (Hart Peter et al. 1968). Herein, the Bellman-Ford algorithm is implemented
since it was observed that it’s the most efficient for our situation.
3.3 Canceling a Negative Cost Cycle
To cancel a negative cost cycle, a computed amount of the flow is displaced around the cycle
to obtain a zero cost cycle, or to saturate an arc of the cycle.
Let ξ = (V ′ : E′) be a negative directed cycle in the residual network composed of
forward and backward arcs. V ′ and E′ are sub-groups of V and E ∪ E, respectively. In
order to distinguish forward arcs and backward arcs, let us consider E1 and E2 as groups of
forward arcs and backward arcs, respectively, with E1 ∪ E2 = E
′.
The set E1∪E2 is an independent subgraph of G. In other words, any exchange of flow
between E1 and E2 does not impact the flows of the arcs belonging to: G \ (E1 ∪ E2).
To cancel a negative cost cycle, the flow in the direction of the cycle is increased until
the cost of the cycle becomes zero or until the saturation of one of the arcs of the cycle
(the unit cost depends on the flow). This is equivalent to moving a flow δφ ≥ 0 from
E2 to E1.
An example of a cycle is illustrated in Fig. 3: V ′ = {A,B,C,D,E}, E′ =
{e1, e2, e3, e4, e5}, E1 = {e1, e2}, E2 = {e3, e4, e5} and E2 = {e3, e4, e5}.
The cost of the subgraph E1 ∪ E2 is:
C =
∑
e∈E1
[∫ φe
0
UCe(φ) dφ
]
+
∑
e∈E2
[∫ φe
0
UCe(φ) dφ
]
(6)
Fig. 3 An example of a network and its residual network
Let y denotes the flow exchanged between E1 and E2, and C(y) the variation of the cost of
the subgraph corresponding to this exchange. C(y) is given by the formula:
C(y) =
∑
e∈E1
[∫ φe+y
φe
UCe(φ) dφ
]
+
∑
e∈E2
[∫ φe−y
φe
UCe(φ) dφ
]
(7)
=
∑
e∈E1∪E2
[∫ φe+ǫey
φe
UCe(φ) dφ
]
(8)
with ǫe = 1 if e ∈ E1, and ǫe = −1 if e ∈ E2
C(y) =
∑
e∈E1∪E2
[∫ φe+ǫey
φe
(aeφ + be) dφ
]
(9)
=
∑
e∈E1∪E2
[ae
2
y2 + ǫey(aeφe + be)
]
(10)
=
∑
e∈E1∪E2
[ae
2
y2 + ǫeyUCe(φe)
]
(11)
=
1
2

 ∑
e∈E1∪E2
ae

 y2 +

 ∑
e∈E1∪E2
ǫeUCe(φe)

 y (12)
=
1
2
θy2 + ζy (13)
with θ =
∑
e∈E1∪E2
ae, the sum of the slopes of the unit cost functions of the arcs in
E1 ∪ E2, and ζ =
∑
e∈E1∪E2
ǫeUCe(φe) the cost of the cycle ξ .
Figure 4 shows the evolution of the cost of the subgraph. C(y) is a polynomial of second
degree and is convex because θ is positive. Its minimum is reached for y = −
ζ
θ
. The opti-
mum flow δφ to displace on the cycle ξ in order to optimize the cost of the corresponding
subgraph with respect to the capacities of the arcs is given by:
δφ = min
(
−
ζ
θ
,min(ure| e ∈ E
′)
)
(14)
At each elimination of a cycle, the cost of the graph decreases of δC ∈ [−
ζ 2
θ
; 0[. The
optimum is reached when no more negative cycle exists.
Fig. 4 Evolution of the cost of a subgraph corresponding to a cycle
4 Case Study
4.1 The Studied Hydraulic System
The herein described model and the corresponding proposed algorithm have been applied
to the water system of the Haute-Vilaine’s watershed situated in the department of Ille et
vilaine, which is located in the region of Brittany in the northwest of France.
Figure 5 presents a synoptic of the Haute-Vilaine watershed, and the 3 reservoirs to be
managed: Haute-Vilaine, Cantache and Valie`re. Vulnerable areas to flooding in the Vilaine
valley are: Vitre`, Chaˆteaubourg and Cesson-Se´vigne´.
A situation of vigilance occurs when the flow reaches : 7m3/s at Vitre`, 36m3/s at
Chaˆteaubourg and 50m3/s at Cesson-Se´vigne´. Maintaining the flows below this thresholds
induce strong constraints to respect the flows released downstream of the three reservoirs
during floods. Moreover, the intermediates flows not controlled by the dams bring a sig-
nificant flood flow to the sensitive areas studied. Because of the location of vulnerable
areas regarding to the reservoirs, the proportions of the catchment area uncontrolled by the
reservoirs are: 17% of the Haute-Vilaine’s watershed for Vitre`, 41% of the Haute-Vilaine,
Valie`re and Cantache watersheds for Chaˆteaubourg and 60% of the Haute-Vilaine, Valie`re
and Cantache watersheds for Cesson-Se´vigne´.
Physical characteristics of the 3 reservoirs are listed in Fig. 6:
Fig. 5 Hydraulic system
4.2 Network Model
The network model corresponding to the studied hydraulic system is provided in Fig. 7.
Node S corresponds to the source node. It’s a fictive node that supplies the 3 reservoirs
with water. The nodes A,B,C correspond to the 3 reservoirs: Cantache, Haute-Vilaine
and Valie`re respectively. The nodes D,E,F correspond to the 3 vulnerable areas Vitre`,
Chaˆteaubourg and Cesson-Se´vigne´ respectively. The nodes I,G,H corresponds to the
intersections with Vilaine’s river. The node U is a fictive node to respect the conservation
flow law. The time transfer delays (unit hours) of the arcs are denoted in red in Fig. 7.
For the simulation, the flood hydrograph measured at Cantach (see Fig. 8) is considered.
The incoming flows at Haute-Vilaine, Valie`re and at the three vulnerable areas are estimated
from this hydrograph according to their size of catchment. Hence, the flood hydrographs
at Haute-Vilaine, Valie`re, vitre`, Chaˆteaubourg and Chevre´ represent respectively: 88.5%,
47.8%, 17%, 97% and 141.8% of the flood hydrograph at Cantach. We consider that the 3
reservoirs are initially 80% full.
The purpose of the simulation is to apply the herein proposed management strategy for
reservoir releases in order to respect the maximum flow thresholds targeted at the vulnerable
areas. The results of this strategy are compared with a reference strategy, in which the
reservoirs release the exact amount of water they receive (transparent management). In order
Fig. 6 Physical characteristics
Fig. 7 Network model
to compare the two management strategies, the storage available volume should be the same.
Hence, a new constraint is considered: the final reservoir storage level should be 80%. The
results of the simulation are shown in Fig. 9.
The proposed algorithm realize a management over the whole horizon. In order to protect
from the 2nd peak of the flood, this algorithm firstly proceed to a release from the reservoirs
so that the available storage volume is increased (from the first hour to the tenth hour, see
Fig. 9a). The 3 reservoirs work in group to protect the 3 vulnerable areas, and the final
filling rate corresponds to the setted objective (i.e. 80%). Flow rates at the 3 vulnerable areas
doesn’t exceed the objective threshold flow objective except for Cesson-Se´vigne´ where the
flow reaches 53m3/s (see Fig. 9b, c and d). This is due to the fact that the catchment area
uncontrolled by the reservoirs is large in Cesson-Se´vigne´.
Fig. 8 Flood hydrograph at Cantache
Fig. 9 Results of the simulation
The network considered consists of 650 nodes, 1080 arcs, 219 cost functions and 657 dis-
continuities. The computation time is less than 30 seconds on a computer with the following
characteristics: 2.5 GHz, Core(TM) i7, 16 Go RAM.
The simulation results analysis shows that the proposed reservoirs management strategy
allows to achieve the flow objectives, except for the most downstream point in Cesson-
Se´vigne´, because the intakes at Chevre´ can not be controlled by the reservoirs. Besides, the
reference scenario leads to flows much higher than the thresholds.
5 Concluding Remarks
Herein a heuristic algorithm to solve quadratic convex minimum cost network flow problem
is developed and applied to solve the water management problem. The latter is formulated
as a control problem, in which reservoir releases represent the decision variables and the
optimal solution corresponds to the most accurate distribution. The methodology was tested
and provided an excellent results on the La Haute-Vilaine’s hydraulic system to protect 3
vulnerable areas from flood.
In this work, volumes were considered to be carried as solids, which means that their
deformation weren’t considered. Future work will focus on the integration of the hydraulic
constraints in the model and particularly the water transfer deformation.
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