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The two criteria of ensemble equivalence, i.e. the macrostate equivalence and the measure equiv-
alence, are investigated for a general pair of states. The macrostate equivalence implies the two
ensembles are indistinguishable by the measurement of macroscopic quantities obeying the large-
deviation principle, and the measure equivalence means that the specific relative entropy of these
two states vanishes in the thermodynamic limit. It is shown that the measure equivalence implies
the macrostate equivalence for a general pair of states by deriving an inequality connecting the
large-deviation rate functions to the specific relative Renyi entropies. The result is applicable to
both quantum and classical systems. As applications, a sufficient condition for thermalization, the
timescale of quantum dynamics of macrovariables, and the second law with strict irreversibility in
a quantum quench are discussed.
Ensemble equivalence in the thermodynamic limit is
a fundamental result of equilibrium statistical mechan-
ics [1]. The concavity of the microcanonical entropy im-
plies the thermodynamic equivalence among the micro-
canonical, the canonical, and the grandcanonical ensem-
bles; the thermodynamic functions can be transformed
with each other via the Legendre transformation. The
ensemble equivalence has been also studied at the deeper
levels: the macrostate equivalence [2, 3] and the measure
equivalence [4]. Roughly speaking, macrostate equiva-
lence means that the two ensembles possess the identi-
cal set of equilibrium values of macrovariables, and the
measure equivalence means that the specific relative en-
tropy between the two ensembles vanishes in the ther-
modynamic limit. When we consider the conventionally-
used thermal ensembles, i.e. microcanonical, canonical,
and grandcanonical ensembles, it is rigorously shown that
these three levels of ensemble equivalence coincide with
each other [5].
From a broader perspective beyond the equilibrium
statistical mechanics, we encounter many different kinds
of statistical ensembles. In the study of relaxation in
isolated quantum systems, it has been recognized that
the typicality of the equilibrium state is essential in the
foundation of statistical mechanics [6–11]. Typicality of
the equilibrium state indicates that there are a lot of
statistical ensembles which are not conventionally used
but are macroscopically indistinguishable from the micro-
canonical ensemble. The stationary state starting from
a nonequilibrium initial state is described by the diago-
nal ensemble [12]. It is therefore of great importance in
the studies of thermalization to understand under what
condition the diagonal ensemble is equivalent to the mi-
crocanonical ensemble. In integrable systems, it is con-
jectured that the steady state is described by the gener-
alized Gibbs ensemble, in which an extensive number of
local conserved quantities are taken into account [13–17].
Needless to say, in driven diffusive systems, nonequilib-
rium steady states are not described by thermal ensem-
bles [18–21].
Even in these cases, the notions of the macrostate
equivalence and the measure equivalence do not lose their
meaning. In particular, the macrostate equivalence has
a clear physical meaning, that is, it requires that two
ensembles are indistinguishable as long as we consider
macroscopic observables. However, it is difficult to con-
firm that the macrostate equivalence holds for a concrete
pair of states, because we must check that the typical
values of any macrovariable are same in the two ensem-
bles. Therefore, it is a challenge to explore the condition
of the macrostate equivalence between the two general
states, not necessarily conventional thermal ensembles.
With this regard, the relative entropy is sometimes eas-
ier to calculate, but a physical meaning of the measure
equivalence is not so clear as it is.
In this paper, it is shown that we can extract useful
information on the large-deviation rate functions in two
general states from the relative Renyi entropies. It is
done by deriving the inequality relating the specific rela-
tive Renyi entropy to the large-deviation rate function of
a macrovariable. This inequality shows that the vanish-
ing specific relative entropy in the thermodynamic limit,
i.e. the measure equivalence, implies the macrostate
equivalence. After presenting the main result, we discuss
an immediate application to the large-deviation probabil-
ities in the microcanonical and the canonical ensembles.
Then, we discuss the problem of thermalization and give
a sufficient condition for thermalization, and the result
is also applied to an estimation of timescale of quantum
dynamics of macrovariables. Finally, the second law of
thermodynamics with strict irreversibility in a quantum
quench is derived.
Setting.— We consider sequences of density matrices
(ρN )N∈N and (τN )N∈N in a quantum system with N par-
ticles or spins. We can also consider the case of large but
finite fixed N , but the situation becomes complicated,
so in this paper, for simplicity, we focus on the case in
which there are proper thermodynamic limits of ρN and
τN . The case of large but finite fixed N will be discussed
elsewhere. The (quantum) relative entropy [22] of τN
with respect to ρN is given by
S(τN‖ρN) = TrτN (ln τN − ln ρN ). (1)
The specific relative entropy in the thermodynamic limit
2is defined as s(τ‖ρ) = limN→∞ S(τN‖ρN)/N . When
s(τ‖ρ) = 0 or s(ρ‖τ) = 0, the states τ and ρ are said
to be measure equivalent. We also introduce the (quan-
tum) relative Renyi entropy [23] as
Sα(τN‖ρN) =
1
α− 1
lnTrταNρ
1−α
N . (2)
The relative entropy is obtained by S(τN‖ρN ) =
limα→1 Sα(τN‖ρN). The specific relative Renyi en-
tropy is defined as sα(τ‖ρ) = limN→∞ Sα(τN‖ρN)/N .
It is known that Sα(τN‖ρN) is non-negative and non-
decreasing with α. In this paper, we consider quantum
systems, but we can also discuss classical systems by con-
sidering the diagonal density matrices ρN and τN .
We consider a “macrovariable” X , which is an Hermi-
tian operator. Eigenvectors of the operatorX are defined
as X |Xi〉 = Xi|Xi〉 with eigenvalues X1 ≤ X2 ≤ . . . . We
define the probability of finding a measurement outcome
of X in [x, x′) in the state σN = ρN or τN as
PσN (X ∈ [x, x
′)) := TrσNPX∈[x,x′), (3)
where PX∈[x,x′) :=
∑
i:Xi∈[x,x′)
|Xi〉〈Xi| is the projection
onto the subspace spanned by {|Xi〉 : Xi ∈ [x, x
′)}. We
define the rate function [24] of X in the state σ as
Iσ(x) := − lim sup
N→∞
lnPσN (X ∈ [x, x + dx))
N
, (4)
where dx is infinitesimal but it is implicitly assumed that
the limit of dx → +0 is always taken after the limit of
N →∞ in this paper. A positive rate function Iσ(x) > 0
implies the exponentially small probability of finding the
measurement outcome x in a large system. We define the
set of “typical values” as
Eσ := {x ∈ R : Iσ(x) = 0}. (5)
The macrostate equivalence between the states ρ and
τ means Eρ = Eτ . The macrostate partial equivalence
means Eρ ⊃ Eτ or Eτ ⊃ Eρ. Otherwise, the two states ρ
and τ are macrostate nonequivalent.
The rate function defined above exists for any observ-
able, which is not necessarily a “macrovariable”. How-
ever, for an observable with large fluctuations, Iσ(x) = 0
for a very wide range of x and the meaning of Eσ as the
set of typical values is lost. We shall say that X is a
macrovariable if Eσ is a discrete set and the number of
its element is finite (therefore, we do not consider the case
of phase coexistence). The inequalities we will show be-
low are applicable to any observable X , but they contain
particularly useful information when they are applied to
macrovariables.
In equilibrium states, we believe that thermodynamic
quantities satisfy the large deviation principle except for
the critical point. For quantum lattice systems in equi-
librium states [25–27], it is partially proved that there
exists the rate function with a single typical value for
quantities defined as the spatial average of a local op-
erator, X = (1/N)
∑N
i=1Oi, where i denotes each site
and Oi is the translation of O0, which is a local opera-
tor acting onto a finite number of sites (0 stands for the
origin). We call X expressed as X = (1/N)
∑N
i=1Oi a lo-
cal intensive variable [28]. Also in nonequilibrium states,
it is expected that the large deviation principle holds
for “macroscopic quantities” in many cases [19–21]. For
simplicity, we consider a single macrovariable, but gener-
alization to multiple macrovariables are straightforward.
Inequalities for the rate functions.—We discuss the re-
lation between the macrostate equivalence and the mea-
sure equivalence based on the following inequality:
Iτ (x) ≥
α− 1
α
[Iρ(x)− sα(τ‖ρ)] (6)
for any α > 1. This inequality implies that
Eτ ⊆ {x : Iρ(x) ≤ sα(τ‖ρ)}. (7)
By taking the limit of α→ 1 from above, we have
Eτ ⊆ {x : Iρ(x) ≤ s(τ‖ρ)}. (8)
When ρ and τ are measure equivalent, s(τ‖ρ) = 0,
Eq. (8) shows Eτ ⊆ Eρ, that is, the states ρ and τ are at
least partially equivalent in the macrostate level. If the
typical value in the state ρ is unique, E = {〈X〉ρ}, where
〈·〉σ := Trσ(·), or if both of s(τ‖ρ) and s(ρ‖τ) are zero,
then we have the macrostate equivalence Eρ = Eτ . In this
sense, we could show that the measure equivalence im-
plies the macrostate equivalence between general states
ρ and τ .
The result (8) is useful even if s(τ‖ρ) does not vanish.
Equation (8) tells us that the possible outcome of mea-
suring X must be in the region with Iρ(x) ≤ s(τ‖ρ). If
we regard τ as an approximation of ρ, Eq. (8) gives an
estimate of error due to the approximation.
Proof of Eq. (6). For notational simplicity, here we write
PX∈[x,x+dx) = P, τN = τ , and ρN = ρ. We have
Pτ (X ∈ [x, x+ dx)) = TrτP
= Trρ−
α−1
2α τρ−
α−1
2α · ρ
α−1
2α Pρ
α−1
2α (9)
with α > 1. By applying the Ho¨lder’s inequality,
Pτ (X ∈ [x, x+ dx)) ≤
[
Tr
(
ρ−
α−1
2α τρ−
α−1
2α
)α] 1α
×
[
Tr
(
ρ
α−1
2α Pρ
α−1
2α
) α
α−1
]α−1
α
. (10)
By applying the Araki-Lieb-Thirring inequality [29, 30],
we have
[
Tr
(
ρ−
α−1
2α τρ−
α−1
2α
)α] 1α
≤
(
Trταρ1−α
) 1
α = e
α−1
α
Sα(τ‖ρ)
(11)
3and
[
Tr
(
ρ
α−1
2α Pρ
α−1
2α
) α
α−1
]α−1
α
≤ (TrρP)
α−1
α ∼ e−
α−1
α
NIρ(x).
(12)
Thus we have Iτ (x) = − lim supN→∞ lnPτ (X ∈ [x, x +
dx))/N ≥ [(α− 1)/α] [Iρ(x)− sα(τ‖ρ)].
It is worth noting that the left-hand side of Eq. (11) is
related to the “sandwiched” relative Renyi entropy
S˜α(τ‖ρ) :=
1
α− 1
lnTr
(
ρ−
α−1
2α τρ−
α−1
2α
)α
(13)
introduced in the context of quantum information [31,
32]. By using this quantity, we also have
Iτ (x) ≥
α− 1
α
[Iρ(x) − s˜α(τ‖ρ)] , (14)
where s˜α is defined similarly to sα. Since s˜α ≤ sα, this
inequality is tighter than the inequality (6).
Relation to the previous works.— As for the equiv-
alence of the microcanonical and the canonical ensem-
bles, the vanishing specific relative entropy (the measure
equivalence) was extensively studied in Ref. [4] for clas-
sical lattice systems. The relation among the three levels
of the equivalence of ensembles was completely clarified
by Touchette [5].
Our understanding of the equivalence of general states
ρ and τ is still not satisfactory. The result towards
this direction was recently obtained in Ref. [33], where
it was shown that for d-dimensional quantum spin sys-
tems, if ρN has the property of the exponential de-
cay of correlations, S(τN‖ρN) = O(N
d/(d+1)) implies
TrρNX ≈ TrτNX for any local intensive operator X =
(1/N)
∑N
i=1Oi.
The assumption of the exponential decay of corre-
lations excludes the states with strong long-range cor-
relations such as equilibrium states of long-range in-
teracting systems [34] and some nonequilibrium steady
states [19, 21]. However, in deriving our result (6), the
assumption of exponential decay of correlations is not
necessary. Moreover, the vanishing specific relative en-
tropy S(τN‖ρN) = o(N) is weaker than the criterion of
S(τ‖ρ) = O(Nd/(d+1)).
Large-deviation probability of the microcanonical and
the canonical ensembles.— We have shown that the
measure equivalence implies the macrostate equivalence
(at least partial equivalence) from the inequality (6)
for α → 1. The inequality (6) for α > 1 also con-
tains useful information on the large-deviation rate func-
tion. We apply the inequality (6) with α = +∞
for τ = ρmc and ρ = ρcan, where ρmc is the micro-
canonical density matrix, ρmc = PH∈[E,E+∆E)e
−S(E),
where S(E) = lnTrPH∈[E,E+∆E) is the microcanon-
ical entropy, and ρcan is the canonical density ma-
trix, ρcan = e
β(F (β)−H), where e−βF (β) = Tre−βH ≡
Z is the partition function with F (β) the free en-
ergy. The inverse temperature is denoted by β.
We can calculate S∞(ρmc‖ρcan) as S∞(ρmc‖ρcan) =
lnmaxi:Ei∈[E,E+∆E)[e
S(E)−βF (β)+βEi] ≤ S(E)−βF (β)+
βE + β∆E. When the microcanonical and the canoni-
cal ensembles are thermodynamically equivalent, S(E)−
βF (β) + βE = o(N) and we can choose ∆E = o(N).
Therefore, s∞(ρmc‖ρcan) = 0. From the inequality (6),
we obtain
Iρmc(x) ≥ Iρcan (x). (15)
It is known in classical statistical mechanics that the
fluctuation in the microcanonical ensemble is always not
greater than that in the canonical ensemble [35]. Equa-
tion (15) indicates that not only the small fluctuation,
but also the large deviation probability in the micro-
canonical ensemble is not greater than that in the canon-
ical ensemble [36]. This result is rather trivial, and
Eq. (15) can be derived more directly without using the
relative entropy, see, for example, Ref. [11]. The purpose
here is to demonstrate that Eq. (6) for large values of α
contains much information on the rate functions.
Thermalization.— We consider a pure initial state
|ψ(0)〉 =
∑
n cn|φn〉, where |φn〉 is an eigenstate of the
Hamiltonian H with energy En ∈ [E,E + ∆E). We
assume that there is no degeneracy in H . The system
evolves with time under the HamiltonianH , and the state
at time t is given by |ψ(t)〉 =
∑
n cne
−iEnt|φn〉. The sta-
tionary state after a sufficiently long time is described
by the diagonal ensemble ρD [12], which is the long-time
average of |ψ(t)〉〈ψ(t)|:
ρD =
∑
n
|cn|
2|φn〉〈φn|. (16)
We compare it with the microcanonical ensemble ρmc.
For simplicity, we assume that the typical value of X in
ρmc is unique: Eρmc = {xeq}, where xeq = 〈X〉ρmc . We
introduce the precision δ of measuring a macrovariable
X . We shall say that the system thermalizes in the pre-
cision δ if |〈X〉ρD − xeq| < δ. For a given δ, there exists
γ > 0 defined as γ := infx:|x−xeq|>δ Iρ(x). Then, Eq. (7)
implies that if
sα(ρD‖ρmc) < γ, (17)
the system thermalizes in the precision δ. Moreover, the
inequality (6) ensures that the probability of obtaining
an out-of-equilibrium value of X is exponentially small
with respect to the system size. From this observation,
by following the argument by Tasaki [11], one can show
that, not only the time average, but also an instantaneous
value of X is almost certainly in equilibrium with preci-
sion δ for almost all times t. Therefore, the long-time
average is not necessary, and the system thermalizes in
the sense that
〈ψ(t)|P|X−xeq|>δ|ψ(t)〉 < e
−νN (18)
for some ν > 0 and sufficiently large N for almost all
times t, when the condition (17) is fulfilled.
4For α = 2, the condition (17) yields
Deff ≥ De
−ηN with some 0 < η < γ, (19)
whereD is the dimension of the Hilbert subspace spanned
by the energy eigenstates within the microcanonical en-
ergy shell, and Deff := (
∑
n |cn|
4)−1 is called the inverse
participation ratio, which characterizes how many energy
eigenstates join to constitute the initial state. The con-
dition (19) was obtained in Ref. [11].
We can obtain a milder sufficient condition for themal-
ization by considering α → 1. The condition (17) then
implies
eS(ρD) ≥ De−ηN with some 0 < η < γ, (20)
where S(ρ) = −Trρ ln ρ is the von Neumann entropy.
Because eS(ρ) ≥ Deff , Eq. (20) is a milder condition on
the initial state than Eq. (19).
Timescale of quantum dynamics.— We prepare the
canonical ensemble of the initial Hamiltonian H0, ρ(0) =
e−βH0/Tre−βH0 . After the system is disconnected from
the thermal bath, we change the Hamiltonian H(t),
which depends on time in general for t > 0. The quan-
tum state at time t is given by ρ(t) = Utρ(0)U
†
t , where
Ut = T e
−i
∫
t
0
H(s)ds is the time-evolution unitary opera-
tor with T the time-ordering operator.
By using the fact that the von Neumann entropy is
invariant under the unitary time evolution, the relative
entropy between ρ(t) and ρ(0) is obtained as
S(ρ(t)‖ρ(0)) = β
(
〈H0〉ρ(t) − 〈H0〉ρ(0)
)
. (21)
As long as S(ρ(t)‖ρ(0))/N is very small, ρ(t) and ρ(0)
predict almost identical expectation values of macrovari-
ables. Therefore, Eq. (21) gives an estimate of timescale
of the dynamics of macrovariables.
As an example, let us consider a periodically driven
spin system H(t) = H0 + V (t) with V (t) = V (t + T ),
where T = 2pi/ω is the period of driving field (ω is the
frequency). When the driving field is sufficiently fast,
ω ≫ g, where g is the largest energy scale of single spin,
it is rigorously proven that the energy absorption is expo-
nentially slow, |〈H0〉ρ(t) − 〈H0〉ρ(0)|/N . e
−O(ω/g)t [37–
40]. Equation (21) implies that the specific relative en-
tropy remains very small and hence, not only the energy,
but also any other macrovariables cannot largely change
up to an exponentially long timescale, t . eO(ω/g). Thus,
the state ρ(0) = e−βH0/Tre−βH0 is regarded as a quasi-
stationary state for high frequencies [37].
This estimate of timescale should be contrasted with
that by the trace distance between ρ(t) and ρ(0), D(t) =
Tr|ρ(t) − ρ(0)|. When D(t) ≪ 1, it is ensured that
two states ρ(t) and ρ(0) are almost indistinguishable.
However, this quantity increases very rapidly especially
for large N . This does not necessarily mean that the
timescale becomes fast as N increases because there is no
distinction between microvariables and macrovariables
here. When we are interested in the time evolution of
macrovariables, S(ρ(t)‖ρ(0))/N is a proper choice as a
measure of distance between ρ(t) and ρ(0).
Second law with strict irreversibility in a quantum
quench.— As the most nontrivial application of the re-
sult, we shall discuss the second law in a quantum quench
in an isolated quantum system. The initial Hamiltonian
is denoted by Hi, and at time t = 0, the Hamiltonian
is suddenly quenched to Hf . We assume that the initial
state is an equilibrium state, ρeqi = e
−βHi/Tre−βHi . Af-
ter a quench, the density matrix at time t > 0 is given by
ρ(t) = e−iHf tρeqi e
iHf t. We consider the thermodynamic
entropy [41] defined as
STD(ρ) = S(ρ
eq), (22)
where S(·) again denotes the von Neumann entropy
and ρeq = e−β(ρ)H/Tre−β(ρ)H with β(ρ) determined by
〈H〉ρ = 〈H〉ρeq is the equilibrium density matrix cor-
responding to ρ [42]. The equilibrium density matrix
corresponding to the state after the quench is denoted
by ρeqf = e
−βfHf /Tre−βfHf , where βf is determined so
that 〈Hf 〉ρ(t) = 〈Hf 〉ρeq
f
(βf is time-independent because
〈Hf 〉ρ(t) is time-independent). Although the von Neu-
mann entropy is invariant under a unitary time evolution,
the thermodynamic entropy can vary in an adiabatic pro-
cess. For several definitions of entropy, see Supplemental
Material of Ref. [41].
The relative entropy S(ρeqi ‖ρ
eq
f ) is calculated as
S(ρeqi ‖ρ
eq
f ) = S(ρ
eq
f )− S(ρ
eq
i )
≡ S
(f)
TD − S
(i)
TD, (23)
and thus the right hand side of Eq. (23) is nothing but
the change of the thermodynamic entropy in the quantum
quench.
From the non-negativity of the relative entropy, we ob-
tain S
(f)
TD − S
(i)
TD ≥ 0, i.e., the second law of thermody-
namics in a quantum quench, which is well known [43].
However, this result only tells us that the thermody-
namic entropy is non-decreasing, and an unsolved crucial
problem in the microscopic derivation of the irreversibil-
ity is to show that the entropy considerably increases for
a sudden quench. We can give an answer to this problem.
If the initial equilibrium state ρeqi and the final equilib-
rium state ρeqf are macroscopically different, the relative
entropy S(ρeqi ‖ρ
eq
f ) must be extensively large [44]. Hence,
for a nontrivial quench, in which the initial equilibrium
state and the final equilibrium state are distinct, we ob-
tain
S
(f)
TD − S
(i)
TD = O(N), (24)
which shows the thermodynamic entropy increases exten-
sively. If the increase of the entropy is not extensive, it
implies that ρeqi and ρ
eq
f are macrostate equivalent, and
thus such a quantum quench is trivial.
Equation (24) shows that the thermodynamic entropy
exhibits the strict irreversibility in a quantum quench,
5and an extensive increase of the thermodynamic entropy
is a general result solely derived from the ensemble non-
equivalence of the initial and the final states. Thus, the
result of this paper would provide us a more satisfactory
microscopic explanation on the second law and the irre-
versibility of a macroscopic system.
Conclusion.— In this work, we have made clear the
relation between the vanishing specific relative entropy
in the thermodynamic limit (the measure equivalence)
and the macrostate equivalence for general states ρ and
τ by deriving the inequality connecting the specific rel-
ative entropy to the large-deviation rate function of a
macrovariable. When the typical value of a macrovari-
able is unique, this inequality shows that the two ensem-
bles are macrostate equivalent whenever the specific rela-
tive entropy vanishes in the thermodynamic limit. When
the typical value is not unique, there are two possibilities,
partial equivalence or full equivalence. Moreover, the in-
equality (6) provides us useful information on the rate
functions of macrovariables. As applications, we have
discussed the problem of thermalization, the timescale
of quantum dynamics, and the second law in a quantum
quench. Since the inequality (6) holds both for quantum
and classical systems, it has a potential usefulness for,
e.g., an efficient construction of the generalized Gibbs
ensemble in integrable systems [45], the ensemble equiv-
alence in networks [46], and hopefully, some nonequilib-
rium problems such as statistical ensembles for nonequi-
librium systems [47, 48] and path ensembles of nonequi-
librium Markov processes [49, 50]. Especially, the in-
equality (6) contains much more information than the
non-negativity of the relative entropy, which allows us to
derive strict irreversibility in a quantum quench. There-
fore, by utilizing the result obtained in this work, one
will considerably strengthen several results obtained by
the non-negativity of the relative entropy [51], and ex-
ploring such applications is a fascinating future problem.
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