Introduction
Copulas are mathematical objects that fully capture the dependence structure among random variables and hence, offer a great flexibility in building multivariate stochastic models. Since their introduction in the early 50s, copulas have gained a lot of popularity in several fields of applied mathematics, like finance, insurance and reliability theory. Nowadays, they represent a well-recognized tool for market and credit models, aggregation of risks, portfolio selection, etc.
In statistics, a copula is used as a general way of formulating a multivariate distribution in such a way that various general types of dependence can be represented. The approach to formulating a multivariate distribution using a copula is based on the idea that a simple transformation can be made of each marginal variable in such a way that each transformed marginal variable has a uniform distribution. Once this is done, the dependence structure can be expressed as a multivariate distribution on the obtained uniforms, and a copula is precisely a multivariate distribution on marginally uniform random variables. When applied in a practical context, the above transformations might be fitted as an initial step for each marginal distribution, or the parameters of the transformations might be fitted jointly with those of the copula.
In case of bivariate sample, the notion of estimating copula is closely related to that of testing independence in a bivariate sample, as when the components of the bivariate sample are independent the copula becomes simply product of two uniform distributions. So apart from non-parametric estimation of copulas we also considered it relevant to introduce some non-parametric tests to better understand the very essence of copula in the explanation of association between the components. In fact we will develop a general multivariate statistics that gives rise to a much larger class of non-parametric rank based statistics. This class of statistics can be used in estimation and testing for the association present in the bivariate sample. We choose some representative statistics from that class and compared their power in testing independence using simulation as an attempt to choose the best candidate in that class.
In section #2 we introduce the general notion of copula, it's definition, properties and a brief remark on so called Skalr's Theorem which establishes the fact that for a given multivariate distribution copula is well defined. We discuss two methods of estimating copula in section #3. In #3.1 we discuss about the very intuitive empirical copula density. A natural nonparametric function that captures the dependence between two random variables is the copula, which contains all of the information which couples the two marginal distributions together to give the joint distribution of X and Y is stated in #3.2.Section #4 shows how copula can be used to measure the association between two elements of the bivariate sample. In section #5 we introduce the concept of Rank Permutation Matrix (RPM) and Rank Position Vector (RPV), it's definition, properties and surprising relationship with general rank based statistics, which forms the central idea of this report. In section #6 we choose some natural rank based statistics from most intuitive aspects (e.g. trace of RPM[#6.1], moments of RPV[#6.2],discrete fft[#6.3] and mfcc[#6.4] transformations of RPV)to test for independence in bivariate sample, their performance as a test statistics based on increasing sample sizes and critical values which consists of the greater bulk of this report. Again section #7 is used to compare the relative performances of these statistics. Finally section #8 concludes with a discussion.
Copula and some properties
The copula function provides a means to examine the dependence structure between two random variables. As defined by Schweizer and Sklar (1983) the copula, C, of X and Y is found by making marginal probability integral transforms on X and Y so that C(y 1 , y 2 ) = H{F −1 (y 1 ), G −1 (y 2 )}, y i ∈ [0, 1] (i = 1, 2), where F , G and H are the marginal and joint distribution functions of X, Y and (X, Y ), respectively, and F −1 and G −1 are the right-continuous inverses of F and G. Note that C(., .) is itself a bivariate distribution function on the unit square with uniform margins. We denote the corresponding probability measure by µ c . Under independence the copula is C I (y 1 , y 2 ) = y 1 y 2 , and any copula must fall between max(y 1 + y 2 − 1, 0) and min(y l , y 2 ), the copulas of the upper and lower Frechet bounds.
That the copula captures the basic dependence structure between X and Y is seen by the fact that all nonparametric measures of association, such as Kendall's τ , Spearman's ρ, etc., are normed distances of the copula of X and Y from the independence copula. For additional discussion of the copula and its properties see Johnson (1987) , Genest & MacKay (1986) and Genest (1987).
The Basic Idea
Consider two random variables X and Y , with continuous cumulative distribution functions F X and F Y . The probability integral transform can be applied separately to the two random variables to define U = F X (X) and V = F Y (Y ). It follows that U and V both have uniform distributions but are, in general, dependent if X and Y were already dependent (of course, if X and Y were independent, U and V remain independent). Since the transforms are invertible, specifying the dependence between X and Y is, in a way, the same as specifying dependence between U and V . With U and V being uniform random variables, the problem reduces to specifying a bivariate distribution between two uniforms, that is, a copula. So the idea is to simplify the problem by removing consideration of many different marginal distributions by transforming the marginal variates to uniforms, and then specifying dependence as a multivariate distribution on the uniforms.
Definition
A copula is a multivariate joint distribution defined on the n-dimensional unit cube [0, 1] n such that every marginal distribution is uniform on the interval [0, 1] . Specifically, C : [0, 1] n −→ [0, 1] is an ndimensional copula (briefly, n-copula) if:
• C(u) = 0 whenever u ∈ [0, 1] n has at least one component equal to 0;
• C(u) = u i whenever u ∈ [0, 1] n has all the components equal to 1 except the ith one, which is equal to u i ;
• C is n-increasing, i.e., for each hyper-rectangle
where the N (z) = card{k|z k = x k }.V C (B) is the so called C-volume of B.
Sklar's theorem
The theorem proposed by Abe Sklar in 1959 underlies most applications of the copula. The following is the general form of the Sklar's theorem: Theorem 2.1. Given a joint distribution function H for p variables, and respective marginal distribution functions, there exists a copula C such that the copula binds the margins to give the joint distribution.
For the bivariate case, Sklar's theorem can be stated as follows: Theorem 2.2. For any bivariate distribution function H(x, y), let F (x) = H(x, ∞) and G(y) = H(∞, y) be the univariate marginal probability distribution functions. Then there exists a copula C such that
(where the symbol C for the copula has also been used for with its cumulative distribution function). Moreover, if the marginal distributions F (x) and G(y) are continuous, the copula function C is unique. Otherwise, the copula C is unique on the range of values of the marginal distributions.
To understand the density function of the coupled random variable Y H it should be noticed that
The expectation of a function g can be written in the following ways:
Estimation of Copula in Bivariate sample
There are several methods for estimating the copula in the bivariate case. We here discuss two important methods from them.
Empirical Copula
The simplest method for estimating a copula is the Empirical copula or sometimes called the sample copula. This is defined in terms of the order statistics of the whole sample just like the empirical distribution function. Let {(x k , y k )} n k=1 denote a sample of size n from a continuous bivariate distribution. The empirical copula is the function C n given by:
where x (i) and y (j) , 1 ≤ i, j ≤ n, denote order statistics from the sample.
We also define the empirical copula frequency c n by:
) is an element of the sample, 0 otherwise.
Note that C n and c n are related via the equation
and
Empirical copulas were introduced and first studied by Deheuvels (1979) , who called them empirical dependence functions. Empirical copulas can also be used to construct nonparametric tests for independence [Deheuvels 1979 [Deheuvels , 1981a .
The Copula-Graphic estimator
The previous approach of empirical copula is simple but it uses the full data-set. However in the competing-risk framework we generally observe onlyT i = min(X i , Y i ) and δ i = Ind(X i < Y i ) ∀i = 1, 2, · · · , n. In this section we develop a estimator, called the Copula-Graphic estimator, which uses only such type of partial data -not the full data. For we suppose that P r(X i = Y i ) = 0. Then using these data we can directly estimate
It is well known that, under the assumption of independence of X and Y , the marginal distribution of X is uniquely determined by these probabilities. We now show the more general result that, if the copula of (X, Y ) is known, then the marginal distributions of both X and Y are uniquely determined by the competing risk data. The following theorem is relevant in this context. Theorem 3.1. Suppose the marginal distribution functions of (X, Y ) are continuous and strictly increasing in (0, ∞). Suppose the copula, C, of (X, Y ), is known, and µ(E) > 0 for any open set E in [0, 1] × [0, 1]. Then F and G, the marginal distribution functions of X and Y , are uniquely determined by k(t), p 1 (t), p 2 (t), t > 0. Sometimes the condition that F and G are strictly increasing on (0, inf) is not satisfied since there may exist a time, t 0 , such that F (t) = 1 for t > t 0 . To deal with this situation, we can prove the following corollary:
Corollary 3.3. In Theorem 3.1, if there are times t 1 and t 2 such that F (t 1 ) = 1 and G(t 2 ) = 1, and both F and G are strictly increasing in (0, t 1 ) and (0, t 2 ), respectively, then F and G are uniquely determined on (0, min(t 1 , t 2 )).
Note that here the marginal, F and G, are only uniquely determined up to min(t 1 , t 2 ), which is reasonable since no data are observed after time min(t 1 , t 2 ). We have seen in the previous discussion that, given the copula, the marginal distributions of X and Y are uniquely determined by estimable quantities. The next step is to estimate these distributions, given the observed data and the assumed copula. If F and G are the marginal distributions of X and Y , then for any t, we have
where
Figure 1: Relation of F(t) and G(t) on the unit square
From the proof of Theorem 3.1 we see that these two relationships uniquely determine F and G. We find estimatorsF andĜ of F and G which preserve these properties on a selected grid of m points 0 < t 1 < t 2 < · · · < t m < maxT i , i = 1, · · · , n. To construct our estimator, let
be the empirical estimates of P r(X > t, Y > t) and P r(X ≤ t, X < Y ).In fact any consistent estimators of P r(X > t, Y > t) and P r(X ≤ t, X < Y ) can be used. FindF (t i ) as the root of (4 4), subject to the definition ofĜ(t i ) as a function ofF (t i ) by solving equation(4 3). LetF andĜ be straight lines in each interval (t i , t i+1 ).
The algorithm for constructing F and G, based on a bisection root-finding algorithm, is as follows:
• Step 1: For i = 1, given an initial guess forF (t 1 ), sayF (1) (t l ), findĜ (1) (t 1 ) by solving (4.3).
• Step 2. If this (F (t 1 ),Ĝ(t 1 )) satisfies (4 4), go to Step 4. Otherwise use (4 4) to decide whether the next guess,F (t 2 ), is larger or smaller than thisF (t 1 ). Use the midpoint of the interval (F (t 1 ), 1) or (0,F (t 1 ) as the value ofF (t 2 ) accordingly.
•
Step 3. Repeat Steps 1 and 2 using the current estimate ofF (t) andĜ(t). After i steps the new value ofF (t) is the midpoint of either the interval (a i ,
where,
This process continues until we findF (t 1 ) andĜ(t 1 ) which satisfy (4 3) and (4 4). It is clear that the convergence of this algorithm is guaranteed.
• . ThenF n andĜ n are strongly consistent for F and G. That is with probability 1 as n −→ ∞,F n (t) −→ F (t) and G n (t) −→ G(t) for all t ∈ [0, ∞).
Using Theorem 3.1 and the proof of Theorem 3.4 one can show that given any continuous copula for X and Y and set of estimable probabilities k(t) = P r(X > t, Y > t), p 1 (t) = P r(X ≤ t, X < Y ) and p 2 (t) = pr(Y ≤ t, Y < X) there exists at least one set of marginal distributions F and G which make this possible. This result suggests that combining the observable data with any assumed continuous copula will yield an estimate of a well-defined marginal survival function.
A natural way of choosing the grid on which the above estimator is calculated is to take t 1 , · · · , t m . to be the distinct times at which individuals die or are censored. Here m is the number of such distinct times. With this grid and using a step function in each interval (t i − 1, t i ), the estimator defined above is much easier to compute. We shall call this estimator the copula-graphic estimator. For this estimator, if δ i = 1 thenĜ(t i ) =Ĝ(t i − 1), while if δ i = 0 thenF (t i ) =F (t i − 1). Let t 0 be 0, and F (t 0 ) = G(t 0 ) = 0. We have that, for δ i = 1,
and for δ i = 0,
Then F (t i ) and G(t i ) are found by solving equation (20) or (21) iteratively.
Theorem 3.5. The copula-graphic estimator is a maximum likelihood estimator.
The following theorem, proved on page 57 of Zheng's Ph.D. dissertation, shows that the new estimator can be considered a generalisation of the Kaplan-Meier estimator to non-independent censoring. Theorem 3.6. For the independence copula C(x, y) = xy, when t < t n , the largest observed time, the copula-graphic estimates of marginal survival functions are exactly the Kaplan-Meier estimates.
To estimate the variance of our estimator, we use the jack-knife variance estimator [2] . That is,:
whereŜ (i) is the copula-graphic estimator using
Simulation results given in [1] shows that this estimator of variance performs reasonably well.
4 Some well-known copula-based measures of association and their estimates in bivariate sample
There are several well-known measure of association in the bivariate sample that are some functional of the Copula. We here consider some of them. The population versions of Spearman's ρ, Kendall's τ , and Gini's γ are some such measures which are related to the copula by the following equations. For continuous random variables X and Y with copula C we have
We can easily estimates above measures by their corresponding sample versions. In the next theorem, we present the corresponding estimators for a sample of size n (we use Latin letters for the sample statistic ):
Theorem 4.1. Let C n and c n denote the empirical copula and empirical copula frequency function for the sample {(x k , y k )} n k = 1. Ifρ, t and g denote, respectively the sample versions of Spearman's rho, Kendall's tau and Gini's gamma, then:
5 A general approach for all rank based Test statistics : The RPM and the RPV Now we develop a general rank-based statistics "Rank-Position vector" (RPV) from which we can derive as a special class of functional all the rank-based measures of association including the above copula based measures also. Thus the study of this general statistic RP V only is sufficient to cover all the rank-based statistics used in the inference. We will also prove the minimal sufficiency of our general statistics RP V . Let us first start with defining the Rank-based Permutation Matrix (RPM):
The Rank-based Permutation Matrix (RPM)
We consider the rank of the components in the bivariate sample and introduce the notion of the Rankbased Permutation Matrix (RPM) as follows:
• Consider a bivariate sample of n observations (
• Order the X and Y components of the observations separately
• Assume X ti = X (i) and Y ti = Y (si) ∀i .
• Then the Rank-based Permutation Matrix (RPM) R is defined as the n × n square binary matrix with elements given by
Note that the RP M is a permutation matrix. Under the perfect positive association the RP M will be the Identity matrix and under the perfect negative association it will be the permutation matrix with all the back-diagonal entries being one :
However under independence of X and Y , the sample RP M can be any one of the all possible permutation matrix with equal probability. In other words the distribution of the sample RP M under the assumption of independence is uniform over all possible permutation matrices. Since there are n! possible permutation matrices of order n × n, the corresponding probability for the sample RP M to take any particular value is 1 n! .And as the sample deviates from the assumption of independence the sample RP M teds to exhibits certain particular patterns with higher probability and hence deviates from the uniformity of the distribution. Finally the sample distribution of RP M becomes degenerate under the perfect association as indicated above. Therefore, we can use the notion of RP M to discriminate the case of independence against all kinds of alternatives of non-independence.
The Rank-Position Vector (RPV)
For an n × n RP M , we now define a n-vector, the Rank-Position Vector (RP V ), s where the i th element of the vector will be the number of the column that have one in its i th row. That is, in our earlier notations
Note that there is a one-to-one correspondence between the RP M and the RP V in the sense that one can be derived from the other. Similar to the RP M this vector s will also a relatively lower dimensional rankbased statistics whose distribution changes with the value of association between the two variables. From the null distribution of RP M we can derive the null distribution of RP V s which is simply the uniform distribution over all possible permutations of {1, 2, · · · , n} with each probability being 1 n! . Hence the null distribution of the RP V is also independent of the underlying distribution of the random variables. And as the samples deviates from independence its distribution also deviates from uniform to certain pattern finally becoming degenerate for the perfect association having value:
Since the null distribution of the RP V is obtained we can now find the first two moments of the RP V s under the assumption of independence. Under above assumption each coordinates of s, say s i can takes values 1, 2, · · · , n with probability
n each and hence each coordinate has expectation n+1 2 . Thus
where E 0 (.) denotes the expectation under the null hypothesis H 0 : r = 0 and 1 be the n-vector of all entries one. Similarly the variance of any co-ordinates of the RP V s equals
and the covariance between any two co-ordinates is − n 2 −1 12(n−1) . Hence we get,
where V 0 (.) denotes the dispersion matrix under the null hypothesis H 0 : r = 0. Note that under independence the random vector RP V has the equi-correlation structure with the value of the correlation coefficient between any two co-ordinates of the RP V being − 1 (n−1) , the least possible intra-class correlation between the two random variables (X, Y ).
Relationship of the RPV and the usual rank-based statistics
It is interesting to note that any permutation invariant rank based test-statistics based on a bivariate sample can be seen as a function of the RPV. In particular if we consider the rank based measures of correlation from section 3.1 which showed closed relationship with empirical copula based on a bivariate sample, one should expect them to be expressed in terms of the RV P . These expressions are precisely stated in the following theorem:
. If r, t and g denote, respectively the sample versions of Spearman's rho, Kendall's tau and Gini's gamma, then:
Theorem 5.2. Any permutation invariant rank-based statistics based on a bivariate sample
will be a function of the RP V of that sample.
Proof. Let R Xi and R Yi be the rank of the i th observation X i and Y i respectively ∀i and consider any rank-based statistic
is a permutation invariant function of its arguments. Next note that from the definition of the RP V = s = (s 1 , s 2 , · · · , s n ) it follows that [se eq.() and () above] if for any i the X-rank R Xi = j then the corresponding Y -rank will be R Yi = s j . Also as i ranges over {1, 2, · · · , n} the corresponding X-rank R Xi also ranges over 1, 2, · · · , n. Thus using the permutation invariance of the function f , we obtain
which is only a function of the statistic (
Note that the restriction of the permutation invariance is not of much problematic because we usually consider the permutation invariant rank-based statistics only to get mare information and less variance, e.g., usual linear rank-based statistics. However, in view of the above theorem, our general rank-based statistic RP V gives rise to a more general class of nonparametric rank-based statistics for the bivariate random variables including all the usual permutation invariant rank-statistics and many more rankstatistics those may be very efficient in inference. So, we can use several suitable statistics from this class of statistics in the non-parametric inference about the association between the two random variables. We already seen above that some of the usual measure of association are nothing but some simple functional of RP V . Also we can develop several other measures also from this class of statistics based on RP V . However here we will develop some useful test statistics for testing the independence in the bivariate sample.
6 Some nonparametric tests of independence in bivariate sample based on RPM and RPV Now we consider the problem of testing for independence between two components of a bivariate sample. We try to develop some tests from several logical inference. There are several well known parametric test. But in all those cases we need to specify the underlying distribution of the variables. However in practice we usually do not have any idea about the underlying distribution so that it is difficult to implement those parametric tests. So we here propose some non-parametric tests. For this purpose we consider the Rank-based Permutation Matrix (RPM) and the Rank-Position Vector (RPV) in the bivariate sample and try to develop some test statistics for independence based on them. We already argued that the distribution of RP M and RP V changes with the change in the measure of association between the two random variables in the sample and so we can use them or some suitable functional of them to test for independence.
One major advantage in the use of RP M or RP V in testing for independence is their non-parametric nature. As discussed above the null distributions of both the sample RP M and the sample RP V do not depend on the underlying distribution of the sample (X, Y ). Since for testing purpose we only need the null distribution of the test statistics ( to compute the critical values of the test ), the test based on RP M , RP V or any functional of them will be independent of the underlying distribution of the sample (X, Y ). However, since there is no clear partial ordering in n for n > 1 and the n × n (n > 1) RP M belongs to the space isomorphic to n×n , the comparison of two RP M directly is quite difficult. Similarly, the comparison of two RP V directly is quite difficult as the n-vector RP V belongs to the space isomorphic to n . So we consider some one dimensional functional of RP M and RP V that preserve the property that it's distribution changes as the dependence between the two random observable changes from independence to perfect association. And so we can use this one dimensional functional of RP M and RP V to form the test of independence in the bivariate sample. Note that, as argued above, any such test will also be independent of the underlying distribution of the samples. Below we consider some such functional of RP M and RP V that also have some intuitive justifications.
Trace of the RPM
A common practice in the analysis of a matrix is to use the eigenvalue decomposition of the matrix. Here also we may consider the set of n eigenvalues of the n×n RP M and then consider a one dimensional functional of this set of eigenvalues. The simplest choice for that is the sum of the eigenvalues which leads to the trace of the RP M . So we have obtain a one dimensional test statistic T 1 = T race(RP M ) = Sum of the eigenvalues of the RPM Now we will be able to form a test using the statistics T 1 if it preserve the property that its null distribution differ significantly from the distribution under alternative. Note that there may be some alternative for which the distribution of T 1 under null differ significantly from that under the alternative and there may be some other alternative for which this property does not holds. In such a case the test based on T 1 will not be uniformly powerful, rather it will be locally powerful against the alternatives satisfying the above requirement. However, as in the case of RP M , the distribution of T 1 = T race(RP M ) will also depends only on the value of association between the two variables (X, Y ) and hence it's null distribution will be independent of the underlying distribution of the random variables (X, Y ). So we simulate the distribution of T 1 for various sample sizes n from bivariate normal with means 0, variances 1 and correlation coefficient r for various values of r in [−1, 1]. And plot the corresponding sample mean of those distributions in the following figure 2. Figure 2 : Plot of the sample mean of the statistics T 1 for various sample size n From the figure 2 it is clear that the distribution of T 1 changes as the value of correlation coefficient r, a measure of association changes. So we can use T 1 to test for independence, that is, for the null hypothesis H 0 : r = 0 against the alternative H 1 : r = 0. Also we note that the rate of change in the mean of T 1 is higher for positive values of r than that for negative values of r. Hence we expect that the power of our test based on the trace T 1 will have much more power for the alternatives of positive association and it may be locally best for such alternatives. we examines the performances of this test against several alternatives in the following sectin 6 . Now we want to find the null distribution of T 1 that will be required to compute the critical values for the test of independence based on T 1 .Though we know the null distribution of RP M is known, it is quite difficult to obtain the null distribution of T 1 = T race(RP M ). So we here propose to use the simulated cut-off for the test. The table 1 shows the simulated quantiles for the null distribution of T 1 . Using this we formulate our both sided test for independence as follows : Reject H 0 : r = 0 ( independence ) in favour of the alternative H 1 : r = 0 ( non-independence ) at 100α% level of significance (e.g. α = 0.05 )if
where C1(n, α) is the 100α% quantile of the null distribution of T 1 for sample size n that can be obtained from table 1. Similarly we can form the one sided test for independence also. 30  0  0  0  0  1  2  2  3  3  50  0  0  0  0  1  2  2  3  3  70  0  0  0  0  1  2  2  3  3  100  0  0  0  0  1  2  2  3  3  150  0  0  0  0  1  2  2  3  3  200  0  0  0  0  1  2  2  3  3 6.2 The first two moments of the RPV
We now try to develop some test based on the general statistic RP V . We already derived the first two moments of RP V under null. So it will be intuitive to compare the sample mean of the RP V with the theoretical one. However from one sample we will get only one RP V and we checked that only one value of the RP V is not sufficient to compare the scenario with different value of correlation. So we propose an way to get an estimate of the mean and the covariance of the RP V based on only one sample. Suppose we have a sample of size n (X 1 , Y 1 ), · · · , (X n , Y n ) . We choose an integer k such that n = n k is also an integer and then break the sample into n = n k sub-samples each of size k. Now we compute the RP V based on each sub-samples, say RP V 1 ,RP V 2 ,· · · , RP V n . Note that each of the above RP S i 's are computed from the i th subsamples of size k. Now we can estimate the mean and variance of the RP V aŝ
Now we propose a test statistics based on the above estimated values. Note that the intuitive choice is to look for the Mahalonabis distance based on the estimated mean and variances. But we observe that this cannot distinguish the cases with different correlations so that it cannot be used to form the test for independence. The main problem in this approach is that the estimated covariance matrix becomes ill-conditioned because the original dispersion matrix of the RP V is singular. However we here made an interesting observation on the estimated covariance matrix. Here we observed the diagonal entries of the estimated covariance matrixV (RP V ) that is the variances of the components of RP V . The observation is, as the correlation increases from −1 to 1 the elements of first half of the diagonal elements ofV (RP V ) increases and the elements of second half of the diagonal elements ofV (RP V ) decreases. For zero correlation all the variances becomes exactly equal confirming our previous expression of the dispersion of the variance. So if we consider the variance of the diagonal elements ofV (RP V ) it will be closed to zero under independence and gradually increases as the correlation moves away from 0 to 1 or − 1 [fig 3] . So we can use this observation to form a test of independence using the statistics T 2 = V ariance of the diagonal elements ofV (RP V ) .
(40) Figure 3 : Plot of the sample mean of the statistics T 2 for various sample size n Next we need to find the null distribution of T 2 to obtain the critical values for the test of independence based on T 2 . However the explicit form of the distribution of T 2 is difficult to derive. So we here give the simulated quantiles of the null distribution of T 2 in the table 2. Note that since the statistic T 2 is a function of RP V its null distribution is independent of the underlying distribution of the random sample. Thus our both sided test for independence will be as follows : Reject H 0 : r = 0 ( independence ) in favour of the alternative H 1 : r = 0 ( non-independence ) at 100α% level of significance (e.g. α = 0.05 )if
where C2(n, α) is the 100α% quantile of the null distribution of T 2 for sample size n that can be obtained from table 2. 
The Discrete Fourier Transformation of the RPV
Now we consider the discrete Fourier transformation of the RP V and try to develop some test of independence based on that. Suppose f 1 , f 2 , · · · , f n be the Discrete Fourier coefficient for the n-vector RP V based on a bivariate sample of size n where each f i possible be a complex number. Note that when the two random variables will be independent the uncertainty present in the Fourier coefficients f i 's will be maximum. As the association between the two variables increases towards perfect association the uncertainty will decrease and takes its minimum value under the perfect association. So we can use some suitable measure of this uncertainty in the Fourier coefficients to test for independence. Here we will consider two common measure of uncertainty, namely the entropy of the normalized amplitude of the Fourier coefficients(T 3 ) and the sum of squares of the Fourier coefficients (T 4
These statistics being a measure of uncertainty also behave exactly similar to that explained above for the uncertainty with respect to the change in the association between the two random variables [ Figure  4 ]. So we can use them to test for the null hypothesis of independence. Note that the null distribution of these statistics T 3 and T 4 are independent of the underlying distribution of the random variables but the exact form of the null distribution is very difficult to find out. So in the table 3 and 4 we give the simulated quantiles of the distribution of T 3 and T 4 respectively for some sample sizes. We can use this simulated cut-off to form our test for independence against the both sided alternative as follows: Reject H 0 : r = 0 ( independence ) in favour of the alternative H 1 : r = 0 ( non-independence ) at 100α% level of significance (e.g. α = 0.05 )if
where C3(n, α) is the 100α% quantile of the null distribution of T 3 for sample size n that can be obtained from table 3.Similarly for T 4 also we reject if
where C4(n, α) is the 100α% quantile of the null distribution of T 4 for sample size n obtained from table 4. 
The Mel-frequency cepstrum coefficient of RPV
Instead of the Discrete Fourier Transformation of the RP V as discussed in the preceding section we can also consider the Mel-frequency cepstrum coefficient of the RP V . And then we look at the uncertainty present in the corresponding set of the Mel-frequency cepstrum coefficients. Here also we consider the entropy and the sum of squares of the Mel-frequency cepstrum coefficients (MFCCs) of the RP V to develop test for independence. First note that the MFCCs of the RP V are derived as follows:
1. Take the Fourier transform of (a windowed excerpt of) the RP V .
2. Map the powers of the spectrum obtained above onto the mel scale, using triangular overlapping windows.
3. Take the logs of the powers at each of the mel frequencies.
4. Take the discrete cosine transform of the list of mel log powers, as if it were a signal.
5. The MFCCs are the amplitudes of the resulting spectrum.
Suppose M 1 , M 2 , · · · , M n be the Mel-frequency cepstrum coefficients for the n-vector RP V based on a bivariate sample of size n. Let M * i be the normalized absolute coefficients corresponding to the i th MFCC M i for all i, i.e., M * i = |Mi| n j=1 |Mj | . Then the two test staistics corresponding to the entropy and sum of squares are respectivly given by
We here made an interesting observation regarding the relationship between the change in the above test statistics T 5 and T 6 based on the MFCCs and the change in the measure of association in the bivariate sample. The statistic T 6 is maximum under independence like the previous case with the Fourier coefficients and gradually decreases as the sample deviates from independence. But on the contrary, in this case the entropy based statistics T 5 is minimum under the null hypothesis of independence and gradually increases as the association between the two variables increases [ Figure 5 ]. However the Figure 5 : Plot of the sample mean of the statistics T 5 and T 6 for various sample size n distribution of the statistics T 5 and T 6 under the assumption of independence will also be independent of the underlying distribution of the bivariate samples. But due to the unavailability of the exact form of the null distribution of T 5 and T 6 , here also we need to use the simulated cut-off given in the table 5 and 6. Therefore the test of independence based on T 5 against the both sided alternative will be given by : Reject H 0 : r = 0 ( independence ) in favour of the alternative H 1 : r = 0 ( non-independence ) at 100α% level of significance (e.g. α = 0.05 )if
where C5(n, α) is the 100α% quantile of the null distribution of T 5 for sample size n that can be obtained from table 5. Similarly the test based on T 6 will reject H 0 : r = 0 ( independence ) against the both sided alternative if
where C6(n, α) is the 100α% quantile of the null distribution of T 6 for sample size n obtained from table 6. Table 6 : The simulated quantiles of the sample distribution of T 6 under null H 0 : r = 0 for different sample size n n 2. 5%  5%  10%  25%  50%  75%  90%  95%  97.5%  30  14441  14683  14946  15351  15759  16122  16401  16549  16669  50  55739  56321  56985  58028  59100  60058  60831  61255  61604  70  131664  132750  133952  135824  137793  139595  141066  141904  142578  100 320247  322213  324382  327837  331440  334802  337597  339184  340484  150 855835  859596  863666  870382  877419  883981  889521  892672  895337  200 1690472 1696362 1702761 1713086 1724009 1734375 1743265 1748391 1752574 7 Simulation study : Comparison of the tests Now in this section we will check the performances of the above tests with respect to some common alternatives and compare their relative performances. We simulate the power of the tests we proposed above for several alternatives. To made a comparison we also simulate the power of the test of independence based on the Copula based measures sample Spearman'sρ and sample kendall's t [ equation (27) and (28)] from the same sample and give them in a table along with the proposed tests. For testing these tests we use the simulated quantiles ( cut-offs ) of the distribution of the sample Spearman'sρ and the sample kendall's t given in table 7 and 8 respectively. Further we also simulate the power of the usual parametric test for H 0 : r = 0 against H 1 : r = 0 based on the pearson correlation coefficient r which is given by the test statistics :
where n is the sample size. We know that the null distribution of T p is the student's t-distribution with degrees of freedoms n − 2 and we use this distribution to get the cut-off for testing using T p . In the following subsections we list down our findings about the power of the different tests for some simple class of alternatives.
Power against the Correlated Normal alternatives
Firstly we choose the simplest possible alternatives that the sample comes from a bivariate normal population with means 0 and variances 1 but with correlation coefficient r. We take different values of the r in [−1, 1] and simulate the power of all the tests explained above for different sample sizes n = 30, 50, 70, 100, 150, 200. We tabulate the simulated powers respectively in the table 9 to 14 given in the Appendix.
From the tabulated powers simulated from 10000 iterations we make the following findings on the comparative study of the tests of independence.
• As expected, the parametric test based on T p gives the best power in all sample against the correlated normal samples because this parametric test is indeed based on the normal population and so its null distribution is exact under the assumption of normality.
• The test based on the sample Spearman'sρ and the sample kendall's t also gives quite good results comparable with that from the parametric test and is better than our proposed tests. This is because that under the assumption of normality the sample Spearman'sρ and the sample kendall's t behaves quite similar to that of the pearson's usual correlation coefficients. But we will see that as the samples deviates from the assumption of normality the power of these tests based on the parametric statistic T p and the sample Spearman'sρ and the sample kendall's t will reduces.
• Next we note that among the nonparametric test proposed in the above section 6, the test based on the trace of RP M that is the statistics T 1 has no power against the alternative of negative association. This coincides with our previous discussion in the sub-section 6.1. However for the alternatives of positive correlations the test based on the statistic T 1 gives quite good power and this power also increases with the sample size. Finally under the perfect positive association that is for one correlation this test gives the power of one because in that case the distribution of the T 1 becomes degenerate at its highest possible value of n(n+1) 2 .
• All the other proposed tests based on the statistics T 2 to T 6 gives reasonable good power in both sided alternatives. To compare among them we plot the power of these tests for different sample sizes.[ Figure 6 in Appendix]
• From the figures 6 , it is clear that in all the cases the power increases with the sample size.
• All the tests based on T 2 to T 6 are symmetric in both sided alternatives.
• The test based on T 5 ( the entropy of the MFCCs of the RP V ) gives the lowest power among these tests.
• The tests based on T 3 , T 4 and T 6 are almost uniformly comparable with the ordering T 4 ≥ T 3 ≥ T 6 except a little fluctuation for the large magnitude of the correlation that may be just due to sampling fluctuation.
• The test based on T 2 gives the best power among these tests by T 2 to T 6 for very close alternatives with the correlation r being in the region [−0.6, 0.6]. Beyond this region the power of the tests T 4 and T 3 exceed that of the T 2 for small samples but for large sample sizes T 2 again gives the highest power. So we can infer that the test based on T 2 is locally best among all the proposed tests for the correlated normal alternative with correlation being in the rage of [−0.6, 0.6].
• But there is a problem with the test based on T 2 . It gives 0 power against the alternative of perfect association ( that is, r = 1 and r = −1 ). However this don not gives rise to a serious barrier because we can directly separate out the case with the perfect association by only looking at the RP V as explained in the sub-section 5.2.
Power against the Correlated Random-Walk Type Normal alternatives
Now we slightly deviates from the normal population. Here we consider the correlated random-walk type normal sample (X 1 , Y 1 ), · · · , (X n , Y n ). That is, here (X i , Y i )'s are not directly a bivariate normal random variables. Rather they are of the form
where (Z j , W j )'s are the correlated bivariate normal random variables with means 0, variances 1 and correlation r. Note that under this set-up (X i , Y i )'s are not independent even for r = 0. We now take different values of the r in [−1, 1] and simulate the power of all the tests explained above for different sample sizes n = 30, 50, 70, 100, 150, 200. We tabulate the simulated powers respectively in the table 15 to 20 in Appendix.
From the tabulated powers simulated from 10000 iterations we make the following findings on the comparative study of the tests of independence. Note that here the correlation r = 0 does not implies independence as the samples are not normally distributed. However this situation is very close to the null hypothesis and so we emphasis the comparison of the powers in this particular local alternative.
• Here also the parametric test based on T p gives the best power in all sample as again samples are related to the normal population so that the null distribution of T p is agin exact. However some of our proposed non-parametric test like that based on T 4 gives almost equal power as this parametric test.
• The test based on the sample Spearman'sρ and the sample kendall's t also gives very good power that are almost equal to that from the parametric test. And the power obtained from all this tests converges to one for any value correlation as the sample size increases. Even for correlation r = 0 this converges is very first.
• In this case also the test based on the statistic T 1 ( the trace of RP M ) has no power against the alternative of negative association. However for the alternatives of positive correlations the test based on the statistic T 1 gives quite good power and this power also increases with the sample size. And similar to the previous case, under the perfect positive association this test gives the power of one because in that case the distribution of the T 1 becomes degenerate at its highest possible value of
• All the other proposed tests based on the statistics T 2 to T 6 gives similar power in both sided alternatives. To compare among them we plot the power of these tests for different sample sizes.[ Figure 7 in Appendix ]
• The test based on T 5 ( the entropy of the MFCCs of the RP V ) has very less power. So we cannot use this statistic for testing independence against such kind of alternative.
• The tests based on T 3 , T 4 and T 6 are uniformly comparable with the ordering T 4 ≥ T 3 ≥ T 6 . However the difference between the powers obtained from this tests are seem to be independent of the sample size and tends to zero as the magnitude of the association tends to one because then all the powers tends to one.
• The test based on T 2 gives the very less power ( even less than that obtained from T 5 ) when the value of r is near to zero. For small and moderate sample sizes, say for n = 100 or less, it is less than the power obtained from all the three tests based on T 3 , T 4 and T 6 for all possible values of r. And for large sample sizes also ( for n = 150, 200 or more) the situation is same for r in [−0.6, 0.6] and for r beyond this interval the power of T 2 exceeds that of T 4 . But again under perfect association ( r = 1 and r = −1 ) the power of this test based on T 2 becomes zero.
• Thus among all the proposed non-parametric tests the test based on T 4 ( Sum of squares of the Fourier coefficients of the RP V ) has the maximum power except for the large sample size with r outside the interval [−0.6, 0.6] where T 2 has more power. However the difference in the powers of T 4 and T 2 is very small in the above case and otherwise the power of T 2 is very less compared to the T 4 . Therefore we can conclude that it is best to use T 4 among all the proposed test for testing independence against such random-walk type of alternatives.
Discussion
In our work we give some method for estimating the copula based on a bivariate sample. When the full data is available we can easily estimate the copula by the Empirical Copula. In case the full data is not available we give another method of estimating the copula based on only some sufficient information about the data. Next we develop a general framework that covers all the permutation invariant rankbased statistics. For we define the Rank-position vector RP V for a bivariate sample and prove that all the permutation invariant rank-based statistics are some functional of the RP V . This class of all rank-based statistics which are the functions of the RP V also includes the well known Copula based estimators of the measure of association like Spearman's ρ, Kendall's τ and Gini's γ. We also find out the null distribution of the RP V under the assumption of independence and see that this null distribution is independent of the underlying distribution of the bivariate random variables. Hence all the estimators or test statistics based on the RP V will be non-parametric in nature. Next we propose some tests for independence based on RP V from our intuitive justification and compare their relative performances by a simulation study. In this report we present the simulated critical values of all the proposed tests of independence for some sample sizes and also tabulate the power of these tests against two kind of alternative of nonindependence -one is the correlated normal alternative and second one is the correlated random-walk type normal alternatives. We see that the proposed test statistics are locally best for the some special kind of alternatives of non-independence. For example, T 2 is locally best for close alternatives of correlated bivariate normal samples, whereas T 4 is best in the second kind of alternative considered above.
This work can be extended in various perspectives in the further study. Note that the class of all possible alternatives against independence is a very broad class and we here consider two types of alternatives from that class. So it will be a good idea to compare the performances of the proposed test statistics for various other kind of alternatives also in the future study. We can also try to find out the non-null distribution of the RP V . Also we may try to derive the null or non-null distributions of the proposed test statistics at least asymptotically. One may also try develop the rank-based nonparametric test-statistics for testing independence from the class of all the functional of the RP V that will be uniformly based against all possible alternatives of non-independence in that class. If such a test does not exists we may look for a locally best test against some specified alternative.
10 Appendix : Tables and Plots of the simulated Power of the different tests 1.0000 1.0000 1.0000 1.0000 1.0000 0 1.0000 1.0000 0 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 0 1.0000 1.0000 0 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 0 1.0000 1.0000 0 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 0 1.0000 1.0000 0 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 0 1.0000 1.0000 0 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 0.9000 0.9033 0.9804 1.0000 1.0000 0.4118 1.0000
1.0000 1.0000 1.0000 1.0000 1.0000 0 1.0000 1.0000 0 1.0000 1.0000 1.0000 1.0000 
