Abstract. Recently, we developed an approach for automated termination proofs of Java Bytecode (JBC), which is based on constructing and analyzing termination graphs. These graphs represent all possible program executions in a finite way. In this paper, we show that this approach can also be used to detect non-termination or NullPointerExceptions. Our approach automatically generates witnesses, i.e., calling the program with these witness arguments indeed leads to non-termination resp. to a NullPointerException. Thus, we never obtain "false positives". We implemented our results in the termination prover AProVE and provide experimental evidence for the power of our approach.
Introduction
To use program verification in the software development process, one is not only interested in proving the validity of desired program properties, but also in providing a witness (i.e., a counterexample) if the property is violated.
Our approach is based on our earlier work to prove termination of JBC [4, 6, 17] . Here, a JBC program is first automatically transformed to a termination graph by symbolic evaluation. Afterwards, a term rewrite system is generated from the termination graph and existing techniques from term rewriting are used to prove termination of the rewrite system. As shown in the annual International Termination Competition, 1 our corresponding tool AProVE is currently among the most powerful ones for automated termination proofs of Java programs.
Termination graphs finitely represent all runs through a program for a certain set of input values. Similar graphs were used for many kinds of program analysis (e.g., to improve the efficiency of software verification [7] , or to ensure termination of program optimization [22] ). In this paper, we show that termination graphs can also be used to detect non-termination and NullPointerExceptions.
In Sect. 2, we recapitulate termination graphs. In contrast to [4, 6, 17] , we also handle programs with arrays and we present an algorithm to merge abstract states in a termination graph which is needed in order to keep termination graphs finite. In Sect. 3 we show how to automatically generate witness states (i.e., suitable inputs to the program) which result in errors like NullPointerExceptions. Sect. 4 presents our approach to detect non-termination. Here, we use an SMT solver to find different forms of non-terminating loops and the technique of Sect. 3 is applied to generate appropriate witness states.
Concerning the detection of NullPointerExceptions, most existing techniques try to prove absence of such exceptions (e.g., [15, 23] ), whereas our approach tries to prove existence of NullPointerExceptions and provides counterexamples which indeed lead to such exceptions. So in contrast to bug finding techniques like [2, 9] , our approach does not yield "false positives".
Methods to detect non-termination automatically have for example been studied for term rewriting (e.g., [11, 19] ) and logic programming (e.g., [18] ). We are only aware of two existing tools for automated non-termination analysis of Java: The tool Julia transforms JBC programs into constraint logic programs, which are then analyzed for non-termination [20] . The tool Invel [24] investigates non-termination of Java programs based on a combination of theorem proving and invariant generation using the KeY [3] system. In contrast to Julia and to our approach, Invel only has limited support for programs operating on the heap. Moreover, neither Julia nor Invel return witnesses for non-termination. In Sect. 5 we compare the implementation of our approach in the tool AProVE with Julia and Invel and show that our approach indeed leads to the most powerful automated non-termination analyzer for Java so far.
Moreover, [14] presents a method for non-termination proofs of C programs. In contrast to our approach, [14] can deal with non-terminating recursion and integer overflows. On the other hand, [14] cannot detect non-periodic non-termination (where there is no fixed sequence of program positions that is repeated infinitely many times), whereas this is no problem for our approach, cf. Sect. 4.2.
There also exist tools for testing C programs in a randomized way, which can detect candidates for potential non-termination bugs (e.g., [13, 21] ). However, they do not provide a proof for non-termination and may return "false positives". 
Termination Graphs

Abstract States
Our approach is related to abstract interpretation [8] , since the states in termination graphs are abstract, i.e., they represent a (possibly infinite) set of concrete system configurations of the program. We define the set of all states as States = (PPos × LocVar × OpStack) * × ({⊥} ∪ Refs) × Heap × Annotations. Consider the program from Fig. 1 . The initial state A in Fig. 3 represents all system configurations entering the main method with arbitrary tree-shaped (and thus, acyclic) non-null arguments. A state consists of four parts: the call stack, exception information, the heap, and annotations for possible sharing effects.
The call stack consists of stack frames, where several frames may occur due to method calls. For readability, we exclude recursive programs, but our results easily extend to the approach of [6] for recursion. We also disregard multithreading, reflection, static fields, static initialization of classes, and floats.
Each stack frame has three components. We write the frames of the call stack below each other and separate their components by "|". The first component of a frame is the program position, indicated by the number of the next instruction (00 in Fig. 3 ). The second component represents the local variables by a list of references to the heap, i.e., LocVar = Refs * . To avoid a special treatment of primitive values, we also represent them by references. In examples, we write the names of variables instead of their indices. Thus, "a : a 1 " means that the value of the 0-th local variable a is the reference a 1 (i.e., a 1 is the address of an array object). Of course, different local variables can point to the same address. The third component is the operand stack that JBC instructions work on, where OpStack = Refs * . The empty stack is "ε" and "i 6 , i 4 " is a stack with i 6 on top.
Information about thrown exceptions is represented in the second part of our states. If no exception is currently thrown, this part is ⊥ (which we do not display in example states). Otherwise it is a reference to the exception object.
Below the call stack, information about the heap is given by a partial function from Heap = Refs → (Integers ∪ Unknown ∪ Instances ∪ Arrays ∪ {null}) and by a set of annotations which specify possible sharing effects.
Our representation of integers abstracts from the different bounded types of integers in Java and considers arbitrary integer numbers instead (i.e., we do not handle overflows). To represent unknown integer values, we use possibly unbounded intervals, i.e., Integers = {{x ∈ Z | a ≤ x ≤ b} | a ∈ Z∪{−∞}, b ∈ Z∪{∞}, a ≤ b}. We abbreviate (−∞, ∞) by Z and intervals like [0, ∞) by [≥ 0]. So "i 1 : [≥0]" means that any non-negative integer can be at the address i 1 .
Classnames contains the names of all classes and interfaces in the program. Instances represent objects of some class. They are described by the values of their fields, i.e., Instances = Classnames ×(FieldIDs → Refs). For cases where field names are overloaded, the FieldIDs also contain the respective class name to avoid ambiguities, but we usually do not display it in our examples. So "o 1 : List(next = o 2 )" means that at the address o 1 , there is a List object and the value of its field next is o 2 . For all (cl , f ) ∈ Instances, the function f is defined for all fields of the class cl and all of its superclasses.
In contrast to our earlier papers [4, 6, 17] , in this paper we also show how to handle arrays. An array can be represented by an element from Types × Refs denoting the array's type and length (specified by a reference to an integer value). For instance, "a 1 : String[ ] i 1 " means that at the address a 1 , there is a String array of length i 1 . Alternatively, the array representation can also contain an additional list of references for the array entries. So "a 2 : String[ ] i 1 {o 1 , o 2 }" denotes that at the address a 2 , we have a String array of length i 1 , and its entries are o 1 and o 2 (displayed in the Java syntax "{. . .}" for arrays). Thus, Arrays = (Types × Refs) ∪ (Types × Refs × Refs * ). In our representation, no sharing can occur unless explicitly stated. So Finally, as the third type of annotations, we use cyclicity annotations "o!" to denote that the object at address o is not necessarily tree-shaped (so in particular, it could be cyclic).
Constructing Termination Graphs
Starting from the initial state A, the termination graph in Fig. 4 is constructed by symbolic evaluation. In the first step, we have to evaluate iconst 0, i.e., we load the integer 0 on top of the operand stack. The second instruction istore 1 stores the value 0 on top of the operand stack in the first local variable i.
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After that, the value of the 0-th local variable a (the array in the input argument) is loaded on the operand stack and the instruction arraylength retrieves its (unknown) length i 1 . That value is then stored in the second local variable j using the instruction istore 2. This results in the state B in Fig. 4 . We connect A and B by a dotted arrow, indicating several evaluation steps (i.e., we omitted the states between A and B for space reasons in Fig. 4) .
From B on, we load the values of i and j on the operand stack and reach C. 6 The instruction if icmpge branches depending on the relation of the two elements on top of the stack. However, based on the knowledge in C, we cannot determine whether i >= j holds. Thus, we perform a case analysis (called integer refinement [4, Def. 1]), obtaining two new states D and E. We label the refinement edges from C to D and E (represented by dashed arrows) by the reference i 1 that was refined. In D, we assume that i >= j holds. Hence, i 1 (corresponding to j) is ≤ 0 and from i 1 : [≥ 0] in state C we conclude that i 1 is 0. We thus reach instruction 22 (return), where the program ends (denoted by ).
In E, we consider the other case and replace i 1 by i 2 , which only represents positive integers. We mark what relation holds in this case by labeling the evaluation edge from E to its successor with 0 < i 2 . In general, we always use a a1:
Fig. 4 . Termination Graph fresh reference name like i 2 when generating new values by a case analysis, to ensure single static assignments, which will be useful in the analysis later on. We continue with instruction 10 and load the values of i, a, and i on the operand stack, obtaining state F . To evaluate aaload (i.e., to load the 0-th element from the array a 1 on the operand stack), we add more information about a 1 at the index 0 and label the refinement edge from F to G accordingly. In G, we created some object o 1 for the 0-th entry of the array a 1 and marked that o 1 is reachable from a 1 by adding the joinability annotation a 1 o 1 .
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Now evaluation of aaload moves o 1 to the operand stack in state H. Whenever an array access succeeds, we label the corresponding edge by the condition that the used index is ≥ 0 and smaller than the length of the array.
In H, we need to invoke the method length() on the object o 1 . However, we do not know whether o 1 is null (which would lead to a NullPointerException). 7 If we had already retrieved another value o from the array a1, it would also have been annotated with a1 o and we would consequently add o1 o and o1 = ? o when retrieving o1, indicating that the two values may share or even be equal.
Hence, we perform an instance refinement [4, Def. 5] and label the edges from H to the new states I and K by the reference o 1 that is refined. In I, o 1 has the value null. In K, we replace the reference o 1 by o 2 , pointing to a concrete String object with unknown field values. In Fig. 4 , we only display the field count, containing the integer reference i 3 . In this instance refinement, one uses the special semantics of the pre-defined String class to conclude that i 3 can only point to a non-negative integer, as count corresponds to the length of the string. In I, further evaluation results in a NullPointerException. A corresponding exception object o 3 is generated and the exception is represented in J. As no exception handler is defined, evaluation ends and the program terminates.
In K, calling length() succeeds. In L, a new stack frame is put on top of the call stack, where the implicit argument this is set to o 2 . In the called method length(), we load o 2 on the operand stack and get the value i 3 of its field count. We then return from length(), add the returned value i 3 to 0, and store the result in the variable i. Afterwards, we jump back to instruction 05. This is shown in state M and the computation i 4 = i 3 + 0 is noted on the evaluation edge.
But now M is at the same program position as B. Continuing our symbolic evaluation would lead to an infinite tree, as we would always have to consider the case where the loop condition i < j is still true. Instead, our goal is to obtain a finite termination graph. The solution is to automatically generate a new state N which represents all concrete states that are represented by B or M (i.e., N results from merging B and M ). Then we can insert instance edges from B and M to N (displayed by double arrows) and continue the graph construction with N .
Instantiating and Merging States
To find differences between states and to merge states, we introduce state positions. Such a position describes a "path" through a state, starting with some local variable, operand stack entry, or the exception object and then continuing through fields of objects or entries of arrays. For the latter, we use the set ArrayIdxs = {[j] | j ≥ 0} to describe the set of all possible array indices.
Definition 1 (State Positions SPos). Let s = ( fr 0 , . . . , fr n , e, h, a) be a state where each stack frame fr i has the form (pp i , lv i , os i ). Then SPos(s) is the smallest set containing all the following sequences π:
• π = π v for some v ∈ FieldIDs and some π ∈ SPos(s) where h(s| π ) = (cl , f ) ∈ Instances and where
for some [j] ∈ ArrayIdxs and some π ∈ SPos(s), where h(s| π ) = (t, i, r 0 , . . . , r q ) ∈ Arrays and 0 ≤ j ≤ q. Then s| π is r j .
For any position π, let π s denote the maximal prefix of π such that π s ∈ SPos(s).
We write π if s is clear from the context.
For example, in state K, the position π = os 0,0 count refers to the reference i 3 , i.e., we have K| π = i 3 and for the position τ = lv 0,0 len, we have K| τ = i 2 . As the field count was introduced between H and K by an instance refinement, we have π ∈ SPos(H) and π H = os 0,0 , where H| π = o 1 . We can now see that
Setŝ|π! if {πρ, πρ } ⊆ SPos(ŝ): Setŝ|π ! . . . same for SPos(s ) . . . This merging algorithm is illustrated in Fig. 5 . Here, h, h ,ĥ refer to the heaps of the states s, s ,ŝ, respectively. With new State(s), we create a fresh state at the same program position as s. The auxiliary function mergeRef is an injective mapping from a pair of references to a fresh reference name. The function mergeVal maps two heap values to the most precise value from our abstract domains that represents both input values. For example, mergeVal([0, 1], [10, 15] In our example, we used the algorithm mergeStates to create the state N and draw instance edges from B and M to N . Since the computation in N also represents the states C to M (marked by dashed borders), we now remove them.
We continue symbolic evaluation in N , reaching state O, which is like C. In C, we refined our information to decide whether the condition i >= j of if icmpge holds. However, now this case analysis cannot be expressed by simply refining the intervals from Integers that correspond to the references i 6 and i 4 (i.e., a relation like i 4 ≥ i 6 is not expressible in our states). Instead, we again generate successors for both possible values of the condition i >= j, but do not change the actual information about our values. In the resulting states P and Q, we mark the truth value of the condition i >= j by "T" and "F". The refinement edges from O to P and Q are marked by the references i 4 and i 6 that are refined. P leads to a program end, while we continue the symbolic evaluation in Q. As before, we label the refinement edge from Q to R by i 4 < i 6 .
R and S are like F and G. The refinement edge from R to S is labeled by a 1 and i 4 which were refined in order to evaluate aaload (note that since we only reach R if i 4 < i 6 , the array access succeeds). As in H, we then perform an instance refinement to decide whether calling length() on the object o 4 succeeds, leading to U and V . From V , we again reach a program end after a NullPointerException was thrown in W . From U , we reach X by evaluating the call to length(). Between X to Y , we return from length(). After that, we add the two non-negative integers i 7 and i 4 , creating a non-negative integer i 8 . The edge from Y to Z is labeled by the computation i 8 = i 7 + i 4 .
Z is again an instance of N . We can also use the algorithm mergeStates to determine whether one state is an instance of another: When merging s, s to obtain a new stateŝ, one adapts mergeStates(s, s ) such that the algorithm terminates with failure whenever we widen a value of s or add an annotation toŝ that did not exist in s (e.g., when we addŝ| π = ?ŝ | π and there is no s| π = ? s| π ). Then the algorithm terminates successfully iff s s holds. After drawing the instance edge from Z to N (yielding a cycle in our graph), all leaves of the graph are program ends and thus the graph construction is finished.
We now define termination graphs formally. We extend our earlier definition from [4] slightly by labeling edges with information about the performed refinements and about the relations of integers. Let Rel Op = {i • i | i, i ∈ Refs, • ∈ {<, ≤, =, =, ≥, >}} denote the set of relations between two integer references such as i 4 < i 6 and ArithOp = {i = i i | i, i , i ∈ Refs, ∈ {+, −, * , /, %}} denote the set of arithmetic computations such as i 8 = i 7 + i 4 . Termination graphs are constructed by repeatedly expanding those leaves that do not correspond to program ends. Whenever possible, we use symbolic evaluation SyEv −→ . Here, SyEv −→ extends the usual evaluation relation for JBC such that it can also be applied to abstract states representing several concrete states. For a formal definition of SyEv −→ , we refer to [4, Def. 6] . In the termination graph, the corresponding evaluation edges can be labeled by a set C ⊆ ArithOp∪Rel Op which corresponds to the arithmetic operations and (implicitly) checked relations in the evaluation. For example, when accessing the index i of an array a succeeds, we have implicitly ensured 0 ≤ i and i < a.length and this is noted in C.
If symbolic evaluation is not possible, we refine the information for some references R by case analysis and label the resulting refinement edges with R.
To obtain a finite graph, we create a more general state by merging whenever a program position is visited a second time in our symbolic evaluation and add appropriate instance edges to the graph. However, we require all cycles of the termination graph to contain at least one evaluation edge. By using an appropriate strategy for merging resp. widening states, we can automatically generate a finite termination graph for any program.
Definition 3 (Termination Graph). A graph (V, E) with
Refs ) ∪ {Ins} × V is a termination graph if every cycle contains at least one edge labeled with some Eval C and one of the following holds for each s ∈ V :
• s has just one outgoing edge (s, Eval C , s ), s SyEv −→ s , and C is the set of integer relations that are checked (resp. generated) in this step • the outgoing edges of s are (s, Refine R , s 1 ), . . . , (s, Refine R , s n ) and {s 1 , . . . , s n } is a refinement of s on the references R ⊆ Refs • s has just one outgoing edge (s, Ins, s ) and s s • s has no outgoing edge and s = (ε, e, h, a) (i.e., s is a program end)
The soundness proofs for the transformation from JBC to termination graphs can be found in [4] . There, we show that if c is a concrete state with c s for some state s in the termination graph, then the JBC evaluation of c is represented in the termination graph. We refer to [6, 17] for methods to use termination graphs for termination proofs. In Sect. 3 and 4 we show how to use termination graphs to detect NullPointerExceptions and non-termination.
Generating Witnesses for NullPointerExceptions
In our example, an uncaught NullPointerException is thrown in the "error state" W , leading to a program end. Such violations of memory safety can be immediately detected from the termination graph.
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To report such a possible violation of memory safety to the user, we now show how to automatically generate a witness (i.e., an assignment to the arguments of the program) that leads to the exception. Our termination graph allows us to generate such witnesses automatically. This technique for witness generation will also be used to construct witnesses for non-termination in Sect. 4.
So our goal is to find a witness state A for the initial state A of the method main w.r.t. the "error state" W . This state A describes a subset of arguments, all of which lead to an instance of W , i.e., to a NullPointerException. To obtain a witness state A for A automatically, we start with the error state W and traverse the edges of the termination graph backwards until we reach A. In general, let s 0 , s 1 , . . . , s n = w be a path in the termination graph from the initial state s 0 to the error state s n . Assuming that we already have a witness state s i for s i w.r.t. w, we show how to generate a witness state s i−1 for s i−1 w.r.t. w. To this end, we revert the changes done to the state s i−1 when creating the state s i during the construction of the termination graph (i.e., we apply the rules for termination graph construction "backwards"). Of course, this generation of witness states can fail (in particular, this happens for error states that are not reachable from any concrete instantiation of the initial state s 0 ). So in this way, our technique for witness generation is also used as a check whether certain errors can really result from initial method calls.
Definition 4 (Witness State
In our example, the error state is W . Trivially, W itself is a witness state for W w.r.t. W . The only edge leading to W is from V . Thus, we now generate a witness state V for V w.r.t. W . The edge from V to W represents the evaluation of the instruction invokevirtual that triggered the exception. Reversing this instruction is straightforward, as we only have to remove the exception object from W again. Thus, V is a witness state for V w.r.t. W .
The only edge leading to V is a refinement edge from T . As a refinement corresponds to a case analysis, the information in the target state is more precise. Hence, we can reuse the witness state for V , since V is an instance of T . So V is also a witness state for T w.r.t. W . To reverse the edge between T and S, we have to undo the instruction aaload. This is easy since S contains the information that the entry at index i 4 in the array a 1 is o 4 . Thus the witness state S for S w.r.t. W is like S, but here o 4 's value is not an unknown object, but null. Reversing the refinement between S and R is more complex. Note that not every state represented by R leads to a NullPointerException. In S we had noted the relation between the newly created reference o 4 and the original array a 1 . In other words, in S we know that a 1 [i 4 ] is o 4 , where o 4 has the value null in the witness state S for S. But in R, o 4 is missing. To solve this problem, in the witness state R for R, we instantiate the abstract array a 1 by a concrete one that contains the entry null at the index i 4 . We use a simple heuristic 11 to choose a suitable length i 6 for this concrete array, which tries to find "minimal" values. Here, our heuristic chooses a 1 to be an array of length one (i.e., i 6 is chosen to be 1), which only contains the entry null (at the index 0, i.e., i 4 is chosen to be 0). The resulting witness state R for R w.r.t. W is displayed in Fig. 6 . Reversing the evaluation steps between R and Q yields a witness state Q for Q w.r.t. W . From O to Q, we have a refinement edge and thus, Q is also a witness for O.
The steps from N to O can also be reversed easily. In N , we use a heuristic to decide whether to follow the incoming edge from Z or from B. Our heuristic chooses B as it is more concrete than Z. From there, we continue our reversed evaluation until we reach a witness state A for the initial state A of the method w.r.t. W , cf. Fig. 7 . So any instance of A evaluates to an instance of W , i.e., it leads to a NullPointerException. If the main method is called directly (as the entry point of the program), then the JVM ensures that the input array does not contain null references. But if the main method is called from another method, then this violation of memory safety can indeed occur, cf. problem (a) in Sect. 2.
The following theorem summarizes our procedure to generate witness states. If there is an edge from a state s 1 to a state s 2 in the termination graph and we already have a witness state s 2 for s 2 w.r.t. w, then Thm. 5 shows how to obtain a witness state s 1 for s 1 w.r.t. w. Hence, by repeated application of this construction, we finally obtain a witness state for the initial state of the method w.r.t. w. If there is an evaluation edge from s 1 to s 2 , then we first apply the reversed rules for symbolic evaluation on s 2 . Afterwards, we instantiate the freshly appearing references (for example, those overwritten by the forward symbolic evaluation) such that s 1 is indeed an instance of s 1 . If there is a refinement edge from s 1 to s 2 , then the witness state s 1 is like s 2 , but when reading from abstract arrays (such as between R and S), we instantiate the array to a concrete one in s 1 . If there is an instance edge from s 1 to s 2 , then we intersect the states s 1 and s 2 to obtain a representation of those states that are instances of both s 1 and s 2 .
Theorem 5 (Generating Witnesses). Let (s 1 , l, s 2 ) be an edge in the termination graph and let s 2 be a witness state for s 2 w.r.t. w. Let s 1 ∈ States with:
• if l = Eval C , then s 1 is obtained from s 2 by applying the symbolic evaluation used between s 1 and s 2 backwards. In s 1 , we instantiate freshly appearing variables such that s 1 s 1 and s 1 SyEv −→ s 2 holds.
Then s 1 is a witness state for s 1 w.r.t. w.
Proving Non-Termination
Now we show how to prove non-termination automatically. Sect. 4.1 introduces a method to detect looping non-termination, i.e., infinite evaluations where the interesting references (that determine the termination behavior) are unchanged. Sect. 4.2 presents a method which can also detect non-looping non-termination.
Looping Non-Termination
For each state, we define its interesting references that determine the control flow and hence, the termination behavior. Which references are interesting can be deduced from the termination graph, because whenever the (changing) value of a variable may influence the control flow, we perform a refinement. Hence, the references in the labels of refinement edges are "interesting" in the corresponding states. For example, the references i 4 and i 6 are interesting in the state O.
We propagate the information on interesting references backwards. For evaluation edges, those references that are interesting in the target state are also interesting in the source state. Thus, i 4 and i 6 are also interesting in N .
When drawing refinement or instance edges, references may be renamed. But if a reference at position π is interesting in the target state of such an edge, the reference at π is also interesting in the source state. So i 8 = Z| lv0,1 and i 6 = Z| lv0,2 are interesting in Z, as i 4 = N | lv0,1 and i 6 = N | lv0,2 are interesting in N .
Furthermore, if an interesting reference i of the target state was the result of some computation (i.e., the evaluation edge is labeled with i = i i ), we mark i and i as interesting in the source state. The edge from Y to Z has the label i 8 = i 7 + i 4 . As i 8 is interesting in Z, i 7 and i 4 are interesting in Y .
Definition 6 (Interesting References). Let G = (V, E) be a termination graph, and let s, s ∈ V be some states. Then I(s) ⊆ {s| π | π ∈ SPos(s)} is the set of interesting references of s, defined as the minimal set of references with
Note that if there is an evaluation where the same program position is visited repeatedly, but the values of the interesting references do not change, then this evaluation will continue infinitely. We refer to this as looping non-termination.
To detect such non-terminating loops, we look at cycles s = s 0 , s 1 , . . . , s n−1 , s n = s in the termination graph. Our goal is to find a state v s such that when executing the loop, the values of the interesting references in v do not change. More precisely, when executing the loop in v, one should reach a state v with v Π v. Here, Π are the positions of interesting references in s and Π is the "instance" relation restricted to positions with prefixes from Π, whereas the values at other positions are ignored. The following theorem proves that if one finds such a state v, then indeed the loop will be executed infinitely many times when starting the evaluation in a concrete instance of v. We now automate Thm. 7 by a technique consisting of four steps (the first three steps find suitable states v automatically and the fourth step checks whether v can be reached from the initial state of the method). Let s = s 0 , s 1 , . . . , s n−1 , s n = s be a cycle in the termination graph such that there is an instance edge from s n−1 to s n . In Fig. 4, N, . . . Z, N is such a cycle (i.e., here s is N ).
1. Find suitable values for interesting integer references. In the first step, we find out how to instantiate the interesting references of integer type in v. To this end, we convert the cycle s = s 0 , . . . , s n = s edge by edge to a formula ϕ over the integers. Then every model of ϕ indicates values for the interesting integer references that are not modified when executing the loop.
Essentially, ϕ is a conjunction of all constraints that the edges are labeled with. More precisely, to compute ϕ, we process each edge (s i , l, s i+1 ). If l is Refine R , then we connect the variable names in s i and s i+1 by adding the equations s i | π = s i+1 | π to ϕ for all those positions π where s i | π is in R and points to an integer. Thus, for the edge from O to Q, we add the trivial equations i 4 = i 4 ∧ i 6 = i 6 , as the references were not renamed in this refinement step.
If l = Eval C , we add the constraints and computations from C to the formula ϕ.
12 Thus, for the edge from Q to R we add the constraint i 4 < i 6 , for the edge from S to T we add 0 ≤ i 4 ∧ i 4 < i 6 , and the edge from Y to Z yields i 8 = i 7 +i 4 . If l is Ins, we again connect the reference names in s i and s i+1 by adding the equations s i | π = s i+1 | π for all π ∈ SPos(s i+1 ) that point to integers. Thus, for the edge from Z to N , we get i 6 = i 6 ∧ i 8 = i 4 . So for the cycle N, . . . , Z, N , ϕ is i 4 < i 6 ∧ 0 ≤ i 4 ∧ i 8 = i 7 + i 4 ∧ i 8 = i 4 (where tautologies have been removed).
To find values for the integer references that are not modified in the loop, we now try to synthesize a model of ϕ. In our example, a standard SMT solver easily proves satisfiability and returns a model like i 4 = 0, i 6 = 1, i 7 = 0, i 8 = 0.
2. Guess suitable values for interesting non-integer references. We want to find a state v s such that executing the loop does not change the values of interesting references in v. We have determined the values of the interesting integer references in v (i.e., i 4 is 0 and i 6 is 1 in our example). It remains to determine suitable values for the other interesting references (i.e., for a 1 in our example) To this end, we use the following heuristic. We instantiate the integer references in s n−1 according to the model found for ϕ, yielding a state s n−1 s n−1 . So in our example (where s n = s is N and s n−1 is Z), we instantiate i 6 and i 8 in Z by 1 resp. 0, resulting in the state Z in Fig. 8 (i. e., here s n−1 is Z ). 3. Check whether the guessed values for non-integer references do not change in the loop. While our construction ensures that the interesting integer references remain unchanged when executing the loop, this is not ensured for the interesting non-integer references. Hence, in the third step, we now have to check whether v Π v holds, where Π are the positions of interesting references in s.
To this end, we adapt our algorithm mergeStates(v,v ) such that it terminates with failure whenever we widen a value of v or add an annotation that did not exist in v at a position with a prefix from Π. Then the algorithm terminates successfully iff v Π v. In our example where v = v = N , we clearly have v Π v. Hence by Thm. 7, any instance of v (i.e., of N ) starts an infinite execution.
Check whether the non-terminating loop can be reached from the initial state.
In the fourth step, we finally check whether N can be reached from the initial state of the method. Hence, we again use the witness generation technique from Sect. 3 to create a witness state for A w.r.t. N . This witness state has the stack frame "00 | a : a 3 | ε" where a 3 is a 1-element array containing just the empty string. In other words, we automatically synthesized the counterexample to termination indicated in problem (b) of Sect. 2. A loop can also be non-terminating if the values of interesting references are modified in its body. We now present a method to find such non-looping forms of nontermination. In contrast to the technique of Sect. 4.1, this method is restricted to loops that have no sub-loops and whose termination behavior only depends on integer arithmetic (i.e., the interesting references in all states of the loop may only refer to integers). Then we can construct a formula that represents the loop condition and the computation on each path through the loop. If we can prove that no variable assignment that satisfies the loop condition violates it in the next loop iteration, then we can conclude non-termination under the condition that the loop condition is satisfiable.
The method nonLoop in Fig. 11 does not terminate if x ≥ y ≥ 0. For example, if x = 2, y = 1 at the beginning of the loop, then after one iteration we have x = 1, y = 1. In the next iterations, we obtain x = 3, y = 2; x = 2, y = 2; and x = 5, y = 3, etc. So this non-termination is non-looping and even non-periodic (since there is no fixed sequence of program positions that is repeated infinitely many times). Thus, non-termination cannot be proved by techniques like [14] .
Consider the termination graph, which is shown in a simplified version in Fig. 11 . A node in a cycle with a predecessor outside of the cycle is called a loop head node. In Fig. 11 , A is such a node. We consider all paths p 1 , . . . , p n . . . Fig. 11 . Graph for nonLoop from the loop head node back to itself (without traversing the loop head node in between), i.e., p 1 = A, . . . , B, A and p 2 = A, . . . , C, A. Here, p 1 corresponds to the case where x ≥ y and z = x − y > 0, whereas p 2 handles the case where x ≥ y and z = x − y ≤ 0. For each path p j , we generate a loop condition formula ϕ j (expressing the condition for entering this path) and a loop body formula ψ j (expressing how the values of the interesting references are changed in this path). The formulas ϕ j and ψ j are generated as in Step 1 of Sect. 4.1, where we add relations from Rel Op to ϕ j and constraints from ArithOp to ψ j . In our example, ϕ 1 is i 1 ≥ i 2 ∧ i 3 > 0 and ϕ 2 is i 1 ≥ i 2 ∧ i 3 ≤ 0. Moreover, ψ 1 is i 3 = i 1 − i 2 ∧ i 4 = i 1 − 1 and ψ 2 is i 3 = i 1 − i 2 ∧ i 5 = 2 · i 1 ∧ i 6 = i 5 + 1 ∧ i 7 = i 2 + 1. To connect these formulas, we use a labeling function r 1 − i r 2 . If an SMT solver proves unsatisfiability of ρ(p 1 , . . . , p n ), we know that whenever a variable assignment satisfies a loop condition, then after one execution of the loop body, a loop condition is satisfied again (i.e., the loop runs forever). Note that we generalized the notion of "loop conditions", as we discover the conditions by symbolic evaluation of the loop. Consequently, we can also handle loop control constructs like break or continue.
So unsatisfiability of ρ(p 1 , . . . , p n ) implies that the loop is non-terminating, provided that the loop condition can be satisfied at all. To check this, we use an SMT solver to find a model for σ(p 1 , . . . , p n ) = µ ∧ ( n j=1 ( j (ϕ j ) ∧ j (ψ j ) ∧ ι j )).
Theorem 8 (Non-Looping Non-Termination). Let s be a loop head node in a termination graph where I(s) only point to integer values and let p 1 , . . . , p n be all paths from s back to s. Let ρ(p 1 , . . . , p n ) be unsatisfiable and let σ(p 1 , . . . , p n ) be satisfiable by some model M (i.e., M is an assignment of integer references to concrete integers). Let c s be a concrete state where every integer reference in c has been assigned the value given in M . Then c starts an infinite JBC evaluation.
From the model M of σ(p 1 , . . . , p n ), we obtain an instance v of the loop head node where we replace unknown integers by the values in M . Then the technique from Sect. 3 can generate a witness for the initial state of the method w.r.t. v. (p 1 , . . . , p n ). From this, we obtain a witness for the initial state with x = 1 and y = 0, i.e., we automatically generate a non-terminating counterexample.
Evaluation and Conclusion
Based on termination graphs for Java Bytecode, we presented a technique to generate witnesses w.r.t. arbitrary error states. We then showed how to use this technique to prove the reachability of NullPointerExceptions or of nonterminating loops, which we detect by a novel SMT-based technique.
We implemented our new approach in the termination tool AProVE [12] , using the SMT solver Z3 [10] and evaluated it on a collection of 325 examples. They consist of all 268 JBC programs from the Termination Problem Data Base that is used in the annual International Termination Competition, 14 all 55 examples from [24] used to evaluate the Invel tool, and the two examples from this paper. For our evaluation, we compared the old version of AProVE (without support for non-termination), the new version AProVE-No containing the results of the present paper, and Julia [20] . We were not able to obtain a running version of Invel, and thus we only compared to the results of Invel reported in [24] . We used a time-out of 60 seconds for each example. "Yes" and "No" indicate how often termination (resp. non-termination) could be proved, "Fail" states how often the tool failed in less than 1 minute, "T" indicates how many examples led to a Time-out, and "R" gives the average Runtime in seconds for each example. The experiments clearly show the power of our contributions, since AProVE-No is the most powerful tool for automated non-termination proofs of Java resp. JBC programs. Moreover, the comparison between AProVE-No and AProVE indicates that the runtime for termination proofs did not increase due to the added non-termination techniques. To experiment with our implementation via a web interface and for details on the experiments, we refer to [1] .
