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ABSTRACT 
The hippocampus and prefrontal cortex play distinct roles in the generation and retrieval of 
episodic memory. The hippocampus is crucial for binding inputs across behavioral timescales, 
whereas the prefrontal cortex is found to influence retrieval. Spiking of hippocampal principal 
neurons contains environmental information, including information about the presence of 
specific objects and their spatial or temporal position relative to environmental and behavioral 
cues. Neural activity in the prefrontal cortex is found to map behavioral sequences that share 
commonalities in sensory input, movement, and reward valence. Here I conducted a series of 
four experiments to test the hypothesis that external inputs from cortex update cell assemblies 
that are organized within the hippocampus. I propose that cortical inputs coordinate with CA3 
to rapidly integrate information at fine timescales. 
   Extracellular tetrode recordings of neurons in the orbitofrontal cortex were performed 
in rats during a task where object valences were dictated by the spatial context in which they 
were located. Orbitofrontal ensembles, during object sampling, were found to organize all 
measured task elements in inverse rank relative to the rank previously observed in the 
 ix 
 
hippocampus, whereby orbitofrontal ensembles displayed greater differentiation for object 
valence and its contextual identity than spatial position. Using the same task, a follow-up 
experiment assessed coordination between prefrontal and hippocampal networks by 
simultaneously recording medial prefrontal and hippocampal activity. The circuit was found to 
coordinate at theta frequencies, whereby hippocampal theta engaged prefrontal signals during 
contextual sampling, and the order of engagement reversed during object sampling. 
   Two additional experiments investigated hippocampal temporal representations. First, 
hippocampal patterns were found to represent conjunctions of time and odor during a head-
fixed delayed match-to-sample task. Lastly, I assessed the dependence of hippocampal firing 
patterns on intrinsic connectivity during the delay period versus active navigation of spatial 
routes, as rats performed a delayed-alternation T-maze. Stimulation of the ventral hippocampal 
commissure induced remapping of hippocampal activity during the delay period selectively. 
Despite temporal reorganization, different hippocampal populations emerged to predict 
temporal position. These results show hippocampal representations are guided by stable 
cortical signals, but also, coordination between cortical and intrinsic circuitry stabilizes flexible 
CA1 temporal representations. 
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CHAPTER 1 
Medial Temporal Lobe and Prefrontal Cortical Systems Interactive Support for Spatiotemporal 
Relationships of Events 
Introduction 
A primary function of the central nervous system is to gather new information, assimilate it 
within previously established representations, and later, retrieve the newly acquired 
information as a means of modifying behavioral responses. These basic memory functions that 
are necessary for learning are observed in multiple different brain systems, over a range of 
timescales. Consider learning how to ride a skateboard, which requires repetition of sensory and 
motor response pairings of kicking motions with the perceptual cues of the board and its 
relationship to the surrounding space. Learning requires that your reactions will be altered by 
fractions of a second when next encountering a similar set of perceptual cues. We can also 
associate things at the scale of seconds, minutes or even hours, such as when remembering to 
bring a helmet to an adventure after nearly suffering an injury on a concrete surface. Behavioral 
adaptation, on this occasion, requires conscious deliberation on a specific experience, and the 
situation is ultimately resolved by adjusting behavior only when approaching an appropriately 
overlapping future experience. This type of memory, which allows for conscious deliberation on 
learned associations and retrieval of the unique experiences, is known to depend upon the 
medial temporal lobe (MTL) and will be the focus of the remainder of this composition. In 
general, the MTL has been implicated in relating unique complex stimuli across spatial or 
temporal intervals. This framework allows singular experiences to be retrieved, but also, related 
experiences represented by overlapping neural networks can serve as a context cue to guide 
2 
new behaviors. The extent to which features are generalized across experiences is key to 
successful performance in memory utilization. For example, in response to getting injured with a 
friend on an skateboarding adventure, you wouldn’t necessarily want to sport a goalie mask to 
that same friend’s wedding just because you have common recollections of circumstance that 
involve your friend and skateboarding injuries; rather, you want to ensure that you have 
sufficient gear at future situations that are appropriately generalized to the athletic experience 
(e.g. skiing, mountain biking, etc.). Considering how the MTL is capable of forming functional 
neural structures that are capable of relating events composed of different valences and 
emotions, across distant spatiotemporal locations, requires the integration of a broad system of 
inputs. Importantly, cortical systems not only receive updated HPC event relationships, but 
rather the intricate connectivity between HPC and cortex allows for cortical networks to guide 
which features and dimensions get bound together in hippocampal processing. This thesis will 
discuss prefontal-hippocampal interactions in the formation of these episodic elements. New 
data will be interpreted in consideration of the anatomical and functional connectivity of 
hippocampal-cortical circuits. In addition to analyzing greater cortico-hippocampal contributions 
in binding a range of features that occur with predictable relationships, I will demonstrate how 
intrinsic hippocampal wiring is set up to handle multiple parallel streams of information. In all, I 
will argue that HPC architecture allows for finely timed relationships between greater cortical 
circuits, which leads to rapid encoding and stability of neural networks that include multiple 
dimensions of episodic memory.  
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1.1 Brief Historical Perspective of Medial Temporal Lobe and Prefrontal Cortex studies in 
Memory 
The hippocampus and prefrontal cortex (PFC) have long been established as having important 
roles in episodic memory. Studies in humans and animal models indicate that the hippocampus 
plays a key part in organizing memories in the context in which they were experienced whereas 
the PFC controls the retrieval of appropriate memories by suppressing competing information 
on the current situation. Here I will review early investigations into hippocampal and prefrontal 
systems. 
The hippocampus in particular has been a focus across multiple disciplines in 
neuroscience. In addition to its well-known role in the support of episodic memory and spatial 
navigation through the generation of cognitive ‘mapping’ between diverse ranges of stimuli, the 
hippocampus has been a longtime focus of cellular level neural observations.  The laminar 
arrangement of pyramidal neurons and inputs from a variety of regions has made the 
hippocampus an attractive target for studying mechanism of plasticity (Bliss & Lomo, 1973), 
dendritic integration (Magee & Cook, 2000), and local neural oscillations (Mizuseki et al., 2009).   
A tipping point in modern investigations of hippocampal contributions to memory came 
from observations on the patient H.M., who experienced strong anterograde amnesia and 
temporally graded retrograde amnesia as a result of having a bilateral hippocampal resection as 
a treatment for chronic epilepsy (Scoville & Milner, 1957). The gradients of amnesia identified in 
H.M. suggests the hippocampus plays a crucial role in establishing and maintaining new 
memories, but that information eventually becomes independent of the MTL (Corkin et al., 
1984). Later patients with more selective lesions to hippocampal layer Cornu Ammonis (CA) 1, 
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were found to have anterograde amnesia (Zola-Morgan, Squire, & Amaral, 1986), but some 
patients were able to acquire new semantic knowledge at slightly-impaired levels (Vargha-
Khadem et al., 1997). This suggests that the hippocampus may be required for linking disjoint 
events at behavioral timescales. The hippocampus may also provide structure for the retrieval of 
learned semantic knowledge, such that the retrieval of disjoint experiences may become linked 
across some other common dimension. Early studies on hippocampal function in rodents and 
monkeys failed to reproduce the severe amnesia observed in H.M (Cohen & Eichenbaum, 1993). 
However, many later studies have found that the hippocampus in humans and other mammals 
supports a common type of memory processing. This kind of memory is characterized by a 
representation of relations between events and their spatial and temporal positions, known as 
episodic memory (Tulving et al., 1972).  
The role of the PFC in memory was not immediately obvious in early neuropsychological 
studies on humans with prefrontal damage. For example, H.M. performed very poorly on a facial 
recognition memory test but normally in the Wisconsin Card Sorting Test (WCST), which does 
not require episodic or semantic memory but relies on the ability to suppress a competing 
response strategy (Milner et al., 1968). By contrast, patients who had prefrontal damage, such 
as patient K.M. whose hippocampus was spared, performed normally in face recognition but 
poorly on the WCST (Milner et al., 1963). Patients like H.M. and K.M. reveal dissociable 
involvement of the medial temporal lobe (MTL) and the PFC in the generation of episodic 
memory versus the regulation of response strategies. Notably, both processes become involved 
when memory is needed to guide behavior. 
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Following these early studies, decades of research have provided considerable evidence 
that the PFC contributes to memory by providing a ‘cognitive control’ signal over memory 
processes (Preston & Eichenbaum, 2013). Patients with prefrontal damage do not have severe 
impairments in episodic memory but are impaired when target information must be 
remembered under various interference or distraction conditions, or when they must 
distinguish the source of information learned. When learning two lists of unrelated associations, 
for example, patients with prefrontal damage will inaccurately retrieve words from previously 
learned lists. Similar results have been observed in recognition memory for lists of familiar 
stimuli in rodents. In these studies, dependence on the PFC or the hippocampus is most readily 
detected in tasks that involve memory for items within a specific list along with interference 
from prior list experiences. For example, in an experiment in which rats were tested daily on 
recognition memory for lists of odors, hippocampal lesions impaired memory for odors that had 
appeared on the list for that day, whereas prefrontal damage did not reduce memory for those 
odors but instead resulted in false recognition of odors from lists for the previous days (Farovik 
et al., 2008). Results from spatial working memory tasks, whereby rats are required to 
remember maze routes across extended delays, show the PFC to be particularly important when 
delays begin approaching minutes long timescales (Churchwell & Kesner, 2011; Spellman et al., 
2015). These results implicate PFC involvement in the retrieval process for spatial and non-
spatial memory, whereby it may be influencing memory via signals suppressing information 
learned from circumstances that do not relate to the current challenge. 
Human case studies on PFC or HPC involvement with memory processing have been 
supported by a substantial amount of animal lesion work, pharmacological manipulations, 
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functional magnetic resonance imaging (fMRI) studies and electrophysiological recordings, 
which are increasingly being coupled with system manipulations, such as in the experimental 
work detailed in later chapters. 
1.2 Anatomical Connectivity of the Medial Temporal Lobe 
To understand how information flows through a neural circuit or is transformed by distinct 
subsections of a system, it is important to recognize neuronal connectivity between regions that 
compose the circuitry. Once establishing the systems biophysical connectivity, I will summarize 
sub-regional contributions to information processing by reviewing behavioral and neural 
phenomena observed in the system or compromised as a result of breaking selective nodes of 
the circuit. 
The medial temporal lobe anatomy can be thought of as a loop connecting the 
hippocampal formation with the nearby cortex. Primary cortical inputs feeding into the 
hippocampus occur via the entorhinal cortex (EC), which can be split into medial (MEC) and 
lateral (LEC) subdivisions, along with regions just cortically upstream to the MEC and LEC, such 
as the postrhinal and perirhinal cortices, respectively. The hippocampal formation itself consists 
of the dentate gyrus (DG), a densely packed layer with high counts of granule cells; the Cornu 
Ammonis (CA) pyramidal layers CA1, CA2, and CA3; and the subicular complex, which can be 
further divided into subiculum, pre-subiculum, and para-subiculum.  
Connectivity between the EC and the hippocampal formation can be broken down into 
multiple cortico-hippocampal loops that contain parallel structure between MEC versus LEC 
pathways. The complete known connectivity between EC and the hippocampus (HPC) has 
become quite elaborate, but to start, we can begin by considering the trisynaptic loop, which 
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connects EC with the primary hippocampal output layer (CA1) via DG and CA3 circuitry and 
makes up the backbone to which more elaborate connectivity can be introduced. The trisynaptic 
loop originates with cortical projections from EC layer II to the DG, with MEC projections 
innervating granule cell dendrites at the middle molecular layer and LEC synapsing on the outer 
molecular layer (Amaral & Witter, 1989). At the second synapse, DG mossy fibers form powerful 
detonator synapses immediately distal to the pyramidal layer of CA3, at stratum lacidum 
(Amaral & Witter, 1989). CA3 neurons then project to CA1, innervating it at stratum radiatum 
and stratum oriens, and CA1 pyramidal neurons complete the cortical circuit through projection 
directly to EC layers III and V and indirectly through the subicular complex (Amaral & Witter, 
1989). In addition to the trisynaptic loop, there are multiple disynaptic and monosynaptic 
pathways from EC to the HPC’s primary out layer CA1. One disynaptic route from EC bypasses 
DG, by innervating CA3 directly from EC layer II, with MEC synapsing on the stratum lacunosum 
moleculare just proximal to LEC (Witter et al., 1993). CA3 Schaffer collaterals then synapse on 
CA1, as in the trisynaptic loop. Another disynaptic loop from EC to CA1 passes through HPC 
subregion CA2, which also receives input from EC layer II (Kohoara et al., 2014), as well as 
hypothalamic and supramammillary inputs (Cui, Gerfen, & Young, 2013). As in CA3, EC layer II 
innervates CA2 distally at the stratum lacunosum moleculare; however, CA2 pyramidal cells 
have demonstrated heightened depolarization responses to EC inputs (Chevaleyre & 
Siegelbaum, 2010). A commonly known direct input from EC to CA1, called the 
temporoammonic pathway, consists of EC layer III neurons innervating CA1 distally in the 
stratum lacunosom moleculare, where MEC and LEC separately innervate the longitudinal axis of 
CA1 at proximal and distal regions respectively. Another recently discovered direct pathway to 
CA1 originates in pockets of MEC layer II cells, deemed “island cells”, which projects to 
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interneurons and pyramidal cells within the stratum lacunosom moleculare (Kitamura et al., 
2014) and has been found to modulate effectiveness of temporoammonic inputs (Rayet al., 
2014). 
In addition to the elaborate interregional connectivity of the MTL, an extensive amount 
of recurrent circuitry has been known to exist within CA3, in which pyramidal cells synapse 
within stratum radiatum of CA3 (Witter et al., 2007). This allows for a mechanism by which CA3 
is capable of incorporating a greater amount of neurons into the functional network beyond 
those receiving sufficient inputs from a broader network. Extensive local axon collaterals are 
also found within EC layers II and V, creating alternating recurrent with parallel processing layers 
as information flows through the trisynaptic pathway from EC layer II back to EC layer V (Witter 
et al., 2017). 
The medial septum (MS) has major rhythmic inputs to the DG and CA fields, where it 
innervates neurons largely at the stratum oriens with rhythmic inhibitory GABAergic, as well as 
cholinergic and glutamatergic inputs (Givens & Olton, 1990; Nicoll, 1985; Takács, Freund & 
Gulyás, 2008, Fuhrmann et al., 2015). The role of the oscillatory coordination generated 
between MS interactions with the MTL will be discussed with greater detail in following 
sections. 
Extending the cortical circuitry to frontal regions reveals multiple routes from the frontal 
cortex to the HPC. Recent discoveries found hippocampal layer CA1 directly innervated from the 
anterior cingulate cortex (ACC) (Rajasethupathy et al., 2015), disynaptically through nucleus 
reuniens of the thalamus (Re), and multisynaptically through cortical pathways that innervate 
LEC and perirhinal (PrC) circuitry (Ito et al., 2015; Jones and Witter, 2007). Although most 
9 
regions of the frontal cortex innervate HPC cortically through the LEC and PrC, one study found 
evidence of frontal projections to retrosplenial (RSC) and postrhinal cortex (PC) via the ventral 
orbital (VO) cortex (Kondo et al., 2014). This allows PFC circuitry to influence spatial processing 
as well as object processing networks. 
In addition to reverberating a modified EC input back to deeper layers of EC, the 
hippocampus also contains some direct projections to other regions of cortex, including the 
prefrontal cortex (PFC) as well as subcortical structures through the subiculum (SUB).  
1.3 Prefrontal Cortical Anatomy and Limbic System Connectivity 
The orbital and medial prefrontal cortex (OMPFC) has been a topic of considerable debate in 
terms of functionality and preservation across species, from human to rodent. The existence of 
a rodent prefrontal cortex, has alone been a topic of debate since Brodmann’s (1909) regional 
definitions of cortex. In contrast to primate cortex, rodent prefrontal regions are composed 
entirely of agranular cortex, which lacks a clear granule layer IV and its associated thalamic 
connectivity; hence, PFC cannot be identified across species based strictly on cellular 
cytoarchitecture. Further anatomical studies support the existence of rodent prefrontal cortical 
structures from its connectivity with the medial dorsal (MD) thalamic nuclei (Rose & Woolsey, 
1948), which is capable of relaying direct connections from cerebellum and basal ganglia to 
cortex (Barbas, 2013). Extensive reciprocal connectivity with the MD has since been established 
between medial, orbital, and anterior cingulate regions of frontal cortex across species (Ray & 
Price, 1992; Ray & Price, 1993), which has reinforced an ability to anatomically identify rodent 
frontal regions that are functionally equivalent to the granular prefrontal regions defined by 
Brodmann (1909) in monkey and human. Recent findings of elaborate MD-cortical connectivity 
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have resulted in a more stringent criteria for anatomically defining PFC, which requires that PFC 
must demonstrate strong reciprocal connectivity with MD. Using frontal connectivity patterns 
with MD to establish PFC in rodent, we can identify several prefrontal sub-regions with common 
local cortical networks, which display differences in connectivity to distal cortex and sub-cortical 
systems (Ray & Price, 1992). To assess functionality within distinct prefrontal circuits, it can be 
useful to analyze distal cortico-cortical inputs and outputs, as well as sub-cortical connectivity, 
including the PFC’s elaborate reciprocal projections with the basal ganglia (BG) and thalamic 
nuclei. 
1.3.1 PFC sub-regional connectivity 
Investigations of the PFC in monkey have revealed two distinct networks, which can be 
divided into orbital (OFC) and medial prefrontal cortices (mPFC) based on local cortical networks 
(Ongur & Price, 2000). These two networks, which share some local overlap, can be further 
distinguished based on long range cortical and sub-cortical links. In rat, analogous distinctions 
can be made broadly between medial and lateral prefrontal circuits (Uylings & Van Eden, 1990), 
where medial circuitry is composed of the anterior (ACC) prelimbic (PL), infralimbic (IL) cortices, 
and the medial precentral regions (PrCm), and lateral regions consist of dorsal (AId) and ventral 
agranular insular (AIv) as well as ventral (VO) and lateral orbital regions (LO, VLO). Before 
identifying functional differences between medial versus lateral PFC circuitry in the following 
sections, I will review the different afferent and efferent projections that compose medial versus 
lateral PFC regions. 
1.3.2 Medial Prefrontal Cortex (Prelimbic, infralimbic, anterior cingulate cortex) 
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Due to their connectivity with limbic and motor systems, the infralimbic (IL) and 
prelimbic (PL) cortices have been a primary interest for memory systems research. In addition to 
dense local frontal networks (Heidbreder and Groenewegen, 2003), IL and PL have reciprocal 
projections with subthalamic nuclei, the striatum, and many of the brain’s neuromodulatory 
systems including: dopaminergic nuclei, ventral tegmental area (VTA) and substantia nigra pars 
compacta (SNc); serotonergic nuclei, dorsal and medial raphe nucleus; primary noradrenergic 
projections, the locus coeruleus; and acetylcholine systems, nucleus basalis and brainstem 
cholinergic nuclei (Vertes, 2004; Hoover & Vertes, 2007).  
Both IL and PL are anatomically positioned to incorporate local prefrontal and limbic 
circuitry, but vastly different distal dispersions of PL and IL efferent projections suggest they are 
involved with “cognitive” and “visceromotor” control circuits respectively (Vertes, 2006). In 
addition to local cortical and thalamic connectivity, PL primarily projects to the entorhinal cortex 
(EC), basolateral nucleus of the amygdala (BLA), VTA, SNc, anterior olfactory nuclei, as well as 
dorsal and medial raphe nuclei, which suggests that PL primarily has influence over high-level 
limbic structures, those involved with complex motor planning, and neuromodulatory nuclei 
(Vertes, 2004). IL projects similarly throughout lateral and medial prefrontal regions, with less 
synapses on EC and VTA. IL innervates more medial amygdalar nuclei (medial, basomedial, 
cortical, and central) and sends much broader efferents to subcortical forebrain structures 
(lateral and medial optic areas, substantia innominate, bed nucleus of stria terminalis, nucleus 
accumbens), as well as hypothalamic and brainstem nuclei that control visceral responses 
(Vertes, 2004). Instead of demonstrating specific connectivity with EC and striatal motor 
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planning structures, the IL is anatomically positioned to monitor visceral responses with 
information generated within prefrontal-limbic circuitry. 
The IL and PL receive direct input from the ventral hippocampal (vHPC) area CA1, which 
innervates mPFC, both IL and PL, pyramidal neurons with excitatory influence (Carr & Sesack, 
1996; Laroche et al., 2000).  Dorsal hippocampal (dHPC) layer CA1 can also influence mPFC 
multi-synaptically with dorsal and ventral subicular input relayed through thalamic nucleus 
reuniens (RE) (Varela et al., 2014). IL and PL do not directly project back to the hippocampus, 
but complete the circuit to CA1 disynaptically through RE. The simplest form of this circuit 
(ventral CA1IL/PLRE dorsal CA1) utilizes RE as a relay, which synapses primarily on distal 
CA1 dendrites in the lacunosom molecular, but RE also innervates MEC, LEC and the subicular 
complex (Wouterlood et al., 1990). RE is in position to serve as a critical mediator of information 
transfer from mPFC to HPC, given that RE is the primary source of thalamic input to HPC and 
receives direct projections from IL/PL. Further prefrontal influences must happen multi-
synaptically through the cortex, or through a recently discovered monosynaptic projection from 
the anterior cingulate cortex (ACC) to CA1 (Rajasethupathy et al., 2015). However, unlike the 
ventral portion of mPFC (IL/PL), ACC does not receive direct HPC input. 
Cortical projections from mPFC to the hippocampus are mediated primarily through 
lateral entorhinal (LEC ) and perirhinal (PrC) cortices, with PL demonstrating the strongest 
projections to LEC and PrC (Vertes, 2004; Hoover & Vertes, 2006). In monkey, projections from 
medial PFC span all cortical layers of the innervated entorhinal regions and synapse on both 
excitatory and inhibitory neurons. Interestingly, one study showed that mPFC preferentially 
synapses on calretinin positive interneurons in superficial layers, which are thought to disinhibit 
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excitatory neurons, whereas mPFC synapses on parvalbumin positive interneurons in deep 
cortical layers of the circuit (Bunce et al., 2013). This suggests mPFC can enable access to the 
hippocampus, through disinhibition of hippocampal afferents in EC layers II and III, while 
simultaneously gating hippocampal output by amplifying inhibition in deep cortical layers.  
1.3.3 Lateral Prefrontal (Orbital and Agranular) Cortical Networks 
The lateral prefrontal circuit consists of the dorsal and ventral agranular insular along 
with the ventral (VO) and lateral orbital region (LO). General connectivity of the lateral 
prefrontal circuit is characterized by extensive networks with sensory cortex, with little direct 
association with the limbic or visceromotor systems. The primary afferent connections of these 
areas include the pyriform cortex and olfactory bulb, gustatory cortex and gustatory thalamus, 
parts of somatosensory I and II, visual association cortex, parietal cortex, perirhinal cortex, as 
well as the MD and central medial nucleus of the thalamus (Price, 2007).  
The ventral-lateral region of the prefrontal cortex includes the ventral orbital (VO) and 
ventrolateral orbital (VLO) cortices. These regions receive input from the parietal cortex, visual 
association cortex, medial dorsal nucleus, and central medial nucleus of the thalamus. These VO 
subregions project to dorsal and ventral striatum, posterior parietal cortex, secondary visual 
cortex, pyriform cortex, and olfactory bulb. Differential connectivity is observed between lateral 
prefrontal subregions and the striatum, with the agranular cortex projecting to ventrolateral 
striatum, LO projecting to central striatum, and VO/VLO projecting to both dorsal and ventral 
striatum, suggesting a dynamic coordination between prefrontal regions and the striatum.  
Unlike medial portions of the prefrontal cortices (described above), lateral areas do not receive 
direct CA1 projections in rodent (Jay & Witter, 1991), rather information likely flows from the 
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HPC to LO areas through medial orbital (MO) cortex or thalamic nuclei. LO sub-regions, 
however, demonstrate dynamic connections with both LEC and MEC, with LO and VLO efferents 
terminating in perirhinal cortex and LEC, much like mPFCEC projections, whereas VO 
projections innervate MEC as well as retrosplenial and postrhinal cortex (Kondo & Witter, 2014). 
VO, thus, creates an avenue for the lateral frontal cortices to directly guide the spatial 
processing circuit in rats. In monkey, the lateral prefrontal regions are found to synapse on 
excitatory and inhibitory neurons throughout all cortical layers of the EC. Inhibitory neurons 
with synapses in superficial layers (I and II) were found to be preferentially calbindin positive, 
which are thought to amplify signal to noise, whereas synapses on interneurons of deeper layers 
(V) are preferentially found to be PV positive, much like mPFCEC. This network, with respect 
to the MTL, suggests the lateral prefrontal circuit is in position to facilitate both primary EC 
streams of processing by selectively amplifying information within superficial layers of EC and 
gating hippocampal outputs. 
In summary, anatomical connectivity broadly supports the existence of distinct medial 
and lateral prefrontal circuits. Medial circuits display elaborate links with the limbic and 
visceromotor systems; they contain direct projections from hippocampal CA1 and dynamic 
reciprocal connections to the dorsal medial striatum as well as most major neuromodulatory 
sytems. Lateral prefrontal circuits have much broader network connections with sensory 
cortices, but have less direct links with limbic and visceromotor structures, with the exception of 
EC. In the following section, I will summarize the distinct functionality attributed to medial 
versus lateral prefrontal circuits, along with sub-regional processing attributes of the MTL. 
1.4 Cortical and hippocampal functionality in facilitating space, time, and event relationships 
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A considerable amount of work has demonstrated the MTL’s involvement in establishing 
new information as episodic and semantic memory events, which depend upon relating complex 
objects or event stimuli across unique locations of space and time (Eichenbaum, 2004). This 
mapping of experience, expressed within hippocampal circuitry, is found to contain many of the 
elements of episodic experience (Mckenzie et al., 2014), yet it is unclear which elements of 
experience are generated within the hippocampus versus neighboring or distant cortical areas. 
Recent work has found regions within the prefrontal cortex (PFC) are necessary for hippocampal 
expressions of object-position memory (Navawongse & Eichenbaum, 2013); other studies posit 
that signals generated within the medial entorhinal cortices may be necessary for linking 
discontinuous events within the MTL (Robinson et al., 2017), while additional studies imply that 
memory signals are within the hippocampal CA regions or by interactions with CA and 
subcortical clocking mechanisms (Wang et al., 2015; Itzkov et al., 2011; Pastalkova et al., 
2008).Further work has shown that this same system can be used to aid spatial navigation, 
considering that hippocampal and entorhinal cells have demonstrated spatially tuned responses 
that could in theory support path-integration (O’Keefe & Dostrovsky, 1971; Hafting et al., 2005). 
To identify specific computations that are involved with the system, I’ll first discuss behaviors 
that have been found to depend upon MTL sub-regions versus greater cortical systems. 
1.4.1 Prefontal Cortex 
The prefrontal cortices (PFC) have been implicated in performing multiple functions in 
support of memory, with rodent studies largely focusing on slow plasticity mechanisms involved 
in consolidation or schema formation (Morris et al., 2006 for review). Additional work notes the 
PFC’s role in executive functions, which influence memory retrieval by providing bias signals to 
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multiple memory systems (Xu & Sudhof, 2013; Guisse et al., 2017). This thesis is interested in 
highlighting the bidirectional nature of communication between PFC and the MTL, which can be 
observed through circuit level manipulations as well as common features that are represented 
between neuronal firing patterns across circuit nodes. 
1.4.2 Infralimbic and Prelimbic Cortex 
Of particular note in the memory circuit of rat PFC, lies the infralimbic (IL) and prelimbic 
cortices (PL), which compose the most medial portion of the rat frontal cortex. As noted in prior 
sections, these structures both receive direct input from the HPC layer CA1 and subiculum, and 
have widespread reciprocal connectivity with the striatum, subthalamic nuclei, and 
neuromodulatory systems (Vertes, 2004). Accordingly, the mPFC circuit is anatomically 
positioned to monitor limbic system activity and generate flexible visceromotor responses to 
appropriate systems’ cues.  
Studies show mPFC supports behavioral flexibility and often attribute its involvement in 
allocating attention to coordinate multiple memory systems. Rodent work has shown different 
memory systems can be involved in guiding behavior during plus-maze paradigms, whereby 
egocentric versus spatial memory strategies depend upon on the striatal versus hippocampal 
circuits (Packard et al., 1989). Striatal and hippocampal circuits often operate in parallel 
(Packard & McGaugh, 1995), which suggests that different types of memory information can 
interact to generate an efficient behavioral response. Striatal and hippocampal strategies can 
also compete, with perseveration of an isolated strategy observed during inactivation of mPFC 
(Kim & Raggozzino, 2005; Raggozzino et al., 2003). When demanding strategically flexible 
behaviors during plus-maze running, where rats are required to switch between using 
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egocentric to spatial strategies, intact mPFC function proves useful in accessing temporally 
appropriate memories (Rich & Shaprio, 2007). With inactivated mPFC, behavioral responses fail 
to follow newly learned strategies, rather rats’ responses suggest a perseveration of previously 
established behaviors (Rich & Shapiro, 2007). 
Consistent with mPFC providing a signal that flexibly coordinates activity between 
memory-systems, electrophysiological investigations of mPFC have found that neuron responses 
code for distinct strategies (Rich & Shapiro, 2009). For example, neurons within mPFC were 
found to modulate activity in response to employing egocentric versus spatial memory 
strategies, with distinct neural populations engaging with the execution of one strategy over the 
alternative (Rich & Shapiro, 2009). Interestingly, in this study, PL population switches tended to 
lead successful behavioral adaptations of a new strategy, while IL neural populations lagged 
their represented behavioral response.  These findings suggest that a dynamic interplay 
between mPFC subregions, striatum, and hippocampus accompanies adaptive expression of 
varying memory strategies, whereby PL and IL act to initiate motor commands and establish 
new strategies respectively. 
Interestingly, mPFC is not needed for initial acquisition of plus-maze strategy switching 
responses, nor is its involvement essential to strategy switches in over-trained animals (Rich & 
Shaprio, 2007). Although mPFC neuronal populations are found to distinguish between different 
strategies, it doesn’t seem that strategy information alone is needed to execute a response that 
depends upon a specific memory system; however, the fact that mPFC activity is needed to 
generate new responses suggests its representations account for newly acquired features by 
possibly amplifying temporally appropriate information above that which is more robustly 
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represented in opposing memory systems. For example, an over-trained response could be 
generated within the striatum or guided by the hippocampus, and these two memory systems 
are capable of flexibly cooperating to guide behavior without mPFC inputs, so long as these 
structures are operating on preconceived responses. In order to establish a new response 
sequence, particularly when the behavioral sequence involves coordinating multiple memory 
systems, mPFC signals are needed; however, it is still unclear exactly what type of information 
exists within mPFC and how mPFCs ensemble might dynamically interact with hippocampal and 
other memory systems. 
Despite recent evidence for functional interactions between mPFC and HPC being 
bidirectional (Navawongse & Eichenbaum, 2013; Spellman et al., 2015; Place et al., 2016; Guisse 
et al., 2017), the direct projections from vHPC CA1 to PL and IL have inspired the majority of 
rodent work to investigate information flowing from HPC to mPFC (Siapas et al., 2005; Jones & 
Wilson, 2005). Along these lines, CA1 projections to mPFC were recently reported to support 
encoding of maze trajectories during spatial working memory tasks (O’Neill et al, 2013; Spellman 
et al., 2015). One study, using a complex 4-arm T-maze, found that rats were unable to recall 
their most recently visited maze arm when mPFC projecting HPC fibers were silenced specifically 
during the rat’s maze visit (Spellman et al., 2015). mPFC activity in this circumstance is necessary 
to access the appropriate trajectory after receiving inputs from CA1, which is consistent with 
neocortical activity being directed by rapid HPC encoding of specific events (Morris et al., 2006 
for review). In this case, neuronal representations within mPFC must be critically tuned to the 
most recent HPC inputs; subsequently, the activated mPFC neuronal ensemble is capable of 
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directing attention to sensory stimuli and motor responses that are necessary for task 
completion. 
Further, behavioral dependency on the mPFC appears to be amplified by task conditions 
that require extended delay periods. For example, the retrieval of memory for spatially distinct 
maze trajectories, as demanded by T-maze and radial arm maze task paradigms, requires intact 
mPFC function only when trials are separated by an extended delay on the scale of minutes (Lee 
& Kesner, 2003; Churchwell & Kesner, 2011; Spellman et al., 2015). Such findings stress that 
mPFC representations are extremely stable across extended experiences and yet are highly 
sensitive to newly observed information, which is also consistent with neocortical schema-
theory (Tse et al., 2011).  
An increasing body of work has shown that mPFC activity can affect specificity of 
memory capabilities represented within hippocampal coding as well as behaviors that depend 
upon HPC. Two studies that optogenetically manipulated mPFC->HPC projections through the 
thalamic nucleus reuniens (RE) found this pathway supported memory specificity, while 
disabling RE resulted in overgeneralized HPC neuron responses to space (Ito et al., 2015), 
whereas optogenetic manipulations of RE affect generalization of contextual fear responses (Xu 
et al., 2013). Along these lines, additional work has shown that inhibiting mPFC activity, using a 
GABA agonist (muscimol), disables hippocampal responses to specific object-in-place identities 
and prevents animals from responding appropriately to previously learned object identities, 
which take upon different meanings within different spatial contexts (Navawongse & 
Eichenbaum, 2013). HPC’s specific loss of object information with the loss of mPFC integrity, 
suggests that it is capable of biasing HPC representations through its known reciprocal links with 
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perirhinal cortex and LEC. Taken together, multiple circuits connecting mPFC with the medial 
temporal lobe (MTL) demonstrate that mPFC has indirect influence over HPC processing, which 
enables HPC circuits to compose more task-relevant information. 
1.4.3 Orbitofrontal Cortex 
To contrast with the mPFC, the orbitofrontal region of the rat brain is composed of 
structures that are recruited within the lateral prefrontal circuitry, such as the lateral orbital, 
ventral orbital, ventrolateral orbital, and the agranular insular regions. These regions that 
compose the lateral prefrontal circuit have often been simplified as the orbitofrontal cortex in 
rodent work (Murray et al. 2007), which displays some similarities with mPFC, but OFC contains 
distinct anatomical connections (discussed above) and also appears to represent different 
functional representations than mPFC, to further enable flexible behavioral adaptation.  
Like the mPFC, the OFC is a high order frontal cortical region, which receives input from 
most associative sensory cortices. A considerable amount of research has shown the OFC to be 
involved with flexible behavioral adaptations where the attributes involved remain constant, 
such that the underlying sequence of motor commands recruited to the behavioral situation do 
not change; importantly, the discovery of new information can alter the perceived desirability of 
competing sets of previously generated motor sequences executed in response to a set of 
learned stimuli. In rat research, “set-shifting” paradigms are often employed to show OFC-
dependent behavioral flexibility, where underlying task structure remains, but frequently 
changed task contingencies require that responses must also change in order to achieve 
consistent results (e.g. reward). The OFC’s specific involvement in successful execution of set-
shifting behaviors are quite elaborate. In fact, research has theorized OFC’s fundamental 
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operations involve a range of topics including: response inhibition, flexible representations of 
stimulus-outcome relationships, triggering emotions, and assigning values to responses or 
stimuli (Murray et al., 2007; Schoenbaum et al., 2009). To reconcile findings that demonstrate 
the OFC’s conditional involvement in a large range of behaviors, let us consider the OFC’s core 
contribution is to construct a functional structure that relates high order information (e.g. 
objects, values, positions) within each stable situational state (i.e. rules of the game); that is, the 
OFC representation contains multiple value and motor sequence features. Much like cortical 
areas that have been found to express a sense of spatial position (e.g. medial entorhinal cortex, 
restrosplenial cortex), the OFC maps out the sequence of behaviors and the associated values 
expected to go along with the execution of a task from start to completion. OFC maps of 
behavior sequences can guide behavior in a variety of ways. 
Under certain circumstances OFC lesions have resulted in inflexible response 
adjustments to changing values associated with stimulus-response relationships (Schoenbaum 
et al., 2002). Behavioral deficits observed from OFC lesions reflect an inability to inhibit 
previously learned responses, which suggests that OFC-initiated signals are necessary for the 
inhibition of responses; however, animals with OFC lesions are capable of making appropriate 
initial assessments in set-shifting paradigms, such as inhibiting shaped responses (Kim & 
Raggozzino, 2005; Schoenbaum et al., 2002), and under some conditions OFC lesions improve 
response accuracy (Riceberg & Shapiro, 2012). Additional findings demonstrate behavioral and 
electrophysiological evidence of OFC’s involvement in the representation of stimulus value and 
response outcome (Young & Shapiro, 2011), but again, predicting the appropriate value-
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response seems to depend on OFC only when situations involve multiple conditions where 
values are varied across other environmental features or behavioral responses. 
OFC neuronal firing patterns are observed in response to conjunctions of action 
sequences and reward values, which are further correlated with task performance (Schoenbaum 
& Eichenbaum, 1995a; Rolls et al., 2006; Young & Shapiro, 2011). One study, for example, found 
that neurons fire selectively to a specific maze trajectory only once reward contingencies had 
been recognized (Young & Shapiro, 2011). Further work has shown OFC neuronal firing rates 
respond proportionally to subjective stimulus values (Padoa-Schioppa & Assad, 2006), as if OFC 
calculations serve to process all known attributes of a given stimulus-context to generate a 
common code for value. However, behavioral or neuronal responses that demonstrate valence-
action associations are not uniquely generated by OFC, and OFC representations do not 
necessarily precede behavioral recognition of altered stimulus-outcome relationships; rather, 
consistent with the timeline for neocortical plasticity mechanisms, OFC representations update 
gradually (Tse et al., 2011; Morris et al., 2006). A gradually updating representation of stimulus-
value or response-outcome can allow OFC to generate a value-based map built from a 
comprehensive list of experiences with the attributes that represent the current situation, which 
is composed of current ambitions along with previously employed actions and encountered 
stimuli. 
Much like the hippocampal map for spatiotemporal relationships of events, the OFC 
network can provide a cognitive-state map of a given situation, which can be partially updated 
with continued changes identified between sensory stimuli and response outcomes. The OFC 
map, in this sense, would be highly useful in navigating a situation with frequently changing 
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stimulus-outcome relationships, such as set-shifting paradigms, where rewarded stimulus 
valances frequently reverse; however, the OFC representation would not be completely 
necessary for establishing single stimulus-outcome associations, which can often be 
accomplished at lower-order cortical structure or, perhaps, more compact cortical networks. 
1.4.4 Entorhinal cortex 
The entorhinal cortex (EC), which can be divided into medial and lateral parallel 
processing streams (Witter et al., 2017), is anatomically positioned to have great cortical 
influence on the HPC. As explained with greater detail above, EC has direct access to all of the 
primary cell layers of the HPC. EC synapses on all CA layers of HPC as well as the DG. Although 
EC innervation on CA1 at the stratum lacunosum moleculare is positioned distally to CA3’s 
synapses on CA1 at stratum radiatum, the timing of EC engagement is found to have profound 
effects on long term potentiation (LTP) and currents associated with the alteration of firing field 
characteristics observed in CA1 (Hyman et al., 2003; Bittner et al., 2015).  
1.4.5 Medial entorhinal cortex 
The medial entorhinal cortex (MEC) is positioned to have great cortical influence on 
intrinsic HPC layers, due to its more proximal innervation of DG, CA3, and CA2 cell layers than its 
lateral counterpart, and MEC’s direct projections to dorsal regions CA1 through the 
temporoammonic pathway. In addition to sharing oscillatory structure with the HPC and 
generating unique spatial firing characteristics (Colgin et al., 2009; Hafting et al., 2005), lesion 
studies have highlighted systems contributions that are uniquely provided by MEC. In general, 
MEC lesions are shown to impair memory abilities that depend upon spatial cues or cues that 
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are separated by substantial temporal durations (Paron & Save, 2004; Rueckemann et al., 2015; 
Robinson et al., 2017). 
MEC lesions have been shown to disrupt spatial navigation, whereby lesioned rats are 
impaired in finding a common starting location between trials of spatial foraging (Paron & Save, 
2004), particularly when spatial distal cues are required to aid in navigation (Parron, Poucet, & 
Save, 2004). That is, lesioned rats were capable of navigating to specific spatial locations with 
the use of local cues, such as objects, to guide their trajectories. Interestingly, LEC has been 
found to track local cues under similar settings (Neunuebel et al., 2013). MEC lesions have 
shown initial impairment in spatial memory use in the Morris water maze paradigms 
(Ferbinteanu, Holsinger, & McDonald, 1999; Oswald & Good, 2000; Van Cauter et al., 2013); 
however, rats are able to recover from immediate performance reductions with overtraining, 
suggesting that spatial mapping exists in circuits outside of MEC-HPC interactions. Consistent 
with this finding, one group used an alternating T-maze paradigm to show that MEC lesions 
produce only transient deficits in spatial working memory (Sabariego et al., 2015). In these 
cases, HPC signals are capable of influencing greater circuits, perhaps through projections to 
PFC, LEC, thalamic nuclei, or through interactions with postrhinal and retrosplenial cortex (RSC) 
via the subiculum (SUB). MEC, in these cases, supports rapid learning of situations that depend 
upon distal cues to determine spatial relationships. Further work has demonstrated that MEC 
may also be useful for bridging information between temporally discontinuous events (Robinson 
& Priestly et al., 2017) via temporally tuned firing patterns (Kraus et al., 2015). 
1.4.6 Lateral entorhinal cortex 
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Lateral entorhinal cortex (LEC) sits atop a cortical processing stream receiving vastly 
different sets of unimodal and associative afferents than its medial counterpart. Parallel streams 
of information represented in MEC and LEC are theorized to be relayed to the hippocampus 
where rapid object-space conjunctions are bound (Eichenbaum, 1999; Eichenbaum, 2004). LEC 
is strongly connected to vastly different cortical regions than its medial counterpart, with strong 
connectivity to the perirhinal cortex (PrC), olfactory bulb (OB), olfactory cortex (OFC), and 
amygdala, as well as the mPFC circuits described previously (Witter, 2000a). The ‘object’ stream 
of processing, including LEC and PrC, receives much more elaborate projections from the 
prefrontal cortices than the parallel ‘context’ stream (Burwell, 2000). Thus, many of the deficits 
observed in rats following prefrontal lesions (e.g. insufficient updating of event valences) are 
perhaps a result of a compromised inputs to the LEC. Lesion studies also implicate LEC’s 
involvement in spatial reference for memory of local cues (Neunuebel et al., 2013). Lesion 
studies do not implicate LEC involvement in spatial navigation via distal cue guidance or path 
integration, but LEC lesions are found to produce deficits in single trial recognition of objects as 
well as object-place memory (Van Cauter et al., 2012).  
1.4.7 Intrinsic Hippocampal Circuitry 
The hippocampus proper, starting with DG and running through the CA layers, contains 
many features that are distinct from related cortex. The HPC is composed of a highly ordered set 
of sub-regions, which contain organized inputs that synapse at particular distances from each 
layer’s primary excitatory cell layer. Layers representing each synaptic site of the tri-synaptic 
loop, which connect cortex to CA1, have been well studied, with each layer providing a unique 
transformation of cortical inputs.  
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1.4.8 Dentate gyrus 
As the site of the first synapse within the tri-synaptic loop framework, the DG can be 
thought of as the first layer of intrinsic processing within the hippocampus proper. The DG is 
composed of an extremely dense, yet sparely active, layer of granule cells (Leutgeb et al., 2007); 
this simple concept alone has labeled the DG as a “pattern separator”, which would be capable 
of representing similar cortical inputs with independent neural networks (Neunuebel & Knierim, 
2014; Rolls & Kesner, 2006). DG granule cells form a unique layer of powerful synapses on select 
CA3 neurons at stratum lucidum, where single cell DG spike trains are capable of consistently 
driving neuronal activity in CA3 (Henze et al., 2002); thus, unique memory traces can perhaps be 
launched by a small subset of active DG neurons. Recent work has been able to take advantage 
of DG sparse firing, to successfully capture and engage specific memory traces (Liu & Ramirez et 
al., 2012; Ramirez & Liu et al., 2013); using optogenetic activation of a select group of DG 
neurons that were tagged as a result of participation in a memory trace, these studies have 
been able to induce behavioral responses representative of the previously experienced events. 
Consistent with the idea that sparse DG activation can serve to heavily influence representations 
in other hippocampal sub-regions, Sasaki et al. (2018) recently found single DG spikes to 
produce experience-appropriate ordering within CA3 sharp wave ripple (SWR) replay events. 
This finding demonstrates that DG may be important for fine timescale coordination of 
hippocampal representations in addition to its commonly theorized involvement in separating 
overlapping experiences. The observation of continued adult-born neurogenesis within DG, has 
led to the speculation that DG has a mechanism for tracking extended temporal experiences 
through mechanisms related to neuronal turnover. Further findings, that newborn dentate cells 
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are hyperactive compared to their mature equivalents, may provide a mechanism by which new 
neurons are primed to be recruited by currently experienced stimuli; however, further work 
remains to be done comparing how effectively these new hyper-active neurons are at engaging 
downstream circuitry. The idea that DG functions primarily as a “pattern separator” is based on 
the small percentage of DG neurons that are found to display sufficiently high firing rates in any 
context. However, recent work has found that a large percentage of neurons in DG respond 
across multiple conditions (Sasaki et al., 2018), which suggests that our definitions of “pattern 
separation” should be extended to consider elaborate behavioral domains beyond spatial 
foraging. 
1.4.9 Cornu Ammonis (CA) 3 
In contrast to DG activity, the second synaptic site within the tri-synaptic circuit lies 
region CA3’s highly recurrent connectivity, which complements the sparse firing inputs it 
receives from DG (Hasselmo, Schnell, & Barkai, 1995; Ishizuka, Weber, & Amaral, 1990). CA3 
circuitry, which synapses on itself just distally to DG innervation within stratum radiatum, allows 
local excitation to recruit a large amount of intrinsic neuronal activity from sparse initial inputs; 
this recurrent feature of CA3 circuitry has led theories to propose “pattern completion” as its 
core function, whereby selectively activated CA3 neurons are capable of engaging a complete 
ensemble of neurons within CA3 that have become associated from undergoing long term 
plasticity (LTP) during a previous experience (Gold & Kesner, 2005; Neunuebel & Knierem, 2014) 
. Further work has found that CA3’s unique circuitry may enable elements to be associated 
beyond the temporal window dictated by standard spike-time dependent plasticity (STDP). 
Specifically, a recent finding demonstrated that neuronal firing within CA3 could influence 
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activity within CA1 neurons on the scale of seconds by integrating new neurons into an 
established network of CA1 place cells bi-directionally around the occurrence of a dendedritic 
plateau potential (Bittner et al., 2017). Highlighting the importance of finely-time coordination 
between EC and CA3 inputs on CA1, the same group finds that dendritic ‘plateau potentials’ are 
established with coordinated EC-CA3 input on CA1, which can rapidly integrate new neurons 
into functional place cell sequences on single trials (Bittner et al., 2015). Additional hypotheses 
have suggested that region CA3 may function as a sequence generator, whereby feedforward 
recurrent excitatory activity of asymmetrically connected neurons is capable of associating 
elements that are experienced across common temporal durations or spatial distances (Itskov et 
al., 2011; Wang et al., 2015; Long et al., 2010). Some models propose that the specialized 
recurrent network within CA3 allows for temporally stable neuron firing sequences observed on 
the scale of seconds (Levy, 1996; Wang et al., 2015) and milliseconds (Middleton & McHugh, 
2016).  
1.4.10 Cornu Ammonis (CA) 2 
Interest in CA2 has recently gained traction, in response to findings that it provides CA1 
with a stream of information that differs from the standard tri-synaptic circuit. Due to CA2 
neurons displaying greater excitability from EC layer II synapses at the stratum lacunosum 
moleculare than CA3 synapses at radiatum (Chevaleyre & Siegelbaum, 2010), CA2 transforms 
provide CA1 with distinct representations from the EC. Along these lines, in contrast to stable 
CA3 representations of space, CA2 ensembles have been found to drift across time regardless of 
spatial location (Mankin et al., 2015); this temporal drift phenomena observed in CA2 could 
potentially serve to provide CA1 with a type of temporal context, although more work is needed 
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to show that temporally similar CA2 representations can be reinstated with selective sensory 
input or that the population drift of participant CA2 neurons is associated with memory for 
temporal durations. Additional work has found CA2 to be particularly involved with social 
memory, given that inactivation of CA2 in mice leads to a selective deficit for memory of a 
previously experienced mouse (Hitti & Siegelbaum, 2014). 
1.4.11 Cornu Ammonis (CA) 1 
As the final synaptic site within the tri-synaptic loop, HPC layer CA1 is a primary output 
source from HPC to cortex and subiculum. Area CA1 pyramidal cells create a parallel processing 
network, where there is little intrinsic linking amongst pyramidal cells within the layer. 
Pyramidal cells in CA1, however, receive elaborate inputs from multiple sources including: CA3, 
CA2, EC layer III, MEC island cells, subiculum, thalamic nucleus RE, anterior cingulate cortex, 
medial septum, as well as other subcortical influences. The multiple avenues of parallel 
afferents suggests CA1 serves to compare and integrate common inputs from different loops 
that relate it to EC. For example, CA1 is in position to integrate appropriately timed inputs from 
the tri-synaptic and temporamonic loops. Consistent with this idea, Bittner et al. (2015) found 
long lasting dendritic plateau potentials to depend upon well-timed combinations of EC and CA3 
inputs on CA1, which can modulate spatial responses characteristic of CA1 cell firing. 
1.4.12 Subiculum 
In addition to CA1, the subiculum (SUB) serves as a primary mediator of hippocampal 
output. Previous studies have demonstrated deficits in spatial navigation result from SUB 
lesions, which become more severe with lesions to both HPC and SUB (Morris et al., 1990). In 
these studies, SUB lesions compromised rat performance in water maze navigation as severely 
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HPC or MEC lesions, but behavioral responses could be characterized by randomized search for 
escape with the former, rather than the undirected circling behavior found with HPC lesions. 
This implicates SUB as well as EC as a relay for HPC output, while suggesting that both output 
translations are necessary for appropriately directed use of any episodic-like qualities 
represented within the HPC.  
Episodic experiences have long been defined by containing spatial and temporal 
features (Tulving et al., 1972), and remembered episodes often include personal directional 
perspective. That is, there is often a first person directional component to the memories that 
are associated in unique space and time (Nigro & Neisser, 1983). Furthermore, spatial, temporal 
and directional features need to be grounded by some combination of external and internal 
stimuli, including landmarks such as objects, odors, boundaries, or even motor movement 
patterns. Investigations into these features of experience will be discussed in detail in the 
following section. 
1.5 Electrophysiological coding for Spatial, Temporal and Behavioral Sequence 
Episodic memory is characterized by the ability to recall unique spatial and temporal elements 
of experience, and neuronal firing patterns in the MTL have been found to demonstrate a 
variety of spatial and temporal features. Hippocampal “place” and “time” cells, express 
individual spatial or temporal positions of an experience respectively; however, it is unclear how 
representations of space and time might come to exist within a neural system. Are there 
multiple redundant networks that can ultimately result in neuronal representations of position, 
and is the hippocampal representation the best reflection of how animals use positional 
memory to navigate? Current theories are conflicted on the origin of space and time signals in 
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the MTL, which could be supported by cortical spatial processing streams, including PPC, RSC, 
Postrhinal cortex, and MEC; the object processing stream, with Perirhinal cortex and LEC; or 
even intrinsic hippocampal circuitry, including CA3->CA3 chaining and CA1 pyramidal-
interneuron relationships on the sequential order of CA1 pyramidal cell engagement. 
1.5.1 Intrinsic Hippocampal Layers: CA1 vs CA3 
Chronologically, hippocampal representations of spatial information was first discovered 
to exist in layer CA1 at the single cell level (O’Keefe & Dostrovsky, 1971), where single neurons 
were found to fire action potentials at selective spatial locations of an environment, and 
populations of these cells, named “place cells”, were observed to tessellate an entire spatial 
environment where single cells’ active positions were referred to as “place fields” (O’Keefe, 
1976; O’Keefe & Nadel, 1978). Further investigations into place cells found that they could lock 
to spatial features of an environment, such that place cell responses would track distally rotated 
visual cues and that geometrical changes of the environment could cause place cells to adjust 
their location or rate of firing (Muller & Kubie, 1987). These findings supported long-standing 
ideas about the hippocampus serving as a “cognitive map” (Tolman, 1948), which needed to be 
reconciled with the hippocampus’s more generalized role in encoding a variety of features that 
compose episodic memory deficits observed in human patients with hippocampal lesions 
(Scoville & Milner, 1957). 
 Further work on hippocampal place cells found that their location and rate of firing were 
dependent to a variety of non-spatial features, including changes in colors of cue and 
boundaries of the environment (Kentros et al., 1998). Another group found that hippocampal 
signals for spatial position could actually be modulated by combinations locations that were 
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experienced just previously or prospectively to the animal’s current location (Wood et al., 2000). 
This group used an alternating T-maze, where rats were trained to navigate two trajectories that 
shared a common central component and found that place cell’s response during the 
overlapping portion of a trajectory depended upon which trajectory the animal was following. 
These contextually modulated place cells were called “splitter cells”, since they appeared to split 
common spatial features of two overlapping experiences (Wood et al., 2000). These findings 
highlight the hippocampus’s ability to simultaneously relate and yet disambiguate experiences 
across a range of dimensions, which even include spatial position. Further work suggested 
hippocampal place cell alterations in firing rate to changes in behavioral or environmental 
features, called “remapping”, could be dissociated into two types of mechanisms: global 
remapping versus rate remapping (Leutgeb et al., 2005). This group argued that “global 
remapping”, which is defined as when hippocampal place cells’ response changes to occur in a 
completely different spatial location, or place cells develop or lose activity completely to given 
location, provides a mechanism for dissociating two completely different contexts. In contrast, 
“rate remapping” is defined to occur when place cells’ active positions are maintained in spite of 
changes found in maximum firing rate at the active position. Rate remapping is theorized to 
provide a mechanism by which multiple spatial overlapping experiences could potentially be 
separated in the hippocampus. One study reported that rate remapping abilities in CA3 may 
depend selectively on inputs from the lateral entorhinal cortex (LEC), where changes in cue 
colors within an environment were unable to induce commonly found rate changes in CA3 cells 
post-LEC lesion (Leutgeb et al., 2013). Another study found that rate versus global remapping 
was found to correlate with grid cell remapping in the medial entorhinal cortex (MEC), such that 
only global remapping in CA1 was found to correlate with grid cell remapping in MEC. Of course, 
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there exist gray zones where global versus rate remapping become impossible to dissociate, and 
so the two mechanism are unlikely to be simple attributions to MEC versus LEC influences on 
hippocampal processing, rather, it could still be argued that global remapping simply represents 
a more extreme version of dissociable signals represented in CA1 or CA3.  
Further work has emphasized differences between CA1 and CA3 remapping that is 
consistent with CA3’s intrinsic recurrent connectivity. One study demonstrated differences in 
CA1 versus CA3 remapping in response to rotated distal environmental visual cues (Lee et al., 
2004); this study found CA3 cell populations to respond in a coherent manner such that place 
fields in CA3 rotated to represent relative distance from the newly positioned cue, whereas CA1 
populations remapped to represent locations in between ‘old’ versus ‘new’ cue locations. 
Another study found CA3 responses can flicker between two opposing spatial contexts at 
adjacent oscillatory cycles of the theta rhythm (theta dynamics discussed more in following 
sections) (Jezek et al., 2011). In all, we can see CA3 recurrent connections can respond more 
rigidly to perceived environmental changes in one sense; however, two opposing experiences 
are still found to exist in CA3 populations at scales around 100 ms, meaning that CA3 
populations still maintain functions of pattern separation, which is possibly inherited from the 
dentate gyrus’s (DG) ability reflect minute environmental differences (Leutgeb et al., 2007). 
Additional studies have highlighted hippocampal stable coding dependencies on 
memory processing and NMDA functionality. For example, hippocampal place cell 
representations have been found to exist even with temporary removal of all distal cues 
(O’Keefe & Speakman, 1987), and another study found hippocampal place field stability to 
depend upon the existence of a memory task (Kentros et al., 2004). Specifically, Kentros et al. 
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(2004) found place field stability to be enhanced when animals were required to remember 
spatial positions within a two dimensional environment versus conditions of random foraging. 
This same group discovered that place field stability over the course of days depends upon 
functional NMDA receptors (Kentros et al., 1998). Together these results indicate hippocampal 
place fields are modulated by memory-guided behaviors during encoding and serve as a 
mechanism to associate events that occur disjoint over the course of days, and that certain 
functions of place field stability depend upon NMDA-R modulated synaptic plasticity. 
Further work has begun to characterize hippocampal representations for dimensions 
other than space, as a means to reconcile the hippocampus’s observed facilitation of both 
memory processing and spatial navigation. Several studies have now demonstrated that 
hippocampal place cells are further selective for various features of a spatial environment 
during tasks where an object’s valence is dictated by the context it’s found (Komorowski et al., 
2009; Navawongse et al., 2013; Mckenzie et al., 2014). This group found that place cell 
representations learn to fire selectively for conjunctions of object-valence and spatial position 
information and this place cell conjunctive firing response is correlated with the rat 
remembering which object is rewarded in the given context (Komorowski et al., 2009). 
Interestingly, object-place conjunctive coding by hippocampus place cells was found to depend 
upon the integrity of medial prefrontal cortex (mPFC) function. Finally, this same group 
discovered hippocampal populations can discriminate amongst object-sampling experiences 
from features that include spatial contexts, positions, object valence, and object identity 
(Mckenzie et al., 2014). This study implied that the hippocampus organized specific event 
information, as observed through the presence of different objects and their associated value, 
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to be bound within neural ensembles containing spatial position and spatial context 
information. Further work by the same group, along with others, began to investigate 
hippocampal network activity during periods that limited spatial navigation. 
Hippocampal pyramidal cell responses were found to organize into a stable sequential 
state during delay periods for a variety of working memory tasks. First, Pastalkova et al., (2008) 
found that stable sequences in a running wheel during the delay of a delay-alternation T-maze 
task. Following this, another study used a motorized treadmill during the memory delay to 
control for running distance versus delay time, which was accomplished by varying the rat’s 
running speed from trial to trial (Krauss et al., 2013). Additional work demonstrated that these 
cell sequences similarly tessellated delays between objects during a delay-matching to sample 
task, where rats were required to remember object identities across a 10-s delay (MacDonald et 
al., 2011). Delay period cell sequences, known individually as “time cells”, were found to depend 
upon the integrity of both the medial septum (Wang et al., 2015) and the medial entorhinal 
cortex (Robinson et al., 2017) more so than hippocampal spatial representations. A recent study 
found that hippocampal and entorhinal cortex cells were capable of tracking auditory 
frequencies during a task that required them to manipulate a joy-stick in order to produce 
specific frequencies (Aronov et al., 2017). These findings imply that hippocampal networks can 
map out a variety of dimensions and propose that place cell activity contains a variety of 
information including auditory, visual optic flow, motor movement, and head direction. Much of 
this information is found to be represented through various cortical and subcortical regions 
related to the MTL and could act to support some aspects of spatial processing in the 
hippocampus, whereas hippocampal temporal sequences are not receiving the same variety of 
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input from cortex to stabilize representations during delay period activity, where things like 
head direction and spatial position are fixed. 
1.5.2 Head direction network: subiculum and entorhinal cortex 
The second cell type discovered to demonstrate spatial correlates in the medial 
temporal lobe was found to distinguish between head-directionality. These cells, first discovered 
in the postsubiculum, were named “head direction cells” after their tuning properties have 
sense been discovered throughout a greater network of spatial processing (Ranck et al., 1984). 
Head direction cells have been reported in multiple brain regions including the hippocampus 
and postsubiculum, with the highest proportion found in the anterodorsal thalamic nucleus 
(Taube, 2007). Their generation is dependent on vestibular input (Yoder & Taube, 2014) and 
becomes locked to visual cues when available, with cells shifting to orientate to cues in 
preference over conflicting self-motion information (Goodridge & Taube, 1995). Strong evidence 
suggests that the head direction network is internally organized, even before rat pups first open 
their eyes (Bjerknes et al., 2015; Peyrache et al., 2015). One study reported that head direction 
cells in MEC fired in distinct populations on alternating theta cycles, with alternating cells firing 
with at least 40 degrees of separation (Brandon et al., 2013). In this study medial septum 
inactivation, which disrupts the theta oscillation (discussed later), was found to eliminate this 
alternate firing and disrupted grid field firing, suggesting that the alternating head direction 
signal could be important for the maintenance of angularly organized grid cell firing fields. The 
importance of head direction cells for grid field formation was also shown in a study where 
inactivation of the anterior thalamic nuclei head direction system caused impairment of both 
head direction cells and grid cells in MEC and parasubiculum (Winter, Clark, & Taube, 2015). 
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Another study related head direction tuning to spatial navigation demonstrated a correlation 
between head direction cell activity in the anterodorsal thalamic nucleus and navigation errors 
in a task where rats had to calculate a return bearing in the absence of visual information after 
foraging for food (Valerio & Taube, 2012). 
Two studies demonstrated that without the vestibular input to aid coordination of the 
head direction system rats were unable to form stable hippocampal place fields while exploring 
a virtual open arena (Aghajan et al., 2014). The same group found that less place cells are active 
on a virtual linear track when dynamic vestibular input is prevented and that the active place 
cells in virtual reality encoded distance along a run regardless of direction, in comparison to 
place cells on a real world linear track which encoded absolute position (Ravassard et al., 2013). 
This highlights the conjunctive coding that is traditionally displayed by place cells during maze 
running, and further implicates a role for head direction signals in providing two dimensional 
representations in place cell coding. Another recent study linked the head direction signal to the 
creation of hippocampal place cells and spatial memory performance. This study found that 
place cells failed to dissociate between common rows of spatially different compartments when 
they were all oriented in a similar direction, and rats also failed dissociate the different rooms 
(Grieves et al., 2016); however, when organize the same set of compartments radially, such that 
varying head-direction signals could be used to inform compartmental identity, place cell 
responses and rat behavior gained an ability to appropriately dissociate  Finally the one-trial 
formation of place cells on a circular track was strongly linked to firing bursts generated when 
an animal stopped and scanned the scene with a rapid head movement (Monaco et al., 2014). 
This behavior may cause the firing of a large number of linked head direction cells which either 
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directly or indirectly drives a hippocampal firing burst which causes potentiation and stabilizes a 
spatial firing field. Single trial place cell generation has recently found to occur in response to 
dendritic plateau potentials, which occur in CA1 with synchronized CA3 and MEC input (Bittner 
et al., 2015). This suggests theta rhythmicity generated during head-scanning may in fact serve 
to coordinate MEC with CA3 inputs on CA1. 
1.5.3 Medial Entorhinal Cortex Spatial Firing Correlates  
The discovery of spatial firing patterns in EC followed findings of ‘head direction cells’ in 
presubiculum (Ranck et al., 1983) and hippocampal ‘place cell’ coding for specific spatial 
positions (O’Keefe et al., 1971). After early recordings from the MEC demonstrated neural firing 
that was weakly spatially tuned (Barnes et al., 1990; Frank et al., 2000), later recordings from 
the dorsal portion of MEC revealed cell’s with elaborate spatial firing patterns that tessellate an 
entire environment with repetitive firing fields (Fyhn et al., 2004; Hafting et al., 2005). These 
cells, named ‘grid cells’ for the hexagonal grid-like patterns observed in single cell firing fields 
produced in an open field, where rats are free to explore along X and Y spatial dimensions. 
Subsequent investigations into the grid cell network have been extensive. 
Grid cells have been reported in layers 2, 3 and 5 of the MEC (Sargolini et al., 2006), as 
well as in the presubiculum and parasubiculum (Boccara et al., 2010). Grid cells in MEC layer II 
tend to be more pure grid cells whereas in layer III they are often conjunctive grid by head 
direction cells (Sargolini et al., 2006). Evidence from intracellular recordings in behaving animals 
suggested that in layer 2 pyramidal patch or ‘island’ cells are grid cells and stellate DG/CA3 cells 
are primarily border cells (Tang et al., 2014) but this organization has been disputed (Sun et al., 
2015; Zhang et al., 2013). 
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The spacing between grid cell firing fields and their size differs along the dorsal ventral 
axis of MEC with larger spacing a fields in more ventral MEC (Brun et al., 2008), which is 
consistent with hippocampal place field observations (Komorwoski et al., 2013). More ventral 
neurons have a lower theta frequency of firing and reduced phase precession.  Further findings 
reveal decreased preferred resonance frequencies of sub-threshold membrane potential 
oscillations and a slower time constant of hyperpolarization-activated cation current in more 
ventral MEC neurons (Giocomo & Hasselmo, 2008; Giocomo et al., 2007). The increased spacing 
and field size of ventral grid cells matches the increased size of ventral place fields in the 
hippocampus where the ventral band of MEC projects (Komorowski et al., 2013), supporting 
hypothesized gird cell-place cell interactions. Further data suggests that the grid cell population 
is linked along the dorsal ventral axis, with anatomically separated clusters of cells sharing the 
same spacing and orientation of grid fields (Stensola et al., 2012). These links can rotate 
independently upon changes in the environment which may enable the production of many 
distinct activity patterns and has been proposed to aid in hippocampal remapping (Monaco, 
Abbott, & Abbott, 2011). 
Besides the conjunction of spatial location and head direction in many grid cells there is 
additional evidence that the grid firing pattern is not merely a representation of two 
dimensional space. Grid cells have been shown to display context dependent firing depending 
on previous or subsequent behavior in a continuous T-maze alternation (Lipton, White, & 
Eichenbaum, 2007). During a cued T-maze task where a light cue informed animal behavior, 
MEC cells during the choice point displayed ‘look ahead’ properties, being able to be decoded to 
the upcoming cued reward location (Gupta, Keller, & Hasselmo, 2012). The grid cell map is also 
40 
heavily influenced by environmental boundaries. Grid fields will orientate to the walls of 
polarized environments and in highly polarized enclosures the hexagonal organization of fields is 
permanently morphed (Krupic et al. 2015) demonstrating an important role of the local borders. 
When experiencing a novel environment grid cell patterns expand and then contract again with 
experience (Barry, et al., 2012) suggesting some learning related refinement of produces scaling 
of activity. Additionally two incoherent grid patterns formed across two separate environments 
will alter firing to merge into a single grid field following sufficient experience of the 
environments when joined (Carpenter et al., 2015).  
Grid firing has now also been directly recorded in humans (Jacobs et al., 2013), monkeys 
(Killian, Jutras, & Buffalo, 2012) and bats (Yartsev, Witter, & Ulanovsky, 2011). Interestingly the 
grid cells recorded in head fixed monkeys were detected in visual space rather than full 
locomotion by tracking eye moments during scene inspection. These studies demonstrate that 
grid field firing is a conserved mechanism used across mammalian species and also hint and the 
possibility that grid cells in more complex species may be utilized to track change and location 
across additional dimensions than current location within an environment. 
Grid cells only make up a minority of the neurons in the MEC. Several other correlates 
have been found with head-direction modulated cells (Sargolini et al., 2006; Taube, Muller, & 
Ranck, 1990), cells with fire along environmental borders of one orientation (Solstad et al., 
2008) and neurons which fire when an animal is running at a certain speed (Kropff et al., 2015). 
The existence of direction and speed modulated cell firing supports the theory that MEC is 
capable of path integration, with grid cell fields being updated by velocity information from 
these other cell types. 
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Another spatial correlate of experience in the firing of MEC neurons is the border cell 
(Solstad et al., 2008). Border cells fire along, or a certain distance from, the borders of one 
orientation within an environment. It has been hypothesized that these neurons could give a 
unique pattern of activity at a given location within an environment and drive the formation of 
place cells in the hippocampus during experiences with sufficient proximity to environmental 
boundaries. The observation that grid cell firing error accumulates in between boundary 
encounters and then resets upon contacting a border (Hardcastle, Ganguli, & Giocomo, 2015) 
and the loss of grid fields in polarized environments (Krupic et al., 2015) imply an important role 
of border cells in anchoring the grid cell network. In this way these two cell phenotypes may act 
in compliment to each other, with grid cells providing an estimate of position in the absence of 
salient proximal cues and border cells generating accurate spatial firing correlates in the 
presence of sufficient local stimuli and updating the grid cell network where possible. The 
behavioral lesion work described above also supports a role for the MEC in memory across time, 
possibly by supplying the hippocampus with temporal information or persistent input to bridge 
delays. Intracellular recordings performed in mice found that while LEC neuron membrane 
voltage and spiking reliably follows cortical up/down states neurons in MEC can maintain a 
depolarized spiking state across cortical up/down transitions (Hahn et al., 2012). This study 
found that current injections similar to those given in slice work were insufficient to cause 
persistent spiking in MEC and suggested that this spiking is reliant on intact network 
mechanisms. Although persistent spiking would be a simple mechanism for the maintenance of 
information across a delay a reproducible sequence of activity would also be able to serve the 
purpose as the end point of the sequence will be informative as to the information content and 
can be associated with, or used to inform, the correct behavior. Such dynamic temporal signals 
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have recently been recorded from MEC in rats performing a spatial alternation task where they 
run in place on a treadmill for a delay period each traversal of the central arm of the maze 
(Kraus et al., 2015). This study provides strong evidence that MEC, and specifically the grid cell 
population, can provide a dynamic and reliable temporally tuned input to the hippocampus over 
the passage of time during an experience in the absence of changing salient cues. Although in 
this case self-motion signals are intact and may play an important role in driving the progression 
through different active populations of MEC grid cells over time, it can be argued that this is not 
a sufficient explanation for the temporally tuned firing, as varying running speed to dissociate 
time and distance found that some cells signaled time independent of distance run. Another 
recent study performed by the same group, found that intact MEC inputs were needed to 
support stable hippocampal representations during the treadmill delay of an object delay 
match-to-sample memory paradigm (Robinson et al., 2017). This experiment used optogenetic 
silencing of global MEC input to disrupt hippocampal neuronal bridging of the delay period of 
the memory task, which also compromised memory performance. Interestingly, the transient 
MEC lesion did not result in hippocampal disruptions of object or space representations. This 
finding follows previous suggestions that theta rhythmic oscillations, supported by the medial 
septum, were needed for stable hippocampal function during delay periods selectively (Wang et 
al., 2015). 
1.5.4 LEC Firing Correlates for Objects/ Events 
While MEC neurons have strong spatially correlated firing LEC neurons do not exhibit 
spatial tuning (Hargreaves, 2005). In support of the functional link of LEC to object related 
associational processing LEC neurons from rats foraging in an environment containing salient 
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objects fired in response to being in the proximity of specific objects, with a large number of 
cells responding to the presence of novel objects (Deshmukh & Knierim, 2011). Calcium imaging 
of LEC has shown sparse populations of neurons to be activated by specific odors or tones 
(Leitner et al., 2016). In one study a rare phenotype was observed where LEC neurons which did 
not fire in response to an object, began firing in the location that object was once the object was 
removed (Tsao, Moser, & Moser, 2013), possibly an important firing correlate for generating the 
kind of mismatch signals sometimes seen in the hippocampus. Unlike MEC neurons LEC neurons 
show no evidence of persistent firing across cortical up/down states (Hahn et al., 2012). The LEC 
LFP has a much weaker power theta oscillation than MEC and LEC neurons show very little theta 
modulated firing (Deshmukh et al., 2010), suggesting that LEC’s not in position to deliver fine 
spike timing information (<1 theta cycle) to the hippocampus. This coupled with the strong 
olfactory, object related and prefrontal input suggests that LEC is suited for the role of providing 
proximal, object/event related information to the hippocampus. The preference of LEC firing 
selectivity to proximal cues was demonstrated in a study where the local and distal 
environmental cues could be rotated in opposite directions, recordings from MEC and LEC cells 
found a dissociation, where while MEC cells preferentially track the distal visual cues, rotating 
their firing patterns to a similar extent, LEC neurons tracked the proximal cues (Neunuebel et al., 
2013). Another study found that LEC neuron populations are capable of tracking spatial features, 
as well as object features, during a task where rats were required to associate specific object-
values to the spatial context that they are found (Keene et al., 2015); similar object 
representations were observed in the perirhinal cortex (PrC). Despite the lack of spatial and fine 
scale temporal qualities shared between LEC and the hippocampus, current models predict LEC’s 
novelty signals an object responsive properties are capable of establishing a ‘temporal context’ 
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(Howard et al., 2013), which could aid in relating events across longer durations that are often 
observed in human memory.  
 Recent research has supported a temporal context signal within LEC and HPC at a 
variety of scales. One study found LEC populations are capable of decoding temporally unique 
foraging events that occur across similar spatial contexts much better than either MEC or CA1 
(Tsao et al., 2017, Soc. Neurosci. Abstract); a similar characteristic has been observed in 
hippocampal layer CA2 (Mankin et al., 2015).  Additionally, one experiment found LEC cell 
populations in an alternating figure-8 maze to most greatly discriminate maze positions just 
prior to the central stem, which could represent a type of novelty signal that could be used to 
disambiguate spatially overlapping segments of different trajectories (Tsao et al., 2017, Soc. 
Neurosci. Abstract). Another study found LEC neuron’s respond to the delay-onset in an object-
trace-match game, where the rat is rewarded for appropriately matching object identities across 
a temporal delay (Bladon et al., 2017, Soc. Neurosci. Abstract). Unlike hippocampal time cells, 
which map discrete positions across a temporal, the authors report that LEC cell responses ramp 
at the beginning of the delay before slowing decaying. Interestingly, the temporal context model 
posits that temporal decay firing patterns in response to events enables the hippocampus, and 
other memory structures, to store relationships between events over extended time. 
1.6 Neural Oscillations and Cortico-Hippocampal Coordination 
The physiological profile of the rat hippocampal formation, is characterized by highly 
coordinated oscillations at 6-12 Hz frequencies. This neural rhythm, referred to as ‘theta’, has 
been found to coordinate faster frequency oscillations as well as organize neuronal firing to 
occur in sequence at fine (~100 ms) timescales. Beyond theta-coordinated oscillations and spike 
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sequences, additional high-frequency oscillations named sharp-wave ripples (SWR) have been 
found to package large amounts of spatial-position information into small (~100 ms) sequential 
spiking events. Together, these hippocampal oscillations suggest HPC processes depend upon 
finely timed intrinsic coordination with a greater theta-rhythmic neural circuit, which includes 
MEC, medial septum (MS), subiculum, striatum, and medial frontal cortices. Below I’ll discuss 
the many neural mechanisms capable of generating theta frequencies in the circuit and how 
theta oscillations may be useful for organizing different inputs into the system.  
1.6.1 Mechanisms of Theta rhythmic generation 
As can be noted through the current source density (CSD) profile, the hippocampal theta 
rhythm consists of a series of oscillators, which can possibly be used to promote successful 
encoding and retrieval of appropriately related information (Hasselmo et al., 2002).  The 
ongoing rhythmic activity consists of a concerted effort from all potential oscillators, including: 
(1) circuit interactions between MS-EC-and CA1, (2) neural membrane kinetics that promote 
intrinsic periodic currents, and (3) local interactions between pyramidal and inhibitory neurons. 
Various behaviors have been found to be associated different types of theta activity. 
 Early work demonstrated that at least two theta oscillators exist within the 
hippocampus, which can be dissociated based on their cholinergic versus entorhinal cortical (EC) 
dependencies (Buzsaki, 2002; Kamondi et al., 1998; Hasselmo et al., 2002).  Type 1 theta, 
observed in rats during periods of mobility, seemed to depend upon EC input, whereas another 
type HPC theta, so named Type II theta, was observed during certain immobile states where rats 
where exploring items or perhaps preparing for movement.  Noticeably, Type II theta could be 
generated in absence of EC input but required cholinergic activation (Buzsaki, 2002), but both 
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types of theta in EC and hippocampus depend upon the integrity of the medial septal (MS) – 
hippocampal (HPC) circuitry.  Investigations of MS and EC reveal several types of cells that are 
potentially involved with theta generation in vivo. 
 Early investigations using recordings and pharmacological manipulations into the MS – 
HPC circuit demonstrated the presence of cholinergic and GABA interneurons in the MS that 
have somewhat opposing effects on HPC activity during theta (Freund et al. , 1988; Toth et al., 
1997).  Specifically, Freund (1988) found that GABA-ergic projects from MS to HPC synapsed on 
GABA interneurons in HPC, and Toth et al. (1997) demonstrated the MS to HPC GABA projection 
in fact caused a feed-forward inhibition of the HPC interneuron network, which ultimately 
resulted in disinhibition of HPC pyramidal cells.   MS GABA neurons were found to fire in theta 
rhythmicity (occurring at similar theta phases as CA1 GABA interneurons), and stimulation of the 
fimbria-fornix fibers at theta frequencies in presence of a cholinergic antagonists was capable of 
producing HPC theta. This suggests MS GABA neurons could act as a circuit-level pacemaker for 
HPC and perhaps MEC neurons (Toth et al., 1997).  Cholinergic MS neurons that project to HPC, 
are also likely involved in priming HPC pyramidal cells and interneurons to engage in theta 
rhythmicity. 
Stewart and Fox (1990), proposed the MS-GABA pacing mechanism likely act in concert 
with MS-cholinergic activity to generate in vivo theta, as MS-cholinergic neurons synapse on 
both HPC pyramidal cells as well as interneurons.  Further, it’s been reported that carbachol can 
generate theta rhythmicity in slice preparations.  Interestingly, acetylcholine has been modeled 
to promote states of encoding in the hippocampus (Hasselmo, 1999), whereby one can imagine 
cholinergic modulatory input to HPC can generally depolarize pyramidal cells via reductions in 
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slow acting K+ currents, which could aid in HPC encoding during an animal’s awake behavioral 
state.  Further, its possible cholinergic input from MS is responsible for type II theta via 
interactions between HPC interneurons and CA3-CA1 coordinated depolarization.  Complicating 
the story, Fuhrmann et al. (2015) discovered a glutamatergic MS-HPC projection could entrain 
HPC rhythmicity at periodic frequencies by causing feed-forward inhibition of stratum radiatum 
and stratum lacunosum moleculare interneurons. MS-EC-CA1 and MS-CA1 projections are 
necessary to produce all aspects of the ongoing theta rhythm oscillator observed in vivo, but 
several other oscillators have been implicated in theta rhythmic production, including: cell 
resonance properties and local inhibitory circuits. 
Goutagny et al. (2009) demonstrated spontaneous theta in complete hippocampal 
preparations in vitro.  Further, they found that CA1 theta could exist in absence of CA3, or even 
connectivity across the CA1 septal-temporal axis.  These data, suggest a series of weakly coupled 
oscillators exist within CA1 across the temporal axis, such that local theta decreases in 
frequency when approaching the temporal pole of the hippocampus.  Such findings fit well with 
the idea that intracellular resonant dynamics, provided by Ih currents can create rhythmic 
oscillations in the hippocampus and also MEC (Giocomo et al., 2007).  Specifically, HCN1 
receptors are known to create periodic rhythmicity within subthreshold neuronal membrane 
potentials, such that increased HCN1 receptor density relates to increased theta frequency in 
HPC.  This characteristic has been observed along the dorsal to ventral axis in grid entorhinal 
cells (Giocomo & Hasselmo, 2008) and the limited HCN1 produced current found in the bat MEC 
could perhaps explain for the animal’s lack of continuous theta rhythmicity (Heys et al., 2013). 
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Additional mechanisms for theta rhythmicity can be explained by either (1) local 
network entrainment of pryramidal cells by inhibitory networks that possess theta resonance 
(Stark et al., 2013), or (2) cross regional inheritance of theta rhythmicity (van Der Meer & 
Redish, 2009; Jones and Wilson, 2005).  Specifically, Stark et al. (2013) found that activation of 
parvalbumin (PV) interneurons could produce theta rhythmicity in both HPC and cortical 
pyramidal cells, demonstrating that interneuronpyramidal cell communication in various 
regions of the brain is wired to generate theta rhythmicity.  Further, several studies have shown 
that single cells within cortex become entrained to HPC theta (Jones and Wilson, 2005), and 
neurons in distant regions can even show phase-precession in reference to HPC theta (van Der 
Meer & Redish, 2009). This suggests that there are possibly combinations of theta oscillators 
that exist in cortex and striatum in much the same way that a dual-oscillator approach has been 
fit to describe HPC phase-precession. 
Theta rhythmicity seems to be a quality of multiple brain systems, and can potentially 
arise from intracellular characteristics like HCN1 Ih current distributions (Goutagny et al., 2009) 
or local inhibitory interactions (Stark et al., 2013).   In addition to intracellular characteristics, 
the HPC theta rhythm depends upon GABA oscillations in the medial septum, cholinergic 
coordinations of HPC pyramidal and interneurons via medial septum, as well as entorhinal 
cortex input, which seems to be necessary to create phase precession of single cell spikes to 
local oscillations (Komandi et al., 1998; Schesiger et al., 2015).  Further experiments are needed 
to identify the mechanisms responsible for phase-precession observed in striatum and its 
dependency on hippocampal processes. 
1.6.2 Theta rhythm: phase coding and spike-phase precession 
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To successfully interact with ongoing stimuli in the world, it can be useful to relate 
current experience with previously experienced relevant material.  However, stimuli that never 
occur simultaneously in nature can become falsely associated if both of these processes 
(encoding versus retrieval) of information happen in unison.  Hasselmo et al. (2002) used a 
model to show that assigning separate memory functions to different phases of the ongoing 
theta rhythm can allow for observations of real hippocampal physiology as well as behavioral 
functionality.   Specifically, this model posits that encoding of ongoing stimuli would likely occur 
at the theta rhythm’s peak extracellular pyramidal LFP, whereas extracellular theta troughs are 
best suited for retrieval of stored sequences at CA3-CA1 synapses.  Several pieces of evidence 
support the notion that different phases of the theta rhythm correspond to different processes, 
including: (1) Long-term potentiation (LTP) and long term depression (LTD) occur at different 
theta phases, (2) theta-gamma oscillatory coupling shows different dynamics as a function of 
theta phase, (3) content within unit spikes of theta entrained gamma bouts reflects ongoing 
outward experiences to at different degrees of accuracy. 
 Hyman et al. (2003) shows that LTP and LTD occur on opposite phases of theta.  
Specifically, it was found that tetanic stimulation applied to theta-peaks (in pyramidale) resulted 
in an LTP-modulated increased evoked response, whereas the same stimulus applied to local 
theta troughs resulted in decreased evoked response slope evident to local depontentiation. 
Further findings, that input from the medial entorhinal cortex (MEC) arrives at during 
pyramidale theta peaks, whereas CA3 synaptic input arrives at the theta trough (Buzsaki 2002, 
Kamondi et al. 1998) implies a relationship between circuitry interactions and synaptic 
modifications processes.  Looking at the current source density of hippocampal layers during 
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theta-states, several dipoles are identified to occur at different phases of theta (Buzsaki, 2002); 
specifically, depolarizing currents are found at the stratum lacunosum moleculare (LM) and 
statum radiatum at theta phases corresponding the local peak and trough of theta respectively.  
Taken together we see a system whereby CA3 inputs at stratum radiatum are enhanced during 
opposing theta-phases by EC inputs.  Also of note, is that burst spiking of individual CA1 units 
occurs at local theta troughs, which suggests CA3 synaptic input  is capable of readily driving 
CA1 firing as observed during in-field hippocampal responses to spatial position; however, 
strong depolarizations of distal dendrites in the moleculare by EC could coincidentally produce 
single spikes in CA1 (Kamondi  et al., 1998). Consistent with the theta phase dissociation of CA3 
versus EC inputs on CA1, Colgin et al. (2009) found strong EC gamma versus CA3 gamma 
coherence to CA1 occurred at difference theta phases and different gamma frequencies. 
 Specifically, high-gamma coherence was observed between EC-CA1 at stratum 
pyramidale theta peaks, or just after the peak, whereas strong CA3-CA1 connectivity at low-
gamma frequencies was found to exist within the local theta troughs (Colgin et al., 2009).  This 
suggest a model whereby fast gamma coordination of single spikes follows EC depolarizing input 
inputs, and CA3 synaptic driving during is capable of driving associations organized at CA3-CA1 
synapses during theta troughs.  In further support of this phenomena, greater prospective-
predictive activity has been observed within decoded CA1 spikes of slow gamma entrained cells, 
whereas fast gamma entrained CA1 spiking has been found to match current animal position 
with higher degrees of accuracy (Zheng et al., 2016). Investigations of local field potential theta 
rhythmicity in relation to neuronal spiking has revealed further dissociations between potential 
contributions of MEC versus CA3 input on CA1 time-compressed representations of space. 
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Spike-phase activity to behavioral position across entire theta cycles demonstrates 
dissociable mechanisms between single spike-phase precession (Schlesiger et al., 2015) and 
theta-cell population sequences (Foster & Wilson, 2007; Feng et al., 2015; Middleton & 
McHugh, 2016). These groups separately demonstrated that eliminating entorhinal input via 
MEC lesions abolished hippocampal spike-phase precession, whereas elimination of CA3 to CA1 
disrupted relational signals between HPC neurons within a population of theta sequences but 
preserved single neuron phase precession (Middleton and McHugh, 2016).   In further support 
of the idea that MEC input is needed to modify synapses in the radiatum during periods of high 
LTP, Schlesiger et al (2015) found place field tuning to occur in transient bouts, as if CA3 driving 
of CA1 was capable of generating a CA1 response to specific locations within an environment; 
however, LTD occurrence during theta-phases dominated by CA3 input resulted in a continued 
instability of HPC representations to the external world.  Further observations have suggested 
CA3-CA1 activity is responsible for relating behaviorally coincident experiences. Sequential firing 
between neurons exists within single theta cycles (Foster & Wilson, 2007), and this sequential 
activity is dependents upon experience (Feng et al., 2015) but can be abolished by genetically 
eliminated CA3-CA1 synaptic inputs (Middleton & McHugh, 2016). Together, these findings that 
CA3 and EC input to CA1 act to associate stable environmental input. Specifically EC inputs at 
LTP-inducing theta peaks produce strong potentiation that entrains somatic resonance, which 
potentially primes a faster theta oscillator when a single cell is sufficiently depolarized within its 
tuned field. Subsequent to EC input at early phases of theta, CA3 auto-associative input 
sequences are capable of relating previous relevant behavioral experiences, such as the 
previous location of an object or border, to the recently modified synapse. 
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 There are still multiple competing models by which hippocampal sequences come to be 
coordinated within timescales on the order of a theta cycle. Some models propose phase-spike 
relationships in the hippocampus occur from a system of multiple theta oscillators, with 
information routed through MEC occurring at signals oscillating at slight higher frequencies than 
CA1.  Other models suggest increases in single cell membrane potentiation may be responsible 
for phase-precession. Even though phase information alone can be used to enhance spatial 
representations within the HPC (Jensen and Lisman, 2000), recent evidence has suggested that 
hippocampal theta may in fact be routing processes involved with encoding or acquiring 
information at periods when CA1 is functionally connected to the MEC, versus memory retrieval 
at high CA3-CA1 connectivity, which is associated with a separate oscillatory signature (Colgin et 
al., 2009), increased synaptic depression (Hyman et al., 2003), and spike-information which 
depends upon experience (Feng et al., 2015) and predicts upcoming events (Zheng et al, 2016).   
Of further interest will be creating finer level circuit manipulations of single cell phase 
precession phenomena, rather than complete MEC lesions, to provide more appropriate 
dissociations between phase-precession and sequential relationships observed at theta 
timescales. Investigations into mechanisms responsible for theta phase precession found to 
occur in other brain regions, including striatum, MEC, and subiculum, may shed light on the 
phenomenon in general.  
1.7 Distributed Representations in Cortex and Hippocampus 
Investigations into how contextual memory can guide behavior have revealed that an extensive 
neural network containing the hippocampus and cortical regions, including the prefrontal 
cortex, are responsible for the retrieval of information appropriate to a given circumstance.  The 
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hippocampus has been found to be involved in the association of specific events with their 
surrounding contextual features. Recent work has identified hippocampal neural networks to 
contain information about the position and valence of events that occur in a particular context 
(McKenzie et al., 2014), and further work has indicated that certain aspects of the HPC’s 
organization of events depend upon extrinsic cortical inputs, such as the implicated dependency 
of hippocampal valence-object coding on contributions from the medial prefrontal cortex 
(Navawongse & Eichenbaum, 2013). However, explanations, as to the extent that 
representations of information across dimensions within the hippocampus depend upon 
extrinsic input from cortical structures, remain elusive. 
1.7.1 Prefrontal cortex representations of valence and context 
Networks in the prefrontal cortices (PFC) have been found to strongly represent the 
action and valence associated with a specific situation (Rich & Shapiro, 2009; Young & Shapiro, 
2011), and slowly evolving PFC ensembles are found to change in response to contextual signals 
(Hyman et al., 2012). The orbitofrontal cortical (OFC) region of the PFC, in particular, has been 
shown to represent stimulus values (Young & Shapiro, 2011), and also, that values assigned to a 
particular event can depend upon internal states (Rudebeck & Murray, 2014) or contextual 
changes (Wilson et al., 2014). Completely different ensembles of neurons within the OFC region 
have been found to become active in response to observed valence-action outcomes 
(Schoenbaum, 1999; Furuyashiki et al., 2008; Young and Shapiro, 2011) or valence-cue 
associations (Steiner and Redish, 2012). Further, damage to the OFC region results in a loss of 
behavioral flexibility in response to changing reward outcomes (Gods-Sharifi et al., 2008; Sul et 
al., 2010; Szczepanski & Knight, 2014). Together, these results suggest that the OFC codes for a 
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multitude of dimensions highlighted with prominent valence signals in combination with 
background contextual modulation. 
Given that the PFC receives direct input from the ventral region of the hippocampus 
(vHPC), which has been found to strongly dissociate experiences that occur in different contexts 
(Komorowski et al., 2013), It is likely that the observed contextual coding in PFC demonstrates 
the entrainment of PFC neural activity to HPC during behaviors that correspond to contextual 
exploration (Hyman et al., 2012; Wilson et al., 2014). The strong valence signals found in the 
OFC in response to event outcomes, perhaps generated through fronto-striatal circuitry, reflect 
a complementary system that is capable of modulating behavior through biasing event-values 
that are associated with the background features that compose a given context. Given that 
neural responses to objects have been observed throughout perirhinal (PrC) and lateral 
entorhinal cortices (LEC) (Keene et al., 2016), experience-modulated valence signals within PFC 
can perhaps further bias hippocampal representations of events through its direct projections to 
PrC and LEC (Hoover & Vertes, 2007); however, the timing and mechanism of the nature of 
interactions between PFC and HPC during contextual memory retrieval has yet to be 
established. 
Recent research has identified that interactions directed from the HPC to PFC are 
necessary for exchanging the encoded details of a recent experience (Spellman et al., 2015), and 
evidence indicates that these interactions occur via theta-rhythmic oscillations through the 
ventral region of the hippocampus (vHPC) (O’Neill et al., 2013). This is consistent with the idea 
that contextual associations first occur rapidly in the hippocampus before being distributed to 
greater cortical networks (Wang and Morris, 2010; Tse et al., 2011). However, further work has 
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identified that PFC theta-frequency oscillations occur throughout the fronto-stiatal network 
(Fujisawa & Buzsaki, 2011; van Der Meer & Redish, 2011), and it is suggested that this oscillatory 
signal, which is generated independently of hippocampal theta (Fujisawa & Buzsaki, 2011), can 
allow for PFC to direct HPC information, which is consistent with the over-generalized 
hippocampal signals observed in response to the elimination of PFC directed inputs 
(Navawongse et al., 2013; Xu & Sudhof, 2013; Ito et al., 2015). 
In contrast to extrinsic cortical states supporting all hippocampal representations, intrinsic 
connectivity within hippocampal sublayers generate functional structures that likely contribute 
the HPC’s ability to express learned relationships between events (Foster and Wilson, 2007; 
Middleton and McGugh, 2016).    
1.7.2 Hippocampal representations of event relationships across space and time 
In addition to mapping spatial relationships between objects or events, the HPC is 
thought to provide temporal associations between events (Eichenbaum, 2013; Hsieh et al., 
2014). Recent work has found that HPC CA1 neurons, referred to as “time cells”, represent 
delays in working memory tasks by firing selectively for discrete temporal positions between 
two events (Pastalkova et al., 2008; MacDonald et al., 2011; Kraus et al., 2013), which 
demonstrates that the HPC is capable of mapping consistent temporal experiences. Further 
research has identified slowing evolving changes in HPC neuronal ensemble activity (Mankin et 
al., 2012; Mankin et al., 2015), and that the rate of change of the HPC response increases with 
learning (Manns et al., 2007). This means that new sets of CA1 neurons are continually engaged 
to represent spatially overlapping experiences, and the reconstruction of previous ensemble 
states could serve as a large scale temporal signal. 
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Additional results have demonstrated that neuronal responses within the hippocampus 
can distinguish between common spatial positions that are followed by varying behavioral 
actions or object experiences (Wood et al., 2000; Komorowski et al., 2009). Taken together, 
these findings suggest that HPC neuronal representations are not of space per se, but rather 
signify locations within particular experiences by functionally connecting events with 
persistently coinciding background cues. Thus, the hippocampal mapping of an experience 
should be somewhat uncorrelated from the subject’s change in spatial position, rather HPC 
activity to record durations between two events that have a predictable temporal structure in 
relation to behavioral or environmental boundaries.  
In addition to hippocampal layer CA1, time cell activity has been observed throughout 
the medial temporal lobe (MTL), including the medial entorhinal cortex (MEC) and hippocampal 
region CA3 (Kraus et al., 2015; Salz et al., 2016). Further work has shown that CA1 time cell 
activity is dependent upon the integrity of the MEC during the delay in object-action 
associations (Robinson and Priestley et al., 2017). This suggests that MEC inputs are needed to 
progress HPC neural ensembles across a delay experience, which has reliable temporal structure 
and yet lacks salient events.  Interestingly, previous studies have shown that eliminating spatial 
tuning in the MEC, via medial septal (MS) inactivation, also results in decimation of time cell 
firing in CA1 (Brandon et al., 2011; Wang et al., 2015). These findings support the idea that the 
temporal signals observed in CA1 time cells, require coordinated interactions between the HPC 
and entorhinal cortex. Leading theories conflict on the importance of cortical input versus 
intrinsic cellular connectivity in generating the temporal signal within the HPC. 
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 Neuronal activity within the hippocampus has been found to represent details for 
experiences related across space and time (O’Keefe & Dostrovsky, 1971; Pastalkova et al., 2008; 
MacDonald et al., 2011). While rich representations of events associated across spatial and 
temporal trajectories have been observed within the HPC, the contributions of specific 
structures within the hippocampal-cortical circuit remain to be solved. Events and values 
pertaining to acquired contextual background relations seem to depend upon valence signals 
generated in the frontal cortices (Navawongse et al., 2013), and certain theories posit that event 
or boundary signals, perhaps generated within the EC, are capable of building the temporal and 
spatial scaffolding that relates events within the hippocampus (Howard et al., 2014). In contrast, 
other findings suggest that certain aspects of the HPC’s ability to relate events across space and 
time depend upon signals generated between MEC-HPC interactions or within the HPC itself 
(Wang et al., 2015). Here I interpret a series of studies that will investigate the topics of cortical 
contributions versus intrinsic HPC processing in relating events across space and time. 
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CHAPTER TWO 
Orbitofrontal Cortical Representation of Memory and Object/Valence Information1 
Introduction 
Learning often incorporates the background cues, or context, in which important events occur. 
Subsequently, the context can be used as a cue to retrieve the memories relevant for goal-
directed behavior appropriate to that context (Greenspoon and Ranyard, 1957; Balaz et al., 
1981). Here we consider the brain mechanisms that support behavior where context guides the 
encoding and retrieval of relevant memories. 
Previous studies have strongly implicated the hippocampus in the formation and 
retrieval of memories composed of events and their associated contextual details (Smith and 
Mizumori, 2006; Komorowski et al., 2009, 2013; Langston and Wood, 2010). Prefrontal cortex 
has been strongly implicated in the development of abstract contextual organizations and the 
control of memory retrieval (Miller and Cohen, 2001; Peters et al., 2013). Prefrontal areas and 
the hippocampal formation are strongly interconnected (Delatour and Witter, 2002; Agster and 
Burwell, 2009; Kondo and Witter, 2014), suggesting that an exchange of information between 
these areas might support the learning and expression of memories where the context defines 
the outcomes of events. 
Of particular relevance to the current study, where context guides the retrieval of 
appropriate reward associations of events, many previous studies have implicated the 
                                                           
1 Chapter 2, in full, is a reprint of the material as it appears in in the following published manuscript: 
Farovik, A., Place, R. J., McKenzie, S., Porter, B., Munro, C. E., & Eichenbaum, H. (2015). Orbitofrontal 
Cortex Encodes Memories within Value-Based Schemas and Represents Contexts That Guide Memory 
Retrieval. Journal of Neuroscience, 35(21), 8333–8344. https://doi.org/10.1523/JNEUROSCI.0134-15.2015 
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orbitofrontal subdivision of prefrontal cortex (OFC) in representing expected rewards or aversive 
outcomes (Rolls et al., 1996; Tremblay and Schultz, 2000; Furuyashiki and Gallagher, 2007; 
Wallis, 2007; Mainen and Kepecs, 2009; Schoenbaum et al., 2009; Sul et al., 2010; Rudebeck and 
Murray, 2014). Several studies have shown that OFC damage results in an inability to change 
behavior when reinforcement contingencies are altered, as well as a loss of the ability to 
distinguish currently relevant from irrelevant memories (Schnider and Ptak, 1999; McAlonan 
and Brown, 2003; Ghods-Sharifi et al., 2008; Young and Shapiro, 2009). Moreover, OFC neuronal 
firing patterns change dynamically as rats learn new reward outcomes associated with specific 
events (Schoenbaum et al., 1999; Young and Shapiro, 2011). These observations strongly 
suggest a role of the OFC in behavioral flexibility, possibly by way of forming representations of 
outcome expectancies to inform which cues and behaviors lead to reward (Ostlund and Balleine, 
2007; Schoenbaum et al., 2009, 2011; Padoa-Schioppa and Cai, 2011). We specifically tested the 
hypothesis that OFC ensembles contain a mapping of contextual cues and specific stimuli 
associated with behavioral responses and the values of consequent reinforcement outcomes 
(Wilson et al., 2014). Here we recorded simultaneously from multiple OFC neurons as rats 
learned and subsequently retrieved memories about which of two objects was rewarded in each 
of two environmental contexts. Results from single-neuron and neural population analyses 
revealed the development of a systematic organized representation, or schema, of task-relevant 
dimensions observed during object sampling, as well as strong coding of the distinct 
environmental contexts that predict the different object–reward associations during context 
exploration before object sampling. 
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2.1 Materials and Methods 
2.1.1 Subjects 
Four male Long–Evans rats (Charles River), weighing between 225 and 250 g at the start 
of the experiment, were used in the study. All animals were singly housed and maintained on a 
12 h light/dark cycle (lights on 8:00 A.M. to 8:00 P.M.). Behavioral training and testing were 
conducted during the light phase. Animals were kept at 85% of their ad libitum feeding body 
weight and had ad libitum access to water in the home cage. Procedures were conducted 
according to the requirements set by the National Institutes of Health and Boston University 
Institutional Animal Care and Use Committee. 
2.1.2 Materials and Apparatus  
Behavioral training and testing were performed in a custom-made behavioral 
environment (160 cm length × 60 cm width × 40 cm height) that consisted of two separate 
chambers (contexts) connected via an alleyway, and access to each context was controlled by 
dividers at each entry. Each context had a distinct texture on the floor and walls. The objects 
consisted of ceramic pots (10 cm high with an internal diameter of 9 cm), and each pot was filled 
with a distinct digging medium (e.g., purple beads, multicolor gum elastic squares, shredded 
paper, small pebbles, bits of yarn, and pieces of soda straws). Rewards were one-quarter of a 
Froot Loop (Kellogg's) buried in the pot assigned as rewarded. To prevent the animal from being 
guided by the smell of the Froot Loop, the media were sprinkled with crushed Froot Loops. 
2.1.3 Behavioral Protocol  
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OFC neuronal activity was monitored in rats during the retrieval of memories where two distinct 
environmental contexts (1 and 2) predict different reward expectations of behavioral responses 
to two distinct objects (A and B) presented in either of two positions within each context. When 
presented at either position in Context 1, choosing Object A was rewarded and choosing Object 
B was not rewarded, whereas in Context 2, choosing Object B was rewarded and Object A was 
not (Fig. 2.1). 
Animals were trained in successive stages. Initially, rats were trained to dig for a reward 
(one Froot Loop) buried in a pot filled with unscented sand. Once the animals had learned to dig 
reliably to retrieve the reward, they were trained on a simple odor discrimination task in the 
home cage. Two pots filled with sand and scented with two distinct odors (cinnamon and cumin 
household blends) were placed at opposite corners of the home cage, and on each trial the 
location of each odor was pseudorandomly determined. Cinnamon was always rewarded, and 
cumin was never rewarded, and the animal had to learn which odor was associated with reward. 
Once the animal reached a criterion of 80% correct across 20 consecutive trials, the animal was 
habituated to the subsequently used testing apparatus by being allowed to explore for 30 min 
while retrieving scattered Froot Loops. 
During training, each session consisted of 90 trials, 45 trials in each context. Each trial 
consisted of a context exploration period that lasted 10 s, followed by an object-sampling 
period. During the context exploration period, the animal was allowed to enter and explore one 
of the contexts in the absence of the objects (Fig. 2.1). At the end of this period, a divider was 
positioned within the context area to keep the animal away from the pot positions, while 
Objects A and B were placed in the corners opposite the entry to the context. Once the pots 
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were in place, the divider was removed, allowing the rat to approach the pots from within the 
context. In each problem, reward and nonreward associations were arbitrarily assigned to 
object pairs, and one-quarter of a Froot Loop was buried in the pot accordingly on each trial. If 
the animal first approached the rewarded object, it could dig in the pot to retrieve the food 
reward. If, however, the nonrewarded object was approached first, the animal had to refrain 
from digging in the pot, and then sample the other object to retrieve a reward. If the animal did 
not approach a pot within 20 s, the trial was terminated, and the animal was shuffled to the 
other context. Object position within each context was pseudorandomized, and no object 
occurred in the same location for more than two consecutive trials. After most trials, the animal 
moved into the opposite context via the alleyway. However, on nine trials for each context, the 
animal remained in the same context for an additional trial to prevent a strict alternation 
strategy. On these trials, the animal was moved away from the objects using a divider then, 
after a context exploration period during which the object positions were changed on half of 
these trials, the divider was removed, allowing access to the objects. In the initial problem 
acquired before implantation of electrodes, animals were trained to reach a performance 
criterion of 80% correct within a session, and they required three to six sessions to reach this 
criterion. After microdrive implant, animals were retrained on the same problem, and presented 
with four to nine new object–context association problems that involved novel digging mediums 
and contextual cues. Following the initial learning session in which criterion performance was 
obtained on a new problem, animals were presented with the same problem in an additional 
post-training session, which provided the data for this study. 
2.1.4 Surgery 
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Anesthesia was induced by the inhalation of 5% isoflurane (Webster Veterinary Supply) 
in oxygen and was maintained at 2–2.5% throughout surgery. Animals were given the analgesic 
Buprenex (Buprenorphine hydrochloride, 0.03 mg/kg, i.m.; Reckitt Benckiser Healthcare Ltd.) 
and placed in a stereotaxic frame (KOPF), where an incision was made along the midline to 
expose the skull. Animals were implanted with microdrives that contained 24 independently 
drivable tetrodes aimed at the ventral orbital (VO)–lateral orbital (LO) regions at coordinates 
obtained from Paxinos and Watson (2007) (anteroposterior, 4.5 mm; mediolateral, ±1.6 mm). 
Each tetrode consisted of four 12 μm RO 800 wire (Sandvik Kanthal HP Reid Precision Fine 
Tetrode Wire, Sandvik) that was gold plated to reduce impedance to between 180 and 220 kΩ at 
1 kHz. At the end of surgery, each tetrode was lowered ∼2.5 mm into tissue. Postsurgery, 
animals were given Buprenex (0.03 mg/kg, i.m.), and Cefazolin (330 mg/ml, i.m.; West-Ward 
Pharmaceuticals) Animals were rested for 1 week before behavioral testing resumed. 
2.1.5 Electrophysiology 
Electrical recordings were made using a 96-channel Multichannel Acquisition Processor 
(Plexon). Each channel was amplified and bandpass filtered for both single-unit activity (154 Hz–
8.8 kHz) and local field potentials (1.5 Hz–400 kHz). Spike channels were referenced to another 
electrode in the same region to remove movement-related noise. Action potentials were 
detected by threshold crossing and digitized at 40 kHz. Each recording of units and local field 
potentials was made using SortClient and Cineplex Studio for video recording (Plexon). Single 
units were isolated using Offline Sorter (Plexon), and behavioral events were time stamped 
using Cineplex Editor (Plexon). All data analysis was performed using custom scripts for MATLAB 
(MathWorks). To reduce the likelihood of recording from the same neuron across multiple 
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sessions, tetrodes were lowered before each testing session (∼0.018 mm or more), and the 
amount to which a tetrode was lowered was based on a visual inspection of the identified units. 
2.1.6 Data Analysis 
2.1.6.1 ANOVA on single neuron firing patterns 
To determine the selectivity of single-neuron activity to object, position, and context 
during object sampling, firing rates were calculated for each sampling event beginning when the 
nose of the animal reached the edge of a pot and ended when the rat began to dig or withdrew 
on all events in which a correct response was subsequently made. Statistical differences in mean 
firing rate among objects, positions, and contexts for each neuron were determined using a 
three-factor nested ANOVA with context (two levels), position (two levels nested within each of 
the two contexts), and object (two levels) as factors. To determine the selectivity of single-
neuron activity for different context exploration events, firing rates were calculated for each 
context exploration event beginning when the animal entered a context and for the subsequent 
5 s. Then statistical differences in mean firing rate between explorations of the two distinct 
contexts were determined using a one-way ANOVA with context as a factor (two levels). A p 
value of 0.05 was used to determine significance. 
2.1.6.2 Representational similarity analysis of neural ensemble activity patterns 
Firing rates for each neuron obtained in the single-neuron analyses described above 
were z-transformed across all object-sampling events, then the mean z-transformed firing rate 
associated with each type of object-sampling event (e.g., Object A in Position 1 within Context 1) 
and for exploration periods in both contexts were calculated to compose a set of population 
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vectors for each recording session. Neural ensemble firing patterns were explored using a 
representational similarity analysis (RSA) to determine the extent to which multiple task 
dimensions were encoded by OFC (Kriegeskorte et al., 2008; McKenzie et al., 2014). To measure 
the similarities between ensemble representations of different types of object-sampling events, 
pairwise Pearson product–moment correlations were calculated between population vectors 
taken for events that were the same or different in each of the three dimensions (object, 
position, and context), thus composing six basic comparisons composed of correlations between 
population vectors for object-sampling events involving the same or different objects in the 
same or different positions and the same or different contexts (see Fig. 4A). The magnitude of 
the correlation coefficient for each comparison reflects the representational similarity of events 
being compared. A positive correlation coefficient indicates representational similarity in 
population coding of the dimension tested; zero correlation indicates independence of 
representations for that dimension; and a negative correlation coefficient (i.e., anti-correlation) 
suggests strong pattern separation of that dimension by the neuronal ensemble. 
First, to measure the extent to which identical events were coded similarly, population 
vectors for odd-numbered events were correlated against those for even-numbered events for 
each of the two objects within each of the two positions in each of the two contexts. The mean 
of those eight correlation coefficients was used to measure the ensemble similarity for identical 
events within each of the 33 recording sessions (see Fig. 4A, Bar 1). For all other comparisons, 
population vectors for object-sampling events of each type were correlated with those for a 
different type of event. To measure the similarity of ensemble representations for different 
objects sampled at the same position, population vectors for odd-numbered events for one 
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object were correlated against even-numbered events for the other object, and vice versa 
(even-numbered events for the first object against odd-numbered events for the second object), 
to compose eight total correlations, and the mean of those correlation coefficients was used to 
measure the representational similarity for different objects (holding position and context 
constant) in each session (see Fig. 4A, Bar 2). The same approach was used to measure the 
representational similarities for the same or different objects at different positions within a 
context, including the separation of odd- and even-numbered events to ensure that similar 
amounts of data were used in all analyses. To assess the similarity of ensemble representations 
for the same object between positions, population vectors for sampling events involving an 
object in one position were correlated with those for the same object in the other position 
within the same context (see Fig. 4, Bar 3) or with that for the other object in the other position 
within the same context (see Fig. 4, Bar 4), again comparing odd-numbered against even-
numbered events and vice versa. To assess the similarity of ensemble representations of objects 
between contexts, population vectors for odd-numbered and even-numbered events for the 
same object (see Fig. 4, Bar 5) or different objects (see Fig. 4, Bar 6) at positions between 
contexts were similarly correlated. 
We also measured the extent to which ensembles represented context exploration 
events within the two environments as similar or distinct. To measure the similarity of ensemble 
representations of events involving exploration of the same context, population vectors for odd-
numbered versus even-numbered exploration events within each context were calculated 
separately, and then the population vectors for odd-numbered events were correlated with 
those for even-numbered events, and vice versa, for each context, and the mean of those 
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correlation coefficients was used to measure the extent to which contexts were represented by 
OFC ensembles. To measure the similarity of ensemble representations of exploration events 
between contexts, population vectors for odd-numbered events in one context were correlated 
with even-numbered events in the other context, and vice versa, and the mean of those 
correlation coefficients was used to measure the extent to which events involving the 
exploration of meaningfully different contexts were represented similarly (see Fig. 7B). 
2.1.6.3 Bootstrap analysis 
For each neuron, firing rates were shuffled between sampling event identities (e.g., 
sampling of Object A in Position 1 in Context 1 is an event identity). For each shuffle, the mean 
firing rate of each neuron for each possible event identity (eight identities in total; two objects 
and four positions) was recalculated. This reassignment of firing rates between event identities 
was performed for each neuron in the population vector, and where each neuron in the vector 
now had a new mean firing rate for each event identity. Correlations were then performed on 
population vectors for each of the comparisons shown in Figure 4A to obtain a correlation 
coefficient for each comparison. This procedure was repeated 10,000 times, and the observed 
correlation coefficient obtained for each comparison before shuffling the firing rates was 
compared with a distribution of correlation coefficients from the shuffled dataset. To determine 
whether differences obtained between conditions of interest (see Fig. 4A, between bars) were 
greater than that expected by chance, we first calculated the difference between the mean 
correlation coefficient r for one condition (e.g., Bar 1, mean r = 0.36) and the mean correlation 
coefficient r for the other condition (e.g., Bar 2, mean r = −0.19) by subtrac[ng the value of r for 
one condition from the value of r obtained for the other condition (rdiff). We then compared 
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the rdiff obtained against a distribution of 10,000 rdiff values for that same comparison after the 
firing rates had been shuffled between event identities. To account for multiple comparisons, in 
analyses of object-sampling events, a Bonferroni correction was applied by dividing p = 0.05 by 
the number of conditions (see Fig. 4A, six comparisons), which yielded a statistical threshold of p 
= 0.05/6 = 0.008. Statistical significance at p < 0.008 was reached when the observed correlation 
was >9920 of the correlations for shuffled datasets. For context exploration events, p = 0.05 was 
divided by two conditions (see Fig. 7B, two comparisons), which yielded a statistical threshold of 
p = 0.05/2 = 0.025). Statistical significance at p < 0.025 was reached when the observed 
correlation was >9700 of the correlations for shuffled datasets. 
2.1.6.4 Dendrogram analysis of the organization of ensemble representations 
To explore the organization of ensemble representations for the eight types of object-
sampling events (i.e., conjunctions of two objects in two positions within two contexts), we 
generated composite ensemble representations for each event type using the firing rates of all 
of the 394 neurons collected across 33 sessions. The composite population vector for each type 
of event was calculated as follows: for each neuron, the number of spikes observed was divided 
by the sampling duration on each event, then these firing rates were standardized into z-scores 
using the mean and SD of firing rates across events, then the mean z-score firing rates across 
events was calculated. The relationships among the composite population vectors for the eight 
types of events were then assessed using an agglomerative hierarchical clustering algorithm 
(MATLAB R2013b function “linkage”). The agglomerative hierarchical clustering algorithm takes 
the unweighted average distance between pairs of the eight vectors, where the Pearson's 
correlation coefficient was used as the distance metric. Of the eight vectors, the two that were 
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nearest were combined, then calculations of distances between the revised set of vectors was 
repeated, and the nearest two vectors were combined; this process was repeated iteratively 
until only two combinations remained (Fig. 4B). The height of each line in the dendrogram 
represents the similarity (mean r value) between the event types being connected. 
2.1.6.5 Dynamics of ensemble coding during object sampling 
To determine the time course of ensemble representations of position and objects and 
their associated values during object sampling, we used a d′ metric to compare the average 
correlations for the same [e.g., Object A (or B) to itself] and different comparisons (e.g., Object A 
to Object B) for each of these dimensions (see Fig. 8). Only the first object-sampling event on 
each trial and only events that were longer than 500 ms were included in the analysis. 
Correlation analysis was performed for sequential 200 ms time bins starting after the approach 
to the pot began and −3.4 s and ending at +3.4 s relative to the onset of object sampling. The d′ 
metric estimated the separation between the mean correlations for the same and different 
conditions, and applied the combined variance of each same and different condition to obtain 
the distance between means of the conditions compared. Thus, the greater d′ is from 0, the 
greater the representational separation for comparisons made. The d′ values were obtained 
using the following equation, where mean1 and SD21 reflect the correlation mean and variance, 
respectively, for one condition, and mean2 and SD2 reflects the correlation mean and variance, 
respectively, for the second condition. To account for multiple comparisons, we applied 
Bonferroni correction by dividing p = 0.05 by the number of bins (34 bins), which yielded a p 
value of 0.05/34 = 0.0015 for statistical significance to be reached: 
d’ = (mean1 – mean2)/ sqrt(1/2(SD dev12 + SD dev22) 
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2.1.7 Histology 
After completion of behavioral testing, tetrode placements were confirmed by creating 
a lesion at the tetrode tip by passing a 40 μA current until the connection was severed on each 
tetrode wire. Animals were subsequently overdosed with systemic injection of Euthasol (Virbac 
AH) and were perfused intracardially with 0.9% saline followed by 10% formalin phosphate 
(VWR). Brains were removed and placed in a 20% sucrose solution until processed. Using a 
cryostat (CM 3050s, Leica Biosystems), brains were cut into 35 μm coronal sections and 
mounted onto presubbed glass slides, and stained with cresyl violet to determine the location of 
tetrode tip lesions. Tetrode tip lesions were confirmed to be localized within either ventral or 
lateral orbitofrontal cortex (Fig. 2) using the stereotaxic atlas of Paxinos and Watson (2007). We 
were not able to determine which exact tetrode belonged to ventral or lateral OFC. 
2.2 Results 
Across four animals, a total of 394 single neurons in the ventral and lateral orbital cortices (Fig. 
2) were recorded over 33 sessions that followed the initial learning of each problem. Rat 1 
contributed 69 neurons (6 sessions), Rat 2 contributed 37 neurons (9 sessions), Rat 3 
contributed 91 neurons (12 sessions), and Rat 4 contributed 197 neurons (6 sessions). During 
these sessions, animals performed the task with high accuracy (mean, 95% correct; SEM, 0.7% 
correct; range, 92–100% correct). Analyses separately explored neural activity patterns during 
the period of object sampling leading to the behavioral response and during the preceding 
period of context exploration when rats entered and explored one of the contexts before being 
presented with the objects. Our analysis of these trial periods characterized both single-neuron 
firing patterns and the firing patterns of simultaneously recorded neural ensembles in OFC. 
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2.2.1 OFC neurons encode each dimension of context-guided object–reward associations 
OFC neurons encoded the full range of dimensions that characterize each object-
sampling event. Overall, 194 of 394 isolated neurons (49%) encoded task-related dimensions of 
object-sampling events that were followed by the correct behavioral response to the presented 
stimulus. Substantial proportions (14–16%) of the neurons fired differentially associated with 
the object, position, or context dimensions (main effects), although few of these fired 
exclusively associated with one dimension (Table 1). A similar proportion of neurons encoded 
objects in specific positions within a context (significant object × position interaction). Most 
notably, 38% of neurons distinguished combinations of objects and the context in which they 
were sampled (significant object × context interaction), and the firing pattern of >50% of these 
neurons was characterized by equivalent activation during the sampling of different objects in 
the opposing contexts, thus reflecting the common reward value of these events. However, 
reward associations did not fully account for differences in the activity across object–context 
combinations in many other cells. Figure 3 shows the firing patterns of four example neurons. 
Cell 1 fired strongly and at equivalent rates during the object-sampling events associated with 
reward (Object A in Context 1 and Object B in Context 2) and not during object sampling that 
was not associated with reward (object × context interaction: F(1,103) = 202.84, p = 0.0001), 
and did not fire differentially associated with objects or contexts alone (main effects) or other 
dimensions. Cell 2 fired during object-sampling events associated with non-reward (Object B in 
Context 1 and Object A in Context 2) and did not fire during object-sampling events associated 
with reward (object × context interaction: F(1,121) = 9.6, p = 0.002); the activity of this cell also 
differed across contexts (main effect: F(1,121) = 18.59, p = 0.0001) and between objects (main 
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effect: F(1,121) = 8.92, p = 0.003), indicating that reward association was not the only dimension 
encoded. Cell 3 fired selectively to the non-rewarded Object B in Context 1 (main effect object: 
F(1,103) = 20.62, p = 0.0001) but was not object selective in Context 2 (object × context 
interaction: F(1,103) = 23.85, p = 0.0001; main effect context: F(1,103) = 16.9, p = 0.0001). 
Finally, Cell 4 fired selectively during object sampling at Position 2 within Context 1 compared 
with the other positions (main effect position: F(1,101) = 14.21, p = 0.0001), and fired selectivity 
within Context 1, which included its preferred position, compared with Context 2 (main effect 
context: F(1,101) = 5.01, p = 0.03). Thus, in addition to reward associating firing, many individual 
cells also differentiated the objects, positions, and contexts. More generally, while some cells 
exclusively encoded only one of the task dimensions, most exhibited mixed selectivity and 
overall, ensembles encoded the full range of task dimensions, consistent with high-dimensional 
ensemble representations that can support a broad domain of cognitive functions (Rigotti et al., 
2013). To examine whether there were differences in firing patterns on trials that were 
performed sequentially within the context, we extracted the trials in which sampling events 
occurred within the same context for two successive trials (nine repeat trials per context in a 
session) and performed a one-way ANOVA on the firing rates, combined across all neurons, for 
Object A and Object B during the first and second (repeat) trial. We observed no significant 
differences in firing rates during object sampling between the two successive trials (F(3,131) = 
0.40, p = 0.75), suggesting that a repeat trial within a context did not alter spiking activity during 
object sampling. 
2.2.2 OFC neuronal ensembles represent multiple task dimensions during object sampling 
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To explore how neural populations represented the task dimensions, we used an RSA in which z-
scored firing rates of a set of simultaneously recorded neurons were composed into population 
vectors (lists of mean firing rates) for each event identity and then the population vector for an 
event identity was cross-correlated against that of other event identities (see Materials and 
Methods). These correlations provided a measure of the similarity of population representations 
associated with each task dimension. The RSA analysis was applied to population vectors 
composed of data from ensembles of 3–50 simultaneously monitored neurons (mean, 14 
neurons). The analyses revealed striking ensemble representations of each of the task-relevant 
dimensions during object sampling (Fig. 4A). 
2.2.3 Value coding 
As a first approach to exploring value coding, based on the observation of a large 
proportion of single OFC neurons whose firing patterns differed depending on the associated 
reward value (rewarded or nonrewarded), we examined comparisons in which the position and 
context dimensions were held constant while the objects that predicted the same or different 
reward value varied. We observed a strong positive correlation between population vectors of 
object-sampling events that involved the same object in the same position, and therefore the 
same reward value (Bar 1: mean r = 0.36, SEM = 0.04), and a pronounced negative correlation 
between population vectors for events that involved different objects in the same position and 
therefore opposite reward value (Bar 2: mean r = −0.19, SEM = 0.04; Bar 1 vs Bar 2, p < 0.0001). 
The same pattern emerged when we compared population vectors for object-sampling events 
that involved the same object, and therefore same reward value, in different positions in the 
same context (Bar 3: mean r = 0.22, SEM = 0.04) versus different objects in different positions 
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and therefore different reward values (Bar 4: mean r = −0.27, SEM = 0.03; Bar 3 vs Bar 4, p < 
0.0001), as well as in the comparison of population vectors for object-sampling events that 
involved the same object in different contexts, and therefore opposite reward value (Bar 5: 
mean r = −0.22, SEM = 0.04) versus different objects in different contexts and therefore the 
same reward value (Bar 6: mean r = 0.08, SEM = 0.04; Bar 5 vs Bar 6, p < 0.0001). 
We also performed additional confirmatory analyses combining different types of 
comparisons that shared the same reward values across variations in other dimensions. In this 
analysis, we measured the overall representational similarities of ensemble firing patterns 
during object-sampling events associated with the same reward value by combining the 
comparisons for all types of events with the same reward outcome (Fig. 4A, compare Bars 1, 3, 
and 6), and found a very high strength-of-value coding (mean r = 0.25; SEM = 0.03). Conversely, 
when we combined the correlations that compare all types of events with opposite reward 
value (Fig. 4A, compare Bars 2, 4, and 5), we found a strong anti-correlation, indicating striking 
differentiation of opposite reward value by OFC ensembles (mean r = −0.24; SEM = 0.02). We 
next compared the combined correlations for all types of events with same reward value (Bars 
1, 3, and 6) against the combined correlations for all types of events with different reward 
values (Bars 2, 4, and 5), and confirmed the difference between representational similarities of 
population coding for object-sampling events associated with the same versus the opposite 
reward value (p < 0.0001). Together, this pattern of representational similarities suggests that 
OFC ensembles have similar representations for events associated with the same reward value, 
even those involving different objects, locations, or contexts, albeit at different strengths 
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associated with these other dimensions. Conversely, representations of events associated with 
opposite reward value are strongly dissimilar. 
2.2.4 Object in context coding 
Guided by the findings on single-cell analyses that revealed a substantial proportion of 
neurons that were differentially activated during sampling of the same object in distinct 
contexts (Fig. 3), we next explored the representation of distinct object–context (i.e., different 
object and different context) combinations that shared the same reward outcomes. This was 
accomplished by comparing correlations of events that involved the same object at different 
positions in the same context, and therefore having the same value (Bar 3: e.g., Object A vs 
Object A at different positions within Context 1, both rewarded) versus that for events that 
involved different objects in different contexts, and therefore had the same value (Bar 6: e.g., 
Object A in Context 1 vs Object B in Context 2, both rewarded). This correlation for events with 
the same object–context combinations was greater than that for the correlation between 
population vectors for events that involved different objects and different contexts with the 
same reward value (Bar 3 vs Bar 6, p < 0.0001), indicating that object–context coding occurred 
beyond representation of the reward outcomes of different events per se. 
The coding of object–context combinations differed for the subset of object-sampling 
events associated with reward and for the subset of events associated with non-reward. 
Population vectors for object-sampling events that involved the same object–context 
combination with an expectation of reward were positively correlated (Fig. 4A, Bar 3, for 
rewarded events only; mean r = 0.20, SEM = 0.03). This correlation between population vectors 
for events with the same object–context combinations and reward association was greater than 
76 
that for different object–context combinations associated with reward (Bar 6 for rewarded 
events only: mean r = −0.007, SEM = 0.05; Bar 3 vs Bar 6 for rewarded events only, p < 0.001). 
Also, population vectors for object-sampling events that involved the same object–context 
combination with an expectation of non-reward were positively correlated (Bar 3 for 
nonrewarded events only: mean r = 0.25, SEM = 0.04). However, correlation between 
population vectors for events with the same object–context combinations for nonrewarded 
events was not significantly greater than that for opposite nonrewarded object–context 
combinations (Bar 6 for nonrewarded events only: mean r = 0.18, SEM = 0.05; Bar 3 vs Bar 6 for 
nonrewarded events only, p = 0.14, n.s.). Finally, representations for nonrewarded events in 
different contexts were more similar than those for rewarded events, and the difference in 
representational similarity between rewarded and nonrewarded events was significant (p < 
0.001). 
2.2.5 Position coding 
To assess position coding, we compared population vectors for object-sampling events 
in which position differed while the reward value and object–context dimensions were held 
constant. Position coding was evident in stronger similarity of population vectors for object-
sampling events that involved the same object in the same position (Fig. 4A, Bar 1) versus events 
with the same object in the alternate position within a context (Fig. 4A, Bar 3), where both 
comparisons were associated with the same object–context combination and reward value 
while differing only in position (Fig. 4A, Bar 1 vs Bar 3; p < 0.001). Also, the correlation between 
population vectors for events with different objects in the same position (and therefore 
different values; Fig. 4A, Bar 2) was less negative than that for events with different objects in 
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the alternate position within the same context (Fig. 4A, Bar 4), but this difference was only 
marginally significant in the Bonferroni-corrected test (Fig. 4A, Bar 2 vs Bar 4; p = 0.03). 
2.2.6 The same representational pattern is apparent when small neuronal ensembles are 
eliminated 
For the analysis described above, all ensembles that were composed of at least three neurons 
were included. To determine whether the activity patterns of very small ensembles might have 
outsized influence on the overall results, we repeated the analysis including only ensembles of 
at least 10 neurons, thus excluding 14 of 33 sessions and leaving out the data from Rat 2 where 
all ensembles involved <10 neurons. However, even with this reduced dataset, the population 
firing patterns were strikingly similar to those including the full dataset (compare Fig. 5A, Fig. 
4A). To assess whether population representations were similar after excluding ensembles 
consisting of <10 neurons, we made three comparisons (Fig. 5A). We compared all correlations 
between population vectors for object-sampling events that involved the same value (Fig. 5A, 
combined correlations of Bars, 1, 3, and 6) versus those for all events that involved different 
values (Fig. 5A, combined correlations of Bars 2, 4, and 5). Population representations continued 
to show strong value coding, similar to the overall combined analysis (p < 0.001). Additionally, 
we compared correlations between population vectors of sampling events that involved the 
same object in the same position within a context with those for events that involved the same 
object between positions within each context (Fig. 5A, Bar 1 vs Bar 3), and population 
representations continued to show position coding (p < 0.008). Finally, we compared the 
correlations of population vectors of sampling events that involved the same object between 
positions within a context (therefore holding reward value constant) versus those for events 
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that involved different objects in different contexts (thus also holding reward value constant; 
Fig. 5A, Bar 3 vs Bar 6), and population representations continued to show object-in-context 
coding (p < 0.008; Fig. 5A). 
2.2.7 The same representational pattern is apparent in each subject 
To assess whether ensemble representations were similar across individual animals, we 
made the same three comparisons for each subject as in the analysis of ensembles consisting of 
>10 neurons (Fig. 5B). All animals but one (Rat 3) had population representations that showed 
strong value coding (Fig. 5B, compare combined correlations from Bars, 1, 3, 6, and Bars 2, 4, 5; 
all p < 0.008). All animals but one (Rat 2) had population representations that showed position 
coding (Fig. 5B, Bar 1 vs Bar 3, p < 0.008). Finally, Rat 3 had population representations that 
showed significant object-in-context coding (Fig. 5B, Bar 3 vs Bar 6; p < 0.008), and Rats 2 and 4 
had marginally significant object-in-context coding in these Bonferroni-corrected tests (p < 0.05; 
Fig. 5B). Thus, even with very limited datasets in these analyses, and while not all of the 
dimensions were significantly coded in every animal, the overall pattern for each animal was 
remarkably similar to that of the group analysis (Fig. 4A). 
2.2.8 The same representational pattern is apparent regardless of the order of sampling events 
Since medial prefrontal neurons have been observed to be sensitive to the temporal 
order of events (Hyman et al., 2012), we created separate RSAs for object-sampling events only 
when the rewarded object was approached first and only when the same object was 
approached second. We compared each equivalent condition (Bars 1–6) for when the rewarded 
object was approached first with that of when the rewarded object was approached second, 
and observed no significant changes as a result of temporal order (all conditions, n.s.), indicating 
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little effect of the order in which objects were sampled within a trial (Fig. 6). Thus, it appears 
that each object-sampling event is processed by OFC separately from the preceding event. 
2.2.9 OFC neural ensembles represent a systematic organization of task dimensions 
The dendrogram analysis (see Materials and Methods) is consistent with the possibility 
of a highly systematic structure of the population representation indicating successive levels of 
increasing representational similarity among the relevant task dimensions (Fig. 4B). At the top of 
the very systematic organization suggested by this analysis, and farthest apart in the ensemble 
representation, are events with opposite reward values. This dimension is notably reflected in 
an anticorrelation, indicating strong pattern separation of representations associated with 
different reward outcomes. At the next level is a separation of events that occur in different 
contexts within each reward value condition, and this dimension is observed within each reward 
outcome level. Notably, the associated correlation value was near zero for rewarded events, 
suggesting the independence of representations for rewarded events in different contexts, 
whereas the correlation for nonrewarded events was positive, indicating similarity in the 
representation of events not associated with reward (see above for a statistical comparison). 
Next, events that involve the same object and outcome at different positions within a context 
have somewhat distinct representations, and this dimension is observed below each object–
context condition. This overall pattern suggests that representations of object-sampling events 
are organized into two actively separated networks defined by different reward values, and 
within each value-based network, events are categorized by the objects and the context in 
which they occur followed by their locations within a context. Using Catalan number generation 
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((2n)!/(n + 1)!n!), there could be 429 possible dendrogram outcomes, and therefore the 
possibility of the current systematic structure happening by chance is low. 
2.2.10 During each trial OFC ensembles evolve to represent key elements of each event 
2.2.10.1 Context exploration 
Even before objects were sampled, OFC neurons and ensembles encoded the context 
that predicted object–reward assignments. To determine context selectivity for each neuron, we 
first performed a one-way ANOVA on firing rates during the first 5 s of context exploration 
events that preceded the presentation of the objects. This analysis revealed that 26% of 
recorded neurons fired differentially associated with the two contexts (Table 1). Examples 
shown in Figure 7A show that Cell 5 fired at twice the rate in Context 1 compared with Context 2 
for the entire context exploration period (F(1,71) = 78.92, p = 0.0001), and Cell 6 had the 
opposite preference (F(1,69) = 29.74, p = 0.0001). 
In analyses of ensemble representations, RSA indicated that correlations obtained between 
same-context exploration events were significantly greater than those between contexts (within 
vs between context, p < 0.0001; Fig. 7B). 
2.2.10.2 Object sampling 
To examine the evolution of position and object–reward representations after the 
divider was removed, allowing the rat to approach the pot, population vectors were composed 
for 200 ms time bins from 3.4 s before to 3.4 s after the onset of object-sampling events of at 
least 500 ms. Ensemble coding for each time bin was measured as the difference in average 
correlation coefficients between the same and different events belonging to the same 
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dimension (position or object), and the d′ metric (see Materials and Methods) was used to 
reflect the representational difference in each comparison. Position coding was apparent well 
before the animal reached the object and peaked 400 ms before the onset of object sampling (d′ 
= 1.21, p < 0.0001), then gradually declined (Fig. 8). The decrease in position coding was 
coincident with a sharp increase during object sampling in the coding of different objects and 
their associated reward values, peaking at 800 ms after the onset of object sampling (d′ = 1.82, p 
< 0.0001). 
The combined findings indicate a dynamic of population coding in which OFC ensembles 
first represent the context that defines object and reward associations then, before object 
sampling, the position of the animal, then the objects and their associated values increasingly 
during object sampling. 
2.3 Discussion 
This study examined the role of the rat orbitofrontal cortex in the retrieval of memories where 
the reward associations of events depend on the context in which they were experienced. The 
patterns of neuronal activity in OFC neurons and neuronal ensembles distinguished the contexts 
in which objects were associated with different reward values, then locations in which those 
objects were presented, and then the object–value associations. Results obtained during object-
sampling events indicated that OFC networks process all of the relevant event dimensions, 
including the objects in each context and the locations in which they occurred, and their 
associated expectancy of reward. Most striking was the similarity of population representations 
of events associated with the same associated reward value and strong pattern separation of 
the OFC representations of events associated with different reward value, suggesting actively 
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separated networks. This observation is consistent with previous reports that OFC neurons 
represent associations between cues and the values of reinforcement outcomes for behavioral 
responses to those cues (Thorpe et al., 1983; McDannald et al., 2005; Mainen and Kepecs, 2009; 
Schoenbaum et al., 2009, 2011; Brown et al., 2010; Walton et al., 2010; Padoa-Schioppa and Cai, 
2011; Steiner and Redish, 2012). Notably, however, in the design of the present study distinct 
behavioral responses (dig or withdraw) were confounded with specific reward outcomes 
(reward or nonreward, respectively). So, we cannot unambiguously attribute the 
representations of reward value from the overall outcome of the trial as a particular behavioral 
response leading to a specific reward value. 
The present findings are also consistent with reports of OFC neurons reversing their 
firing selectivity between stimuli when the stimulus–reward associations switch (Rolls et al., 
1996; Schoenbaum et al., 1999). In context-guided memory, the stimulus–reward associations 
“reverse” as a function of the surrounding context in which they occur, and the dramatic change 
in OFC firing patterns during sampling of the same object between the two contexts reflects this 
context-directed reversal in reinforcement contingencies. OFC neurons not only represented the 
rewarded object, but also showed firing selectivity to the object that was not associated with 
reward within each context, consistent with previous reports of the role of this region in 
representing the value of the outcome associated with an event or response, regardless of its 
affective nature (Ostlund and Balleine, 2007; Schoenbaum et al., 2009). The present findings on 
firing patterns during context exploration before object sampling also extend earlier 
observations on OFC representation to the encoding and retrieval of abstract contextual 
representations, or “states,” that dictate a combination of object–reward associations during 
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the context exploration phase as well as a “mapping” of the contexts, locations, and stimuli 
associated with specific behavioral responses that lead to distinct rewards (Wilson et al., 2014). 
Recent approaches to ensemble representation have shown that populations of neurons 
with complex firing patterns in dorsolateral prefrontal areas of monkeys flexibly encode multiple 
dimensions of experience that evolve during decision making (Mante et al., 2013; Rigotti et al., 
2013; Stokes et al., 2013), and several earlier studies have identified multiple dimensions of 
events predicting outcomes encoded by OFC neurons in rats and monkeys (Furuyashiki and 
Gallagher, 2007; Wallis, 2007; Mainen and Kepecs, 2009; Schoenbaum et al., 2009; Young and 
Shapiro, 2011). The representational similarity analysis of neural ensembles in rodent OFC 
applied here provides new insights into the structure of OFC network representation of multiple 
task dimensions in the current task, revealing a systematic organization of the relevant features 
of the stimuli and reward contingencies consistent with a mapping of contextual cues and 
specific stimuli associated with behavioral responses and the values of consequent 
reinforcement outcomes envisioned by Wilson et al. (2014). Events associated with opposite 
reward value involved strongly pattern-separated representations. This observation indicates 
the establishment of distinct OFC networks—or schemas—that encode events that were 
associated with reward and nonreward. The separation of these schemas for opposing object–
reward associations could support the reduction of interference between events that share 
object, position, or context features but lead to opposite outcomes. Within each distinct value-
based schema, objects in different contexts that predict the same outcome are independently 
represented, whereas distinct objects that were not associated with reward were coded as 
similar across contexts, suggesting that object–context representation depended on reward 
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status. Within each context representation, events were separated by position within the 
context, and finally, within each position representation, events having the same object identity 
and value were encoded most similarly. 
This representational organization is strikingly different from the representation 
developed by the hippocampus in animals performing the same context-guided object 
association task (McKenzie et al., 2014; Fig. 9). The hippocampal network strongly pattern 
separates events by the context in which they occur, thus establishing distinct representational 
networks that include both rewarded and nonrewarded events that occur in different contexts. 
Within each distinct context-defined schema, events are separated by the locations where they 
occur within a context. Within representations of locations, events were separated by reward 
value, and within representations of reward values, events were separated by object identity. 
Thus, whereas the hippocampus develops a context-based schema, the OFC develops a value-
based schema. The distinctive organizations of task dimensions in OFC and the hippocampus 
suggest commonality in the information contained in these brain areas and complementary 
organization of information processing relevant to this paradigm. 
These observations extend our model of prefrontal–hippocampal interactions that 
support performance in context-guided memory (Navawongse and Eichenbaum, 2013). This 
model is based on the known anatomical pathways between the prefrontal cortex and 
hippocampus, and on findings on the firing patterns in the dorsal and ventral hippocampus. 
According to the model, inputs from neocortical areas that process information about object 
identity arrive in the hippocampus via the perirhinal and lateral entorhinal cortex, whereas 
inputs about spatial context arrive in the hippocampus via the postrhinal and medial entorhinal 
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cortex (Eichenbaum et al., 2007). These pathways likely support a merging of object and context 
information within the hippocampus. Correspondingly, in animals performing the context-
guided memory task studied here, within the dorsal hippocampus, neurons rapidly form 
representations of objects in the positions and contexts in which they occur (Komorowski et al., 
2009). More gradually, neurons within the ventral hippocampus strongly distinguish events 
within each context but also generalize across events and locations within each context 
(Komorowski et al., 2013). Direct outputs from the hippocampus to both medial prefrontal 
cortex (mPFC) and OFC are generated in the ventral hippocampus (Jay and Witter, 1991), 
suggesting that ventral hippocampal context representations might be the source of information 
to prefrontal cortex about the events that occur in each context (although there are also 
alternative sources of context information to OFC, e.g., postrhinal cortex; Agster and Burwell, 
2009; Kondo and Witter, 2014). These inputs may support the OFC in its development of 
abstract representations that map the set of events associated with different reward values 
within each context. During memory retrieval after learning, signals about the context occupied 
may be sent from ventral hippocampus to OFC, regenerating the appropriate abstract context 
representation observed in this study during the context exploration period. Mechanisms within 
OFC may then generate the appropriate elements of the systematic representation of events in 
OFC during object sampling, which then guides the dorsal hippocampus to retrieve appropriate 
object representations based on associated reward value. 
Notably, it is very likely that the mPFC plays a role in this functional circuitry as well. The 
mPFC is essential to retrieval of context-guided memories (Peters et al., 2013), including in this 
task (Navawongse and Eichenbaum, 2013), and several studies have shown that the mPFC is 
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involved in rule switching (Birrell and Brown, 2000; Floresco et al., 2008; Rich and Shapiro, 
2009), as well as rule-governed behavior (Wise et al., 1996; Miller et al., 2002). In addition, rat 
mPFC, similar to its putative functional analog primate dorsolateral prefrontal cortex (e.g., 
Brown and Bowman, 2002; Wise, 2008; Vogt and Paxinos, 2014), has neuronal firing patterns 
that distinguish contexts (Hyman et al., 2012; Mante et al., 2013), and mPFC neurons respond 
differentially when task response demands are altered (Rich and Shapiro, 2009; Durstewitz et 
al., 2010). The mPFC also receives input from ventral hippocampus and is highly interconnected 
with OFC. Furthermore, mPFC inactivation results in loss of object-specific responses in the 
dorsal hippocampus (Navawongse and Eichenbaum, 2013), and the critical influence of OFC is 
perhaps via its direct connections with the perirhinal and lateral entorhinal cortex. The 
complementary influences and nature of interactions between these prefrontal areas in support 
of context-guided memory retrieval remain to be determined. One possibility is that mPFC and 
OFC may differentially support context-specific rules associated with attention or actions versus 
expected rewards, respectively (Sul et al., 2010).  
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Figure 2.1. A, Context-guided object–reward association task, in which animals had to learn to 
associate objects with reward or nonreward, depending on the environmental context in which 
they were presented. Each trial began with the animal exploring one of the two contexts for 10 s 
with the objects absent. Then a barrier was used to hold the animal on one side of the context 
while objects were placed on the other side, then the barrier was removed so that the animal 
could approach and sample the pots. In Context 1, Object A was rewarded and not Object B, 
whereas in Context 2 Object B was rewarded and not Object A. The animal had to dig in the pot 
that contained the digging medium associated with reward, and refrain from digging in the 
nonrewarded pot. B, Picture of one context with two pots that contain distinct digging media 
(left, multicolor gum elastic squares; right, purple beads). 
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Figure 2.2. Reconstruction of recording sites in VO and LO cortices at ∼4.20, 4.68, and 5.16 mm 
anterior to bregma in animals recorded from coordinates taken from Paxinos and Watson 
(2007). Black dots indicate the site of the tetrode tip after recording had ended. 
Photomicrograph depicts burn marks from tetrode tips. 
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Figure 2.3. Examples of single-cell selectivity to different task dimensions during the sampling 
of objects in each context. Rasters and perievent histograms depict activity patterns of example 
neurons during the sampling of each object (A or B) at each position (1 or 2) within each context 
(1 or 2). Rewarded (+), unrewarded (−). Rasters show spikes for each object-sampling event. 
Time 0 indicates the onset of object sampling. The histogram represents firing rate in 100 ms 
time bins. 
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Figure 2.4. Population analyses. A, Mean Pearson correlation coefficient (r) of population 
vectors (SEM across sessions). Diff, Different. “Same object” and “different object” refer to 
comparisons of types of events that involve the same or different object identities, respectively. 
Same position and different position refers to comparisons of types of events that involve the 
same or different object positions within a context, respectively. “Same context” and “different 
context” refers to comparisons of types of events that involve the same or different contexts, 
respectively. Note that events that are compared across contexts necessarily involve different 
positions; these are considered different context comparisons. The specific comparisons were as 
follows: 1, Same object in the same position and context (e.g., Object A events versus other 
Object A events in Position 1 and Context 1); 2, different objects in the same position and 
context (e.g., Object A vs B in Position 1 and ontext 1); 3, same objects in different positions in 
the same context (e.g., Object A in Position 1 vs Object A in Position 2 in Context 1); 4, different 
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objects in different positions in the same context (e.g., Object A in position 1 vs Object B in 
Position 2 in Context 1); 5, Same objects in different positions within different contexts (e.g., 
Object A in Context 1 vs Object A in Context 2); and 6, different objects in different position and 
in different contexts (e.g., Object A in Context 1 vs Object B in context 2). B, Dendrogram shows 
the organization of event dimensions in OFC ensembles during object sampling as a function of 
similarities of population vectors along different dimensions of events. Note the strong 
dissimilarity (anticorrelation) between events with opposite associated reward values, the 
independence of representations for different rewarded objects in different contexts, the 
similarity of different nonrewarded objects in different contexts, and the stronger similarity of 
the same events in different positions. C1, Context 1; C2, context 2; Obj, object; left, left 
position; right, right position. 
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Figure 2.5. A, RSA for group data from ensembles that consisted of at least 10 neurons. B, RSAs 
for each animal. Diff, Different. See description of conditions in Figure 4A. 
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Figure 2.6. Representational similarity analysis (RSA) including only events that involved the rewarded 
object as the first versus second object-sampling event in a trial. A, RSA including only events that 
involved the rewarded object as the first object-sampling event in a trial. B, RSA including only events that 
involved the rewarded object as the second object-sampling event in a trial. See descRSription of 
conditions in Figure 4A. C, Dendrogram including only events that involved the rewarded object as the 
first object-sampling event in a trial. D, Dendrogram including only events that involved the rewarded 
object as the second object-sampling event in a trial. Top level, Value; middle level, object-in-context; 
bottom level, position. See description of levels in Figure 4B. 
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Figure 2.7. A, Activity of example neurons during context exploration. Cells 3 and 4 are examples 
of neurons whose firing patterns distinguished the two contexts. Rasters and perievent 
histograms depict neuronal activity during exploration within each context. Time 0 is when the 
nose of the animal passed the entered context. B, Ensemble activity during context exploration. 
Within context, Cross-correlations of population vectors taken between exploration events in 
the same context; between context, cross-correlations of population vectors taken between 
explorations of different contexts. ***p < 0.0001. 
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Figure 2.8. Dynamics of position and object–value coding around onset of object-sampling 
events. Correlation analysis was performed for 200 ms time bins starting at −3.4 s before object-
sampling onset and ending at +3.4 s after object-sampling onset, and ensemble discrimination 
for each dimension was represented using the d′ metric (see Materials and Methods). Light 
shade over the first 500 ms highlights the minimum sampling duration. 
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Figure 2.9. Systematic organization of task dimensions by orbitofrontal and dorsal hippocampal 
neuronal populations. Dorsal hippocampus organization based on the study of McKenzie et al. 
(2014). 
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Dimensions 
Inclusive Exclusive 
Count % Count % 
Context 60 15 18 5 
Position 54 14 13 3 
Object 62 16 13 3 
Object × context 149 38 76 19 
Object × position 48 12 5 1 
Context exploration 55 14 47 12 
 
Table 2.1. Encoding of task dimensions by single neurons. Number and percentage of neurons 
(from 394 neurons recorded) that met statistical criteria for differentiating task dimensions 
during object sampling, and during context exploration. In the “Inclusive” column, neurons may 
be counted in more than one single dimension or interaction. For context exploration, inclusive 
involves neurons that also differentiated task dimensions during object sampling. Each value in 
the “Exclusive” column had significant selectivity for only the particular dimension or interaction 
specified. 
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CHAPTER THREE 
Bidirectional Prefrontal-Hippocampal Interactions Facilitate Contextual Memory2 
The hippocampus is critical to memory for events within the spatial and temporal context in 
which they occur (Eichenbaum, 2014), and the prefrontal cortex supports the cognitive control 
of memory by suppressing context-inappropriate memories (Kuhl & Wagner, 2009; Szczepanski 
& Knight, 2014; Farovik et al., 2008; Navawongse & Eichenbaum, 2013). The prefrontal cortex 
and hippocampus interact via oscillatory synchronization in the theta band (Siapas et al., 2005; 
Hyman et al., 2005; Benchenane et al., 2010; Spellman et al., 2015; Anderson et al., 2010; Nyhus 
& Curran, 2010), and here we explored the functional dynamics of this interaction in rats 
performing a context-guided memory task that is dependent on both areas (Navawongse & 
Eichenbaum, 2013). 
Introduction 
When we arrive at work, we remember the projects to be pursued during that day, and 
suppress memories of nagging chores at home.  When we arrive back home, we instead 
remember those chores and take a break from thinking about work.  How does the brain 
support our capacity to use the context of current experience to guide the retrieval of relevant 
memories and suppress irrelevant memories?   The hippocampus is critical to memory and in 
particular to memory for events within the spatial and temporal context in which they occur 
                                                           
2 Chapter 3, in full, is a reprint of the material as it appears in in the following published manuscript: 
Place, R., Farovik, A., Brockmann, M., & Eichenbaum, H. (2016). Bidirectional prefrontal-hippocampal 
interactions support context-guided memory. Nature Neuroscience, 19(8), 992–994. 
https://doi.org/10.1038/nn.4327 
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(Eichenbaum, 2014).  The prefrontal cortex plays a different role in the cognitive control of 
memory.  In humans and animals, prefrontal damage does not cause memory loss, but instead 
results in intrusions of context-inappropriate memories (Kuhl & Wagner, 2009; Szczepanski & 
Knight, 2014; Farovik et al., 2008) and prefrontal inactivation results in loss of memory 
specificity in hippocampal neuronal activity (Navawongse & Eichenbaum, 2013).  The prefrontal 
cortex and hippocampus may interact via bidirectional connections between the hippocampus 
and prefrontal cortex (Swanson, 1981; Ferino et al., 1987; Burwell & Amaral, 1998; Vertes et al., 
2007; Agster & Burwell, 2009) and considerable evidence indicates that these areas do indeed 
interact in support of memory in humans (e.g., Bunge et al., 2004; Dickerson et al., 2007). In 
animals, synchronization of oscillations in local field potentials in the theta band is particularly 
prominent and associated with successful memory (Brincat & Miller, 2015; Hyman et al., 2010; 
Benchenane et al., 2010; O’Neill et al., 2013).    
Less clear is the direction of functional interactions between the prefrontal cortex and 
hippocampus.  Studies on rodents typically emphasize the flow of information in memory from 
the hippocampus to prefrontal cortex (Colgin, 2011; Yu & Frank, 2015; Spellman et al., 2015), 
whereas studies on humans typically emphasize prefrontal top-down control over memory 
processing to retrieve appropriate memories for the current context (Miller & Cohen, 2001; Kuhl 
& Wagner, 2009), although one study highlighted functional connectivity from the medial 
temporal area to prefrontal cortex (Anderson et al., 2010).  To examine how these directions of 
information flow are involved in context-guided memory we exploited additional observations 
of oscillatory synchrony between the hippocampus and prefrontal cortex (Siapas et al., 2005; 
Hyman et al., 2010; Benchenane et al., 2010; O’Neill et al., 2013) to shed light on the functional 
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links between the hippocampus and prefrontal cortex in rats performing a context-guided 
memory task that is dependent on both the hippocampus and prefrontal cortex (Navawongse & 
Eichenbaum, 2013). 
Here we compared the dynamics of functional connectivity between prefrontal and 
hippocampal areas as rats performed a task where the appropriate object memories are 
determined by the current spatial context.  Upon entry into the context, hippocampal oscillatory 
activity led that in prefrontal cortex, consistent with a flow of contextual information from the 
hippocampus to prefrontal cortex.   Conversely, upon onset of object sampling, the direction of 
information flow reversed such that prefrontal oscillatory activity led that in the hippocampus, 
consistent with prefrontal control over the retrieval of appropriate object memory 
representations from the hippocampus.  Furthermore, characteristics of this communication 
predicted subsequent accuracy in memory judgments, indicating that bidirectional 
hippocampal-prefrontal interactions provide essential support for context-guided memory. 
3.1 Methods 
3.1.1 Subjects. 
13 male Long-Evans rats (Charles River, ages 6–18 months) weighing between 250 and 
350 g were individually housed on a 12-h light/dark cycle and restricted to 85% of their ad 
libitum feeding body weight with ad libitum access to water during behavioral training. Seven 
rats were used in the LFP analyses and six were used to determine relations between spiking 
activity and local LFPs. All rats were trained and tested in the context-guided memory task 
during the light period of the cycle. Procedures were conducted in accordance to National 
Institutes of Health (NIH) and Boston University Institutional Animal Care and Use Committee 
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(IACUC) standards. Sample sizes for each condition of this study are similar to those generally 
employed in the field (at least 4 rats for each dHPC–mPFC and vHPC–mPFC LFP comparison and 
6 rats for each local spike-phase comparison) and were not predetermined by a sample size 
calculation. 
3.1.2 Surgical preparation. 
Anesthesia was induced by 4% isoflurane inhalation and was maintained at 1.5–2% 
throughout surgery. For LFP recording at multiple sites, single tungsten wire electrodes (50 μm) 
were implanted into mPFC (3.5 mm anterior, 0.75 mm lateral and 3.6 mm ventral with a 10° 
lateral-to-medial angle), dHPC (3 mm posterior, 2 mm lateral and 2.8 mm ventral) and vHPC (5.6 
mm posterior, 5 mm lateral and 7.5 mm ventral, with a 10° medial-to-lateral angle). dHPC and 
vHPC electrodes were attached to microdrives and were gradually lowered into the 
corresponding CA1 pyramidal layer over the course of 2 weeks after surgery. For single neuron 
recording, head stages containing 12–24 independently movable tetrodes were aimed at one of 
the above locations. Each tetrode was composed of four 12.5 μm nichrome wires with the tips 
gold-plated to bring the impedance to 200 kΩ at 1 kHz. Two scull screws implanted overlying the 
cerebellum served as ground and reference. Procedures were conducted in accordance to 
National Institutes of Health (NIH) and Boston University Institutional Animal Care and Use 
Committee (IACUC) standards. 
3.1.3 Behavioral training. 
The recordings from HPC and mPFC were acquired from rats as they performed a 
context-guided object-reward association task that required subjects to select one of two 
objects presented simultaneously within each of two distinctive spatial contexts differing in 
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multiple features (Komorowski et al., 2009) (Fig. 3.1). The objects consisted of identical terra 
cotta pots with unique digging media and odors. On each trial, the rats initially entered and 
explored one context (the context exploration period). Because the animals reliably explored 
the context only during the initial few seconds of this period, we focused our analyses on the 
initial 1 s of this period, except where noted. At the end of 10 s, the animal was constrained to 
the rear of the context using a manually placed divider while two objects were placed at the two 
forward corners of the context. Then the divider was removed and the animal was allowed to 
sample the objects. Animals were allowed to explore each object (the object sampling period) 
multiple times. When presented in context 1, object A was rewarded in either of the two 
positions and object B was not. When presented in context 2, object B was rewarded in either 
position and object A was not. Thus, subjects were required to use the current context to guide 
learning and retrieval of distinct context-dependent reward associations for the same objects. A 
trial ended when the animal eventually chose one of the objects by digging in the medium and 
retrieving the reward (if it had made the correct choice) or finding no reward (on errors). Rats 
learned each of three context-guided object associations to an 80% correct performance 
criterion (requiring 3–4 100-trial training sessions), after which each rat further performed the 
same problem for 3 additional postlearning recording sessions (100 trials each). Data from 
postlearning and learning sessions were analyzed separately (see below). Position data was 
acquired by tracking LEDs attached to the rat's head stage using Cineplex Digital Capture System 
(Plexon), and behavioral sampling events were marked offline with Cineplex Editor (Plexon). 
Identification of behavioral flags was blind to trial types; identification of correct and error trials 
and analyses of neural data and statistics were automated. 
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3.1.4 Randomization. 
For each trial, the rewarded object position (left versus right) within a particular context 
was randomized. Each trial was randomly assigned to one of the two contexts, with constraints 
predetermining that 20% of all trials would repeat contextual conditions. 
3.1.5 Electrophysiological recordings. 
LFPs were recorded at 1,000 Hz, while spiking activity (for phase-spike and selectivity 
index analyses) was captured at 400–8,000 Hz and digitized to 40 kHz using a Multichannel 
Acquisition Processor (Plexon). Single clusters were manually isolated using Offline Sorter 
(Plexon) waveform dimensions (relative amplitudes across each wire, peak to valley difference 
and waveform width). Identified units were screened for interspike intervals found to be shorter 
than the neuronal refractory period (<2 ms). 
3.1.6 Histological procedures. 
Electrode tip lesions were generated by passing 40 μA current through each recording 
wire for 30 s or until the connection was severed. Rats then received an overdose of Euthasol 
and were perfused intracardially with 10% formalin phosphate following 0.9% saline. Brains 
were extracted and left in 30% sucrose solution for 48 h. Frozen coronal sections (40 μm) were 
collected from each relevant region and stained with cresyl violet. Electrode tip lesion locations 
were confirmed within mPFC (PL/IL), dHPC or vHPC (Paxinos & Watson, 2006). Rats with 
successful placement of at least two electrode sites (n = 7) were used in the LFP analyses, and all 
rats with single site tetrode recordings (n = 6) contributed to data that determined relations 
between spiking activity and local LFPs. 
104 
3.1.7 Data analysis 
3.1.7.1 Local field potential analysis 
We initially analyzed LFP data on three 100-trial sessions for each well trained animal 
(91–100% correct performance in postlearning sessions) then subsequently also compared data 
collected during the course of learning (3–4 sessions for each animal) where there were 
substantial errors as well as correct trials (43–78% correct performance). 
Power spectra and coherence between brain regions were determined using the 
Chronux toolbox multitaper functions using 3 tapers and a time-bandwidth product of 2 (Mitra 
& Bokil, 2008). The trial-averaged multitaper frequency spectrum was calculated 
(mtspecgram.m) using a 500-ms window slid across the defined behavioral epoch in 10-ms 
increments. LFP coherence was calculated (coherencyc.m) across the first 1 s of each event. 
To obtain an overall group measure of leads and lags, hippocampal and mPFC LFP 
signals spanning 1 s following context entry or arrival at an object were concatenated for each 
animal (n = 7) and each postlearning session (n = 3 per animal) for a total of 21 sessions. These 
signals were then zero-phase filtered for the theta frequency (7–12 Hz) using a third-order 
Butterworth filter and converted to instantaneous amplitude signals by the Hilbert transform, 
and the mean amplitude was subtracted to eliminate each signal's DC component. Pearson 
cross-correlations were performed to compare values of hippocampal and mPFC amplitudes at 
1-ms steps for the 1-s period; these correlations were performed over a +100 to −100 ms range 
of 1-ms temporal shifts between the signals13 (Fig. 3.2a,b). The r-values for each lag/lead 
relationship were normalized to the minimum and maximum values so that differences among 
individual subjects were minimized, and mean r-values across the 21 sessions were computed 
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and visualized for each lag/lead (Fig. 3.2a,b). The distribution of correlations across lags/leads 
was examined to identify the lag or lead with the peak r-value for each session. A Wilcoxon 
signed rank test was performed on the sample of peak lags/leads (n = 21) to verify that each 
distribution's median differed significantly from zero. A paired Wilcoxon rank sum test was used 
to confirm that the difference between lags/leads during context exploration and item sampling 
reliably differed. Separate analyses were also performed on correct trials and on error trials 
during the earlier learning sessions. 
The temporal dynamics of lag/lead relations during behavioral events were visualized by 
computing cross-correlations of theta amplitudes between hippocampal and mPFC LFP traces 
within 1,000 ms data windows over 200 ms temporal shifts (Fig. 3.2c,d). 
The same analyses were performed to compare lag/lead relations between LFPs in the 
dorsal and ventral hippocampus during the context exploration period in 3 of the 7 rats. 
To characterize lags and leads for individual subjects, LFP waveforms from 1-s context 
exploration or object sampling events were concatenated across all three postlearning sessions 
for each subject before performing the cross-correlation of instantaneous theta-filtered 
amplitudes as described above, which reveals a single peak lead/lag value (Table 3.1) and curve 
(Fig. 3.2) for each subject in its combined postlearning sessions. 
3.1.7.2 Granger causality 
LFP data recorded from mPFC and HPC during corresponding behavioral epochs were 
analyzed for G-causality in the frequency domain using the Multivariate Granger Causality 
(MVGC) toolbox (Barnett & Seth, 2014). Model order was estimated using Bayesian Information 
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Criterion (BIC) to a maximum of 100 lags for both context exploration and object sampling 
epochs for each session. Subsequently, LFP signals were converted to auto-covariance data 
using MVGC routines (tsdata_to_var.m, var_to_autocov.m). Finally, pairwise spectral GC was 
performed on the observed auto-covariance sequences (autocov_to_spwcgc.m), and statistical 
directionality for 1–25 Hz GC traces and peak GC values were tested using two-way ANOVAs and 
paired Wilcoxon rank sum tests, respectively, for each behavioral epoch (Supplementary Fig. 
3.3). 
3.1.7.3 Analysis of correct trials versus errors 
We assessed the extent to which functional connectivity predicted accurate behavioral 
responses during sessions when animals were acquiring the task and therefore produced 
substantial errors as well as correct responses. To match overt behavior during correct and 
incorrect trials, we compared the subset of correct trials in which animals appropriately 
responded to the rewarded object against error trials in which animals incorrectly responded to 
the nonrewarded object and used equal numbers of trials (range, 15–40) matched for 
movement speed during both context exploration (correct: 51 ± 1.2 cm/s, error: 51 ± 1.2 cm/s; 
z1,406 = 0.47, P = 0.6320) and object sampling (correct: 16.2 ± 0.6 cm/s, error: 17.4 ± 1.2 cm/s; 
z1,406 = 0.77, P = 0.4449). To quantify the differences between the mean cross-correlation lags 
of correct versus incorrect trials, instantaneous amplitudes were obtained for HPC and mPFC 
theta traces for 1,000-ms periods when PFC–HPC interactions were maximal (context 
exploration: −400 to +600 ms; object sampling: 500 to 1,500 ms; Fig. 3.2c,d) on subsequently 
correct trials and errors. As described above, cross-correlations of HPC-to-mPFC theta 
amplitudes were performed over a range of lags for each learning session, where animals 
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required different numbers of sessions before reaching the performance criterion (range, 3–4; n 
= 26 total sessions). Cross-correlation values for each time lag were normalized to the mean 
session minimum and maximum r-values for each lag. Peak lags were then obtained for each 
session. Wilcoxon signed rank tests were used to verify that peak lags differed from zero and a 
paired Wilcoxon rank sum test was used to verify within-trial-type differences in the peak lags of 
conditional context versus object sampling means. 
The analysis described above was also performed on LFP waveforms concatenated 
across all sessions of each subject. Between-subject variability during correct and erroneous 
behaviors are portrayed in Supplementary Figure 3.2c–f and Supplementary Table 3.2. 
3.1.7.4 Spike-phase analysis 
Single neurons and LFPs in each region (n = 2 per region) were recorded in separate 
animals and single units were isolated with standard methods (see above). Single unit phase-
locking to the locally recorded theta rhythm was assessed using the Circ-Stats Toolbox (Barrens, 
2009). Phase modulation of combined spiking activity in each region to local theta was 
calculated using Rayleigh's test on the resultant vector length to provide a z-statistic and P-value 
(MATLAB circ_rtest, α = 0.05). We also performed the same calculations on individual units, and 
the proportion of phase-locked units was counted in each region. 
3.1.7.5 Selectivity index (SI) 
We also performed a spike-phase analysis on individual neurons whose firing rates 
discriminated the major task dimensions during the context exploration and object sampling 
periods. Discrimination of the two contexts during context exploration and of the contexts, 
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objects and reward values of objects during object sampling was measured using a selectivity 
index that compared firing rates during 1-s periods:  
SI = (FR1 – FR2)/(FR1 + FR2) 
where FR1 and FR2 represent mean firing rates across multiple trials for each condition (during 
context exploration, context 1 versus context 2; during object sampling, context 1 versus 
context 2 or object A versus object B or rewarded versus non-rewarded object samplings). SI 
chance level was determined using a random permutation procedure, wherein, for each 
permutation, a mean firing rate was computed from single trial firing rates that were randomly 
assigned to a particular condition. Cells were declared to be significantly selective for a 
dimension if their observed SI value exceeded 99% of the SI values produced by permutated 
firing rate means. 
3.1.7.6 Statistical analysis 
Because peak cross-correlation lead/lags were not normally distributed by chi-squared 
goodness-of-fit testing (all P < 0.0001), a Wilcoxon signed rank test was employed for 
determining significance. Similarly, a Wilcoxon rank sum test was used for between-group 
comparisons of (1) cross-correlations lead/lags, (2) peak Granger causality differences and (3) all 
behavioral running speed comparisons (though note that all effects remained when using 
equivalent parametric statistics). z-statistics are given for appropriately large sample sizes (n > 
15), otherwise the Wilcoxon test statistic (W) is reported. A two-sample F-test was used to 
ensure that all between-groups comparisons had similar variances. A two-way ANOVA was 
employed to analyze the differences in directionality across complete (1–25 Hz) Granger 
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causality traces. Rayleigh's z-statistic was employed to test spike-phase associations for non-
uniformity. All tests were two-tailed (α = 0.05). 
3.2 Results 
3.2.1 Theta coherence during sampling behaviors reflects local processing 
On each trial animals explored one of two distinct spatial contexts (contexts 1 and 2; the 
'context exploration period'), then were presented with and sampled two objects (objects A and 
B; the 'object sampling period'; Fig. 3.1). In context 1, object A was rewarded and object B was 
not, whereas in context 2, B was rewarded and A was not. We recorded local field potentials 
(LFPs) in the dorsal hippocampus (dHPC), the ventral hippocampus (vHPC) and the medial 
prefrontal area (mPFC) and identified maximal prefrontal cortex (PFC)–hippocampus (HPC) 
coherence at 7–12 Hz during the initial second of both the context exploration and object 
sampling periods (Supplementary Fig. 3.1). During each period, overall local neuronal activity 
was phase-locked to theta in each area (context exploration: 172 mPFC cells, Rayleigh test z = 
40.51, P = 2.52 × 10−18; 130 dHPC cells, z = 417.49, P = 3.17 × 10−182; 60 vHPC cells, z = 39.15, P 
= 9.40 × 10−18; object sampling: 175 mPFC cells, z = 23.07, P = 9.49 × 10−11; 109 dHPC cells, z = 
7.45 × 10−140; 34 vHPC cells, z = 2.72 × 10−4), and in each area substantial proportions of 
individual active (at least 50 spikes) cells were phase-locked to local theta during context 
exploration (mPFC 30.23%, dHPC 73.08%, vHPC 71.51%) and during object sampling (mPFC 
38.29%, dHPC 47.71%, vHPC 43.4%). Also, the firing patterns of individual neurons with task-
relevant activity were well correlated with theta during context exploration and during object 
sampling, confirming that each LFP recording reflects local oscillations of relevant neural activity 
at each trial phase (Supplementary Table 1 and ref. 12). 
110 
3.2.2 Direction of functional connectivity within PFC-HPC circuitry depends upon information 
content 
Functional connectivity was characterized by the maximum theta-amplitude cross-
correlation across serial temporal shifts, indicating the direction and timing of communication 
from one area to another13. In well trained animals, during the initial 1 s of context exploration, 
theta in both dHPC and vHPC led that in mPFC (dHPC: 28 ± 7 ms, z18 = 4.95, P = 1.29 × 10−4; 
vHPC: 23 ± 8.06 ms, W12 = 0, P = 0.0011; dHPC-to-mPFC versus vHPC-to-mPFC leads: 5 ± 7.41 
ms, z30 = 0.33, P = 0.7358). The overall HPC lead differed significantly from zero (28 ± 5.40 ms, 
z21 = 4.02, P = 5.95 × 10−5; Fig. 3.2a) and was observed in each subject (Supplementary Fig. 3.2a 
and Supplementary Table 3.2). Functional connectivity reversed during the initial 1 s of object 
sampling, such that mPFC theta led dHPC by 25 ± 4.26 ms (z18 = 3.63, P = 2.74e−4) and vHPC by 
30 ± 6.25 ms (W12 = 78, P = 2.55 × 10−4; dHPC versus vHPC lags: 5 ± 4.60 ms, z30 = 0.78, P = 
0.5671). The overall mPFC lead over HPC was significantly above zero (26 ± 4.55 ms, z21 = 3.93, 
P = 8.52 × 10−5; Fig. 3.2b) and was observed in each subject (Supplementary Fig. 3.2b and 
Supplementary Table 3.2). Furthermore, the switch in direction was significant in the overall 
average (z42 = 3.92, P = 8.83 × 10−5) and observed for both dHPC and vHPC in each subject 
(Table 3.2). We confirmed the main results using Granger causality analysis (Fig. 3.3). Notably, a 
coherence peak between PFC and HPC was also observed at 2–5 Hz (Fig. 3.1c), but there was no 
significant lag or lead in this band during either context exploration or object sampling (context 
exploration: PFC led by 6.10 ± 7.51 ms, Wilcoxon signed-rank, z21 = 1.02, P = 0.3051; object 
sampling: HPC led by 8.00 ± 10.57, z21 = −0.80, P = 0.4206). Finally, an addi[onal analysis of 
functional connectivity along the long axis of the hippocampus in animals with electrodes at 
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both sites (n = 3) showed that dHPC led vHPC by an average of 18.44 ± 5.84 ms during context 
exploration (Wilcoxon signed-rank, W9 = 1, P = 0.0078). 
3.2.3 Movement patterns cannot explain bidirectional PFC-HPC functional connectivity 
PFC–HPC lag/lead relations were not correlated with movement speed during either 
context exploration or object sampling (Fig. 3.4). Furthermore, during 1-s periods of immobility 
in context exploration when speed (17.1 ± 0.6 cm/s) did not differ from that observed during 
object sampling (17.5 ± 0.6 cm/s; Wilcoxon rank-sum, z3,554 = 1.13, P = 0.8739), vHPC theta led 
that in mPFC by 15.0 ± 5.4 ms W12 = 4.5, P = 0.0039). Theta in dHPC did not lead or lag that in 
mPFC (lead = 8.0 ± 7.09 ms, z18 = 1.02, P = 0.3059) during these periods of immobility, but the 
vHPC lead over mPFC significantly differed from the opposite lead of mPFC over vHPC during 
object sampling (W12 = 0, P = 4.88 × 10−4), confirming the switch in func[onal connec[vity 
between context exploration and object sampling even when movement speeds were 
equivalently slow for both periods. These findings, combined with the observation that strong 
lag/leads were observed only during correct trials despite identical behavioral responses and 
equivalent movement speeds on error trials (see below), indicate that the switches in functional 
connectivity reflect differences in the cognitive processes engaged in these behaviors rather 
than a direct consequence of differences in motor patterns. 
3.2.4 Dynamics of functional connectivity show immediate changes in directionality with 
behavior 
Additional analyses of these post-learning data using a sliding window of cross-correlations 
showed that the HPC lead over mPFC was maximal at −400 to +600 ms aher context entry (Fig. 
3.2c). As animals approached the objects, HPC led again, and then, just as object sampling 
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began, the direction of communication flipped and mPFC maximally led HPC during the ensuing 
500–1,500 ms of object sampling (Fig. 3.2d). 
3.2.5 Direction of information flow predicts memory performance 
Strong bidirectional connectivity between the hippocampus and prefrontal cortex 
predicted memory accuracy in trials performed as animals were learning the task, even when 
overt behavior was closely matched between correct trials and errors. On correct trials, during 
context exploration, HPC led by 22 ± 9.13 ms (z26 = 3.30, P = 9.56 × 10−4) and during object 
sampling, mPFC led by 29 ± 6.35 ms (z26 = 3.28, P = 0.0010). Each animal showed these 
directions of functional connectivity (Fig. 3.2c–d and Table 3.3), consistent with the findings at 
the end of training. On errors, differences between context exploration and object sampling 
were observed in each subject (Table 3.3) but there was more variability in the peak lags/leads 
in both trial phases (Fig. 3.2e–f) and there were no significant leads or lags in the group data 
(context exploration: HPC led by 7 ± 10.30 ms; z26 = 0.52, P = 0.5969; object sampling: mPFC led 
by 11 ± 10.81 ms; z26 = 1.41, P = 0.1567). 
3.3 Discussion 
These observations support a model of bidirectional interaction in which the 
hippocampus sends contextual information to PFC, and then PFC guides successful retrieval of 
memories in the hippocampus (Novawongse & Eichenbaum, 2013). The timing of 
communication in each direction is approximately one gamma cycle (22–30 ms; equivalent to 
33–45 Hz), thought to reflect local network processing (Csicsvari et al., 2003; Buzsaki et al., 
2012). Thus, extending recent proposals (Nyhus & Curran, 2010; Colgin, 2011; Watrous et al., 
2015; Canolty & Knight, 2010), PFC–HPC communication may involve multiplexing sequential 
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gamma informational 'packets' within a theta-driven 'carrier', with these multiplexed 
communications being exchanged in both directions at a lead of one packet, perhaps via 
bidirectional multisynaptic pathways through the nucleus reuniens or perirhinal and lateral 
entorhinal cortex (Novawongse & Eichenbaum, 2013). Consistent with multiplexing oscillations 
supporting memory, successful learning of this task is correlated with strong theta-gamma 
synchrony in the hippocampus (Tort et al., 2009), as well as in human context-dependent 
memory (Staudigl & Hanslmayr, 2013). 
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Figure 3.1 | Context-guided memory task and model of functional hippocampal– prefrontal 
pathways. (a) The context-guided object memory task.  + = rewarded, - = non-rewarded.   
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Figure 3.2 | Normalized correlations between instantaneous theta amplitude across a range of 
shifts between LFPs recorded in hippocampus (HPC) and prefrontal cortex (mPFC).  Group 
average lag/lead relations during accurate performance following learning in the context 
exploration (a,c) and object sampling (b,d) periods. (a,b) Correlations between LFP amplitude 
patterns in HPC and mPFC over a series of temporal shifts for each trial phase.  (a) At “Context 
Exploration” The overall HPC lead significantly differed from zero (Wilcoxon signed-rank test, 
z21 = 4.02, p = 5.95e-5) during context exploration, and the direction of functional engagement 
reversed for (b) “Item Sampling” (Wilcoxon rank-sum test, z42 = 3.92, p = 8.83e-5) such that PFC 
led HPC beyond zero (Wilcoxon signed-rank test, z21 = 3.93, p = 8.52e-5).  (c-d) Sliding 1 s 
correlation windows advanced at 200 ms temporal shifts throughout the occurrence each trial 
phase.  Dotted line at 0 seconds denotes the moment of sampling onset for (c) context 
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exploration and (d) item sampling.  Color bar = correlation values. White dots indicate peak 
correlation for each window.   
  
117 
 
 
 
118 
Figure 3.3 | Electrode locations and frequency power and coherence relationships between 
hippocampus and prefrontal cortex. (a) Locations of electrode tips in prefrontal cortex (mPFC), 
dorsal hippocampus (dHPC), and ventral hippocampus (vHPC).  The anterior-posterior (AP) 
coordinates coronal planes shown are 3.20 mm (mPFC), -3.14 mm (dHPC), and -5.60 mm (vHPC) 
in reference to bregma. Our recordings in mPFC were localized in layers II/III (n=7). Single 
hippocampal electrodes were located in either the dorsal hippocampus (dHPC; pyramidal layer 
n=6) or ventral hippocampus (vHPC; pyramidal layer, n=2, or stratum radiatum, n=2), and in 
some animals, electrodes were located in both hippocampal areas.  For recordings of spiking 
activity and local LFPs, additional animals (n = 6) were implanted with tetrodes in dHPC (n = 2, 
pyramidal layer), vHPC (n = 2, pyramidal layer), or mPFC (n = 2, layers II/III).  (b) Frequency 
spectra of LFPs in prefrontal and hippocampal areas. All areas showed prominent power spectral 
density (PSD) in the theta band during both the context exploration (Peak Frequency = 8.13 + 
0.61 Hz, mPFC; 8.93 +/- 0.15 Hz, dHPC; 9.11 + 0.15 Hz, vHPC) and object sampling periods (Peak 
Frequency = mPFC: 8.3 + 0.43 Hz; dHPC: 8.79 + 0.14 Hz; vHPC: 9.03 + 0.13 Hz) of trials in all three 
areas. Color bar represents spectral power (dB).  (c) Mean coherence between prefrontal and 
hippocampal (dHPC and vHPC) LFPs at a range of frequencies. LFP coherence between the dHPC 
and vHPC and mPFC was maximal at theta frequency both for the context exploration (Peak 
Frequency = dHPC-mPFC: 9.57 Hz + 0.17 Hz; vHPC-mPFC: 9.51 + 0.23 Hz) and object sampling 
periods (Peak Frequency = dHPC-mPFC: 9.34 + 0.21; vHPC-mPFC: 8.91 + 0.14 Hz).  Shaded plots 
represent standard error across animals.  (d) Peak power frequency (Hz) of each region during 
first 1-s of context exploration (blue) versus object sampling (green).  Peak frequencies did not 
significantly differ between context exploration and object sampling in each area (One-way 
ANOVA, F1, 30 = 0, p = 0.97). Error bars represent S.E.M across animals. (e) Peak Coherence 
Frequency (Hz) during first 1 s of context exploration (blue) versus object sampling (green). (DH-
PFC = dorsal hippocampus to prefrontal coherence; VH-PFC = ventral hippocampus to medial 
prefrontal coherence). Peak coherence frequencies were not significantly different during 
context exploration and object sampling (One-way ANOVA, F1, 18 = 3.49, p = 0.08). Coherence 
values for these frequencies were greater than those predicted by 95% jackknife-estimated 
confidence intervals (0.1069) for both context exploration (Coherency = dHPC-mPFC: 0.47 + 
0.04; vHPC-mPFC: 0.38 + 0.02) and object sampling (Coherency = dHPC-mPFC: 0.42 + 0.05; vHPC-
mPFC: 0.32 + 0.02). Error bars represent S.E.M. across animals. 
Because there is also a peak in PFC-HPC coherence at lower frequencies (Supplemental Figure 
1c) and a previous report has emphasized PFC-HPC synchronization at 4 Hz (Fujisawa & Buzsaki 
(2011) Neuron 72, 153-165), we also performed the same lag/lead analysis of PFC and HPC 
functional connectivity in the 2-5 Hz frequency band.  In this band there was no significant 
lag/lead in either the context exploration or object sampling task phase (Context: PFC leads by 
6.10 + 7.51ms, Wilcoxon signed-rank, z21 =1.02, p = 0.3051; Object: HPC leads by 8.00 + 10.57, 
Wilcoxon signed-rank, z21 = -0.80, p = 0.4206).   These results contrast strikingly with the 
findings on the 7-12 HZ band and emphasize the selectivity of bidirectional functional 
connectivity in the higher frequencies of theta. 
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Figure 3.4 | Normalized correlations between instantaneous theta amplitude across a range of 
shifts between LFPs recorded in hippocampus (HPC) and prefrontal cortex (mPFC) for 
individual subjects.  (a,b) for data during post-learning sessions.  (c,d) for correct trials during 
learning sessions. (e,f) for errors during learning sessions. 
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We also examined the direction of functional connectivity at 7-12 Hz along the long axis of the 
hippocampus during context exploration in animals that had both dorsal and ventral 
hippocampal electrodes.  This analysis showed that functional connectivity between dHPC and 
vHPC is largely bidirectional, but there is a tendency of dHPC to lead by an average of 18.44 + 
5.84 ms (Wilcoxon signed-rank, W9 = 1, p = 0.0078).  This observation is consistent with 
bidirectional connectivity along the dorsal-ventral hippocampal axis via the CA3 associational 
fibers (Amaral & Witter (1989) Neurosci. 31, 571-591).  However, as the animal enters the 
context in this task, there may be more flow of information from representations of the current 
specific location in the dorsal hippocampus to generate representations of the entire context in 
the ventral hippocampus (Komorowsi et al. (2013) J. Neurosci. 33, 8079-8087) and these may be 
supported by traveling waves along the dorsal-ventral axis (Lubenov & Siapas (2009) Nature 459, 
534-539).  
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Figure 3.5 | Granger Causal (GC) relationships between hippocampus and prefrontal cortex. 
GC value traces (1-25 Hz) across sessions for context exploration (a) and object sampling (b). 
Consistent with our previous analyses, we found greater GC from HPC to mPFC during context 
exploration (Two-way ANOVA, F = 1033.46, df = 1, p = 9.83e-215), while mPFC better predicted 
HPC activity during instances of object sampling (Two-way ANOVA, F = 2571.27, df = 1, p < 
0.0001).  Furthermore, maximal GC was found to exist within the theta range for both context 
exploration (9.16 + 0.83 Hz) and object sampling periods (9.27 + 0.92 Hz), and the causal flow 
reversed within the HPC-mPFC circuit at this frequency as a function of behavioral phase, such 
that HPC directed mPFC activity during context exploration (GC = 0.3983 + 0.07, Wilcoxon rank-
sum, z42 = 4.60, p = 4.15e-6) and mPFC engaged HPC during object sampling (GC = 0.3518 + 
0.04, Wilcoxon rank-sum, z42 = 4.96, p = 7.14e-8).  Using Bayesian Information Criterion (BIC), 
we found the best fitting model order to be at 40 (+ 2.60) ms and 26 (+ 2.50) ms lags for context 
versus object sampling periods respectively.  The HPC lead over mPFC observed during 
contextual exploration is consistent with previously demonstrated Granger causal predictions of 
HPC-mPFC functional connectivity (Adhikari et al., 2010).  Shaded plots represent standard error 
across sessions.  Inset bar graph: Comparison between GC directionality for frequency of peak 
GC (mean +/- standard error). 
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Figure 3.6 | Movement speed patterns during context exploration and object sampling.  (a) 
Speed patterns over the entire 10 sec context exploration period and period surrounding object 
sampling for each trial in an example session.  On individual trials rats rapidly enter the context 
then alternate irregularly between rapid movements and periods of immobility. During object 
sampling, rats typically sniff standing still then adjust the head to a new position for additional 
sampling.  (b) Movement speed pattern for 1 sec context exploration and object sampling 
periods averaged (+ SE) for all sessions.  The idiosyncratic patterns of irregular sudden 
movements average out over many trials to produce a distinctive and relatively consistent 
overall speed pattern for each 1 sec trial period.  It is important to note that the changes in 
speed observed during the 1 sec object sampling period reflect head turning while standing 
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relatively still examining the object.  Therefore, “speed” in these periods reflects qualitatively 
different behaviors when the animal is walking through space or turning its head while still. (c) 
Scatter plot of PFC-HPC lag/leads and speed over 1 sec context exploration (context) and object 
sampling (object) periods from all sessions.  Data are separated for ventral hippocampus (VH) 
and dorsal hippocampus (DH). Lag/lead did not significantly correlate with speed during the 
context exploration period (vHPC-mPFC: r = 0.06, p = 0.85; dHPC-mPFC: r = 0.009, p = 0.97; 
combined HPC-mPFC: r = -0.008, p = 0.96,) or the object exploration period (vHPC-mPFC: r = -
0.33, p = 0.28; dHPC-mPFC: r = 0.413, p = 0.08; combined HPC-mPFC: r = 0.023, p = 0.90).   Note 
the r-value closest to significance (p = 0.08) hints at a positive correlation suggesting greater 
mPFC lead over dHPC with increasing speed, which is opposite the direction observed during 
higher speeds associated with context exploration. 
Additional evidence confirms that it is unlikely that the observed pattern of directional relations 
between LFPs in hippocampal areas and the prefrontal cortex are due to differences in overt 
behavior in the two trial phases.  In our analysis on memory accuracy, behavior was matched for 
movement speed within context exploration and within object sampling (see Online Methods).  
In these comparisons, theta in HPC reliably led that in mPFC during context exploration only 
during correct trials and mPFC reliably led that in HPC during object sampling only during correct 
trials, despite equivalent movement speeds on both types of trials.  In addition, to determine 
whether slower speed alone drives theta in mPFC to lead that in HPC, we calculated lag/lead 
relations between HPC and mPFC theta in 1 sec periods when rats were relatively immobile 
during the 10 sec of the full context exploration period, such that movement speed (17.1 + 0.6 
cm/s) did not differ from that observed during object sampling (17.5 + 0.6 cm/s; Wilcoxon rank-
sum, z3554 = 1.13, p = 0.8739).  During immobility in the context exploration period, vHPC theta 
led that in mPFC by 15.0 +/- 5.4  ms  (Wilcoxon signed-rank, W12 = 4.5, p = 0.0039), just as vHPC 
leads mPFC during the initial second of context exploration when animals are moving into the 
context at higher speeds (see above).  Notably, during these periods of relative immobility, theta 
in dHPC did not lead or lag that in mPFC (n.s. lead = 8.0 +/- 7.09 ms, Wilcoxon signed-rank, z18 = 
1.02, p = 0.3059).  However, the vHPC lead over mPFC significantly differed from the opposite 
lead of mPFC over vHPC during object sampling (Wilcoxon signed-rank, W12 = 0, p =4.88e-4), 
confirming the switch in functional connectivity between context exploration and object 
sampling even when movement speeds are equivalently slow for both periods.   Thus slow 
speed alone does not engage the pattern by which mPFC leads dHPC or vHPC.  Based on this 
combination of findings, we interpret the switches in functional connectivity to reflect the 
cognitive processes engaged in these behaviors rather than a direct consequence of differences 
in motor patterns.   
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Table 3.1 | Regional profile of individual neurons that are selective for 
specific task features and theta modulated during context exploration 
or object sampling 
 
  Context  
Exploration 
Object 
Sampling 
 
Context     Context  Object     Valence  
Region n/N (%) n/N (%) n/N (%) n/N (%) 
dHPC 78/98 (80) 43/58 (74) 42/57 (74) 35/56 (63) 
vHPC 32/38 (84) 14/19 (74) 7/13 (54) 7/11 (64) 
mPFC 46/89 (52) 26/68 (38) 31/71 (44) 35/98 (36) 
     
For each brain region, n = number of cells selective for a specific 
feature that are theta-modulated, N = total number of cells that are 
selective for that feature, and % = percentage of feature selective cells 
that are theta modulated. 
     
It is unlikely that the observed pattern of directional relations between LFPs in hippocampal 
areas and the prefrontal cortex are due to volume conduction of potentials.  A volume 
conducted potential from a single theta generating area to other brain areas would be expected 
to produce the same lag/lead regardless of trial phases, yet the lead relationship between the 
hippocampus and prefrontal cortex reverses between the two trial phases.   Nevertheless, 
following the conclusion of Buzsaki et al. (2012, Nat. Rev. Neurosci. 13, 407-420) that the 
verification of the local nature of to LFP requires demonstration of a correlation with local 
neuronal firing, we recorded spiking activity and LFPs from the same electrodes implanted in 
either mPFC, dHPC, or vHPC in 6 rats (n = 2 rats for each site) performing the context-guided 
memory task.  Combining the data from all isolated neurons at each electrode site, during 
context exploration neuronal activity was significantly phase-locked to local theta in mPFC (172 
active cells, Rayleigh test, z = 40.51, p = 2.52e-18), dHPC (130 cells, Rayleigh test, z = 417.49, p = 
3.17e-182), and vHPC (60 cells, Rayleigh test, z = 39.15, p = 9.40e-18).   Also, during object 
sampling neuronal activity was significantly phase-locked to local theta in mPFC (175 cells, 
Rayleigh test, z = 23.07, p = 9.49e-11), dHPC (109 cells, Rayleigh test, z = 320.06, p = 7.45e-140), 
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and vHPC (34 cells, Rayleigh test, z = 8.20, p = 2.72e-4).   In the analysis of single neurons, in 
each area substantial proportions of individual active (at least 50 spikes) cells were phase-locked 
to local theta during context exploration (mPFC 30.23%, dHPC 73.08%, vHPC 71.51%) and during 
object sampling (mPFC 38.29%, dHPC 47.71%, vHPC 43.4%).  We further identified those 
individual neurons that significantly differentiated the two contexts during context exploration, 
and those neurons that significant differentiated the two contexts, the two objects, or the two 
reward values of objects during object sampling (see Online Methods).  As shown in this table, 
substantial proportions of neurons that differentiated contexts during context exploration and 
neurons that coded task features during object sampling were phase locked to local theta during 
these periods. These findings of strong correlation between spiking activity and local theta 
indicate that LFPs recorded within each region reflect the oscillatory pattern of neural activity 
within each region during each trial phase. 
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Table 3.2 | PFC-HPC lag/lead of maximal 
correlation during accurate performance by 
individual subjects 
 
Context 
exploration 
Object 
sampling 
Subject (ms) (ms) 
1 - VH -36 24 
1 - DH -41 59 
2 - VH -8 38 
2 - DH -23 39 
3 - VH -11 19 
3 - DH -28 23 
4 - DH -40 43 
5 - DH -24 33 
6 - DH -33 28 
7 - VH -33 36 
   
Negative values indicate HPC leads; vs. positive 
values indicate PFC leads. 
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Table 3.3 | PFC-HPC lag/lead of maximal correlation during 
correct trials and errors during learning in individual subjects 
 
Correct trials Errors 
 
Context    
exploration 
Object 
sampling 
Context    
exploration 
Object 
sampling 
Subject (ms) (ms) (ms) (ms) 
1 -60 29 -2 37 
2 -2 30 -51 18 
3 -12 32 0 71 
4 -93 32 49 100 
5 -33 20 0 70 
6 -16 26 -15 49 
7 -6 37 -16 -1 
     
Negative values indicate HPC leads; vs. positive values indicate 
PFC leads. 
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CHAPTER FOUR 
Behavioral Timescales represented within the Hippocampus3 
Introduction 
Episodic memories are characterized by the temporal organization of events that compose 
unique experiences (Tulving, 1983). The hippocampus has long been considered important for 
episodic memory (Vargha-Khadem et al., 1997), but until recently, a general mechanism for 
temporal organization of memories in hippocampal neural networks had not been identified. 
However, there are now multiple reports of neural activity in the hippocampal CA1 region that 
signals the flow of time (Manns et al., 2007; Pastalkova et al., 2008; Gill et al., 2011; MacDonald 
et al., 2011; Naya and Suzuki, 2011; Kraus et al., 2013). Most striking are descriptions of 
hippocampal “time cells” that fire briefly in sequence during periods between salient events in 
behaving rats. In all recordings of time cells to date, the rats moved continuously during the 
empty delay periods (Pastalkova et al., 2008; Gill et al., 2011; MacDonald et al., 2011; Kraus et 
al., 2013), and systematic examination revealed that the temporal modulation of firing co-
occurred with variation in firing rate associated with movement variables, including location, 
head direction, and speed (MacDonald et al., 2011). A more recent analysis of hippocampal 
neuronal firing patterns in animals running on a treadmill shows that time cells signal the 
distance traveled as well as time elapsed (Kraus et al., 2013). These results show that, although 
location and other movement-related variables are not sufficient to account for the temporal 
signal (MacDonald et al., 2011), they are nevertheless typically encoded along with a 
                                                           
3 Chapter 4, in full, is a reprint of the material as it appears in in the following published manuscript: 
MacDonald, C. J., Carrow, S., Place, R., & Eichenbaum, H. (2013). Distinct Hippocampal Time Cell 
Sequences Represent Odor Memories in Immobilized Rats. Journal of Neuroscience, 33(36), 14607–
14616. https://doi.org/10.1523/JNEUROSCI.1537-13.2013 
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representation of time. In addition, Pastalkova et al. (2008) reported that time cell sequences 
predict the spatial trajectory that is taken by a rat after a delay period, suggesting that time cell 
ensembles may be involved in planning a future path. 
Consequently, it remained unclear whether movement-generated cues that could support path 
integration (McNaughton et al., 2006; Kraus et al., 2013) or the planning and/or execution of 
spatial trajectories after the delay underlie the hippocampal timing signal (Pastalkova et al., 
2008; Gill et al., 2011; Kraus et al., 2013). Alternatively, hippocampal cells may represent the 
flow of time per se, and their development may not require ongoing movements or the planning 
and execution of distinct spatial trajectories. To address these issues, we eliminated movement 
variables by recording from head-fixed rats as they performed a simple delayed matching to 
sample task. This protocol allowed us to test three critical questions: Are time cells present in 
rats when they are immobile? If so, how do time cells represent specific odor memories? Finally, 
is the θ rhythm, which is observed in moving rats and commonly thought to organize spatial 
firing patterns (Buzsáki, 2005), present during memory performance even when movement is 
eliminated? 
4.1 Materials and Methods 
4.1.1 Subjects and apparatus 
Five male Long–Evans rats were water restricted and maintained at a weight of 400–450 
g. All protocols were approved by the Boston University Institutional Animal Care and Use 
Committee. The head-fixed apparatus and protocol was adapted from Isomura et al. (2009). 
Before training, a small headpiece was surgically cemented onto the rat's head. The aluminum 
headpiece was lightweight (12 g) and had two thin rails that ran along the left and right side of 
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the rat's head. The rat's body rested inside an aluminum support tube that was 16.5 cm long 
and 7.75 cm in diameter (0.635 cm thick wall). However, the top half of the support tube could 
be slid up and down a thin aluminum wall (0.25 cm) mounted on each side of the tube so that 
rats with implanted hyperdrives could enter in the beginning of the recording session. The rat's 
head extended from one end of the tube and was fixed into position by gently sliding the rails 
into receptacles positioned to the left and right of the rat's head, then locked into place. Odor 
and lick spouts were positioned ∼2 cm in front of the rat's nose and mouth, respectively, 
through which odors and water were presented by operation of solenoid valves. A small 
photobeam detector was positioned in front of the lick spout to detect licks. 
4.1.2 Behavior testing 
The memory testing protocol was a delayed matching to sample task wherein rats 
indicated whether a test odor “matched” or “mismatched” a preceding sample odor by licking at 
a water-spout (see Fig. 1). Each trial began with the presentation of a sample odor for 1 s, 
followed by a constant delay period during which no odor was presented, then concluded with 
presentation of a test odor. For three rats (Rats 1–3), the test odor lasted 1 s, followed by a 2 to 
3 s response period during which the rat indicated a “match” or “mismatch” (Lu et al., 1993). For 
the other two rats (Rats 4 and 5), the test odor was presented for up to 2 s and licks during 
presentation of a matching test odor resulted in delivery of ∼50 μl of water to the water-spout, 
whereas licks during presentation of a mismatching odor were not rewarded. For Rats 1–3, an 
incorrect lick during the response period of mismatch trials (“false alarms”) resulted in the start 
of the intertrial interval (ITI) that was signaled by a house-light. Rats 4 and 5 were required to 
emit 5–12 licks during presentation of the test odor to score a hit; the exact criterion lick count 
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was specific to each rat, and the rat had to emit the same criterion to score a false alarm. This 
strategy was undertaken to counter a bias toward licking on each trial in this set of rats. After a 
correct trial, the ITI was on average 15 s (range, 12–18 s); and after incorrect trials, the ITI was 
25 s (range, 22–28 s). Trials were aborted and the ITI began if the rat licked during the delay 
period. The “no-lick” penalty enforced during the sample odor and delay period was adopted in 
the earliest stages in training because we noticed that some rats moved their hind legs while 
licking. Because of this penalty, we found that the rats remained still during the sample and 
delay period. All but one rat did move their hind legs shortly after starting to lick in response to 
the test odor. 
The delay was different for each rat and ranged from 2 to 5 s. For four rats, the delay 
period was fixed throughout the recording session. For one rat (Rat 3), the length of the delay 
period varied randomly between 4 and 5 s (0.25 s increments) during two sessions and 4.5–5.5 s 
(0.25 s increments) in a third session because we found that variable delays facilitated learning 
and stable performance in this rat. For Rats 1–3, only two odors were used throughout the 
session, whereas four odors were used for Rats 4 and 5. The sample and test odors were chosen 
randomly to equate the occurrence of match and mismatch trials throughout the session. 
4.1.3 Electrophysiology 
The rats were prepared for implantation of the hyperdrive when performance stabilized 
at >70% correct on three consecutive sessions. Following a standard surgical protocol 
(MacDonald et al., 2011), a hyperdrive containing 24 tetrodes was implanted to target the left 
hemisphere of the rat's dorsal hippocampus (AP −3.6 mm; ML = 2.8 mm). Each tetrode consisted 
of four nichrome wires (12.5 μm diameter; California Fine Wire) gold plated to lower the 
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impedance to 200 kΩ at 1 kHz. At the end of surgery, each tetrode was lowered ∼850 μm into 
tissue. After 5–7 d of recovery, the tetrodes were lowered over 10–20 d toward the CA1 layer, 
using the progressive increase in θ amplitude, the appearance of sharp-wave and ripple events, 
and finally θ-modulated and complex-cell spiking to localize CA1 (Fox and Ranck, 1981; Buzsáki 
et al., 1983). 
Once the tetrodes were placed in a desired location, the rats were tested for 2 h or until 
clear signs of satiation (>15 trials with no licking). The electrical signal recorded from the tips of 
the tetrodes was referenced to a common skull screw over the cerebellum and differentially 
filtered for single unit activity (154 Hz to 8.8 kHz) and local field potentials (1.5–400 Hz). The 
amplified potentials from each wire were digitized at 40 kHz and monitored with a Multineuron 
Acquisition Processor (Plexon). Action potentials from single neurons were isolated using time-
amplitude window discrimination through Offline Sorter (Plexon). Individual pyramidal neurons 
were isolated by visualizing combinations of waveform features (square root of the power, 
spike-valley, valley, peak, principal components, and time-stamps) extracted from wires making 
up a single tetrode (i.e., “cluster cutting”). We used conventional methods to identify putative 
pyramidal neurons and distinguish them from interneurons based upon firing rates and 
waveforms (Csicsvari et al., 1999). All successive action potentials from isolated neurons had 
interspike intervals >2 ms. 
4.1.4 Data Analysis 
4.1.4.1 Analysis of local field potentials 
Analysis of local field potential (LFP) frequency as a function of time used the multitaper 
functions written for MATLAB (MathWorks) that are freely available as part of the Chronux 
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toolbox (Mitra and Bokel, 2008; http://www.chronux.org). The trial-averaged multitapered 
time-frequency spectrum was determined (mtspecgram.m) using a window size of 1 s that 
started at the beginning of the sample odor and was slid across time using 100 ms increments 
until 1 s into the test odor. The multitapered spectrum was generated using mtspectrumc.m. For 
both analyses, the time-bandwidth product was 3, and the number of tapers used was 5. We 
used an ANOVA to test (p < 0.05) whether trial-averaged power during a trial differed depending 
on frequency (MacDonald et al., 2011). For this analysis, we used the CA1 tetrode with the 
largest frequency content between 4 and 12 Hz in each recording session. 
4.1.4.2 Statistical analysis of spike data 
The time stamps for sample and test odor onsets and offsets were recoded via a Med 
Associates interface (Med Associates) with the Multi-neuron Acquisition Processor (Plexon), and 
the spike trains obtained from single neurons were aligned to the onset of the sample odor or 
delay period depending on the analysis. In all analyses, unless otherwise stated, we used correct 
trials in which the neuron had at least one action potential during the delay period. 
During the delay period, the LFP from each tetrode was filtered between 4 and 12 Hz 
using a Butterworth filter. This signal was converted to an instantaneous phase by first applying 
a Hilbert transformation, then the four-quadrant inverse tangent of the real and imaginary 
components, and finally shifting the phase so that 0° (0 radians) corresponded to the trough of 
local θ. 
Using this phase signal, the delay period was segmented into contiguous, nonoverlapping time 
bins such that the peaks of successive θ cycles demarcated bin boundaries. Because bins were 
determined by the θ rhythm in a trial, the width of the bins in real time was not constant within 
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or across trials. This procedure was implemented for each tetrode separately. Next, on each 
trial, the spikes recorded from a neuron during the delay period were placed into the 
appropriate θ-related time bin that was generated from the LFP sampled from the same tetrode 
and converted to a firing rate based upon the duration of the θ cycle. The firing rates from each 
trial were then smoothed using a Gaussian-kernel (σ = 1.5 θ cycles). Finally, the data were 
separated according to the odor that started the trial to define different trial types. 
With the data organized in this way, for each neuron we computed the trial-averaged 
firing rates across θ cycles during the delay period. Firing rates were computed in this way for 
each trial type separately. Because the number of θ cycles could vary from trial to trial, for this 
analysis and all subsequent ones, we only evaluated the firing rates for the first θ cycle in the 
delay to the last θ cycle that had at least six trials. This step ensured that θ cycles near the end 
of the delay had a sufficient number of samples to estimate the firing rate and excluded <5% of 
the total θ cycles in all trials. 
Next, we explored whether individual cells activated reliably during a specific period within the 
delay between sample and test odor presentations. A neuron was considered a “time cell” if all 
five of the following criteria for temporal modulation were met for the trials composing at least 
one sample-odor defined trial type: 
4.1.4.3 Generalized linear model 
The firing rates in each θ cycle during the delay were modeled as X ∼ Poisson(λ) 
(McCullagh and Nelder, 1989). The model was formulated as shown in Equation 1 and fit to data 
from each neuron and trial type separately. On the right hand side of the expression, the α term 
is a constant. The first summation operates on time-related predictors (t) and their coefficients 
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β, with t being a dummy variable to indicate the ith θ cycle during the delay period (for a similar 
implementation, see also Stapleton et al., 2006): 
ln λt = α + ∑ βiti 
The generalized linear model was fit to the data using MATLAB (version R2012b, 
MathWorks; generalizedlinearmodel.fit). To test whether a neuron was temporally modulated 
under this framework, we compared the deviance of a model with time-dependent predictors (θ 
cycles; Eq. 1) and a constant (a time-independent predictor) to the deviance of a model that 
included only a constant. A model with more parameters than an alternative model will always 
have a smaller deviance (i.e., when the latter is nested in the former and both are compared 
with the saturated model) but is preferred only if the reduction in deviance is greater than what 
one would expect based upon expanding the number of parameters in the model. Thus, an 
analysis of deviance tested whether the reduction in deviance was greater than a χ2 random 
variable with degrees of freedom equal to the number of number of additional time-dependent 
predictors (p < 0.05) (McCullagh and Nelder, 1989). 
4.1.4.4 ANOVA 
We conducted a one-way ANOVA on firing rates across θ cycles. A neuron was 
considered temporally modulated for a trial type if there was a main effect of θ cycle (p < 0.05). 
4.1.4.5 Nonparametric random-shift test 
Here we tested whether the trial averaged θ cycle firing rates for a trial type were 
greater than expected if the spike trains were randomly shifted in time. We shifted a neuron's 
spike train on each trial by a random duration, and the spike train was wrapped around to the 
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beginning of the delay when the shift brought it past the end of the delay. The shifted spikes 
were placed into the appropriate θ-generated cycle, smoothed using a Gaussian kernel (σ = 1.5 
θ cycles), and then we computed a trial average using the surrogate dataset. We repeated this 
process 999 more times to generate a null distribution of firing rates for each θ cycle. If the 
actual trial-averaged firing rate (also smoothed with a Gaussian kernel with σ = 1.5) during at 
least one θ cycle was >95% of the firing rates in the same θ cycle's null distribution, the cell was 
considered temporally modulated. This procedure largely preserves the temporal structure of 
the spike train on each trial but decouples it from the consistent timing of the putative firing 
field. 
4.1.4.6 Correlation between subsets of trials 
To assess reliability across trials, we computed the Pearson-product moment correlation 
between trial-averaged activity from even-numbered and odd-numbered trials for each odor 
trial type. A firing field was considered reliable if this correlation was significant (p < 0.05). 
4.1.4.7 Identification of a firing field 
To define a single time field, we located θ cycles for which activity exceeded the half-
maximum firing rate. If the cycles identified in this way were separated in time by ≤2 θ cycles, 
they were considered part of the same firing field. Otherwise, the cycles were considered part of 
different fields. The length of a single firing field was equal to the number of θ cycles of which it 
was that composed. Cells with single firing fields that were longer than two-thirds of the delay 
period were not considered time cells. 
4.1.4.8 Spike-θ phase relationship 
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For each neuron and trial type, action potentials during the delay were assigned a phase 
based upon the locally derived θ rhythm. We computed circular means and SD using the Circular 
Statistics Toolbox (Berens, 2009) available for MATLAB (version R2012b, MathWorks). A Rayleigh 
test was conducted to test whether the distribution of spike phases was uniform (p < 0.05). We 
also tested whether the magnitude of phase locking was different between time cells and non-
time cells by computing the average length of the resultant vector for each group. 
4.1.4.9 Temporal information content 
This measure was adapted from Skaggs et al. (1993) as follows: 
Temporal information content = ∑ Pi (λi / λH ) ∗ log2(λi / λH) 
Here, N is equal to the number of θ cycles in the delay, i indexes the θ cycle in the delay, 
pi is equal to the probability for occupancy of θ cycle i, λi is equal to the average firing rate in θ 
cycle i, and λo is equal to the overall mean firing rate. 
4.1.4.10 Neural ensemble analyses 
The goal of these analyses was to generate a metric for the similarity between temporal 
patterns of neural ensemble activity across paired conditions. 
First we considered a “between-odor” analysis that quantifies the similarity of ensemble 
time cell firing patterns during the delay following different sample odors. For a given sample-
odor-defined trial type, each cell's firing rate during the delay was characterized as a vector that 
was t elements long, where t indexed the θ cycle. Cells that were temporally modulated for one 
trial type were concatenated to generate a linearized population vector that was n × t elements 
long, where n is the number of time cells, and we considered only ensembles that contained at 
138 
least three cells. For the same time cell ensemble, linearized population vectors were generated 
using their activity in all the remaining trial types. The Pearson product moment correlation was 
computed by correlating the population vector composed of time cells from each trial type to a 
population vector made up of the same ensemble using activity from each of the remaining trial 
types. The “between-odor” correlation was the average of all of these values computed for time 
cells from each trial type. As an example, in the case where four sample odors were used, cells 
that were temporally modulated for odor 1 (see criteria above) were used to create population 
vectors for each of the four trial types. Then the population vector for the odor 1 trial type was 
cross-correlated with the population vector for the same ensemble for the odor 2, 3, and 4 trial 
types to yield three correlation values. This process was repeated for each odor (i.e., a 
population vector characterizing activity for cells that were temporally modulated for odor 2 
was cross-correlated with the population vector the same ensemble following odors 1, 3, and 4, 
and so on). In this way, 12 population correlations (3 for each trial type) were obtained and the 
average of these values defined the “between-odor” correlation for the rat. We also report the 
number of correlations pooled across rats that were statistically significant. 
As one control comparison, we generated a population vector for even-numbered 
correct trials and odd-numbered correct trials of each trial type and cross-correlated these to 
yield the ensemble correlation for each trial type. The average of these correlations across trial 
types is referred to as the “same-odor” correlation, and the total number of correlations across 
rats that were statistically significant is reported. 
As a second control, we calculated the expected correlation values between 
independent population vectors (Leutgeb et al., 2004). Similar to the “between odor” analysis 
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described above, cells were identified as temporally modulated for one trial type and their firing 
rate series were concatenated to generate an n × t linearized population vector composed of 
cells temporally modulated for that trial type. The population vector composed of the same 
time cells in a second trial type was also generated, but the ordering of cells was rearranged so 
that the firing rate series of each cell in the first population vector was randomly paired with 
that of a different cell in the second population vector. The Pearson product moment 
correlation was computed using these two linearized vectors. The pairings of cells were 
rearranged 1000 times, and the average correlation was recorded. Time cells identified for one 
trial type were compared with their rearranged activity in all remaining trial types, as in the 
“between odor” analysis. The “random” correlation was the average of all of these values 
computed for time cells from each trial type. This resampling approach estimates the expected 
correlation coefficient when the population vectors are explicitly rearranged to make activity 
observed in one condition uncorrelated with that in the other, with the assumption that the 
temporal firing patterns of different cells during the delay are uncorrelated. 
We also explored whether time cell ensemble activity predicted accuracy of responses 
by examining population coding during the delay period for correct versus error trials for each 
trial type using a similar approach. We identified cells that were temporally modulated for a 
given odor trial type and cross-correlated the population vector for correct trials with that for 
error trials. Here, we added an additional constraint that a cell was only included in a population 
vector for a trial type if, in addition to it being temporally modulated for the trial type, there 
were at least six correct and six error trials. The average of these correlations obtained for each 
trial type defined the “correct-error” correlation, and the total number of statistically significant 
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correlations across rats is reported. The control comparison for this analysis was the “same-
odor” correlation described above. (The “same-odor” correlation used only correct trials.) We 
also compared the “correct-error” correlation to the “random” correlation described above. The 
“correct-error” analysis was also extended to characterize population coding during the sample 
odor period. The same computations were carried out as described above, but only cells that 
were temporally modulated during the sample odor period were included. 
To determine whether ensemble activity patterns during the delay predicted the 
ensuing behavioral response, we investigated ensemble coding during the delay after each odor 
for correct “go” versus correct “no-go” trials. For cells that were temporally modulated for a 
given odor trial type, population vectors were constructed using trials that either ended in a 
“go” or “no-go” response for the trial type in question. The cross-correlation between the “go” 
and “no-go” population vector was computed in this way for each trial type and the average of 
these values defined the “go-no-go” correlation. The total number of comparisons that yielded 
statistically significant correlations across rats is also reported. For this analysis, the control 
condition was the “same-odor” correlation as computed above, and the “random” correlation 
was also used for a comparison. 
Finally, we tested whether correlations in two different conditions (e.g., “between-
odor” correlation vs “same-odor” correlation) were different through a paired sample t test (p < 
0.05). We also tested whether the “random” correlation differed from zero using a single 
sample t test (p < 0.05). 
4.2 Results 
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We recorded from CA1 neurons in rats performing a delayed matching to sample task 
using odors as memory cues (Fig. 4.1). Each trial began with the presentation of one from a set 
of 2 or 4 sample odors, followed by memory delay, and then presentation of a test odor; the 
memory delay was usually fixed for each rat but varied between 2 and 5 s for different rats. If 
the test odor was the same as the sample (a “match”), the rat could lick at a water-spout to 
obtain a reward. Trials on which the test odor differed from the sample (“mismatch”) were not 
rewarded, and rats learned to withhold lick responses to “mismatch” test odors. Once 
performance stabilized at ≥70% correct across three training sessions, rats were implanted with 
multiple tetrodes targeting the CA1 pyramidal cell layer and recordings commenced during 
memory testing. Here, we focus on 11 38–205 trial recording sessions from five rats whose 
average performance was 79 ± 4% (mean ± SE; range, 69–91%) correct. 
Using standard criteria for unit isolation in tetrode recordings, we identified a total of 
833 putative CA1 pyramidal neurons. The average firing rate of identified neurons throughout 
the session was 0.86 ± 0.05 Hz (see Materials and Methods). For the analyses described here, 
we eliminated the possibility of sampling from the same cells across multiple recording sessions 
by using data from each tetrode in only the recording session from which the most were 
neurons were isolated, and then pooled cells across sessions to compose one ensemble of 
neurons for each rat. The total number of cells from each rat used in further analyses was as 
follows: 58 (isolated across 2 sessions) from Rat 1, 46 (isolated across 3 sessions) from Rat 2, 31 
(isolated in 1 session) from Rat 3, 92 (isolated across 4 sessions) from Rat 4, and 154 (isolated in 
1 session) from Rat 5. The average number of cells that composed each neural ensemble was 
76.2 ± 21.9 (mean ± SE). 
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4.2.1 The θ rhythm was prominent throughout trials, and many neurons fired at a preferred 
phase of ongoing θ 
Local network oscillation in the θ range (4–12 Hz) is thought to be a functionally 
important rhythm for the spatial and memory representations coded by the hippocampus 
(Hasselmo et al., 2002; Buzsáki, 2005). To examine whether a prominent θ rhythm exists in 
head-fixed rats engaged in a memory task, we generated trial-averaged time-frequency 
spectrograms to evaluate frequency content (1–50 Hz) during presentation of the sample odor, 
the delay period, and the first second of the presentation of the test odor (see Materials and 
Methods). Figure 4.2a shows the results of this analysis for a representative recording session, 
and the frequency spectrum for the same data is plotted in Figure 4.2b (see also Fig. 4.2c for 1 s 
sample of raw LFP recorded during the delay of a single trial). A one-way ANOVA conducted on 
these data confirmed a significant main effect of frequency for each recording session (all p 
values <0.01). Together, these data confirm a prominent band of trial-averaged θ across all trial 
phases and a peak frequency of 7 Hz. 
It has long been known that CA1 pyramidal cells are modulated by the phase of ongoing 
θ (Buzsáki, 1983; Bland, 1986; Fox et al., 1986). Given the prominent θ rhythm during the delay 
period, we tested whether neural activity was phase-locked to the ongoing θ rhythm for each 
odor trial type separately (see Materials and Methods). The activity of 54.8% (209 of 381) of the 
neurons was phase modulated by ongoing θ in at least one of the trial types (Rayleigh test; p < 
0.05). Figure 4.2d shows polar plots that illustrate the phase of spiking during the delay for four 
example neurons that fired preferably between 90° and 270°. The distribution of preferred 
phases across neurons that showed phase-locked activity was not uniform (p = 0.03; Rayleigh 
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test) but instead showed an average preferred phase of 131 ± 11.7° (mean direction ± SE; trough 
of θ = 180°), which is consistent with reports of putative CA1 pyramidal cells preferably spiking 
near the troughs of locally derived θ in freely moving animals engaged in a variety of behavioral 
tasks (e.g., Csicsvari et al., 1999; Mizuseki et al., 2009). 
4.2.2 Hippocampal neurons are selectively activated at particular moments during the delay 
To determine whether neurons activated at specific times during the delay, we took 
advantage of prominent θ rhythm and phase modulation of most neurons. We divided the delay 
period into successive cycles of locally derived θ (e.g., Jezek et al., 2011) and evaluated firing 
rates as a function of θ cycle during the delay for each sample-odor defined trial type separately. 
Next, we explored whether there were cells that fired reliably during a particular period within 
the delay for at least one of the trial types, based upon meeting five statistical criteria. 
First, we constructed a generalized linear model of firing rate during the delay period 
using a Poisson canonical link function (see Materials and Methods). The full model included 
time-dependent predictors (theta cycle) and a time-independent predictor (constant). A 
reduced model that only included a constant was used to assess the significance of including 
theta cycle to predict firing rate during the delay. This analysis identified that the theta cycle 
predictor provided a significantly better fit of the data than a model using only a constant in 
70.9% of the neurons for at least one trial type (p = 0.05; see Materials and Methods). Second, 
we used a one-way ANOVA to test whether firing rate varied across theta cycles (p = 0.05), and 
54.9% of all of the neurons that fired during the delay met this criterion on at least one sample-
odor defined trial type. In a third test, for each given trial type, we shifted the spike train during 
the delay period on each trial by a random duration to generate a distribution of trial averaged 
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firing rates in each θ cycle based upon the null hypothesis that the observed spike trains were 
random in time. This analysis was used to test whether the observed trial averaged firing rate 
exceeded 95% of the null-distributed firing rates in any θ cycle for each trial type. A total of 
89.7% of the neurons met this criterion in at least one θ cycle and one trial type. In a fourth 
analysis, for each neuron we correlated trial averaged activity in even-numbered and odd-
numbered trials for each trial type, and 37.0% of the neurons were found to have a significant 
Pearson product moment correlation for at least one trial type (p < 0.05). Finally, we calculated 
the proportion of neurons that had distinct firing fields during the delay period for each trial 
type. A total of 58.3% neurons (222 of 381) had single firing fields during at least one of the trial 
types (Table 4.1). 
We considered a neuron a time cell if a significant outcome was confirmed in the four 
statistical tests for trial-by-trial reliability and had a single time field. Applying this criterion 
(Table 4.1), 29.1% neurons of the neurons were time cells, and the majority (85%) was 
temporally modulated for only one trial type. Moreover, Figure 4.3 shows the pattern of activity 
during the delay period (gray shaded area) for six representative time cells from each rat, using 
examples from different sample-odor defined trial types. Each time, the cell is selectively 
activated at a particular moment during the delay, and the entire delay period is represented by 
the combination of cells. 
The average peak firing rate of a time cell was 2.72 ± 0.14 Hz (mean ± SE). The ratio of infield to 
outfield firing rate during the delay period was 3.89 ± 0.67 (median ± SE) and the average 
number of cycles in a firing field was 8.39 ± 0.41 (mean ± SE). The width of the firing field was 
significantly correlated with the time of peak firing rate, such that the firing duration increased 
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later in the delay (r = 0.22, p = 0.01), consistent with observations on time cells in the freely 
moving rat (MacDonald et al., 2011; Kraus et al., 2013). There was no difference between the 
proportion of time cells (56%; or 62 of 111) and non-time cells (52%; or 147 of 278) that were 
phase-locked to ongoing θ rhythm (χ2 = 0.04, p = 0.84; χ2 test). However, the magnitude of θ 
modulation was greater (Z = 2.39, p = 0.01; Mann–Whitney U test) in time cells that were phase-
locked (average resultant vector length = 0.31 ± 0.01; mean ± SE) compared with non-time cells 
that were phase-locked (average resultant vector length = 0.27 ± 0.01; mean ± SE). 
To provide a qualitative comparison to previous reports of spatial information coded by 
hippocampal CA1 pyramidal cells, we computed the average temporal information content for 
time cells during the delay, adapting a conventional measure of spatial information content 
(Skaggs et al., 1993). The temporal information content was 0.44 ± 0.02 bits/spike (mean ± SE), 
which is lower than the spatial information content reported for place cells recorded from freely 
moving animals in a familiar environment (typically 0.75–1.5 bits/spike) (Markus et al., 1995; 
Chen et al., 2013) but is comparable to scores reported in head fixed mice running on a virtual 
linear track devoid of prominent visual landmarks (0.35–0.40 bits/spike) (Chen et al., 2013). 
Temporal information scores cannot be compared quantitatively between these studies because 
the calculation depends heavily on how the data are binned, which varies among the studies. 
Nevertheless, we include these numbers for illustrative purposes. Together, these findings 
reveal that, even in rats that are immobile, hippocampal cells encode successive moments 
during an extended interval between sequences of salient events during memory performance. 
4.2.3 Each odor memory is represented by a largely distinct pattern of time cell activity 
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Next, we asked whether time cells have distinctive ensemble firing patterns during the 
delay between trial types that begin with different sample odors. Figure 4.4a shows the 
temporal firing patterns of 49 time cells across four trial types recorded from Rat 5 in a single 
recording session. Each panel shows normalized firing rates for identified time cells over the 
course of the delay period after a particular sample odor presentation, and these ensemble 
firing rate plots are sorted by successive peak firing cycles. Comparisons of the identifications of 
neurons (see cell numbers on vertical axis) that are activated and associated with each trial type 
highlight the distinct ensemble representation of the delay period for each trial type. 
To quantitatively measure the extent to which population firing patterns distinguished 
trial types that began with different sample odors, for each rat we composed population vectors 
of neural ensemble activity during the delay for each trial type (e.g., Fig. 4.4a, panels) and then 
correlated each of those ensemble patterns against population vectors constructed from the 
identical set of cells in the same ordering for each of the other trial types to obtain a set of 
“between-odor” correlations for each rat. For example, in the analysis of data from Rat 5, the 
population vector composed of 9 cells for trials that began with sample odor 1 (Fig. 4.4a) was 
compared with population vectors composed of the same 9 cells in the same order for trials that 
began with odor 2, with odor 3, and with odor 4. To compare firing patterns between trials that 
began with sample odor 2 with those for trials that began with other sample odors, similar 
correlations were performed for the 10 cell ensemble identified for trials that began with odor 2 
against ensembles of the same 10 cells in the same order for the trials that began with odors 1, 
3, and 4, and so on. These correlation coefficients were then averaged for each rat, and we also 
report the number of total number of correlation coefficients that were statistically significant 
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pooled across all rats. As one control, we compared average “between-odor” correlation 
coefficients with average correlations between population vectors for even-numbered and odd-
numbered trials that began with the same sample odor for each of the trial types (“same-odor” 
correlation; see Materials and Methods). As a baseline for the expected value of a correlation 
between randomized population vectors (“random” correlation), we used a resampling 
approach to compute the average correlation between independent population vectors, 
wherein each neuron in one vector is randomly paired with a neuron in the other vector 
(compare with Leutgeb et al., 2004). 
The average population correlation for the “same-odor” control condition was 0.56 ± 
0.06 (mean ± SE; range, 0.38–0.75; Fig. 4.4b), and 14 of 14 individual correlations were 
significant (range of p values = 1.7 × 10−17–8.9 × 10−7). The average correla[on for the 
“between-odor” population vector correlations was 0.34 ± 0.09 (mean ± SE; range, −0.14 to 
0.67; Fig. 4.4b), and 26 of 30 comparisons resulted in a significant correlation (range of p values 
= 1.6 × 10−20–0.39). The average correlation coefficient was significantly larger in “same-odor” 
than “between-odor” comparisons (t(8) = 6.65, p = 0.003; paired t test), indicating that time cell 
ensemble representations following the same sample odor were more similar than those 
between different odors. In addition, the correlation coefficients for the “same-odor” and 
“between-odor” conditions were both significantly above the “random” correlation of 0.14 ± 
0.07 (mean ± SE; both p values <0.02; t test), and the “random” correlation did not differ from 
zero (t(4) = 1.97; p = 0.12; one sample t test). These results indicate some degree of similarity 
between time cell ensemble firing patterns that follow different sample odors. 
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We also explored whether time cell population activity patterns predict the pending 
behavioral response. To examine this possibility, we correlated the ensemble firing patterns 
during the delay after each odor for trials in which the rat emitted a correct “go” response 
(licking) and for trials beginning with the same odor but ending in a correct “no-go” response 
(no licking). The average correlation for this “go-no-go” comparison was 0.49 ± 0.03 (mean ± SE; 
range, 0.21–0.75), and 14 of 14 comparisons resulted in a significant correlation (range of p 
values = 6.7 × 10−17–0.03). This value was not different from the population correlation from 
the control condition (t(4) = 1.38, p = 0.24; paired t test), and both of these values were 
different from the “random” correlation. This finding suggests that time cell ensembles do not 
incorporate information about the eventual behavioral response during the delay period, which 
is consistent with the task demand to compare the test odor to the sample before deciding on 
which response to perform. 
As a final comparison, we conducted the analysis of “same-odor” versus “between-
odor” population correlations using neurons that were not time cells (Fig. 4.4b). The average 
population correlation for the “same-odor” condition was 0.02 ± 0.02 (mean ± SE; range, −0.03 
to 0.1; Fig. 4.4b) and 4 of 14 individual correlations were significant (range of p values = 1.1 × 
10−8–0.72). The average correlation for the “between-odor” population vector correlations was 
0.15 ± 0.10 (mean ± SE; range, 0–0.52), and 9 of 15 comparisons resulted in a significant 
correlation (range of p values = 5.0 × 10−24–0.92). The “same-odor” and “between-odor” 
population correlations for non-time cells were not different from the “random” correlation of 
0.14 ± 0.07 (mean ± SE; both p values >0.13; t test), nor were they different from one another 
(t(8) = 1.40; p = 0.23; paired t test). Moreover, both the “same-odor” and the “between-odor” 
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population correlations for time cells were higher than those for the non-time cells (all p values 
<0.03; paired t test). 
Together, these results indicate that odor memories are represented by distinct, 
temporally organized patterns of hippocampal neural activity, although some degree of 
commonalities in temporal structure is preserved across trial types that use different odors. 
4.2.4 Time cell representations predict accurate odor memories 
Do time cell sequences correspond to accurately encoded memories? To address this 
question, we correlated population vectors of time cell activity for correct trials against those for 
the same set of cells in the same order for error trials that began with the same odor (Fig. 4.4c). 
This analysis excluded one rat because there were an insufficient number of error trials to 
analyze (performance = 91% correct), and we used the correlation between ensemble patterns 
from even-numbered and odd-numbered correct trials of the same sample-odor trial type as a 
correct “same-odor” control. The average population correlation in the “same-odor” condition 
was 0.51 ± 0.03 (mean ± SE; range, 0.47–0.67), and all 9 correlations were statistically significant 
(range of p values = 1.1 × 10−59–8.9 × 10−7). The average correla[on between [me cell 
ensemble activity in correct versus error trials from the same trial type was 0.15 ± 0.04 (mean ± 
SE; range, 0.04–0.23), and the number of comparisons that had a significant correlation was 5 of 
8 (range of p values = 2.3 × 10−7–0.73). The difference between the average correlation 
coefficients in correct “same-odor” versus “correct-error” comparisons was significant (t(3) = 
6.25, p = 0.008; paired t test). Moreover, the average correlation coefficient between correct 
and error trials was not different from the “random” correlation (t(3) = 0.60, p = 0.58; t test), 
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suggesting that the pattern of time cell ensemble activity in error trials was comparable with 
what would be expected in randomized neural populations. 
Because population activity from error trials was poorly correlated with that of correct 
trials during the delay period, we tested whether the poor coding occurs during the sample odor 
presentation and thus might simply propagate through the delay. To address this possibility, we 
first identified cells that fired reliably during the sample odor period on correct trials using the 
same analysis as used for the delay period. This analysis revealed that 15% of the total 
population of cells (58 of 381) activated for at least one of the sample odors. Then we 
conducted a “correct-error” trial population analysis using these cells (Fig. 4.4c). The average 
“same-odor” population correlation was 0.67 ± 0.03 (mean ± SE; range, 0.60–0.74), and all four 
correlations were statistically significant (range of p values = 8.06 × 10−14–4.4 × 10−3). The 
average “correct-error” correlation was 0.32 ± 0.19 (mean ± SE; range, −0.23 to 0.57), and only 
one correlation was statistically significant (range of p values, 0.003–0.43). Unlike neural 
ensembles active during the delay period, there was no difference between the average 
population correlation in the correct “same-odor” and “between-odor” condition (t(3) = 2.20 p = 
0.12; paired t test), although all four correlations in the “between-odor” condition were lower 
by at least 0.12. In addition, whereas the “same-odor” correlation coefficient was different from 
the “random” correlation (t(3) = 6.00, p = 0.009; t test), the “correct-error” correlation was not 
(t(3) = 1.10, p = 0.35; t test). 
Collectively, the “correct-error” analyses indicate that time cell population activity 
patterns that predict the accuracy of subsequent memory-related judgments may be initiated 
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during the odor coding, but ensemble activity during the delay more strongly predicts 
subsequent accuracy. 
4.3 Discussion 
The present results provide compelling evidence that hippocampal neurons encode 
successive brief moments that compose the flow of time within a distinct memory, even when 
location and head direction are fixed and movement is eliminated. These findings join previous 
reports of time cells recorded in rats and monkeys performing various memory tasks (Manns et 
al., 2007; Pastalkova et al., 2008; Gill et al., 2011; MacDonald et al., 2011; Naya and Suzuki, 
2011; Kraus et al., 2013), thus expanding the generality of temporal coding of memories in the 
hippocampus. Furthermore, because the animals are motionless during and after each trial, the 
present results run contrary to the suggestion that time cells reflect idiothetic cues associated 
with movement or that they represent intended paths through space (Pastalkova et al., 2008). 
The present findings also indicate that hippocampal neurons can represent the flow of time 
outside of the integration of paths through space (McNaughton et al., 2006) and are consistent 
with the observation that hippocampal firing sequences occur before and therefore can arise 
without experiencing spatial trajectories (Dragoi and Tonegawa, 2011). 
The peak firing rates of time cells observed here were lower than those reported in 
place cells (typically ≥10 Hz), as well as in time cells in freely moving rats performing other 
memory tasks (Pastalkova et al., 2008; MacDonald et al., 2011). Higher peak firing rates of CA1 
pyramidal cells have also been observed and associated with the presentation of salient stimuli 
in rats when they are relatively immobile (Wood et al., 1999; Moita et al., 2003; Itskov et al., 
2011; MacDonald et al., 2011) and before movements when still (Lenck-Santini et al., 2008), and 
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in head-fixed mice running in place (Harvey et al., 2009; Royer et al., 2012). However, CA1 firing 
rates are reduced when rats move through space without walking (Foster et al., 1989; Terrazas 
et al., 2005; but see Song et al., 2005). Moreover, firing patterns of CA1 neurons typically involve 
only a few spikes per event during relative immobility when memories are “replayed” (Carr et 
al., 2011) or “preplayed” (Dragoi and Tonegawa, 2011), suggesting that high firing rates in single 
neurons are not necessary to convey information to downstream targets. These findings suggest 
that the relatively low peak CA1 firing rates observed here may reflect internal mechanisms that 
underlie the timing signal without the addition of external sensory or self-motion generated 
inputs. The magnitude of this timing signal may be approximately equivalent to that of the 
temporal modulation we previously extracted from firing patterns that was independent of the 
rat's location, behaviors, and their interactions (MacDonald et al., 2011). 
The differences in temporal firing patterns of CA1 neurons observed here may be 
characterized as predominantly reflecting qualitative differences in temporal firing patterns 
(“global remapping”) among different memories, and these ensemble firing patterns predict 
accurate memories for the odors. A minority of cells was common to ensembles that 
represented multiple odor memories, although rarely for all four trial types, and some of these 
neurons varied in their temporal patterns or firing rates (“rate mapping”) for different odor 
memories, resulting in some commonalities among specific memory representations. Notably, 
Leutgeb et al. (2005) similarly observed a mixture of global and rate remapping of CA1 neurons 
in the spatial representations of different local environments. Alternatively, rate remapping in 
CA1 neurons was predominant in a recent study of rats performing a cued spatial maze task 
(Allen et al., 2012), as well as in earlier studies that have observed hippocampal cells firing at 
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different rates as rats traverse the same places predicting spatial choices in a T-maze (e.g., 
Wood et al., 2000; Robitsek et al., 2013). One possible explanation of the different findings in 
the current study compared with the previous maze studies is that, because of the relatively low 
peak firing rates observed in the head fixed condition, some cells with suppressed firing rates 
would appear to “drop out” of the representation for some trial types; and conversely, other 
cells might produce detectable peak rates only in those same trial types. To the extent such a 
phenomenon is prevalent, global and rate remapping are indistinguishable. Regardless of this 
conundrum of interpretation, the present findings indicate that the hippocampus captures 
distinctions among memories by largely separate neural ensembles, whereas the commonalities 
in temporal structure among related memories are reflected in the consistently timed activation 
of relatively few neurons firing at the same or different rates across distinct memories. 
Therefore, the unique, temporally organized firing patterns for each odor-specific trial type 
observed here provide a potential mechanism for a representation of the flow of events and 
time in distinct memories as well as commonalities among the temporal structure of memories. 
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4.4 Figures 
 
Figure 4.1 | Left, Head-fixed rat in the apparatus. Right, Trial structure for the delayed 
matching to sample task using two odors as the stimuli. When one of the sample odors was 
again presented as a matching test odor, the animal could emit a “go” (licking) response and 
receive reward. When the test odor was a mismatch, the correct response was a “no-go” (not 
licking) and no reward was offered regardless of the response.  
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Figure 4.2 | Theta power and neuronal modulation across delay. Throughout the trial, the LFP 
showed a prominent band of power within the theta range (6 –12 Hz) and many neurons fired at 
a preferred phase of theta. a, The trial-averaged time-frequency spectrogram for sample, delay, 
and test periods for a representative recording session. b, Multitapered frequency spectrum 
using all trials from the same recording session. c, Representative LFP during 1 s of the delay 
period from the session illustrated above, and broad-band filtered between 1 and 250 Hz. d, 
Four polar plots illustrating normalized firing rates as a function of ongoing locally derived theta.  
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Figure 4.3 | Single neuron activity examples during delay. Hippocampal neurons fire at brief 
moments during the memory delay period. Each column depicts a raster plot and peri-stimulus 
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time histogram showing neural activity from six time cells from each rat as a function of theta 
cycle. The gray area in the raster plot represents the memory delay period; the sample odor was 
presented during the 1 s preceding the delay and the test odor turned on when the memory 
delay ended. The red ticks indicate 1 s after the onset of the test odor. 
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Figure 4.4 | Odor memory representations during the delay for each sample odor defined trial 
type involved largely distinct, temporally organized neural ensemble activity. a, Normalized 
firing rates over the delay for time cells (numerically labeled) for each of four sample-odor 
defined trial types in Rat 5. b, Average correlation coefficient between ensemble vectors for 
each trial type against the population vector for the same set of neurons in all other trial types 
(“between-odor”). As one control, the average correlation coefficient between subsets of trials 
(even vs odd) that began with the same odors is shown (“same-odor” control). As a second 
control, the average correlation coefficient between independent, randomly rearranged 
population vectors is shown (“random”). c, For ensembles of cells that were temporally 
modulated in the sample odor or delay period, shown is the average correlation coefficient 
correlation between population vectors from correct trials that began with the same odor and 
error trials that began with the same odor (“correct vs error” trials). The average correlation for 
the “same-odor” and “random” conditions are also shown.  
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Table 4.1 | Number and proportion (%) of neurons exhibiting temporal modulation based upon 
different statistical analyses. 
Rat 
No. 
of 
odors 
Total 
cells GLM ANOVA Shift 
Even–
odd 
Time 
field Time cells 
1 2 58 
30 
(51.7) 
22 
(37.9) 
46 
(79.3) 15 (25.6) 
28 
(48.3) 11 (18.9) 
2 2 46 
30 
(65.2) 
20 
(43.5) 
43 
(93.5) 13 (28.3) 
21 
(45.7) 11 (23.9) 
3 2 31 
16 
(51.6) 
16 
(51.7) 
19 
(61.3) 12 (38.7) 
17 
(54.9) 10 (32.2) 
4 4 92 
69 
(75.0) 
50 
(54.3) 
84 
(91.3) 37 (40.2) 
65 
(70.1) 30 (32.7) 
5 4 154 
125 
(81.1) 
101 
(65.6) 
150 
(97.4) 64 (41.6) 
91 
(59.1) 49 (31.9) 
Total 14 381 
270 
(70.9) 
209 
(54.9) 
342 
(89.7) 141(37.0) 
222 
(58.3) 111 (29.1) 
 
For each subject, the number of sample odors used in testing and the number of isolated CA1 
pyramidal cells are reported. In addition, the number of neurons (and percentage of the total) 
that exhibited reliable temporal modulation in at least one odor trial type is shown for each of 
several types of analyses described in the text conducted separately. 
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CHAPTER FIVE 
Spatial and Temporal Representation dependency on Intrinsic Hippocampal Circuitry 
Introduction 
Hippocampal pyramidal cell firing selectivity for spatial positions are well known (O’Keefe & 
Dostrovsky, 1971), and more recently hippocampal representations of temporal position across 
memory delays have been reported (Pastalkova et al., 2008; MacDonald et al., 2011; Kraus et 
al., 2013); however, the mechanisms responsible for hippocampal cells to generate spatial or 
temporal firing patterns are not well understood. In fact, the extent of cortical involvement 
necessary to support hippocampal organizations along spatial or temporal dimensions remains 
widely debatable.  Some theories propose that synaptic connections between populations of 
HPC neurons in CA3 are used to propagate HPC sequential firing between events or borders 
(Levy, 1996). Other theories propose sequential structures observed in HPC cell activity across 
behavioral timescales is reflective of neurons spiking in response to evolving cortical states 
(Howard et al., 2014). Some studies have revealed fine timing coordination of hippocampal 
theta-rhythmic circuits are differentially responsible for hippocampal neuronal expressions of 
temporal versus spatial tuning characteristics (Wang et al., 2015; Robinson et al., 2017), with 
neurons losing temporal position coding selectively in response to the manipulation of the 
medial septum (Wang et al., 2015) or the medial entorhinal cortex (MEC) (Robinson et al., 2017), 
which are both supported by theta rhythmicity. Reconciling these findings suggests that 
temporal coding in the HPC, as found when treadmill running during a memory delay, depends 
on the finely coordinated theta-scaled rhythmicity between MEC and HPC. Even though 
interpretations differ on the mechanisms responsible for temporal coding in the HPC (Itskov et 
al., 2011; Kraus et al., 2015), both results indicate spatial coding to be more resistant to 
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manipulation than temporal coding. Of course, it is important to note that spatial coding by 
hippocampal neurons in all of these instances involves a richer experience of stimuli that include 
changes in odors, optic flow, and self-guided motor navigation, which means that recorded 
neuronal responses are likely to be in response to a variety of sensory and movement 
information. Along these lines, theories suggest that both spatial and temporal coding share 
common mechanisms that are both distributed through larger cortical networks (Howard et al., 
2014). In fact, temporally tuned neurons have been found in both MEC (Kraus et al., 2015) and 
CA3 (Salz et al., 2016). Still, the finely coordinated relationship between CA3 and EC input on 
layer CA1 has been found to provide framework for rapid integration and stabilization of neural 
networks in CA1 (Bittner et al., 2015), and recently results have suggested CA3 sequential firing 
in concert with dendritic plateau potentials can allow for rapid bidirectional integration of CA1 
neurons into an active place cell network over the scale of seconds (Bittner et al., 2017). To 
further characterize intrinsic HPC involvement in the creation of temporal properties, we 
performed a manipulation directly on intrinsic HPC circuits during instances when HPC neurons 
have been found to bridge memory delays.  
Transient stimulation of the ventral hippocampal commissure (vHC) fiber bundle has a 
well-characterized perturbation of intrinsic HPC circuitry (Fox & Ranck, 1979), such that large 
amounts of intra-hippocampal circuitry (e.g. CA3-CA1) produce an immediate population spike, 
followed by a period of decimated pyramidal cell firing due to inhibition in the hippocampus 
(Zugaro et al., 2005). Despite the gross effect vHC stimulation has on HPC activity, neuronal 
representations of space and theta-phase precession have been found to persist, suggesting 
greater cortical circuity is able to maintain hippocampal spatial position coding and perhaps 
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effectively integrate spatial information that spans theta-cycles. As a means to test recent 
theories differentiated by the proposed dependencies of HPC circuitry on spatial versus 
temporal processing (Itskov et al., 2011; Wang et al., 2015), we stimulated vHC during memory 
delays void of changes in the sensory and navigational (e.g. motor movements, head 
directionality) stimuli that accompany maze navigation. Further, to test relationships between 
spatial and temporal processing, we performed the manipulation during maze running behavior. 
  
5.1 Methods 
5.1.1 Behavioral Protocol 
A delayed-alternation paradigm was employed, whereby the rat was required to run for at a 
constant speed for 8 s during the delay between running left versus right turn maze trajectories. 
A figure-8 maze was used with a treadmill placed at the beginning of the central stem of the 
maze (Figure 1a).  
5.1.2 Treadmill Firing Fields 
For firing fields on the treadmill, each trial’s spike train during the 8 s treadmill delay was 
aligned to the onset of the run, down-sampled to 1250 Hz, and convolved with a Gaussian 
kernel (200ms). The smoothed trial spike trains were averaged within trial type (Baseline, vHC 
Stimulation, Recovery) to obtain the firing rate tuning curves. To assess significance of Baseline 
temporal tuning for each cell, we created null tuning curves by circularly shifting each trial’s 
spike train by a random amount (up to a maximum 8 s shift), smoothing with the 200ms 
Gaussian kernel, then averaging across trials to obtain the null tuning curve. This procedure was 
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repeated 5000 times for each cell to produce a null distribution of firing rates at each bin in the 
tuning curve. We detected candidate segments of the Baseline tuning curve where it exceeded 
the 99th percentile of the shuffled distributions for a consecutive period between 0.1 and 4 s in 
length. A cell was determined to have a temporal firing field if it exhibited a candidate segment 
that contained a peak firing rate > 2 Hz, if this peak firing rate was at least two standard 
deviations above the cell’s mean firing rate, and if the cell’s mean firing rate was < 5 Hz. 
5.1.3 Maze Firing Fields 
The return arm of the track was linearized and then binned into non-overlapping 1 cm bins. 
Instantaneous firing rate over space was calculated for each trial by calculating spike counts and 
occupancy at each bin, smoothing each with a Gaussian kernel (5 cm s.d.), and dividing the 
smoothed spike counts by the smoothed occupancy to obtain rates. Only spikes recorded while 
the animal was running > 5cm/s were included in this analysis. To determine cells with 
significant Baseline spatial tuning, we computed null firing rate distributions at each spatial bin 
by random circular shifts of trial spike trains, as described above for temporal firing fields. Trial 
null spike bins were then smoothed with the Gaussian kernel and then divided by the smoothed 
occupancy bins. Candidate segments between 5 and 75 cm in length in the Baseline tuning curve 
were identified against the 99th percentile of the null distribution and vetted by firing rate 
criteria as described above for time. 
5.1.4 Neuronal Sequences 
Firing fields on the treadmill and in the maze were ordered according to the latency of their 
peak firing bin from the start of the treadmill or maze run during Baseline, and then normalized 
by their peak firing rate across all conditions. 
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5.1.5 LFP Power and Frequency Analysis 
Local field potential power spectra were estimated using wavelet analysis. For treadmill theta 
power comparisons, LFP segments during the treadmill running period (8 s) were extracted for 
each trial and concatenated by trial type. For each session, the spectral content for these 
periods was then estimated for Baseline, vHC Stimulation, and Recovery conditions using the 
concatenated vectors. We detected the peak power and frequency in the theta range (6-10 Hz) 
and normalized each session’s power estimates by the baseline value for comparison. We 
limited this analysis to one wire per session, using the wire with the highest Baseline theta 
power. For LFP spectrograms, we computed time-resolved Morlet wavelet spectrograms using 
150 linearly spaced frequencies from 1 to 90 Hz. We computed instantaneous power in theta 
and high gamma bands by bandpass filtering the LFP with a 4th order Butterworth filter and 
taking the absolute value of the Hilbert-derived analytic signal. 
5.1.6 Theta-phase reset 
Oscillatory phase information was accessed for all frequencies by employing wavelet analysis 
across treadmill running. Frequencies showing reduced phase variance were statistically 
investigating using Rayleigh’s Z-test for circular statistics.  
5.1.7 Information Rate 
Information rate (bits/sec) was calculated for time or space as  
I = ∑ λ(x) ∗ log2(λ(x)/λ) ∗ p(x), 
where λ(x) is the firing rate of the neuron at spatial or temporal bin x, λ is the mean firing rate of 
the neuron’s tuning curve, and p(x) is the probability of the animal being in bin (x) (Skaggs et al., 
1992). 
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5.1.8 Field Stability 
For each neuron, we computed the correlation between the smoothed average tuning 
curve of a 5 trial window and the smoothed average tuning curve of the remaining trials. We slid 
the 5 trial window in 1 trial increments, and averaged the resulting sequence of correlation 
values to obtain a measure of field stability. This measure was computed separately for 
Baseline, Stimulation, and Recovery trials. 
5.1.9 Firing Rate Variance 
For each neuron, we computed the firing rate in 200ms bins during the Treadmill period 
on each trial. The variance in firing rate across trials was then computed for each time bin, 
separately for Baseline, Stimulation, and Recovery trials. We averaged the resulting variance 
curves across neurons to obtain a time-resolved estimate of the population firing rate variance 
for each trial type, and computed the % change from Baseline in the variance curves for 
Stimulation and Recovery. To estimate the likelihood of obtaining the observed change in 
variance by chance, we compared these curves to a null distribution where trial type identities 
were randomized between Baseline and Stimulation, or Baseline and Recovery, before 
computing each cell’s variance curve. This procedure was repeated 10,000 times to create null Δ 
variance curves. We calculated p values for the observed Δ variance by comparing the median of 
the observed curve to the distribution of null curve medians. 
5.1.11 Linear Discriminant Analysis (LDA) Classifier 
For each session, we tested a linear classifier’s ability to predict temporal position 
during treadmill runs for each condition. Neuronal firing rates were binned into 200-ms 
intervals, allowing for a total of 40 different temporal predictions for the 8-s treadmill run. At 
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first, the classifier was trained using a randomly selected subset (50%) of baseline trials and 
tested with the remaining trials. Baseline accuracy was measured for each bin position as a 
function of error accumulated at that position. Bin error was calculated as the product of bin-
wise posterior probabilities with the distance from the diagonal, and sessional classification 
accuracy was determined successful if baseline predictions accumulated less total error than 
95% of bootstrapped predictions, where temporal bin position identities were shuffled before 
performing 100 null predictions. Session baseline models that demonstrated successful 
decoding of temporal position were then used to predict position with neuronal firing collected 
during Stimulation and Recovery conditions. Conditional differences between error were 
selected and compared to control sessions as a means to control for the natural temporal drift 
of neuronal firing rates. Finally, to test whether Stimulation condition firing patterns were more 
similar to Baseline versus Recovery conditions, the same LDA classification procedure was 
performed using neuronal Recovery data to train the model. Differences between Stimulation 
condition error for Baseline-trained versus Recovery-trained classifiers were computed to assess 
relationships between stimulation-generated remapping and stability of neuronal firing 
patterns. 
5.1.12 vHC-stimulation Evoked Response Potential Analysis 
Stimulating vHC fibers produces 2 quick phases of increased excitatory drive (Fig. 5.1e, 
top), followed by feedforward inhibition (Fig. 5.1d). To assess the content of the neuronal 
spiking caused as a result of the electrical stimulation, we identified neurons that spiked in 
response to the artificial excitatory drive and found responding neuron’s firing patterns during 
the Baseline condition. Non-uniformity of the temporal position at which responding neurons 
fired during Baseline implies that the neuronal network biases neuronal response probability 
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during stimulation. We included all sessions where stimulus produced excitatory population 
increase by at least 50% over baseline spiking responses. Time cell remapping analyses further 
required that the inhibitory response following the increased excitation would decrease firing 
rates to < 50% of that observed at baseline. 
5.2 Results 
5.2.1 Behavioral performance drops selectively for treadmill stimulation. 
 We first looked at the behavioral effect of vHC stimulation inactivation during the 
different epochs of the delayed-alternation behavior. During each recording session 20 baseline 
trials were recorded before 20 stimulation trials, and a minimum 10 recovery trials (behavioral 
paradigm outlined Fig. 5.1a). Memory performance was high in baseline trials prior to the 
treadmill stimulation (mean 89.41% ± 2.6, 14 sessions from 5 animals, Fig. 5.1), during maze 
running stimulation (91.48% ± 1.2, 11 sessions from 4 animals) and during control sessions with 
no stimulation (90% ±2.2, 14 sessions from 5 animals). Treadmill stimulation resulted in a 
significant impairment in memory performance in (Kruskal-Wallis (KW) test P<0.003, mean 
performance 77.28% ± 3.0, post-hoc Dunn’s test P<0.002). Performance did not recover 
consistently for post-stimulation trials, during the recovery period (72.4% ± 1.6, KW, Dunn’s test 
P < 0.05). Only treadmill stimulations produced performance deficits in alternation behavior 
when compared to conditions with no stimulation (Figure 5.1c).  
5.2.2 Stimulation reset ongoing theta-rhythmic activity. 
Consistent theta rhythm was observed throughout treadmill running (Figure 5.1e). 
Phase-resetting was observed post-stimulation trials in the theta rhythm, where similar phase 
information was found across stimulation trials for the durations approaching 1 s (0.8 ± 0.4 s, 
Rayleigh’s Z test P<0.01).  
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5.2.3 Neural activity during treadmill running changes most during treadmill stimulation 
conditions. 
We next asked whether temporally correlated firing in CA1 of the hippocampus relies on 
consistent intrinsic activity within the CA3-CA1 network. During treadmill stimulation sessions, 
of 772 CA1 neurons recorded during 14 sessions, 172 (22.3%) cells passed our criteria for 
temporally tuned firing during baseline trials (see Data Analysis section 5.1.2). During control (no 
stimulation) sessions, of 875 cells recorded in 9 sessions, 184 (21.0%) passed criteria. During 
return-arm stimulation sessions, of 798 cells recorded in 9 sessions, 176 (22.1%) passed criteria. 
During central-stem stimulation sessions, of 531 cells recorded in 8 sessions, 112 (21.1%) passed 
criteria. 
Commissural stimulation during the delay was associated with various forms of 
remapping, including loss, gain, and temporal position alteration of single neuron tuning curves 
(Fig. 5.2 a-c). When looking at complete sequences of stable delay period activity at baseline for 
a single session, changes in firing fields are observed bi-directionally around the stimulation 
point (at 2.5s into the delay, Fig. 5.2 d)). Greater changes for treadmill firing fields were 
observed during treadmill stimulation when compared to control conditions (Fig. 5.3, KS-test 
P<0.0001 compared to control, return arm, and central stem manipulations).  
5.2.4 Differences in treadmill firing fields are found bi-directionally around the stimulus onset, 
such that firing field stability nearest the stimulation is most affected.  
We further compared treadmill field stability for neuronal activity during delay positions 
relative to the temporal position of the stimulation. Comparisons found substantial differences 
in the distribution of treadmill firing field baseline-stimulation correlations located within 1.5 s 
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in either direction from the stimulation (Fig. 5.5, KS-test P<0.0001 compared to control, return 
arm, and central stem manipulations). Moderate degrees of differences were found when 
comparing early delay (0-2 s) activity for treadmill stimulation to control (Fig. 5.4, KS-test 
P<0.05), return arm stimulation (Fig. 5.4, KS-test P<0.05), and central stem stimulation (Fig. 5.4, 
KS-test P<0.01). Early delay activity, which is typically characterized by very high stability as 
shown through Pearson correlations values across trial phase’s results in still moderately well 
correlated values for treadmill stimulation comparisons (Fig. 5.4). Late delay (4-8 s) activity was 
also found to be disrupted from the treadmill stimulation in comparison to control (Fig. 5.6, KS-
test P<0.001), return arm stimulation (Fig. 5.6, KS-test P<0.01), and central stem stimulation 
(Fig. 5.6, KS-test P<0.01) conditions. 
5.2.5 Slight differences in stability of spatial representations of return-arm running are found for 
treadmill stimulation.  
We next analyzed the effect of vHC stimulation on place cell activity observed during 
maze running. In consideration of different hippocampal demands that may be in play at for 
different phases of T-maze traversals, we analyzed separately the central stem hippocampal 
representations apart from treadmill running, where left and right trajectories overlap, versus 
left and right return arm trajectories. Remarkable stability was observed for hippocampal 
representations of the central stem of the maze for all stimulation conditions (Fig. 5.7). For left 
and right return arm trajectories, analyzed separately, consistent mapping of spatial position is 
observed thought for every condition, which remains stable through baseline and stimulation 
phases of the experiment for all conditions (Fig. 5.8). Interestingly, moderate remapping is 
observed to occur for left maze traversals when comparing the post-stimulation, or ‘recovery’, 
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experimental phase from treadmill stimulation conditions to return arm (Fig. 5.8, KS-test P<0.01) 
or central stem (Fig. 5.8, KS-test P<0.01) sessions. Since the placement of the stimulation during 
treadmill running is further from the return arm traversals than either ‘central stem’ or certainly 
‘return arm’ stimulation paradigms, it is likely that the observed remapping consequence of 
natural behavioral adjustments made to the effect of treadmill stimulation. 
5.3 Discussion 
Instability resulting from transient electrical CA3-CA1 perturbation, highlight’s CA3’s finely timed 
sequential influence on CA1 (Foster & Wilson, 2006; Middleton & McGugh, 2016), which has 
been suggested to span timescales that last seconds (Bittner et al., 2017). Additionally, finely 
timed input coordination of EC and CA3 on CA1 is needed for flexible HPC representations 
(Bittner et al., 2015) and stability of temporal coding in CA1 (Robinson et al., 2017). Our results 
demonstrate general transient disruption of intrinsic hippocampal operations causes time cell 
instability through mechanisms including pyramidal-interneuron relationships within CA1 and 
plasticity mechanisms that depend upon fine timed CA3-EC inputs on CA1. 
By stimulating the HPC commissure, we have created a broad disruption of intrinsic HPC 
relationships as well as disruptions between HPC and cortical inputs. At its origin, the artificial 
stimulus input causes excitatory cell firing via antidromic and orthodromic propagation of the 
electrical signal. The great number of artificially activated neurons in the HPC causes 
feedforward inhibition to silence pyramidal cell firing, and the release of intrinsically generated 
inhibition in HPC ultimately results in a reset of oscillatory timing within the network. This reset 
is most notably seen in theta rhythmic oscillations of activity that become re-synchronized 
following the stimulus, in manners that are similar to HPC rhythmic resets that are observed 
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when rats experience stimuli or event boundaries. In all, vHC stimulation could affect 
hippocampal processing through a variety of means including: (1) disruptions of an established 
sequence of cells via global excitation of neurons that were not naturally engaged in the HPC 
prior to stimulation; (2) inhibitory potentials in cells throughout the circuit break sequential 
progression of cell firing that would normally depend exclusively on neurons within the 
hippocampus; (3) disruption in timing of HPC processes with inputs provided from cortex; and 
(4) re-synchronized theta oscillations demonstrates hijacking of HPC processes that are capable 
of rapidly binding information that’s artificial and possibly disjoint with cortical inputs.  
A broadly occurring excitation of hippocampal neurons may incorporate new neurons 
into the functional ensemble. Recent findings have actually found dendritic plateau potentials in 
HPC, established by synchronized EC and CA3 projections on CA1, are capable of quickly 
incorporating new neurons into networks within the hippocampus (Bittner et al., 2015), and 
these complex spiking mechanism could join new features that occur on a scale of seconds 
before or after a generated plateau potential (Bittner et al., 2017). Consistent with the idea that 
CA3 inputs to CA1 enable the system to rapidly integrate or disintegrate neurons from an 
ongoing network at behavioral timescales, our data finds new sets of CA1 pyramidal neurons 
became integrated into time cell networks at the timescale of seconds on either side of the vHC 
stimulation. The network reorganization that occurs as a result of disruption is consistent with 
the idea that neurons later into the delay are differently affected by vHC stimulation, implies 
that CA3’s rules for generating behavioral time scale plasticity in CA1 occurs locally, within a few 
seconds, to a given moment. Recovery of CA3-CA1 coordination with EC-CA1 relationships 
allows for spatial and temporal representations to exist at behavioral time scales. CA1 time cells 
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at the end of the delay could be less dependent upon CA3 sequences occurring at the start of 
treadmill running or are perhaps better grounded to events that correspond to the end of 
treadmill running. 
Interestingly, CA1 neuronal spatial representations, as observed in place cell activity, are less 
affected by intrinsic disruptions caused by vHC stimulations, which is consistent with previous 
reports (Zugaro et al., 2005; Jadhav et al., 2012). This finding implies that stable excitatory drive 
from extrinsic cortical sites during normal maze-running behavior is sufficient to sustain 
appropriate hippocampal networks, which are found to naturally drift at constant rates across 
larger time scales when experimental rewarded circumstances are manipulated to contrast with 
potential HPC representations for spatial dimensions (Bladon et al., 2017, Soc. Neurosci. 
Abstract). Along these lines, treadmill running may serve to create disjoint influences of 
changing sensory and movement inputs on the stabilization of HPC trajectories. HPC sequences 
spanning treadmill running behavior have previously been shown to depend critically on intact 
inputs from the medial septum, which could provide theta-rhythmicity, excitation, or cholinergic 
modulation to the timing network (Wang et al., 2015). 
The quick changes in excitatory and inhibitory drive following vHC stimulation could prevent 
sequences of cells from progressing, if the sequences solely depended on single synaptic syn-fire 
chains to propagate excitation within the network. However, that the disruption results in new 
stable sequences of cells demonstrates that a more complex system is involved in CA1 
representations of ongoing behavior. The system involved in CA1 delay representations likely 
depends upon finely timed inputs from CA3 and EC on CA1 pyramidal cells. Following previous 
studies that have found CA1 delay representations depend on MEC (Robinson et al., 2017) and 
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medial septal inputs (Wang et al., 2015), our results show that perturbations originating in CA3 
lead to reorganization amongst temporally tuned CA1 neurons. Observed changes in delay 
activity occur around the stimulus at timescales approximating CA3 plasticity rules (Bittner et al., 
2017), which depend upon finely timed coordination of CA3 and EC inputs. 
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Figure 5.1 | Delayed alternation treadmill maze behavior and vHC stimulation. (a). treadmill 
maze and stimulation protocol. (b). model portraying vHC stimulation’s direct effect (red) on 
CA3-CA1 circuitry. (c). baseline (left) and stimulation (right) behavioral performance for 
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left/right alternation (d). (top) spike rastergram and peri-event histogram for single session 
showing the neuronal inhibition produced from vHC stimulation. (bottom) peri-event treadmill 
stimulation histogram for all units combined from all rats. (e). voltage traces of CA1 local field 
potential. Note the biphasic stimulus artifact (1 ms) produced at time 0, followed by rhythmic 
synchrony of the multiple LFP traces. (middle) rastergram of LFP instantaneous phase and 
(bottom) average phase variance plot shows theta phase reset lasts for durations approaching 1 
second (mean = 0.8 s , sd = 0.3 s; Rayleigh z-test, P<0.01). *p<0.05. 
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Figure 5.2 | Rastergrams portraying commonly observed time cell responses at baseline (blue), 
vHC stimulation 2.5 s into the delay (red) and a post-stimulation period. a-c. time cells show loss 
(a) gain (b) or alteration (c) of fields from baseline (blue) to stimulation (red). Fields sometimes 
return to baseline condition responses during recovery period (yellow), but often develop 
combinations of stimulation and baseline condition responses or generate a third response. d. 
single session example of normalized firing rate tuning curves for neurons sorted to the 
stimulation condition (middle). Baseline (left) responses that are off the diagonal demonstrate 
positional remapping at stimulation. Recovery (right) show elements of both previous 
conditions. 
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Figure 5.3 | Full 8s treadmill sequences.  (a-d) Normalized firing for baseline time cells sorted by 
peak firing rate for the baseline condition. (a) Sessions where the stimulation occurs on the 
treadmill (2.5s) show instability of cell sequences when compared to control conditions: (b) 
stimulation at return arm, (c) stimulation occurs at center stim following treadmill running, (d) 
no stimulation. (e-g) Empirical cumulative density function plots for trial phases amongst each 
session type: (e) baseline-stimulation correlation comparisons (corresponding to left-middle 
columns of a-d) across all session types; (f) Stimulation-recovery correlations (middle-right 
columns in a-d); (g) Baseline-recovery correlations (left-right column comparisons). Correlations 
of intervals that are more temporally distant (g) are lower than adjacent phases (e,f) for all 
session types. Treadmill stimulation session correlations are lower for all experimental phases 
(red line is leftward significantly leftward shifted e-f). Kolmogorov-Smirnov (KS) test.  *p<0.05, 
**p<0.01, ***p<0.001  
  
180 
 
  
e a 
b 
c 
d 
f 
g 
Time (s) Time (s) 
Time (s) 
C
el
ls
 
C
el
ls
 
C
el
ls
 
C
el
ls
 
** 
* 
** 
** 
181 
 
Figure 5.4 | Time cell firing rate curves identified over first 2 seconds of treadmill running.  (a-
d) Normalized firing for baseline time cells sorted by peak firing rate for the baseline condition. 
(a) Sessions where the stimulation occurs on the treadmill (2.5s) show instability of cell 
sequences when compared to control conditions: (b) stimulation at return arm, (c) stimulation 
occurs at center stim following treadmill running, (d) no stimulation. (e-g) Empirical cumulative 
density function plots for trial phases amongst each session type: (e) baseline-stimulation 
correlation comparisons (corresponding to left-middle columns of a-d) across all session types; 
(f) Stimulation-recovery correlations (middle-right columns in a-d); (g) Baseline-recovery 
correlations (left-right column comparisons). That treadmill stimulation session correlations are 
slightly lower than other comparisons seems to be driven by the abundance of high correlations 
for control sessions (red line is slightly leftward left-ward shifted e-f). Kolmogorov-Smirnov (KS) 
test.  *p<0.05, **p<0.01, ***p<0.001 
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Figure 5.5 | Time cell firing rate curves identified over 2-4 seconds of treadmill running.  (a-d) 
Normalized firing for baseline time cells sorted by peak firing rate for the baseline condition. (a) 
Sessions where the stimulation occurs on the treadmill (2.5s) show instability of cell sequences 
when compared to control conditions: (b) stimulation at return arm, (c) stimulation occurs at 
center stim following treadmill running, (d) no stimulation. (e-g) Empirical cumulative density 
function plots for trial phases amongst each session type: (e) baseline-stimulation correlation 
comparisons (corresponding to left-middle columns of a-d) across all session types; (f) 
Stimulation-recovery correlations (middle-right columns in a-d); (g) Baseline-recovery 
correlations (left-right column comparisons). Treadmill stimulation session tuning curves are 
significantly less correlated than all baseline-stimulation control comparisons (red line is 
substantially leftward left-ward shifted at e, g). Kolmogorov-Smirnov (KS) test.  *p<0.05, 
**p<0.01, ***p<0.001 
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Figure 5.6 | Time cell firing rate curves identified over first 4-8 seconds of treadmill running.  
(a-d) Normalized firing for baseline time cells sorted by peak firing rate for the baseline 
condition. (a) Sessions where the stimulation occurs on the treadmill at a point in the delay prior 
to the plot (at 2.5s) show instability of cell sequences when compared to control conditions: (b) 
stimulation at return arm, (c) stimulation occurs at center stim following treadmill running, (d) 
no stimulation. (e-g) Empirical cumulative density function plots for trial phases amongst each 
session type: (e) baseline-stimulation correlation comparisons (corresponding to left-middle 
columns of a-d) across all session types; (f) Stimulation-recovery correlations (middle-right 
columns in a-d); (g) Baseline-recovery correlations (left-right column comparisons). Treadmill 
stimulation sessions are significantly different at baseline-stimulation comparisons for sessions 
that either had no stimulation or stimulation occurred on the central stem of the maze. 
Comparisons between treadmill versus return arm stimulation show differences at stimulation-
recovery (red line is leftward left-ward shifted e-f). Kolmogorov-Smirnov (KS) test.  *p<0.05, 
**p<0.01, ***p<0.001 
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Figure 5.7 | Place cell firing fields during central stem maze running.  (a-d) Normalized firing for 
baseline place cells sorted by peak firing rate for the baseline condition. (a) Treadmill run 
stimulation, (b) stimulation at return arm (R-A), (c) stimulation occurs at center stem (C-S) 
following treadmill running, (d) no stimulation. (e-g) Empirical cumulative density function plots 
for trial phases amongst each session type: (e) baseline-stimulation correlation comparisons 
(corresponding to left-middle columns of a-d) across all session types; (f) Stimulation-recovery 
correlations (middle-right columns in a-d); (g) Baseline-recovery correlations (left-right column 
comparisons). Kolmogorov-Smirnov (KS). *p<0.05.  
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Figure 5.8 | Place cell firing fields during return arms of maze running.  (a-h) Normalized firing 
for baseline place cells sorted by peak firing rate for the baseline condition. (a-b) Treadmill run 
stimulation for left (a) and right (b) maze trajectories, (c-d) stimulation at return arm, (e-f) 
stimulation occurs at center stem following treadmill running, but before the trajectories 
represented in these heat plots, (d) no stimulation. (g-h) no stimulation for left and right 
trajectories. (i-n) Empirical cumulative density function plots for trial phases amongst each 
session type: (i-j) baseline-stimulation correlation comparisons (corresponding to left-middle 
columns of a-h) across all session types for left (i) and right (j) trajectories; (k-l) Stimulation-
recovery correlations (middle-right columns in a-h); (m-n) Baseline-recovery correlations (left-
right column comparisons). Significant change is found to occur at comparisons involving the 
recovery phase for only leftward running trajectories of treadmill stimulation versus other 
stimulation sessions. Treadmill stimulation results in slight drop in behavioral performance, 
which may degrade return arm stability of hippocampal coding. Kolmogorov-Smirnov (KS) test.  
*p<0.05, **p<0.01, ***p<0.001 
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Figure 5.9 | Linear discriminant classifier (LDA) for temporal information during treadmill 
running. (a-d) Prediction accuracy for single session shown in Figure 2 above. (a-c) Poster 
probabilities matrix for baseline (a), vHC stimulation (b), and recovery (c) condition predictions 
based on baseline. Hotter colors indicate higher probabilities matches, where rows add up to 1. 
Cyan line indicates the bin of peak probability (y-axis) for each decoding window (x-axis). (d) 
Accumulated prediction error for each time bin (100 ms) of the example session (shown a-c). 
Error represents the posterior probabilities weighted by the distance (time) from the diagonal. 
(e) mean error at across 8s treadmill duration for all included rats (n=5) and sessions (n=14). 
Signed rank test. (f) mean overall error for baseline, stimulation, and recovery conditions. Signed 
rank test. *p<0.01, **p<0.001. 
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CHAPTER SIX 
Discussion and Conclusion: Intrinsic hippocampal versus greater cortical systems contributions 
to representations of space, time and object 
Introduction 
This series of experiments contributes to an already large body of work characterizing 
information processing that occurs within complex circuits including the hippocampus (HPC) and 
prefrontal cortex (PFC). My work approaches the circuit from two different scopes, which both 
support a model whereby parallel streams of processing in lateral entorhinal cortex (LEC) versus 
medial entorhinal cortex (MEC) differentially influence hippocampal representations. Networks 
of PFC are found to represent a distributed code of object, valence, and spatial information 
inversely ranked to that previously discovered in HPC (McKenzie et al., 2014). The majority of 
cortical information flow from PFC to HPC is anatomically positioned to occur through perirhinal 
cortex (PrC) and LEC, which contain distributed information for object and spatial positions 
similar to those observed in HPC and PFC representations (Keene et al., 2016). To simplify the 
global circuit, this thesis considers a model whereby PFC influences over HPC occur mainly 
through the ‘object’ stream of processing, and PFC inputs on HPC serve to highlight important 
features of a meaningful behavioral event or environmental boundary. PFC inputs, in this way, 
may be particularly important for the types of rodent behaviors this thesis describes. The HPC in 
return, sends direct projections to PFC through layer CA1 and also relays information to PFC 
through the subiculum, thalamic nucleus reuniens, and entorhinal cortex. 
The hippocampus is in position to integrate and compare a variety of features from the 
‘spatial’ and ‘object’ cortical streams of processing, including conjunctive representations of 
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these various features.  The reception of high dimensional spatial and non-spatial inputs is not, 
however, unique to HPC processing. Conjunctive processing of various behavioral information 
has been found to exist throughout higher order sensory cortex, including retrosplenial (RSC), 
postierior parietal cortex (PPC), and medial entorhinal cortex (MEC), which demonstrate 
combinations of experienced spatial sensory and movement information (Alexander et al., 2015; 
Keene et al., 2016); also, sensory processing in LEC and perirhinal cortex has been found to 
contain distributed spatial and temporal relationships between specific objects or events (Tsao 
et al., 2017, Soc. Neurosci. Abstract; Keene et al., 2016, Bladon et al., 2017, Soc. Neurosci. 
Abstract). Here we show that multi-selective sensory and motor representations of spatial and 
valence extend to frontal cortex, including the orbitofrontal regions. Further, we extend 
investigations into the PFC-HPC circuit, to show that communication between PFC and HPC 
occurs bi-directionally and that the direction of engagement depends upon the task phase; that 
is, PFC inputs were found to influence the HPC at very specific bouts around events that require 
the selection of a sequence of actions that depend upon abstract sensory features found to 
occur in the environment. This finding adds to research showing that PFC influences over HPC 
processing leads to improved rates of learning task rules (Guise et al., 2017) and greater control 
over the specificity of HPC representation (Navawongse et al., 2013; Xu et al., 2013; Ito et al., 
2015). HPC leads over PFC are found to occur during behaviors that are traditionally thought to 
engage HPC ‘type 1’ theta-states, such as movement or exploration through a spatial 
environment (Kramis et al., 1975). These findings show that coordination of extensive neural 
circuits required to retrieve episodic-like details of events progresses along with the task phase; 
that is, the progression of HPC and PFC influences dynamically change within a single 
experience. Over a final series of experiments, we probe HPC processing abilities for relating 
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events that occur across predictably disjoint temporal positions. Together, these findings 
highlight the importance of unique hippocampal architecture in rapidly forming experience 
dependent representations, but also, we show that appropriate utilization of episodic-like 
experience depends upon the coordination of mPFC and other cortical representations over a 
range of timescales. 
6.1 Broad cortico-hippocampal circuit necessary for solving traditional HPC-dependent tasks. 
To better understand hippocampal contributions to the retrieval of remembered event-
position information, I employed a variety of tasks that have been found to depend upon intact 
hippocampal processing. Hippocampal ordering of information is thought to be useful for 
relating events to a spatial context, whereby a unique arrangement of background cues dictate 
which behavioral responses will be most advantageous to the moment. Of course, generating an 
‘appropriate’ behavioral response to a given situation requires multiple streams and stages of 
processing. Here we show that information distributed throughout the frontal cortices, like the 
hippocampus, is capable of guiding behaviors to solve problems where rats can maximize 
reward value by drawing upon learned relationships with objects and background cues. This 
finding suggests that hippocampal input is not necessarily needed beyond certain points in a 
given trial. In fact, the hippocampus may be most crucial for rapidly establishing new 
representations; in an over-trained animal, hippocampal sequences may be responsible for 
priming the cortex with related experiences generated from the ongoing stimuli, which can be 
held in online cortically. Other behaviors that require intact hippocampal function generate 
similar conclusions. 
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 Hippocampal processing is also notably useful whenever there’s a temporal delay period 
imposed between the encoding and retrieval of a select behavioral event, such as the traversal 
of spatial maze trajectory or the sampling of an item. We find here, as others have found 
previously, that hippocampal activity maps the delay experience as if it were a maze trajectory 
and that the stability of this delay period sequence is correlated with appropriate behavioral 
responses. This implies that hippocampal delay activity aids in the selection of future maze 
trajectories by carrying pre-delay information across the delay. Of course, delay period mapping 
is not logically needed to retrieve a previous maze traversal; in fact, some studies suggest that 
disjoint maze traversals can be re-established by hippocampal sharp-wave ripple mechanisms as 
a means of memory retrieval (Jadhav et al., 2012). Along these lines, previous works have found 
hippocampal processing to be critical to memory performance during the encoding of 
experienced maze trajectories prior to the enforcement of a delay (Spellman et al., 2015) and 
during SWR events at reward and decision points during learning (Jadhav et al., 2012). 
Additional studies have found that the hippocampus is capable of representing prospective or 
retrospective information about maze routes when rats are running through overlapping spatial 
trajectories, such as the central stem of a T-maze (Wood et al., 2000). These types of ‘splitting’ 
signals, found in the hippocampus, are observed to depend upon certain inputs from the mPFC 
(Ito et al., 2015); however, prospective or retrospective splitting signals are only found to occur 
in the hippocampus under certain conditions where overlapping running routes are not 
interrupted by reward points (Bower et al., 2005), and the loss of a ‘splitting’ signal does not 
necessarily result in T-maze performance decline (Ito et al., 2015). These results suggest a model 
where the hippocampus tends to map out predictable sequential durations, even when the task 
does not require it to do so. Continuous hippocampal mappings may allow for flexible 
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behavioral adaptations to single trial conditional changes. If, for example, a predictable and 
informative event began occurring midway through a delay, the hippocampus would be in 
position to rapidly integrate this new information into an already stablished framework of the 
trial structure. Under this interpretation, hippocampal delay period cells reflect similar 
operations to those representing spatial positions, only they represent a population of cells that 
are engaged to respond by a constrained set of stimuli.  
6.2 Hippocampal “time cell” responses reflect place cell activity when controlling for a variety of 
system inputs. 
We show two methods for studying hippocampal delay period cell activity, which 
contrast demands for movement-related signal controls on dictating stable position expressions 
in the HPC. In a head-fixed preparation, we ask rats to learn a task structure whereby they 
retrieve odor memories across a small delay. These findings demonstrate that hippocampal 
activity can distinguish between odors through different neuronal population responses during 
delay and sampling periods, and we find that performance depends on stable hippocampal 
responses to the differing situations. This finding highlights the organizational process used by 
the hippocampus, that is commonly reflected in spatial position coding during maze running, 
can also be employed to traverse non-spatial dimensions. More recently, a study found the HPC 
to generate similarly structured representations for auditory frequencies when rats were tasked 
to identify specific frequency ranges (Aronov et al., 2017); this exemplifies that hippocampal 
‘mapping’ can be applied to range of different spatial and non-spatial stimuli. The same study 
also found auditory ‘mapping’ to exist in medial entorhinal cortex (MEC), which also has been 
found to track sequential progressions during memory delays (Kraus et al., 2015). Robust HPC 
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spiking responses, found when animals traverse positions on a maze, are likely to be established 
through a range sensory and motor information found to be constant for specific maze 
trajectories. 
Another method we use to investigate time cell activity, requires animals to run on a 
treadmill during the delay period of a spatial working memory task, where successfully solving 
the working memory game depends on the rat’s ability to alternate between left and right 
spatial maze trajectories. This task allows the animal to bind certain movement-related signals 
into delay and border signals (e.g. ‘beginning’ and ‘end’ of delay), which may allow for a more 
stable experience, but it also clamps signals for varying speed, head-direction and spatial 
positional changes during the delay. Time cells during this task resemble linearized maze 
running to an extent (Figure 5.3 versus Figure 5.8), but delay period sequences still display 
noticeable amplifications of certain phenomena found in maze running representations. Time 
cells, for example seem to display over-representations at the borders of treadmill running.  
These responses are similar to what one might observe as rats navigate far from a border wall. A 
similar response is observed in virtual reality navigation, which lacks sufficient cues between the 
beginning and end of the run (Ravassard et al., 2013). Interestingly, hippocampal mappings of 
treadmill running during a memory delay have been found to be particularly susceptible to 
circuit manipulations. 
 A first attempt at breaking the hippocampal temporal circuit disrupted theta rhythmicity 
by infusing muscimol into the medial septum (MS), which resulted in substantial disruption to 
temporally tuned neuronal firing during treadmill running (Wang et al., 2015). Some 
interpretations suggested that theta rhythmicity was necessary to control propagations of 
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excitatory activity within intrinsic hippocampal circuitry; however, MS disruption over the scale 
of hours affects a large amount of neural activity throughout the MTL, including, a loss of grid 
cell spatially periodic firing response (Brandon et al., 2011). Further attempts to dissect the MTL 
circuit responsible for the generation and maintenance of temporal information, selectively 
perturbed MEC activity with an optogenetic manipulation during treadmill running (Robinson et 
al., 2017). Again, this study found that a finely timed lesion of MEC processing affected CA1 
delay representations to a greater extent than spatial representations during maze running. 
Findings from our vHC stimulation study (see Chapter 5) are fairly consistent with both of these 
results, in that we find treadmill running delay representation to be more susceptible to 
remapping than when rats are propelling themselves around spatial trajectories of a figure-8 
maze.  
 There could be several reasons why treadmill representations behave differently than 
those that represent maze trajectories. For starters, as described above, maze running 
representations of spatial position reflect information processing from a large amount of 
sensory and motor inputs. In addition to HPC and MEC, a large amount of theta-rhythmic areas, 
including RSC and SUB, contribute to processes involved with route navigation (Alexander et al., 
2015; Olson et al., 2017); although, it is still largely unclear how route navigational signals may 
come to represent treadmill delays, one could theorize that networks specifically involved in 
navigational behavior would convey less stable signals during treadmill running when speed is 
constant. Integrating variation in treadmill running speeds during a single trial could provide 
additional stability to hippocampal position coding. It is also possible that many cortical signals, 
traditionally observed during maze running, could produce reliable representations of a delay 
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period; however, the rigid temporal structure imposed during treadmill running may require 
highly precise timing of inputs on CA1, such that a temporally precise manipulation of any part 
of the circuit during treadmill running might create neural representations that are incongruent 
to the animals position within the delay. Inhibition of CA1 activity caused by the vHC 
stimulation, for example, may cause discoordination of cortical and CA3 inputs on CA1. We 
show in Chapter 4, that delay period theta cycles can be used to predict neuronal firing 
responses. Since theta rhythmicity represents a neural signal measured as a function of time, 
one can imagine manipulations that affect theta rhythms directly may disrupt hippocampal 
spiking representations that are detected to occur over time. 
 The vHC manipulation we employed potentially interferes with a variety of biological 
phenomena found to exist intrinsically within the hippocampus. For starters, the same 
manipulation has been utilized previously, under different stimulation protocol, as a means to 
induce hippocampal plasticity (Dragoi et al., 2003); this group used tonic low-amplitude 
stimulation of the vHC to create alterations in hippocampal spatial representations. The 
stimulation also certainly disrupts CA3 from naturally propagating excitatory signals and CA1 
pyramidal-interneuron relationships. The fact this manipulation in particular results in a 
behavioral effect measured by a performance decrease in left versus right trajectory alternation, 
indicates that the vHC stimulation may have an even greater influence on downstream readers 
of HPC processing, which are also connected through the vHC and operate at theta timescales. 
6.3 Theta rhythm provides flexible coordination between external cortical inputs on intrinsic 
hippocampal ensembles and hippocampal outputs. 
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Theta rhythmic frequency is thought to reflect an ‘active’ state within rodent HPC, 
whereby behavioral time scaled information can be integrated. These neural oscillations 
generated within the hippocampal circuit, as well as between sub-regions of the HPC, appear to 
be important for coordinating sequential activity at fine timescales during HPC engagement 
(Feng et al., 2016; Middleton and McGugh, 2016). Additionally, the fine timing relationship of 
individual HPC pyramidal cell responses to local theta rhythmicity is found to depend upon MEC 
input (Schlesiger et al., 2015), and, as described above, transient disruptions of the MEC have 
recently been found to degrade HPC time cell tuning (Robinson & Priestley et al., 2017). 
Together, these results highlight the importance of a vast network of theta-oscillatory activity in 
progressing sequential activity through the hippocampus. Models of theta phase coding have 
proposed that the disassociation of MEC and CA3 inputs could serve as a potential mechanism 
for organizing encoding versus retrieval processes in CA1 (Hasselmo et al., 2002). This is 
consistent with the idea that MEC inputs are useful for modifying HPC synapses and modulating 
HPC activity to represent current stimulus experiences, while CA3 inputs drive experience-
dependent prospective coding in CA1 (Feng et al., 2016). 
  Together, this suggests that CA3-CA1 inputs may enable CA1 representations to have a 
prospective structure, such that momentarily experienced sensory cues are able to conjure up 
representations for cues that are likely to follow from previous associations; however, the fine 
timing of CA3 and MEC on CA1 is necessary for progressive sequential experiences to be bound 
within HPC theta cycles. At a cell network level, this suggests that cell assemblies within CA3 
become engaged, by either cortical input or DG mossy fiber synapses, at the start of each theta 
cycle. CA3’s recurrent connectivity then engages a sequence of cells based upon experience-
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dependent synaptic weights, which subsequently drives CA1 activity at a slight delay due to 
synaptic lag. The propagation of CA3 activity would perhaps continue on indefinitely if it weren’t 
for theta rhythmic inhibitory signals from the medial septum (MS). MS inhibition breaks the 
propagating CA3 excitatory sequence every 100 ms. This cyclic process means that CA3 
influence on CA1 activity occurs naturally in 100 ms bouts. However, recent results found that 
CA3 sequences are capable of influencing the integration of new CA1 place cell responses into 
already established networks at behavioral time scales (Bittner et al., 2017). Interestingly, this 
finding depends upon a mechanism characterized by the same group, whereby fine timing of 
CA3 and EC on CA1 is capable of creating dendritic plateau potential responses, which can 
rapidly modify neuronal spiking in the hippocampus over single trials (Bittner et al., 2015). These 
combined results, highlight perhaps the most important set of mechanisms that underlie 
hippocampal processing; that is, the hippocampus rapidly incorporates information that occurs 
across a single episodic experience. Through this mechanism, CA3 specifically contributes to the 
CA1 network modifications by driving CA1 activity through a cell ensemble that is engaged 
within multiple seconds in either direction around the plateau potential. This mechanism further 
highlights the importance of the oscillatory coordination of the hippocampal system, as 
dendritic plateau responses depend upon highly coordinated activity between CA3 and EC 
inputs at CA1 stratum radiatum and stratum lacunosum moleculare respectively. Disruption of 
naturally coordinated hippocampal activity, through vHC stimulation, could hijack dendritic 
plateau mechanism within CA1 to incorporate new neurons into a network at the expense of 
previous participant neurons. 
203 
 In addition to the rapid encoding abilities of the HPC, the oscillatory structures we 
observe in HPC serve to coordinate downstream reader dynamics. As previously discussed, 
many areas oscillate at theta frequencies and even demonstrate spike-phase precession. A 
recent study, which performed simultaneous recordings of the lateral septum (LS), CA1, and 
CA3, found LS ensembles to contain a very precise phase-code for maze position on a linear 
track (Tingley et al., 2018). The LS receives strong unidirectional inputs from CA3 through the 
vHC. Further, the LS largely innervates the VTA, which has been shown to phase-precess (van 
Der Meer & Redish, 2011). Interestingly, this group also found that CA3 coherence with LS 
progress along with the maze trajectory, such that the strongest CA3-LS coherence was found to 
exist at the end of a traversal. Applying these findings our treadmill data, we would expect vHC 
stimulation to strongly impact LS representations of position, since vHC stimulation produces a 
theta-phase reset on the order of seconds (Fig. 5.1). Disrupted LS phase-coding of position 
would directly influence VTA coding, which may carry particularly relevant timing information 
for treadmill running behaviors. In addition, we know that VTA synchrony with mPFC is 
responsible for generating frontal midline theta rhythms that are found to selectively coordinate 
pyramidal neurons within a VTA-mPFC network during T-maze tasks (Fujisawa et al., 2011). In 
theory, frontal midline theta, generated between VTA and mPFC, could influence hippocampal 
specificity needed to guide behaviors when competing options share a common spatial 
dimension. Of course, this theory still requires further work relating hippocampal readers and 
their theta-rhythmic coordination. Our work here supports ideas suggesting the hippocampus is 
crucial for rapid formation of specific experiences at behavioral timescales, but the complex 
process of utilizing hippocampal information requires bidirectional phasic coordination with PFC 
and other cortical networks. 
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