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Abstract-In this study, two boundary functionals 1 N and 1 τ of the renewal reward process with a discrete interference of chance ( 
INTRODUCTION
A number of very interesting problems of queuing, reliability, risk, sequential analysis and stock control theory, mathematical insurance, statistics and physics are expressed by means of the renewal reward process with a discrete interference of chance. Numerous studies have been done about a renewal reward process with a discrete interference of chance because of their practical and theoretical importance (see, for instance, [1] - [9] ).
Brown and Solomon [2] obtained the second-order asymptotic expansions for the first and second moments of the renewal reward process. Jewell [4] generalized the study of the fluctuations of a reward renewal process.
As known, it is very important to investigate the boundary functionals of the stochastic processes. There are many studies on this topic in the literature. In [7] was obtained the third-order asymptotic expansions for the moments of the generalized renewal process. Moreover, a number of authors have investigated a harmonic renewal measure. We mention here contributions by Alsmeyer [1] . It is not difficult to see that there exist some connection between harmonic renewal measures and first passage times. Khaniyev [5] investigated the probability characteristics of a boundary functional of a semi-continuous random process with reflecting and delaying screens.
In [9] was investigated the distribution function and additive functional of the renewal reward process with a discrete interference of chance ( ) ( ) X t . In this study, unlike the study [9] , we will investigate two important boundary functional of the process ) t ( X , when the random variables{ } n , n 0 ζ ≥ , which describe a discrete interference of chance, have an exponential distribution.
Let's consider the following inventory model before expressing the problem mathematically.
The model. Assume that the stock level in a depot at the initial time ( ) , respectively, until the stock level X(t) falls below the predetermined control level s . Thus the stock level in the depot changes as follows: the process X(t) will continue to change in a similar way, as mentioned above. Our aim is to examine the characteristics of both the time periods ( n τ ) and the number of jumps ( n N ) occurring in these time periods. It will be enough to examine the characteristics of the random variables 1 N and 1 τ at first period since the random variables n ζ expressing the discrete interference of chance have the same distribution.
In this study, we assumed the random variables n , n 0,1, 2,...
ζ =
have an exponential distribution because we do not want the amount of order in depot to be excessive. Large volume stocks are held in depots for long times until they are sold. Prolonged stocking leads to an increase in holding costs. Therefore it is unwanted to have such large volume orders. In other words, it is desired that the probability of large volume orders be low. To express such a model, we found appropriate to use exponential distribution in which the probability of small volume orders is high and vice versa. On the other hand, if we assume that the random variables n ζ have exponential distribution, the approach of Laplace transformation is possible to apply in calculations. Besides, simplifying many calculations, this leads us to obtain many important formulas that have practical significance.
Let's now construct the process X(t) mathematically.
MATHEMATICAL CONSTRUCTION OF THE PROCESS X(t)
Let { } 
Using the initial sequences of the random variables { } 
and a sequence of integer valued random variables n N as:
We can now construct desired stochastic process ) t ( X as follows:
where ( )
and s is any real positive number. The process ) t ( X is called as a renewal reward process with a discrete interference of chance. One of the main aims of this study is to obtain a relation between characteristics the boundary functionals 1 τ and 1 N of the process X (t). Moreover, the other purpose of this present study is to express the exact formulas for the first four moments of 1 τ by means of 1 N and obtain the third-order asymptotic expansions for the first four moments of these boundary functionals.
THE EXACT RESULTS FOR THE CHARACTERISTICS OF THE BOUNDARY FUNCTIONALS
In this section, we will express the exact formulas for the first four moments of the boundary functional 1 τ by means of the first four moments of 1 N .
Let's define the following transforms of the variables 1 1 , N ξ and 1 τ :
The relation between these four transforms is given by means of the following proposition. 
By definition of the boundary functional 1 (x) τ , we can write:
On the other hand, it is possible to write the following expression, because the sequences of the random variables { }
Therefore, N(x ) ( ( )) ξ Ψ ϕ µ can be written:
In this case the desired connection can be written as follows:
This completes the proof of the Proposition 3.1. ► As the result of the Proposition 3.1, it is easily to obtain the following theorem. τ can be expressed by the same moments of the boundary functional 1 N (x) , as follows:
3) Proof. Denote the Laplace transforms of (x ) ( )
Taking a derivative from both sides of (3.5) respect to parameter µ , as 0 µ → , we get: N (x) can be written, as follows:
3) ( ) ( ) 
Proof. By definition of the boundary functional 1 N (x) , we can write:
On the other hand, it is not difficult to see the following result, because the sequence of the random variables { } i η , 1 i ≥ are independent:
Due to the conditions of the Theorem 3.1, because the sequence of random variables { } n ζ has an exponential distribution with parameter 0 λ > , we get:
Using the similar method, the formulas (3.9)-(3.11) can be analogously obtained. This completes proof of the Theorem 3.2. ►
THE APPROXIMATION FORMULAS FOR THE FIRST FOUR MOMENTS OF 1 N AND 1 τ
In this section the asymptotic methods of investigation for the moments of the boundary functionals 1 N (x) and 1 (x) τ are considered, as x → ∞ . Theorem 4.1. Let the conditions of the Theorem 3.1 be satisfied. Then the thirdorder asymptotic expansions for the first four moments of the boundary functional 1 N (x) can be written as follows, when x → ∞ : 1)
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E η < ∞ . In this case, the following asymptotic expansion for the renewal function 1 EN (x) is true [3] , as x → ∞ :
In this case, we will calculate the third-order asymptotic expansions for the other moments of 1 N (x) . For this aim, we can use the Theorem 3.2. By definition of 2 1 EN (x) :
[ ]
Firstly, let's introduce the following notations:
denote the Laplace transform of 2 R (x) . With these notations, from the formula (4.5), we have the following relation:
Note that if x 1 < , then the next equality is valid:
By using this equality, we can rewrite (4.7), as follows:
Now, we will investigate asymptotic behavior of 2 R ( ) λ % , as 0 λ → . For this aim, we can expand the Mac Lauren series of the function 
Thus we get, as 0 λ → : Substituting the asymptotic expansions (4.11) in the formula (4.6), we obtain (4.2). Using the similar method, we can analogously obtain the asymptotic expansions for the third-order moments of the boundary functional 1 N (x) in (4.3) and (4.4). As a consequence of the formulas (4.1) and (4.2), we get the asymptotic expansion for the variance Var (N(x)), which is well known in the literature. This completes proof of the Theorem 4.1. ► Taking into account the results of the Theorems 3.1 and 4.1, we can give the following important theorem. 
SIMULATION RESULTS
Thus, main aim of this study has been attained. But it is advisable to test an adequateness of approximate formulas to the exact ones. For this purpose, using the Monte Carlo experiments we can give the following simulation results. First, let's denote by 
