We study the variational principle for some non-Gibbsian measures. We give a necessary and sufficient condition for the validity of the implication "zero relative entropy density implies common version of conditional probabilities" (so-called "second part of the variational principle"). Applying this to noisy decimations of the low-temperature phases of the Ising model, we obtain almost sure quasilocality for these measures and the second part of the variational principle. For the projection of low temperature Ising phases on a one-dimensional layer, we also obtain the second part of the variational principle.
Introduction
Non-Gibbsian measures were initially detected as "pathologies" of renormalization group transformations of low-temperature Gibbs measures [7, 8] . Initial efforts were directed towards the construction of a sufficiently rich catalogue of examples and mathematical mechanisms leading to non-Gibbsianness [4] . Afterwards, Dobrushin lanced a program of "restoration of Gibbsianness" mainly consisting in two parts: (i) determination of weaker notions of Gibbsianness which are preserved by the transformations of interest, and (ii) extension of the thermodynamic formalism to these broader class of measures. The first issue motivated the notions of weak Gibbsianness and almost quasilocality [1, 2, 11, 12, 13, 14, 15] . A measure is called almost quasilocal if it admits a version of its conditional probabilities which is continuous on a set of measure one. A measure is called weakly Gibbs if there exists a potential which is (absolutely) convergent such that the conditional probabilities can be written in "Gibbsian form" on a set of measure one. If one does not insist on absolute convergence and translation invariance of the potential, then almost quasilocal implies weakly Gibbs, and the converse is not true, see [14, 11] .
Most efforts in the realization of the Dobrushin program have been directed towards showing that transformations of low-temperature Gibbs measures are weakly Gibbs, see [1, 2, 14] . However, it is not clear at this point whether "weakly Gibbsian" measures do not constitute a class that is too general in order to represent a reasonable generalization of the classical Gibbs measures. One test a possible generalization of Gibbs measures should pass is the existence of a reasonable "thermodynamic formalism". For weakly Gibbsian measures e.g., the notion of "physical equivalence" -two interactions sharing a phase have the same set of Gibbs measures-has not been proved. Neither any general statement on the existence of thermodynamic quantities such as pressure, free energy has been obtained in the context of weakly Gibbsian measures. In fact, recent counterexamples in the context of disordered spin systems show that two weakly Gibbsian measures with different interactions (i.e., with no common version of their conditional probabilities) can have the same free energy (relative entropy density zero). This shows that in complete generality, a reasonable thermodynamic formalism for weakly Gibbsian measures cannot be expected [9] .
In this paper we show that in the context of FKG, "almost quasilocal measures" admit a reasonable thermodynamic formalism. Concretely, for the decimation of the low-temperature Ising model, we first remark existence of relative entropy density (as a corollary of the recent large deviation formalism of [16] ), and next we show that if a measure has zero relative entropy density w.r.t. the decimation of the plus phase of the Ising model then it has the same conditional probabilities. In applying this to the decimation of the minus phase, we obtain that the set of points of discontinuity of the conditional probabilities of the decimated Ising model is of measure zero, thereby solving an open problem in [5] . More general transformations can be considered, as long as we do not leave the FKG context. A further criterion for "zero relative entropy density" implies "common version of conditional probabilities" is obtained, which is then applied to the projection of the d-dimensional Ising model on a one-dimensional layer.
The main message of this paper is that within the context of "almost quasilocality" a generalization of the thermodynamic formalism is possible. In particular, regularity properties of the specification rather than "almost sure existence of Hamiltonians" can be a key to a physically acceptable generalization of Gibbs measures giving naturally important aspects of the variational principle. Since we use the FKG property, our proofs are short and do not rely on laborious techniques such as cluster expansion, multi-scale analysis. However, the results in this particular context are stronger than what can be obtained by the former techniques [1, 10, 14, 15] , and hold up to the critical point.
Preliminaries

Configuration space
We work with Ising spins on the lattice Z d , i.e., configurations are elements of the product space Ω = {−1, 1} Z d . The set of finite subsets of Z d is denoted by S and for σ ∈ Ω, Λ ∈ S, σ Λ denotes the restriction of σ to Λ. The cube [−n, n] d ∩ Z d is denoted by Λ n . For A ⊂ Z d , F A denotes the sigma field generated by the mappings σ → σ(x), x ∈ A. F Z d is abbreviated by F and is the Borel sigma field on Ω.
The set of local functions is denoted by L. L is a uniformly dense subalgebra of C(Ω), the set of all continuous functions.
The set of all translation invariant probability measures is denoted by M + 1,inv . For later purposes we need the notion of directional continuity. For θ ∈ Ω, a function f : Ω → R is called continuous in the direction θ if for any σ ∈ Ω:
If f is continuous, then f is continuous in every direction. The converse is not true, since continuity requires continuity in every direction, uniformly in the direction. The set of all functions which are continuous in the direction θ is denoted by C θ (Ω). When θ is the plus (resp. minus) configuration, i.e. θ(x) = +1 (resp. −1) ∀x ∈ Z d , continuity in the direction θ is called right-continuity (resp. left-continuity).
On Ω we have the natural order η ≤ ζ if for all
Specification
3. The kernels are proper, i.e., for every B ∈ F Λ c :
4. The kernels are consistent, i.e., for Λ ⊂ Λ :
For a specification γ and f a bounded measurable function, we denote
If µ ∈ G(γ), then the specification defines a version of the conditional probabilities of µ ,i.e., µ-a.s.
Important examples of quasilocal specifications are given by so-called Gibbs specifications, i.e., where
is the Hamiltonian corresponding to a translation invariant absolutely summable potential U ∈ B 1 . This means that U (A, ·) are F A measurable functions, that U (A+x, ·) = τ x U (A, ·) and that
The measures consistent with such Gibbs specifications are the usual Gibbs measures of equilibrium statistical mechanics. For a general specification we denote by Ω γ the set of its points of continuity, i.e., the set of those σ ∈ Ω such that for all A ∈ F, Λ ∈ S the map ω → γ Λ (A|ω) is continuous at σ. For quasilocal specifications, we have of course that Ω γ = Ω. For a specification which is quasilocal in some direction θ, the set Ω γ is non-empty, see e.g. [12] . Definition 2.5 A probability measure µ is called almost quasilocal if there exists a specification γ such that µ ∈ G(γ) and µ(Ω γ ) = 1.
Relative entropy
For µ, ν ∈ M + 1,inv we denote
the relative entropy density of µ w.r.t. ν, provided the limit exists. The existence of the limit in (2.6) is a non-trivial problem, and besides the context of Gibbs measures with a translation invariant B 1 -potential, and the context of asymptotically decoupled measures in [16] , there is no general existence result.
Variational Principle
Let γ be a translation invariant specification, ν ∈ G(γ) a translation invariant probability measure and M γ a subset of M + 1,inv .
Definition 2.7
We say that the variational principle holds for (γ,
Point 1 of the definition is usually called 'first part of the variational principle' and corresponds physically speaking to the fact that the Gibbs measures minimize the free energy. Point 2 is called the 'second part of the variational principle' and corresponds to the fact that a minimizer of the free energy is a Gibbs measure. In the context of Gibbs measures with a translation invariant B 1 -potential, the variational principle holds for every ν ∈ G inv (γ) with M γ = M + 1,inv . In more general contexts, M γ will be a set of measures concentrating on configurations which behave properly. It is clear that without any locality requirements on the specification, there is no hope to have a variational principle. E.g., in [6] an example of a specification is given such that every Bernoulli measure ν p ∈ G inv (γ), and hence (1) is not satisfied. On the other hand the examples of transformations of low-temperature Gibbs measures show that some extension of the class of specifications for which the variational principle holds is needed, since for these measures we expect a reasonable thermodynamic formalism. The corresponding specification is given by
Decimation of the Ising model
We consider d ≥ 2 and β > β c such that |G(γ β )| > 1. We call µ + (µ − ) the plus (minus) phase, i.e., the weak limits of γ β
and ν + (ν − ) denotes the image measure of µ + (µ − ) under T b . In [5] the following results are proved: 2. There exists a right continuous monotone specification γ + with ν + ∈ G(γ + ), and a left continuous monotone specification γ − with ν − ∈ G(γ − ). Moreover, for any f
3. Both specifications have the same set of points of continuity, i.e.,
We can now state our first result. 3. ν + is almost quasilocal.
4. If h(µ|ν + ) = 0 and µ(Ω ± ) = 1, then µ ∈ G inv (γ + ), and hence µ is almost quasilocal.
The same results hold if + is replaced by −. For the proof of the theorem, we first state a general proposition. 
. Then, if µ ∈ M + 1,inv is such that h(µ|ν) = 0, then the following two statements are equivalent
for all Λ ∈ S and f ∈ L.
The right-hand-side of (3.5) shows that consistency requires the concentration properties of dµ Λ M \Λ /dν Λ M \Λ to beat asymptotic divergences due to the lack of continuity of γ Λ . This imposes some conditions on µ which are reminiscent of what happens for unbounded spinsystems. The analogy between unbounded spin systems and non-Gibbsian measures is an early remark from Dobrushin. Within approaches based on potentials (weak Gibbsianness) these conditions are defined and handled by cluster-expansion methods [14, 10] . As we discuss below, in favorable cases monotonicity arguments can be used instead.
Proof. The hypothesis h(µ|ν) = 0 implies that for n sufficiently large the F Λn -measurable function g Λn = dµ Λn /dν Λn exists. For f local and Λ ∈ S, pick M such that Λ M ⊃ Λ and g Λ M exist and write
and C M is the right-hand side in (3.5). We shall prove that A M and B M converge to zero as M tends to infinity. Indeed, lim M →∞ A M = 0 follows by dominated convergence, because γ is quasilocal in the direction θ and |γ M Λ (f )| ≤ f ∞ . On the other hand, Csiszár's inequality [3] ,
valid for ∆ ⊂ ∆ ∈ S, implies that
for any ∆ ⊃ Λ M . But the hypothesis h(µ|ν) = 0 implies that the difference in entropies in the right-hand side tends to zero as ∆ ↑ Z d , as shown in [6] or [16] . Hence B(M ) → 0 as M goes to infinity.
Proof of Theorem 3.2
1. The first assertion follows from the results in [16] . Indeed, the decimation of an asymptotically decoupled measure is asymptotically decoupled. More precisely, since ν + is the decimation of the Ising model we automatically have the inequalities with κ n = O(n d−1 ), uniformly in the boundary condition η ∈ {−1, 1} Λ c n . Pfister in [16] shows that (3.8) implies the existence of the relative entropy density h(µ|ν + ) for any µ ∈ M + 1,inv . Zero relative entropy h(ν − |ν + ) = 0 follows from the locality of the transformation T b (see [4] ):
2. It is enough to verify the right-hand side of (3.5) for monotone local functions f since linear combinations of these are uniformly dense in the set of continuous functions. Until the end of the proof of this theorem, we write the reference specification γ instead of γ + . By proposition 3.4 we only have to show that
We first point out that
because γ is monotonicity preserving, while
On the other hand,
and thus by monotonicity,
where the last equality follows from F Λ M \Λ -measurability of ν − (γ Λ (f )|F Λ M \Λ )( · ). From (3.11), (3.12) and (3.14) we conclude
and hence (3.10) follows from the right-continuity of γ and dominated convergence. 3. Follows from assertion 4 of proposition 3.1 4. We apply proposition (3.4 ) again with f a monotone local function. By monotonicity
where g D now denotes the Radon-Nikodym density of µ D with respect to ν + D , and the last equality follows from the Denote ν + β , resp. ν − β the induced measure on {−1, 1} Z by applying T to the low temperature plus phase (resp. minus phase) of the Ising model. It is known that ν + β is not a Gibbs measure, and from [17] one can conclude that if h(ν − |ν + ) exists then it is not zero. The existence of h(µ|ν + ) for a general µ ∈ M + 1,inv cannot be derived from [16] since the projection has not been shown to be asymptotically decoupled. The existence of h(µ|ν + ) for µ ∈ M + 1,inv concentrating on a set of "good configurations" (with ν + measure one) has been proved in [14] . However, the assertions of [5] stated before Theorem 3.2 remain true for ν + β , ν − β . Here we prove Theorem 4.1 If β > β c is sufficiently large, then we have the implication h(µ|ν + β ) = 0 implies µ + ∈ G inv (γ + ).
Projection on a layer
For the proof, we need some more notation. If γ is continuous in the direction θ, then δ θ Λ,M tends to zero as M tends to infinity, and hence for any probability measure µ, µ[A(θ, Λ, f, , M )] tends to zero as M tends to infinity.
