In this paper, range images edge-based segmentation is investigated. The edge detection in the range images is based on calculating significant change in the angle between surfaces normal by computing the surface normal in 3D for each point in the image. Three methods for computing surface normal based on different Surface Fitting are considered. First one is the Eigenvector Method (EM), and second is the Weighted Least Squares Method (WLSM) which is achieved by combining both Eigenvector and least square methods (LSM), finally the Least Median of Squares method (LMS). These segmentation methods have been applied on 3 test range images of polyhedral objects [1], using Matlab under Linux operating system. Following the process of segmentation, a performance evaluation of the applied segmentation methods is done. Experimental results show that significant performance improvement of range image segmentation by LMS method can be achieved.
Introduction
The process of information extraction from an image is known as image analysis. The first step in image analysis is the image segmentation [2] . Simply it is the operation at the threshold between low-level image processing and image analysis. As a result, an image is segmented (classified) into a set of homogeneous and meaningful regions or objects, where each image pixel should belongs to an object. Once an image is segmented, the next task is to recognize the segmented objects or regions. Algorithms for range image segmentation falls into two basic categories: 1) region-based or 2) edge-based. There are also the so called hybrid techniques that use both region and edge information to guide the segmentation process. In [4] range image segmentation algorithms were analyzed. One of the major conclusion of this analysis is that range image segmentation is still not really a solved problem even for simple scenes containing only polyhedral objects. The main problem is that in most algorithms, it is difficult to accurately detect at the same time geometric surfaces and exact edge locations between those surfaces. In his paper the investigated algorithms are edge-based. The framework followed in this work is shown in the block diagram, Fig. 1 . Starting with smoothing the image in order to suppress noise and obtain the smoothed range image R m by using median filter. Next Edge-based segmentation for detecting objects boundaries is applied, where the fitting parameters affecting the process of edge detection using EM, WLSM and LMS are investigated. In range Paper: ASAT-14-207-IP 2 images there are different kinds of discontinuities that can be mainly classified as depth ("step edges") which refers to abrupt change in range value (depth) of the original image and roof ("crease edges") which refers to changes in the normal vector orientation. The process of edge detection followed by morphological operations, where the thinning and filling (connectivity) of detected edges and back ground removal are performed, then the labeling of connected components (regions) is performed. Finally the performance evaluation of the applied fitting parameters method is done.
Fig. 1 Framework block diagram

Test Images
For this work a database of 40 images, acquired with a laser range finder (LRF) scanner which uses a single optical path and computes depth via the phase shift or time delay of a reflected laser beam. The LRF produces range images of size 512 × 512 with 12 bits per pixel was used, varying from ( 0 to 4095) gray level. The database was made available for free by the University of South Florida. All the objects in this database are polyhedral. Every range image has a ground truth (GT) image associated with the range one for the comparison with the results of segmented images. Figure 1 gives three samples test images from the data base, one with single object, second with two objects and the third with five occluded objects.
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Range Image Segmentation
Generally the methods of range image segmentation fall into two basic categories [4] : 1. Region-based segmentation methods (homogeneity): which group range pixels into connected regions based on some similarity measure. Typically, they grow regions around seed points for which a planar fit gives a reliable estimate.
Performance Evaluation
Connected Component Labeling
Morphological Operation( thinning/filling and back ground removal) 
2.
Edge-based segmentation approaches (discontinuity) which locates boundaries between regions by finding points of discontinuity from the range image and then used to guide the segmentation process. There is also a third approach called hybrid techniques that use both region and edge information to guide the segmentation process. Any of these approaches has its strength and weaknesses and can need an extensive postprocessing phase. For example, Edge-based approach tends to produce thick edges and gaps in the boundaries of the regions. There for it should be followed by thinning and filling (connectivity) operations.
Generally the segmentation algorithm that segments an image represent by set R into distinct n subsets, R 1 , R 2 ,… R n , this process should satisfy the following 5 conditions [13, 14] :
⋃ This condition means that the segmentation process is terminated when every pixel is assigned to a region, or a subset. 2.
is a connected region for i =1, 2,...,n, This condition means that the pixels of a region should be connected (i.e. satisfy the conditions of connectivity).
3.
⋂ for all i and j, where i ≠j, this condition means that the subsets (regions) should be disjoint.
4.
( ) for i =1, 2,..., n, This condition means that the property must be satisfied by the pixels of a segmented region. 5.
(
..,n. This condition means that the region and are different in the sense of the property P.
Range Image Edge-Based Segmentation
In this work edge based segmentation for detecting object boundaries is applied using EM, WLSM and LMS. Let R m is the smoothed range image after applying the median filter. Next, the step edge magnitude, denoted by E step is obtained as the maximum difference in depth between a point (r,c) and its neighbors (r+k, c+l) as follows:
where R m (r,c) is the depth value, and w is the window size used to find the step edge. Then a threshold operation is used to decide if (r,c) is a point on a step edge or not. Finding step edges is considered easier than detecting roof edges. Most edge detection methods [5] can detect step edges. Roof edges can be detected by measuring the significant change in the angle between surface normal by fitting the data. Some works which use Eigenvector, least squares and Weighted Least Squares methods in fitting range data are published [6, 7 and 8].
Fitting Plane Procedures
Briefly we will discuss the difference between the EM, LSM, WLSM and LMS in fitting range data and their efficiency for detecting roof edges.
Best fitting plane in case of eigenvector method (EM)
Range data consist of n measurements {x i , y i and z i where i= l, 2 ...n}, for planar surface the best fitting plane in case of Eigenvector method is given by [8] : Then the distance of the i th point to the plane without regard to sign is given by
where (x p , y p , z p ) is any point on the best fit plane and (x i , y i , z i ) is any point on the plane. The triplet (a, b, c) denotes the direction cosines of any perpendicular drawn on the plane pointing away from the origin of the coordinate system. Equivalently, it denotes the components of the unit normal vector drawn on the plane pointing away from the origin; d denotes the perpendicular distance between the plane and the origin. The second term of RHS is the distance from the origin to the best fitting plane, and the first term is the distance from origin to another plane parallel to the former and passing through the i th data point. According to the least square method the best fitting plane is the plane which minimizes the non-negative quantity D 2 ,in (6), with respect to a, b and c.
However, a, b and c cannot vary freely; if they could, then the result would be a = b = c = 0, and D 2 = 0, this will contradict with constraint given in (3).
The point (x c , y c , z c ) is the "center of mass" of the data points which already lies on the best fitting plane, even before the direction cosines a, b, c and the distance d that minimize the above sum are determined. This point is given by:
Since the best fit plane should pass through this point, so we should to minimize the value of Q defined by:
By differentiating with respect to a, b and c and equating the result to zero we have the following:
Let, (
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In linear differential equation homogenous system we have:
To construct a general solution to (11), we assume a solution of the form Q = Vert, where the exponent r and the constant vector V are to be determined. Substituting Q = Vert into (11), we obtain:
Thus to solve the homogeneous system of differential equations Q' = AQ, we can find the eigenvalues and eigenvectors of A as follows: 
But
Equation (16) proves that the eigenvalues of Q are non-negative, and the minimum value of ∑ equals the lowest eigenvalue. The corresponding eigenvector determines the parameters a, b and c of the best fit plane. But d can be determined by the fact that center of mass point lies on that plane, and computed as d=ax c +by c +cz c .
2.2 Best fitting plane in case of least squares method (LSM)
The Eigenvector method of finding the best fit plane is more general than the least squares method [8] . It will be seen that the former method assumes that all measured variables contain error. But in (LSM) only one variable contains error (z), this is the dependent variable. All other variables are independent variables(x, y) which are assumed to contain no or negligible error. The least squares problem in these situations is relatively simple where the best fit plane to a set of points is given by:
where p, q and r are the parameters which will be found by the least squares procedure. So if independent variables have values x i and y i then the measured value of z should be p+qx i +ry i . However, the measured value of z is z i , then the error in the i th measurement is then
According to the least squares method, p, q and r are to be chosen such that to minimize the following sum of the squares:
Differentiating equation (19) with respect to parameters p, q and r and put each derivative equal to zero, we get three equations which can be combined in matrix form as follow:
This leads to evaluate p, q and r for (LSM) method.
Best fitting plane in case of weighted least squares method (WLSM) ( ) is (EM) normal vector and for the (LSM) normal vector is given by (
) [9] . The unit surface normal n is obtained by dividing the surface normal by its length.
From the unit normal definitions we can conclude that
Since the range data contain noise (each variable has error), so we cannot use the usual least squares method to find the parameters of two planes making up the roof, therefore the EM can be used. However the investigation about the uncertainties in the best fit parameters a, b, c and d of the EM is not easy to do [8] . So a combination of the eigenvector method and the usual least squares method (called Weighted Least Squares Method-WLSM) can be applied to find the parameters. EM is used to find d i (the distance of each point from the plane) then by dividing (Weighting) each e i2 in (19) by d i2 to get (25). Using these weights, one can proceed through the weighted least squares to obtain p, q and r through (26, 27) and then we get unit normal for each point from (22).
where stands for the inverse of the modified 3x3 matrix in (26). Best fitting plane in case of least median of squares (LMS) Simply, (LSM) fits the plane by finding the parameters that minimize the sum of squared residuals (SSR), which are represented in (19). Generally we have two types of data clean (without outliers) and bad (with extreme values) data, least squares would perform well if a clean data is used. Therefore performing an enhancement operation on range data by median filter before edge detection by (LSM) is crucial and will affect the performance of (LSM). Smallest percentage of bad data that can cause the fitted plane to explode is defined as the breakdown points, Least squares performs poorly in terms of robustness because a single, aberrant range data point, or outlier, can affect the values of the fitting parameters, and then gives large residual error. LMS is a less sensitive, or more robust, fitting technique than least squares. It should come as no surprise that an estimator using the median would be less sensitive to extreme values than conventional least squares, which is related to the average. The median of the list {1, 2, 3} is the same as the median of the list {1, 2, 100}, while the averages are quite different. An example associated with using least squares on dirty data is given in [11] . By noting that minimizing the sum of squared residuals is equivalent to minimizing the mean of the squared residuals. Dividing the SSR by the number of observations will give the average of the squared residuals without changing the minimum [10] .
As Rousseeuw [12] pointed out, "Most people have tried to make these estimators robust by replacing the square by something else, why not, however, replace the sum by a median, which is very robust?" Formally, the Least Median of Squares fit is determined by solving the following optimization problem (29)
The solution leads to estimate planar surface parameters p, q and r and going through (22) to evaluate the unit surface normal .
Computer Work and Comparison Methodology
Computer Work
The selected three range images of 
Performance Measures
This section introduces briefly the methodology [4] used to compare the performance of the three implemented segmentation algorithms. The comparison between the automatic segmentation (Machine Segmentation, MS) and the manual segmentation (Ground Truth Segmentation, GT) were performed as follows [15] : Let M be the number of regions in the MS image, and N the number of regions in the GT image. Let P m be the number of pixels in the MS region R m (where m =1...M). In the same way, let P n be the number of pixels in the GT region R n (where n =1...N). Let O mn = R m ∩R n be the number of pixels that simultaneously belongs to regions R m and R n . According to this definition, we find O mn = 0, if there is no overlap between regions, and O mn = P m = P n . in the case of complete overlap.
Then, it is possible to build the M×X N O mn ≥ T×P n (at least T percent of the pixels in R n of the GT image, are marked as belonging to R m in the MS image).
2.
Over-Segmentation. One region R n in the GT image and a set of regions R m1 , R mx in the MS image, where 2 ≤ x ≤ M, are classified as an instance of Over-Segmentation if: a.
∀ i ∈ x, O min ≥ T×P m (for all i, at least T percent of the pixels in each region R mi of the MS image also belong to R n in the GT image), and b.
∑ ≥ T×P n (at least T percent of the pixels of R n in the GT image also belong to the union of the regions R m1 ,...,R mx in the MS image).
3.
Sub-Segmentation. Given a set of regions R n1 ,...,R nx , 2 ≤ x ≤M, in a GT image, then one region R m in an MS image is classified as an instance of Sub-Segmentation if: a. ∑ ≥ T×P m (at least T percent of the pixels in R m of the MS image, also belong to the union of regions R n1 , R nx in the GT image), and b.
∀ i ∈ x, O mn ≥ T×P m (at least T percent of the pixels in R ni of the GT image also belong to R m in the MS image).
4.
Missed. A region R n of the GT image that is not classified as an instance of Correct Detection, Over-Segmentation or Under-Segmentation is classified as Missed.
5.
Noise. A region R m of the MS image that is not classified as an instance of Correct Detection, Over-Segmentation or Under-Segmentation is classified as Noise.
Even though these indexes produce a classification for every surface in the images GT and MS, this classification is not unique for T< 1.0. Furthermore, for the range 0.5 < T < 1.0, every region can eventually contribute to three categories (Correct Detection, OverSegmentation or Under-Segmentation). In the case more than one definition is satisfied, the region is classified according to the maximum index. The "perfect" segmentation algorithm should be able to correctly detect all the regions with tolerance 1.0, and without instances of Over-Segmentation, Under-Segmentation, Missed or Noise. 
Results
The result of the complete segmentation process performance on test image of a single object Fig. 2a is shown in Fig. 5a , while Fig. 5b shows the corresponding the ground truth image (a) (b) Fig. 5 (a) 
LMS Segmentation result, (b) Ground Truth
In the previous comparison methodology, section 4.2 used to determine the performance of each method, it is essential to notice that for applied segmentation techniques, special treatment was needed for the background planes. There are some considerations that need to be taken into account in order to perform a good comparison. That the two regions (back ground) are considerable bigger than the regions under analysis. This can make a wrong understanding of the performance indexes and consequently as are classified as "Correct Detection" even for highly restrictive values of the tolerance parameter T. Therefore the background was removed and we only used images with a single object in the scene [15] . 
Conclusion
Since LSM is based on minimizing the sample mean and these means are sensitive to extreme values, it makes sense that LMS, which replaces the mean by the much less sensitive median, will generate a more robust fitting method.
