Abstract. The problem of relationship between output and money has become again a subject of special interests of economists after the most recent global financial crisis and monetary stabilization policies applied by central banks of almost all developed economies. In this context, the main aim of this paper is to assess the relation between GDP and the most important monetary variables in two countries: Romania and Czech Republic over the period of 1995:Q1 -2015:Q4. The choice of these economies was deliberate. The selected countries are different from the viewpoint of rate and results of transformation from the centrally planned to market economy, which have influenced their current economic environment stability. Czech Republic is currently classified as middle or even developed country, whereas Romania is still considered as a developing economy. Thus, differences between these two countries make them interesting in the case of comparative studies. In the empirical part of our research the vector error correction models (VECM) were applied. The main findings of the article are the following: in Romania, there is a short-run causality from money supply (M3) to GDP and a long-run relationship between GDP, internal credit and M3. According to Granger causality test, the rate of M3 in Romania was a cause for economic. In Czech Republic, there is a short-run causality from M3 to GDP and a long-run causality between GDP, internal credit and M3. Thus, the results contradict the money neutrality hypothesis in post-transformation Central European economies.
Introduction
The debate concerning the effectiveness of monetary policy and its influence on short-and long-term growth has been present in the core of modern macroeconomics since its beginning starting from the publication of The General Theory of Employment, Interest and Money. The importance and actuality of this topic is related to the construction of sustainable monetary policy, which is the condition for ensuring healthy economic growth. Thus, both academic economists and policymakers have been interested in measuring the potential influence of monetary variables on output. The issue has been the subject of intensive research in literature (starting with Sims 1972; Stock, Watson 1989; King, Watson 1997) . Since the end of 1980 till the beginning of 2000s, the role of money was overlooked in a large number of studies (Taylor 1999; Clarida et al. 2000) .
At the end of the previous century it seemed there was a commonly accepted consensus concerning the concept of middle-and long-term neutrality of money. There could be also seen a strong skepticism as to application of monetary tools for the objectives of short-term stabilization. It was commonly believed that central banks should only concentrate on the inflation stabilization purposes. From the policy guidelines perspective, it could be seen, for example, in the Maastricht treaty criteria or the suggested good governance practices related to first Washington consensus. However, monetary stabilization actions conducted in the United States after 2000 have contributed to the renewal of research interests in the relation between monetary policy tools and output (see Belongia, Ireland 2016) . As a result, currently many economists suggest that money can be still a strong policy instrument during an economic crisis (Nelson 2003; Duca, Van Hoose 2004; Sims, Zha 2006; Hill 2007; Yıldırım 2015) . The research topic has also gained special actuality after the latest global financial crisis and the related large-scale monetary stabilization policies applied by almost all developed and many developing economies as well (Janus 2016; Jędrzejowska-Schiffauer, Schiffauer 2016; Palankai 2015; Svitálková 2014) .
In this context, the main aim of this paper is to analyze the relationship between output and monetary variables using some econometric approaches (Granger causality on stationary data, vector error correction models, dynamic panel data models). The research was conducted for Czech Republic and Romania for the years 1995:Q1 -2015:Q4. We selected these countries deliberately based on their comparative value from the perspective of comparative studies in Central European post-transformation economies concerning the effectiveness of monetary policy tools in different institutional and macroeconomic environment (Lakic et al. 2015) . The countries have had different paths in their economic development after 1990. Czech Republic succeeded in making quick transition to the market economy, while Romania still faces problems in getting a sustainable economic growth. Czech Republic is currently the most developed Central European economy; it is also a member of OECD, whereas Romania is still considered as a developing economy. Thus, this makes these two countries an interesting case study from the comparative perspective. It is important to see in these two types of economies if there are still differences regarding the money-output relationship.
This contribution can be placed into the current empirical research context concerning the concept of money neutrality in case of the economies being at different development levels. The key novelty of our research is the approach based on time series to study long-run and short-run relationship completed by a panel data approach based on dynamic panel models for the two post-transformation countries. Moreover, this study is not reduced to causality analysis, estimations being provided for each country.
In the next section, review of the previous empirical literature concerning highly developed and developing countries is provided. Then the methodology used in the empirical research is briefly described. The results of econometric estimations are presented in the next part, while the last section concludes.
Review of previous empirical research for highly developed and developing economies
New approaches from literature have currently focused on the money-output causality in the light of complex methods. Starting with the developed economies the money-output causality for the United States in the years 1959-2006 was verified by Gefang, who was using the logistic smooth transition vector error correction model (Gefang 2012) . In the postwar period, a nonlinear relationship between money and output was detected, the changes being due to price levels and increases in output. In the traditional approach, money was not a Granger cause for output. Only a nonlinear causality between money and GDP was identified.
Long-run neutrality of money in the United States in the years 1959-2009 was tested by Lee, who applied a nonparametric testing procedure based on spectral approaches for analyzing relation between nominal money and real output (Lee 2012) . In his approach long-run effects between bivariate integrated series were represented as the spectral density matrix of their first-differences evaluated at the zero frequency. The long-run neutrality was reduced to zero power of the cross spectral density function near the origin. The applied procedure enabled to reject the long-run neutrality for M2.
Quite similar results were obtained by Li et al. , who performed some empirical tests for Granger causality between U.S. money and output and between the return and volume of the CSI 300 Index in the years 1959-2014 (Lee et al. 2016) . They applied the generalized crossspectral distribution function, which enabled to prove that the test statistic captured the nonlinear Granger causality. On the other hand, Albuquerque et al. used a Bayesian approach to study the Granger causality between money and GDP growth in the US (Albuquerque et al. 2016) . The Great Moderation was characterized by strong causality from money to economic growth in the period 1960-2005. After 2005 money had no influence on output growth.
In the case of United States and the debate concerning the concept of money neutrality interesting results were obtained (Sargent, Surico 2011) who showed the instability of lowfrequency regression coefficients that Lucas (1980) used to express the quantity theory of money. The authors extended the Lucas analysis (1955 Lucas analysis ( -1975 to a long period of 1900-2005. In their research a DSGE model estimated over a subsample like Lucas's implied values of the regression coefficients that confirm Lucas's results. However, perturbing monetary policy rule parameters away from the values estimated over Lucas's subsample alters the regression coefficients in ways that reproduce their instability over longer sample. Thus, the authors were able to document periods in which the quantity theory of money propositions broke down and identified alterations in monetary policies that can account for those breakdowns.
Moving to international experience Bae et al. used a bivariate, fractionally integrated, autoregressive, moving average (ARFIMA) model of money and real output to extend Fisher and Seater's long-run neutrality and superneutrality in an ARIMA framework (Bae et al. 2005) . The research was based on time series for a century of low frequency income and money supply data for Argentina (1884 ( -2001 ( ), Canada (1880 ( -2001 , Italy (1880 Italy ( -1998 , Sweden (1880 Sweden ( -1995 , the United Kingdom (1880 Kingdom ( -2001 , and the United States . The authors confirmed long-run neutrality in every country except Sweden. On the other hand, form the policy perspective, they found that even when money has no lasting long-run impact on real output, positive monetary shocks tended to have a significant and persistent positive effect on the level of output.
Chen investigated the long-run money neutrality with application of data for South Korea (1970 Korea ( -2004 and Taiwan (1965 Taiwan ( -2004 , where a special attention was given to the integration and cointegration properties of the variables (Chen 2007) . The research supported the long-run neutrality of money with respect to real output for South Korea. However, in the case of Taiwan, there was no evidence that could support the long-run monetary neutrality for Taiwan. Additionally, based on his estimations the short-run neutrality of money was rejected for both economies.
An interesting comparative study for developed and developing economies was proposed by Issaoui et al., who applied a structural vector error correction (SVEC) model to a comparative research on the United States, Morocco and Gabon for the years 1960-2011 in the case of the US and Morocco, and 1962-2011 for Gabon (Issaoui et al. 2015) . They examined the long-term relationship among money supply (M2), income (GDP), and prices (CPI). They showed noticeable differences between developed and developing economies, as they confirmed the long-term non-neutrality of money supply in the United States, and its neutrality in Gabon and Morocco. Their results showed that the short-term effect of a monetary shock on GDP is positive and decreasing, which can be treated as a confirmation of the Keynesian approach, according to which money positively affects output. In the case of the long-term, the effects of the shocks were not systematically zero. They showed that it was zero in Gabon while positive, decreasing, and at lower rates in Morocco and the USA.
Concentrating strictly on the developing countries Wang et al. analyzed the time-varying causal dynamics in the case of China's money and output based on Markov switching causality approach (Wang et al. 2014) . The advantage of this approach is that the Markov switching causality method might capture the time-varying causality patterns in an endogenous way. The results indicated that there was a bidirectional time-varying Granger causality between money and output in China.
Saatcioglu and Korap investigated validity of the quantity theory of money relationship for Turkish economy in the years 1950-2006 with application of some contemporaneous time series estimation techniques (Saatcioglu, Korap 2009 ). They found that there exists an about one-to-one proportionality between money and prices and money and real income, and that erogeneity of money cannot be rejected for the currency in circulation in the economy. However, in the case of the broad monetary aggregate money seemed to be endogenous as for the long-term variable space.
Asongu analyzed the long-and short-run effects of monetary policy on economic activity (output and prices) in the CEMAC and UEMOA CFA franc zones with application of VARs within the frameworks of Vector Error-Correction Models and Granger causality models (Asongu 2016) . Based on the research a hypothesis that monetary policy variables affect prices in the long-run but not in the short-run in the CFA zones was rejected. In regard to the influence of monetary variables on output he confirmed the neutrality of money in the long term. On the other hand, in the short-run with the exception of overall money supply, the significant effect of money on output was more relevant in the UEMOA zone, than in the CEMAC zone, where only financial system efficiency and financial activity were significant.
Telatar and Cavusoglu investigated the hypothesis of long-run neutrality and long-run superneutrality of money in the second half of XX century for high inflation countries: Argentina, Brazil, Ecuador, Mexico, Uruguay and Turkey (Telatar, Cavusoglu 2005) . They applied Fisher and Seater's bivariate ARIMA representation where money and real output are modeled with log-linear system (Fisher, Seater 1993) . Their final results were country specific as money was long-run neutral but not superneutral with respect to real output for Argentina and Uruguay. In these countries money growth had a negative effect on real output. The long-run superneutrality was confirmed for Brazil, Mexico and Turkey. On the other hand, the long-run neutrality was rejected for Ecuador.
Moreover, Hiscock and Handa concentrated on testing long-run money neutrality and superneutrality for all South American economies for the years 1960-2009 (see Hiscock, Handa 2013) . By analogy to previous research they applied Fisher and Seater's procedure and they used M1 and M2 as monetary variables. In their research money neutrality was not rejected for Brazil, Chile, Colombia, Guyana, Suriname, Uruguay and Venezuela. However, it was rejected for Argentina, Bolivia, Ecuador, Paraguay and Peru. In the case of the countries, where superneutrality could be tested, it was not rejected for Bolivia, Brazil, Chile, Colombia, Guyana, and Uruguay. It was rejected for Argentina and Peru.
For Czech Republic, a vector autoregression approach was implemented to support the relationships between output and few macroeconomic variables. The causality approach suggested that past price evolution is a Granger cause for interest rate, previous evolution of GDP influences the interest rate while past real GDP causes variations in price level (Urbanovský 2016).
For Romania and Slovak Republic, a Bayesian approach put into evidence the negative impact of internal credit on output growth in the period 1995-2016 (Korauš et al. 2017) . This negative correlation might be explained by the changes brought by the global economic crisis. For Romania, the empirical findings for the relationship between GDP and monetary variables showed that there was a bidirectional relation between changes in real money demand and output growth in the period 2000-2015, using data with quarterly frequency .
The presented review of empirical literature confirms that the research on the relation between monetary variables and output is still in the center of interests of economists. What is more, the provided literature review confirms important differences in the final results depending on the economy and its stage of development, analyzed period and applied methodological approach.
Methodology
The stationarity of a time series is an essential characteristic, because it might affect its behaviour. If the data series for x and y are non-stationary and random processes (integrated series), when modelling the relationship between x and y, the use of a simple OLS could determine a spurious (false) regression. By definition, the stationary of a time series is a statistical property that implies constant mean and variance over time.
If the data series is stationary without differencing it, then the data series is integrated of order 0 (I (0)). If the data set is stationary in the first difference, then it is integrated of order 1 (I(1)). Augmented Dickey-Fuller or Phillips-Perron test might be used to test for the stationary character of the data series.
According to Simionescu, the number of cointegrated vectors could be determined using Johansen and Juselius cointegration test: trace test or maximum eigenvalue test (Simonescu 2014). The last test considers a null hypothesis that states that there are r cointegrating relations, while the alternative assumption considers r+1 cointegrating relationships when r = 0,1,2,…, n-1. The test statistics has the following form:
where λ -maximum eigenvalue, T -sample size, n, r -number of cointegrating relationships, max LR -maximum likelihood ratio. Trace statistics test considers a null hypothesis that states that there are r cointegrating relations, while the alternative assumption considers n cointegrating relationships when r = 0, 1, 2, …, n-1. The test statistics has the following form:
where -λ maximum eigenvalue, T -sample size, n, r -cointegrating relationships, LR maxtrace likelihood ratio.
In practice, there are cases when maximum eigenvalue and trace statistics indicate different results, but always the result based on trace test should be preferred (see Fałdziński et al. 2016; Pietrzak et al. 2017) .
If a cointegration relationship has been identified, then there is a long-run equilibrium relationship between the variables. The vector error correction model (VECM) is estimated in order to assess the short-run characteristics of the co-integrated series. In case of no cointegrated relationship, the VECM is not estimated and Granger causality is checked on stationary data series. For the VECM we have the following regression equations:
where
The cointegration rank in the VECM framework indicates the number of cointegrating vectors. A significant and negative coefficient for VECM shows that the short-run fluctuations between the dependent variable and the explanatory ones determine a stable long-term relationship between variables.
We can describe the Granger causality between two variables X and Y as:
where , -
µ -errors term following a white noise. The subscript is used for time periods. The trend in X and Y is seen as general movements of cointegration that appear between X and Y and it follows a unit root process. We can apply the test twice: to study if X does not Granger cause Y and to study if Y does not Granger cause X. If the first null hypothesis is not rejected and the second one is rejected, then changes in X are Granger caused by the modifications in Y. If the first null hypothesis is rejected and the second one is not rejected, then changes in Y are Granger caused by the modifications in X. If both assumptions are rejected, then we have a bidirectional relationship between variables.
Models for GDP in Romania and Czech Republic considering monetary explanatory variables
The data of this research are related to the following macroeconomic variables for Czech Republic and Romania in the period 1995:Q1 -2015:Q4: gross domestic product (GDP) at market prices (Chain linked volumes (2010), million Euro), Euro/RON, respectively Euro/ Koruna exchange rate (ER), monetary policy interest rate, money demand M2, money supply M3 (defined as liquid liabilities of the banking system), and domestic or internal credit. The Eurostat database is the source for GDP data series, the rest of the variables having data provided by the National Bank of the two states.
After the transformation disturbances in the early 90s, Romania has experienced a long period of economic growth, which was interrupted by two international crisis episodes: the international instability of the year 2001 and then the world economic and financial crisis in the last quarter of 2008. As a result, in the analyzed period the first significant shock in the Romanian economy occurred in the second quarter of 2001 because of the international context: the decrease in oil price and in the EU imports, the famous terrorist attacks in the 11 th of September 2001, less industrial production in the euro area. In Romania, the industrial production declined because of the capital market contraction in the first three quarters. However, these external threats did not decrease consumption and GDP. Unlike Romania, the Czech Republic transformed relatively quickly to a market economy. The conservative monetary and fiscal policies created a stable macroeconomic environment. However, in 1997 and 1998, the Czech Republic registered a serious economic decline, which was a consequence of a financial crisis after a massive speculative attack on the Czech crown in May 1997 conducted by international investors. After a set of serious structural and institutional reforms that were forced by the recession, since 2003 the output has registered a constant increase. The positive trend was supported by the entry in the EU in 2004, which helped to increase competitive advantage of the Czech goods on the foreign markets.
As the data series have quarterly frequency, the data were seasonally adjusted using the Tramo-Seats method. The correlation matrix is built for the variables with seasonally adjusted data (see Table 1 ), GDP_SA, CREDIT_SA, M2_SA represent seasonally adjusted data series for GDP, internal credit, money demand. Table 1 presents correlation matrix of the variables for Romania. Based on the values of Pearson's coefficients of correlation, in Romania there is a very strong correlation between the following pairs of variables: GDP and monetary policy interest rate, M2 and GDP and M3 and GDP. The negative connection between GDP and interest rate is in line with the economic theory, because a lower interest rate promotes investment that is just a part of the GDP. The increase in money supply will generate increase in GDP. In general, the credit expansion brings increases in GDP and other macroeconomic variables. The exchange rate affects the net export. A depreciation of the national currency will increase net export and, consequently, the GDP. In this particular case, the national currency depreciation stimulates the deposits' holders to keep the money in foreign currency. For Czech Republic, the correlation matrix is built in Table 2 .
Correlation matrix of the variables for Czech Republic is given in Table 2 . In Czech Republic, a very strong correlation was observed between the following variables: GDP and M2, GDP and M3, GDP and internal credit, M3 and internal credit, M2 and internal credit, M2 and M3. GDP is well correlated with exchange rate (Euro-Koruna), but weakly correlated with monetary policy interest rate. Taking into account all these connections, we can state that GDP in the Czech Republic might be explained by M3, internal credit and Euro/Koruna exchange rate. The econometric model will relate GDP to M3 and internal credit. Before estimating the models, the presence of unit roots in data will be checked using Phillips-Perron test (see Table 3 ).
For Czech Republic, the data series for the following variables are stationary at 5% level of significance: GDP rate, GDP in first difference, internal credit in first difference, exchange rate in first difference, interest rate in first difference, M2 in the second difference, M3 in the first difference, M3 rate.
For Romania, GDP, M3 and internal credit data series in first difference are stationary at 5% level of significance. These results indicated that the variables are co-integrated of order 1. Moreover, the rates of GDP, M2, M3 and internal credit have stationary data series at 5% level of significance. 
End of Table 3
The Granger causality is checked for these variables with stationary data (see Table 4 for Romania and Table 5 for Czech Republic). According to Granger causality test, the rate of M3 in Romania was a cause for economic growth over the period 1995:Q1 -2015:Q4, while rate of internal credit was an indirect cause through the M3. On the other hand, rate of M2 was not a cause for economic growth in Granger sense. In Czech Republic, there is not a causal relationship between internal credit variation and economic growth or M3 and economic growth.
The cointegration tests (trace and max-eigenvalue tests) indicated the existence of one co-integrating equation at 5% level of significance. For variables in level an error correction model (ECM) was built in order to study the relationship between variable on long-run and on short-run. According to most of the lag length criteria, the optimal lag equals 2 for Romania and Czech Republic.
The following representation for the ECM model for Romania was proposed:
82465) + C(10)·D(GDP_SA(-1)) + C(11)·D(GDP_SA(-2)) + C(12)·D(M2_SA(-1)) + C(13)·D(M2_SA(-2)) + C(14)·D(CREDIT_SA(-1)) + C(15)·D(CREDIT_SA(-2)) + C(16);
where: C(1), C(2),…,C(24) are coefficients in the regressions, D(GDP_SA), D(M2_SA), D(CREDIT_SA) represent seasonally adjusted data series for GDP, money demand and internal credit in first difference. According to estimations, C(1) has a negative value, fact that shows a long-run causality between GDP, internal credit and M3. In order to establish the existence of the short-run causality, the significance of some of the coefficients is checked (C(4), C(5), C(6) and C (7)). The results based on OLS estimation are presented in the Table 6 . Only C(4) significantly differs from 0, which indicates that there is also a short-run causality from M3 to GDP in Romania.
All the results regarding the estimation of the ECM model are presented in Appendix 1. The errors are homoscedastic at 5% level of significance, the chi-square statistic being 105.4408 (associated p-value is 0.0569). Moreover, the errors are not serial correlated till a lag equaled to 12 at 5% level of significance.
According to variance decomposition for seasonally adjusted GDP in Table 7 , in the first period after a shock in economy, the changes in GDP are caused only by that shock. After two periods, only 97.01% of the variation in GDP is due to changes in GDP, 2.98% of the variation being due to changes in money demand M2. The influence of M2 increases in time, arriving to around 12.57% at the 10 th lag. The following representation for the ECM model for Czech Republic was given: (18) According to estimations for Czech Republic, C(1) has a positive value, fact that does not show a long-run causality between GDP, internal credit and M3. The coefficients C(4), C(5), C(6) and C(7) are not statistically significant and a short-run causality was not identified.
In the next stage, using the data for both countries, a dynamic panel data model was built to explain the GDP using the monetary variables (M3 and internal credit) as we can see in Table 8 . The estimations' results (Table 8 ) showed a positive relationship between GDP in the current period and GDP in the previous period. An increase in GDP in the previous period by one unit will generate an increase in the current GDP by 0.669 units. Contrary to expectations, the internal credit was negatively correlated to GDP. As Leitão showed that there is not any consensus in literature regarding to support that domestic credit stimulates the economic growth (Leitão 2013 ). Leitão observed a positive correlation between GDP and credit using a dynamic panel data for BRIC countries (Brazil, Russia, China, India) and for the European Union member states during the period 1980 -2006 (Leitão 2010 (Levine 1997; Sanchez, Yu 2011; Korauš et al. 2017) . In this case, the internal credit discouraged the investment and saving that might support the economic growth of a country. Other authors showed that a system using high taxes discourages the economic growth of that country (Padovano, Galli 2002; Koch et al. 2005; Lee, Gordon 2005) . The fiscal policy could be used as control measure opportunity to adjust inflation or government spending. As expected, M3 had a positive influence on GDP. At each increase in M3 by 1 unit, the GDP increases, in average, by almost 4.53 units.
However, it should be noted that the period from 2002 to 2016 was characterized in both countries by phases of economic growth and recession. The business cycle phases could affect the relationship between GDP and monetary variables.
Conclusions
The relationship between output and money has been the subject of many studies in the last years. The results depend on the type of economy. In this research, we chose two countries that experience a different economic development after the collapse of communist regime. Using the VECM framework, we showed that in Romania and in Czech Republic there was a long-run relationship between GDP, internal credit and M3 and a short-run relationship only from M3 to output. The rate of M3 was a cause of economic growth in Romania. However, it was not confirmed for Czech Republic. Alternative methods for studying the relationship money-output could be Bayesian VAR models or complex approaches based on DSGE models.
The novelty of this research is given by the comparative analysis of this relationship for two countries with different economic evolutions in the transition from planned economy to market economy. The obtained interesting results contradict the money neutrality hypothesis in post-transformation Central European economies. We brought evidence against money neutrality based on two different econometric approaches: a time series approach for VEC models and a panel data approach using dynamic models. Contrary to economic theory, the internal credit was negatively correlated to GDP. In our case, the internal credit discouraged the investment and saving that might support the economic growth of a country.
In that context as expected, the dynamic panel approach indicated that M3 had a positive impact on output, but the internal credit had a negative influence, as it could discourage investment and saving.
As a result, the provided research can be treated as a voice against the hypothesis of money neutrality in post-transformation countries. The practical implications of these results are related to the policies design. The fiscal policy could be used as control measure opportunity to adjust inflation or government spending.
In the future, this research might be extended in regard to methodological perspective, for example by introducing DSGE models. The additional direction of future research can be seen in the need for comparisons of the results with those for other countries in the Central and Eastern Europe. 
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