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Introduzione
Nel corso dei miei studi universitari ho maturato un interesse via via
sempre più definito e crescente nei riguardi della fisica matematica e nello
specifico, ho concentrato la mia attenzione sugli aspetti che riguardano la
teoria quantistica classica e la teoria dei campi.
Le motivazioni personali che mi hanno portato alla stesura della seguente
tesi sono state un interesse speculativo sulla trattazione formale dei problemi
classici della quantizzazione sia in ambito quantistico (prima quantizzazio-
ne), sia in quello riguardante la teoria dei campi (seconda quantizzazione).
Le motivazioni scientifiche di questo lavoro sono dettate dall’esigenza in pri-
mo luogo di approfondire il lavoro di V. Bargmann su di un particolare spazio
di Hilbert di funzioni analitiche, allo scopo di ricercare risultati utili in cam-
po analitico, ed in secondo luogo di elaborare alcune soluzioni di interesse
generale sulla teoria degli operatori lineari autoaggiunti e non, tenendo come
punto di partenza lo studio approfondito di una particolare sottoclasse di
funzioni da me studiata ed elaborata.
V. Bargmann1 tra gli altri lavori, è noto principalmente per il suo fonda-
mentale contributo sulle rappresentazioni irriducibili unitarie dei gruppi di
Lorentz, e lo studio da un punto di vista algebrico delle equazioni d’onda re-
lativistiche. L’articolo da cui trae spunto questa tesi ha come base lo studio
delle soluzioni operatoriali derivanti dalla prima quantizzazione (a cui Fock
già collaborò), ed è rilevante in quanto, portando la ricerca di tali soluzioni
dallo spazio classico delle funzioni di stato in L2 a uno spazio di funzioni
1Berlino 1908 - Princeton 1989, matematico e fisico tedesco.
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analitiche intere, pone i presupposti per molti risultati utili in generale sugli
operatori lineari su questo spazio, ed inoltre dà la possibilità di costruire al-
cuni operatori aventi forma piuttosto semplice da trattare soprattutto nella
ricerca dello spettro, e poi per le loro proprietà più generali.
Nel corso di questa tesi è stato anzitutto studiato, analizzato ed integrato il
lavoro di V. Bargmann; si è successivamente studiata la trasformata dell’o-
peratore CP nel nuovo spazio di funzioni analitiche introdotto da Bargmann.
In seguito lo studio si è focalizzato su di una particolare sottoclasse di fun-
zioni analitiche, basata sulla trasformata dell’operatore CP e sul teorema
di simmetria delle funzioni olomorfe di Schwartz. Sono poi stati messi in
luce diversi aspetti topologici dello spazio in questione. In ultimo, si è con-
siderato l’insieme degli operatori CP -simmetrici e sono state approfondite e
rielaborate varie loro proprietà, facendo in particolare uso di alcuni risulta-
ti riguardanti le algebre di Banach e le costruzioni topologiche di Gel’fand,
Naimark e Mazur.
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Capitolo 1
Considerazioni e risultati
preliminari
1.1 Quantizzazione classica
Nella teoria della meccanica quantistica classica per quantizzazione s’in-
tende una regola per associare ad un osservabile classico f un operatore
autoaggiunto F̂ che agisce sullo spazio di Hilbert che descrive gli stati quan-
tistici (puri) del sistema. Per esempio, una particella libera nello spazio, e la
sua posizione tramite l’associazione ~x←→ Q~x (una volta stabilito sotto quali
condizioni quest’ultimo sia autoaggiunto). Esistono naturalmente vari modi
per fornire tale associazione, e in seguito ne verranno trattati alcuni. Da un
punto di vista più generale, quella che rappresenta l’idea della quantizzazio-
ne risiede nei principi stessi della meccanica quantistica, formulati intorno
al 1930, che danno un’interpretazione profondamente diversa del concetto di
misura e misurabilità degli osservabili stessi. Essi si possono elencare come
I. Principio di sovrapposizione: Gli stati puri di un sistema quantistico sono
i vettori di uno spazio di Hilbert complesso separabile X.
II. Principio di quantizzazione: Ad ogni osservabile classico f è associato un
unico operatore autoaggiunto F in X.
III. Principio della misura: Data la famiglia spettrale E(λ) dell’opera-
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tore autoaggiunto F corrispondente all’osservabile f , allora la distribuzio-
ne di probabilità dei valori che la grandezza f può assumere sullo stato
preparato ψ ∈ X, in seguito ad un procedimento di misura, è dρψ(λ) =
d 〈E(λ)ψ, ψ〉 / ‖ψ‖2.
La famiglia spettrale di cui in III. (o risoluzione dell’identità) è per defini-
zione una famiglia di proiettori ortogonali 1, λ 7→ E(λ), λ ∈ R, sullo spazio
X, fortemente continua a destra, ossia limε→0+ E(λ+ ε) = E(λ), che soddisfa
inoltre le proprietà seguenti:
1.
s− lim
λ→−∞
E(λ) = 0X , s− lim
λ→+∞
E(λ) = IX ;
2. E(λ) è non decrescente; in altre parole, se λ ≤ µ, allora E(λ) ≤ E(µ)
nel senso debole
〈E(λ)ψ, ψ〉 ≤ 〈E(µ)ψ, ψ〉 , ∀ψ ∈ X
.
La famiglia spettrale introduce la misura spettrale, o dE(λ), la quale forni-
sce una generalizzazione in dimensione infinita del teorema spettrale classico
a dimensione finita, e che permette in seguito di scrivere un operatore au-
toaggiunto H come ’somma’ di proiettori sugli autospazi corrispondenti allo
spettro di H (che si sa, essendo autoaggiunto, avere spettro reale; ecco per-
ché, fondamentalmente, λ è un parametro reale). In altre parole, vale la
scrittura (grazie al teorema di Stone-Von Neumann) H =
∫
R λ dE(λ).
Ne viene direttamente che per calcolare ‖Hψ‖2, si usa
‖Hψ‖2 =
∫
R
λ2 dρψ(λ), ρψ = 〈E(λ)ψ, ψ〉 ,∀ψ ∈ X.
1Per ogni sottospazio chiuso C ⊂ X, ∀ψ ∈ X, vale la rappresentazione unica (grazie
al teorema di proiezione di spazi di Hilbert) ψ = ψC + ψ
⊥, dove ψC ∈ C, e ψ⊥ ∈ C⊥;
l’operatore di proiezione ortogonale PC è l’operatore che agisce su X proiettando i vettori
su C, ossia
PCψ = PC(ψC + ψ
⊥) := ψC , ∀ψ ∈ X.
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Dato quindi uno stato (puro) preparato ψ ∈ X (per esempio, una particella
libera nello spazio), a seguito di un processo di misura della grandezza f
sullo stato medesimo, allora il valor medio di tale misura (in seguito alla
quantizzazione) è dato da
fψ =
∫
R
λ d 〈E(λ)ψ, ψ〉 =
∫
R
λ dρψ(λ) = 〈Fψ, ψ〉 ,
dove, come si vede chiaramente, la misura spettrale dipende unicamente
dall’operatore autoaggiunto F , risultato della quantizzazione.
Esempio 1.1. : Si prenda una particella libera nello spazio 2 R3; sia X =
L2(R3). Sia poi ~x il nostro osservabile classico; ad esso viene associato l’ope-
ratore Q~xjψ = xjψ, ψ ∈ L2(R3). Se R è una regione dello spazio, o meglio,
un parallelepipedo formato dal triplice prodotto cartesiano di intervalli in R,
allora la famiglia spettrale corrispondente a Q~xj risulta E(Ij)ψ = χ(Ij)ψ,
j = 1, 2, 3. Questo, valendo lungo le tre direzioni ortogonali x, y, z, comporta
che la distribuzione di probabilità dei valori di posizione della particella in
esame in una regione dello spazio R sia data dalla distribuzione congiunta
delle tre misure spettrali, ossia dρψ(λ1;λ2;λ3) = d < χ(R)ψ, ψ >= |ψ|2 d~x.
Di conseguenza la probabilità di misurare la posizione della particella nella
regione R è data da
PR =
∫
R
|ψ(~x)|2 d~x.
ψ(~x) può assumere in generale valori complessi; quello che più conta nelle
analisi fisiche è però il modulo quadro di ψ, certamente reale, che in fisica as-
sume il significato di ampiezza di probabilità della funzione d’onda associata
a ψ.
1.2 Quantizzazione lineare
Richiamando quanto scritto in precedenza, un osservabile classico può
essere visto come una funzione nello spazio delle fasi, generalmente indicata
2La dipendenza dal tempo rimane in quest’analisi implicita.
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con f(q, p); ad f viene poi associato (a meno di equivalenze unitarie) un
operatore autoaggiunto F (indicato frequentemente anche con f̂ , o F̂ ). In
questo caso, l’osservabile f viene anche detto simbolo dell’operatore F .
Esempio 1.2. : Quantizzazione 2n-canonica: ∀j, si pone{
qj ←→ Qj
pj ←→ Dj = −ı∂xj
Esempio 1.3. : Quantizzazione 2n-pq:
pjqj ←→ p̂j q̂j
Quantizzazione 2n-qp:
pjqj ←→ q̂j p̂j
Esempio 1.4. : Quantizzazione 2n-media:
pjqj ←→
(p̂j q̂j + q̂j p̂j)
2
La quantizzazione f ←→ f̂ richiede in generale alcuni requisiti. Deve
anzitutto essere lineare, ossia
1. f + q ←→ f̂ + ĝ; ∀α ∈ C, αf ←→ αf̂ .
2. Principio di corrispondenza: la quantizzazione dipende dal parametro
~ := h/2π; in altre parole valgono
I. ϕ : f −→ f̂ dipende da ~⇔ ϕ = ϕ(f, ~).
II. f = f(q, p) è definita implicitamente tramite lim~→0 ϕ(f, ~) = f̂ .
La II. si traduce poi nel fatto che, per esempio, se f̂ = f̂1f̂2, allora ∃ f1, f2
tali che f = f1 ∗ f2,
lim
~→0
(f1 ∗ f2)(q, p) = f1(q, p)f2(q, p),
lim
~→0
ı
~
[f1 ∗ f2 − f2 ∗ f1] (q, p) = {f1, f2}P ,
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dove
{f1, f2}P :=
n∑
i=1
(
∂f1
∂pi
∂f2
∂qi
− ∂f1
∂qi
∂f2
∂pi
)
.
Partendo dal simbolo f , si può giungere all’operatore f̂ utilizzando il
nucleo integrale, e cioè la funzione (o distribuzione) kf (x, y) tale che ∀u ∈
C∞0 (X) l’azione di f̂ si può scrivere come
(f̂u)(x) =
∫
Rn
kf (x, y)u(y) d
ny.
Notando che il nucleo integrale non è a priori definito sullo spazio delle fasi
(q, p), si vede tuttavia che esso funge in qualche modo da simbolo per la
quantizzazione. Sullo spazio degli operatori si può definire un operatore
’semplice’ differenziale del tipo
ϕ̂ :=
∑
|α|,|β|≤m
cα,β q̂
αp̂β, cα,β ∈ C, (1.1)
con α e β multi-indici. Se X = L2(Rn), allora gli operatori semplici defi-
niti come sopra sono densi nell’insieme degli operatori in L2(Rn). Risulta
allora evidente che i simboli, ove abbiano una corrispondenza continua con
gli operatori nella quantizzazione, rimangono definiti, una volta che vengono
definiti operatori del tipo 1.1; ciò che conta è dunque la quantizzazione di
operatori del tipo p̂jϕ̂, ϕ̂p̂j, q̂jϕ̂, ϕ̂q̂j in termini del simbolo ϕ dell’operatore
ϕ̂.
Definizione 1.1. (Quantizzazione lineare)
Siano L1pj , L
2
pj
, L1qj , L
2
qj
operatori lineari differenziali del primo ordine a
coefficienti costanti, per esempio
L1pj =
n∑
k=1
(
α1j,kpk + β
1
j,kqk + γ
1
j,k
∂
∂pk
+ δ1j,k
∂
∂qk
)
.
Si definisce quantizzazione lineare un’associazione del tipo, ∀j,
p̂jϕ̂ −→ L1pjϕ, ϕ̂p̂j −→ L
2
pj
ϕ,
q̂jϕ̂ −→ L1qjϕ, ϕ̂q̂j −→ L
2
qj
ϕ.
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Le matrici formate dai coefficienti non sono arbitrarie, ma nella quantiz-
zazione esse devono soddisfare le regole di commutazione canonica [p̂i, q̂j] =
−ı~δi,j, [p̂i, p̂j] = 0 = [q̂i, q̂j].
Esempio 1.5. : La corrispondenza f ←→ kf (x, y) tra simboli e loro ri-
spettivi nuclei integrali è lineare, se gli Li sono gli operatori risultanti dalla
soluzione classica di Schrödinger.
1.2.1 qp-simboli
Definizione 1.2.
Si definisce qp-simbolo dell’operatore ϕ̂ la funzione polinomiale data da
ϕ(q, p) =
∑
|α|,|β|≤m
cα,βq
αpβ. (1.2)
Proposizione 1.2.1.
Se ϕ è come in 1.2, allora essa sottosta alla quantizzazione lineare fornita,
∀j da
p̂jϕ̂←→
(
pj − ı~
∂
∂qj
)
ϕ, ϕ̂p̂j ←→ ϕpj,
q̂jϕ̂←→ qjϕ, ϕ̂q̂j ←→
(
qj − ı~
∂
∂qj
)
ϕ. (1.3)
Dimostrazione. La dimostrazione si basa sul seguente risultato:
p̂j q̂
αj
j = −αjı~q̂
αj−1
j + q̂
αj
j p̂j.
Stando alla quantizzazione lineare, richiediamo ora che le condizioni 1.3
siano valide anche per simboli non polinomiali. In generale, dunque, si
cercano degli operatori L ed L∗ tali che, utilizzando il nucelo integrale, si
abbia
f(q, p) =
∫
L(q, p;x, y)kf (x, y) d
nx dny, (1.4)
kf (x, y) =
∫
L∗(x, y; q, p)f(q, p) dnq dnp. (1.5)
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L’esempio 1.5 e la 1.3 implicano che(
pj − ı~
∂
∂qj
)
L = ı~
∂L
∂xj
, pjL = −ı~
∂L
∂yj
,
qjL = xjL,
(
qj − ı~
∂
∂pj
)
L = yjL. (1.6)
Mentre per L∗ valgono le equazioni aggiunte(
pj + ı~
∂
∂qj
)
L∗ = −ı~∂L
∗
∂xj
, pjL
∗ = ı~
∂L∗
∂yj
,
qjL
∗ = xjL
∗,
(
qj + ı~
∂
∂pj
)
L∗ = yjL
∗. (1.7)
Consideriamo per ora le equazioni che coinvolgono L; come si vede dalle
1.6 esse sono equazioni ordinarie alle derivate parziali in xj ed yj. Si ricorda
inoltre che ogni equazione scritta nella 1.6 prevede n equazioni differenziali
ordinarie.
Risolvendo il secondo insieme di n equazioni differenziali, ossia pjL = −ı~ ∂L∂yj ,
si ottiene
L = eıp·y/~L1(q, p;x);
Sostituendo quest’ultima nel primo insieme delle 1.6, ricaviamo
L1(q, p;x) = e
−ıp·(x+q)/(2~)L2(x− q, p).
La terza invece dà direttamente
L2(x− q, p) = δ(x− q)L3(p),
cosicché si può porre x = q. Andando infine a sostituire quest’ultimo risultato
nel primo set di equazioni in 1.6 si ha che L3(p) non dipende da p, ed è dunque
costante, L3(p) = c. Questa costante si ricava tenendo presente che come
condizioni a contorno il simbolo f = 1 ha come nucleo integrale associato
k1(x, y) = δ(x − y), di modo che L3(p) = c = 1. Quindi, riscrivendo L
opportunamente, si è trovato
L = δ(x− q)eıp·(y−q)/~, (1.8)
10 1. Considerazioni e risultati preliminari
ed analogamente
L∗ = (2π~)−nδ(x− q)e−ıp·(y−q)/~. (1.9)
Per riassumere, si conclude che
Proposizione 1.2.2. (Quantizzazione di qp-simboli e nuclei)
Sia f un simbolo nello spazio (q, p), ed f̂ l’opearatore corrispondente tramite
quantizzazione lineare, espresso mediante il nucleo integrale di f . Allora vale
f(q, p) =
∫
kf (x, y)e
ıp·(y−q)/~ dny, (1.10)
kf (x, y) = (2π~)−n
∫
f(x, p)e−ıp·(y−x)/~ dnp. (1.11)
Questo implica, in particolare, che un operatore f̂ possa essere espresso
in termini del qp-simbolo f come
(f̂u)(x) = (2π~)−n
∫
eıp·(x−y)/~f(x, p)u(y) dny dnp, (1.12)
o, più brevemente
(f̂u)(x) =
∫
eı·x/~f(x, p)ũ(p) dnp, (1.13)
dove si è posto
ũ(p) = (2π~)−n
∫
e−ıp·y/~u(y) dny, (1.14)
e, come si vede, ũ(p) è strettamente legata alla trasformata di Fourier; inoltre
si noti come queste ultime equazioni rimandino in particolare alla quantizza-
zione di Weyl (vedere prossima sezione).
Perciò, tali formule sono in grado di definire l’azione dell’operatore f̂ su
una vasta classe di simboli f(q, p). Per quanto scritto sopra, sotto oppor-
tune condizioni di seguito illustrate, si può definire l’operatore f̂ su S(Rn)
(la trasformata di Fourier ben definita come operatore unitario), e dunque
f̂ : S(Rn) −→ S(Rn), e di conseguenza, il dominio di f̂ è denso in L2(Rn), e
si possono allora estendere diversi risultati per chiusura.
Si ricorda inoltre che, dalla teoria dei simboli in analisi, si ha che
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Definizione 1.3. (Simbolo)
Sia a ∈ C∞(X ×RN), a = a(x, θ), con x ∈ X ⊆ Rn, θ ∈ RN . Se ∀α ∈ (Z+)n,
∀β ∈ (Z+)N , e ∀ compatto K ⊂ X esistono dei numeri reali cα,β,K , ρ, δ ed
m tali che
|∂αx∂
β
θ a(x, θ)| ≤ cα,β,K(1 + |θ|)
m+δ|α|−ρ|β|, |θ| ≥ 1, (1.15)
allora si dice che a è un simbolo, e si scrive a ∈ Smρ,δ(X × RN).
Definizione 1.4. (Funzione di fase)
Una funzione ϕ = ϕ(x, θ), x ∈ X ⊆ Rn si dice di fase se valgono
1. θ ∈ ṘN , dove ṘN := RN r {0};
2. ={ϕ} ≥ 0;
3. ϕ(x, λθ) = λϕ(x, θ), λ > 0;
4. dϕ 6= 0.
Si può naturalmente considerare lo spazio X come prodotto di due spazi
in Rn, raddoppiandone cos̀ı la dimensione, che, con abuso di notazione, verrà
indicato con X × Y . Il simbolo a starà allora per a = a(x, y, θ) ∈ Smρ,δ(X ×
Y × RN).
Esempio 1.6. : Se a(x, θ) è tale che, per |θ| ≥ 1 e se λ > 0, allora a(x, λθ) =
λma(x, θ) (a si dice positivamente omogenea di grado m), allora a ∈ Sm1,0.
Esempio 1.7. : Il simbolo a(x, θ) = eı〈x,θ〉 sta in S00,1.
Esempio 1.8. : Sia data una funzione f ∈ C∞(X × RN) tale che
1. f positivamente omogenea di grado 1;
2. f ≥ 0,
allora e−f(x,θ) ∈ S01
2
, 1
2
.
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Esempio 1.9. : (funzione di fase) L’esempio più comune di funzione di fase
è ϕ(x, y, θ) := 〈x− y, θ〉, con X = Y , ed N = n. Si verifica subito che le
condizioni 1., 2. della definizione 1.4 sono soddisfatte; se λ > 0, si ha poi
che ϕ(x, y, λθ) = λϕ(x, y, θ). Infine
dϕ =
n∑
j=1
∂ϕ
∂xj
dxj +
n∑
j=1
∂ϕ
∂yj
dyj +
n∑
j=1
∂ϕ
∂θj
dθj =
n∑
j=1
θj dxj −
n∑
j=1
θj dyj+
+
n∑
j=1
(xj − yj) dθj.
=⇒ dϕ 6= 0, in quanto θ 6= 0.
Definizione 1.5.
Sia ϕ una funzione di fase (su X × ṘN); siano ρ, δ ed m tali che 0 < ρ ≤ 1,
0 ≤ δ < 1, m < −N 3. Se a ∈ Smρ,δ, allora si definisce integrale oscillante, o
distribuzione integrale di Fourier (FIO) l’integrale I(a, ϕ), definito come
I(a, ϕ) =
∫
eıϕ(x,θ)a(x, θ) dθ,
che agisce come distribuzione nel modo seguente
< I(a, ϕ), u >=
∫ ∫
eıϕ(x,θ)a(x, θ)u(x) dx dθ.
In particolare, se ϕ(x, y, θ) = 〈x− y, θ〉, allora I(a, θ) si dirà operatore
pseudodifferenziale.
Tornando alla quantizzazione dei qp-simboli, si vede quindi che sotto oppor-
tune condizioni, per esempio f ∈ C∞(R2n), se ∀α, β ∈ (Z+)n, e ∀ compatto
K ⊂ R2n esistono cα,β,K , ρ, δ ed m tali che
|∂αq ∂βp f(q, p)| ≤ cα,β,K(1 + |p|+ |q|)m,
allora l’operatore f̂ è l’operatore pseudodifferenziale del qp-simbolo f(q, p).
3Le limitazioni poste derivano da un teorema che assicura che con tali restrizioni, la
funzione I(a, ϕ) sia ben definita come distribuzione integrale, e che sia continua ∀m.
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1.3 Quantizzazione di Weyl
Se f(q, p) è un osservabile classico, e f ∈ S(R2n), si può utilizzare la
trasformata inversa di Fourier di f̂ , ottenendo cos̀ı un operatore pseudodif-
ferenziale, come esposto nella sezione precedente, operatore corrispondente
del simbolo f . Più precisamente, vale
f(η, ξ) = (2π)−n
∫
f̂(q, p)Tη,ξ(q, p) d
nq dnp, Tη,ξ(q, p) := e
ı(〈q,ξ〉+〈p,η〉).
(1.16)
Il problema che si pone nella quantizzazione di Weyl è determinare quali
operatori unitari corrispondono alla famiglia di osservabili classiche Tη,ξ, che
rispettino le regole di commutazione canonica. Il problema cosidetto del-
le CCR (canonical commutation rules) è quello di determinare gli spazi di
Hilbert e i gruppi unitari fortemente continui che soddisfino le regole di Weyl
T̂~(−q,−p) = T̂~(q, p)∗ (1.17)
T̂~(q, p)T̂~(q
′, p′) = eıπ~ω((q,p);(q
′,p′))T̂~(q
′, p′)T̂~(q, p). (1.18)
Introducendo la soluzione di Schrödinger, che consiste nel sostituire formal-
mente l’impulso con Dx = −ı∇, e la posizione con X = x, si ottiene la
seguente famiglia unitaria
T̂~(q, p) = e
ı(〈q,X〉+〈p,~Dx〉). (1.19)
Si giunge in questo modo ad una rapida definizione di quantizzazione per
simboli in S(R2n), secondo Weyl; se F è l’operatore associato ad f , o la
sua quantizzazione secondo Weyl, allora F che agisce su L2(Rn) è dato dalla
formula
F = (2π)−n
∫
f̂(q, p)T̂~(q, p) d
nq dnp. (1.20)
Osservazione 1.
1. Dal momento che
∥∥∥T̂~(q, p)∥∥∥ = 1, e f̂ ∈ S, allora F ha norma operatoriale
finita.
2. In particolare si ha
‖F‖ ≤
∫
|f̂(q, p)| dnq dnp =
∥∥∥f̂∥∥∥
L1
,
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e quindi F è continuo come operatore in S ed anche per ogni osservabile
classico che ammette trasformata di Fourier in L1.
Per quanto riguarda l’azione dell’operatore F su S (si veda l’appendice
2, oppure direttamente [2]), vale la seguente
Proposizione 1.3.1.
(Fu)(x) = (2π)−n
∫
f̂(q, p)eı~〈q,p〉eı〈q,x〉u(x+ ~q) dnq dnp.
Capitolo 2
Lo spazio di Bargmann di
funzioni analitiche Fn
Nella trattazione del problema dell’oscillatore armonico quantistico1, ven-
gono introdotti gli operatori di creazione e distruzione (opportunamente nor-
malizzati) η e ξ, i quali soddisfano alle condizioni di commutazione canoniche
(in Rn)
[ξk, ηl] = δk,l, [ξk, ξl] = 0, [ηk, ηl] = 0.
Essi sono intimamente legati ai consueti operatori di posizione e di momento,
ottenuti a seguito della quantizzazione canonica dei corrispettivi osservabili
classici. Di fatto, in meccanica quantistica avviene la quantizzazione canonica
xk ←→ qk e −ı~∂xk ←→ pk, per cui
[pk, ql] = −ı~δk,l, [pk, pl] = 0, [qk, ql] = 0.
In maniera più formale, ci si può chiedere, una volta assegnata una coppia
di n operatori, Qk e Dl, quali siano le soluzioni operatoriali che soddisfino
le regole di commutazione canonica. Per quanto concerne la quantizzazione
usuale, posti per esempio ηk := 2
−1/2(qk − ıpk) e ξk := 2−1/2(qk + pk) (cioè
gli operatori di creazione e distruzione), si ottiene la soluzione dovuta a Fock
1I risultati che seguono sono stati tratti principalmente dall’articolo di V. Bargmann,
vedi [1]
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ξk = ∂/∂ηk, coerente con [ξk, ηk] = 1, in stretta analogia con la soluzione
di Schrödinger Dk = −ı~∇, per cui vale [Qk, Dk] = −ı~. Vale inoltre che
η∗k = ξk, e ξ
∗
k = ηk.
Da un punto di vista più astratto, se considerassimo uno spazio denotato Fn
in cui vengono realizzate le soluzioni del problema sopra esposto, allora dal
momento che ξk dipende da ηk, le soluzioni (in Fn) saranno funzioni dipen-
denti esclusivamente dalla ’variabile’ ηk, e quindi analitiche
2, la quale, per
quanto scritto sopra, è combinazione lineare complessa degli operatori di po-
sizione ed impulso, e quindi può essere considerata come variabile complessa.
Viene dunque spontaneo considerare tale spazio Fn come un opportuno spa-
zio di funzioni a variabili complesse, che possa creare un legame diretto con
lo spazio di Hilbert consueto, denotato Hn, delle funzioni di stato delle par-
ticelle quantistiche.
Lo spazio Fn dovrà in primo luogo soddisfare le seguenti richieste:
1. avere un prodotto interno;
2. essere ’collegato’ allo spazio delle funzioni di stato delle particelle quan-
tistiche;
3. essere coerente con le regole di commutazione canonica (come da punto
2.).
Cominciamo col vedere il primo punto.
1. Essendo le funzioni di Fn a variabili complesse, denotata con zk = xk+ ıyk
la k-esima coordinata, allora si tratta di trovare una funzione reale positiva
ρn che definisca univocamente un prodotto interno (f, g) = µ(ρn). Poiché
η∗k = ξk, ξ
∗
k = ηk, deve valere la condizione
(zkf, g) = (f,
∂g
∂zk
), 1 ≤ k ≤ n. (2.1)
Di conseguenza
(f,
∂g
∂zk
) =
∫
∂
∂zk
(f̄ gρn) d
nz −
∫
f̄ g
∂ρn
∂zk
dnz, (2.2)
2Essendo ∂/∂η̄k = 0.
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perché infatti ∂f̄/∂zk = 0. Supponendo che f e g non crescano troppo
velocemente all’infinito, il primo integrale della 2.2 si annulla, e dalla 2.1 si
ottiene quindi ∫
z̄kf̄ gρn d
nz = −
∫
f̄ g
∂ρn
∂zk
dnz, (2.3)
il che suggerisce ∂ρn/∂zk = −z̄kρn, equivalente3 a
1
2
(
∂ρn
∂xk
− ı∂ρn
∂yk
)
= −(xk − ıyk)ρn, ∀k
ossia
∂ρn
∂xk
= −2xkρn,
∂ρn
∂yk
= −2ykρn, ∀k.
Di conseguenza, si ottiene
ρn = c exp {−z̄ • z} , (2.4)
dove per z̄ • z s’intende la scrittura compatta
∑n
k=1 z̄kzk =
∑n
k=1 |zk|2.
2. Tendendo presente lo schema η ↔ z, ξ ↔ ∂/∂z, e il fatto che dallo spa-
zio Hn si passa allo spazio Fn, ci si pone il problema di trovare un’applicazione
da Hn a Fn, per cui
f(z) =
∫
An(z, x)ψ(x) d
nx, ψ ∈ Hn.
In questo modo, ψ viene mandata in f , e coerentemente con le regole di
commutazione canonica, ηkψ viene mandato in zkf , e ηkψ in ∂f/∂zk. Poiché
ηk e ξk sono uno l’aggiunto formale dell’altro, risulta∫
An(ηkψ) d
nx =
∫
(Anξk)ψ d
nx = zkf =
∫
zkAnψ d
nx, (2.5)∫
An(ξkψ) d
nx =
∫
(ηkAn)ψ d
nx =
∂f
∂zk
=
∫
∂An
∂zk
ψ dnx. (2.6)
3Nella teoria di variabili complesse si ha
∂
∂zk
=
1
2
(
∂
∂xk
− ı ∂
∂yk
)
,
∂
∂z̄k
=
1
2
(
∂
∂xk
+ ı
∂
∂yk
)
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Da qui si ottiene
zkAn = ξkAn = 2
−1/2
(
qkAn +
∂An
∂qk
)
,
∂An
∂zk
= ηkAn = 2
−1/2
(
qkAn −
∂An
∂qk
)
,
da cui segue che
∂An
∂qk
= (21/2zk − qk)An,
∂An
∂zk
= (21/2qk − zk)An,
la quale suggerisce
An(z, x) = c
′ exp
{
−1
2
(z2 + x2) + 21/2z • x
}
. (2.7)
3. Per quanto è stato descritto nei punti 1. e 2., risulta quindi che
ηk = 2
−1/2
(
qk −
∂
∂qk
)
, ξk = 2
−1/2
(
qk +
∂
∂qk
)
;
inoltre ηk ↔ zk, ξk ↔ ∂/∂zk, per cui [ξi, ηj] = δi,j, [ξi, ξj] = 0, [ηi, ηj] = 0.
2.1 Lo spazio Fn
Definizione 2.1.
Gli elementi di Fn sono funzioni intere analitiche f(z), z = (z1, . . . , zn) =
x+ ıy.
Definizione 2.2.
Il prodotto interno in Fn, per mezzo di ρn, è dato da
(f, g) :=
∫
f(z)g(z) dµn(z), dµn(z) := ρn d
nx dny, ρn := π
−ne−|z|
2
,
(2.8)
dove l’integrale in 2.8 è esteso a tutto Cn. f appartiene a Fn se, per
definizione, (f, f) < +∞, ossia la norma, indotta dal prodotto scalare, ‖f‖ =
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√
(f, f) è convergente.
Poiché gli elementi di Fn sono funzioni analitiche (su Cn, e dunque olomorfe),
essi si potranno scrivere come sviluppo intorno all’origine
f(z) =
∑
mi
am1m2...mnz
m1
1 z
m2
2 . . . z
mn
n ;
ora, abbreviando la scrittura della sequenza (m1, . . . ,mn) con [m], f si scrive
in modo più compatto come
f(z) =
∑
m
a[m]z
[m]. (2.9)
Proposizione 2.1.1.
∀f ∈ Fn vale
(f, f) =
∑
m
[m!]|a[m]|2 (2.10)
Dimostrazione. Si ponga
M(σ) :=
∫
|zk|≤σ
|f(z)|2 dµn(z), 0 < σ < +∞,
cos̀ı che (f, f) = limσ→+∞M(σ). Operando poi un cambio di coordinate in
coordinate polari zk = rke
ıφk , con φk ∈ [−π, π) e r ∈ (0, σ), e usando la 2.9,
si ottiene
M(σ) =
∑
m,m′
ā[m]a[m′]Im,m′(σ),
Im,m′(σ) :=
∏
k
{
π−1
∫ π
−π
eı(m
′
k−mk)φ dφ
∫ σ
0
re−r
2
rmk+m
′
k dr
}
;
(lo Jacobiano della trasformazione introduce un r in più nel secondo integrale
di Im,m′(σ)), e ne segue che
• Se m 6= m′:∫ π
−π
eı(m
′
k−mk)φ dφ = 0 ∀k =⇒ Im,m′(σ) = 0;
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• Se m = m′:∫ π
−π
eı(m
′
k−mk)φ dφ = π ∀k =⇒ Im,m′(σ) =
∏
k
∫ σ
0
re−r
2
r2mk dr,
e questi ultimi integrali sono tutti Gaussiani, e danno come risultato
Im,m′(σ) = γ[m](σ)
∏
kmk! = γ[m](σ)[m!], 0 < γ[m](σ) < 1, ed anche
limσ→+∞ γ[m](σ) = 1.
Di conseguenza,
M(σ) =
∑
m
[m!]|a[m]|2γ[m](σ)
ed essendo M(σ) uniformemente limitato ∀σ, ne viene che
lim
σ→+∞
M(σ) = (f, f) =
∑
m
[m!]|a[m]|2 lim
σ→+∞
γ[m](σ).
In questo modo, il prodotto interno tra elementi di Fn viene molto più
facilmente espresso come
(f, g) =
∑
m
[m!]ā[m]b[m].
Dalla 2.10 si verifica facilmente che il più semplice insieme ortonormale
in Fn è dato dalle funzioni
u[m](z) =
z[m]√
[m!]
=
∏
k
zmkk√
mk!
,
e (u[m], u[m′]) = δm,m′ .
Proposizione 2.1.2.
∀f ∈ Fn vale la seguente disuguaglianza
|f(z)| ≤ e
1
2
|z|2 ‖f‖ . (2.11)
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Dimostrazione. Dalla disuguaglianza di Cauchy-Schwarz 4 si ottiene
|f(z)|2 ≤ (
∑
|a[m]z[m]|)2 ≤ (
∑
[m!]|a[m]|2)
(∑ |z[m]|2
[m!]
)
= ‖f‖2 e|z|.
Analogamente si verifica la seguente disuguaglianza
Proposizione 2.1.3.
∀f ∈ Fn si ha ∣∣∣∣ ∂f∂zk
∣∣∣∣ ≤ (1 + z̄kzk)e|z|2 ‖f‖2 . (2.12)
2.1.1 Vettori principali, e nucleo riproducente
Si noti anzitutto che disuguaglianze del tipo della 2.11, ed in modo più
generico della forma f(z) ≤ ω(z) ‖f‖, con ω(z) continua e reale, comportano
che la convergenza forte in Fn (ossia la convergenza in norma) ed implicano
la convergenza puntuale, proprio perché
|f(z)− g(z)| ≤ ω(z) ‖f − g‖ , ∀f, g ∈ Fn,
e per la 2.11, la convergenza è uniforme ∀K compatto.
Se consideriamo l’operatore che ad ogni f in Fn associa, per un fissato a ∈ Cn,
f(a), esso risulta naturalmente limitato e lineare; sarà pertanto possibile
scrivere l’azione di questo operatore come
f(a) = (ea, f), (2.13)
per cui ea ∈ Fn sia unico. D’altra parte la 2.13 implica la 2.11, in particolare
|f(a)| ≤ ‖ea‖ ‖f‖ = ω(a) ‖f − g‖.
Definizione 2.3. (Vettori principali di Fn)
I vettori ea si dicono vettori principali.
4Se x, y ∈ X, X di Hilbert, vale | < x, y > |2 ≤ ‖x‖2 ‖y‖2; per serie assolutamente
convergenti vale che (
∑
m ambm)
2 ≤ (
∑
m a
2
m)(
∑
m b
2
m).
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Se visti come insieme continuo di proiezioni di f , l’insieme dei vettori
principali si può considerare come un insieme continuo di vettori ortonormali.
Si avrà allora 5
(f, g) =
∫
f(z)g(z) dµn(z) =
∫
(f, ez)(ez, g) dµn(z). (2.14)
Dal momento che l’unico vettore ortogonale agli ea, ∀a, è f = 0, l’insieme
dei vettori principali è completo in Fn, nel senso in cui ogni loro combinazione
lineare finita è densa in Fn. Scrivendo la 2.13 in forma integrale, si ottiene
f(z) =
∫
k(z, ω)f(ω) dµn(ω), k(z, ω) := ez(ω); (2.15)
Definizione 2.4.
k(z, ω) è il nucleo riproducente per Fn.
Essendo per definizione ez(ω) = (eω, ez), sussiste
k(z, ω) = ez(ω) = (eω, ez) = (ez, eω) = k(ω, z). (2.16)
Se H è un insieme completo ed ortonormale, e vh ∈ H ∀h, ea si può
scrivere come
ea =
∑
h≥1
(vh, ea)vh =
∑
h≥1
vh(a)vh, ∀ea ∈ Fn.
La scomposizione sopra vale naturalmente in norma, e quindi si ha conver-
genza puntuale per i vettori principali; in altre parole
ea(z) =
∑
h≥1
vh(a)vh (2.17)
Se come vh si scelgono i vettori del tipo u[m], si trova
ea(z) =
∑
m
∏
k
(ākzk)
mk
mk!
= eā•z, (2.18)
k(z, ω) = ez•ω̄. (2.19)
In particolare, si verifica immediatamente
5Si ricorda che il prodotto interno < ·, · > in uno spazio di Hilbert X è tale che
< α, β >= < β,α >, ∀α, β ∈ X.
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Proposizione 2.1.4.
k(z, ω) è analitico in z e ω̄.
2.1.2 Operatori lineari e limitati su Fn
Sia L un operatore lineare su Fn, e L
∗ il suo aggiunto formale. Tramite i
vettori principali, L può essere rappresentato come una trasformata integrale,
infatti ∀f ∈ Fn
(Lf)(z) = (ez, Lf) = (L
∗ez, f),
in modo tale che
(Lf)(z) =
∫
L(z, ω)f(ω) dµn(ω), (2.20)
dove L(z, ω) = (L∗ez)(ω) = (eω, L∗ez) = (Leω, ez), o, equivalentemente
L(z, ω) = (ez, Leω) = (Leω)(z). (2.21)
Se L = 1, allora L(z, ω) = k(z, ω). Inoltre vale
Proposizione 2.1.5.
L(z, ω) è analitico in z e ω̄.
Risulta quindi che gli integrali∫
|L(z, ω)|2 dµn(ω)
∫
|L(ω, z)|2 dµn(ω)
sono entrambi finiti per ogni z. Se M = L∗, allora M(z, ω) = L(ω, z); se
N = ML, con M ed L operatori lineari limitati, vale (come composizione di
nuclei)
N(z, z′) =
∫
M(z, ω)L(ω, z′) dµn(ω).
L è unitario se e solo se LL∗ = L∗L = I, ossia∫
L(z, ω)L(z′, ω) dµn(ω) =
∫
L(ω, z)L(ω, z′) dµn(ω) = k(z, z
′). (2.22)
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Teorema 2.1.6.
Sia κ una costante positiva, e sia ha ∈ Fn un insieme di vettori definiti per
ogni a ∈ Cn che soddisfano la condizione seguente: per ogni insieme finito
aν ∈ Cn, ν = 1, . . . , k, e per ogni insieme di costanti complesse γν∥∥∥∥∥
k∑
ν=1
γνhaν
∥∥∥∥∥ ≤ κ
∥∥∥∥∥
k∑
ν=1
γνeaν
∥∥∥∥∥ . (2.23)
Allora esiste ed è unico l’operatore limitato (con limite ≤ κ) L su Fn, tale
che Lea = ha, e di conseguenza L(z, ω) = hω(z).
Dimostrazione. L’unicità di L è chiara, in quanto deve aversi Lea = ha, e
L(
k∑
ν=1
γνeaν ) =
k∑
ν=1
γνhaν , aν 6= aµ se ν 6= µ. (2.24)
Dal momento che ogni insieme finito di vettori principali eaν è linearmente
indipendente (e denso in Fn), si ha che L rimane ben definito e limitato su
tale insieme. Per densità L viene poi definito a tutte le f ∈ Fn tramite
chiusura.
In particolare se (ha, hb) = (ea, eb), allora κ = 1, ed L risulta isometrico.
2.1.3 Decomposizione di Fn
Per ogni scomposizione della dimensione n in due interi positivi n′ ed n′′
come n = n′ + n′′, si ha che Fn può essere scomposto come il prodotto
Fn = Fn′ ⊗ Fn′′ . (2.25)
In primo luogo, infatti, ogni f ∈ Fn rimane analitica; in secondo luogo la
misura di Bargmann dµn(z), chiamati z
′ = (z1, . . . , zn′), z
′′ = (zn′+1, . . . , zn),
diventa
dµn(z) = dµn′(z
′) dµn′′(z
′′).
In maniera analoga, i nuclei riproducenti saranno prodotti di due nuclei ri-
producenti k′ e k′′, ed i vettori principali saranno scomposti in accordo ad n′
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ed n′′. Vale infine la scomposizione in n fattori di Fn come
Fn = F1 ⊗ F1 ⊗ . . .⊗ F1︸ ︷︷ ︸
n
. (2.26)
2.1.4 La classe Oλ
Definizione 2.5. Una funzione analitica intera f appartiene alla classe Oλ,
con 0 < λ < 1, se
|f(z)| ≤ γe
1
2
λ2|z|2 , ∀z ∈ Cn, (2.27)
con γ ≥ 0 opportuna.
Osservazione 2.
Oλ ⊂ Fn.
Dimostrazione. Se infatti f ∈ Oλ, vale la 2.27, e quindi (f, f) risulta
(f, f) =
∫
|f(z)|2 dµn(z) ≤ γ2π−n
∫
e|z|
2(λ2−1) dnx dny
(0<λ<1)
< +∞
Si definisca per ogni f ∈ Fn, la funzione fλ come
fλ(z) := f(λz), 0 < λ < 1. (2.28)
Se f ∈ Fn, allora per la 2.11 fλ ∈ Oλ. Grazie alla 2.10 si ha
(fλ, fλ) =
∑
m
[m!]λ2|m||a[m]|2, |m| := m1 + . . .+mn. (2.29)
Per un risultato sulle serie convergenti ed uniformemente limitate (vedi teore-
ma A.1.1), vale quindi che f appartiene a Fn se e solo se fλ ∈ Fn, 0 < λ < 1,
e le norme ‖fλ‖ sono uniformemente limitate. In particolare,
‖f − fλ‖2 =
∑
m
[m!](1− λ|m|)2|a[m]|2.
Pertanto, se f ∈ Fn, allora
fλ
s→ f per λ→ 1.
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2.1.5 Calcolo di alcuni integrali
Si calcolano di seguito diversi integrali, che risulteranno fondamentali nel
prosieguo della trattazione.
Sia
In(γ, δ; a, b) :=
∫
e
1
2
γz2+a•ze
1
2
δ̄z̄2+b̄•z̄ dµn(z), (2.30)
dove γ, δ ∈ C, e a, b ∈ Cn. Potendo utilizzare il teorema di Fubini-Tonelli, è
evidente che In =
∏n
k=1 I1(γ, δ; ak, bk); si ottengono i seguenti risultati
1. In converge assolutamente se e solo se
|γ + δ|2 < 4. (2.31)
2. Se vale la 2.31, allora
In = (1− γδ̄)−n/2 exp
{
δ̄a2 + γb̄2 + 2a • b̄
2(1− γδ̄)
}
, <
{
(1− γδ̄)−1/2
}
> 0,
(2.32)
infatti <
{
(1− γδ̄)−1/2
}
= 1− 1
4
|γ + δ|2 + 1
4
|γ − δ|2 > 0.
Ponendo γ = δ e a = b si ottiene che e
1
2
γz2+a•z ∈ Fn se e solo se |γ| < 1.
Si ponga
An(z, q) := π
−n/4 exp
{
1
2
(z2 + q2) + 21/2z • q
}
,
e
Jn(α, β; p, q) :=
∫
An(αz, p)An(β̄z̄, q̄) dµn(z), (2.33)
dove α, β ∈ C, e p, q ∈ Cn. Allora
Jn(α, β; p, q) = π
−n/2 exp
{
−1
2
(p2 + q̄2)
}
In(−α2,−β2; 21/2αp, 21/2βq).
(2.34)
Dalla 2.30 risulta:
1. Jn converge assolutamente se e solo se
|α− β| < 2; (2.35)
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2. Jn dipende unicamente dal prodotto κ = αβ̄; esplicitando tale dipen-
denza, Jn diviene Jn(α, β; p, q) = σn(κ; p, q), dove
σn(κ; p, q) := [π(1−κ2)]−n/2 exp
{
1
4
[
1− κ
1 + κ
(p+ q̄)2 +
1 + κ
1− κ
(p− q̄)2
]}
,
(2.36)
e <
{
(1− κ)−1/2
}
> 0.
Dalla 2.35 si ha che An(αz, q) ∈ Fn se e solo se |α| < 1.
2.2 L’applicazione An da Hn a Fn
Vediamo ora come si struttura il collegamento tra gli spazi Hn e Fn. Come
scritto nel punto 2. all’inizio del capitolo, deve esistere un’applicazione che
colleghi lo spazio delle funzioni di stato ed Fn, e che rispetti le regole di
commutazione canonica, tradotte, nelle soluzioni di Fock, come regole di
commutazione di soluzioni operatoriali (la più usuale delle quali, come si è
già ampiamente descritto, è quella di Schrödinger).
D’ora in avanti, Hn denota lo spazio L
2(Rn), il cui prodotto interno è dato
da
(ψ1, ψ2) =
∫
ψ1(x)ψ2(x) d
nx,
dove l’integrale è esteso a tutto Rn. Si useranno equivalentemente le variabili
x = (x1, . . . , xn) e quelle classiche nello spazio delle fasi q = (q1, . . . , qn).
2.2.1 Il nucleo An(z, q)
Riprendiamo la funzione An(z, q) introdotta sopra. Si verifica che per z
fissata
An(z, q) := π
−n/4 exp
{
1
2
(z2 + q2) + 21/2z • q
}
∈ Hn; (2.37)
vale inoltre il seguente utile risultato
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Proposizione 2.2.1. ∫
An(z, q)An(ω, q) d
nq = ez•ω̄, (2.38)
che, per quanto visto nelle 2.16, e 2.18, non è altro che il nucleo riprodu-
cente dei vettori principali.
Definizione 2.6.
Per ogni ψ ∈ Hn, si definisce la trasformazione
f(z) = (Anψ)(z) :=
∫
An(z, q)ψ(q) d
nq. (2.39)
Dal momento che per z fissato, An(z, q) ∈ Hn, l’integrale in 2.39 è sempre
definito. In particolare valgono:
Proposizione 2.2.2.
Per f(z) come definita nella 2.39,
|f(z)| ≤ e
1
2
|z|2 ‖ψ‖ . (2.40)
Dimostrazione. Segue da un calcolo diretto di |f(z)|2 = f(z)f(z), sfrut-
tando il fatto che, sostituendo ω = z nella 2.38, si ottiene e|z|
2
che esce
dall’integrazione, mentre il resto dà esattamente ‖ψ‖2.
Proposizione 2.2.3.
f(z) è analitica.
Dimostrazione. Per provarlo, si rimanda al teorema A.1.2; in tal caso le
ipotesi sono tutte verificate, inoltre essendo |21/2z • q| ≤ 2|z|2 + 1/4q2, si ha
che |An| viene maggiorato da π−n/4 exp(5/2α2 − 1/4q2), per |z2| ≤ α2, che
moltiplicato per |ψ|, è la η(q) del teorema A.1.2.
Si noti che per la 2.39, fλ ∈ Oλ ⊂ Fn, con 0 < λ < 1. Rimane natural-
mente da provare che f ∈ Fn, ossia che la sua norma sia finita.
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2.2.2 La classe C0
Restringiamo dapprima le ψ ∈ Hn alle funzioni in C0(Rn), e cioè a sup-
porto compatto, che sappiamo essere denso in Hn; una volta trovato l’insieme
corrispondente in Fn, si estenderà allora l’argomento per densità.
Sia dunque ψ ∈ C0, e assumiamo (non è restrittivo) che il supporto di ψ sia
contenuto nella sfera chiusa Dr, r < +∞ e q2 < r2. Si consideri l’integrale
Fλ := (fλ, fλ) =
∫
|f(λz)|2 dµn(z), 0 < λ < 1.
Inserendo la 2.39, si ha
Fλ =
∫ ∫ ∫
An(λz, q)An(λz, p)ψ(q)ψ(p) dµn(z) d
nq dnp.
Essendo gli integrali in p e q estesi a Dr essi risultano assolutamente conver-
genti; anche l’integrale in z lo è per la 2.35. Portando fuori l’integrazione in
z si ottiene
Fλ =
∫ ∫
σn(λ
2, p, q)ψ(q)ψ(p) dnp dnq. (2.41)
Posti
ε :=
(
1− λ2
1 + λ2
)−1/2
, s :=
1
2
(p+ q), t :=
1
2
(p− q),
si ottiene
σn(λ
2, p, q) = [(1 + ε2)ne−ε
2s2 ][(2επ1/2)−ne−t
2/ε2 ]; (2.42)
si noti che per λ→ 1, ε→ 0, e σn tende alla delta n-dimensionale δn(p− q).
Sostituendo le variabili t ed s, risulta
Fλ = (1 + ε
2)
∫
Dr
e−ε
2s2Nε(s) d
ns,
dove
Nε(s) = (επ
1/2)−n
∫
e−t
2/ε2ψ(s− t)ψ(s+ t) dnt =
= π−n/2
∫
e−(t
′)2ψ(s− εt′)ψ(s+ εt′) dnt′.
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Ora, su Dr, Nε(s) converge uniformemente a |ψ(s)|2, per ε→ 0 di modo
che
lim
λ→1
Fλ = lim
λ→1
‖fλ‖2 =
∫
|ψ(s)|2 dns = ‖ψ‖2 .
Da ciò segue che le ‖fλ‖ sono uniformemente limitate. Di conseguenza, per
quanto visto in precedenza, f ∈ Fn, e ‖f‖2 = lim ‖fλ‖2 = ‖ψ‖2.
Riassumendo, se ψ ∈ C0, allora f(z) ∈ Fn, e An è isometrico.
2.2.3 Isometria su Hn
Sia ora ψ0 ∈ Hn; esiste una successione ψj ∈ C0 che converge fortemente
a ψ. Sia f0 = Anψ0, e fj = Anψj. Dalla isometria di An su C0 descritta
nella sezione precedente, segue che
‖fi − fj‖ = ‖An(ψi − ψj)‖ = ‖ψi − ψj‖ .
Se s− lim fj = g, risulta che
|f0(z)− fj(z)| ≤ e1/2|z|
2 ‖ψ0 − ψj‖ ,
e quindi g = f0. Di conseguenza
‖f0‖ = lim ‖fj‖ = lim ‖ψj‖ = ‖ψ0‖ .
Questo prova la seguente
Proposizione 2.2.4.
An è isometrico su Hn.
Siano ora χa ∈ Hn, dove
χa(q) := An(a, q), a ∈ Cn. (2.43)
Si vede che i vettori principali si possono scrivere come
ea(a) =
∫
An(z, q)χa(q) d
nq,
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e quindi sono trasformati secondo
ea = Anχa. (2.44)
Poiché i vettori pricipali ea formano un insieme completo in Fn, ne viene
allora che l’immagine degli χa tramite An è densa in Fn, dimostrando cos̀ı il
seguente
Teorema 2.2.5.
f = Anψ è una trasformazione lineare unitaria ed isometrica.
Corollario 2.2.6.
Sia Sn un insieme caratteristico
6 di vettori a. Poiché ea, a ∈ Sn, sono
completi in Fn, segue che pure χa sono completi in Hn, e viceversa. In altre
parole, le proprietà che valgono per ea, valgono anche per le trasformate χa.
Esempio 2.1. : Troviamo quali funzioni di Hn vengono trasformate nelle
u[m], base ortonormale di Fn.
Dalla 2.38 otteniamo che, scrivendo b := ω̄, An(ω, q) = π
−n/4 exp
{
−1
2
[ω̄2 + q2] + 21/2ω̄ • q
}
=
An(b, q), da cui
ez•b =
∫
An(z, q)An(b, q) d
nq. (2.45)
Si prenda n = 1; allora vale
um =
zm√
m!
=
1√
m!
∂m
∂bm
eb•z|b=0.
Nella 2.45 si può scambiare derivazione ed integrazione rispetto a b, essendo
An in Hn, e valendo la convergenza dominata. Di conseguenza poniamo
φm(q) =
1√
m!
∂m
∂bm
A1(b, q)|b=0. (2.46)
Sostituendo in seguito A1, e ponendo b := 2
1/2γ, si ottiene
φm(q) = [2
mm!
√
π]−1/2e−q
2/2 ∂
m
∂γm
(e2γq−γ
2
)|γ=0.
6Un insieme di punti Sn ⊂ Cn è caratteristico se f(a) = 0 ∀a ∈ Sn e f ∈ Fn implica
che f = 0.
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Dal momento che e2γq−γ
2
è la funzione generatrice dei polinomi di Hermite
Hm(q), troviamo le funzioni di Hermite normalizzate
φm(q) = [2
mm!
√
π]−1/2e−q
2/2Hm(q). (2.47)
Dalla 2.46, con z al posto di q, si può ottenere
A1(z, q) =
∑
m
um(z)φm(q), (2.48)
e generalizzando ad n, si ha
φm(q) =
n∏
k=1
φmk(qk), An(z, q) =
∑
m
u[m](z)φ[m](q). (2.49)
2.2.4 L’operatore inverso A−1n
Dal teorema 2.2.5 si evince l’esistenza dell’operatore inverso A−1n (in par-
ticolare dalla linearità e dall’unitarietà). Il teorema suggerisce una trasfor-
mazione inversa del tipo
(Wnf)(q) = (A
−1
n f)(q) =
∫
An(z, q)f(z) dµn(z), f ∈ Fn. (2.50)
Per q fissato, però, An(z, q) /∈ Fn, e l’integrale potrebbe non convergere. Se
f ∈ Oλ, l’integrale d’altra parte converge assolutamente. Per ψ = Wnf ,
allora ψ ∈ Hn (vedere appendice A, proposizione A.1.3).
Rimane da provare che An(Wnf) = f . Sia quindi g = An(Wnf), cioè
g(ω) =
∫ ∫
An(ω, q)An(z, q)f(z) d
nq dµn(z). (2.51)
L’integrale è assolutamente convergente7.
Integrando in q risulta
g(ω) =
∫
eω•z̄f(z) dµn(z) = f(ω),
7Infatti, se z = x+ ıy, ω = u+ ıv, si ha
ρn|An(ω, q)An(z, q)f(z)| ≤ c exp
{
1/2(v2 − u2) + 21/2u • q
}
e−T ,
dove T = 1/2(1− λ2)(x2 + y2) + (q2 + x2 + 21/2q • x) è definita positiva.
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e quindi g = f . Dal momento che per ogni f ∈ Fn si ha che f = s−limλ→1 fλ,
allora A−1n f = s − lim A−1n fλ. Poiché fλ ∈ Oλ, segue che A−1n fλ = Wnfλ.
Cos̀ı si ha la seguente scrittura
(A−1n f)(q) = s− lim
λ→1
∫
An(z, q)f(λz) dµn(z). (2.52)
2.2.5 Operatori su Fn e Hn
An stabilisce un isomorfismo unitario tra gli operatori lineari su Fn e
quelli di Hn; più precisamente, se L è operatore su Hn, e M su Fn, vale
M = AnLA
−1
n , D(M) = AnD(L). (2.53)
Se si considera il gruppo G delle trasformazioni unitarie non-omogenee su Cn
in se stesso, esse sono rappresentate tramite
z′ = c+ Uz, c ∈ Cn, U ∈ GL(Cn), unitaria.
Un elemento di G sarà pertanto rappresentato come una coppia rispetti-
vamente di ’traslazione’ e ’rotazione’ g = (c, U), in maniera che risulti
g(z) = z′ = c + Uz. Il prodotto tra g e g′ = (c′, U ′) in G, e l’elemento
inverso sono dati da
g′g = (c′ + U ′c, U ′U) (2.54)
g−1 = (−U−1c, U−1) (2.55)
Andiamo dunque a determinare l’azione di G su Fn. Definiamo anzitutto
l’azione di elementi solo ’rotazionali’, del tipo g = (0, U):
Definizione 2.7.
(VUf)(z) := f(U
−1z).
VU è unitario su Fn, infatti esso ha un inverso dato da (VU)
−1 = VU−1 , ed
è isometrico in quanto la misura dµn(z) non varia per azione di U
8. Vale poi
naturalmente che VUU ′ = VU ′VU .
Per g del tipo g = (c, I) si definisce invece
8Infatti − < z, z >= −z̄ • z = −|z|2 = − < Uz,Uz >= − < z′, z′ >= −|z′|2.
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Definizione 2.8.
(Vcf)(z) := e
c̄•(z−c/2)f(z − c).
Si verifica, ponendo f1 = Vcf , che
|f1(z)|2e−|z|
2
= |f(z − c)|2e−(z̄−c̄)•(z−c), (2.56)
da cui si deduce l’isometria di Vc. L’unitarietà segue dal fatto che VcV−c =
V−cVc = I.
Di conseguenza, per un arbitrario g = (c, U), si ha
Definizione 2.9.
Vg = VcVU , (Vgf)(z) = e
c̄•(z−c/2)f(U−1(z − c)) = ec̄•(z−c/2)f(g−1(z)).
Si riportano di seguito alcuni risultati utili sull’azione di G sui vettori
principali:
Proposizione 2.2.7.
Vale:
1. VUea = eUa,
2. Vcea = e
−c•(ā+c̄/2)ea+c,
3. Vgea = exp
{
1
2
c̄ • c− g(a) • c
}
eg(a),
Valgono inoltre
Proposizione 2.2.8.
1. Vc′Vc = e
1
2
(c̄′•c−c′•c̄)Vc′+c,
2. Vc′VcV−c′ = e
c̄′•c−c′•c̄Vc,
3. VUVcVU−1 = VUc.
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Al variare di g in G, Vg è continuo, per f ∈ Fn fissate; in particolare,
‖Vgf‖ = ‖f‖.
L’operatore di ’traslazione’ Vc ricopre un ruolo importante per Fn. Come si
vedrà più avanti, esso è infatti strettamente legato agli operatori di creazione
e distruzione.
Sia c = 2−1/2(α + ıβ), con α, β ∈ Rn. Se consideriamo l’operatore su Hn
corrispettivo di Vc, abbiamo
(Tα,βψ)(q) = e
−ıβ•(q−α/2)ψ(q − α), Tα,β = A−1n VcAn, (2.57)
(si dimostra utilizzando direttamente il nucleo degli operatori A−1n , e l’equi-
valenza ec̄•(z−c/2)An(z − c, q)eıβ•(q+α/2) = An(z, q + α)).
Se c′ = 2−1/2(γ + ıδ), considerando Vc′Vc, dall’ultima proposizione si evince
che
Tγ,δTα,β = e
ıνTγ+α,δ+β, ν :=
1
2
(β • γ − α • δ).
Ora, per c fissati, gli operatori Vtc (o i corrispettivi Ttα,tβ), con t ∈ R, formano
un gruppo fortemente contiuno ad un parametro, poiché infatti vale VtcVsc =
V(s+t)c. Lasciando da parte il caso banale in cui c = 0, si assumerà in seguito
senza perdita di generalità che c è unitario, nel senso in cui c̄ • c = 1, o
equivalentemente, α2 +β2 = 2. Se poi si considera ogni coppia dei gruppi ad
un parametro, con c differenti, per esempio Vtc e Vtc′ , si ha naturalmente che
i due gruppi saranno legati da un isomorfismo, in quanto esiste sempre una
trasformazione unitaria U tale che c′ = Uc.
Dal teorema di Stone, il gruppo Vtc è generato da un operatore autoaggiunto
Lc, tale che
Vtc = e
−ıtLc , Lc := s lim
t→0
ı
[
Vtc − I
t
]
. (2.58)
Per ogni f ∈ Fn si ha f(z, t) = (Vtcf)(z) = etc̄•(z−tc/2)f(z − tc). Perciò, se
h = Lcf , allora
h(z) = ı
∂f(z, t)
∂t
|t=0 = ı(Λcf)(z), (2.59)
(Λcf)(z) = (c̄ • z)f(z)− c • ∇f(z), c • ∇f =
∑
k
ck
∂f
∂zk
. (2.60)
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Di conseguenza f sta nel dominio D(Lc) solo se Λcf ∈ Fn.
D’altra parte, supponiamo che h = ıΛcf ∈ Fn; si verifica facilmente che
∂f(z, t)/∂t = −ı(Vtch)(z). Quindi
ıt−1(Vtcf − f) = t−1
∫ t
0
Vt′ch dt
′ = κt. (2.61)
Ora,
κt − h = t−1
∫ t
0
(Vt′c − 1) dt′;
dalla continuità forte di Vt′c segue che ‖κt − h‖ → 0, per t → 0, e dunque
Lcf = h = ıΛcf . In conclusione, f ∈ D(Lc) se e solo se Λcf ∈ Fn.
L’operatore differenziale Λc è lineare nelle componenti di c (vedi 2.60), e si
può scrivere
Lc = α • p̃+ β • q̃, (2.62)
in modo che, con t = 1,
Vc = exp {−ı(α • p̃+ β • q̃)} , (2.63)
dove
q̃kf = 2
−1/2
(
zk +
∂
∂zk
)
f, p̃kf = ı2
−1/2
(
zk −
∂
∂zk
)
f. (2.64)
Si noti che mentre ıΛc è lineare in α e β, lo stesso non vale in generale per Lc,
perché il dominio di quest’ultimo si estende oltre ai p̃k e q̃k sopra. Di fatto
la scrittura 2.63, benché importante, risulta occasionalmente conveniente.
Trasportando la medesima argomentazione su Hn, si ottiene, dopo opportune
sostituzioni del vettore c, il gruppo generato da e−ıtqk , dove qk è il consueto
operatore di moltiplicazione. A questo punto a pk corrisponde la soluzio-
ne delle funzioni tali che pk = −ı∂/∂qk, o alternativamente, utilizzando la
trasformata di Fourier in modo tale che (vedi Appendice A, sezione A.1.1)
FqkF
−1 = −pk FpkF−1 = qk.
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2.2.6 Gli operatori zk e ∂/∂zk
Definizione 2.10.
Si definiscono
(Zkf)(z) = zkf(z), zkf ∈ Fn, (2.65)
(Ykf)(z) =
∂f
∂zk
,
∂f
∂zk
∈ Fn. (2.66)
Teorema 2.2.9.
Risulta
1. Zk e Yk sono chiusi.
2. D(Zk) = D(Yk).
3. Z∗K = Yk, Y
∗
k = Zk.
4. D(Zk) = D(q̃k) ∩D(p̃k).
Dimostrazione. Per semplicità, poniamo k = 1, e la notazione seguente: se
m = (m1, . . . ,mn), allora m
′ = (m1 + 1, . . . ,mn).
1. Sia g = s − lim fj, e h = s − lim zkfj. Allora per ogni z si ha h(z) =
lim zkf(z) = zkg(z) (chiusura di Zk).
Sia ancora g = s − lim fj, e h = s − lim ∂fj/∂zk. Per ogni z risulta
h(z) = lim ∂fj/∂zk, e per la 2.12 segue che ∂g/∂zk = lim ∂fj/∂zk; quindi
h = ∂g/∂zk (chiusura di Yk).
2. Sia f(z) =
∑
a[m]z
[m] ∈ Fn. Allora
‖zkf‖2 =
∑
(1 +mk)[m!]|a[m]|2,
e ∥∥∥∥ ∂f∂zk
∥∥∥∥2 = ∑mk[m!]|a[m]|2.
Di conseguenza,
‖zkf‖2 = ‖f‖2 +
∥∥∥∥ ∂f∂zk
∥∥∥∥2 ; (2.67)
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questo prova che D(Zk) = D(Yk).
3. Siano
g =
∑
b[m]z
[m], h =
∑
c[m]z
[m] = Z∗1g.
Sia poi f = z[m]. Allora (f, h) = (z1f, g) implica che c[m] = (1 + m1)b[m′], e
quindi h = ∂g/∂z1. Allora Z
∗
1 ⊂ Y1.
D’altra parte, se
f =
∑
a[m]z
[m] ∈ D(Z1), g =
∑
b[m]z
[m] ∈ D(Y1),
allora (z1f, g) = (f, ∂g/∂z1), in quanto entrambi sono uguali a
∑
[m′!]a[m]b[m′],
e dunque Y1 ⊂ Z∗1 . L’altra autoaggiunzione si prova analogamente.
4. Se f ∈ D(Zk), allora per il 2. sia zkf che ∂f/∂zk sono in Fn, e quindi
sia p̃kf che q̃kf sono definiti. Per la 2.64, poi, vale anche il viceversa.
Esempio 2.2. : Introduciamo ora un esempio fondamentale per l’intera trat-
tazione.
L’oscillatore armonico quantistico, sotto opportune normalizzazioni degli ope-
ratori di creazione e distruzione, è collegato all’operatore Hamiltoniano H,
che risulta, in questo caso, essere definito positivo, ossia
H =
1
2
n∑
k=1
(p2k + q
2
k − 1) =
n∑
k=1
ηkξk,
dove è stato per comodità sottratto il punto-zero di energia (il che non in-
fluenza la forma e le soluzioni di H). Come dominio di H nelle trattazioni
quantistiche classiche si sceglie un insieme di funzioni regolari quanto basta,
per esempio S(Rn), per poi estendere il risultato per chiusura.
L’operatore corrispondente ad H in Fn, cioè H̃ = (H
B) = AnHA
−1
n , risulta
H̃ =
n∑
k=1
zk
∂
∂zk
=
n∑
k=1
ZkYk,
la cui forma, come si può vedere, è molto semplice da trattare; per quel che
riguarda lo spettro (in questo caso solamente discreto, in quanto H è compat-
to), si vedrà appunto più avanti come gli autostati in Fn siano effettivamente
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funzioni ’polinomiali’, e dunque di semplice forma. Come dominio di H̃ si
possono prendere polinomi in Fn, per poi passare alla chiusura, sempre che
sia in Fn.
40 2. Lo spazio di Bargmann di funzioni analitiche Fn
Capitolo 3
L’operatore B̃
Ci proponiamo nel seguente capitolo di calcolare la trasformata di Barg-
mann dell’opeartore CP che agisce nel consueto spazio di Hilbert L2(Rn)
come (CPψ)(q) = ψ(−x). Per farlo utilizziamo l’isomorfismo unitario pre-
sentato nel capitolo precedente, che per comodità richiamiamo qui comple-
tamente:
An : L
2(Rn) −→ Fn, (Anψ)(z) =
∫
An(z, q)ψ(q) dq, (3.1)
dove
An(z, q) := π
−n/4 exp
{
−1
2
(z2 + q2) +
√
2z • q
}
e
A−1n : Fn −→ L2(Rn), (A−1n h)(z) =
∫
An(z, q)h(z) dµn(z). (3.2)
La misura nello spazio delle soluzioni di Fock-Bargmann (o più brevemente
Bargmann) è
dµn(z) =
e−|z|
2
πn
dnx dny.
Per trovare l’azione dell’opearatore trasformato CP =: B secondo Bargmann,
dovremo allora semplicemente applicare l’isomorfismo An su rispettivamente
C e poi P . Di fatto, dal momento che [C,P ] = 0, non è importante quale
dei due venga trasformato prima o dopo.
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3.1 L’operatore P̃
Cominciamo a vedere come viene trasformato P , dove (Pψ)(q) = ψ(−q).
Lemma 3.1.1. Vale ∫
An(z, q)An(ω,−q) dnq = e−z•ω̄ (3.3)
Dimostrazione.∫
An(z, q)An(ω,−q) dnq =
1
πn/2
∫
e−
1
2
[z2+q2]+
√
2z•qe−
1
2
[ω̄2+q2]−
√
2ω̄•q dnq
=
e−
1
2
[z2+ω̄2]
πn/2
∫
eq
2+
√
2(z−ω̄)•q dnq
(Fubini−Tonelli)
=
=
e−
1
2
[z2+ω̄2]
πn/2
n∏
k=1
{∫
eq
2
k+
√
2(zk−ω̄k)qk
}
dqk =
=
e−
1
2
[z2+ω̄2]
πn/2
n∏
k=1
e
1
2
(zk−ω̄k)2
∫
e−[qk−
√
2/2(zk−ω̄k)]2 dqk =
=
e−
1
2
[z2+ω̄2]
πn/2
n∏
k=1
{
e
1
2
(z2k+ω̄
2
k−2zkω̄k)
√
π
}
=
= e−z•ω̄. (3.4)
Proposizione 3.1.2.
Sia P : L2(Rn) −→ L2(Rn), (Pψ)(q) = ψ(−q), ∀ψ ∈ L2(Rn). Allora
(P̃ h)(z) = h(−z).
Dimostrazione. Sia h ∈ Fn; vale che P̃ = AnPA−1n ; quindi (q ∈ Rn)
(A−1n h)(q) = ϕ(q) =
∫
An(ω, q)h(ω) dµn(ω),
ψ(q) = (PA−1n h)(q) = (Pϕ)(q) = ϕ(−q) =
∫
An(ω,−q)h(ω) dµn(ω). (3.5)
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Da cui
(P̃ h)(z) = (Anψ)(z) =
∫
An(z, q)ψ(q) d
nq =
=
∫
An(z, q)(
∫
An(ω,−q)h(ω) dµn(ω)) dnq =
=
∫ ∫
An(z, q)An(ω,−q)h(ω) dnq dµn(ω) (3.6)
che, per la 3.3 del lemma 3.1.1, dà
(P̃ h)(z) =
∫
e−z•ω̄h(ω) dµn(ω) = (e−z, f) = h(−z). (3.7)
3.2 L’operatore C̃
Vediamo ora l’operatore C̃ in Fn. Per farlo abbiamo bisogno di alcuni
lemmi.
Lemma 3.2.1. Vale ∫
An(z, q)An(ω, q) d
nq = ez•ω. (3.8)
Dimostrazione.∫
An(z, q)An(ω, q) d
nq =
1
πn/2
∫
e−
1
2
[z2+q2]+
√
2z•qe−
1
2
[ω2+q2]+
√
2ω•q dnq =
=
1
πn/2
e−
1
2
[z2+ω2]
∫
e−q
2+
√
2(z+ω)•q dnq =
=
e−
1
2
[z2+ω2]
πn/2
n∏
k=1
{∫
e−q
2
k+
√
2(zk+ωk)qk dqk
}
=
=
e−
1
2
[z2+ω2]
πn/2
n∏
k=1
{
e
1
2
[zk+ωk]
2√
π
}
=
= e−
1
2
[z2+ω2]e
1
2
[z2+ω2]ez•ω =
= ez•ω. (3.9)
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Lemma 3.2.2.
Data dµn(z) = π
−ne−z̄·zdnx dny, con z = x+ ıy ∈ Cn, allora∫
dµn(z) =
∫
dµn(z̄) (3.10)
Dimostrazione. Si ponga n = 1, e non si perde di generalità. Sia z ∈ C,
z = x+ ıy. In questo caso dµ1(z) = π
−1e−|z|
2
dx dy, e facendo la sostituzione
z 7→ z̄ si ottiene dµ1(z̄) = π−1e−|z|
2
(−dx dy). Integrando (x, y) su C, dopo la
sostituzione, risulta∫
dµ1(z̄) =
∫
R
∫ −∞
+∞
e−|z|
2
π
(−dx dy) =
∫
R2
e−|z|
2
π
dx dy =
∫
dµ1(z)
Lemma 3.2.3. Vale ∫
ez•ωh(ω)dµn(ω) = h(−z̄). (3.11)
Dimostrazione. Definiamo f(z) := h(z̄); poiché h ∈ Fn, h si può sviluppare
attorno all’origine come h(z) =
∑
n≥0 anz
n, e quindi f(z) =
∑
n≥0 ānz
n.
Risulta allora
∫
ez•ωh(ω) dµn(ω)
(ω 7→η̄)
=
∫
ez•η̄h(η̄) dµn( ¯eta)
(lemma3.2.2)
=
∫
ez•η̄f(η) dµn(η) =
=
∫
ez̄•ηf(η) dµn(η) =
= (ez, f) = f(z) =
= h(z̄) (3.12)
Proposizione 3.2.4.
Sia C : L2(Rn) −→ L2(Rn) tale che (Cψ)(q) = ψ(q), ∀ψ ∈ L2(Rn). Allora
(C̃h)(z) = h(z̄).
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Dimostrazione. Come per P , consideriamo C̃ = AnCA
−1
n , e quindi
(A−1n h)(q) = ϕ(q) =
∫
An(ω, q)h(ω) dµn(ω),
ψ(q) = (Cϕ)(q) = ϕ(q) =
∫
An(ω, q)h(ω) dµn(ω) (3.13)
da cui ne viene che
(C̃h)(z) = (Anψ)(z) =
∫
An(z, q)ψ(q) d
nq =
=
∫
An(z, q)(
∫
An(ω, q)h(ω) dµn(ω)) d
nq =
=
∫ ∫
An(z, q)An(ω, q)h(ω) dµn(ω) d
nq
(lemma3.2.1)
=
=
∫
ez•ωh(ω) dµn(ω) = (ez̄, f) =
= h(z̄). (3.14)
Dalle proposizioni 3.1.2 e 3.2.4 si ottiene il seguente
Teorema 3.2.5.
Sia B l’operatore in L2(Rn) definito da B = CP (o equivalentemente B =
PC), di modo che (Bψ)(q) = ψ(−q), ∀ψ ∈ L2(Rn). Allora l’azione dell’ope-
ratore B̃, trasformata di Bargmann di B, in Fn è
(B̃h)(z) = h(−z̄) (3.15)
Dimostrazione. Vale B̃ = C̃P̃ = P̃ C̃ = An(CP )A
−1
n . Dopodiché la dimo-
strazione è immediata, tenendo presente le proposizioni 3.1.2 e 3.2.4.
Vale poi la seguente
Proposizione 3.2.6.
B̃ è unitario.
Dimostrazione. La dimostrazione è immediata. Basta infatti verificare che
CP è unitario in L2(Rn), e che An è anch’esso unitario.
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Capitolo 4
La sottoclasse β
4.1 I teoremi di simmetria
Si è visto, da un teorema precedente, come la trasformata di Bargmann,
denotata con B̃, dell’operatore CP , dal consueto spazio di Hilbert di funzioni
Hn := L
2(Rn) allo spazio di Bargamann Fn, tramite l’isomorfismo unitario
An, operi in Fn nel seguente modo:
∀f ∈ Fn, (B̃f)(z) = f(−z̄), ∀z ∈ Cn.
In quanto segue, si supporrà che n = 1, il che non comporta una perdita
importante nelle generalizzazione, che verrà ad ogni modo proposta in segui-
to.
Richiamiamo ora un teorema di simmetria dovuto a Schwartz sulle funzioni
parzialmente olomorfe su domin̂ı simmetrici (dove per un dominioD s’intende
un aperto connesso D ⊆ C). Il teorema è il seguente:
Teorema 4.1.1 (di simmetria di Schwartz).
Sia D dominio in C simmetrico rispetto all’asse reale. Siano poi
D′ := D ∩ {y ≥ 0}, D′′ := D ∩ {y ≤ 0};
se f è continua in D′, olomorfa in D′ r ∆R, dove ∆R := D ∩ R, ed assume
valori reali in ∆R, allora ∃ f̃ olomorfa su D tale che
f̃|D′(z) = f(z).
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In pratica, grazie al teorema, si riesce ad estendere la classe di funzioni
olomorfe solo su {y ≥ 0}, oppure {y ≤ 0}, su tutto C. Naturalmente il
teorema vale anche per rotazioni di angoli arbitrari; ciò che interessa è che la
funzione in questione assuma valori reali su una data linea ∆. Se ruotiamo i
domin̂ı considerati nel teorema di π
2
nel senso degli archi crescenti, otteniamo
fondamentalmente un secondo teorema di simmetria, dove però interviene
l’operatore di Bargmann B̃. Se f è olomorfa su D′r∆R, lo sarà anche dopo
una rotazione di π
2
del dominio. Infatti:
f(z) =
∑
n≥0
anz
n,
e se z′ = ız,
f ′(z) := f(z′) = f(ız) =
∑
n≥0
anı
nzn =
∑
n≥0
a′nz
n, z′ ∈ Rπ
2
(D).
Se nel teorema classico di Schwartz interviene la funzione h(z) definita nel
seguente modo
h(z) =
{
f(z) z ∈ D′
g(z) z ∈ D′′,
g(z) := f(z̄), ∀ z ∈ D′′, nel teorema di Schwartz “ruotato”di π
2
interviene
una nuova funzione
h(z) =
{
f(z) z ∈ Rπ
2
(D′)
(B̃f)(z) z ∈ Rπ
2
(D′′).
Questo è di facile verifica, in quanto, se z′ = ız allora ∀ z ∈ D′′, e g(z) =
f(z̄) e di conseguenza
g(z′) = g(ız) = f(ız) = f(−ız̄) = f(−z̄′).
Viceversa, se D è simmetrico rispetto all’asse immaginario, ed f assume
valori reali su ∆=, allora ruotando D di
π
2
nel senso degli archi decrescenti,
si ottiene il teorema classico di Schwartz. Riassumendo
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Teorema 4.1.2 (di simmetria di Schwartz e B̃, con n=1).
Sia D dominio in C simmetrico rispetto all’asse immaginario. Siano poi
D′ := D ∩ {x ≥ 0}, D′′ := D ∩ {x ≤ 0};
sia f continua in D′, olomorfa in D′r∆=, e tale da assumere valori reali in
∆=. Dato l’operatore B̃, trasformata di Bargmann di CP , allora la funzione
h(z) =
{
f(z) z ∈ D′
(B̃f)(z) z ∈ D′′
estende analiticamente ed in modo unico la funzione f(z).
L’unicità dell’estensione segue direttamente dal teorema del prolunga-
mento analitico.
Come prima è dunque sufficiente considerare funzioni f nello spazio di Bar-
gamann F1 analitiche solo su uno dei due semipiani aperti destro o sinistro di
C, e tali naturalmente da soddisfare alla condizione (f, f) < +∞, ricordando
che quest’ultima equivale a
(f, f) = ‖f‖F1 =
∫
|f(z)|2 dµ1(z) < +∞
Definiamo le seguenti sottoclassi di funzioni:
Definizione 4.1.
β̃1 := {f | folomorfa su Ċ+, continua su C+, f |∆= ⊆ R, (f, f) < +∞},
Θ+ := {f | folomorfa su Ċ+},
F+1 := {f | folomorfa su Ċ+, (f, f) < +∞},
dove
Ċ+ := {(x, y) ∈ C | x > 0, y ∈ R} = Cr ∆=.
Segue direttamente
Osservazione 3. β̃1 ⊂ F+1 ⊂ Θ+.
Dal secondo teorema di simmetria segue che ogni funzione f di β1 si
può estendere olomorficamente in modo unico ad una funzione h tramite
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l’operatore di Bargmann. In altre parole, bastano un nucleo di estensione β1
e l’operatore B̃ per ottenere una più ampia sottoclasse di funzioni olomorfe
e di norma finita nello spazio di Bargmann.
Definiamo allora
Definizione 4.2.
β1 := {h | h olomorfa, h|∆= ⊆ R, h estensione di f tramite B̃, (h, h) < +∞}.
Osservazione 4.
β1 ⊂ β̃1.
Per quanto detto, a β̃1 si può associare tramite un’applicazione iB̃, fissato
l’operatore B̃, l’insieme β1, tramite iB̃(f) = h, e risulta naturalmente che
β̃1 :
iB̃→ β1
iB̃(f)
β̃1
∼= B̃(f)
come spazi vettoriali, valendo naturalmente β1 ⊂ β̃1.
Il risultato che segue è di verifica immediata.
Osservazione 5. Il nucleo di estensione di β1 è il limite per ε → 0+ degli
insiemi
β̃1(ε) = {f | f olomorfa su C+ε , reale su ∆=},
dove C+ε := {(−ε, y) ∈ C | ε > 0}.
4.2 Alcune proprietà di β1
Per prima cosa passiamo a considerare da un punto di vista analitico la
struttura di β1. Ogni suo elemento h assume valori reali lungo l’asse imma-
ginario; inoltre h è analitica, con raggio di convergenza ρ = +∞. Potendo
dunque sviluppare h attorno all’origine, risulta che
h(z) =
∑
n≥0
anz
n, ‖h‖F1 < +∞,
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dove ∀n ∈ N vale che an = 1n!h
(n)(0). Imponendo la condizione di immagine
reale sull’asse immaginario, si ottiene che ∀ y ∈ =,
h(y) ∈ R ⇔
∑
n≥0
1
n!
h(n)(0)yn ∈ R;
questa condizione è equivalente alla seguente, scrivendo y ∈ = come y = ıt,
t ∈ R
h(y) ∈ R ⇔
∑
n≥0
a′nt
n ∈ R,
con a′n :=
ın
n!
h(n)(0), ∀n.
Proposizione 4.2.1.
Se h ∈ β1, allora esiste un’unica coppia di funzioni ρ e j analitiche, tali che:
• i) h(z) = ρ(z) + ıj(z), ∀z ∈ C,
• ii) j(z) = 0, per z = ıy,
• iii) ρ e j sono tra loro ortogonali,
• iv) ‖ρ‖F1 , ‖j‖F1 < +∞.
Dimostrazione.
i) Sia h ∈ β1; si consideri la restrizione di h all’asse immaginario. Sviluppando
nell’origine si era visto che si otteneva la condizione
∑
n≥0
ın
n!
h(n)(0)tn ∈ R,
t ∈ R, e poiché tn ∈ R ∀n, deve valere in generale
a′n =
ın
n!
h(n)(0) ∈ R, ∀n.
Considerando l’involutività ed antiinvolutività, la simmetria e l’antisim-
metria delle potenze di ı, risulta{
a′2k ∈ R
a′2k+1 ∈ =, k ∈ N.
La seconda condizione implica che a′2k+1 = ıλ2k+1, λm ∈ R, ∀m.
Da ciò ne viene evidentemente che
h(z) =
∑
n=2k
a′nz
n + ı
∑
n=2k+1
λnz
n, ∀ z.
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Ponendo ρ(z) :=
∑
n=2k a
′
nz
n e j(z) :=
∑
n=2k+1 λnz
n, si ottiene l’asserto,
considerando che l’unicità di ρ e j è garantita dal prolungamento analitico.
ii) E’ conseguenza diretta di come è stato definito l’insieme β1, in cui le
funzioni che vi appartengono sono reali lungo gli z = ıy.
iii) Vale
‖h‖2 =
∫
(ρ+ ıj)(ρ+ ıj) dµ =
∫
(ρ̄− ıj̄)(ρ+ ıj) dµ =
= ‖ρ‖2 + ‖j‖2 + ı(ρ, j)− ı(j, ρ) =
= ‖ρ‖2 + ‖j‖2 + ı(ρ, j)− ı(ρ, j) =
= ‖ρ‖2 + ‖j‖2 + 2ı=(ρ, j);
ora, ρ(z) =
∑
n≥0 rnz
n e j(z) =
∑
n≥0 λnz
n, da cui segue
(ρ, j) =
∑
n≥0
n!rnλn =
∑
n≥0
n!rnλn ∈ R,
dunque =(ρ, j) = 0.
iv) Se h ∈ β1, vale naturalmente
‖h‖2F1 = ‖ρ+ ıj‖
2
F1
= ‖ρ‖2F1 + ‖j‖
2
F1
< +∞ ⇔ ‖ρ‖F1 , ‖j‖F1 < +∞.
Corollario 4.2.2. Esiste un’unica scomposizione di R-spazi vettoriali di β1
in β1 = R ⊕ ıJ e quindi due proiettori ortogonali in β1, denotati con PR e
P J , tali che
• i) R = PR(β1) e J = P J(β1),
• ii) R(PR) = Ker(P J), Ker(PR) = R(P J)
• iii) R(PR) = Ker(PR)⊥, R(P J) = Ker(P J)⊥.
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Osservazione 6. Tali proiettori sono naturalmente lineari e continui, in quan-
to, preso per esempio PR, ∀h ∈ β1
∥∥PRh∥∥ ≤ ‖h‖, e sono dunque limitati,∥∥PR∥∥ = 1, ∥∥P J∥∥ = 1. Si verifica inoltre facilmente che entrambi sono idem-
potenti, e che P J = I − PR, e PR = I − P J .
Osservazione 7. Il risultato della proposizione 4.2.1 è sostanzialmente inva-
riante per traslazioni ut : z 7→ z+ ıt, t ∈ R del punto attorno a cui si sviluppa
h ∈ β1. Infatti, se y, y0 ∈ =, y 6= y0, per cui (y − y0) = ı(t− t0), t, t0 ∈ R, si
ottiene
h(y) =
∑
n≥0
1
n!
h(n)(y0)(y − y0)n =
∑
n≥0
ın
n!
h(n)(y0)(t− t0)n ∈ R ⇔
ın
n!
h(n)(y0) ∈ R ∀n ⇔
ın
n!
h(n)(ut(0)) ∈ R ∀n.
Si consideri ora il seguente insieme; dato l’anello K
Definizione 4.3.
S[K] := {α ∈ K∞ | α = (a0, a1, a2, . . .), ai ∈ K ∀ i}.
Su S[K] considero le operazioni di somma e prodotto, S[K](+, ·), definite
da
• “+”: α1 + α2 := (a10 + a20, a11 + a21, a12 + a22, . . .)
• “·”: α1 · α2 :=
∑ m1,m2≥0
m=m1+m2
a1m1a
2
m2

m
, ∀m ∈ N.
Osservazione 8. S[K](+, ·) cos̀ı definito è un anello commutativo ed unitario.
Dimostrazione.
Dobbiamo dimostrare le proprietà di un anello, ossia:
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1. a+ b ∈ S[K], ∀ a, b ∈ S[K];
2. a+ b = b+ a, ∀ a, b, c ∈ S[K];
3. (a+ b) + c = a+ (b+ c), ∀ a, b ∈ S[K];
4. ∃ 0 tale che a+ 0 = 0 + a = a, ∀ a ∈ S[K];
5. ∃ − a tale che a− a = 0, ∀ a ∈ S[K];
6. a · b ∈ S[K], ∀ a, b ∈ S[K];
7. a · (b · c) = (a · b) · c, ∀ a, b, c ∈ S[K];
8. a · (b+ c) = a · b+ a · c, (b+ c) · a = b · a+ c · a, ∀ a, b, c ∈ S[K];
9. a · b = b · a, ∀ a, b ∈ S[K];
10. ∃ e tale che a · e = e · a = a, ∀ a ∈ S[K];
Queste sono tutte di facile verifica; si noti che l’elemento 0 = (0, 0, 0, . . .), ed
e = (1, 0, 0, 0, . . .).
Osservazione 9. Se K è dominio d’integrità, allora S[K] è un dominio d’in-
tegrità.
Dimostrazione. Basta osservare che a · b = 0 = (0, 0, 0, . . .) ⇔ (a0b0, a0b1 +
a1b0, . . .) = (0, 0, 0, . . .), e quindi in particolare a0b0 = 0⇒ a0 = 0, o b0 = 0.
Questo è sufficiente affinché almeno uno dei due elementi moltiplicativi a o
b siano diversi da 0.
D’ora in poi si considereranno solo domini d’integrità K.
Osservazione 10. Se a ∈ S[K], a = (a0, a1, a2, . . .) è tale che a0 6= 0, ∀ a,
allora S[K] è un campo.
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Dimostrazione. Si può verificare che l’inverso a−1 di ogni elemento a ∈ S[K],
a = (a0, a1, a2, . . .) è dato da
a−1 =
(
1
a0
,−a1
a20
,
a21
a30
− a2
a20
, . . .
)
;
S[K] è dunque un campo se naturalmente a0 6= 0.
La seguente osservazione è di verifica immediata.
Osservazione 11. Sia ν : K′ → S[K], tale che ν(σ) = σa, ∀σ ∈ K′, a ∈ S[K].
Allora S[K] è un K′ spazio vettoriale.
Si consideri ora l’applicazione φ0, e K = R,C
φ0 : S[K]→ C, ∀α ∈ S[K] φ0(α) = α • z,
dove α • z :=
∑
k≥0 akz
k, dove naturalmente tale somma abbia senso.
In caso di convergenza, si può ovviamente stabilire come immagine di φ0
proprio β1.
Proposizione 4.2.3.
φ0 è lineare.
Dimostrazione.
Sia c ∈ K ed α ∈ S[K]. Allora, se z ∈ C, vale
φ0(cα) = ca0 + ca1z + ca2z
2 + . . . = cφ0.
Siano poi α1 ed α2 ∈ S[K]; allora
φ0(α1 + α2) = a
1
0 + a
2
0 + (a
1
1 + a
2
1)z + (a
1
2 + a
2
2)z
2 + . . . = φ0(α1) + φ0(α2).
Si prenda poi su S[K] il sottoinsieme S0 i cui elementi sono zeri-alternati,
ossia a ∈ S0 ⇔ a = (a0, 0, a2, 0, . . .), oppure a = (0, a1, 0, a3, . . .). Se π e
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δ sono elementi di S0 in modo che siano zero-alternati tra di loro, allora
s’instaura in modo naturale un’aplicazione lineare tra S0 e β1 definita da
φ0(π + ıδ) = φ0(π) + ıφ0(δ) = h(z), ∀ z ∈ C,
φ0(π) := ρ(z) e φ0(δ) := j(z).
Proposizione 4.2.4.
φ0 è un isomorfismo tra S[K] e β1.
Dimostrazione.
Dalle osservazioni precedenti rigurdanti S[K] si deduce facilmente che
φ0(α1 + α2) = φ0(α1) + φ0(α2)
φ0(α1 · α2) = φ0(α1)φ0(α2)
in modo che φ0 risulti un omomorfismo.
Si verifica inoltre facilmente che Ker(φ0) = (0), rendendo cos̀ı φ0 un isomor-
fismo.
Si consideri ora l’insieme S20 , e tutte le coppie ordinate di elementi ri-
spettivamente del tipo π = (a0, 0, a2, 0, . . .), e δ = (0, a1, 0, a3, . . .), ossia
l’insieme S20,P−D. Fissato s = (π, δ) ∈ S20,P−D, allora si può prendere un’altra
applicazione ψ0, definita tramite φ0 nel seguente modo
ψ0 : S
2
0,P−D → β1, ψ0(s) = φ0(π + ıδ),
e risulta evidentemente che pure ψ0 è un isomorfismo.
4.3 Topologia di β1
Dal momento che si dispone di un prodotto scalare definito sullo spazio
di Bargmann in modo da renderlo di Hilbert, si ha già una metrica indotta
dal prodotto scalare. Più precisamente, se h ∈ β1, allora
‖h‖2F1 = ‖ρ‖
2
F1
+ ‖j‖2F1 =
∑
n≥0
n!|rn|2 +
∑
n≥0
n!|λn|2,
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e quindi
d(h, f) := ‖h− f‖2F1 =
∑
n≥0
n!|r1n − r2n|2 +
∑
n≥0
|λ1n − λ2n|2.
Osservazione 12. d : β1 × β1 → R+ è una metrica.
Dimostrazione. Verifichiamo che d soddisfi alle proprietà di una metrica:
• i) d(h, f) > 0, ∀h, f ∈ β1, h 6= f ;
• i’) d(f, f) = 0, ∀ f ∈ β1;
• ii) d(h, f) = ‖h− f‖F1 = ‖f − h‖F1 = d(f, h), ∀h, f ∈ β1;
• iii) d(h, f) ≤ d(h, g) + d(g, h), ∀h, f, g ∈ β1; infatti vale
d2(h, f) =
∫
|h− f |2(z) dµ1(z) =
∫
|h− g + g − f |2(z) dµ1(z) ≤
≤
∫
|h− g|2(z) dµ1(z) +
∫
|g − f |2(z) dµ1(z) +
+ 2
∫
|h− g|(z)|g − f |(z) dµ1(z) =
= d2(h, g) + d2(g, f) + 2
∫
|h− g|(z)|g − f |(z) dµ1(z);
ricordando la seconda disuguaglianza di Hölder, cioè se φ e χ sono
misurabili su X, e p, p′ sono tali che 1
p
+ 1
p′
= 1, allora
∫
X
|φ| |χ| ≤
(∫
X
|φ|p
) 1
p
(∫
X
|χ|p′
) 1
p′
,
posto φ := h− g e χ := g − f , con p = p′ = 1
2
, si ottiene
d2(h, f) ≤ d2(h, g) + d2(g, f) + 2d(h, g)d(g, f) = (d(h, g) + d(g, f))2,
da cui naturalmente d(h, f) ≤ d(h, g) + d(g, f).
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Osservazione 13. Se h, f ∈ β1, allora la metrica d si può scrivere come
d2(h, f) = ‖h‖2F1 + ‖f‖
2
F1
− 2<{(h, f)} .
Dimostrazione. Si tratta di una verifica diretta della definizione di d; infatti
d2(h, f) = ‖h− f‖2F1 = (h− f, h− f) =
=
∫
(h− f)(z)(h− f)(z) dµ1(z) =
= ‖h‖2F1 + ‖f‖
2
F1
−
∫
h(z)f(z) dµ1(z)−
∫
h(z)f(z) dµ1(z) =
= ‖h‖2F1 + ‖f‖
2
F1
− (h, f)− (f, h) =
= ‖h‖2F1 + ‖f‖
2
F1
−
(
(h, f) + (h, f)
)
=
= ‖h‖2F1 + ‖f‖
2
F1
− 2<{(h, f)} .
Su β1 si può allora definire la topologia indotta dalla metrica d; più
precisamente
Definizione 4.4.
(β1, τd) è lo spazio topologico definito dalla topologia indotta da d
τd = {Ω ⊆ β1 | ∀h ∈ Ω ∃ ρ > 0 : Dρ(h) ⊆ Ω} ,
dove
Dρ(h) := {f ∈ β1 | d(h, f) < ρ, ρ > 0} .
Ora, si era visto che l’operatore n dimensionale di Bargmann An, tale che
An : Hn → Fn, è continuo. In Hn è definito il consueto prodotto scalare nello
spazio delle funzioni L2(Rn) nelle variabili canoniche q = (q1, q2, q3, . . . , qn) ∈
Rn. Poiché pure l’operatore inverso di An è continuo, risulta evidente la
seguente
Osservazione 14. An è un’applicazione aperta.
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Di conseguenza, essendo A−1n un isomorfismo unitario aperto, e dunque un
omeomorfismo unitario, l’immagine dei dischi Dρ(h) sono dei dischi Dρ(ψ),
dove ψ(q) = (A−1n f)(q), e in Hn si ottiene la topologia immagine mediante
A−1n indotta dalla metrica d
′, data da d′(ψ, χ) = ‖ψ − χ‖Hn . Una volta as-
segnato lo spazio topologico (β1, τd) si ottiene lo spazio topologico (Hn, τ∗d′)
immagine di β1 mediante A
−1
n e viceversa. Naturalmente, qualsiasi omeomor-
fismo che agisca da Fn ad Hn, ristretto a β1 avrà come immagine l’insieme
delle funzioni immagini dell’operatore CP in Hn.
Proposizione 4.3.1.
β1 è chiuso in τd.
Dimostrazione.
Per dimostrarlo, consideriamo h ∈ β1, ed una successione hk ∈ β1 tale che
hk
k→+∞−→ h. Possiamo considerare h ed hk sviluppate attorno all’origine,
cossiché risulta tramite l’isomorfismo φ0
(ak0, a
k
1, a
k
2, . . .)
k→+∞−→ (a0, a1, a2, . . .) ⇔
ρk + ıjk
k→+∞−→ ρ+ ıj,
con ρk = φ0(πk) e jk = φ0(δk). Poiché in S[R] πk e jk convergono rispettiva-
mente a π ed a j, allora il limite di hk è anch’esso in β1.
Considerare le funzioni sviluppate nell’origine permette di concludere che β1
è chiuso per funzioni sviluppate in altri punti che non siano l’origine stessa,
in quanto per continuità di h ∈ β1 le sue derivate n-esime variano a sua
volta con continuità (uniforme) il che significa che per ogni traslazione del
punto attorno a cui avviene lo sviluppo, cambia naturalmente l’isomorfismo
φ0, diventando φu(0), ma non cambia sostanzialmente la continuità con cui
avviene il limite espresso sopra, trattandosi alla fine di composizione di fun-
zioni continue.
Proposizione 4.3.2.
β1 è connesso in τd.
60 4. La sottoclasse β
Dimostrazione.
Affinché sia connesso è necessario e sufficiente che ∀h, f ∈ β1 il segmento
[h, f ] ⊂ β1, dove per segmento s’intende
[h, f ] := tf + (1− t)h, t ∈ [0, 1].
Considerando le funzioni sviluppate sempre attorno all’origine si ottiene che
∀ t ∈ [0, 1] vale
tf + (1− t)h = t(ρ2 + ıj2) + (1− t)(ρ1 + ıj1) =
= tρ2 + (1− t)ρ1 + ı[tj2 + (1− t)j1] =
= ψ0([π1, π2], [δ1, δ2]);
essendo S20,P−D connesso in quanto sottoinsieme chiuso di R∞×R∞, si ottiene
quindi che [h, f ] ⊂ β1.
Proposizione 4.3.3.
β1 è di Hausdorff.
Dimostrazione.
Per vederlo basta considerare due elementi di β1, h ed f , tali che h 6= f . Come
intorno dei due punti possiamo prendere degli intorni aperti, cioè dei dischi
di centro rispettivamente h ed f . Se poi d(h, f) =: r è la distanza tra i due
punti, allora possiamo prendere come intorni Nh = Dr/3(h) e Nf = Dr/3(f) di
modo che ∃ due intorni dei punti, Nh ed Nf , non vuoti, e tali che Nh∩Nf = ∅.
β1 è dunque T2, pertanto anche T1.
Essendo β1 spazio metrico, si ha che esso soddisfa automaticamente al
primo assioma di numerabilità.
Proposizione 4.3.4.
β1 soddisfa il secondo assioma di numerabilità.
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Per dimostrarlo è utile analizzare alcuni risultati riguardanti l’insieme
S[R] che, tramite l’isomorfismo φ0 definito prima, fornisce un ritratto isome-
trico di β1. Se h, f ∈ β1, ponendo rispettivamente α = φ−10 (h) e β = φ−10 (f),
allora si ottiene in S[R] una distanza euclidea data dalla retroimmagine
tramite φ0 definita come
dε(α, β) = ‖α− β‖ =
(∑
k≥0
(αk − βk)2
) 1
2
,
che converge per come è stato definito φ0. Risulta quindi che su S[R]
è possibile costruire una topologia indotta dalla metrica dε, mediante la
retroimmagine di φ0.
Lemma 4.3.5. (S[R], τε(φ0)) è separabile.
Dimostrazione.
Scegliamo il sottoinsieme dei punti di S[R] razionali, ossia S[Q]. Evidente-
mente S[Q] è denso in S[R] e numerabile.
Lemma 4.3.6. (S[R], τε(φ0)) soddisfa il secondo assioma di numerabilità.
Dimostrazione.
Si tratta di provare che τε(φ0) ha una base numerabile. Scegliamo allora
come base l’insieme
B =
{
Dq(a) | q ∈ Q+, a ∈ S[Q]
}
;
si verifica facilmente che B è numerabile. Rimane da provare che ogni aperto
A di τε(φ0) è unione di elementi di B. Sia A ⊂ S[R] aperto e b ∈ A; sia r > 0
tale che Dr(b) ⊂ A. Ora, poiché S[Q] è denso esiste a ∈ Dr/3(b) ∩ S[Q] (in
quanto S[Q] interseca ogni aperto non vuoto di S[R]). Scegliendo q razionale
tale che r
3
< q < 2r
3
, vale che
b ∈ Dq(a) ⊂ Dr(b) ⊂ A,
e quindi A è unione di aperti di B.
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Si pongano ora per comodità X := (β1, τd) e Y := (S[R], τε(φ0)), da cui
Y
φ0−→ X;
Lemma 4.3.7. Se f ∈ Dρ(h0) allora β ∈ Dρ(α), dove β = φ−10 (f) ed
α = φ−10 (h0).
Dimostrazione.
f ∈ Dρ(h0) ⇔ ‖f − h0‖ < ρ ⇔
∑
n≥0
n!|an − bn|2 < ρ2.
In definitiva vale che
d2ε(α, β) =
∑
n≥0
|an − bn|2 <
∑
n≥0
n!|an − bn|2 < ρ2.
Proposizione 4.3.8.
β1 è separabile.
Dimostrazione.
Per i lemmi precedenti basta considerare l’omeomorfismo φ0 che agisce tra
Y ed X di modo che avendo provato Y separabile, anche X lo è.
Per quanto visto, S[R] è un campo se e solo se ogni suo elemento è tale
che a0 6= 0. In tal caso gli unici ideali saranno S[R] e (0). La stessa cosa vale
per β1. Contrariamente, vale la seguente
Proposizione 4.3.9.
∀z ∈ C sia Mz = {f ∈ β1 | f(z) = 0}; allora al variare di z in C la famiglia
Mz descrive tutti e soli gli ideali massimali di β1.
Dimostrazione.
Sia z ∈ C; definiamo l’applicazione di valutazione Ez come Ez : β1 → C,
Ez(h) = h(z).
Ez è un omomorfismo di anelli suriettivo. Infatti vale che Ez(h + f) =
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(h + f)(z) = h(z) + f(z) = Ez(h) + Ez(f), e Ez(h · f) = (h · f)(z) =
h(z)f(z) = Ez(h)Ez(f). Inoltre, poiché il range di β1 è tutto C, se ω ∈ C,
allora ∃h, z0: h(z0) = ω.
Si ha che Ker(Ez) = Mz, ∀z ∈ C; come si verifica direttamente, il nucleo di
un omomorfismo di anelli è un ideale.
Dimostriamo ora che gli Mz sono ideali massimali ⇔ Im(Ez) è un campo.
⇒) se ω ∈ C, ω 6= 0 allora ∃h ∈ β1 tale che ω = Ez(h); ma ω 6= 0⇒ z /∈Mz.
Dunque Mz + (h) è un ideale che contiene Mz, ed essendo per ipotesi Mz
massimale dovrà essere Mz + (h) = β1. Pertanto ∃ f ∈ Mz, g ∈ β1 tali che
1 = f + gh, da cui segue, applicando Ez,
1 = Ez(h) + Ez(g)Ez(h) = Ez(g)ω.
Quindi Ez(g) è l’inverso di ω.
⇐) supponiamo che esista un ideale M tale che Mz ⊂M , e che f ∈MrMz;
allora Ez(h) = ω 6= 0 ed ∃ η ∈ C: ωη = 1.
Applicando E−1z su 1 si ottiene
E−1z (1) = E
−1
z (ωη) = E
−1
z (ω)E
−1
z (η) = fE
−1
z (η) ∈M ;
allora 1 ∈M ⇒M = β1, e quindi Mz è ideale massimale.
Nota: le proprietà topologiche considerate valgono in una dimensione,
ma introducendo la topologia prodotto nello spazio Cn sostanzialmente non
variano. Per la definizione della sottoclasse β che in realtà non è altro che
l’analisi delle funzioni in dimensione n, ci si propone dunque di considerare
β come il prodotto delle sottoclassi β1, ciascuna con le sue proprietà,
β = β1 ⊗ . . .⊗ β1︸ ︷︷ ︸
n
.
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4.4 Topologia di Zariski e β1
Ci proponiamo in questa sezione di mettere in luce alcuni risulati che
mettono in relazione la topologia di Zariski in C, e la sottoclasse di funzioni
finora considerate β1.
Consideriamo l’anello dei polinomi C[z] nella variabile complessa, e sia S un
suo sottoinsieme; possiamo allora andare a considerare l’ideale generato da
S, indicato con (S), che costruttivamente è l’insieme di tutte le combinazioni
lineari finite di elementi di S, ossia
(S) = {f1p1 + . . . frpr | fi ∈ S ∀i, pi ∈ C[z]∀i} .
L’insieme degli zeri di S è l’insieme degli z0 ∈ C tali che f(z0) = 0, ∀f ∈ S;
esso verrà indicato con V (S), e solitamente viene chiamato insieme algebrico.
Evidentemente vale
V (S) = V ((S)).
Non è dunque restrittivo considerare solo gli insiemi algebrici definiti da
ideali.
Gli insiemi algebrici soddisfano le condizioni della topologia dei chiusi, più
precisamente si verifica che
a) V (I1 ∩ I2) = V (I1) ∪ V (I2), I1, I2 ideali;
b) V (
∑
α∈A Iα) =
⋂
α∈A V (Iα), se {Iα} è una famiglia di ideali, dove∑
α∈A Iα è l’ideale somma degli ideali Iα, cioè
∑
α∈A =
⋃
α∈A Iα;
c) ∅ = V ((1)), C = V ((0)).
Con tali proprietà segue allora che la famiglia dei sottoinsiemi algebrici
gode delle proprietà degli insiemi chiusi; si può pertanto definire una topo-
logia nella quale gli insiemi aperti sono gli insiemi il cui complementare è
proprio un insieme algebrico; avendo cos̀ı definito gli aperti, tale topologia si
chiama topologia di Zariski su C. Riportiamo in seguito solo alcuni risultati
che saranno utili in seguito nella trattazione.
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Proposizione 4.4.1.
Ogni punto di C è chiuso nella topologia di Zariski.
La verifica è immediata, considerando gli ideali di polinomi del tipo I =
(z − z0)⇒ V (I) = {z0}.
Enunciamo ora alcuni risultati sulla topologia di Zariski in dimensione n.
Proposizione 4.4.2.
Siano Z ed Y chiusi propri di Cn. Allora Z ∪ Y 6= Cn.
Dimostrazione. Supponiamo che Z ∪Y = Cn per certi chiusi, e dimostriamo
che almeno uno di essi è tutto Cn.
Se Z = V ((S1)) e Y = V ((S2)), allora
Cn = Z ∪ Y = V ((S1 · S2)),
e quindi ogni prodotto risultante da S1·S2 è nullo. Poiché l’insieme C[X1, . . . , Xn]
è dominio di integrità, se supponiamo che Y 6= Cn, allora qualche polinomio
p(y) ∈ S2 6= 0, e di conseguenza, per ogni polinomio p(x) ∈ S1 deve aversi
p(x)p(y) = 0 ⇒ p(x) = 0, ∀p ∈ S1,
ed evidentemente Z = Cn.
Corollario 4.4.3.
Se A e B sono aperti non vuoti, allora A ∩B 6= ∅
Corollario 4.4.4.
Ogni aperto non vuoto nella topologia di Zariski è denso.
Supponiamo ora di avere un ideale (S), e consideriamo l’insieme algebrico
V ((S)); ∀p ∈ S e ∀z0 ∈ V ((S)) si ha
p(z0) = a0 + a1z0 + . . . + amz
m
0 ,
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dove per fissare le idee supponiamo che deg p = m, e per comodità m > 0.
E’ chiaro che, una volta fissato un intero positivo k < m, e dato l’operatore
differenziale lineare ∂(k) : C[z]→ C[z], ∂(k)(p(z)) := ∂
(k)p(z)
∂z
, allora
V ((S)) ⊂ V ((∂(k)z S)).
Il viceversa ovviamente non è vero; il che porta in maniera naturale a con-
siderare l’operatore differenziale lineare definito sopra in stretto legame con
un’applicazione πk da C[z]m in C[z]m−k, ossia l’applicazione che ad ogni po-
linomio di grado m, scrivibile come p(z) = q(z) + s(z), con deg q = k e
s ∈ (zk+1), associa s(z)/zk+1. Le applicazioni ∂k+1 e πk sono in stretto le-
game in quanto, indicato con Z(πk) il Ker(πk), allora Z(πk) = Ker(∂
k+1).
Infatti se q 6= 0 ∈ Z(πk) necessariamente starà in Ker(∂k+1). Viceversa,
se un elemento non nullo appartiene a Ker(∂k+1) allora la sua proiezione
di grado k si annulla. Si ricorda che l’immagine dell’operatore ∂k+1 di un
polinomio di grado m, è:
∂k+1(p(z)) = s′(z) = akc
0
m,k + ak+1c
1
m,kz + . . . + amc
m−k
m,k z
m−k,
per opportuni coefficienti cjm,k.
Sia Ez : C[z] → C, Ez(p) = p(z) la solita funzione di valutazione; la
retroimmagine di C[z]m−k mediante πk è data da
π−1k (p(z)) = Z(πk) + s(z);
se s ∈ Ker(Ez(πk(p))), allora risulta Ez(π−1k (p)) = Ez(Z(πk)), in quanto
ovviamente s(z) = 0 ⇒ zk+1s(z) = 0.
Ora, Z(πk) è composto da polinomi di grado deg ≤ k; esso si può suddivi-
dere nell’insieme in polinomi di grado inferiore o uguale a k che si annullano
in un fissato z0, ed il suo complementare, ossia rispettivamente
Z(πk) = Z0(πk) ∪ Y (πk), Y (πk) := CZ0(πk),
Z0(πk) =< z0 >k:= {r(z) ∈ C[z] | deg(r) ≤ k, r(z0) = 0} .
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Dato che z0 ∈ V (< z0 >k) per costruzione, allora per il teorema fondamentale
dell’algebra ogni polinomio in < z0 >k si scriverà come
r(z) = (z − z0)r′(z), r′(z) =
∏
i≤k̂
(z − zi), deg(r′) = k − 1.
In tal caso risulta evidentemente che < z0 >k= (z − z0)k, che è l’insieme dei
polinomi di grado inferiore o uguale a k, appartenenti all’ideale (z − z0).
Si è dimostrata allora la seguente
Proposizione 4.4.5.
Sia s un polinomio non costante di grado m′. Se z0 ∈ V (s), allora ∀k < m′,
π−1k|<z0>k(s) è un polinomio di grado m
′+k tale che z0 ∈ V ((z−z0)k+zk+1s(z)).
Ciascun elemento di β1 dà vita a una successione di polinomi di grado
crescente, al limite infinito, e può dunque essere scritto come somma di un
polinomio e di una funzione di troncamento ad un grado prefissato
h −→ p11, p12, . . . , p1k, . . .
f −→ p21, p22, . . . , p2k, . . .
e cos̀ı via. Tali successioni di polinomi inducono una successione di insiemi
algebrici, per ogni elemento di β1:
h 7−→ V (p11), V (p12), . . . , V (p1k), . . . =: V 11 , V 12 , . . . , V 1k , . . .
Sia k un intero positivo. Con Lk indichiamo l’insieme dei polinomi di grado
uguale a k fissato; sia poi L un sottoinsieme di Lk, L ⊂ Lk. Una volta fissato
k è chiaro che ogni funzione di β1 avrà o meno una funzione di troncamento
di ordine k a seconda che il coefficiente dello sviluppo attorno all’origine sia
o meno uguale a zero. Per comodità supponiamo di avere elementi di β1 tutti
con troncamento di ordine k, altrimenti si può considerare (non è restrittivo)
l’ordine k ± 1, sempre se questo si mantiene positivo.
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Proposizione 4.4.6.
Sia h ∈ β1; sia poi p ∈ C[z] tale che deg(p) = k, k > 0, e che h(z) =
p(z) + rk(z). Se p ∈ L ⊂ Lk, allora ∀z0 ∈ V ((L)), ∀Nz0 intorno di z0,
∀η > 0, esistono delle funzioni Kz0, γz0 e ϕ(η, z0) analitiche in z0 e a valori
reali, tali che
‖h‖Nz0−loc ≤ ‖p‖Nz0−loc + 2Kz0γz0 + ϕ(η, z0),
η→0+−→ 0+.
Dimostrazione.
Se z0 ∈ V ((L)) e z ∈ CV ((L)), tale che |z − z0| < η, con η  1, h(z) =
p(z) + rk(z), vale
|h(z)− h(z0)| = |p(z) + rk(z)− rk(z0)| ≤ |p(z)|+ |rk(z)− rk(z0)|;
dato che
rk(z)− rk(z0) =
∑
n≥k+1
an(z
n − zn0 ) =
∑
n≥k+1
(
an(z − z0)
n−1∑
i=0
zizn−i0
)
,
=⇒ |rk(z)− rk(z0)| ≤ η
∑
n≥k+1
n−1∑
i=0
|an||zizn−i0 |.
Consideriamo ora un intorno Nz0 di z0, e una funzione cut-off χ(z), tale che
supp χ ⊂ Nz0 ; allora∫
|χ(z)|2|h(z)|2 dµ1(z) =
∫
Nz0
|h(z)|2 dµ1(z) =
∫
Nz0
|h(z)− h(z0) + h(z0)|2 dµ1(z) ≤
≤
∫
Nz0
|h(z)− h(z0)|2 + |h(z0)|2 + 2|h(z0)||h(z)− h(z0)| dµ1(z) ≤
≤
∫
Nz0
|p(z)|2 dµ1(z) +
∫
Nz0
|rk(z)− rk(z0)|2 dµ1(z) +
+2
∫
Nz0
|p(z)||rk(z)− rk(z0)| dµ1(z) + 2|h(z0)|
∫
Nz0
|p(z)|+ |rk(z)− rk(z0)| dµ1(z) ≤
≤ ‖p‖Nz0−loc + 2|h(z0)|
∫
Nz0
|p(z)| dµ1(z) + 2η
∫
Nz0
∑
n≥k+1
n−1∑
i=0
|an||zizn−i0 ||p(z)| dµ1(z) +
+2η|h(z0)|
∫
Nz0
∑
n≥k+1
n−1∑
i=0
|an||zizn−i0 | dµ1(z) + η2
∫
Nz0
( ∑
n≥k+1
n−1∑
i=0
|an||zizn−i0 |
)2
dµ1(z).
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Con le opportune sostituzioni di termini, la disuguaglianza sopra risulta
‖h‖Nz0−loc ≤ ‖p‖Nz0−loc + 2Kz0γz0 + 2ηK
′
z0
+ 2ηK ′′z0γz0 + η
2K ′′′z0 , η  1,
che si può riscrivere in modo più compatto come
‖h‖Nz0−loc ≤ ‖p‖Nz0−loc + 2Kz0γz0 + ϕ(η, z0), ϕ(η, z0)
η→0+−→ 0.
L’analiticità di tali funzioni segue direttamente dalla loro definizione.
Si considerino ora le succesioni di insiemi algebrici generati dagli elementi
di β1:
h1 7−→ V 11 , V 12 , . . . , V 1k , . . .
h2 7−→ V 21 , V 22 , . . . , V 2k , . . .
. . .
hj 7−→ V j1 , V
j
2 , . . . , V
j
k , . . .
. . .
in generale esistono un numero di successioni di cardinalità del continuo.
Per k > 0 fissato, si consideri, come prima, l’insieme Lk dei polinomi di grado
uguale a k, e si prenda una famiglia numerabile di suoi sottoinsiemi {Lik}i∈A.
Ad ogni elemento della famiglia si prenda il suo insieme algebrico, formando
cos̀ı la famiglia di insiemi algebrici {V ik}i∈A.
Si consideri poi la più piccola intersezione non vuota di tutti gli elementi di
tale famiglia,
Bk =
⋂
i∈A
V ((Lik)),
ed eventualmente l’unione in k di tutte le intersezioni, cioè
A =
⋃
k
Bk.
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Ne viene che ∀z0 ∈ Bk, e ∀z ∈ CBk, date h ed f con troncamento per
entrambe di ordine k, per ogni intorno Nz0 di z0, vale
d2z0(h, f) = ‖h‖
2
Nz0−loc
+ ‖f‖2Nz0−loc − 2<{(h, f)z0} ,
ed essendo h ed f in β1 si ha
<{(h, f)} = <
{∑
n≥0
1
n!
anbn
}
= <
{∑
2n≥0
1
(2n)!
a2nb2n +
∑
2n+1≥0
1
(2n+ 1)!
a2n+1b2n+1
}
=
= <
{
λ+
∑
2n+1≥0
1
(2n+ 1)!
(−ı)α2n+1(i)β2n+1
}
=
= <{λ+ µ} = λ+ µ ∈ R, λ, µ ∈ R,
da cui
d2z0(h, f) = ‖h‖
2
Nz0−loc
+ ‖f‖2Nz0−loc − 2
∑
n≥0
1
n!
anbn,
ed essendo ‖h‖Nz0−loc ≤ ‖p‖Nz0−loc + 2Kz0γz0 + ϕ(η, z0), ϕ(η, z0)
η→0+−→ 0+
‖f‖Nz0−loc ≤ ‖q‖Nz0−loc + 2K
′
z0
γ′z0 + ϕ
′(η, z0), ϕ
′(η, z0)
η→0+−→ 0+
con le opportune sostituzioni di termini di funzioni, si ottiene
d2z0(h, f) ≤ ‖p‖
2
Nz0−loc
+ ‖q‖2Nz0−loc + ξ̃
2
z0,η
− 2
∑
n≥0
1
n!
anbn,
o in maniera equivalente si ottiene
Proposizione 4.4.7.
∀z0 ∈ Bk e ∀h ∈ β1 tale che i polinomi generati di grado k, ph ∈ Lik, allora
la distanza in un intorno di z0 soddisfa la seguente condizione
d2z0(h, f) ≤ η
2
[∥∥∥∥ pz − z0
∥∥∥∥2
Nz0−loc
+
∥∥∥∥ qz − z0
∥∥∥∥2
Nz0−loc
]
+ ξ̃2z0,η − 2
∑
n≥0
1
n!
anbn
Osservazione 15. Naturalmente la norma locale di Bargmann dei polinomi
dipende dall’ordine di troncamento k.
Inoltre, la sommatoria che compare nella disuguaglianza è estesa solo in un
intorno di z0.
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Si considerino ora due insiemi della famiglia {Lik}i∈A, L1 ed L2; chiamati
A1 = CV ((L
1)) e A2 = CV ((L
2)) gli aperti di Zariski, sia A la loro unione
A1 ∪ A2, corrispondente a C(V ((L1)) ∩ V ((L2))), e sia CA =: Ā il suo com-
plementare.
La distanza tra due funzioni h ed f in β1 con opportuno ordine di tronca-
mento k sarà
d2(h, f) =
∫
A
|h(z)− f(z)|2 dµ1(z) +
∫
Ā
|h(z)− f(z)|2 dµ1(z) =
=
∫
A
|p(z) + rk(z)− q(z)− sk(z)|2 dµ1(z) +
∫
Ā
|rk(z)− sk(z)|2 dµ1(z) ≤
≤
∫
A
|p(z)− q(z)|2 dµ1(z) +
∫
A
|rk(z)− sk(z)|2 dµ1(z) +
∫
Ā
|rk(z)− sk(z)|2 dµ1(z) +
+2
∫
A
|p(z)− q(z)||rk(z)− sk(z)| dµ1(z) ≤
≤ d2(p, q) + d2(rk, sk) + 2d(p, q)dA(rk, sk),
dove nell’ultimo passaggio si è utilizzata la disuguaglianza di Hölder. Il
risultato ottenuto è evidentemente equivalente a
d(h, f) ≤ d(rk, sk) +
d(p, q)
d(h, f) + d(rk, sk)
(2dA(rk, sk) + d(p, q)).
4.4.1 Alcune stime delle funzioni di troncamento
Vediamo ora come varia la distanza d(rk, sk) al variare del parametro
di troncamento k. Per quanto visto precedentemente, ogni h ∈ β1 si può
scrivere come h(z) = p(z) + rk(z); tale scrittura dipende dall’intero positivo
k fissato. Supponiamo quindi di avere un altro intero positivo k′ diverso da
k, e tale che k′ > k (lo si prende per comodità maggiore, la qual cosa non
è restrittiva; di fatto il ruolo tra i due può essere permutato); la distanza di
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Bargmann dei troncamenti rk ed sk sarà allora data da:
d2(rk, sk) =
∫
|
k′∑
n=k+1
(an − bn)zn +
∑
n>k′
(an − bn)zn|2 dµ1(z) ≤
≤
∫
|
k′∑
n=k+1
(an − bn)zn|2 dµ1(z) + d2(rk′ , sk′) +
+2
∫
|
k′∑
n=k+1
(an − bn)zn||
∑
n>k′
(an − bn)zn| dµ1(z) ≤
(∗)
≤
∫
|
k′∑
n=k+1
(an − bn)zn|2 dµ1(z) + d2(rk′ , sk′) +
+2
(∫
|
k′∑
n=k+1
(an − bn)zn| dµ1(z)
)
d(rk′ , sk′) =:
=: c+ 2
√
c d(rk′ , sk′) + d
2(rk′ , sk′), k
′ > k
dove in (∗) è stata utilizzata la disuguaglianza di Hölder, e dove si è posto
c :=
∫
|
k′∑
n=k+1
(an − bn)zn|2 dµ1(z).
In altre parole, vale la seguente
Proposizione 4.4.8.
∀k′ intero positivo tale che k′ > k, con k fissato, vale
d(rk′ , sk′) ≥ d(rk, sk)−
√
ck,k′ ,
dove
ck,k′ =
∫
|
k′∑
n=k+1
(an − bn)zn|2 dµ1(z).
Per comodità di scrittura verranno in seguito tolti i pedici di ck,k′ (come
è stato fatto anche in precedenza).
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Proposizione 4.4.9.
Siano k e k′ interi positivi tali che k′ > k+1; posti τ := max {|an − bn|, k < n ≤ k′},
e
ζ(k) :=
(
−2k+1 −
k∑
l=0
2k+1−l
l∏
i=0
(2k + 2− 2i) + (1− 1
e
)
k+1∏
l=0
(2k + 2− 2l)
)
λ(k′) :=
(
2k
′
+
k′−1∑
l=0
2k
′−l−1
l∏
i=0
(2k′ − 2i) +
k′∏
l=0
(2k′ − 2l)
)
,
allora vale
c ≤ τ
2σκk,k′
e
[
1
2k+1
ζ(k) +
1
2k′
λ(k′)
]
,
per opportuni coefficienti reali positivi σ e κk,k′.
Dimostrazione. Per come è stata definita c risulta
c ≤
∫ ( k′∑
n=k+1
|an − bn||zn|
)2
dµ1(z) ≤
∫ ( k′∑
n=k+1
τ |zn|
)2
dµ1(z)
=
∫
{|z|<1}
(
k′∑
n=k+1
τ |zn|
)2
dµ1(z) +
∫
{|z|≥1}
(
k′∑
n=k+1
τ |zn|
)2
dµ1(z);
consideriamo ora la funzione integranda:(
k′∑
n=k+1
τ |zn|
)2
= τ 2(|z|k+1 + . . .+ |z|k′)2 =
= τ 2 (|z|2k+2 + 2|z|2k+3 + 2|z|2k+4 + . . .+ |z|2k′)︸ ︷︷ ︸
(k’-k)+(k’-k-1)+. . . +1
,
e vale poi che
(k′−k)+(k′−k−1)+. . .+1 = (k
′ − k)
2
(k′−k+1) = 1
2
((k′)2+k2−2k′k+k′−k) =: κk,k′ .
Ora, se |z| < 1, si ha che
τ 2(|z|2k+2 + 2|z|2k+3 + 2|z|2k+4 + . . .+ |z|2k′) ≤ τ 2(|z|2k+2 + 2|z|2k+2+
+ 2|z|2k+2 + . . .+ |z|2k+2) = τ 2σκk,k′|z|2k+2,
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se invece |z| ≥ 1 allora
τ 2(|z|2k+2 + 2|z|2k+3 + 2|z|2k+4 + . . .+ |z|2k′) ≤ τ 2(|z|2k′ + 2|z|2k′+
+ 2|z|2k′ + . . .+ |z|2k′) = τ 2σκk,k′|z|2k
′
;
esplicitando la misura di Bargmann, si ottiene
c ≤ τ
2σκk,k′
π
∫
{|z|<1}
|z|2k+2e−|z|2 dz + τ
2σκk,k′
π
∫
{|z|≥1}
|z|2k′e−|z|2 dz
=:
τ 2σκk,k′
π
(I1 + I2).
Cominciamo col calcolare I1; utilizziamo la trasformazione di coordinate
in coordinate polari, ossia
{
x = r cos(ϑ)
y = r sin(ϑ) r ∈ [0, 1), ϑ ∈ [0, 2π);
essendo lo Jacobiano della trasformazione r, I1 diventa uguale a
∫ 1
0
∫ 2π
0
r2k+3e−r
2
dr dϑ,
ed utilizzando la sostituzione t = r
√
2, si ottiene
I1 =
2π
2k+2
∫ √2
0
t2k+3e−
t2
2 dt.
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Integrando per parti risulta
I1 =
2π
2k+2
(
−
∫ √2
0
t2k+2(−te−
t2
2 ) dt
)
=
=
2π
2k+2
(
−[t2k+2e−
t2
2 ]
√
2
0 + (2k + 2)
∫ √2
0
t2k+1e−
t2
2 dt
)
=
=
2π
2k+2
(
−2
k+1
e
− (2k + 2)
∫ √2
0
t2k(−te−
t2
2 ) dt
)
=
=
2π
2k+2
(
−2
k+1
e
− (2k + 2)
(
[t2ke−
t2
2 ]
√
2
0 − 2k
∫ √2
0
t2k−2(−te−
t2
2 ) dt
))
=
=
2π
2k+2
(
−2
k+1
e
− (2k + 2)2
k
e
− (2k + 2)2k
∫ √2
0
t2k−2(−te−
t2
2 ) dt
)
=
=
2π
2k+2
(
−2
k+1
e
− 2
k
e
(2k + 2)− 2
k−1
e
(2k + 2)2k + (2k + 2)2k(2k − 2)
∫ √2
0
t2k−3e−
t2
2 dt
)
.
Iterando l’integrazione per parti, si vede che gli esponenti del fattore in-
tegrando di partenza t2k+3, quindi dispari, calano ad ogni iterazione di 2.
Indicizzando con il parametro l, allora il processo di integrazione per parti si
arresta qualora 2k + 3− 2l = 1, ottenedo cos̀ı l’integrale finale∫ √2
0
te−
t2
2 dt = 1− 1
e
.
Riassumendo, risulta quindi che
I1 =
2π
e2k+2
(
−2k+1 −
k+1∑
l=0
2k+1−l
l∏
i=0
(2k + 2− 2i) + (1− 1
e
)
k+1∏
l=0
(2k + 2− 2l)
)
=:
2π
e2k+2
ζ(k),
da cui ovviamente
τ 2σκk,k′
π
I1 =
τ 2σκk,k′
e2k+1
ζ(k).
Ci occupiamo ora del secondo integrale I2. Come prima, passando in
coordinate polari, ricordando che in questo caso gli etremi delle coordinate
polari sono r ∈ [ +∞) e ϑ ∈ [0, 2π), e appicando in seguito la medesima
sostituzione di variabili, si ottiene
I2 =
π
2k′
∫ +∞
√
2
t2k
′+1e−
t2
2 dt.
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Come prima, procediamo con l’integrazione per parti:
I2 =
π
2k′
(
−[t2k′e
t2
2 ]+∞√
2
+ 2k′
∫ +∞
√
2
t2k
′−1e−
t2
2 dt
)
=
=
π
2k′
(
2k
′
e
− 2k′
∫ +∞
√
2
t2k
′−2(−te−
t2
2 ) dt
)
=
=
π
2k′
(
2k
′
e
+
2k
′−1
e
2k′ − 2k′(2k′ − 2)
∫ +∞
√
2
t2k
′−4(−te−
t2
2 ) dt
)
=
=
π
2k′
(
2k
′
e
+
2k
′−1
e
2k′ +
2k
′−2
e
2k′(2k′ − 2) + 2k′(2k′ − 2)(2k′ − 4)
∫ +∞
√
2
t2k
′−5e−
t2
2 dt
)
.
Si vede che l’esponente del fattore integrando di partenza t2k
′+1 dispari, cala
ad ogni integrazione di 2, e quindi il processo termina quando 2k′+ 1− 2l =
1⇔ l = k′. Otteniamo quindi l’integrale finale∫ +∞
√
2
te−
t2
2 dt =
1
e
,
da cui segue che
I2 =
π
e2k′
(
2k
′
+
k′−1∑
l=0
2k
′−l−1
l∏
i=0
(2k′ − 2i) +
k′∏
l=0
(2k′ − 2l)
)
=:
π
e2k′
λ(k′),
e naturalmente ne viene che
τ 2σκk,k′
π
I2 =
τ 2σκk,k′
e2k′
λ(k′).
Per quanto visto in precedenza, si ottiene il seguente risultato
Proposizione 4.4.10.
Se k′ > k ed h, f ∈ β1, rispettivamente h(z) = p(z) + rk(z) ed f(z) =
q(z) + sk(z), allora
d(rk′ , sk′) ≥ d(rk, sk)− τ
(σκk,k′
e
) 1
2
[
1
2k+1
ζ(k) +
1
2k′
λ(k′)
] 1
2
.
Osservazione 16. Vale:
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per k′ → +∞, c 12 → d(rk, sk);
per k′ → k, c→ 0.
Cosicché c
1
2 è una funzione a valori interi positivi il cui range è (inclusi
gli estremi) [0, d(rk, sk)].
Si supponga ora che k′ sia dipendente da un parametro reale t, t ∈ (a, b),
−∞ ≤ a < b ≤ +∞, cioè k′ = k′(t), di modo che sia
c
1
2 =
d(rk, sk)
ν(t)
, ν(t) ∈ (1,+∞).
Allora vale
d(rk′(t), sk′(t))
d(rk, sk)
≥ 1− 1
ν(t)
.
D’ora in poi si ponga per comodità d := d(rk, sk) e d(k
′) := d(rk′(t), sk′(t)); ne
viene allora che
d
dt
(d(k′) =: ∂td(k
′) = k̇′(t)
d
dk′
(d(k′)) =: k̇′(t)∂k′d(k
′).
Supponiamo che ν(t) sia monotona crescente e a crescenza lenta, e che quindi
ν̇(t) > 0 ∀t ∈ (a, b); poiché −∂td(k′) > 0⇔ −∂k′d(k′) > 0, si ha
1
d
(
−k̇′(t)∂k′d(k′)
)
≥ 1
d(k′)
(
1− 1
ν(t)
)(
−k̇′(t)∂k′d(k′)
)
;
inoltre vale
−∂td(k
′)
d
+
d(k′)
d
≥ 1− 1
ν(t)
− ∂td(k
′)
d
;
dalle due ultime disuguaglianze se ne ottiene una nuova, ponendo ψ(x(t)) :=
d(k′(t))/d,
∂tψ(x(t)) ≤ ψ(x(t)) + ẋ(t)
[
1− 1
ν(t)
]
ψ−1(x(t))∂xψ(x(t)),
o equivalentemente
ψ̇(x) ≤ ψ(x) + ẋ[1− ν−1(t)]ψ−1(x)∂xψ(x)
che fornisce una descrizione di come varia d(k′) al variare di k′ e dunque di
t.
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Ora, il fatto di avere una descrizione implicita della velocità con cui varia-
no le distanze delle funzioni di troncamento nella norma di Bargmann, per
k > 0 fissato, dà l’idea che la ψ delle equazioni precedenti possa, in qualche
maniera, essere collegata ad un osservabile classico (mediante la trasformata
di Bargmann); supponendo di avere un’associazione ψ ↔ ξ ∈ S(Ω), data una
funzione di potenziale V = V (ψ, ψ̇, t), allora la Lagrangiana del sistema è:
L(ψ, ψ̇, t) = ψ̇2−V ≥ ψ2 + ẋ2[1−ν−1(t)]2ψ−2(∂xψ)2 + 2ẋ[1−ν−1(t)]∂xψ−V.
Le geodetiche del moto saranno pertanto date dall’equazione di Eulero-Lagrange
∂
∂t
(
∂L(ψ, ψ̇, t)
∂ψ
)
− ∂L(ψ, ψ̇, t)
∂ψ̇
= 0 ⇔
∂t∂ψV − 2ψ̇ − ∂ψ̇V = 0 ⇔
ψ̇ = −
∂ψ̇V − ∂t∂ψV
2
,
da cui si ottiene
ψ + ẋ[1− ν−1(t)]ψ−1∂xψ ≥ −
1
2
[
ψ̇V − ∂t∂ψV
]
.
Fino ad ora è stata utilizzata la scomposizione di elementi di β1 in polino-
mi q di grado k, e funzioni di troncamento rk; tale scomposizione ovviamente
non è unica, e può essere considerata, per k fissato, come applicazione su-
ritettiva σk da β1 in C[z]k. Ci si pone ora il problema di determinare quali
condizioni devono sussistere affinché valga il viceversa, ossia partendo da ele-
menti in C[z]k, determinare la retroimmagine non vuota σ−1k .
Una volta fissato un polinomio q(z) di grado k, il problema è equivalente
a determinare una funzione olomorfa rk(z) tale che esista una h ∈ β1 con
h(z) = q(z) + rk(z). Affinché h sia in β1 è poi necessario che h(ıt) ∈ R,
∀t ∈ R.
Proposizione 4.4.11.
Sia q ∈ C[z]k, deg(q) = k > 0, e siano bn i suoi coefficienti; sia h ana-
litica intera, e λn i rispettivi coeficienti di sviluppo attorno all’origine. Se
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esiste una funzione continua ϕ(z) sul cammino orientato γ, omotopo alla
circonferenza unitaria, e posta
r(z) :=
∫
γ
ϕ(η)
η − z
dη,
con r(z) continua su γ o in un insieme di punti isolati di γ; se poi ϕ(z) è
tale che { ∫
γ
ϕ(η)
ηn+1
dη = 1
n!
(λn − bn) 0 ≤ n ≤ k,∫
γ
ϕ(η)
ηn+1
dη = 1
n!
λn n > k,
e se r(z) è tale da soddisfare ∀t ∈ R r(ıt)− r(ıt) = q(ıt)− q(ıt), o equivalen-
temente, se la forma differenziale
∀t ωt :=
(
1
z2 + t2
)
(2ıt<{h(z)} − (z̄h(z) + zh(z̄))) dz
è chiusa, allora h ∈ β1, r(z) è analitica intera, e h(z) = q(z) + r(z).
Dimostrazione. Consideriamo un punto a appartenente al complementare
(aperto) di γ, a ∈ C r γ; posto ρ := infη∈γ |η − a|, allora se 0 < r < ρ, e
|z−a| ≤ r, la funzione 1
η−z si può espandere come serie di potenze convergente
(con raggio di convergenza ρ) in un intorno di a. In particolare, essa si può
sviluppare in un intorno dell’origine (con ρ = Rγ); infatti basta considerare
che
1
η − z
=
1
η − z + a− a
=
1
(η − a)− (z − a)
=
1
(η − a)
1
1− z−a
η−a
,
e poiché |z − a| < |η − a|, 1
1− z−a
η−a
si può scrivere come serie convergente∑
n≥0
(
z−a
η−a
)n
.
Ne viene che r(z) è analitica in un intorno di ogni punto di Cr γ, e dunque
ivi la forma differenziale r(z) dz è chiusa; per il teorema di Morera, segue che
r(z) dz è chiusa su tutto C, e quindi r(z) è analitica intera.
Come conseguenza vale che
r(n)(0) = n!
∫
γ
ϕ(η)
ηn+1
dη
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che per ipotesi dà l’uguaglianza di coefficienti tra r(z) e h(z)− q(z).
Sia ora Γ un cammino orientato chiuso di indice 1, che interseca non in un
solo punto l’asse immaginario. In questo caso vale
h(ıt) =
1
2πı
∫
Γ
h(z)
z − ıt
dz = h(ıt) =
ı
2π
∫
Γ
h(z)
z − ıt
dz =
ı
2π
∫
Γ̄
h(z̄)
z̄ + ıt
dz ⇔
−ı
∫
Γ
h(z)
z − ıt
dz − ı
∫
Γ̄
h(z̄)
z̄ + ıt
dz = 0;
poiché in generale si ha che Γ̄ = −Γ, l’equazione sopra è equivalente alla
seguente
−ı
[∫
Γ
h(z)
z − ıt
dz +
∫
−Γ
h(z̄)
z̄ + ıt
dz
]
= 0.
Raccogliendo opportunamente i termini, si ottiene
0 =
∫
Γ
h(z)z̄ + ıth(z)− h(z̄)z + ıth(z̄)
z2 + t2
dz =
∫
Γ
1
z2 + t2
[ıt(h(z) + h(z̄))− h(z)z̄ − h(z̄)z] dz,
∀t ∈ R.
Se definiamo
ωt :=
(
1
z2 + t2
)
(2ıt<{h(z)} − (z̄h(z) + zh(z̄))) dz,
allora si è dimostrato che la chiusura di ωt è condizione necessaria e sufficiente
affinché h sia reale lungo l’asse immaginario.
Nota: dai risultati esposti in questa sezione, si evince che la topologia di
Zariski e la topologia in norma dello spazio di funzioni analitiche di Barg-
mann, al di là di approssimazioni e valutazioni locali, non hanno un vero e
proprio legame; se da un lato le funzioni analitiche possono essere conside-
rate come dei polinomi di qualsivoglia grado, e quindi generatori di insiemi
algebrici, d’altro canto la topologia di Zariski non tiene minimamente conto
della dimensione dello spazio delle funzioni in questione. Risulta in conclu-
sione molto difficile stabilire dei legami in particolare di convergenza tra le
due topologie.
Capitolo 5
Operatori lineari in β1
Sia ψ ∈ L2(R) e T un operatore lineare con dominio in L2(R); l’azione di
T su ψ si può esprimere tramite il nucleo integrale kT come
(Tψ)(q) =
∫
kT (q, p)ψ(p) dp.
Ponendo ϕ(q) = (Tψ)(q), allora, utilizzando la trasformata unidimensionale
di Bargmann A1, ne viene che la funzione nello spazio di Fock-Bargmann F1
immagine di ϕ è
ϕ̃(z) = (A1ϕ)(z) =
∫
A1(z, q)ϕ(q) dq =
∫
A1(z, q)(
∫
kT (q, p)ψ(p) dp)dq
che, per Fubini-Tonelli, dà
ϕ̃(z) =
∫ ∫
A1(z, q)kT (q, p)ψ(p) dp dq,
ed A1(z, q) è dato da
A1(z, q) := π
−π
4 e{−
1
2
(z2+q2)−
√
2 z•q}.
Essendo A1 un isomorfismo unitario, ∃h ∈ F1: h = A1ψ, e quindi
ψ(p) = (A−11 h)(q) =
∫
A1(ω, p)h(ω) dµ1(ω),
il quale, unito a quanto ricavato sopra, fornisce l’immagine del nucleo inte-
grale di kT nello spazio F1
ϕ̃(z) =
∫ ∫ ∫
A1(z, q)kT (q, p)A1(ω, p)h(ω) dµ1(ω) dp dq =
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=
∫
(
∫ ∫
A1(z, q)kT (q, p)A1(ω, p) dp dq)h(ω) dµ1(ω);
ponendo
kT (z, ω) :=
∫ ∫
A1(z, q)kT (q, p)A1(ω, p) dp dq
si ottiene la scrittura tramite nucleo integrale nello spazio F1:
ϕ̃(z) =
∫
kT (z, ω)h(ω) dµ1(ω). (5.1)
kT (z, ω) conserva naturalmente le proprietà del nucleo ’originale’ kT (x, y). La
stessa conclusione la si sarebbe potuta ottenere considerando direttamente
la trasformata di Bargmann dell’operatore T come T̃ = A1TA
−1
1 .
5.1 Operatori B̃-simmetrici
Si consideri ora il seguente problema: data la sottoclasse β1, determinare
quali operatori lineari sono B̃ invarianti. In altre parole, dato l’operatore di
Bargmann B̃ = C̃P̃ = P̃ C̃, secondo la trasformata di Bargmann dell’opera-
tore CP di parità e coniugio nel consueto spazio di Hilbert L2(Rn), trovare
quali operatori lineari con dominio in β1 hanno range in β1, ossia trovare
l’insieme degli automorfismi {T |D(T ) = β1, R(T ) = β1}.
(Si ricorda che affinché h appartenga a β1, dev’essere analitica intera, som-
mabile secondo la norma di Bargmann, estensione di una data f definita su
C+, e reale lungo l’asse immaginario).
Si è visto che ad ogni nucleo integrale in L2 si può associare un nucleo inte-
grale corrispondente in F1, T ↔ kT (z, ω); gli operatori lineari su F1 saranno
dunque scrivibili in generale come
(Tf)(z) =
∫
kT (z, ω)f(ω) dµ1(ω).
Se h ∈ β1, allora g(z) = (Th)(z) è ancora in β1 se valgono{
(i) g(ıy) = g(ıy) ∀y ∈ R,
(ii) g(z) = B̃g′(z) z ∈ C−.
(5.2)
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Vediamo cosa comportano le due condizioni scritte sopra. Dalla (i) si ricava
immediatamente che∫
kT (ıy, ω)h(ω) dµ1(ω) =
∫
kT (ıy, ω)h(ω) dµ1(ω).
Ora, h(z) ∈ β1 è estensione di una certa f(z) tramite l’operatore B̃, cioè
h(z) =
{
f(z) z ∈ C+
(B̃f)(z) =: ν(z) z ∈ C−
e naturalmente l’azione di B̃ è (B̃f)(z) = f(−z̄). Per g(z) dovrà valere la
medesima condizione, ossia
g(z) = (Th)(z) =
{
f ′(z) z ∈ C+
(B̃f ′)(z) =: ν ′(z) z ∈ C−,
dove f ′(z) = (Tf)(z) e ν ′(z) = (Tν)(z). Ma per come è definita β1 dev’essere
anche ν ′(z) = (B̃f ′)(z) = (B̃Tf)(z). Quindi
ν ′(z) = (Tν)(z) = (TB̃f)(z) = (B̃f ′)(z) = (B̃Tf)(z)⇔
(TB̃ − B̃T )f(z) = 0 ∀f ∈ β̃1,∀z ∈ C+ ⇔
[T, B̃]|β̃1 = 0.
Per l’osservazione 4 del capitolo precedente, risulta evidente che
[T, B̃]|β̃1 = 0 ⇒ [T, B̃]|β1 = 0; (5.3)
allora le condizioni 5.2 implicano le seguenti
{
(i)
∫
kT (ıy, ω)h(ω) dµ1(ω) =
∫
kT (ıy, ω)h(ω) dµ1(z),
(ii) [T, B̃] = 0.
(5.4)
La (ii) delle 5.4 implica poi che ∀h ∈ β1, ∀z ∈ C, indicando con h∗ := B̃h
(naturalmente h∗(z) := (B̃h)(z), ∀z),
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Th∗ − (Th)∗ = 0 ∀h ⇔
(Th∗)(z)− (Th)∗(z) = 0 ∀h, z ⇔ (5.5)
esplicitando i nuclei integrali la 5.5 diventa
(Th∗)(z) =
∫
kT (z, ω)h
∗(ω) dµ1(ω) =
∫
kT (z, ω)h(−ω̄) dµ1(ω) =
= (Th)∗(z) = (
∫
kT (z, ω)h(ω) dµ1(ω))
∗ =
∫
kT (−z̄, ω)h(ω) dµ1(ω) =
=
∫
kT (−z̄, ω)h(ω) dµ1(ω) = (ω = −η̄) =
=
∫
kT (−z̄,−ω̄)h(−ω̄) dµ1(ω) (5.6)
La 5.6 dà un’informazione sul nucleo integrale degli operatori in questione,
ossia che ∀z, ω ∈ C, poste −z̄ =: z∗ e −ω̄ =: ω∗, vale il seguente
Teorema 5.1.1. (B̃-simmetria dei nuclei integrali)
kT (z, ω) = kT (z∗, ω∗) (5.7)
Andiamo ora a considerare la (i) delle 5.4; se z = ıy, y ∈ R, allora z = z∗.
Dal risultato 5.7 si ottiene in particolare che kT (ıy, ω) = kT (ıy, ω∗), e quindi
sull’insieme Ω dei punti tali che ω = ω∗ risulta∫
Ω
kT (ıy, ω)(h(ω)− h(ω∗)) dµ1(ω) = 0 ⇔ h(ω) = h(ω∗) q.d. su Ω,
(5.8)
che alla luce di quanto è stato finora ottenuto, risulta una condizione super-
flua.
Osservazione 17.
Se kT (z, ω) è reale per ogni coppia di punti z, ω, e simmetrico rispetto a
∆ = {(ıx, ıy)}, allora T è B̃-simmetrico.
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Dimostrazione. Infatti se il nucleo è ovunque reale e simmetrico rispetto a
∆, la condizione 5.7 è soddisfatta.
La condizione 5.7 è soddisfatta naturalmente anche nel caso particolare
di nuclei reali e costanti in una delle variabili (nuclei di questo tipo sono
associabili ad operatori moltiplcativi per delle costanti).
Il seguente risultato è di verifica immediata.
Osservazione 18.
Se T = T ∗, T B̃-simmetrico ⇔ kT (ω, z) = kT (z∗, ω∗).
Come si può vedere, nuclei di operatori B̃-simmetrici, oltre ad appartenere
a C(C2), conservano in qualche modo le proprietà degli elementi di β1. Vale
infatti la seguente
Proposizione 5.1.2.
Se il nucleo integrale kT di un operatore T B̃-simmetrico è analitico, allora
esso si può scrivere in maniera unica come somma di due operatori a loro
volta analitici, come
kT = RT + ıJT .
Dimostrazione. Vale
kT (z, ω) =
∑
p+q=n
kp,qz
pωq = k0,0 + k1,0z+ k0,1ω+ k2,0z
2 + k1,1zω+ k0,2ω
2 + . . .
e
kT (z∗, ω∗) =
∑
p+q=n
kp,q(z∗)p(ω∗)q = k0,0 − k1,0z − k0,1ω+
+ k2,0z
2 + k1,1zω + k0,2ω
2 + . . .
Dovendo valere kT (z, ω) = kT (z∗, ω∗), dev’essere
k0,0 = k0,0,
k1,0 = −k1,0, k0,1 = −k0,1,
k2,0 = k2,0, k1,1 = k1,1, k0,2 = k0,2
. . .
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Come si vede, i coefficienti dello sviluppo di kT attorno all’origine sono tali
che quelli di indice n la cui somma tra p e q è pari sono reali, mentre quelli
di indice n dispari sono immaginari puri. Come è stato fatto per le funzioni
di β1, vale anche in questo caso, per il prolungamento analitico, se RT è la
serie degli indici pari e zero altrove, e JT è la serie di indici dispari e zero
altrove, la scrittura unica kT = RT + ıJT .
Proposizione 5.1.3.
Sia T un operatore lineare in β1, sia h ∈ β1 zero di T . Se, dato z ∈ C, γz,T
ed ηz,T sono funzioni continue a valori reali, e kz,T (x, y) = e
x2+y2 [γz,T −ηz,T ],
allora ωT := PT dx+QT dy è chiusa, per opportune funzioni continue PT (x, y)
e QT (x, y).
Viceversa, se ωz,T := Pz,T dx+Qz,T dy è chiusa ∀z ∈ A con{
Qz,T (x, y) = γz,T (y)H(x, y),
Pz,T (x, y) = ηz,T (x)H(x, y),
dove H(x, y) è una primitiva di h, allora ∃ kz,T (x, y) continuo tale che h è
zero di un operatore lineare T su A.
Dimostrazione. Supponiamo che h sia zero di T , e che quindi∫
kT (z, ω)h(ω) dµ1(ω) = 0;
esplicitando la misura di Bargmann, con ω = x+ıy e z = u+ıv, la condizione
sopra è equivalente a
0 =
∫ ∫
kT (u, v;x, y)h(x, y)e
−x2−y2 dx dy
π
.
Dal momento che h ∈ β1, allora h è chiusa ed ammette dunque primitiva
sul medesimo dominio. Sia tale primitiva H(x, y) di modo che H(x, y) ←→
∂xH(x, y) = h(x, y) eH(x, y)←→ ∂yH(x, y) = h(x, y). Sia poi ϕ(u, v;x, y) :=
ϕz(x, y) = kT (u, v;x, y)e
−x2−y2 . Se ∃P (u, v;x, y) =: Pz(x, y) eQ(u, v;x, y) =:
Qz(x, y) tali che [∂xQz − ∂yPz] = ϕh, allora applicando il teorema di Green
nel piano si ottiene∫ ∫
∂xQz − ∂yPz =
∫
Pz dx+Qz dy.
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Date dunque due funzioni continue γ(u, v; y) =: γz(y) ed η(u, v;x) =: ηz(x),
ponendo Qz(x, y) = γz(x, y)H(x, y) e Pz(x, y) = ηz(x, y)H(x, y) vale ovvia-
mente
∂xQz(x, y)− ∂yPz(x, y) = (γz(y)− ηz(x))h(x, y),
da cui
ϕz(x, y) = γz(y)− ηz(x) = kT (u, v;x, y)e−x
2−y2
e dunque kT (u, v;x, y) = exp {x2 + y2} (γz(y)− ηz(x)). Con kT (u, v;x, y) :=
kz,T (x, y) di questo tipo si può applicare la formula di Green nel piano ed
avere pertanto che la forma differenziale ωz,T := Pz dx+Qz dy è chiusa.
Dal momento che h è uno zero di T , ωz,T è chiusa ∀z ∈ C, e quindi ωz,T = ωT .
Il viceversa si prova in maniera del tutto equivalente. Se poi A = C, c’è
l’equivalenza completa.
5.1.1 Operatori B̃-simmetrici ed autoaggiunti
In generale, dato uno spazio di Hilbert X, l’insieme
Ω = {T : X → X |T lineare e continuo }
con la norma operatoriale ‖T‖ := supu∈X
‖Tu‖
‖u‖ , è uno spazio di Banach; su Ω
è dunque possibile costruire una topologia indotta dalla norma, inoltre nulla
vieta di poter costruire una topologia di Zariski su X, considerado in questo
caso che Ω come anello unitario non è in generale commutativo, e pertanto
la costruzione di tale topologia procede per ideali sinistri. L’analisi fatta
nel capitolo precedente che lega la topologia in β1 indotta dalla norma di
Bargmann e la topologia di Zariski su C può essere idealmente trasportata
al caso in cui X = β1 e invece di β1 si considera Ω; risulta però evidente che
in generale le proprietà di analiticità di β1 sono difficili da poter legare in
maniera più generica possibile ad Ω. Una possibilità potrebbe risiedere nel
considerare gli operatori lineari e limitati che siano anche autoaggiunti; in
tal caso, grazie al teorema di Stone-Von Neumann, si avrebbe a che fare con
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gruppi di operatori fortemente continui, scrivibili come limiti convergenti di
somme operatoriali.
Si richiama di seguito un risultato fondamentale nella teoria degli operatori
autoaggiunti.
Teorema 5.1.4 (Di Stone).
Ogni gruppo fortemente continuo di operatori unitari ad un parametro U(t),
t ∈ R in uno spazio di Hilbert X è generato da un operatore autoaggiunto:
U(t) = e−ıtA, A := s− lim
t→0
ı
U(t)− I
t
. (5.9)
Viceversa, se A è autoaggiunto la famiglia di operatori tali che t 7→ e−ıtA è un
gruppo fortemente continuo di operatori unitari in X che gode delle seguenti
proprietà:
1. e−ıtAD(A) ⊂ D(A); [A, e−ıtA] = 0 su D(A);
2. Se ψ ∈ D(A), e−ıtAψ è fortemente derivabile in t e vale
−ıdψ(t)
dt
= Aψ(t).
Con la scrittura e−ıtA, con A ∈ Ω s’intende
e−ıtA =
∑
n≥0
(−ıt)nAn
n!
= I − ıtA− 1
2
t2A ◦ A+ ı t
3A ◦ A ◦ A
3!
+ . . . (5.10)
dove la somma converge assolutamente nella norma operatoriale. Si ricorda
poi che un gruppo fortemente continuo di operatori unitari ad un parametro
t è una famiglia di operatori t 7→ U(t) da R a B(X) tali che:
1. U(t) è fortemente continuo ∀t ∈ R, in altre parole se per ogni t,
U(t)
s−→ V (t) se e solo se U(t)ψ → V (t)ψ, ∀ψ ∈ X;
2. ‖U(t)‖ = 1, ∀t ∈ R;
3. U(t+ s) = U(t)U(s), ∀t, s ∈ R.
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Sia X = β1. Consideriamo dunque un operatore H in Ω autoaggiunto, H =
H∗; sia A un aperto della topologia di Zariski di β1, di modo che ogni h ∈ A
sia zero di H. Per il teorema di Stone 5.9 ∃ un gruppo fortemente continuo
di operatori unitari U(t). tale che U(t) = e−ıtH , e
H = s− lim
t→0
ı
[
U(t− I)
t
]
.
U(t) si può scrivere ∀t per la 5.10 come
U(t) = I − ıtH − t
2
2
H2 + . . . : ∀t ∈ R U(t)ψ = ψ, se ψ ∈ A, (5.11)
e quindi, se ψ ∈ A, ∀t vale U(t) = I.
Se ψ ∈ CA, vale d’altra parte
U(t)ψ = ψ − ıtHψ − t
2
2
H2ψ + . . . = ψ + Λ(H, t), Λ(H, t)
t→0→ 0. (5.12)
Dal teorema 5.1.4 si ha anche
U(t)H = HU(t), ∀t
e quindi
U(t)Hψ = Hψ+Λ(H, t)Hψ = H[ψ+Λ(H, t)ψ] = Hψ+H(Λ(H, t)ψ) ⇔
[H,Λ(H, t)] = 0, ∀t. (5.13)
Ora, se t < ‖H‖−1 si ha
‖U(t)‖ = sup
ψ,‖ψ‖=1
‖U(t)ψ‖ = sup
ψ,‖ψ‖=1
‖ψ + Λ(H, t)ψ‖ ≤
≤ 1 + sup
ψ,‖ψ‖=1
‖Λ(H, t)‖ ≤ 1 + sup
ψ,‖ψ‖=1
(|t| ‖Hψ‖+ |t
2|
2
‖Hψ‖+ . . .
= 1 + |t| ‖H‖+ |t
2|
2
‖H‖2 + . . . <
< 1 + 1 +
1
2
+
1
6
+ . . . = 1 + e. (5.14)
Osserviamo allora che ‖U(0)‖ = 1, e che per la 5.14, ‖U(t)‖ < 1 + e, ∀t <
‖H‖−1; per una costante c << 1: t < c ‖H‖−1, vale quindi ‖U(t)‖ < 1 + ce.
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Proposizione 5.1.5.
Sia H = H∗, ed H ∈ B(β1); se ∃ c << 1 tale per cui, se t identifica il gruppo
U(t) fortemente continuo generato da H, U(t) è tale che ∀t ∈ [0, c ‖H‖−1)∥∥∥∥dU(t)dt
∥∥∥∥ ≤ ‖H‖ [c−1 + e],
allora ∀ψ ∈ β1, Hψ → 0.
Dimostrazione. Per ipotesi, la condizione sulla crescita di U(t) comporta che
quest’ultimo sia molto ’vicino’ ad I. Assieme a ciò, si utilizzano la 5.12 e la
5.14. Tramite infine il teorema di Stone 5.1.4 si ha l’asserto.
Diamo in seguito una serie di risultati che riguardano gli spazi metrici e
completi.
Definizione 5.1.
SiaX spazio uno spazio metrico. T è di Lipschitz⇔ ∃L > 0: d(T (h), T (f)) ≤
Ld(h, f), ∀h, f ∈ X.
Definizione 5.2.
T è una contrazione in X se L < 1.
Teorema 5.1.6 (Di Banach).
Sia X metrico e completo. Se T è una contrazione in X ⇒ ∃ !ψ ∈ X:
Tψ = ψ.
Teorema 5.1.7 (Di Caccioppoli).
Sia X spazio metrico e completo. Se ∃n: T n è una contrazione in X ⇒
∃ !ψ ∈ X: Tψ = ψ.
Sia H = H∗; per quanto visto precedentemente, vale [H,Λ(H, t)]|β1 = 0,
∀t ∈ R. Inoltre l’operatore Λ(H, t) ha norma
‖Λ(H, t)‖ = sup
ψ,‖ψ‖=1
‖Λ(H, t)ψ‖ ≤ ‖U(t)‖+ 1 = 2.
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Ricordiamo poi che per la proposizione 3.2.6, gli operatori B e B̃ sono
entrambi unitari ed antilineari nei rispettivi spazi.
Ci chiediamo ora se ∃ un t 6= 0 tale che Λ(H, t) = B; in tal caso risulterebbe
che [H,B] = 0, e che quindi per tale t si avrebbe che H autoaggiunto è
automorfismo di β1.
Vale la seguente
Proposizione 5.1.8.
Posto Rt := U(t) − B, se ∃ t ∈ R, m ∈ Z+: Rmt sia una contrazione, allora
∃ !ψ ∈ β1 tale che ψ è zero di adH,B := [H,B].
Dimostrazione. Dal momento che β1 è uno spazio metrico completo, si uti-
lizza direttamente il teorema 5.1.7,
Proposizione 5.1.9.
Sia T = T ∗, e B̃-simmetrico; allora, ∀λ, µ autovalori di T (con rispettivi
autovettori h ed f), vale
|(h, B̃f)||(B̃h, f)|
‖h‖2 ‖f‖2
≤
(
|λ|
|µ|
+ 1
)(
|µ|
|λ|
+ 1
)
.
Dimostrazione. Per ipotesi in particolare T è simmetrico, per cui (Th, f) =
(h, Tf); inoltre
(B̃Th, f) = (TB̃h, f) = (B̃h, Tf),
(h, B̃Tf) = (h, T B̃f) = (Th, B̃f),
da cui segue che
|(B̃Th, f)| = |(B̃h, Tf)| ≤
∥∥∥B̃h∥∥∥ ‖Tf‖ = ‖h‖ ‖Tf‖ ,
ed anche
|(B̃Th, f)| ≤
∥∥∥B̃Th∥∥∥ ‖f‖ = ‖Th‖ ‖f‖ .
Analogamente risulta
|(Th, B̃f)| ≤ ‖h‖ ‖Tf‖
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e
|(Th, B̃f)| ≤ ‖Th‖ ‖f‖ .
Posto α := 1
2
(‖h‖ ‖Tf‖+ ‖Th‖ ‖f‖), si ottiene
|(B̃h, Tf)| ≤ α, |(Th, B̃f)| ≤ α,
Se λ e µ sono autovalori di T con rispettivi autovettori h ed f , moltiplicando
tra loro i termini precedenti si ottiene
|(h, B̃f)||(B̃h, f)| ≤ 4α2 = ‖h‖2 ‖f‖2
(
|λ|
|µ|
+ 1
)(
|µ|
|λ|
+ 1
)
.
5.2 Algebre di Banach e C∗-algebre
Ci proponiamo in questo capitolo di mettere in luce alcuni risultati riguar-
danti le cosiddette algebre di Banach, ed eventuali relazioni che sussistono
con la sottoclasse β esaminata in precedenza.
Sia K un campo. Se A è una K-algebra (o algebra su K), allora si può
dare la seguente
Definizione 5.3. (Algebra di Banach unitaria)
Un’algebra di Banach unitaria A è una K-algebra associativa dotata dell’e-
lemento unitario 1, per cui K = R,C, e tale che A sia anche uno spazio di
Banach rispetto ad una norma ‖·‖, e che rispetti inolotre la seguente relazione
∀x, y ∈ A ‖xy‖ ≤ ‖x‖ ‖y‖ , ‖1‖ = 1.
Un’algebra di Banach (unitaria) A si dirà uniforme se ∀a ∈ A vale che
‖a2‖ = ‖a‖2; questa condizione pone dei limiti sulla struttura dell’algebra
A. Algebre di operatori non soddisfano mai in generale, per esempio, tale
condizione (che rimane invece verificata per algebre di funzioni).
Si ricorda poi che affinché A sia un’algebra associativa su K, dev’essere data
una funzione o operazione ∗ : A2 → A, tale che
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1. (a+ b) ∗ c = a ∗ b+ b ∗ c,
2. a ∗ (b+ c) = a ∗ b+ a ∗ c,
3. (λa) ∗ b = λ(a ∗ b),
4. a ∗ (λb) = λ(a ∗ b),
∀a, b, c ∈ A e ∀λ ∈ K. Diamo ora qualche esempio.
Esempio 5.1. : L’insieme F1 delle funzioni analitiche intere in una varia-
bile complessa con la norma indotta dal prodotto interno di Bargmann e
dalla misura in tale spazio ρ1(z) = π
−1e−|z|
2
, con l’operazione ∗ uguale al-
la moltiplicazione solita tra funzioni olomorfe, è una C-algebra di Banach
commutativa, unitaria ed uniforme.
Esempio 5.2. : L’insieme β1 è una sottoalgebra della C-algebra di Banach
F1; più precisamente è una R-algebra di Banach commutativa unitaria ed
uniforme. Infatti la condizione affinché h sia un elemento di β1 è che h sia
reale lungo l’asse immaginario, in particolare sviluppando h attorno all’ori-
gine, deve valere che h(0) = a0 ∈ R. Si vede quindi che β1 non è nemmeno
un C-spazio vettoriale. Restringendo il campo ad R, si verifica d’altra parte
che β1 con l’operazione ∗ di moltiplicazione consueta di funzioni olomorfe è
R-algebra.
Sia A una K-algebra di Banach, e sia ∗ un’applicazione ∗ : A2 → A.
Definizione 5.4.
Se ∗ soddisfa le seguenti condizioni
1. (a+ b)∗ = a∗b∗,
2. (λa)∗ = λ̄a∗,
3. (ab)∗ = b∗a∗,
4. (a∗)∗ = a,
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∀a ∈ A, ∀λ ∈ K, allora ∗ è un’involuzione.
Definizione 5.5.
a ∈ A è autoaggiunto se e solo se a∗ = a.
Esempio 5.3. : La C-algebra L2(R) con l’operazione di coniugio è un’algebra
di Banach con involuzione.
Esempio 5.4. : La sottoclasse β1 come R-algebra di Banach, cos̀ı come
l’insieme F1, con l’operazione
∗ = B̃ sono algebre involutive; in particolare,
l’involuzione è commutativa rispetto all’operazione moltiplicativa dell’alge-
bra.
Esempio 5.5. : L’insieme degli operatori lineari su F1 con la consueta
operazione ∗ di aggiunzione formale, è un’algebra di Banach involutiva (ed
uniforme).
Per la definizione che segue si assume K = C.
Definizione 5.6. Una C∗-algebra A è un’algebra di Banach tale che
‖a∗a‖ = ‖a‖2 , ∀a ∈ A.
Si verifica facilmente che
Osservazione 19.
Se A è una C∗-algebra, allora vale ‖a∗‖ = ‖a‖, ∀a.
Si noti che gli spazi quali F1, β1, o L
2(R) non sono in generale C∗-algebre,
in quanto vale sempre per la disuguaglinza di Schwartz
‖ψ∗ψ‖ ≤ ‖ψ‖2 , ∀ψ.
Enunciamo ora un teorema che risulterà utile nel seguito
Teorema 5.2.1. (di Gel’fand-Mazur)
Se A 6= 0 è un’algebra di Banach (su K) con unità, in cui ogni elemento non
nullo amette un inverso, allora A è isomorfa canonicamente a K.
In particolare risulta evidente in questo caso che A è commutativa.
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5.2.1 Costruzione di alcune sottoalgebre
Vediamo ora una particolare costruzione di una sottoalgebra a partire
dall’algebra di Banach β1, coerente con il teorema 5.2.1. Si noti per prima
cosa che affinché gli elementi siano invertibili in β1, per quanto visto in un
capitolo precedente, è necessario che, se h ∈ β1, allora h(0) = a0 6= 0 (svi-
luppata attorno all’origine), condizione che rende inoltre β1 un campo. Per
considerare un’eventuale applicazione del teorema di Gel’fand-Mazur, viene
allora spontaneo considerare l’insieme β1 privato degli elementi che si an-
nullano in 0, ossia l’insieme β∗1 ; è tuttavia evidente che β
∗
1 non è un’algebra
di Banach, in quanto in particolare non è nemmeno un R-spazio vettoriale
((β∗1 ,+) non è un gruppo rispetto al ’+’). Procediamo allora nel seguente
modo. Ogni elemento h in β1 per cui h(0) 6= 0 ha un inverso in β1; si può di
conseguenza andare a suddividere β1 in due insiemi, rispettivamente l’insie-
me degli elementi che ammettono inverso, e quelli che non lo amettono, ossia
se β−11 := {h ∈ β1 | ∃h−1 ∈ β1}, e β01 := {h ∈ β1 |h(0) = 0}, scrivere
β1 = β
−1
1 ∪ β01 .
β01 naturalmente è un ideale; infatti ∀u ∈ β01 , ∀h ∈ β1, si ha uh = hu, per cui
(uh)(0) = (hu)(0) = 0. Inoltre β01 = (z). Si verifica altrettanto facilmente che
β01 è un sottogruppo di β1, ed essendo β1 un gruppo commutativo (rispetto
al ’+’), ogni suo sottogruppo è normale (cioè, per definizione, se e solo se
∀h ∈ β1, ∀u ∈ β01 ⇒ huh−1 ∈ β01).
Se h, f ∈ β1 si definisce poi la seguente relazione: h ∼ f se e solo se (h−f) ∈
β01 , e si scriverà h ≡ f modβ01 . Si verifica facilmente che ∼ è di equivalenza;
si possono allora considerare le classi di equivalenza per ∼, indicate con [h]∼,
dove
[h]∼ = {f ∈ β1 | f(0) = h(0)} ,
che è la condizione equivalente che esprime ∼. Si vede allora che vale la
scomposizione [h]∼ = [h(0)]⊕ (z). Si definisce quindi
Z1 := β1/∼ ≡
β1
β01
;
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Z1 risulta allora essere un gruppo commutativo rispetto al ’+’ ([h]∼+[f ]∼ :=
[h + f ]∼), e tramite un’applicazione κ : R× Z1 → Z1 di moltiplicazione per
scalare è spazio vettoriale. L’operazione di moltiplicazione di algebra su β1
viene qui trasportata tramite [h]∼ · [f ]∼ := [h · f ]∼ = [hf ]∼. Verifichiamo ora
che sia anche uno spazio di Banach. Utilizziamo in tal caso la norma indotta
da β1; si vede che la topologia di sottospazio coincide con la topologia indotta
dalla metrica di β1 in Z1, cioè
d0([h]∼, [f ]∼) := |h(0)− f(0)|.
β1 è completo, ed ogni successione di Cauchy convergente in β1 è ancora di
Cauchy in Z1, e converge, tramite convergenza puntuale, alla classe limite.
Si è dunque provato il risultato seguente
Proposizione 5.2.2.
Z1 è una R-algebra di Banach non banale, commutativa, con unità.
Ogni elemento non nullo di Z1, cioè ogni classe [h]∼ 6= [0]∼, è tale che il
suo inverso rispetto al ’·’ dell’algebra è ancora in Z1, in particolare
[h]−1∼ =
1
[h]∼
∈ Z1.
Per il teorema 5.2.1 risulta allora che Z1 è canonicamente isomorfo a R,
Z1
ψ∼= R, (5.15)
evidentemente ψ : [h]∼ 7→ h(0).
Il risultato appena ottenuto vale per la particolare sottoclasse β1; nulla vie-
ta di applicare una costruzione simile per algebre di Banach qualsiasi, per
esempio F1 che contiene β1. Da essa infatti ne risulta una sottolgebra Y1
canonicamente isomorfa, questa volta, a C, per cui in particolare vale che
Z1 ⊂ Y1, andando a formare il diagramma seguente
Y1 - C
6
Z1 - R
6
∼=
∼=
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5.2.2 Topologia di Gel’fand
Sia ora B una C-algebra di Banach di funzioni in C; supponiamo che
da essa si possa estrarre (in un modo costruttivo del tipo di quello descritto
sopra) una sottoalgebra, denotata con B∗, non banale, per cui ogni elemento
non nullo abbia un inverso. Tale sottoalgebra sarà allora isomorfa a C per il
teorema 5.2.1. Se denotiamo con ψ tale isomorfismo canonico, ψ : B∗ −→ C,
facendo agire in C un elemento di B∗ (per esempio una funzione analitica
intera), e applicando in seguito ψ−1, si ottiene la seguente composizione di
funzioni
F := ψ−1 ◦ f ◦ ψ, F : B∗ → C→ C→ B∗ ⇒ F : B∗ → B∗,
di modo che se h ∈ B∗, allora F (h) = (ψ−1◦f ◦ψ)(h). Se denotiamo con (B∗)˘
l’insieme degli operatori da B∗ a B∗, viene cos̀ı a crearsi in modo naturale
un’applicazione ψ̃ : B∗ −→ (B∗)˘, ψ̃(f) = F , tramite l’isomorfismo ψ.
Proposizione 5.2.3.
Siano z0 ∈ C, e h0 ∈ B∗, per cui z0 = ψ(h0). Sia Mz0 = {f ∈ B∗ | f(z0) = 0},
e Mh0 =
{
F ∈ (B∗)˘|F (h0) = 0
}
. Allora
f ∈Mz0 ⇔ F ∈Mh0 .
Esempio 5.6. : Se B∗ è un’opportuna sottoR-algebra dell’insieme delle fun-
zioni continue, allora dalla preposizione precedente, e grazie al lemma di
Urysohn1, si vede che ψ̃ conserva lo spettro di B∗, ossia l’insieme degli ideali
massimali.
Più in generale, se X è un insieme compatto e di Hausdorff, ogni ideale mas-
simale di una C-algebra di Banach B(X) induce un omeomorfismo canonico
1Secondo il lemma di Urysohn, se X è compatto e Hausdorff, se x,y ∈ X, x 6= y, allora
∃f ∈ C(X): f(x) = 0 ed f(y) = 1.
Tale lemma risulta poi fondamentale per il seguente teorema sugli insiemi di funzioni
continue in X; ∀x ∈ X, indicato con I(x) = {f ∈ C(X) | f(x) = 0}, al variare di x in X, la
famiglia I(X) descrive tutti e i soli gli ideali massimali di C(X) (e quindi il suo spettro).
Inoltre se x 6= y ⇒ I(X) 6= I(Y ).
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ψM di B(X) su C. Quindi, se si considera un elemento h di B(X), la sua
immagine tramite ψM sarà h(M) ∈ C; di conseguenza ∀ψM : B(X) −→ C
si ha che h(M) si può vedere come funzione in C al variare di M , per cui
gli h ∈ B(X) si possono vedere come funzioni complesse su MAX(B) =
{M |M ideale massimale}. Se si considera MAX(B(X)) con la topologia
immagine tramite h, e cioè A è aperto in MAX(B(X)) se è retroimmagine
mediante h di un B aperto in C, allora si può dimostrare che MAX(B(X))
è compatto e di Hausdorff. MAX(B(X)) è lo spettro di B(X).
Come scritto prima, in generale le algebre di Banach di funzioni non sono an-
che C∗-algebre; per completezza, si riporta il seguente risultato, che riguarda
alcune C∗-algebre e il loro lo spettro:
Teorema 5.2.4. (Gel’fand-Naimark)
Una C∗-algebra B commutativa, con unità è isometricamente isomorfa ad una
sottoC∗-algebra dell’algebra di Banach delle funzioni continue su un compatto
C(X,C); precisamente X = MAX(B).
Per quanto riguarda l’applicazione ψ̃ si ha
Proposizione 5.2.5.
∀f ∈ B∗, ψ̃ è 1− 1 e suriettiva.
Dimostrazione. 1-1) Siano f1 ed f2 in B
∗; supponiamo che ψ̃(f1) = ψ̃(f2).
Quindi F1 = F2 ⇔ ψ−1 ◦ f1 ◦ ψ = ψ−1 ◦ f2 ◦ ψ. Di conseguenza, ∀h ∈ B∗,
ψ−1(f1 ◦ ψ)(h) = ψ−1(f2 ◦ ψ)(h)⇔ (f1 ◦ ψ)(h) = (f2 ◦ ψ)(h)⇒ f1 = f2.
su) Se F ∈ (B∗)˘, allora ∃ ed è proprio f ∈ B∗ tale che ψ̃−1f (F ) = f .
L’inversa ψ̃−1 è evidentemente tale che ψ̃−1(F ) = f , e f = ψ ◦ F ◦ ψ−1.
Definizione 5.7.
Sia B un’algebra di Banach. Un omomorfismo di algebre ϕ : B −→ C è un
carattere.
Teorema 5.2.6.
Ogni carattere ϕ è continuo. In particolare ‖ϕ‖ = 1.
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Diamo nel seguito una seconda definizione dello spettro, equivalente a
quella presentata nell’esempio precedente
Definizione 5.8. Lo spettro di un’algebra di Banach B è l’insieme
M(B) = {ϕ |ϕ carattere non banale} .
Definizione 5.9. (Trasformata di Gel’fand)
Sia B un’algebra di Banach. Se b ∈ B, l’applicazione
b̂ : M(B) −→ C, b̂(ϕ) 7→ ϕ(b)
si chiama trasformata di Gel’fand.
Sia ϕ0 ∈ M(B); si può costruire una topologia, detta topologia di Ge-
l’fand, per cui gli aperti sono definiti in modo costruttivo come{
ψ ∈M(B) | |b̂i(ψ)− b̂i(ϕ0)| < ε, i = 1, . . . , n
}
. (5.16)
Se MAX(B) è l’insieme degli ideali massimali di B, allora sussiste il seguente
Teorema 5.2.7.
Se T è tale che
T : M(B) −→MAX(B), T (ϕ) = Ker(ϕ),
allora T è biunivoca.
Tale risultato mette in luce lo stretto legame che sussiste tra lo spettro
di un’algebra di Banach e l’insieme dei suoi ideali massimali. Inoltre
Proposizione 5.2.8.
M(B) è compatto, e M(B) 6= ∅.
Definizione 5.10. (Algebra semi-semplice)
Un’algebra di Banach B è semi-semplice se⋂
M = {0} , M ∈MAX(B).
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Esempio 5.7. : La C-algebra delle funzioni continue su di un insieme com-
patto e Hausdorff X, è semi-semplice; infatti, in tal caso, MAX(B) =
MAX(C(X)) è dato dalla famiglia di ideali I(x) (come sopra), per cui,
in particolare, se x 6= y ⇒ I(x) 6= I(y). Ne viene che
⋂
x∈X I(x) =
{f ∈ C(X) | f(x) = 0,∀x ∈ X} = {0}
Per le algebre di Banach semi-semplici vale in particolare il seguente
risultato
Teorema 5.2.9.
Se B è semi-semplice, allora ogni omomorfismo2 λ : A → B, A algebra di
Banach, è continuo.
Supponiamo ora che l’algebra di Banach B∗ 3 sia costruita su di uno
spazio di Hilbert. D’ora in avanti si suppone, per fissare maggiormente le
idee, che gli elementi di B∗ siano continui come funzioni (per esempio, Y1).
Dotiamo in seguito M(B∗) della topologia di Gel’fand come prescritto da
5.16. Sia poi
∀z ∈ C, Ez(h) := h(z) ∈ B∗,
E : C −→M(B∗), E : z 7→ Ez(h), ∀h ∈ B∗
la funzione di valutazione; ∀z ∈ C, Ez è un carattere.
L’applicazione E è certamente suriettiva (per ogni Ez esiste un z tale che
E(z) = Ez).
Proposizione 5.2.10.
E : C −→M(B∗) è continua.
2Per omomorfismo λ da X a Y di algebre di Banach s’intende un omomorfismo da
X a Y di spazi di Banach (e quindi in norma), che preservi l’operazione moltiplicativa
dell’algebra, ossia λ(x1
X∗ x2) = y1
Y∗ y2
3Ricordiamo che B∗ è una sottoalgebra di Banach unitaria, ricavata in modo tale che
ogni elemento non nullo in B∗ abbia un inverso. Se B∗ è in particolare una sottoalgebra
di funzioni di uno spazio di Banach (o Hilbert), allora in B∗ vale che se h 6= 0 ⇒ ∃h−1;
pertanto hh−1 = 1⇔ ‖h‖ 6= 0.
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Dimostrazione. SiaW un intorno diEz; allora ∃ b1, . . . , bn, ε > 0 : WEz(b1, . . . , bn, ε) ⊂
W , dove, se b̂i, i = 1, . . . , n sono le trasformate di Gel’fand dei bi ∈ B∗,
WEz(b1, . . . , bn, ε) =
{
ψ ∈M(B∗) | |b̂i(ψ)− b̂i(Ez)| < ε, i = 1, . . . , n
}
=
= {ψ ∈M(B∗) | |ψ(bi)− Ez(bi)| < ε, i = 1, . . . , n, bi ∈ B∗} .
Sia U ⊂ C un intorno di z, per cui |bi(ω) − bi(z)| < ε, ∀ω ∈ U . Allora
E(U) ⊂ WEz(b1, . . . , bn, ε), e vale |Eω(bi) − Ez(bi)| < ε, ∀i. U è l’intorno
cercato, grazie al quale E risulta continua.
Se ora si considera l’isomorfismo ψ dato dal teorema 5.2.1, e lo si compo-
ne successivamente con l’applicazione continua E, si ottiene un’applicazione
continua σ : B∗ −→M(B∗), che lega l’algebra di Banach B∗, e il suo spettro,
dove σ := E ◦ ψ, per cui σ(h) = Eψ(h).
Dalla proposizione 5.2.5, una volta dotata (B∗)˘ della topologia che rende
continua la ψ̃−1, si ha allora
Proposizione 5.2.11.
∃ un’applicazione continua
ξ : (B∗)˘−→M(B∗),
dove ξ := σ ◦ ψ̃−1.
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Appendice A
Sullo spazio di Bargmann Fn
discorso.
A.1 Alcuni risultati utili
Teorema A.1.1.
Sia S =
∑
k≥1 bk una serie a termini reali non-negativi, e sia γki, i = 1, . . .
tali che
1. 0 ≤ γki ≤ 1,
2. limi→+∞ γki = 1,
e si ponga Si :=
∑
k γkibk. S converge se e solo se gli Si sono uniformemente
limitati, e in tal caso vale S = limSi.
Teorema A.1.2. Sia dato un integrale del tipo
F (z) =
∫
D
f(z, τ) dkτ,
con D insieme misurabile in Rk, e z = (z1, . . . , zm) un punto in un aperto A
di Cm. Se per ogni z in un intorno Nb del tipo |zj − bj| < ρj del punto b ∈ A
si ha che f è analitica in z per ogni τ , misurabile in τ e tale che
|f(z, τ)| ≤ η(τ), |zj − bj| < ρj,
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dove η è sommabile su D, allora F (z) è analitica in Nb, e le derivate parziali
di F sono ottenute derivando sotto il segno di integrale, essendo gli integrali
risultanti sommabili (per la convergenza dominata di Lebesgue).
Dalla 2.27 segue direttamente
Proposizione A.1.3.
Se f ∈ Oλ, vale
|Anf(z)|ρn ≤ γπ−5n/4 exp
{
−
(
3− λ2
2
x2 +
1− λ2
2
y2 +
1
2
q2
)
+ 21/2x • q
}
.
Da cui, se ψ = Wnf , segue che
|ψ(q)| ≤ 2
nγπ−n/4
[(3− λ2)(1− λ2)]n/2
exp
{
− 1− λ
2
2(3− λ2)
q2
}
.
A.1.1 Trasformazioni omogenee in Fn
Consideriamo il gruppo G di traslazioni-rotazioni; se la U in 2.9 è una ma-
trice ortogonale reale, denotata con O, allora l’operatore VO corrispondente
in Hn è
(VOψ)(q) = ψ(O
−1q), ψ ∈ Hn; (A.1)
infatti è facile verificare che An(z, q) è invariante rispetto a simultanee tra-
sformazioni ortogonali di z e q, tenendo conto anche dell’invarianza delle
misura di Bargmann dµn(z).
Se si considera il sottogruppo di G delle trasformazioni del tipo U = eıtI,
t ∈ R, e si denota con Wt := U , in questo caso allora vale
WtWt′ = Wt+t′ , in Hn W̃tW̃t′ = W̃t+t′ , in Fn. (A.2)
Wt è reale ed ortogonale se e
ıt = ±1, cioè t = kπ, k ∈ Z. In questo caso,
per la A.1, si ottiene
W0 = I, Wπ = P, (A.3)
dove (Pψ)(q) = ψ(−q) è l’operatore di parità.
Possiamo ricavare Wt in un altro modo, utilizzando le funzioni fλ. Supponia-
mo che ψ sia una funzione il cui supporto è all’interno di un cuboQα, |qk| < α,
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e sia ψ1 := Wtψ. Con f = Anψ, g = W̃tf , in altre parole, g(z) = f(e
−ıtz),
abbiamo
ψ1 = s− lim
λ→1
ψ1,λ, ψ1,λ = A
−1
n gλ,
più precisamente (g = W̃t(Anψ)), ψ1,λ è data da
ψ1,λ(q) =
∫ ∫
An(z̄, q)An(λe
−ıtz, q′)ψ(q′) dµn(z) d
nq′ =
=
∫
σn(λe
−ıt, q′, q)ψ(q′) dnq′.
SuQα il nucleo di quest’ultimo integrale converge uniformemente a σn(e
−ıt, q′, q)
per λ→ 1, e quindi
ψ1(q) = lim
λ→1
ψ1,λ(q) =
∫
Qα
σn(e
−ıt, q′, q)ψ(q′) dnq′.
Se scriviamo t in modo da esplicitare la dipendenza angolare, abbiamo
t = 2kπ + εθ, ε = ±1, θ ∈ (0, 1),
allora 1 − e−2ıt = 2eıε(π/2−t) sin(θ). Se quindi e2ıt 6= 1, possiamo scrivere σn
come
σn(e
−ıt, q′, q) =
exp {−ıεn(1/4π − 1/2θ)}
(2π| sin(t)|)n/2
exp
{
ı cot(t)
q2 + q′2
2
− ı q • q
′
sin(t)
}
.
(A.4)
Per qualsiasi ψ ∈ Hn, si ponga in seguito ψα(q) = ψ(q) se q ∈ Qα, e
ψα(q) = 0, se q /∈ Qα. In questo modo risulta ψ = s − limα→+∞ ψα, e
Wtψ = s− limα→+∞Wtψα, in altre parole
(Wtψ)(q) = s− lim
α→+∞
∫
Qα
σn(e
−ıt, q′, q)ψ(q′) dnq′. (A.5)
Per t = π/2, σn si riduce a σn = (2π)
−n/2 exp {−ıq • q′}, diventando cos̀ı
la trasformata di Fourier F = Wπ/2. Come diretto corollario, si ottengono
le proprietà della trasformata di Fourier; la sua unitarietà, F 2 = P , F 4 = I,
l’inversa F−1 = W−π/2, e cos̀ı via.
Per l’insieme delle funzioni ortonormali u[m] in Fn (e le corrispettive Herim-
tiane in Hn), ne viene poi che
W̃tu[m] = e
−ı|m|tu[m], Wtφ[m] = e
−ı|m|tφ[m].
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Appendice B
Sulla quantizzazione di Weyl
Calcoliamo l’azione dell’operatore eıt〈r,q〉+〈s,p〉 in L2(Rn) nella rappresen-
tazione di Weyl.
Si consideri la famiglia
U(t) = e−ıt〈s,p〉e−ıt〈r,q〉eıt(〈r,q〉+〈s,p〉) =
n∏
k=1
Uk(t),
dove Uk(t) = e
−ıtskpke−ıtrkqkeıt(rkqk+skpk). Derivando Uk rispetto a t si ottiene
∂Uk(t)
∂t
= −ıske−ıtskpk [pke−ıtrkqk − e−ıtrkqkpk]eıt(rkqk+skpk) =
= ı~tskrke−ıtskpke−ıtrkqkeıt(rkqk+skpk) = ı~tskrkUk(t).
Tenendo conto che Uk(0) = I, come equazione differenziale lineare allora
risulta
Uk(t) = e
ı~skrkt2/2I,
da cui
U(t) = eı~t
2〈r,s〉/2I,
e
eıt(〈r,q〉+〈s,p〉) = eı~t
2〈r,s〉/2eıt〈r,q〉eıt〈s,p〉.
Ponendo quindi t = 1 si ha
eı(〈r,q〉+〈s,p〉) = eı~〈r,s〉/2eı〈r,q〉eı〈s,p〉. (B.1)
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Questo implica che
[eı(〈r,q〉+〈s,p〉)u](x) = eı(〈r,x〉+~〈r,s〉/2)u(x+ ~s), (B.2)
da cui
(f̂u)(x) =
∫
eı(〈r,x〉+~〈r,s〉/2)f̂(r, s)u(x+ ~s) dnr dns. (B.3)
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