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Traditional methods of computer vision and machine learning cannot match human 
performance on tasks such as the recognition of handwritten digits. Recently many researchers 
work on Convolution Neural Network for image recognition, and get results as good as human 
being. Additionally, Image recognition task is getting more popular and high demand to apply to 
other fields, but also there are still many problems to utilize in everyday life. One of these 
problems is that several machine learning models, including neural networks, consistently 
misclassify adversarial examples—inputs formed by applying small but intentionally worst-case 
perturbations to examples from the dataset, such that the perturbed input results in the model 
outputting an incorrect answer with high confidence.  
The main purpose of this thesis is to use Convolution Neural Network (CNN) as a tool to 
recognize and classify images in 4 types of data sets; MNIST (hand-writing digits), CIFAR10 
(animal, food, vehicle pictures), MNIST and CIFAR10 adversarial example. The optimal 
performance on MNIST and CIFAR10 was achieved by using two essential steps. First, we 
created a basic convolutional neural network; single layer, defined hyper-parameters in Keras, 
then train and test by the datasets and computed accuracy and loss of recognition. Second, I 
modify the network to adjust a network structure and hyper–parameters one by one, then 
compare to the basic network. Next, I found out the optimal performance network on MNIST 
and CIFAR10 adversarial examples by these two steps. First, I attached the MNIST and 
CIFAR10 by making them slightly different, and put these datasets to the networks which were 
adjusted already. I got result and compare to best accuracy. Second, I change a training and 
predicting process to adapt the adversarial example. The idea is to train the same CNN for 
several times (odd numbers of time), obtaining different weights in different times. And putting 
test data into these CNNs, then the final result is determined by voting. Using this approach to 
3  
provide examples for adversarial training, I reduced the test set error of the network on the 
MNIST and CIFAR10 dataset. 
Key words: Image Recognition, Convolution Neural Network, CNN, MNIST, CIFAR10, 
Adversarial Example
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After being extremely popular in the early 1990s, neural networks have fallen out of favor in 
research in the last 5 years. In 2000, it was even pointed out by the organizers of the Neural 
Information Processing System (NIPS) conference that the term “neural networks” in the 
submission title was negatively correlated with acceptance. As these works, many research have 
been done for image recognition and convolutional neural network. But recently, it also has a lot of 
problem; one of them is “Adversarial Examples”. Adversarial examples are inputs to machine 
learning models that an attacker has intentionally designed to cause the model to make a mistake; 
they’re like optical illusions for machines. Machine learning models misclassify examples that are 
only slightly different from correctly classified examples drawn from the data distribution. In many 
cases, a wide variety of models with different architectures trained on different subsets of the 
training data misclassify the same adversarial example. This suggests that adversarial examples 
expose fundamental blind spots in our training algorithms. I think adversarial examples are a good 
aspect of security to work on because they represent a concrete problem in AI safety that can be 
addressed in the short term, and because fixing them is difficult enough that it requires a serious 
research effort. Thus, I strongly feel the necessarily that I should work on the topic in this project 
and deepen my knowledge for my future work.  
 
In this paper, I show that neural networks achieve the best performance on a handwriting 
recognition task (MNIST) and color images (CIFAR10. The optimal performance was achieved by 
using two essential practices. First, we created a basic convolutional neural network; single layer, 
defined hyper-parameters in Keras, then train and test by the datasets and get accuracy and loss of 
recognition. Second, I modify the network to adjust a network structure and hyper–parameters one 
by one, then compare to the basic network.  
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Then I tried to apply the adversarial examples to the networks. First, I attached the datasets by 
making them slightly different, and put these datasets to the networks which were adjusted already. 
I got result and compare to best accuracy. Finally, I changed the network training and predicting 
process and tuned the network for the adversarial examples. 
From these works, I am able to not only built the optimal convolutional neural network by caring 
for Under-Learning and Over-fitting, but also deepen my understand about image recognition; how 




2.1 Neural Network 
Neural Networks (NN) is important data mining tool used for classification and clustering. 
Neural network can be considered as a machine that mimics the brain activity, and tries to learn. 
Basic NN is composed of three main layers namely: 1) input, 2) output and 3) hidden layer. 
Figure 3-1 shows a simple schematic of basic neural network [30]. 
Hidden 
 
Figure 2-1. Simple schematic of basic neural network 
 
Each layer consists of several numbers of nodes. Nodes at each layer are connected to the 
nodes in the net layers. There is usually some weight associated with every connection. 
Firstly, raw information data is given to the input layer and then this data are multiplied by a 
weight factor and are sent to the hidden layer. These new values are sent to the output layer. 




another weight factor of connection between hidden layer and output layer. Output layer process 
information received from the hidden layer and produces an output. 
Number of nodes and hidden layer depends on the problem that NN is supposed to solve. 
Generally, the number nodes in input and output layer depends on the training set of data but 
finding the number of node in hidden layer is a bit more challenging. Number hidden layer node 
can be adjusted during training process [31]. 
2.2 Convolutional Neural Network 
Convolutional Neural Networks are very similar to ordinary Neural Networks: they are made up of 
neurons that have learnable weights and biases. Each neuron receives some inputs, performs a dot 
product and optionally follows it with a non-linearity. The whole network still expresses a single 
differentiable score function: from the raw image pixels on one end to class scores at the other. And 
they still have a loss function (e.g. SVM/Softmax) on the last (fully-connected) layer and all the 
tips/tricks we developed for learning regular Neural Networks still apply. 
2.3 Convolutional Neural Network Layers 
• Convolutional Layer 
 The Conv layer is the core building block of a Convolutional Network that does most of the 
computational heavy lifting. The CONV layer’s parameters consist of a set of learnable filters. 
Every filter is small spatially (along width and height), but extends through the full depth of the 
input volume. For example, a typical filter on a first layer of a ConvNet might have size 5x5x3 
(i.e. 5 pixels width and height, and 3 because images have depth 3, the color channels). During 
the forward pass, we slide (more precisely, convolve) each filter across the width and height of 
the input volume and compute dot products between the entries of the filter and the input at any 
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position. As we slide the filter over the width and height of the input volume we will produce a 
2-dimensional activation map that gives the responses of that filter at every spatial position. 
Intuitively, the network will learn filters that activate when they see some type of visual feature 
such as an edge of some orientation or a blotch of some color on the first layer, or eventually 
entire honeycomb or wheel-like patterns on higher layers of the network. Now, we will have an 
entire set of filters in each CONV layer (e.g. 12 filters), and each of them will produce a separate 
2-dimensional activation map. We will stack these activation maps along the depth dimension 
and produce the output volume. 
• Pooling Layer 
 It is common to periodically insert a Pooling layer in-between successive Conv layers in a 
ConvNet architecture. Its function is to progressively reduce the spatial size of the representation 
to reduce the amount of parameters and computation in the network, and hence to also control 
overfitting. The Pooling Layer operates independently on every depth slice of the input and 
resizes it spatially, using the MAX operation. The most common form is a pooling layer with 
filters of size 2x2 applied with a stride of 2 downsamples every depth slice in the input by 2 
along both width and height, discarding 75% of the activations. Every MAX operation would in 
this case be taking a max over 4 numbers (little 2x2 region in some depth slice). The depth 
dimension remains unchanged. More generally, the pooling layer: 
 Accepts a volume of size W1×H1×D1W1×H1×D1 
 Requires two hyperparameters: 
 their spatial extent FF, 
 the stride SS, 
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 Produces a volume of size W2×H2×D2W2×H2×D2 where: 
 W2 =(W1−F)/S+1W2=(W1−F)/S+1 
 H2=(H1−F)/S+1H2=(H1−F)/S+1 
 D2=D1D2=D1 
 Introduces zero parameters since it computes a fixed function of the input 
 Note that it is not common to use zero-padding for Pooling layers 
• Fully-Connected Layer 
 Neurons in a fully connected layer have full connections to all activations in the previous layer, 
as seen in regular Neural Networks. The Fully Connected layer is a traditional Multi Layer 
Perceptron that uses a softmax activation function in the output layer (other classifiers like SVM 
can also be used, but will stick to softmax in this post). The term “Fully Connected” implies that 
every neuron in the previous layer is connected to every neuron on the next layer. The output 
from the convolutional and pooling layers represent high-level features of the input image. The 
purpose of the Fully Connected layer is to use these features for classifying the input image into 
various classes based on the training dataset. 
2.4 Optimizer 
Gradient descent is one of the most popular algorithms to perform optimization and by far 
the most common way to optimize neural networks. Gradient descent is a way to minimize 
an objective function J(θ) parameterized by a model's parameters θ∈Rd by updating the 
parameters in the opposite direction of the gradient of the objective function ∇θJ(θ) w.r.t. to 
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the parameters. The learning rate η determines the size of the steps we take to reach a (local) 
minimum. In other words, we follow the direction of the slope of the surface created by the 
objective function downhill until we reach a valley. 
• SGD (Stochastic Gradient Descent) 
  Stochastic gradient descent (SGD) in contrast performs a parameter update for each training 
example x(i) and label y(i): 
   
  Batch gradient descent performs redundant computations for large datasets, as it recomputes 
gradients for similar examples before each parameter update. SGD does away with this 
redundancy by performing one update at a time. While batch gradient descent converges to 
the minimum of the basin the parameters are placed in, SGD's fluctuation, on the one hand, 
enables it to jump to new and potentially better local minima. On the other hand, this 
ultimately complicates convergence to the exact minimum, as SGD will keep overshooting. 
However, it has been shown that when we slowly decrease the learning rate, SGD shows the 
same convergence behaviour as batch gradient descent, almost certainly converging to a local 
or the global minimum for non-convex and convex optimization respectively. Its code 
fragment simply adds a loop over the training examples and evaluates the gradient w.r.t. each 
example. Note that we shuffle the training data at every epoch as explained in this section. 
• RMSprop 
  RMSprop is an unpublished, adaptive learning rate method proposed by Geoff Hinton in 
Lecture 6e of his Coursera Class. RMSprop and Adadelta have both been developed 
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independently around the same time stemming from the need to resolve Adagrad's radically 
diminishing learning rates. RMSprop in fact is identical to the first update vector of Adadelta 
that we derived above: 
   
  RMSprop as well divides the learning rate by an exponentially decaying average of squared 
gradients. Hinton suggests γγ to be set to 0.9, while a good default value for the learning rate 
ηη is 0.001. 
2.5 Hyper-parameters 
• Weight Decay 
Weight decay is a simple regularization method that works by scaling weights down in proportion to their 
current size (i.e. exponentially). To accomplish this, the error function can be modified to 
 
where E0 is the original error function, and is a decay rate. It can be shown that this is equivalent to adding 
a term to the weight update function as in 
 
That is, during each weight update, the weight is adjusted according to the error function, but also scaled 
down in proportion to its size. 
This helps regularize the network in two ways. Most obviously, it can be quickly seen that by decaying all 
weights, any weights that are not being used by the network to produce meaningful output will rapidly 
become negligible, rather than persisting in the network for no reason. While such errant weights may not 
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affect training performance, they may reduce generalization during test time. 
A less evident benefit of weight decay comes from recognizing that large weights introduce large jumps in 
the model function. Intuitively, smaller weights should produce a more subtle fluctuations and a smoother 
(and more general) function. 
• Dropout 
Dropout is a more recent method, developed by Hinton et al. Error! Reference source not found. that 
involves choosing a probability p (commonly p = 0.5), and randomly deactivating hidden nodes with 
probability p during training time. 0 illustrates this process. 
        
Figure 2-2. A typical feedforward Neural Network 
Thus, during each training iteration, the nodes and weights being altered represent a sub-network. The 
number of sub-networks within the network is exponential in the size of the network. 
At test time, no nodes are dropped out, so to compensate for the increase in layer output (caused by all 
nodes being active, rather than a subset), the weights are all multiplied by 1 − p. This has the effect of 
combining all of the O(2n) overlapping sub-networks that were created during training time. Dropout helps 
prevent overfit by not allowing neurons to co-adapt to each other. Since a neuron cannot count on any 
other neuron to be active during any particular training iteration, the neuron must learn to receive inputs 
generally, rather than specifically. 
More complex dropout schemes can be devised; dropping out hidden and visible units can be effective for 
some tasks, as well as using different probabilities for different layers. In these experiments, we only 




3. Adversarial Examples 
 Adversarial examples are inputs to machine learning models that an attacker has intentionally 
designed to cause the model to make a mistake; they’re like optical illusions for machines. the 
attacker adds a small perturbation that has been calculated to make the image be recognized as a 
gibbon with high confidence. An adversarial input, overlaid on a typical image, can cause a 
classifier to miss-categorize a panda as a gibbon. This linear view of adversarial examples 
suggests a fast way of generating them.  
 
Figure 3-1. A demonstration of fast adversarial example generation  
applied to GoogLeNet (Szegedyet al., 2014a) on ImageNet. 
 By adding an imperceptibly small vector whose elements are equal to the sign of the elements of 
the gradient of the cost function with respect to the input, we can change GoogLeNet’s 
classification of the image. Here our ε of .007 corresponds to the magnitude of the smallest bit of 
an 8 bit image encoding after GoogLeNet’s conversion to real numbers. Let θ be the parameters 
of a model, x the input to the model, y the targets associated with x (for machine learning tasks 
that have targets) and J(θ, x, y) be the cost used to train the neural network. We can linearize the 
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cost function around the current value of θ, obtaining an optimal max-norm constrained 
pertubation of  
𝜂 =  𝜀𝑠𝑖𝑔𝑛(∇𝑥𝐽(𝜃, 𝑥, 𝑦)) 
 We refer to this as the “fast gradient sign method” of generating adversarial examples. Note that 
the required gradient can be computed efficiently using backpropagation. We find that this 
method reliably causes a wide variety of models to misclassify their input. See Fig. 1 for a 
demonstration on ImageNet. We find that using ε = :25, we cause a shallow softmax classifier to 
have an error rate of 99.9% with an average confidence of 79.3% on the MNIST test set. In the 
same setting, a maxout network misclassifies 89.4% of our adversarial examples with an average 
confidence of 97.6%. Similarly, using ε = :1, we obtain an error rate of 87.15% and an average 
probability of 96.6% assigned to the incorrect labels when using a convolutional maxout 
network on a preprocessed version of the CIFAR-10 test set. Other simple methods of generating 
adversarial examples are possible. For example, we also found that rotating x by a small angle in 
the direction of the gradient reliably produces adversarial examples. The fact that these simple, 
cheap algorithms are able to generate misclassified examples serves as evidence in favor of our 
interpretation of adversarial examples as a result of linearity. The algorithms are also useful as a 
way of speeding up adversarial training or even just analysis of trained networks. 
 
4. Results 
In this paper, I used Keras and theano as backend.  
4.1 MNIST 
First I use initial hyperparameters and simple structures, 1 layer and no drop layers. Then I 
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change these structure and analyses how it works. Additionally, I change hyperparameters and 
see how there work, finally decide best CNN based on accuracy and loss. I selected a SGD 
(Stochastic Gradient Descent) as optimizer because that is the most simple algorism and more 
effect to result when change hyperparameters. 
• Initial Hyperparameters and simple structures 
I got 0.965 accuracy and 0.114 loss. In the figure, It can achieve more than 97%, so 
epoch 20 is enough for this dataset. In this project, I calculate all process by 20 epoch 
and get the accuracy and loss in the point. 
 
Figure4-1.Simple Structure and Initial Hyper-parameters 
• Layers 
 I added hidden layers one by one, then calculate accuracy and loss to find best network 
structure, which is to get fast calculation but high accuracy and low loss. In general, 
many layers network takes long calculation time but good recognition. on the contrary, 
less layer network takes short calculation time but worse recognition. Therefore, I cared 
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for the balance between layer number and recognition rate. 
From the Figure4-1, I chose 2 layers because single layer is obviously low accuracy and 
high loss. On the other hand, more than 2 layers makes almost same accuracy and loss. 
But many layers structure network supposes to take a long time to calculate. That’s why 
2 layers are enough for this datasets.   
       
Figure4-2.Network Structure 
• Drop Rate 
 Dropout is a regularization technique for reducing overfitting in neural networks by 
preventing complex co-adaptations on training data.  Too high dropout rate makes under-
learning and too low dropout rate makes over-fitting. 
Showing in the Figure4-3, I selected 0.5 as dropout rate in the network because of high 
accuracy and low loss. In the Figure4-4; no dropout function network, it clearly shows 
the network caused over-fitting because the test accuracy over the training. In addition, 
Figure4-5 shows that the network did not learn enough because of high dropout rate, so 
































          
Figure4-3.Dropout Rate 
  






























Figure4-5. Dropout =1 
 
  
Figure4-6. Dropout = 0.5 
• Learning rate 
 Learning rate is what decide how much percent the network learn from training data. 
This function easily makes a network under and over-fitting, so we should decide a value 
carefully. 
As you can see in the Figure4-7, learning rate = 0.001 is the best in both accuracy and 
loss function. In high learning rate Figure4-8, It fluctuate around the optimum value, and 
the loss is correspondingly increased. In general, test accuracy and loss fluctuation 
usually happen when learning rate is too high. In low learning rate Figure4-9, Since the 





     
Figure4-7. Learning Rate 
  
Figure4-8.Learning Rate = 1e-2 
 
  






























• Weight Decay 
 Weight Decay in general is a prior that forces network’s weights to be closer to 0. So 
putting appropriate weight decay in the network can handle the over-fitting. However, in 
most cases, weight decay effects the network performance only a little bit. Thus, in here I 
shortly analyze that affect. 
From the Figure4-10, the best weight decay is 0.01. The loss function is clearly 
suppressed in optical weight decay, otherwise the loss function is slightly high. 
    
Figure4-10.Weight Decay 
• Best network result 
Finally, I got the best accuracy is 0.9907 and loss is 0.02925. As you can see in the 
Figure4-11, train line and test line are very close because the network learned very 




























Figure4-11. Best Neural Network Results 
4.2 Cifar – 10 
Same as building the network in CIFAR10, first I built simple network; initial hyperparameters. 
Then I change a hyperparameters to see how they work, finally decide the best network based on 
accuracy and loss. 
• Initial Hyperparameters and simple structures 
I got 0.819 accuracy and 0.579 loss. In the , It can achieve more than 0.8 by epoch 20, so 
epoch 20 is enough for this dataset. In this project, I calculate all process by 20 epoch 




Figure4-12.Simple Structure and Initial Hyper-parameters 
• Drop Rate 
 Dropout is a regularization technique for reducing overfitting in neural networks by 
preventing complex co-adaptations on training data.  Too high dropout rate makes under-
learning and too low dropout rate makes over-fitting. 
Showing in the Figure4-13, I selected 0.5 as dropout rate in the network because of high 
accuracy and low loss. In the Figure4-14; no dropout function network, it clearly shows 
the network caused over-fitting because the test accuracy over the training. In addition, 
Figure4-14 shows that the network did not learn enough because of high dropout rate, so 




      
Figure4-13. Dropout Rate 
 



































Figure4-15. Dropout Rate = 1 
• Learning Rate 
As you can see in the Figure4-16, learning rate = 0.001 is the best in both accuracy and 
loss function. In high learning rate Figure4-17, it fluctuates and works wrong, and the 
loss is correspondingly increased. Comparing to MNIST, the network seems not to 
recognize the images in test phase, because it leaned too much in training phase. In low 
learning rate Figure4-18, Since the progress of learning is slow, learning progresses 

































   
Figure4-17. Learning Rate = 1 e-1 
  
Figure4-18.Learning Rate = 1 e-5 
• Weight Decay 
In MNIST part, I said that weight decay effects the network performance only a little 
bit in most cases. But it effects a lot to results in CIFAR10. 
In Figure4-19, I selected weight deay = 1*e-5 as the best because of  high 
accuracy and low loss. In Figure4-20, the progress of learning is slow as high weight 
decay; hence, learning progresses earlier for the test data with less data amount. Next I 
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check the result of the best weight decay. In Figure4-21, It is better than lower weight 
decay. 




































Finally, I got the best accuracy is 0.833 and loss is 0.5435. As you can see in the 
Figure4-22, train line and test line are very close because the network learned very 
effectively.  
  




4.3 Adversarial Example on MNIST 
• Epsilon and Accuracy 
 Changing epsilon values and analyses accuracy then find best epsilon value. 
EPS= 0.3 is the most effectible value to original data, the accuracy is 0.012 before 
adversarial training, 0.8405 after training. 
  
Figure4-23. Epsilon and Accuracy on MNIST 
• Several training method 
Next, I change a training and predicting process to adapt the adversarial example. The 
idea is to train the same CNN for several times (odd numbers of time), we can obtain 
different weights for different times. And then put test data into these CNNs, then the 
final result is determined by voting. For example, I trained the networks for 5 times, and 
obtain network0, network1, network2, network3 and network4. Then I put the test data 
into these 5 networks, I can get 5 results of prediction labels, lets say the results are 
1,1,1,2,3. Then the majority label is 1, so the final result is 1. 































4.4 Adversarial Example in CIFAR10 
• Epsilon and Accuracy 
Changing epsilon values and analyses accuracy then find best epsilon value 
EPS= 0.05 is the most effectible value to original data, that recognition accuracy is 
0.5065. Comparing to MNIST, adversarial attack more effects to the original CIFAR10 
datasets. Because MNIST is simple digit numbers, so if I make slightly difference to the 
images, the machine can recognize. On the other hand, CIFAR10 is more complicate 
images, so the attack is easy to make misclassification. 
  
Figure4-24. Epsilon and Accuracy on CIFAR10 
• Several training method 
I can increase the image recognition accuracy from 0.5065 to 0.899. Comparing to 
MNIST, this method more effects to the result. Because I got high accuracy in, there is 
slight difference between each training times. On the other hand, in CIFAR10 I got lower 
































Using my approach to provide examples for adversarial training, I reduced the test set error of 
the network on the MNIST and CIFAR10 dataset. Also, I could build the my best network for 
MNIST and CIFAR10. Table 5-1 is my best convolution neural network for MNIST dataset. By 
following convolution neural network, I can improve recognition accuracy and loss; from 0.965 
to 0.9907 in accuracy, from 0.114 to 0.02925 in loss. Table 5-2 is my best convolution neural 
network for CIFAR10 dataset. By following network, I can improve recognition accuracy and 
loss; from 0.819 to 0.833 in accuracy, from 0.579 to 0.5435 in loss. In MNIST adversarial 
examples, I got recognition accuracy; 0.012 before adversarial training, 0.8405 after training, 
0.899 in the method. In CIFAR10 adversarial examples, I got recognition accuracy; 0.1567 
before adversarial training, 0.5065 after training, 0.899 in the method. 
Through all in this project, I got a deeper understand about handwritten digits recognition and 
Convolutional Neural Network (CNN). From building a basic network, finally I got the high-
performance network on different datasets. Also, I could learn a lot about how to build a network 
and how to adapt to some kind of datasets.  
 
Table 4-1. The best network on the MNIST 
_________________________________________________________________ 
Layer (type)                 Output Shape              Param # 
========================================================== 
conv2d_1 (Conv2D)            (None, 26, 26, 32)        320 
_________________________________________________________________ 
conv2d_2 (Conv2D)            (None, 24, 24, 64)        18496 
_________________________________________________________________ 
max_pooling2d_1 (MaxPooling2 (None, 12, 12, 64)        0 
_________________________________________________________________ 
dropout_1 (Dropout)          (None, 12, 12, 64)        0 
_________________________________________________________________ 
flatten_1 (Flatten)          (None, 9216)              0 
_________________________________________________________________ 
dense_1 (Dense)              (None, 128)               1179776 
_________________________________________________________________ 




dense_2 (Dense)              (None, 10)                1290 
 
Table 4-2.The best network on the MNIST 
Layer (type)                 Output Shape              Param # 
================================================================= 
conv2d_1 (Conv2D)            (None, 32, 32, 64)        1792 
_________________________________________________________________ 
activation_1 (Activation)    (None, 32, 32, 64)        0 
_________________________________________________________________ 
conv2d_2 (Conv2D)            (None, 30, 30, 64)        36928 
_________________________________________________________________ 
activation_2 (Activation)    (None, 30, 30, 64)        0 
_________________________________________________________________ 
max_pooling2d_1 (MaxPooling2 (None, 15, 15, 64)        0 
_________________________________________________________________ 
conv2d_3 (Conv2D)            (None, 15, 15, 128)       73856 
_________________________________________________________________ 
activation_3 (Activation)    (None, 15, 15, 128)       0 
_________________________________________________________________ 
conv2d_4 (Conv2D)            (None, 13, 13, 128)       147584 
_________________________________________________________________ 
activation_4 (Activation)    (None, 13, 13, 128)       0 
_________________________________________________________________ 
max_pooling2d_2 (MaxPooling2 (None, 6, 6, 128)         0 
_________________________________________________________________ 
conv2d_5 (Conv2D)            (None, 6, 6, 256)         295168 
_________________________________________________________________ 
activation_5 (Activation)    (None, 6, 6, 256)         0 
_________________________________________________________________ 
conv2d_6 (Conv2D)            (None, 4, 4, 256)         590080 
_________________________________________________________________ 
activation_6 (Activation)    (None, 4, 4, 256)         0 
_________________________________________________________________ 
max_pooling2d_3 (MaxPooling2 (None, 2, 2, 256)         0 
_________________________________________________________________ 
flatten_1 (Flatten)          (None, 1024)              0 
_________________________________________________________________ 
dense_1 (Dense)              (None, 1024)              1049600 
_________________________________________________________________ 
activation_7 (Activation)    (None, 1024)              0 
_________________________________________________________________ 
dropout_1 (Dropout)          (None, 1024)              0 
_________________________________________________________________ 
dense_2 (Dense)              (None, 512)               524800 
_________________________________________________________________ 
activation_8 (Activation)    (None, 512)               0 
_________________________________________________________________ 




dense_3 (Dense)              (None, 10)                5130 
_________________________________________________________________ 
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42  
Appendix A. Convolutional Neural Network on MNIST  
 
from __future__ import print_function 
 
import keras 
from keras.datasets import MNIST 
from keras.models import Sequential 
from keras.layers import Dense, Dropout, Flatten 
from keras.layers import Conv2D, MaxPooling2D 
from keras import backend as K 
 
import matplotlib.pyplot as plt 
 
#keras.backend.backend() = theano 
 
batch_size = 128 
num_classes = 10 
epochs = 50 
 
# the data, shuffled and split between train and test sets 
(x_train, y_train), (x_test, y_test) = MNIST.load_data() 
 
# input image dimensions 
img_rows, img_cols = 28, 28 
 
if K.image_data_format() == 'channels_first': 
    x_train = x_train.reshape(x_train.shape[0], 1, img_rows, img_cols) 
    x_test = x_test.reshape(x_test.shape[0], 1, img_rows, img_cols) 
    input_shape = (1, img_rows, img_cols) 
else: 
    x_train = x_train.reshape(x_train.shape[0], img_rows, img_cols, 1) 
    x_test = x_test.reshape(x_test.shape[0], img_rows, img_cols, 1) 
    input_shape = (img_rows, img_cols, 1) 
 
 
# x_train = x_train.reshape(60000, 784) 
# x_test = x_test.reshape(10000, 784) 
x_train = x_train.astype('float32') 
x_test = x_test.astype('float32') 
x_train /= 255 
x_test /= 255 
print(x_train.shape[0], 'train samples') 
print(x_test.shape[0], 'test samples') 
 
# convert class vectors to binary class matrices 
y_train = keras.utils.to_categorical(y_train, num_classes) 
y_test = keras.utils.to_categorical(y_test, num_classes) 
 
model = Sequential() 
# # 1st layer 
# model.add(Dense(100, activation='relu', input_shape=(784,))) 
# model.add(Dropout(0.2)) 
# # 2st layer 
# model.add(Dense(200, activation='relu')) 
# model.add(Dropout(0.2)) 
# #3st layer 
# model.add(Dense(10, activation='softmax')) 
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model.add(Conv2D(32, kernel_size=(3, 3) ,activation='relu',input_shape=input_shape)) 










opt = keras.optimizers.SGD(lr=1e-2, momentum=0.0, decay=1e-3, nesterov=False) 
 
model.compile(loss='categorical_crossentropy', 
              #optimizer=keras.optimizers.SGD(), 
              optimizer=opt, 
              metrics=['accuracy']) 
 
history = model.fit(x_train, y_train, 
                    batch_size=batch_size, 
                    epochs=epochs, 
                    verbose=1, 
                    validation_data=(x_test, y_test)) 
score = model.evaluate(x_test, y_test, verbose=0) 
print('Test loss:', score[0]) 
print('Test accuracy:', score[1]) 
 






plt.legend(['train', 'test'], loc='upper left') 
plt.show() 
 











Appendix B. Convolutional Neural Network on CIFAR 10 
'''Train a simple deep CNN on the CIFAR10 small images dataset. 
GPU run command with Theano backend (with TensorFlow, the GPU is automatically used): 
    THEANO_FLAGS=mode=FAST_RUN,device=gpu,floatx=float32 python CIFAR10_cnn.py 
It gets down to 0.65 test logloss in 25 epochs, and down to 0.55 after 50 epochs. 
(it's still underfitting at that point, though). 
''' 
# coding = utf-8 
import os 
#force to run on GPU 
os.environ['THEANO_FLAGS'] = "cuda2" 
#force to run on CPU 
#os.environ["CUDA_DEVICE_ORDER"] = "PCI_BUS_ID"   # see issue #152 
#os.environ["CUDA_VISIBLE_DEVICES"] = "cuda2" 
 
#from __future__ import print_function 
import keras 
from keras.datasets import CIFAR10 
from keras.preprocessing.image import ImageDataGenerator 
from keras.models import Sequential 
from keras.layers import Dense, Dropout, Activation, Flatten 
from keras.layers import Conv2D, MaxPooling2D 
 
import matplotlib.pyplot as plt 
 
batch_size = 32 
num_classes = 10 
epochs = 20 
data_augmentation = True 
 
# The data, shuffled and split between train and test sets: 
(x_train, y_train), (x_test, y_test) = CIFAR10.load_data() 
print('x_train shape:', x_train.shape) 
print(x_train.shape[0], 'train samples') 
print(x_test.shape[0], 'test samples') 
 
# Convert class vectors to binary class matrices. 
y_train = keras.utils.to_categorical(y_train, num_classes) 
y_test = keras.utils.to_categorical(y_test, num_classes) 
 
model = Sequential() 
# 1st layer group 
model.add(Conv2D(64, (3, 3), padding='same', input_shape=x_train.shape[1:])) 
model.add(Activation('relu')) 
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# 2st layer group 
model.add(Conv2D(128, (3, 3), padding='same')) 
model.add(Activation('relu')) 




# 3st layer group 
model.add(Conv2D(256, (3, 3), padding='same')) 
model.add(Activation('relu')) 

















# initiate RMSprop optimizer 
opt = keras.optimizers.SGD(lr=0.05, decay=1e-6, momentum=0.9, nesterov=True) 
#lr: learning rate, decay: weight decay, momentum = nesterov 
 
# Let's train the model using RMSprop 
model.compile(loss='categorical_crossentropy', 
              #optimizer=opt, 
              optimizer=keras.optimizers.SGD(), 
              metrics=['accuracy']) 
 
x_train = x_train.astype('float32') 
x_test = x_test.astype('float32') 
x_train /= 255 
x_test /= 255 
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history = model.fit(x_train, y_train, 
                    batch_size=batch_size, 
                    epochs=epochs, 
                    verbose=1, 
                    validation_data=(x_test, y_test)) 
 
score = model.evaluate(x_test, y_test, verbose=0) 
print('Test loss:', score[0]) 
print('Test accuracy:', score[1]) 
 






plt.legend(['train', 'test'], loc='upper left') 
plt.show() 
 











Appendix C. Convolutional Neural Network on MNIST Adversarial Example 
from __future__ import absolute_import 
from __future__ import division 
from __future__ import print_function 
from __future__ import unicode_literals 
 
import matplotlib.pyplot as plt 
import argparse 
import keras 
from keras import backend 
import theano.tensor as T 
 
import sys, os 
os.environ["CUDA_VISIBLE_DEVICES"] = "cuda2" 
#sys.path.append(os.pardir) 
from cleverhans.utils_keras import cnn_model 
from cleverhans.utils_MNIST import data_MNIST 
from cleverhans.utils_th import th_model_train, th_model_eval 




    """ 
    MNIST CleverHans tutorial 
    :return: 
    """ 
 
    if not hasattr(backend, "theano"): 
        raise RuntimeError("This tutorial requires keras to be configured" 
                           " to use the Theano backend.") 
 
    # Image dimensions ordering should follow the Theano convention 
    if keras.backend.image_dim_ordering() != 'th': 
        keras.backend.set_image_dim_ordering('th') 
        print("INFO: '~/.keras/keras.json' sets 'image_dim_ordering' to " 
              "'tf', temporarily setting to 'th'") 
 
    parser = argparse.ArgumentParser() 
    parser.add_argument('--batch_size', '-b', default=128, 
                        help='Size of training batches') 
    parser.add_argument('--train_dir', '-d', default='/tmp', 
                        help='Directory storing the saved model.') 
    parser.add_argument('--filename', '-f',  default='MNIST.ckpt', 
                        help='Filename to save model under.') 
    parser.add_argument('--nb_epochs', '-e', default=6, type=int, 
                        help='Number of epochs to train model') 
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    parser.add_argument('--learning_rate', '-lr', default=0.5, type=float, 
                        help='Learning rate for training') 
    args = parser.parse_args() 
 
    # Get MNIST test data 
    X_train, Y_train, X_test, Y_test = data_MNIST() 
    print("Loaded MNIST test data.") 
 
    assert Y_train.shape[1] == 10 
    label_smooth = .1 
    Y_train = Y_train.clip(label_smooth / 9., 1. - label_smooth) 
 
    # Define input Theano placeholder 
    x_shape = (None, 1, 28, 28) 
    x = T.tensor4('x') 
    y = T.matrix('y') 
 
    # Define Theano model graph 
    model = cnn_model() 
    model.build(x_shape) 
    predictions = model(x) 
    print("Defined Theano model graph.") 
 
    def evaluate(): 
        # Evaluate the accuracy of the MNIST model on legitimate test examples 
        accuracy = th_model_eval(x, y, predictions, X_test, Y_test, args=args) 
        assert X_test.shape[0] == 10000, X_test.shape 
        print('Test accuracy on legitimate test examples: ' + str(accuracy)) 
        pass 
 
    # Train an MNIST model 
    th_model_train(x, y, predictions, model.trainable_weights, X_train, 
                   Y_train, evaluate=evaluate, args=args) 
 
    # Initialize the Fast Gradient Sign Method (FGSM) attack object and graph 
    #epsilon = eps 
    fgsm = FastGradientMethod(model, back='th') 
    adv_x = fgsm.generate(x, params={'eps': 0.3}) 
 
    # Evaluate the accuracy of the MNIST model on adversarial examples 
    accuracy = th_model_eval(x, y, model(adv_x), X_test, Y_test, args=args) 
    print('Test accuracy on adversarial examples: ' + str(accuracy)) 
 
    print("Repeating the process, using adversarial training") 
    # Redefine Theano model graph 
    model_2 = cnn_model() 
    model_2.build(x_shape) 
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    preds_2 = model_2(x) 
    fgsm = FastGradientMethod(model_2, back='th') 




    def evaluate_2(): 
        # Evaluate the accuracy of the adversarialy trained MNIST model on 
        # legitimate test examples 
        accuracy = th_model_eval(x, y, preds_2, X_test, Y_test, args=args) 
        print('Test accuracy on legitimate test examples: ' + str(accuracy)) 
 
        # Evaluate the accuracy of the adversarially trained MNIST model on 
        # adversarial examples 
        acc_adv = th_model_eval(x, y, preds_2_adv, X_test, Y_test, args=args) 
        print('Test accuracy on adversarial examples: ' + str(acc_adv)) 
 
    # Perform adversarial training 
    th_model_train(x, y, preds_2, model_2.trainable_weights, X_train, Y_train, 
                   predictions_adv=preds_2_adv, evaluate=evaluate_2, args=args) 
 
 
if __name__ == '__main__': 
    main() 
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Appendix D. Convolutional Neural Network on CIFAR10 Adversarial Example  
from __future__ import absolute_import 
from __future__ import division 
from __future__ import print_function 




from keras import backend 
import theano.tensor as T 
 
import sys, os 
sys.path.append(os.pardir) 
from cnn_model_CIFAR10 import cnn_CIFAR10 
from utils_CIFAR10 import data_CIFAR10 
from cleverhans.utils_th import th_model_train, th_model_eval 




    """ 
    MNIST cleverhans tutorial 
    :return: 
    """ 
 
    if not hasattr(backend, "theano"): 
        raise RuntimeError("This tutorial requires keras to be configured" 
                           " to use the Theano backend.") 
 
    # Image dimensions ordering should follow the Theano convention 
    if keras.backend.image_dim_ordering() != 'th': 
        keras.backend.set_image_dim_ordering('th') 
        print("INFO: '~/.keras/keras.json' sets 'image_dim_ordering' to " 
              "'tf', temporarily setting to 'th'") 
 
    parser = argparse.ArgumentParser() 
    parser.add_argument('--batch_size', '-b', default=128, 
                        help='Size of training batches') 
    parser.add_argument('--train_dir', '-d', default='/tmp', 
                        help='Directory storing the saved model.') 
    parser.add_argument('--filename', '-f',  default='MNIST.ckpt', 
                        help='Filename to save model under.') 
    parser.add_argument('--nb_epochs', '-e', default=6, type=int, 
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                        help='Number of epochs to train model') 
    parser.add_argument('--learning_rate', '-lr', default=0.5, type=float, 
                        help='Learning rate for training') 
    args = parser.parse_args() 
 
    # Get MNIST test data 
    x_train, y_train, x_test, y_test = data_CIFAR10() 
    print("Loaded CIFAR10 test data.") 
 
    assert y_train.shape[1] == 10. 
    label_smooth = .1 
    y_train = y_train.clip(label_smooth / 9., 1. - label_smooth) 
 
    # Define input Theano placeholder 
    x_shape = (None, 1, 28, 28) 
    x = T.tensor4('x') 
    y = T.matrix('y') 
 
    x_train = x_train.astype('float32') 
    x_test = x_test.astype('float32') 
    x_train /= 255 
    x_test /= 255 
 
    history = model.fit(x_train, y_train, 
                        batch_size=32, 
                        epochs=10, 
                        verbose=1, 
                        validation_data=(adv_x, y_test)) 
 
    score = model.evaluate(x_test, y_test, verbose=0) 
    print('Test loss:', score[0]) 
    print('Test accuracy:', score[1]) 
 
    # Define Theano model graph 
    model = cnn_CIFAR10() 
    model.build(x_shape) 
    predictions = model(x) 
    print("Defined Theano model graph.") 
    accuracy = th_model_eval(x, y, predictions, x_test, y_test, args=args) 
    print('Test accuracy on legitimate test examples: ' + str(accuracy)) 
    # 
    # def evaluate(): 
    #     # Evaluate the accuracy of the MNIST model on legitimate test examples 
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    #     accuracy = th_model_eval(x, y, predictions, X_test, Y_test, args=args) 
    #     assert X_test.shape[0] == 10000, X_test.shape 
    #     print('Test accuracy on legitimate test examples: ' + str(accuracy)) 
    #     pass 
 
    # Train an model 





    # Evaluate the accuracy of the MNIST model on adversarial examples 
    accuracy = th_model_eval(x, y, model(adv_x), x_test, y_test, args=args) 
    print('Test accuracy on adversarial examples: ' + str(accuracy)) 
 
 
    print("Repeating the process, using adversarial training") 
    # Redefine Theano model graph 
    model_2 = cnn_CIFAR10() 
    model_2.build(x_shape) 
    preds_2 = model_2(x) 
    fgsm = FastGradientMethod(model_2, back='th') 
 
    # Initialize the Fast Gradient Sign Method (FGSM) attack object and graph 
    fgsm = FastGradientMethod(model, back='th') 
    adv_x = fgsm.generate(x, params={'eps': 0.3}) 
 
    x_train = x_train.astype('float32') 
    x_test = x_test.astype('float32') 
    x_train /= 255 
    x_test /= 255 
 
    history = model.fit(x_train, y_train, 
                        batch_size=32, 
                        epochs=10, 
                        verbose=1, 
                        validation_data=(adv_x, y_test)) 
 
    score = model.evaluate(x_test, y_test, verbose=0) 
    print('Test loss:', score[0]) 
    print('Test accuracy:', score[1]) 
 
    # preds_2_adv = model_2(fgsm.generate(x, params={'eps': 0.3})) 
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    # th_model_train(x, y, preds_2, model_2.trainable_weights, x_train, y_train, 
    #                             predictions_adv=preds_2_adv, evaluate=evaluate_2, args=args) 
 
    # initiate RMSprop optimizer 
    opt = keras.optimizers.SGD(lr=0.001, decay=1e-7, momentum=0.9, nesterov=True) 
    # lr: learning rate, decay: weight decay, momentum = nesterov 
 
    # Let's train the model using RMSprop 




    # def evaluate_2(): 
    #     # Evaluate the accuracy of the adversarialy trained MNIST model on 
    #     # legitimate test examples 
    #     accuracy = th_model_eval(x, y, preds_2, X_test, Y_test, args=args) 
    #     print('Test accuracy on legitimate test examples: ' + str(accuracy)) 
    # 
    #     # Evaluate the accuracy of the adversarially trained MNIST model on 
    #     # adversarial examples 
    #     acc_adv = th_model_eval(x, y, preds_2_adv, X_test, Y_test, args=args) 
    #     print('Test accuracy on adversarial examples: ' + str(acc_adv)) 
 
    # Perform adversarial training 
    # th_model_train(x, y, preds_2, model_2.trainable_weights, X_train, Y_train, 
    #                predictions_adv=preds_2_adv, evaluate=evaluate_2, args=args) 
 
 
if __name__ == '__main__': 
    main() 
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Appendix E. Adversarial Attacks 




from theano import gradient, tensor as T 
from theano.sandbox.rng_mrg import MRG_RandomStreams as RandomStreams 
 
from . import utils_th 
 
floatX = theano.config.floatX 
 
 
def fgsm(x, predictions, eps, clip_min=None, clip_max=None): 
    return fgm(x, predictions, y=None, eps=eps, ord=np.inf, clip_min=clip_min, 
               clip_max=clip_max) 
 
 
def fgm(x, predictions, y=None, eps=0.3, ord=np.inf, clip_min=None, 
        clip_max=None): 
    """ 
    Theano implementation of the Fast Gradient 
    Sign method. 
    :param x: the input placeholder 
    :param predictions: the model's output tensor 
    :param y: the output placeholder. Use None (the default) to avoid the 
            label leaking effect. 
    :param eps: the epsilon (input variation parameter) 
    :param ord: (optional) Order of the norm (mimics Numpy). 
                Possible values: np.inf (other norms not implemented yet). 
    :param clip_min: optional parameter that can be used to set a minimum 
                    value for components of the example returned 
    :param clip_max: optional parameter that can be used to set a maximum 
                    value for components of the example returned 
    :return: a tensor for the adversarial example 
    """ 
    warnings.warn("CleverHans support for Theano is deprecated and " 
                  "will be dropped on 2017-11-08.") 
    assert ord == np.inf, "Theano implementation not available for this norm." 
    eps = np.asarray(eps, dtype=floatX) 
 
    if y is None: 
        # Using model predictions as ground truth to avoid label leaking 
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        y = T.eq(predictions, T.max(predictions, axis=1, keepdims=True)) 
    y = T.cast(y, utils_th.floatX) 
    y = y / T.sum(y, 1, keepdims=True) 
    # Compute loss 
    loss = utils_th.model_loss(y, predictions, mean=True) 
 
    # Define gradient of loss wrt input 
    grad = T.grad(loss, x) 
 
    # Take sign of gradient 
    signed_grad = T.sgn(grad) 
 
    # Multiply by constant epsilon 
    scaled_signed_grad = eps * signed_grad 
 
    # Add perturbation to original example to obtain adversarial example 
    adv_x = gradient.disconnected_grad(x + scaled_signed_grad) 
 
    # If clipping is needed, reset all values outside of [clip_min, clip_max] 
    if (clip_min is not None) and (clip_max is not None): 
        adv_x = T.clip(adv_x, clip_min, clip_max) 
 
    return adv_x 
 
 
def vatm(model, x, predictions, eps, num_iterations=1, xi=1e-6, 
         clip_min=None, clip_max=None, seed=12345): 
    """ 
    Theano implementation of the perturbation method used for virtual 
    adversarial training: https://arxiv.org/abs/1507.00677 
    :param model: the model which returns the network unnormalized logits 
    :param x: the input placeholder 
    :param predictions: the model's unnormalized output tensor 
    :param eps: the epsilon (input variation parameter) 
    :param num_iterations: the number of iterations 
    :param xi: the finite difference parameter 
    :param clip_min: optional parameter that can be used to set a minimum 
                    value for components of the example returned 
    :param clip_max: optional parameter that can be used to set a maximum 
                    value for components of the example returned 
    :param seed: the seed for random generator 
    :return: a tensor for the adversarial example 
    """ 
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    eps = np.asarray(eps, dtype=floatX) 
    xi = np.asarray(xi, dtype=floatX) 
    rng = RandomStreams(seed=seed) 
    d = rng.normal(size=x.shape, dtype=x.dtype) 
    for i in range(num_iterations): 
        d = xi * utils_th.l2_batch_normalize(d) 
        logits_d = model(x + d) 
        kl = utils_th.kl_with_logits(predictions, logits_d) 
        Hd = T.grad(kl.sum(), d) 
        d = gradient.disconnected_grad(Hd) 
    d = eps * utils_th.l2_batch_normalize(d) 
    adv_x = gradient.disconnected_grad(x + d) 
    if (clip_min is not None) and (clip_max is not None): 
        adv_x = T.clip(adv_x, clip_min, clip_max) 
    return adv_x 
