Introduction
Computers have become the vehicle for an increasing range of everyday human activities. A decade ago, computers were used for a specific set of secretariat types of works, but now the acquisition of information, communication, management and even social interactions are becoming more and more computer-mediated interactive activities. Despite recent technological breakthroughs like personal computers and Internet, many people still find difficult to interact with computers while maintaining their normal flow of work in the real world. The key reason for this dissatisfaction arises since applications have no knowledge about the user's real world situation and they are conventionally developed to provide explicit functionalities.
Situated computing is an activity-centered paradigm to enhance the user's interaction in a mobile environment through applications that can understand the user's context and activities. It goes beyond the conventional user-interaction provided through the fixed-location desktop metaphor based computing. When the desktop metaphor was presented, the computer was treated to be a tool for specific tasks such as writing a document, drawing an image and calculating budgets. With the technological development, the computing now can be easily carried out in a mobile environment. At the same time, the objects in the environment can be powered by integrating computing and communicating capabilities to further enhance the mobile computing (referred to ubiquitous computing). The changing context and user's activities are analyzed to understand the user's situation in a centralized manner independent of applications. Then this information is passed to applications to enhance interaction with them or to provide new functionalities based on the user's current situation.
In this chapter, we are presenting a new paradigm called situated computing and how it can be achieved through developing situated applications with respect to a mobile user and his/her information management. The main objective in situated computing is to enhance the human-computer interaction through simplified interfacing based on the user's real world situations. Hence, we first present a user-model called Situation Metaphor, which is proposed as the foundation for achieving the personal situated computing. It is not only an interactive metaphor for visual and non-visual interaction but also a design metaphor that influences on the functional and algorithmic design of applications.
We explain in this chapter the situation metaphor from the design to its realization, to strength its stability as well as to demonstrate its functional effectiveness. In a pilot project, the development was carried out on three stages. The first stage corresponds to the design of the model and the formal description of situation metaphor. The SIFF, Situated Information Filing and Filtering framework is developed on the second stage to provide the software abstraction as the core foundation for all services/applications in situated computing. At the third stage, tools and applications are implemented based on the SIFF framework. In the chapter, four such applications are presented.
The rest of the chapter is organized as follows. First, in Section 2, we describe the necessity of considering user-situations to enhance human-computer interaction. In Section 3, we review a selected set of studies that have been contributed to the development of situated computing. Section 4 gives the formal description of the situation metaphor and its components. The SIFF framework is described in Section 5. The Situation-dependent Browser, which is an application developed for the personal information space based on the SIFF framework, is given in Section 6. In Section 7, we present another application for personal photographing called Augmented Album. The Pattern Browser in Section 8 is developed for the interactive information visualization in situation metaphor. The Situation-dependent Chat Room application, given in Section 9, is a collaborative tool developed for a community in the same situation. Finally, we conclude the chapter in Section 10.
Situated Interaction
Computers have been treated as a kind of machinery tools that can be used to enhance human capabilities specially in information processing. In general, we can classify the tools into two categories, physical and psychological. The physical tools such as shovel, saw and pen extend our physical abilities while psychological tools such as language, mathematics, and symbolic systems enhance our mental capabilities. The computers have peculiarities of both physical and physiological tools, and they are the most powerful tools that could enhance both the physical and psychological human capabilities in seamless ways. However, this diversity of computers makes the human-computer interaction not so simple like one with many other tools.
In order to reduce the complexities in human-computer interaction, interfaces of computer systems are presented based on real world metaphors. The purpose here is to gradually educate users how to use systems functions while hiding internal architecture. The desktop metaphor based interface is the most popular approach generally adopted in computer systems. Although it was successful in the early stages of personal computing, but eventually it failed to support new interaction requirements in mobile environments where computers are brought out from the desktop. In such environments, tasks are heterogeneous and the system behavior should be personalized according to physical and personal circumstances. Simply, the interaction should be combined with the user's situation to enhance the usage of computers.
Suppose, for example, a salesperson who brings his/her mobile computer and visits customers for different business purposes. S/he may carry out different activities at those places while accessing and creating information. Those information as well as any services provided by the system should be associated with the physical location and the type of work rather than the monolithic file/directory found in the desktop. Otherwise, it is hard to maintain effective usage of the computers without disturbing the user's workflow.
The integration of human-computer interaction and the user's situation in a particular working context in a mobile environment is identified as the situated interaction. This combination defines that the interaction is not only a function of device but also strongly dependent on the user's activities and context in which the device is used. The necessity of situated interaction has been emphasized in both the situation action theory [1] and the Russian developed activity theory [2] [3] in cognitive science. At the same time, the situated interaction initiates a new paradigm of computing by extending the conventional applications and also by creating a new set of applications.
The general applications can be further developed to provide the enhanced interaction if they can aware the user's current situational information, although such information is not a main input for their functionality. For example, if a web browser obtains the user's situational information such as the location, type of work and status in his/her vicinity, then it can personalize its graphical interface and other facilities to provide him/her a situational use. On the other hand, the new set of applications, which we define as obligatory situated applications, take the user's situation as a compulsory input for their functionality. The output or service of these applications completely relied on the extent to which they can obtain the user's situational information. If a location-dependent mobile assistance, for instance, cannot receive the location information and/or the user's current requirements, it fails to communicate the useful information to the user.
In this Chapter, we are presenting a possible approach the authors have used in developing situated applications and a mechanism to integrate the user's situation with his/her interaction [4] . The primary objective in the situated computing paradigm is to embed computers by allowing the people to interact with them as naturally as they do with many personal appliances in the real world. Before moving into details, we briefly describe in the next section, a selected set of interesting studies that have contributed to situated computing paradigm.
Related Work
The inspiration and motivation for the situated computing came from many sources. In cognitive science studies, we could identify three information processing theories namely cognitive psychology, situated action theory and activity theory. They describe frameworks that could be used to enhance situated interaction.
The cognitive psychology analyses the human mental processes with the aim of understanding human behavior. Humans are sometimes viewed as "active process of information eternally striving to sum up and interpret the incoming data, and to interpret and reproduce the information stored in its memory through variety of algorithms and strategies" [5] . In other words, cognitive psychology attempts to represent mental constructs such as goals or plans, and then stipulate the procedures by which associated actions take the place of a lively, moment-by-moment assessment of action. This view tries to equate the rigid model of intent and plans in the head with actions in the real world. However, this mechanism falls short of its expectations [6] in a complex reality around human being. There is no sense of model that is divorced from the task contexts in which it finds itself in the real world.
In Situated Action Theory [1], actions are described as something that is solely dependent upon people and their surroundings, not abstract, formal models in the head. Human activity cannot be described sufficiently beforehand and computers need these plans since they cannot properly interact. In situated action theory, a plan is another resource that a person can draw upon; however, it is one that does not strongly determine the outcome of events. Unlike the rigid plans in cognitive psychology, most plans for human activity remains fairly rough and tacit level. In her theory, Suchman explains in details that actions are to a great extent linked to a specific situation at hand and therefore hard to predict by using generic rules. Actions as well as learning, understanding and remembering are situated.
Russian developed activity theory [2] [3] which proposes the view that tools mediate thought, presents an alternative framework for human-computer interaction research and design based on the shortcomings of situated action theory and cognitive psychology. It provides more complete analysis of human nature while providing a paradigm for the description and understanding of the way humans interact with computers and within the context of their environment. The activity theory consists of five basic principles of the hierarchical structure of activity, object-orientedness, internalisation/externalisation, mediation and development.
According to Nardi [2] , the major difference between activity theory and situated action theory is the way in which the structuring of an activity is determined. In activity theory, it is determined by human intentionally before the unfolding in a particular situation, whereas in the situated action theory an activity can be known only as it plays out in a situation. The goals and plans are determined after activities are taken placed and then they become "constructed rationalizations" that can be applied to particular situations. By contrast in activity theory, "object-goal" is determined upon prior to analysis. An object is said to proceed and motivate an activity, and it is partially determinative of the activity. Whereas in situated action theory, each activity is created by particular factors that converge to form a situation. Thus situated action theory rejects the notion that object engage activity. Furthermore, in situated action theory, goals and plans are post hoc artifacts of reasoning about action after the action has taken place.
In software engineering viewpoint, the motivation for situated computing raises from context-aware information systems [7] , in which physical contextual information is used to retrieve information by assisting people to specify queries in office environments. The situated computing is regarded as an appropriate paradigm that would enhance the power of mobile, wearable, ubiquitous and augmented computing than the traditional stationary desktop computing. Although in many studies including ours, it has been considered that the user's situation is highly relevant to the physical location, it is also possible to model the user's situations independent of such parameters, for example, to augment his/her memory [8] [9] . Generally, the situation is defined going beyond the contextual factors of the user considering his/her activities, personal status and requirements. In some other studies, the core concepts in situated computing are further being extended by including human characteristics in affective computing [10] and social behaviors in pervasive computing [11] . In the rest of this section, we briefly describe some of the studies related to situated computing.
The situated information space [12] is a kind of augmented reality applications, which uses a hand-held display rather than head-up display. It is one of early presentations to demonstrate how the information overload could be overcome by segmenting information and attaching them to physical objects in a space. The idea is that a user equipped with a track-sensitive palm-top computer will receive the information based upon their proximity to objects within the real world. For example, a user may browse the space near a fax machine. By approaching to an in-tray, the information about received faxes will be displayed on the palm-top computer. The system could be used in a library too, where electronic information would guide users to the written publication they require. The tracking unit used is a 6D device giving x, y, and z positional coordinates plus the pitch yaw and roll orientation of the palm-top device. This device can only work within one-meter cube, thereby severely limiting its applications.
Brown [13] proposed a framework called Stick-e Documents for creating context-aware applications and it highlighted the importance of contextual awareness in mobile computing. The stick-e document framework is composed of a set of stick-e notes, each of them resembles a page of HTML. Each stick-e note consists of the contents and relevant contextual information to be triggered. When a mobile user is carrying a PDA equipped with location sensing software, s/he can place a stick-e note at a physical point of interest. Once the user returns to that location in the future, the stick-e note will be triggered and s/he is informed by the PDA that the associated note exists. A stick-e note can be considered as an electronic form of Post-it notes which people place in their working places not to forget or inform different things to be done. Some other examples of context that could trigger a stick-e note are the adjacency of a person to physical objects and the temperature above/below a certain level. The stick-e note approach offers a useful general mechanism for the creation of context-aware applications and it became a basis for many other researches. However, further work would be required on system aspects, such as the management of location information and the delivery of contextual information to applications.
The virtual reality techniques can also be used to augment the user's conventional view with additional contextual information while the user is moving around the real world. Starner [14] describes wearable computers, which use a head-up display to overlay graphics, text and sound onto the wearer's normal view of the physical world. In one example, the emacs editor is projected using the head-up display so the image overlaps the user's view of the real world. Pull-down menu options are displayed as usual along the top. By mounting a video-camera on the user's head which transmits its output by radio for remote processing, the user's finger is recognized and its position is interpreted in the same way as the position of a mouse pointer on a conventional display. The user can therefore select menu options and carry out other mouse-oriented activities.
The feasibility of situated computing was directly discussed in [15] . Hull [15] describes comprehensively the issues associated with the development and deployment of situated applications. He has illustrated the design requirements of sensing technologies and the importance of interpreting the sensor data, which is hard without representing different forms of knowledge such as social issues. The Situated Computing Service (SitComp) is a single server that encapsulates context acquisition and abstraction, and provides both an event-driven and query interface to applications.
The necessity of situated computing has been addressed and illustrated in the work at CSTaR Institute [16] through a set of situated applications. The gap that exists when the people find difficult to interact with the electronic media while maintaining the flow of normal activities is described as the discontinuity between the electronic and physical world. In order to demonstrate the fact that situated computing is about providing people necessary means to make right decisions and take actions, a number of applications is discussed in [17] - [20] .
In order to reduce the complexity and cumbersome of developing context-aware applications, a toolkit for handling context information has been introduced in [21] . In this impressive work that has some similar objectives close to ours, a new concept called context widgets have been introduced. They mediate between environment and applications in the same way graphical widgets given in GUI toolkits mediate between the user and the application. The widget library facilitates the application developers to high level programming by reusing and integrating those widgets in context-aware applications.
In addition to the above mentioned and some other works that directly discuses the requirement of situated computing, few other studies, Time-Machine Computing [22] and Lifestreams [23] indirectly address the some vital issues giving a useful feedback for the success of situated computing.
The research study presented in this chapter addresses the perspective of situated computing from viewpoint of human-computer interaction while proposing a software engineering approach that could facilitate the development of situated applications. We went beyond simply discussing how to achieve the software abstraction through an interface to developers. An analysis was carried out in order to integrate the situated computing not only at the application level but also as a system that could assist its users in an activity-centered approach. Although we didn't adopt all principles in activity theory, it was heavily influenced on us drafting a possible solution, which will be discussed in the next section as the basic model for situated computing. We introduced the situatedness as a property at the system level by allowing the user to visualize, imagine and treat computing with his/her situations in a working space. Based on this model, we developed a framework for the application development.
Situation Metaphor
Metaphors have long been recognized to play an important role in the user interface design. They can serve as a means of making an unknown complexity into an understandable format. Simply metaphors provide intuition of how things work using the world knowledge. The best example is desktop metaphor. Recently, there has been an increased recognition of metaphor's larger role in the design process of, for example, the language [24] [25], program functionality [26] [27], system architecture [28] , knowledge-representation [29] , and scientific discovery [30] [31] .
When it is necessary to introduce the user's situations with his/her computing, authors strongly believe that such integration should begin at the system level allowing users to imagine and treat computers as tools that could be used to improve their interaction and decision-making in a particular context. The conventional desktop metaphor based model could hardly support this requirement [32] since it was employed to guide users using features of graphical user interfaces. Hence, any new proposal for modeling the personal computing should support the property of situatedness. One of related proposals is "Personal Assistant (PA)" [33] , in which human-human interaction is tried to impose for the situational use of computers. PA is expected to provide interfaces according to the user's anticipations through voice dialogs. In other words, it depicts having a mobile consultant who speaks like the user's digital secretary.
Our proposed model, situation metaphor, differs from conventional metaphors since it corresponds to an intangible thing. It refers to a particular circumstance how the user will react in order to achieve a particular target. People continuously learn through their experiences and utilize those knowledge whenever they want to carry out some tasks. Simply, human interaction in a particular situation depends on the knowledge gained through their past experiences. Although computers are electronic devices, we enforce the situation metaphor on the interface of system behavior to integrate gradually the user's real world activities and interaction with mobile devices. The resulted model depicts neither an intelligent consultant at once nor a static picture but learns through the user to provide him a personalized interface.
In metaphoric approaches [34] , metaphors are presented in the form of "A is B", where B is said to be the source metaphor and A is the target. Generally, the source metaphor is determined based on the common knowledge in the real world and the target is the complex entity that should be represented. In Black's interaction theory of metaphor [24] , the metaphor is not simply a process of transferring properties from the source to the target, but a complex interaction between them in which our knowledge of the target is equally capable of changing our understanding of the source. Simply, metaphor includes complex shifts of meaning across the target and the source. In situation metaphor, the source corresponds to "the user's reactions in a particular situation based on the personal history" and the target to "the model that defines a suitable interface for his/her interaction in mobile environment".
Interaction Model
The basic concept given by the source and target in the situation metaphor was then extended to form an interaction model based on the significant properties of the source, which influence the user's interaction in mobile environment. This process refines the vague idea in the basic concept into an initial design specification [24] . Figure 1 shows the interaction model in the situation metaphor. In this model, the mobile computer/device is a mediated tool between the user and his/her goal in the workspace. Then the user's interaction is interpreted based on the physical location, time period, his/her activities and contextual factors in the vicinity.
The physical location is given the highest priority in a mobile environment since the user is supposed to move among different places as a part of his/her working style. This pivotal factor, physical location, could significantly influence the user's interaction and hence classifies his/her interaction space. Time is a universal factor of human behavior and it shows the path of everyday life. In the situation metaphor, the time is identified as a period and visualized as a segment on the timeline with begin and end points. When a situation is interpreted, links are established with previous corresponding periods on the user's timeline. A particular business goal is supposed to be consisted of one or more activities. An activity is identified as a particular engagement of user [2] whether it is mediated or unmediated through a mobile device. The contextual factors are identified depending on their influence on the user's activities and their vicinity with respect to his/her physical location. Generally, it is a set that consists of social events, objects or environmental variables that would be useful for the interpretation of the user's situation.
With respect to the interaction model in the situation metaphor, we formally define a particular situation • i A is a set of activity points with respect to all activities engaged in the workspace and an activity is described as a sequence of (action, object) pairs.
• i F describes the set of contextual factors that directly affect the interaction
Importantly, a situation is formally defined based on the context and activities. On the other hand, the user may access information during a specified situation. A logical piece of information in a situation is defined as an Entity, which is identified based on some specific properties rather than its storage representation (details will be discussed in Section 5.2). The relationship between a situation and the relevant set of Entities is given by a function called ID . 
Situation Space
In situation metaphor, the Situation Space is the user's interaction space in which s/he may have used the mobile computer/device as an embedded tool to achieve his/her business objectives. Both the computer mediated activities and non-mediated activities are included in the Situation Space. The main objective of Situation Space is to describe all identified past user-situations in a meaningful way that could be utilized to provide appropriate system behaviors and functionalities of applications. At the same time, it integrates the physical context, user activities and information entities by providing a single interface based on the user's business goals. Although the interaction history is an underline source for the Situation Space, the semantic relations among all possible past situations make it a meaningful multi-dimensional space.
Situation Space is regarded as an n-dimensional space as there could be variable number of forces affecting user's interaction in a mobile computing environment. The location, which is the most significant one, has two dimensions (latitude and longitude) to precisely define it. Time is one-dimensional but has logical attributes like day of week, month of year, etc. User activities as well as contextual factors are varying from a situation to another and their dimensions depend on a particular case. The Situation Space SS is defined as follows.
SS is a set of elements i S on which following properties should exist. Let two distinct situations i S and j S such that ∈ j i S S , SS and operator ∆ indicates the concatenation between two situations.
1. 
k is a value calculated based on the content analysis of Entities in the two sets.
for a given threshold value h , then i S and j S are said to be stronglyrelated situations.
is said to be weakly-related situations for a given threshold value h
Based on the declaration of SS , the navigation is given using following function.
is a parameter that describes the expansion of i S along a specified dimension
The Situation Space is not a plain history of the user's interaction in a mobile environment and it facilitates to understand the user's anticipated behavior in a particular situation. The formal declaration of SS provides the guidelines to establish a proper organization for the Situation Space. By applying the principal of "objectorientedness" in the activity theory [2] on the user's goals, we first declared three categories of user-situations, namely Abstract Situation, Instance Situation and Basic Situation. Abstract situations are like classes in the objectoriented framework. Instance situations are comparable to composite objects that may consist of one or more primitive objects. Basic situations are considered as such primitive objects. Then the relatedness property in the SS is used to identify those situations and a hierarchical organization is built based on their composition as shown in Figure 2 . This hierarchy is the basis to provide the pragmatic interpretation of the user's current situation and visualization in the situation metaphor. The details of its construction will be given in Section 8. 
Functional Development
The interpretation of a metaphor [35] is referred to as a process of discovering how the functions of the source metaphor can be used to understand the target. We call such functions as the functional features in the situation metaphor and they impose a structure on the enormous problem space found in the target area. The list of functional features given below is our current identification and their effectiveness has been demonstrated through implementation of several tools which will be explained later in this chapter. These significant functions are the positive components [24] that are needed to be highlighted in presenting the situation metaphor.
1. Spatial identity Real world situations in mobile environment are naturally tagged with a location name found in the user's personal vocabulary. People's behavior is significantly correlated to these locations. In the situation metaphor, the functionality of the system is strictly related to the location information. Hence, the spatial identity is used to augment the access to information, and the functionality of both system services and applications.
Temporal identity
Although the time is linear in abstract, its relationship with human behavior is periodical. Generally, many of user's situations in real life have some periodical relationships each other. At the same time, a particular behavior varies with respect to time of day and its relationship to individual/social factors (for example, lunch time in a working day and a holiday). Hence, the period of time of a situation is analyzed with respect to the individual and social information and made it available for system services and applications. Temporal identity consists of those derived information as well as exact time intervals. In addition, the user can navigate on the system status based on the time (referred as time-machine computing in [22] ) and personalize the functionality of both system services and applications.
Activity identity
In many real world user-situations, when people recall past situations [7] , they sometimes remember only events or special activities rather than locations or time. In situation metaphor, users can retrieve information based on real world activities and they can also personalize the system behavior based on possible future activities.
Filing information
Generally a real life situation consists of some information and people hardly refer them using explicit naming structure. In the situation metaphor, the filing of information doesn't depend on the storage structure in the device or on a particular naming convention. The users can identify them by describing the situations partially or fully, in which they were created or modified. The user can include logically related set of information in an Entity as their container.
Linking and navigation
People organize gathered information in a particular structure that would simplify them to locate information. In the desktop metaphor, an interface is provided using files/directories to maintain the user's digital information collection and it is also presented as the user's storage structure. The user can explicitly create links among Entities in the situation metaphor and the system builds an implicit links structure based on the situations in which those Entities are created or modified. Hence, the navigation can be presented just like recalling memory in the past situations.
Filtering information
Information should be presented to users not only based on their identified interests but also current working context. Therefore, the system maintains the necessary indexes based on the structure in Situation Space to support the situation dependent filtering.
Visualization
When a person analyzes "how a particular thing has happened", s/he uses visual thinking [36] on a subset of corresponding events as the starting pattern before moving into statistical or textual evaluations. In the situation metaphor, Basic Situations or Instance Situations are considered as sequence of events with respect to their parent situations when the Situation Space is visualized.
Development Schema
The situation metaphor is proposed as a model to integrate the user's situations in mobile working environment at the system level. One of the main expectations is to separate the capturing, processing and management of the user's situation information from applications and communicate such situational information to applications whenever it is necessary. Hence it is possible to simplify the development of context-aware applications if the underline system is based on the situation metaphor.
The development of situation metaphor is a complex project since it is not a straightforward to determine the software development of internal functionalities and how the communication between the system and applications is properly maintained. At the same time there are many challenges in capturing, interpreting and managing the user's situations. In addition, the functional features described in the previous section are our anticipation in the first stage. The set of functional features should be refined by developing prototype applications. Then it would lead to remove any negative components and include new positive components that would become apparent in the evaluation. Having these objectives, authors started a pilot project to study the feasibility as well as to demonstrate proposed approach of integrating situated interaction with applications.
The schema that we followed in developing the pilot project of situation metaphor consists of three stages as shown in Figure 3 , namely design, framework and tools development.
The design stage corresponds to the theoretical development of situation metaphor including the refinement of functional features. Simply, everything stated about the situation metaphor in this section defines the first stage in the development. In the second stage, we tried to realize what is specified in the situation metaphor as software components. The Situated Information Filing and Filtering (SIFF) framework, given in the next section, has been developing as a common middleware to centralize the processing and management of the user's situational information. Then SIFF framework became the basis to include the situated interaction in the prototype applications on the third stage. Those applications would be able to utilize the functional features as well as other information about the user's situations in order to include the situated interaction. In fact the some of applications are system tools of the situation metaphor. Four prototype applications that have been developed based on SIFF framework are discussed in details later in the chapter. 
SIFF Framework
The SIFF, Situated Information Filing and Filtering, framework is a generic architecture that provides structure and behavior of software components in the situation metaphor. Generally, it works like a virtual machine that tries to hard code user-situations while making abstractions open-ended by designing specific plug-ins that are reusable and extendable. Hence, SIFF is not an application but a middleware that would communicate about the user's situations with applications based on the SIFF framework.
In the pilot project, the SIFF framework was developed as a lightweight component on top of the desktop metaphor based file system. According to the model of situation metaphor, we identified that following requirements should be supported in a software design for the SIFF framework.
1. Capture the physical context of the user when s/he is persuading on a business goal 2. Collect meta data about Entities accessed in a particular situation 3. Gather information about non-mediated activities occurred in the vicinity of user 4. Interpret the situational information that could be able to identify from the user's point of view 5. Integrate and maintain the situational information with relevant information Entities 6. Maintain the interaction history and its high level derivations (i.e. Basic, Instance and Abstract situations) 7. Communicate situational information to applications and tools
The development work that are needed to cover requirements given in above steps is very challenging since it is required to integrate different engineering approaches collectively. Authors initiated this pilot project almost two years ago and it is now in the begin of second stage. Number of research students has been contributed for its development. Although we were able to achieve many goals, specially capturing and interpreting situational information, some works are pending before starting its evaluation and usability at the time of writing this chapter. In the rest of this section, we will describe the system architecture and data organization in SIFF framework.
System Architecture
We adopted multi-agent based system architecture, as it is more suitable to provide solutions for robotism and interoperable problems. It is also deemed that the architecture should be opened and extendable for making the future possible expansions whenever new sensors and peripherals are added. The user-interaction has to be carefully monitored continuously with respect to activities, time and location. Therefore, the system should be able to sense directly the user's vicinity and also to obtain any useful information from applications. If adequate contextual information cannot be gathered, it will notify the user requesting to describe the relevant details.
The system architecture of the SIFF framework as shown in Figure 4 is partitioned into three divisions based on its functionality. The first part concentrates on capturing the user's context and activities carried out when s/he is persuading goals in the workspace. There are two agents called Secretariat Agent (SEC) and Sensor Agent (SEN) developed as interface and reactive agents, respectively. The middle part works to interpret the data captured from the first part and it consists of a collaborative agent named Situational Agent (SIT), a rule base and a knowledge base. The third part, presentation, provides the interface for external applications as well as tools developed on top of the SIFF framework. It consists of an agent named Presentation Agent (PEN), three index files and the augmented information space. 
Data Organization
The organization of data in the personal information space plays an important role to achieve functional features in the situation metaphor. In SIFF, the information space is reorganized by integrating situational data as meta data and this new organization, augmented information space, is maintained on its third division.
In the conventional systems, the data are organized and managed by the file system and presented as the interface of the storage structure. The primary element in the personal information space corresponds to a file in the conventional file system. Although a file is defined as a logical collection of information, it represents only a set of information stored together. No relationships are described with respect to external context in which the content of a file is generated or accessed. Simply the conventional file system forces the user to maintain filenames and directories.
A file in the conventional system consists of a header and a body. In the header, there are very few meta data such as a time stamp and the file system doesn't provide any facility to integrate any meta data into an application in a customizable way. At the same time, the organization of files is static and it gives a single hierarchical view of the information. Hence, the conventional data/file organization is not adequate to provide an augmented interface for the information space, which is a fundamental requirement in the situation metaphor. Thus, it is extended both conceptually and technically.
In the situation metaphor, an information entity (Entity) is identified as a logical collection of multimedia data sources with respect to an initial situation. Both the user and system (precisely agents in SIFF) can create Entities. They are completely independent from storage structure and restrictions like filenames. The structure of an Entity contains two parts; extendable interface and data segment as shown in Figure 5 . The interface contains a set of attributes to record contextual information and it provides the identification to the Entity. Some attributes may take multiple values and multiple hierarchies are identified using these values. The body of an Entity, data segment, may contain one or more objects just like a compound document. It is noted that the actual data are not replicated in a data segment. 
Situational

Situation-dependent Browser for the Personal Information Space
In the situation metaphor, the information and the relevant user-situations are identified as their contextual relationship. (In the desktop metaphor, the information and the relevant files are identified as their storage location in the directory hierarchy.) Hence, the navigation in the information space is carried out based on this contextual relationship.
Situation-dependent Browser (SD Browser) [37] is a tool developed on top of the SIFF framework to demonstrate the situation-dependent navigation in the Situation Space according to its formal navigation function. In addition, it uses the functional features in the situation metaphor allowing the user to specify his/her past situations on a graphical user interface. The browser provides the feedback about the availability of information on the graphical interface whenever the querying is done. It facilitates the user to express the query conditions in navigation. Before discussing the interface of SD Browser, we first illustrate some details about the Information Roll in situation-dependent browsing.
Information Roll
An Information Roll is a logical representation technique defined in the situation metaphor and it is ideally a one-dimensional (time-series) roll of information sheets to describe a set of information entities at a particular situation with a navigation mechanism. It is capable of folding up and unfolding the information sheet to hide and control displayed area (see Figure 6 ). This design could be applied to present a large number of sets within a small displayed area with an easy interaction technique of rotating a small roll such as in Microsoft Intelli mouse. 
Interface
At the highest abstract level, the Information Roll presents all entities linearly ordered in accordance with respect to specific features in the Situation Space. Since the linear ordering is not apparent in some features like physical location, it is determined according to information in the personal preference registry. During the situation-dependent browsing, the user may specify a particular situation, which may be associated with a set of Entities that are not consecutive in the Information Roll as shown in Figure 6 . Then a compressed view is created by placing those Entities together. The user can define different views on the Information Roll by specifying different situations. These views are considered dynamic virtual directories [38] in the situation metaphor. The user can click boundaries on the view to expand and show all Entities in the abstract Information Roll, when it is necessary.
User Interface
The user interface of the SD Browser is organized by three components, namely Map component, Time Frame component and User Activity component, as in Figure 7 .
The Map component uses a geographical map as its interface with zoom-in/out facilities. On the map, a small (file) icon appears if there is an entity associated with its location. It is allowed for the user to choose certain icons by clicking them or selecting an area on the map, in which icons are included.
Time Frame component takes a spreadsheet like interface [39] to specify the time intervals of a situation. The user can interactively change the scale of both the column and row to analyze the data and then s/he can select rows, columns or some isolated cells to describe specific time intervals of a target situation. The possible scales for rows are hours of a day (1,2,..,24), days of a week (Mon, ..., Sun), weeks of a month (First, Second, Third and Fourth ), dates of a month (1,..,31) and months of a year (January, ..., December). By dragging on the row headings, the user can change the scale from one to another. Columns of Time Frame component are used to represent the regular timeline. Hence, the basic representation is that one column corresponds to one day. By dragging on the column headings, the user can change the period into a week, a month, a quarter of year, a semester of year, and a year. 
Time Frame Component
In addition, the user can change the coordinates of columns using combining and hiding functions. For example, suppose the user combines any seven consecutive days into one column using combining function, then the system will monitor the action and perform the same action for all other columns. Thereafter, each column represents a week instead of a day. In a similar way, the user can change coordinates of columns into different combinations such as months, semesters, and years. By using the hiding function, the user can have more interesting coordinates for columns. For example, when a column represents months, suppose the user hides columns from February to December in a certain year. Then the system will hide all columns of February to December for each year and then Time Frame component will have only the January column of each year. Hence, the user may find some interesting rules like a periodicity of some activities through the different visualization with respect to time of the activities.
User Activity component in Figure 7 displays possible information categories with respect to user activities associated with the specified period of time shown in the Time Frame component and the locations/areas in the Map component. The user can mark one or more activities and then relevant icons are selected for browsing.
Those three components are synchronized each other. When the user specifies certain conditions using three components of map, time and activities, s/he can combine them using AND and OR operators in the tool bar. In response to user's description of the situation, the SD Browser presents a list of Entities in a scrolling window (See Figure 8) . This list is a compressed view of the Information Roll as described earlier. By double clicking on an Entity, the user can open it for both reading and writing. The user can expand the list to navigate to Entities that are not displayed by clicking on the edge between Entities.
Augmented Album for the Personal Photography
Two decades ago, the personal photographing was described as taking still images to print on special papers. Today, it covers taking both the still images and moving pictures (video clips) as a major part of documenting the real life situations. Recent advances in digital technology have made the digital photographing inexpensive as well as popular in a large user community.
The benefit of digital photographing includes the ability to take, process, and display images and video clips using computers in seamless ways. However when pictures are taken, we never think about filenames and folders for those images/video clips. The storage location, file names and directory structure are the unwanted overheads that the desktop computer users have been forced to consider in their filing.
Figure 8. A view of Information Roll for a specified situation
Augmented Album [40] is an application developed to demonstrate how the user-situations based on the situation metaphor can be used to provide an easy-to-use system with easy-to-remember interface for the management and retrieval of digital image/video clips. It is developed on top of the SIFF framework. In this system, the contextual information such as the location, time, and user's social events, are captured when a picture is taken. It represents the meaning of the picture as well as its content information to some extent and, thus, benefits us to retrieve images/video clips. For example, consider a query "Find pictures of X'mas party last year at my uncle's house". This type of query can be processed by context-based framework very easily, but the content-based retrieval mechanisms in multimedia database are limited in handing such queries. Finding uncle's face or house is not so easy and such operations take considerable amount of resources to execute the query.
The prototype application has been implemented on a laptop computer with a Hitachi MPEG/JPEG portable digital video camera. In the camera, each video clip is stored as a file on a PC-card type hard-disk drive with timing information. In addition whenever a digital photograph is taken (identified as unmediated activity), the SIFF framework gathers the location, time, and any contextual information of the user. Later, when the camera is connected to the mobile computer, the SIT agent in the SIFF activates to associates video/image files with the relevant contextual information using timing information of data files. If there is no enough information about the clips, the SEC agent in SIFF inform the user to obtain additional information about the clip such as social events. At that time, the user is allowed to specify any narration, keywords and other contextual factors for the clip. Though the computer is not directly connected with the camera in the prototype, we would say that the implementation doesn't lose any practicability of the system.
Browsing Interface
The user interacts with the system by three components as in the Situation-dependent Browser: Map Component, Time Frame Component and Events Component (see Figure 9 ). These three components could function together or independently to select images/video clips relevant to a specified past user-situation. The functionality of Map and Time Frame components is the same with that in the Situation-dependent Browser.
Events Component, as shown in Figure 9 is used to show the event categories that exist according to the current view in the Map Component and the Time Frame Component. Event categories are used to group images/video clips as a way to show the contextual relevancy of those icons (e.g., birthday parties, events at a 
Pattern Browser to Visualize Personal Workflow
Hierarchical Organization
In previous tools, we demonstrated how the user can retrieve/filter information based on their contextual relations that are identified within the Situation Space. In such circumstances, the user precisely specifies a particular situation. However, in some cases, the user prefers to analyze different situations with respect to semantic organization in the Situation Space. The Pattern Browser [41] [42] is an interactive visualization tool and aims at helping a user to find valuable spatiotemporal patterns in Situation Space.
In the visualization of situation metaphor, the semantic organization is the hierarchical structure defined using Abstract, Instance and Basic situations as described in Section 4. The hierarchical organization in the Situation Space (Figure 2 ) is described using index files in the SIFF framework and its construction is carried out as a batch process on the interaction history file (SHR -Situation History Registry) using a clustering algorithm of the data mining technique. SHR contains huge amount of records inserted by SIT agent for every five seconds and they describe the user's activities, contextual information and interpreted information by agents. The batch of records that corresponds to a one day is maintained in a single file given by SHR version number.
In the first phase, all records are analyzed to identify possible Basic situations and the results are written to Basic Situation Index file. The clustering algorithm, which used to represent the relatedness property in Situation Space is an extension of hierarchical single-lined clustering [43] . All records are processed three times considering different boundary conditions. In the first round, the spatial and temporal variances in records are processed to recognize clusters. These clusters are further split based on the user's idle time in the second round. Hence, some records in SHR are discarded without linking to Basic situations. In the third round, other information in each record of a cluster is matched to identify possible sub-clusters. Using a weighting schema, the similarity among records in a cluster is measured based on the Euclidean distance formula [44] . The records in a final cluster are used to determine the corresponding Basic situation and its information.
In the second phase, the links between Basic and Instance situations are established updating both Basic Situation Index and Instance Situation Index files. (A record in an index file uniquely describes a corresponding situation). The similarity distance between a Basic situation and an Instance situation is calculated using Euclidean distance formula with different weighting schema. Basic Situations, which fail to link existing Instance Situations, are matched one another to determine possible new Instance situations. In the pilot project, the user is requested to verify the results before committing them to index files once in a day. At this time, the user can delete/insert links between Basic and Instance situations, and create new Instance situations manually.
Linking Instance and Abstract situations is similar to one between Basic and Instance situations but weighting schema and threshold values are different.
Visualization
Pattern Browser has mainly two components allowing the user to specify conditions for the visualization and also to observe patterns from different angles. One is called the map window and the other is the spiral window.
Map window displays a geographical map in a three dimensional visual space. When the user double clicks a certain location on the map, a spiral appears with the boundary indicating the geographical area it covers, as shown in Figure 10 . This spiral can be moved and its boundary can also be adjusted by dragging it. In this way, the user specifies any number of spirals, as s/he likes. Of course, zoom-in/out operations are provided so as to be able to change the scale of the map.
Colored rectangle icons, which represent Basic situations, appear on the spiral bands according to the occurrence of Basic situations as in Figure 11 , after assignment of certain color to each Abstract/Instance situation (each Abstract/Instance situation is organized by one or more Basic situations). Spirals with colored icons are then displayed on the map window. The user can navigate through this 3D space by changing the viewpoint, rotating spirals, or adjusting the visual radius of spirals (i.e., scale of time periodicity) with sliders at the bottom of the window. Initially, the radius of spirals proportionate to a single day. This can be modified by changing the visual radius of the spiral or changing the factor, which determines the temporal period proportionate to the initial visual radius of the spiral. Furthermore the helix spiral view can be changed to planar view or linear view as shown in the figure. The user can also move up/down, rotate these spirals together or separately while changing the radius of the spiral. It is noted that the visualization mechanism of the Pattern Browser is based on the interactive visual language STVL for spatiotemporal patterns [45] . Using one of the interactive functions of STVL visual language, a set of Basic situations associated with a particular Abstract/Instance situation (i.e. specified using different colors) are aligned vertically by forming a non-uniform spiral. Figure 12 shows an example, which visualizes sales distribution at three locations by application of the alignment operation to the Instance situation "sale of the product A to Lawson shops". They are the three visual statements given in STVL describing spatiotemporal patterns of the Instance situation specified.
These patterns can be read in two different ways. First each individual pattern is read from top to bottom analysing its shape and icons. The user does the horizontal reading while comparing three patterns together. The first pattern says that the sale of product A increases and then decreases repeatedly. On the other hand, the second pattern shows a rather uniform sale of the product A but sometimes a sudden decrease. The third pattern is similar to the first one. In addition, it would be said that the sale decreases at almost the same time with the first pattern. To get more details about each pattern, the user can open a window having the corresponding view of Information Roll for the pattern, in the same way as Situation-dependent Browser and Augmented Album. 
Situation-dependent Chat Room
Situation-dependent Chat Room is a different application which demonstrates how the situated communication can be initiated and are useful in specific social environments [46] . It allows people in a particular social context to collaborate each other through situated computing without exposing their personal identities. For example, a place like amusements park such as the Disneyland, is a social environment in which people who have same objective/willingness gather in a specific area (the place for Mickey Mouse Dance, the place for Play House, etc.). In such a social environment, people like to communicate with others but they are naturally shy and afraid of exposing their personal identities to strangers. We identify such a group of people who are persuading a particular social requirement within a specific area as a community having the same situation. The situation-dependent chat room provides facilities to establish communication using their mobile computers while protecting each one's individual identity. This application is applicable to many other application domains such as railroad stations, airports, stadiums and museums.
System Design
The system is designed integrating the SIFF framework with the wireless network architecture for a social institute concerned. A single local area network is maintained with a number of infrared wireless transceivers spread within in the physical space to easily establish the connection with mobile computers of users. According to the gathering places in the institute, the physical space is logically partitioned into a number of physical segments to identify groups. A chat room is allocated to each physical segment in which people in the group can talk each other through their portable terminals. A server called Chat Server maintains all these chat rooms. Generally, physical segments are not overlapping but chat rooms can be created while integrating number of physical spaces. The PEN agent in SIFF passes the user's relevant situational information at short periods to the client component, which directly establishes connection with the chat server using the wireless network. Figure 13 shows the network architecture of the prototype system that has been developed to evaluate the system functionality. In the current system, the active range of a transceiver is approximately seven meters. Location A and Location B indicate two separate physical segments. When a user moves into an active area (a physical segment), the system automatically connects him into the relevant chat room. The connection disappears when the user moves out from the area. Figure 14 shows two chat windows and a map pad. As seen in the chat window, when a user enters into a physical segment, the chat server allocates a character icon for his/her identification. A user can draw figures and mark locations using the map pad and then can share it with other users in the room. It is maintained to include other than text-based conversations among members in the room. A message is usually sent to all members in the room but if necessary the sender can restrict it to a specific person. Such private messages are sent after clicking corresponding character icon of the target user and they are distinguished by changing the background color as shown in the sixth message in the figure. In addition, the system also provides a facility called a steady link that allows two members to identify each other whenever they meet again in other physical segments. When one user asks for the steady link, the server requests to other user whether s/he accepts it. When they share a same situation later again, the system assists them to start a cheerful conversation.
User Interface
Conclusion
The authors presented in this chapter a new computing paradigm for mobile computing environments by considering the situation in which the user is placed. This work was motivated by the fact that the recent advances in technology have made the mobile computers small enough to posses in many occasions and powerful enough to automatically identify the current physical location. However, such mobile computers still adopt the desktop metaphor based interaction without any serious consideration. Hence, a new interaction scheme to fully utilize those technological benefits to provide better interaction with mobile computers is an imminent requirement. To make this successful, we presented an interactive model called the Situation Metaphor that is capable of representing the user's changing context and his/her activities. It provides facilities allowing users to interact with computers as naturally as they do with many other tools in the real world.
In the situation metaphor, user-situation in mobile computing is modeled as an active context that consists of both his/her physical context in the environment and the activities performed in persuading goals in his/her workspace. The functional features of the situation metaphor were determined according to the possible requirements that should be supported in the use of computer as an embedded tool. They have been refined incrementally in the development cycle. Moreover the situation metaphor influences the system architecture and design of applications. We presented a three-stages development methodology for implementing the situation metaphor. The first stage gave the design and theoretical foundation for the situation metaphor. At the second stage, SIFF framework, Situated Information Filing and Filtering, was developed as the core foundation for the application development. It was based on the multi-agent based system architecture. Prototype applications are developed on the third stage.
In this chapter, we demonstrated four prototype applications based on SIFF framework. Situation-dependent Browser is a tool to navigate through the personal information space on the basis of the user's past situations. Augmented Album is an application for personal digital video/image collection. It shows how to develop an easy-to-use system with easy-to-remember interface for the mobile personal photography. The space and time are the most significant forces that influence the user activities in mobile computing environments. With the Pattern Browser, the user is capable of visually browsing and analyzing the Situation Space. A spiral visualization technique was introduced to make patterns of events. It demonstrated the information visualization Map Pad feature in the situation metaphor. Situation-dependent Chat Room is a collaborative application, which allows a user community in the same situation to exchange messages while protecting their individual identities. SIFF framework provides the user's situational information and the chat server maintains rooms with respect to specified physical areas.
Finally, the work discussed in this chapter summarizes the first stage of our research project "Situation Metaphor for Mobile Computing" [47] . The authors followed a software engineering approach to achieve the expectations in situated computing. Situation metaphor integrates the property of situatedness to enhance the human-computer interaction with mobile computers. The SIFF framework shows how to achieve the functional features of situation metaphor and is the foundation to develop the situated applications. They provide a new paradigm to interact based on the user's situation with multimedia information sources.
