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Abstract-When analysing software failure data, many software reliability models are available 
and in particular, nonhomogeneous Poisson process (NHPP) models are commonly used. However, 
difficulties posed by the assumptions, their validity, and relevance of these assumptions to the real 
testing environment have limited their usefulness. The connectionist approach using neural network 
models are more flexible and with less restrictive assumptions. This model-free technique requires 
only the failure history as inputs and then develops its own internal model of failure process. Their 
ability to model nonlinear patterns and learn from the data makes it a valuable alternative method- 
ology for characterising the failure process. In this paper, a modified Elman recurrent neural network 
in modeling and predicting software failures is investigated. The effects of different feedback weights 
in the proposed model are also studied. A comparative study between the proposed recurrent archi- 
tecture, with the more popular feedforward neural network, the Jordan recurrent model, and some 
traditional parametric software reliability growth models are carried out. @ 2003 Elsevier Ltd. All 
rights reserved. 
Keywords-Software reliability growth, Neural networks, Recurrent models, Prediction error, 
Directional change. 
1. INTRODUCTION 
The existing studies of the software failure process are mostly based on the nonhomogeneous Pois- 
son process (NHPP) models. These models have remained one of the most attractive reliability 
growth models in monitoring and tracking reliability improvement; see, e.g., [l-4]. However, 
there are concerns over some assumptions that are not easily validated in NHPP models. On 
the other hand, the learning and generalization capabilities of the artificial neural networks, and 
its proven successes in numerous applications, suggest that it could be a viable alternative for 
predicting software failures in the testing phase too. It has significant advantages over the NHPP 
model as it requires only failure history as inputs and no assumptions, or a priori postulation 
of parametric models is needed. With an appropriate design of the neural network topology, the 
internal model of failure process can be developed. 
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In this study, we attempt to investigate an improved recurrent neural network architecture for 
forecasting software failures. Section 2 discusses software reliability growth analysis using the 
traditional NHPP models and the neural network models in greater detail. The next section 
describes the proposed recurrent neural network architecture. Finally, some comparative studies 
of various models on software failures is presented in Section 4. 
2. APPROACHES TO SOFTWARE. 
RELIABILITY GROWTH MODELING 
In software reliability, growth occurs as a result of fixing faults, which are revealed by their 
manifestation as failures. Over the years, several software reliability growth models with different 
variation of the mean value functions have emerged to characterise the software failure process. 
These models vary in the way they represent the fault detection and fixing operations. They 
were gradually made more realistic and have shown considerable promise with the incorporation 
of imperfect debugging, learning effect in debugging, and introduction of new errors. 
2.1. The Nonhomogeneous Poisson Process Models 
Widely regarded as the most popular stochastic model for a repairable system, the traditional 
nonhomogeneous Poisson process (NHPP) models provide an analytical framework for describing 
the software failure phenomenon during testing. Consider observations from time t = 0, and let 
Tl,Tz,L. . . denote the successive failure times. Assuming zero repair times and considering exe- 
cution times in the system, the failure data consist of a sequence of interfailure times 21, x2,. . . , xi, 
i.e., time between failures. These observed times can be regarded as realizations of the random 
variables Xr , X2, . . . , Xi. Thus, we have Xi = Ti - Ti-1. Both sequences {Xi} and {Ti} contain 
the same information about a particular realisation of the failure process. This also holds for 
the counting process {N(t), t > 0) re p resenting the cumulative number of failures in (O,t]. Al- 
though different models differ considerably in the ways they embody the conceptual assumptions 
in detailed mathematical structure, the main objective is essentially the same. We are interested 
in the inferential aspects of the models, i.e., to empirically model the observed failure data and 
predict Xi+1 , Xi+a,. . 
The NHPP model is defined in terms of either the mean value function m(t) representing the 
expected cumulative number of failures exposed by time t, or the failure intensity function X(t) 
such that the probability of a failure in a small interval [t, t+ A(t)] is A(t +o(At). The process 
has independent increments and is generally described as 
Pr{N(t) = n} = 
{ 1 
y ev{-m(t)), 
or equivalently 
where 
Pr{X,+l > x 1 T, = t} = exp{-[m(z + t) - m(t)]}, 
J 
t 
m(t) = X(x) ax. 
0 
Several leading software reliability growth models have been proposed over the past decades. 
The earlier model advocated by Jelinski and Moranda [5] belongs to the hazard rate model 
category that examines the time interval between software failures. This shall be denoted as the 
JM model in our comparative studies discussed in Section 4. Some other classical NHPP models 
include the exponential model developed by Musa [6] and the logarithmic Poisson model proposed 
by Musa and Okumoto (71. The former is also known as the Musa basic (MB) model and the 
Connectionist Models 1039 
latter shall be abbreviated as the MO model in our study. The MB model is a finite-failures 
model whose mean value function and failure intensity are given by 
m(t) = POP - exd-Pit)], 
X(t) = POPI ew(-At). 
As for the MO model, it belongs to the infinite-failures family expressed as 
where ,& and ,f?r are the parameters of these models. However, there are concerns over some 
assumptions that are not easily validated in NHPP models. For instance, the independent incre- 
ment property implies that it is not appropriate to use the cumulative faults up to a particular 
time to predict the number of remaining faults. Other controversies include the need for total 
number of faults to be treated as random variables, fault content should be dynamic, nonuniform 
impact of failures, etc. Another major problem is that many NHPP models have bounded mean 
value function. As a result, normalisation of the failure time distribution is required to obtain 
some measures of mean or median time to failure estimates. 
2.2. The Connectionist Mddels 
The artificial neural networks, also known as connectionist models, represent an innovative 
technology that is rooted in many disciplines. It essentially tries to develop the underlying 
mapping function of the process by “learning” based on a series of input patterns. However, 
despite its highly successful applications in such diverse fields as modeling, process identification 
and control, pattern recognition, speech and signal processing, classification, etc. (see [8,9]), its 
use in reliability data analysis and prediction is not widespread. A relatively novel technique 
in software reliability growth prediction, earlier studies advocated by Karunanithi et al. [lo] 
and Malaiya et al. [ll] have demonstrated that neural networks models performed better than 
parametric models and that the types of network architectures can significantly influence the 
predictive performance. In recent years, there have been some revived interests in exploring the 
use of neural models for software quality and reliability [12,13]. 
For an input stream {Xt} consisting of past history of the random variable being studied, 
under the assumption of no external variables, the general neural network structure is essentially 
a nonlinear model 
yt+l = F (Xt, &-I, S-2,. . . , Lp) , 
where Yt+r denotes the output target, F is the underlying mapping function, and there are p+ 1 
input neurons. From a statistical perspective, in time series forecasting, the stochastic behavior 
of the output is given by the conditional expectation 
E [X+1 I Xt, Xt-I,. . . , LPI, 
which is the minimum mean square error predictor. One of the most popular neural network 
models is the multilayer feedforward network. Suppose that there are Ic input neurons connected 
to a single neuron i. A simple form of this dynamic feedforward neural model has the following 
relationship: 
t+(t+l)=F 2 { i=l wjiGbi(tJl} , 
where uj(t) is the activation of neuron j at time t; G is the threshold function; wji is the 
connection weight from the input neuron i to neuron j in the next layer; F defines the type of 
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transfer function under consideration. We can easily extend this concept to a multilayer network 
structure consisting of many neurons in the hidden layers. It can also be shown that for any 
feedforward network with an input vector X of n neurons, i.e., {xi, x2,. . , xn}, and a hidden 
layer of k neurons, there exists a network output function g(X, S) that can provide an accurate 
approximation to any function of input vector scaled between 0 and 1 [14]. Under the assumption 
of linear threshold function, the generated output signal will be 
where 0 represents the overall weight vector, and vj denotes the connecting weights between the 
output neuron and neuron j in the hidden layer. 
Due to this ‘?rniversal approximation” property, hidden layered feedforward networks are there- 
fore useful for applications in forecasting. Shinohara et al. [15] proposed using this model for 
predicting software failures, and the results demonstrated that a neural network gives lower pre- 
diction errors compared to some parametric models. Similarly, Lyu [3] and Karunanithi et al. [lo] 
also reported successes in using the feedforward neural network. However, feedforward models do 
not have dynamic memory and suffer from the drawback of not being able to characterise higher 
order dynamics of the failure process. 
For this reason, in order to improve performance, feedback links from output or hidden layers 
back to the input layer in the feedforward model can be designed. This leads to the Jordan- 
based and Elman-based recurrent neural networks, respectively [16]. In the Elman net, there 
is one extra layer of context neurons that is connected to the hidden layer just like the input 
layer of neurons. This extra slab holds the contents of the layers when previous patterns are 
trained. In this way, the network is capable of storing previous knowledge on the input patterns. 
The context layer remembers the hidden layer and past information, which contains features 
unique in previous patterns. Hence, these recurrent structures can learn sequences better as time 
evolves and also responds to the same input pattern differently at different times. If the network 
parameters are appropriately designed, it can result in improved performance compared to the 
feedforward network. 
3. THE PROPOSED MODEL 
In this section, we describe a modified Elman recurrent neural network consisting of variable 
time-delayed feedback weights (Y, ranging from zero to one, from the output hidden neurons to 
the context layer. Self-feedback connections are also introduced to the context neurons to gain 
more “inertia” to enhance the structure’s capability of modeling higher-order dynamics. The 
proposed architecture is depicted in Figure 1. The context layer is forwarded to the hidden 
layer by way of adjustable weights, thereby providing state information to the structure. By 
considering discrete-time neurons, this network can be cast into a canonical form expressed as 
H(k) = Ql{H(k - l), X(/c - l)}, 
y(k - 1) = ‘&{H(k - l), X(k - l)}, 
where H E 92” denotes the state vector, k is the discrete instant of time, Y E 9’ and X E !IP 
are the output and input vectors, respectively, and 91 : !R” x 92”’ -+ R2” and *z : !T? x !Rm --) !I? 
are continuous vector-valued functions representing the state transition mapping and output 
mapping, respectively. 
A standard back propagation learning algorithm is used to perform the weight adjustments 
at each time step. A time-lagged series of ‘%ime between failures” inputs are used to train the 
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neural network in order to predict the next output “interfailure time”. From Figure 1, the output 
of the hidden neuron is given by 
where i = 1,2,. . . , k, 
Gn,i,t = &t-l + (1 - c~)c,,~,+r. 
The output becomes 
where w and /3 are the unknown parameters to be estimated; 0 denotes the vector of w; p and k are, 
respectively, the number of input and hidden nodes; c and 4 are the hidden and output activation 
functions, respectively; Cm,i,t is the output of the mth context neuron connected to the i th hidden 
neuron, /~i,~ represents the output of the z th hidden unit. From the above equations, it can be 
easily shown by recursive substitution that 
%i,t = &t-1 + a(1 - a)h+a + a(1 - a)2hi,t-3 + . * . . 
The output of any hidden neuron becomes 
hi,t = C(& G, 0) 
= &&, h-1, L-2,. . . > 8) 
= ci(xt, c(x+~, ct-l,e)ht-2,. . . ,e). 
Hence, the output is dependent on the current input state as well as the past history pattern, 
and the proposed structure can be used to characterise the underlying failure process. 
Figure 1. Modified Elman recurrent network. 
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4. AN ILLUSTRATIVE EXAMPLE 
We analyze the failure data from a complex military computer system tested under controlled 
environment [17]. D enoted as DS-1, the sample size of this data set is 74. It is chosen in our 
study because of the presence of clustered failures in the data set. This is typical of most software 
failures when the nature of demands made on the software changes over time with a tendency for 
similar demands to occur close to each other, therefore resulting in a’succession of failures. In our 
analysis, a general SO%-90% time training and lo%-20% time testing proportion was adopted. 
Therefore, in this example, the last 10 observations are used as an out-of-sample testing set. 
4.1. Performance Evaluation 
To assess competing models, the out-of-sample predictive performances are evaluated using 
these two criteria: the mean absolute deviation (MAD) and the directional change accuracy 
(DCA). For a variable Yt under consideration, the MAD measure for an out-of-sample forecast 
of sample size k will be given by 
n+k 
c IYt - 3tl 
MAD=“k . 
The DCA is a nonparametric test for directional accuracy of forecast that focuses on correct 
prediction of the directional change for the variable under consideration [18]. Let yt represent 
the random variable (e.g., interfailure time) under consideration and xt be the predictor of yt; 
i.e., xt = E(yt 1 Rt-r), conditioned upon the information tit-1 available at time t - 1. Suppose 
that there are k observations on (yt, xt). This test does not require any quantitative information 
and only uses the signs of xt and yt. The following indicator variables can be defined: 
Yt = 
1 
1, if yt changes from a low to high value, 
0, otherwise. 
xt = 
{ 
1, if xt changes from a low to high value, 
0, otherwise. 
z 1, if values of (Xt,Yt) are (1,l) or (O,O), 
t 
= 
{ 0, otherwise. 
We define P, P,, Py as the proportion of times that the signs of zt, xt, yt are, respectively, 
predicted correctly. Therefore, P = Cf=, ttlk, and P, and Py have similar expressions with vari- 
ables xt and yt. Furthermore, under the assumption that xt and yt are independently distributed, 
we have P* = P,Pz + (1 - P,)(l - Pz). 
In general, the standardized test statistics axe given by 
s, = P - P* 
{var (P) - var (P*)}“‘” N N(“’ l)’ 
where 
var (P) = k-‘P” (1 - P”), 
var (P*) = k-‘(2P, - l)‘(P,)(l - Pz) + k-‘(2P, - 1)2(Py)(l - Py) 
+ 4k-2(P,)(P,)(1 - P,)(l - Pz). 
4.2. Results and Discussion 
As an illustration, the comparison between some analytical models and the neural network 
models are summarised for DS-1 in Table 1. For this data set, it can be seen that the majority of 
the classes of neural network models outperform traditional software reliability growth models, 
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Table 1. A comparison of predictive performance on DS-1. 
Remarks: **significant at the 10% level *marginally significant at the 10% level 
in terms of both the prediction errors and directional change detectability. The feedforward 
network, Jordan-based, and the Elman-based recurrent models generally show superior results 
as compared to the Musa-Okumoto logarithmic Poisson and Jelinski-Moranda models. This is 
evident from Figure 2, which gives the overall graphical presentation of the cumulative time versus 
cumulative failures. For other data sets, similar results are obtained. The improved performance 
is certainly at the cost of a more complicated model, but the accuracy could be important in 
practice. 
Most traditional growth models evaluated show poor directional change detectability, as evi- 
dent from the insignificance of the DCA tests. This problem can be overcome with the use of 
neural network structures. In addition to more superior turning point detectability, most neu- 
ral networks, especially the recurrent models, could achieve comparable or even better predictive 
performances. Particularly, both the Elman and Jordan recurrent models show promising results. 
Figure 3 presents the short term forecasting errors of the next five failures and demonstrates that 
the Elman model is more appropriate, as it gives more emphasis to the input sequences. Further 
results also showed that changes in the feedback weights of the Jordan model have no effect on 
predictive performances in this data set. However, this is not the case for the Elman model. As 
highlighted in Figure 4, with suitably designed feedback weights in the Elman structure, i.e., the 
value of (Y = 0.8, lower forecast errors can be obtained. 
Similar studies are carried out for two other data sets denoted as DS-2 [17] and DS-3 [19]. 
They are well fitted by the Musa-Okumoto model and Goel-Okumoto model, respectively. As an 
illustration, the results are depicted in Table 2. The proposed Elman model showed comparable 
error performances over these traditional NHPP models, in particular, more superior prediction 
of directional change. 
5. CONCLUDING REMARKS 
It is worth noting that despite the advances of software reliability growth models in the past 
decades, different models have different predictive capabilities and no single model has appeared 
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Figure 2. Observed cumulative execution time versus the fitted models on DS-1. 
Table 2. Proposed Elman model vs. NHPP model on other data sets. 
~~ 
Remarks: * indicates significance of test statistics. 
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Figure 3. Comparison of Elman and Jordan models in DS-1. 
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Figure 4. Effect of a on predictive performance of Elman models in DS-1. 
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to be suitable in all circumstances. The connectionist approach thus provides another viable 
alternative. Further, as we have highlighted the strength and limitations of the NHPP and 
neural network models, the key issue now remains for further research concerns the circumstances 
under which the various models will be more appropriate. From the positive results shown, the 
usefulness of neural network as an alternative in modeling software reliability data can be seen. 
The predictive error performances from several neural network models are better than, or at 
least comparable to, some traditional NHPP growth models. In particular, the recurrent neural 
models provide a method of incorporating long-term context of reliability growth information. 
The Elman model is comparatively better than the Jordan model, and very much superior than 
the feedforward model. There also exists a desirable range of feedback weights that the Elman 
model could result in better performances. The statistical significance of the directional change 
detection accuracy tests gives further evidence of the potential of these connectionist models. 
In a dynamic reliability growth modeling environment, a neural network can be used as a 
general purpose growth prediction model that is adaptive to develop its own model of the failure 
process. However, this multiparameters model becomes more complex as the sample size in- 
creases, and at times, it is difficult to correlate and interpret the results with the failure pattern. 
Another problem lies in its excessive training time. On the other hand, traditional analytical 
models are relatively simpler with two or three explicit parameters only-despite the reliance on 
prior assumptions about the nature of failures before the start of projects. As many projects are 
unique, it is thus possible to predict failures based on failure data from similar project histories. 
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