1. Introduction. In this paper we study a model for the process of sorption of solvents by glassy polymers. This model, proposed in 1978 by Astarita and Sarti [1] , differs from all previous attempts by the fact that it stresses the presence of a free boundary. The role of the free boundary is to simulate a sharp morphological discontinuity in the material between a penetrated zone, with a relatively high solvent content, and a glassy region, where the solvent concentration is negligibly small and is actually taken to be zero in the model. The solvent is supposed to diffuse in the penetrated zone according to Fick's law. On the free boundary one assumes mass conservation and an empirical law accounting for the following facts: (i) no penetration occurs if the solvent concentration is less than some threshold value, and (ii) above such a threshold the speed of penetration increases with the value of the concentration on the free boundary. A typical law for penetration dynamics, in the one-dimensional case, is given by • . m i(/) = /c|c(^(/), t) -c*\ (see [1, 5] ), where k and m are positive constants, x = s(t) represents the free boundary, and c(x,t) and c* are the solvent concentration and the threshold concentration, respectively. In [4] the authors give a complete theoretical analysis of the problem, assuming that the concentration remains constant at the fixed boundary. In particular, they show that the solution of this problem accounts for the qualitative behavior observed in sorption experiments.
Here we investigate the sorption model assuming a flux condition at the fixed boundary, still confining our analysis to the one-dimensional case. The most interesting case, from both the application and the mathematical point of view, occurs when the polymer is initially unpenetrated, i.e., when 5(0) = 0. In this case a fixed point argument of the type used in [4] fails in proving local existence because of the lack of estimate of higher-order 650 DANIELE ANDREUCCI AND RICCARDO RICCI derivatives of the solution. However, a local solution can be constructed as a limit of an approximating sequence of problems in which the polymer is initially penetrated, i.e., sn(0) = bn for positive bn, and letting bn tend to zero.
Uniqueness of the solution follows from a comparison argument based on time translation. We emphasize that uniqueness is obtained by using the minimal hypothesis of regularity for which the problem makes sense.
2. Existence and uniqueness of the solution. Here we consider the abstract free boundary problem arising from the model sketched in Sec. 1. Using nondimensional variables x, t and indicating by c the (nondimensional, normalized) excess of concentration with respect to the threshold value q, we must solve the following: Problem P. Find T > 0, s e C'[0, T], c e C21(Dr) n Cl 0(DT), where DT = {(x, t): 0 < x < s(t), 0 < t < T], such that c"-c, = 0 in Dt, (2.1) Suppose that c(x,t) < 0 somewhere in Dr and let /'= inf{? > 0 : c(x, t) < 0 for some x e [0, s(r)]}. Then c(s(t), t) = 0 and (s(t), i) is a minimum point in DT Pi {(x, t), t < t}. Moreover, cx(s(t),t) = 0 contradicting the boundary point principle. Inequality (2.9) follows from the maximum principle. Theorem 1. Problem P admits at most one solution.
Proof. Let (c, s, t) be a solution of (P). Define a new function w(x, /) by the following transformation:
It is easy to check that (u,s,T) solves the following free boundary problem:
-«, = 0 in Dt, (2.11) u(0, t) = f g(r) dr, 0 < t < T, (2.12) Jo u(s(t), /) = 0, 0 <t<T, (2.13)
Suppose now that (cx, j1( Tj) and (c2,s2,T2) are two (maximal) solutions of (P), and define i = 1,2, according to (2.10).
Let ue(x, t) = u2(x, t + e), se(t) = s2(t + e), e > 0. Suppose that se(t) < ^(0 somewhere, and let t be the first time where se(t) = s^t). Consider v(x, t) = uE(x, t) -u{(x, t) in {(x, t): 0 < x < s^t), 0 < t < i).
Then we have
Then (se(t), t) is a maximum point for v and vx(s(t), t) = -/_1(^i(0) < 0, contradicting the boundary point principle.
It follows that sf(t) > s^t) for any t. Analogously, if we put s_e(t) = s2(t ~ e), we have s_e(t) < s^t). For any / < T2, limE^0.s_E(?) = lime^0.se(r) = s2(t), and so s2(t) = s^t) for any t.
To prove the existence of a local solution of problem (P) we construct a sequence of solutions (cn,sn,Tn)
for the approximating problems (Pn) obtained by substituting
We choose {bn} to be a decreasing sequence, bn -> 0, and
where c0 is the same as in Lemma 2.1, and (a,,,/?") is the unique solution of the linear system obtained by imposing two more conditions. The first one is simply h'n(0) = g(0). To obtain the second equation we differentiate (2.4) and (2.5) with respect to time and eliminate then in the resulting equation we make the substitutions cnl(bn,0) = h"t(bn) and cntx(b", 0) = h"'"(bn). §c0 < hn(x) < 2c0, V«, 0 < * < Z>".
(2.16)
We now establish some a priori estimates for the solutions of problems (Pn).
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The arguments used in Lemma 2.1 give cn(x, t) > 0 in DT = {(jc, r):0 < x < sn(t), 0 < t < Tn}, (2.17) i"(0>0, 0<r<7;" (2.18)
To get further estimates we need an a priori bound for sn(t). If q > 0, integrating Green's identity, we have Let us give the proof in this case (for q > 0 the proof is analogous). Let Xn = {(x, t):0 < x < bn + f(2c0)t, 0 < t < T'}. From (2.20') Dn(T') c Xn, z"(x, t) satisfies z"(x, 0) > 2c0, 0 < jc < bn, Now consider the difference zn -cn and suppose that it has a negative minimum somewhere in Dn(T'), say in (5c,/). From (2.22), (2.16), and (2.23), it follows that (x, t) belongs to the free boundary, i.e., x = sn(t). Moreover, it must be z"x(x,t~) -c"x(x,t) < 0, which implies that c"(x,t)f(c"(x,i)) < -z"x(x,i).
Since znxx(x, t)> 0, it follows that c"(x,t~)f(cH(x,t~)) < -Znx(0,i) = 2c0/(2c0) and zn(x,i) < c"(x,t) < 2c0, contradicting (2.25).
The requested inequality follows from the uniform bound for zn(x, t). The bound for cnx is a consequence of the maximum principle and of the uniform boundedness of Proof. We give the proof in the case q -0; for q > 0 the proof is analogous. Take n0 such that fc0/(fc0)Z>"o < ^Cq, = (8/(fc0)/(2c0))"1, T('; = sup{/:g(r) < -fc0/(fc0)}, and let T0 = inf{ 7^, T^}.
Comparing c" with the function z(x, t) = fc0(l -/(f c0)x), using the same arguments as in Lemma 2.2, we find c"(*,t) > z"(x,t) in Dn(T0), n > n0.
Inequality (2.26) follows from z(x, t) > c0/2, n > n0. where A"(0 = 2 s"(t) +(q + c"(sn(t),t))/'(cn(sn(t),t)), B(t) = -(q + cn(sn(t),t))f'(cn(sn(t),t))cnx(sn(t),t)sn(t) -in2( t )c" x(s"( t), t).
As a consequence of the above estimates of cn, cnx, there exist two positive constants such that 0 < k i ^ A n, Bn < k 2 for t < T0, n > n0.
Then if \vn\ has a maximum on x = s(t), its value is dominated in terms of kl, k2, and
Moreover, is uniformly bounded, w.r.t. x and «, and then sup[| in Dn(T0) is bounded by a constant independent of n for n > n0.
Let us now prove the existence of a local solution of problem P. First we have that the solutions (c", sn) of (Pn) actually exist at least for t < T0. We define un(x, t) according to transformation (2.10) and consider the Stefan-type free boundary problem This problem is of the type solved in [4] , However, it does not exactly fit the conditions for local existence and uniqueness because / may not be Lipschitz continuous in 0 [for instance, f(y) -ya, 0 < a < 1], If / is replaced by <J> e Cx[0, + oo) such that <j>(y) = f(y) for y > c0/2, then the corresponding problem has a unique solution (utl,sn). For this solution we can use the technique of [6] to prove that s" e c2(0, Tn) (the bootstrap argument can be used if / e C°° to get s" e C°°) and then c" = unx -q solves the original problem Pn (with cf> instead of /). Since our a priori estimates hold for (c", sn) as well, one can prove that such a solution exists at least up to t = T0 and that the boundary conditions sn = f(cn) and s" = <f>(c") coincide, so that cn, s" is a solution to problem As a consequence of (3.4) it follows that each of these points is an end point of a level curve v = const. Repeating the arguments of [7] , one finds that these curves are regular for almost every point such that (3.4) holds. Then each of these curves connects a point (s(t),t) of the free boundary with a point of the fixed boundary, (0,/), with i < t\ moreover, the ^-coordinate is monotone all along the curve. Now suppose that, for some t' and t", we have s{t) >0, t' < t < t". (3.5)
Since we have that vx(s(t), t) = d/dt ln(c(i(/), t) + q), then inequality (3.5) implies that vx(s(t), 0 > 0, t' < t < t", (3.6) so that (3.4) is satisfied for t' < t < t".
Let us choose a t0, t' < t0 < t", such that the level curve v = const ending at (s(t0), t0) is a regular one, and let x -b(t) be its representation and (0, t0) its starting point on the fixed boundary. Let D = {(x,/):0 < x < i)(?X ?~o < t K where r](t) = b(t), t0 < t < to, and tj ( t) = s{t), t0< t < t", and consider the function v(x, /) restricted to D. We claim that v cannot assume its minimum on i = in fact, for t < /0, v(i](t),t) = v(s(t0), t0) > u(s(t), t) for t0 < t < t"; moreover, for t0 < / < t", (3.6) holds. From (3.6) and c{x,t)> 0 we have cxx(0,t)> 0. However, from (3.7) and (3.1) it follows that c,(0, 0 < 0, contradicting the hypothesis that s ^ 0. We have proved Theorem 3.1. If g(t) < 0 and g(t) > 0 then s(t) < 0.
Notice that the assumptions on g(t) prevent s from vanishing identically over some time interval. In fact, if the free boundary is given by x = at + b, then c and cx are given constants on it and the resulting Cauchy problem has as a unique solution cx./a(exp(-ax + a2t + b) -1) + c.
As a consequence of the monotonicity of s(t), one can prove the following (e.g., see [2] ): if /0+0° g(t)dt = -L then s(t) < const. /1/m + 1.
Proof. Inequality (3.12) follows immediately by integrating -(' g(r)dr>p-1/mi(t)1/m4t).
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