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ABSTRACT
The microring is a compact resonator that is used as a versatile building
block in photonic circuits ranging from lters, modulators, logic gates, sen-
sors, switches, multiplexers, and laser cavities. The Bragg grating is a peri-
odic structure that allows the selection of a narrow bandwidth of spectrum
for stable lasing operation. In this dissertation, we study analysis and simu-
lations of a compact microring based reector assembled by forming a Bragg
grating into a loop. With the appropriate design, the microring resonance
can precisely align with the reection peak of the grating while all other
peaks are suppressed by reection nulls of the grating. The eld buildup
at the resonance eectively amplies small reection of the grating, thereby
producing signicant overall reection from the ring, and it is possible to
achieve a stable narrow linewidth compact laser by forming a single mode
laser cavity.
The device operation principle is studied from two distinct perspectives;
the rst looks at coupling of two contra-directional traveling waves within
the ring whereas the second aspect investigates relative excitation of the two
competing microring resonant modes. In the former method, we relate the
steady state amplitudes of the two traveling waves to the reection spec-
trum of the grating and solve for the reection and transmission response
for each wavelength of interest. In the latter approach, we expand the eld
in terms of the resonant modes of the ring cavity and derive transfer func-
tions for reection and transmission from the nearby mode frequencies. The
angular periodicity of the reective microring geometry allows us to eec-
tively simulate the resonant modes from a computational domain of a single
period grating when the continuity boundary condition is applied. We suc-
cessfully predict the reection and transmission response of a Si3N4/SiO2
microring reector using this method|otherwise too large to carry out full-
wave simulation|and show that the prediction agrees very well with the
ii
measurement result.
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CHAPTER 1
INTRODUCTION
Monthly internet trac worldwide in 2011 is estimated to be 30,734PB [1]
and is rapidly growing. Such a large amount of data communication has
been possible due to optical ber technology that comprises today's inter-
net backbone. Optical bers possess numerous advantages over conventional
copper cable. Most notably, attenuation loss for a typical coaxial cable is
about 70dB/km at 1GHz [2] whereas a single mode ber oers attenuation of
0.22dB/km at 1550nm [3]. Optical ber's higher operating frequency allows
greater bandwidth, and wavelength division multiplexing (WDM) scheme
multiplies the data transmission rate for a single thread of ber. Its light
weight and superior bandwidth makes the optical ber suitable for long dis-
tance communication, and it is no surprise that optical ber cables are in-
stalled between continents for trans-oceanic data transmission.
Today, progress is made to employ optical systems for short distance com-
munications. Intel in 2009 [4] showed o their Light Peak prototype that uses
an optical cable for faster data transmission between computer peripherals
that could potentially replace conventional copper wire used in the Universal
Serial Bus interface. IBM in 2012 [5] announced its silicon nanophotonics
chip for optical communications, which can be manufactured using the stan-
dard 90nm semiconductor fabrication.
A typical light source for an optical communication system is a semiconduc-
tor laser with good side mode suppression ratio (SMSR) and stable emission
wavelength. The simplest semiconductor laser would consist of two cleaved
facets that form a Fabry-Perot (FP) cavity, as shown in Fig. 1.1a. Because
each cleaved facet reects only about 30% power, the cavity length must be
long enough to ensure enough quality factor (Q) for an ecient laser. How-
ever, the free spectral range (FSR) of the FP modes are inversely proportional
to the cavity length, and there are typically multiple FP modes within the
gain spectrum in a simple FP cavity semiconductor laser as shown in Fig. 1.2.
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Figure 1.1: Schematic diagram of (a) cleaved facet FP laser and (b) DBR
laser. The laser structures consist of P-doped material, quantum well (QW)
active region, and N-doped material.
Even if we assume the ideal case where only one of the FP modes that cor-
respond to the maximum gain will lase, the emission wavelength will shift
substantially due to the temperature dependence of the gain spectrum. For a
typical FP laser, the gain spectrum will shift by about 0.44nm/K [6], making
it unsuitable for WDM applications.
In order to select a single mode, a grating is introduced in the laser cavity.
In a distributed Bragg reector (DBR) laser, one of the mirrors is formed by
a periodic grating structure. At the Bragg wavelength, the grating reects
a narrow band of the spectrum centered at twice its grating period, making
it a more stable laser. However, the nite length of the linear grating also
results in side modes adjacent to the main reection peak, and it is desired
to suppress such side modes for better performance. Because the full width
at half maximum (FWHM) of the DBR reection peak is proportional to the
total length of the grating, it is desirable for a narrow linewidth DBR laser
to use a low index contrast grating with a large number of grating periods|
rather than a high index contrast short grating|thus necessarily increasing
the device footprint. Figure 1.3 schematically compares the two types of
DBR mirrors. It is apparent that the longer grating's reection peak is much
2
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Figure 1.2: Schematic illustration of gain spectrum and FP modes in a
typical cleaved facet laser.
narrower.
As a remedy to the problems discussed above, a microring-resonator-based
DBR reector (DBR-MRR) is proposed in this dissertation. By forming a
linear grating into a continuous loop, it is possible to greatly enhance side
mode suppression ratio (SMSR) and simultaneously reduce its footprint. At
resonance, the optical eld builds up in the ring, which makes it possible to
employ only a fraction of the grating compared to the conventional linear
grating counterpart to achieve comparable reection. With appropriate de-
sign of the ring and its grating, one of the ring's resonances can precisely
align to the main reection peak of the grating while the other resonances
coincide with nulls of the grating, thereby eectively suppressing undesired
side lobes.
With only a single cavity mode, the lasing wavelength shift becomes less
sensitive to temperature because the lasing wavelength is solely determined
by the cavity resonance, and the shift in cavity mode is not as signicant as
gain shift. For example, a GaAs laser cavity's mode shift would be about
0.083nm/K (see Appendix A), which would be ve times less than that of
the gain shift.
The rest of the dissertation is organized as follows. Chapter 2 reviews
fundamental concepts and gives a theoretical overview of optical devices and
3
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Figure 1.3: (a) Refractive index and (b) reection spectra of the two
grating structures.
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numerical methods that are necessary for understanding reective microring
designs. In Chapter 3 we present a methodology and analysis of a microring
reector from the traveling wave perspective. We relate coupling of the two
contra-directional traveling waves due to a grating element in the ring and
solve for steady-state amplitudes of the traveling waves to obtain the reec-
tion and transmission response. Chapter 4 introduces a dierent approach
where we consider cavity modes of the reective ring resonator and derive
reection and transmission transfer functions from the resonant frequencies
of the cavity. Numerical examples and validation with fabricated device
measurement will follow. Finally, the work is summarized in Chapter 5.
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CHAPTER 2
FUNDAMENTALS
In this chapter, we will review the fundamental aspects and necessary back-
ground for understanding the operation principles of a microring reector.
The waveguide modes, cavity modes, modal expansion method, and cavity
perturbation theory will be derived from Maxwell's equations; theories of
the waveguide coupler, waves in periodic medium, and Bragg gratings will
be covered. Finally, a brief introduction to numerical methods suitable for
simulation of optical devices will be presented.
2.1 Maxwell's Equations
The well-known Maxwell's equations in the frequency domain are written
as [7]
r E = i!H M (2.1)
rH =  i!"E+ J (2.2)
r  ("E) = e (2.3)
r  (H) = m (2.4)
where E is the electric eld, H is the magnetic eld, J is the electric current
density, M is the magnetic current density, e is the electric charge density,
m is the magnetic charge density,  is the permeability, and " is the permit-
tivity. Although the terms M and m are physically non-existent, including
these terms in Maxwell's equations proves useful for many applications. Some
of the fundamental constants are free space permeability 0 = 410 7H/m,
free space permittivity "0 = 8:854187817  10 12F/m, and speed of light in
free space c = 1=
p
0"0 = 299; 792; 458m/s.
Multiplying Eq. (2.1) by  1, taking the curl, and noting Eq. (2.2), we
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Figure 2.1: A schematic diagram of an interface between two media.
obtain the vector wave equation
r

1

r E

  !2"E = i!J r

1

M

: (2.5)
In a similar fashion, we can obtain the vector wave equation for the magnetic
eld
r

1
"
rH

  !2H = i!M+r

1
"
J

: (2.6)
Here, ! = 2f is the radian frequency of the wave. The time dependence
e i!t will be assumed throughout the dissertation.
2.1.1 Boundary Condition [8]
Applying Eqs. (2.1) and (2.2) at an interface of two media and noting Stokes'
theorem yields the boundary conditions
n^ (E2   E1) =  Ms (2.7)
n^ (H2  H1) = Js (2.8)
where n^ is a unit normal vector pointing from media 1 to 2 as shown in
Fig. 2.1, Ms is surface magnetic current density, and Js is surface current
density at the interface.
2.1.2 Duality Principle [9]
Due to symmetry in Maxwell's equations, if we make the change
E! H H!  E J!M M!  J
! " "!  e ! m m ! e
(2.9)
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Maxwell's equations stay unchanged. One example of where including M
and m is useful is that applying Eq. (2.9) to (2.5) immediately yields (2.6).
2.1.3 Polarization Current
Let E be the electric eld satisfying Maxwell's equation (2.5). Assume that
we change the permittivity by " and let E+E be the new eld satisfying
the permittivity "+"; that is, E+E is the solution to
r

1

r (E+E)

 !2 ("+") (E+E) = i!J r

1

M

: (2.10)
Subtracting Eq. (2.5) from (2.10) yields Maxwell's equation for E
r

1

rE

  !2 ("+")E = i!Jp (2.11)
where Jp   i!"E is the polarization current that induces the change in
the eld E. For a small change in the permittivity " ", we can neglect
" term in the left hand side of Eq. (2.11) and approximate E as the eld
excited by the polarization current Jp in the original medium (; "); i.e., it
is similar to solving Eq. (2.5) for E with M = 0.
2.2 Optical Modes
Optical modes refer to a set of E;H in the vicinity of visible spectrum that
satises the source-free Maxwell's equations; that is,
r E = i!H (2.12)
rH =  i!"E (2.13)
r

1

r E

  !2"E = 0: (2.14)
These modal elds are homogeneous solutions to the partial dierential equa-
tions and constitute the basis set for the inhomogeneous solution to Eq. (2.5).
If a waveguide or cavity is inherently lossy, the modal eld must decay in
time, so it is convenient to represent such modes with complex frequency
 = !   i. Here,  characterizes the time decaying nature of the mode.
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A typical waveguide mode exists in a continuous spectrum of frequencies
larger than its cut-o frequency, i.e., ! > !c, while a cavity mode exists at
a discrete set of resonant frequencies expressed as j.
The boundary condition in the absence of any sources becomes
n^ E1 = n^ E2 (2.15)
n^H1 = n^H2: (2.16)
In this case, the tangential electric eld and magnetic eld must be contin-
uous across the interface. This phenomenon will prove essential for solving
for the elds over a dielectric boundary.
2.2.1 Modal Expansion [10]
Consider the electric eld E(r; !) that is a solution to Eq. (2.5). We can
expand E(r; !) in terms of modes Ej(r), which are a set of solutions to
Eq. (2.14). Orthogonality of modes ensures
y
"Ei  Ej d3r = 0; i 6= j (2.17)
where we assume that an orthogonal basis for degenerate modes have been
chosen. Completeness of modes allows us to expand the solution as
E(r; !) =
X
j
Aj(!)Ej(r) (2.18)
where Aj(!) is the excitation coecient of mode Ej(r). Substitution of
Eq. (2.18) into (2.5) yields
X
j
Aj

r

1

r Ej

  !2"Ej

= i!J (2.19)
where we have assumed M = 0 for simplicity. Noting Eq. (2.14) for each
mode Ej with eigenfrequency j, we obtainX
j
Aj
 
2j   !2

"Ej = i!J: (2.20)
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Figure 2.2: A schematic diagram of 2D dielectric slab waveguide with three
layered media.
Integration of both sides after dot multiplication with Ej and invoking or-
thogonality of modes yields the modal coecient
Aj(!) =
 i!
!2   2j

t
J  Ej d3rt
"jEjj2 d3r : (2.21)
2.2.2 Dielectric Slab Waveguide Modes
Consider a dielectric slab waveguide in a y-invariant system where the di-
electric material is dened to be
(; ") =
8><>:
(a; "a) ; x < x1
(b; "b) ; x1  x < x2
(c; "c) ; x2  x
(2.22)
as shown in Fig. 2.2. For a wave to propagate in the z-direction, the z-
dependence of the eld must be eikzz where kz is the propagation constant
of the guided mode. For the transverse electric (TE) mode, we have E =
y^Ey(x)e
ikzz. Letting @
@y
= 0 and @
@z
= ikz in Eq. (2.14) yields
d2
dx2
Ey =  
 
!2"  k2z

Ey: (2.23)
The solution is well-known sinusoidal functions sin kx; cos kx or exponential
functions eikx where k =
p
!2"   k2z for each region  = a; b; c. Since
the wave should be conned in the middle slab, we must choose exponentially
decaying functions for x < x1 and x > x2, yielding an imaginary value of k,
i.e., k2z > !
2" for  = a; c. In the middle slab, it is more convenient to
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choose the sinusoidal functions. Therefore, the electric eld is given by
Ey(x) =
8><>:
Aeax; x < x1
B1 sin kbx+B2 cos kbx; x1  x < x2
Ce cx; x2  x
(2.24)
where    ik. We evaluate magnetic eld using Eq. (2.12)
Hx(x) =
 kz
!
8><>:
A
a
eax; x < x1
B1
b
sin kbx+
B2
b
cos kbx; x1  x < x2
C
c
e cx; x2  x
Hz(x) =
1
i!
8><>:
aA
a
eax; x < x1
kbB1
b
cos kbx  kbB2b sin kbx; x1  x < x2
 cC
c
e cx; x2  x:
To nd the mode, we invoke tangential continuity of the elds in Eqs. (2.15)
and (2.16). Solving for the four equations yields a matrix equation Mx = 0
where
M =
0BBBB@
sin kbx1 cos kbx1  eax1 0
sin kbx2 cos kbx2 0  e cx2
kb
b
cos kbx1
 kb
b
sin kbx1
 a
a
eax1 0
kb
b
cos kbx2
 kb
b
sin kbx2 0
c
c
e cx2
1CCCCA
x =

B1 B2 A C
T
:
The propagation constant kz can be found at given frequency ! by solving for
det(M) = 0. For lossless media, guided modes above the cut-o frequency
will have purely real kz. Depending on the operating frequency, there may
be more than one solution; such a waveguide is called a multimode waveg-
uide. The transverse magnetic (TM) mode can be found in a similar fashion.
Alternatively, we can invoke duality principle in Eq. (2.9).
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Figure 2.3: A schematic diagram of general waveguide along the z-direction.
2.2.3 Straight Waveguide in General [9]
Consider a straight waveguide in general with propagation in the z-direction
as shown in Fig. 2.3. The guided mode can be generally written as
E(x; y; z) = e(x; y)eikzz (2.25)
H(x; y; z) = h(x; y)eikzz (2.26)
where e(x; y);h(x; y) is the transverse mode shape at any cross section of the
waveguide. We further expand E;H into transverse components Et;Ht and
longitudinal components Ez;Hz. Substitution into Eqs. (2.12) and (2.13)
yields
i!Ht = rt  Ez + z^ ikzEt (2.27)
i!Hz = rt  Et (2.28)
 i!"Et = rt Hz + z^ ikzHt (2.29)
 i!"Ez = rt Ht (2.30)
where rt = x^ @@x + y^ @@y and @@z = ikz is noted from Eqs. (2.25) and (2.26).
Cross multiplication of Eq. (2.27) with z^ and substitution into Eq. (2.29)
yields
Et =
1
!2"  k2z
(ikzrtEz + i!rt Hz) (2.31)
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where Ez = z^Ez. Here, we have used z^(rtEz) = rtEz and z^(z^Et) =
 Et. Substituting Eq. (2.31) into (2.28) yields
r2tHz +
 
!2"  k2z

Hz = 0 (2.32)
where again Hz = z^Hz and homogeneous material (; ") is assumed. In a
similar fashion or by duality principle, we can easily obtain
Ht =
1
!2"  k2z
(ikzrtHz + i!"rt  Ez) (2.33)
and
r2tEz +
 
!2"  k2z

Ez = 0: (2.34)
Therefore, to solve a general waveguide problem, we rst nd the longitudinal
components Ez; Hz by solving Eqs. (2.32) and (2.34), and the transverse
eld components can be obtained from Eqs. (2.31) and (2.33) by imposing
appropriate boundary conditions across dierent media.
2.2.4 Whispering Gallery Modes [11]
Consider a whispering gallery mode (WGM) in a z-invariant axisymmetric
system where the eld propagates in the azimuthal direction and satisfy the
azimuthal continuity condition
E(; ) = E(; + 2) (2.35)
H(; ) = H(; + 2) (2.36)
yielding -dependence of eim where m is an integer. Let us consider the
transverse magnetic in z-direction (TMz) mode where the electric eld has
only the z-component. The electric eld can be expressed as
E(; ) = z^Ez()e
im (2.37)
where m is the azimuthal order number. Noting that the curl operator in
the cylindrical coordinate for @
@z
= 0 is given by
rA = ^

1

@Az
@

  ^

@Az
@

+ z^

1


@ (A)
@
  @A
@

(2.38)
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Figure 2.4: A schematic diagram of 2D axisymmetric structure dened by
three radial sections.
we reduce Eq. (2.14) to obtain the well-known equation

@Ez()
@
+ 2
@2Ez()
@2

+
 
2  m2Ez() = 0 (2.39)
whose solutions are Bessel functions where   k0n, k0 = !=c is free-space
wavenumber, and n =
q
"
0"0
is refractive index.
Let us dene a dielectric ring with the following three radial sections
(; ") =
8><>:
(a; "a) ;  < 1
(b; "b) ; 1   < 2
(c; "c) ; 2  :
(2.40)
as shown in Fig. 2.4. For each region, we express the electric eld in terms
of the Bessel functions
Ez() =
8><>:
AJm (k0na) ;  < 1
B1Jm (k0nb) +B2Ym (k0nb) ; 1   < 2
CH
(1)
m (k0nc) ; 2  
(2.41)
where A;B1; B2; C are unknown coecients to solve for. Here, Jm and Ym
14
are the Bessel functions of the rst and second kind, respectively, and H
(1)
m =
Jm + iYm is the Hankel function of the rst kind. Because limx!0+ Ym(x) =
 1, we have excluded Ym term for the inner-most region. We also note that
the H
(1)
m term ensures only an outgoing wave for the outer-most region.
To nd the magnetic eld, we plug Eq. (2.41) into Maxwell's equation
(2.12) and obtain
H(; ) =
meim
!
8><>:
A
a
Jm (k0na) ;  < 1
B1
b
Jm (k0nb) +
B2
b
Ym (k0nb) ; 1   < 2
C
c
H
(1)
m (k0nc) ; 2  
H(; ) =
i
c
8><>:
Ana
a
J 0m (k0na) ;  < 1
B1nb
b
J 0m (k0nb) +
B2nb
b
Y 0m (k0nb) ; 1   < 2
Cnc
c
H 0(1)m (k0nc) ; 2  :
To nd the resonance condition, we apply the tangential eld continuity
at the interfaces 1 and 2 using the Eqs. (2.15) and (2.16) and obtain the
matrix equation Mx = 0 where
M =
0BBBB@
Jm (k0nb1) Ym (k0nb1)  Jm (k0na1) 0
Jm (k0nb2) Ym (k0nb2) 0  H(0)m (k0nc2)
nb
b
J 0m (k0nb1)
nb
b
Y 0m (k0nb1)
 na
a
J 0m (k0na1) 0
nb
b
J 0m (k0nb2)
nb
b
Y 0m (k0nb2) 0
 nc
c
H
0(0)
m (k0nc2)
1CCCCA
x =

B1 B2 A C
T
:
We nd resonance wavenumber k0 from det(M) = 0 and solve for the
coecient vector x to obtain the modal eld. It should be noted that in
general the solution k0 will be a complex value. The unloaded quality factor
of the ring resonator is Q = jk0j
2=(k0) where =(k0) is the imaginary part of k0.
The exponential -dependence eim that we assumed here is a travel-
ing wave solution; we can also use the sinusoidal dependence cosm =
1
2
(eim + e im) and sinm = 1
i2
(eim   e im) as the standing wave solu-
tions. Depending on the problem, it may be more convenient to use the
exponential basis eim or sinusoidal basis cosm; sinm.
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Figure 2.5: Schematic diagram of a bent waveguide.
2.2.5 2D Bent Dielectric Waveguide
In the structure shown in Fig. 2.4, the WGM is the resonant mode that
satises the conditions given in Eqs. (2.35) and (2.36). Here, the azimuthal
order m is necessarily an integer, and therefore we obtain discrete values of
eigenfrequencies j that satisfy the resonant condition. On the other hand,
we can study propagation in a bent waveguide that is not fully closed if
we arbitrarily x the frequency ! while allowing non-integer value of m.
This is the guiding condition of the bent waveguide, such as one depicted
in Fig. 2.5. To nd this guiding mode, we let m be a free parameter and
solve for det(M) = 0 for given !. The solution m is the angular propagation
constant, and the eld of the bent waveguide mode can be obtained in the
same fashion as described in the previous section.
In a straight dielectric waveguide with lossless material, there exists a
cut-o frequency below which the mode becomes lossy and above which the
mode is lossless. For frequency above the cut-o, the mode can be absolutely
lossless as long as the material is given by real ; " and the geometry is
perfect, i.e., no coupling to radiation modes. A guided mode in a bent
dielectric waveguide by nature, on the other hand, is always somewhat lossy
because the Hankel function radiates the energy outward. As one increases
the frequency, the loss may decrease to a level where it can be considered to
be practically lossless, but nevertheless the mode is always leaky for a nonzero
curvature bent waveguide. If we scan across m for a xed (real) frequency,
we will not nd any solution that satises det(M) = 0, and therefore we
must allow a loss term as an imaginary value to the mode frequency. The
quality factor of the mode is then given by
Q =
j!j
2=(!) : (2.42)
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To nd the eective index, we arbitrarily choose a radius, say the average
radius 0 =
1+2
2
, and evaluate free space azimuthal order 0 =
20

= k00.
The eective index is then given by ne =
m
0
. The group index is calculated
in the usual manner
ng = ne + !
@ne
@!
= ne   @ne
@
: (2.43)
It may seem odd that the eective index ne and group index ng depend on
the choice of the radius 0, but this is because the concept of eective index
and group index has been introduced for straight waveguides. For a bent
waveguide, we need to choose its radius in order to treat it like a straight
waveguide and borrow the concept of eective and group index. In the end,
the radius term 0 cancels out and the result is independent of the choice 0.
For example, the phase shift in the waveguide after propagating 0 is given
by eik0neL, which reduces to eim0 where L = 00 is the eective distance.
2.2.6 Mode Amplitude
In general, a waveguide mode can be written as
E0(x1; x2; x3) = e(x1; x2)e
ikx3 (2.44)
where x1; x2; x3 is some curvilinear coordinate system, i.e., in Cartesian co-
ordinate x; y; z, cylindrical coordinate ; ; z, and spherical coordinate r; ; .
The mode is guided along the x3 direction with propagation constant k, and
e(x1; x2) is the transverse mode shape. If we normalize e(x1; x2) such that the
guided power along the transverse plane is unity, we can conveniently use a
complex scalar quantity a(x3) to represent the waveguide mode E = a(x3)E0
whose guided power is simply jaj2. Here, we refer to aeikx3 as the mode am-
plitude, and in many cases this representation greatly simplies analysis by
avoiding to write down the full eld description.
2.3 Cavity Perturbation
Cavity perturbation is a powerful method to approximate the resonance
shift due to a small material change in a cavity. It has been experimen-
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tally used for material characterization in the microwave and radio frequency
regime [12, 13], but it has also proven to be useful for analysis of modes in
the cavities [14{16].
Here, we will use Rayleigh-Schrodinger perturbation theory1 (RSTP) to
systematically derive the resonant frequency and eld corrections. Consider
a cavity with material (0; "0). We let E
(0)
j be the jth mode of the cavity
with resonant frequency !
(0)
j . Let us assume that we slightly perturb the
cavity by changing the material by ", and let the resonant frequency of the
perturbed cavity be !j. The cavity perturbation method will estimate the
change in the frequency !j   !(0)j . For simplicity, we will consider a closed,
lossless cavity.2
Let us dene
L0E  1
"0
r

1
0
r E

(2.45)
(L0 + L0)E  1
"0 +"
r

1
0
r E

(2.46)
as the Maxwellian eld operator, and

(0)
j 

!
(0)
j
2
(2.47)
j  (0)j + (1)j + (2)j +   
=

!
(0)
j + !
(1)
j + !
(2)
j +   
2
(2.48)
as the eigenvalue of Maxwell's equation for mode j. The superscript (0)
denotes unperturbed quantity, and (1); (2);    denote rst order correction,
second order correction, and so forth. In a similar fashion, we dene the
resonant eld
Ej  E(0)j + E(1)j + E(2)j +    : (2.49)
Here, we assume that E(0) is orthonormalized3 such that
D
E
(0)
j jE(0)j
E
= ij
where
hEijEji 
y


"0E

i  Ej d3r (2.50)
denes the hermitian norm for the cavity volume 
 and ij is the Kronecker
1The method is widely used in quantum mechanics. It is explained well in [17].
2Extension to lossy cavities is presented in Appendix B.
3We assume to have chosen orthogonal basis for degenerate modes as well.
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delta.
The perturbed system satises the equation
(L0 + L0)Ej = jEj (2.51)
whereas the unperturbed system satises
L0E(0)j = (0)j E(0)j : (2.52)
We rst note that
L0E(0)j =

1
"0 +"
  1
"0

r

1
0
r E(0)j

= 
(0)
j

1
"0 +"
  1
"0

"0E
(0)
j (2.53)
from Eqs. (2.52), (2.45), and (2.46). We obtain
D
E
(0)
i jL0jE(0)j
E
= 
(0)
j
y


"0

1
"0 +"
  1
"0

"0E
(0)
i
  E(0)j d3r: (2.54)
If we assume " "0, we get
1
"0 +"
  1
"0
=
 "
"0 ("0 +")
  "
"20
:
From RSTP, Eq. (2.54) becomes

(1)
j =
D
E
(0)
j jL0jE(0)j
E
  (0)j
y


"
E(0)j 2 d3r (2.55)
by letting i = j. Neglecting the higher order terms, we have

(1)
j =

!
(0)
j + !
(1)
j
2
 

!
(0)
j
2
= 2!
(0)
j !
(1)
j +

!
(1)
j
2
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and j!(0)j j  j!(1)j j, so we obtain
!
(1)
j
!
(0)
j
=
 t


"
E(0)j 2 d3r
2
D
E
(0)
j jE(0)j
E (2.56)
where for convenience we have added the term
D
E
(0)
j jE(0)j
E
= 1 in the de-
nominator to allows us to work with non-normalized eld E
(0)
j .
Using the same method, we can also obtain correction to the eld E
(1)
j . To
do so, we again invoke standard RSPT and obtain
E
(1)
j =
X
i6=j
D
E
(0)
i jL0jE(0)j
E

(0)
i   (0)j
E
(0)
j
=
X
i6=j
 (0)j
t


"E
(0)
i
  E(0)j d3r

(0)
i   (0)j
rD
E
(0)
i jE(0)i
ED
E
(0)
j jE(0)j
EE(0)j (2.57)
where the square root term in the denominator of Eq. (2.57) is added to
be able to work with non-normalized elds. Similarly, we obtain the second
order correction from the standard RSPT as

(2)
j =
X
i 6=j
D
E
(0)
i jL0jE(0)j
ED
E
(0)
j jL0jE(0)i
E

(0)
i   (0)j
=
X
i 6=j

(0)
i 
(0)
j
t


"E
(0)
i
  E(0)j d3r
2

(0)
i   (0)j
(2.58)
where

(2)
j =

!
(0)
j + !
(1)
j + !
(2)
j
2
 

!
(0)
j + !
(1)
j
2
 2

!
(0)
j + !
(1)
j

!
(2)
j
 2!(0)j !(2)j
as before. Hence, we obtain the second order correction to the resonant
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frequency
!
(2)
j
!
(0)
j
=
X
i6=j

(0)
i
t


"E
(0)
i
  E(0)j d3r
2
2


(0)
i   (0)j
D
E
(0)
i jE(0)i
ED
E
(0)
j jE(0)j
E : (2.59)
2.3.1 Degenerate Case [17]
Note that Eqs. (2.57) and (2.59) hold for non-degenerate case only because
in the degenerate case the denominator will be zero. Let us assume N -fold
degeneracy !(0) with orthonormalized basis set E
(0)
l for l = 1; 2;   N such
that
D
E
(0)
k jE(0)l
E
= kl; any linear combination of E
(0)
l is a resonant mode
with the eigenfrequency !(0). Following the standard procedure in RSTP for
the degenerate case, we dene a matrix W whose element is given by
Wk;l =
D
E
(0)
k jL0jE(0)l
E
: (2.60)
We obtain the eigenvalue equation
Wx = (1)x (2.61)
where x =

x1 x2    xN
T
is the coecient matrix such that
E(0) =
NX
l=1
xlE
(0)
l (2.62)
is the linear combination of the degenerate mode whose rst order correction
corresponds to the eigenvalue (1) of Eq. (2.61). As with the non-degenerate
case, we approximate Eq. (2.61) with
W
0
x = !(1)x (2.63)
where
W 0k;l =
 !(0)
2
y


"E
(0)
k
  E(0)l d3r: (2.64)
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2.3.2 Correction For a Dielectric Boundary Shift [18]
When we are dealing with a shift in the dielectric boundaries, the expression
y
" jEj2 d3r (2.65)
will yield an inaccurate result due to the discontinuity of normal component
of the electric eld at the interface. Therefore, we need to make a correction
for the normal component by considering the displacement vector. We will
replace Eq. (2.65) with
y  
" jEtj2 +" 1 jDnj2

d3r (2.66)
where "  "  "0, " 1  " 1   " 10 , Et is the tangential electric eld, and
Dn is the normal displacement eld to the dielectric boundary interface.
2.4 Miscellaneous Photonic Devices
In this section, we will cover concepts for a waveguide coupler and a Bragg
grating. These components are essential for understanding the analysis of
the reective microrings in the following chapters.
2.4.1 Waveguide Coupler [19]
When two waveguides are in close proximity, power transfer of one mode to
another can occur. This phenomenon is exploited in a microring resonator
where an incident eld from a bus waveguide is coupled to the ring. Consider
a waveguide with material (; "1). We let x1; y1 be transverse components and
z1 be longitudinal component along the waveguide, as shown in Fig. 2.6a. In
a similar fashion, we consider a second waveguide with material (; "2) with
transverse components x2; y2 and longitudinal component z2 along the second
waveguide, as shown in Fig. 2.6b. We now bring in the two waveguides in
close proximity as shown in Fig. 2.6c and describe the coupler system with
(; "). Let
E
(0)
j (xj; yj; zj) = ej(xj; yj)e
ikjzj (2.67)
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(a)
(b)
(c)
Figure 2.6: Schematic diagram of (a) waveguide 1, (b) waveguide 2, and (c)
two-waveguide coupler.
be the guided wave for each uncoupled waveguide j = 1; 2 where ej(xj; yj) is
the transverse mode shape along the waveguide such that each mode carries
unit power.
When the two waveguides exchange power, we approximate the coupled
eld solution as E = E1 + E2 where Ej = aj(zj)ej(xj; yj) for j = 1; 2. Here,
the mode amplitude aj(zj) describes the zj-dependence of each waveguide
mode. In the case of no coupling, we nd
aj(zj) = e
ikjzj : (2.68)
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We can write phenomenological coupling equation of the two modes
da1
dz1
= ik1a1 + c12a2 (2.69)
da2
dz2
= ik2a2 + c21a1: (2.70)
The cij term quanties instantaneous coupling to mode i from j. Note that
if cij = 0, we retain Eq. (2.68) by solving Eqs. (2.69) and (2.70). The guided
power for each mode is jajj2, and the power transfer from, say mode 1 to 2
at z2, can be found by
d
dz2
ja2j2 = d
dz2
(a2a2)
= a2
da2
dz2
+ a2
da2
dz2
= c21a1a

2 + c

21a

1a2: (2.71)
In terms of eld quantities, the power transfer from mode 1 to 2 at z2 is given
by
 1
2
<
"x
z2
E2  Jp dx2dy2
#
=
 1
4
x
z2

E2  Jp + E2  Jp

dx2dy2 (2.72)
where Jp =  i!("  "1)E1 is the polarization current that induces coupling
of power from mode 1 to 2, and <(x) is the real part of x. Comparison of
Eq. (2.72) to (2.71) yields
c21 =
i!
4
x
z2
("  "1) e1  e2 dx2dy2: (2.73)
The coecient c12 can be found in a similar manner. By solving the dieren-
tial equations in Eqs. (2.69) and (2.70), with the appropriate initial condition,
we can approximate the overall coupling coecient .
2.4.2 Periodic Medium
Assume we have a periodic medium in the z-direction,
(; ")(x; y; z) = (; ")(x; y; z + ) (2.74)
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Figure 2.7: A schematic diagram of a periodic medium with spatial period
 in the z-direction.
where  is the spatial period as shown in Fig. 2.7. If E(x; y; z) satises
Eq. (2.14), E(x; y; z + )eikF must also satisfy Eq. (2.14) due to periodic
nature of the medium where kF is some constant. In other words, the system
is invariant under spatial translation in the z-direction by , and therefore
the eld solution becomes periodic under the same translation with some
constant factor, say eikF. Here, kF =
2
F
is the Floquet wavenumber. Using
the well-known Bloch theorem, we write down the general eld solution as
E(x; y; z) = u(x; y; z)eikF z (2.75)
where u(x; y; z) = u(x; y; z + ) is some periodic envelope function. We
expand u(x; y; z) into Fourier series and write
E(x; y; z) =
1X
p= 1
cp(x; y)e
i2p

zeikF z (2.76)
where cp(x; y) =
1

R 
0
u(x; y; z)e
 i2p

zdz is the Fourier coecient. It is now
apparent that for component p, the z-direction wavenumber of the eld is
k(p)z = kF 
2p

(2.77)
where p is an integer. The k
(p)
z term describes the jpjth diraction order.
Note that the 0th order k
(0)
z = kF is the z-component propagation constant
of the Floquet mode. If we carefully choose the grating period  such that
k( 1)z = kF  
2

=  kF (2.78)
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then we observe the backward propagation in the z-direction, i.e., reection;
this is the Bragg condition, and such grating is referred to as a Bragg grating
or DBR. This particular grating period is called the Bragg period
B =

kF
=
F
2
: (2.79)
In fact, a grating with period  = NB is referred as the Nth order grating
where N is a positive integer. With a higher order grating, it is possible
to couple out the guided wave into radiating modes. For example, the sec-
ond order grating will direct the guided wave perpendicular to the guiding
direction.
In a similar manner, the analysis can be extended to spatial period given
by a vector  = x^x + y^y + z^z as well. A periodic structure in the
azimuthal direction  works very similarly. For a mode with azimuthal order
m, a grating with Bragg angular period
B =

m
(2.80)
is the rst order grating that couples the eim waves, and this is the grating
structure that will be discussed extensively in this dissertation.
2.4.3 Bragg Grating [19]
Analysis of a linear grating has been well established using the Fourier anal-
ysis, transmission matrix theory, and coupled mode theory [7, 19{21]. Here,
we describe the coupled mode theory for the Bragg grating.
Consider a dielectric waveguide along the z-direction in the waveguide
medium (; "). Assume that the guided mode is
E0 (x; y; z) = e(x; y)e
ikz (2.81)
for the waves propagating in the z-direction where e(x; y) is the normalized
transverse mode shape such that the mode carries unit power. Let us slightly
perturb the waveguide by a periodic change in the permittivity " with
spatial period  = 
k(!0)
. The perturbation in the waveguide will act as a
Bragg grating that will couple the E0 waves near the propagation constant
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k(!0) as discussed in the previous section.
We estimate the solution eld in the perturbed waveguide (; " + ") as
E = E+ + E  where
E+ = a(z)e(x; y) (2.82)
E  = b(z)e(x; y) (2.83)
Here, a(z); b(z) are the mode amplitude of the z waves, respectively.4 We
are assuming that the perturbation is weak enough and k(!) is in the vicinity
of k(!0) such that the mode shape is virtually unchanged from that of the
unperturbed waveguide at k(!0). Similar to Eqs. (2.69) and (2.70), we can
write down phenomenological coupling equations
da
dz
= ika+ cabbe
i2

z (2.84)
db
dz
=  ikb+ cbaae i2 z (2.85)
where cij is a coupling term to mode i from j. We let a(z) = A(z)e
i

z and
b(z) = B(z)e
 i

z to reduce the coupling equations into a simpler form
dA
dz
= iA+ cabB (2.86)
dB
dz
=  iB + cbaA (2.87)
where   k   

is the detuning parameter. Note that k(!0) =


and
k(!) = k(!0)+(! !0) dkd! for !  !0, and therefore we have  = ! !0vg where
vg =
d!
dk
is the group velocity.
Before we proceed with solutions of Eqs. (2.86) and (2.87), let us evaluate
the coupling coecient cab; cba. The power transfer from the forward mode
A to backward mode B is
d
d( z) jBj
2 =
 d
dz
(BB)
=  BdB

dz
 BdB
dz
=  cbaAB   cbaAB (2.88)
4For " = 0, we would have a(z) = eikz and b(z) = e ikz.
27
similar to Eq. (2.71). This power must equal to
 1
4
Z z+
2
z 
2
hx  
E   Jp + E   Jp

dxdy
i
dz0
=
!
4
Z 
0
hx 
i"ABe
i2

z   i"ABe i2 z

jej2 dxdy
i
dz (2.89)
where Jp =  i!"E+ is the polarization current induced by E+. We expand
perturbation in Fourier series
"(x; y; z) =
1X
p= 1
"p(x; y)e
i2p

z (2.90)
where "p(x; y) 
R 
0
"(x; y; z)e
 i2p

z is the coecient of the expansion.
We see that the p =  1 component of " will enable coupling of eikz wave
to e ikz wave. Thus, we obtain from comparison of Eqs. (2.88) and (2.89)
cba =
 i!
4
x
" 1 jej2 dxdy: (2.91)
Similarly, we can also obtain
cab =
i!
4
x
"1 jej2 dxdy: (2.92)
For real ", we have " p = "p. Thus, we see cab = c

ba.
To solve the coupled mode equations (2.86) and (2.87), we assume @
@z
= i.
We then obtain the matrix equation Mx = 0 where
M =
 
i(   ) cab
cab  i( + )
!
(2.93)
x =

A B
T
: (2.94)
The non-trivial solution is obtained by letting det(M) = 0, which yields
 = 
p
2   jcabj2: (2.95)
For k  k0, we can assume jj < jcabj. In this case, A;B become exponen-
tially increasing and decreasing functions ez with  =
pjcabj2   2. The
reection coecient B
A
of a forward wave after Bragg grating of length L can
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be found
r =
  sinh L

cab
cosh L  i
cab
sinh L
: (2.96)
2.5 Finite Element Method
In general, it is very dicult and cumbersome to solve Maxwell's equations
analytically, and we may have to rely on numerical methods. There are two
widely used methods in photonic simulations: nite dierence time domain
(FDTD) and nite element method (FEM). In FDTD, we approximate the
dierential operators of the time-domain Maxwell's equations in a rectangu-
lar grid. Given an initial condition at some time, we numerically solve the
time-domain Maxwell's equations and approximate its solution after some
dierential time step. This process is repeated, and the time-evolution of
the elds can be easily visualized. In FEM, we approximate the solution
of Maxwell's equations by minimizing the residual. In this dissertation, we
exclusively use FEM simulations in the frequency-domain for obtaining nu-
merical solutions to microring reectors, because FEM provides a more ac-
curate discretization of curved structures. Figure 2.8 shows examples of 2D
discretization of a circle in a square box for FDTD and FEM. In FDTD,
the domain is divided into a rectangular grid the so-called Yee's cell [22] and
therefore curves become distorted unless a very ne rectangular grid is used,
which in turn requires more computational resources. In FEM, the domain
is discretized into a free triangular mesh that can closely represent a circle
with fewer elements.
2.5.1 1D Example [23]
Here, we show the basic idea of FEM with a simple 1D example. Extension to
3D scalar or vector problems can be found in [23,24]. Consider the dierential
equation
d2(x)
dx2
+ k2(x) = f(x); 0  x  L (2.97)
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(a)
(b)
Figure 2.8: Domain discretization example of a circle and square geometry
for (a) FDTD and (b) FEM.
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where the boundary conditions are given by
(0) = p (2.98)
d
dx
+ 

L
= q: (2.99)
To approximate the solution of Eq. (2.97) with the given boundary condition,
we discretize the solution domain [0; L] into N segments of possibly dierent
lengths and denote the nodes as xj for j = 0; 1;    ; N as shown in Fig. 2.9.
Note that x0 = 0 and xN = L. The linear basis Wj is a triangle-shape func-
tion with value 1 at xj and decreases linearly to 0 at neighboring node(s) as
shown in Fig. 2.9. We then approximate the solution by a linear combination
of the basis functions; that is, we let
(x) =
NX
j=0
jWj(x) (2.100)
where j is unknown coecient that we need to nd. In this way, we see that
the approximated solution function (x) will be continuous. We just have
discretized the original dierential equation whose solution is to be found for
the continuous spectrum of the domain [0; L] to onlyN+1 discrete coecients
j. We invoke the boundary condition in Eq. (2.98) to see 0 = p, and hence
re-write (x) as
(x) =
NX
j=1
jWj(x) + pW0(x): (2.101)
We multiply Eq. (2.97) by Wi(x) for i = 1; 2; : : : ; N and integrate over the
domain to nd Z L
0
Wi

d2
dx2
+ k2

dx =
Z L
0
Wifdx: (2.102)
Integration by parts yieldsZ L
0

dWi
dx
 d
dx
  k2Wi

dx 

Wi
d
dx

L
=  
Z L
0
Wifdx (2.103)
where we have used Wi(0) = 0 for i = 1; 2; : : : ; N . Applying the boundary
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Figure 2.9: Domain discretization and linear basis functions for 1D FEM
problem.
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condition in Eq. (2.99), we obtainZ L
0

dWi
dx
 d
dx
  k2Wi

dx  [(q   )Wi]L =  
Z L
0
Wifdx: (2.104)
We nally substitute Eq. (2.101) into (2.104) to obtain the matrix equation
K
(1)   k2K(2)

 = b (2.105)
whose elements are given by
K
(1)
ij =
Z L
0
dWi
dx
 dWj
dx
dx+ iNjN
K
(2)
ij =
Z L
0
WiWjdx
bi = qiN   p
Z L
0

dWi
dx
 dW0
dx
  k2WiW0

dx 
Z L
0
Wifdx
for i; j = 1; 2; : : : ; N . Solving the N by N equations, we can obtain the
unknown coecients  =

1 2 : : : N
T
and hence the nite ele-
ment solution in Eq. (2.101). Note that K = K
(1)   k2K(2) is a sparse
matrix whose elements can be easily found5 to have non-zero entries only at
Kjj; Kj+1;j; Kj;j+1 for j = 1; 2; : : : ; N   1, and KNN .
2.5.2 Eigenvalue Problem
In general, f(x) is not identically zero in the domain, and this problem is
equivalent to the 1D version of Eq. (2.5) for constant ; ". When f(x) = 0 in
the domain and p; q = 0 in the boundary condition, we see that Eq. (2.105)
reduces to
K
(1)
 = k2K
(2)
; (2.106)
which is a general eigenvalue problem with eigenvalue k2 and eigenvector
. This is equivalent to the 1D version of Eq. (2.14) for constant ; ". The
eigenvalue k2 corresponds to !2", and the eigenvector  corresponds to the
mode E.
5For evaluation of the matrix elements, see ref. [23].
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2.5.3 Special Boundary Condition
Assume we have the continuity boundary condition
(0) = (L) (2.107)
in place of Eqs. (2.98) and (2.99). Although it is possible to impose the
continuity boundary condition by constraining the matrix equation (2.105),
it is easier and more intuitive to impose the boundary condition at the basis
level; that is, we approximate the solution as
(x) =
NX
j=1
jWj(x) (2.108)
where we choose the basis Wj(x) suitable for the boundary condition (2.107)
as depicted in Fig. 2.10. We see that (x) will always satisfy Eq. (2.107)
since eac Wj(x) does. Following the similar procedure as before, we obtain
the matrix equation identical to Eq. (2.105) where the elements are given by
K
(1)
ij =
Z L
0
dWi
dx
 dWj
dx
dx
K
(2)
ij =
Z L
0
WiWjdx
bi =  
Z L
0
Wifdx:
Due to the continuous nature of the basis, we would have additional non-zero
entries for K1;N and KN;1.
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Figure 2.10: Linear basis functions suitable for continuity boundary
condition. Note that WN(0) = WN(L).
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CHAPTER 3
TRAVELING WAVE APPROACH
A microring resonator is a versatile photonic component used in applica-
tions ranging from optical lters [25], switches [26], modulators [27], logic
gates [28], multiplexers [29], and sensors [30] to laser cavities [31]. In this
chapter, we will study the microring resonator from the traveling waves per-
spective.
3.1 Plain Microring Resonator
Consider a microring resonator coupled to a single bus waveguide as shown in
Fig. 3.1a. We approximate the solution by a linear combination of the guided
waves in the bus waveguide and the ring waveguide, similar to Section 2.4.1.
For simplicity, we assume instantaneous coupling at the point of minimum
distance between the two waveguides. Following the convention in [32], we
let a1; a2 denote the mode amplitude of the bus and ring waveguide right
before the coupling point, and b1; b2 denote the mode amplitude right after
the coupling point propagating in the direction indicated by the arrows in
Fig. 3.1a. We assume a lossless coupler and write down the coupling equation
b = Ka (3.1)
where
a =

a1 a2
T
b =

b1 b2
T
K =
 
 i
i 
!
:
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(a)
(b)
Figure 3.1: A schematic diagram of a plain microring resonator coupled to
(a) a single bus waveguide and (b) two identical bus waveguides.
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Here, K is the coupling matrix that relates the guided modes at the coupler,
and ;  are real-valued coupling and transmission coecients, respectively,
such that
2 +  2 = 1 (3.2)
for the lossless coupler [33]. The evaluation of  is discussed in Section 2.4.1
and can also be simulated numerically.
Let us assume a general relation between mode amplitudes a2 and b2 as
a2 = xb2 (3.3)
where x = jxjeix describes amplitude and phase change per round trip in the
ring. The value of x is to be determined from the geometry and conguration
of the microring resonator. For example, jxj 7 1 implies loss/gain of the
signal in the ring. Solving Eqs. (3.1) through (3.3) yields
a2 =
ix
1  x (3.4)
b1 =
   x
1  xa1: (3.5)
For a single bus waveguide coupler conguration as shown in Fig. 3.1, we
have
x = e LeikL (3.6)
where  is the optical loss per unit length in the ring waveguide, k is the prop-
agation constant, and L is the circumference of the ring. Plugging Eq. (3.6)
into (3.5) yields
b1 =
   ei
1  ei a1 (3.7)
where  = e L characterizes the optical loss in the ring, and  = [k(!)  
k(!0)]L is the round trip phase detuning from the resonant mode; that is,
we have k(!0)L = 2m for the resonant mode with azimuthal order m. Note
that we can relate  to the physical parameters of the ring
 =
!   !0
c
ngL (3.8)
where ng is the group index of the ring waveguide. Here, we have used
k(!) = k(!0) + (!   !0) @k@! where @!@k = cng is the group velocity. If  =  ,
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Figure 3.2: Transmission response of a microring resonator lter with
various values of optical loss in the ring.
we see that b1 in Eq. (3.7) becomes zero at !0. We refer to this condition
as the critical coupling condition, and this allows one to design an optical
device that lters out a narrow-band of optical frequencies from the input a1
to the output b1. Figure 3.2 plots the transmission response jb1=a1j2 of the
microring lter with various values of  at 2 = 0:1. When there is no loss
in the ring, the transmission will be unity, satisfying the power conservation.
If we place an identical bus waveguide coupler at the top portion of the
ring as depicted in Fig. 3.1b, we obtain
x = ei (3.9)
from the coupling equation similar to Eq. (3.1) and therefore
b1 =
   ei
1   2ei a1 (3.10)
for c1 = 0. If we further assume that  = 1, i.e., the optical loss in the
ring waveguide is negligible, we obtain the critical coupling condition with
b1(!0) = 0 as before. In the former case, the optical signal at !0 is lost in
the ring, whereas in the latter case it is directed to d1. A microring channel
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Figure 3.3: Field buildup intensity in the ring coupled to a single bus
waveguide at various values of .
dropping lter is realized in this way [25].
Figure 3.3 plots the eld buildup intensity ja2=a1j2 of a lossless microring
resonator coupled to a single waveguide for various values of . At resonance,
the round trip phase shifts are zero, thereby the elds are constructively
interfering and building up the energy in the ring. For 2 = 1, the buildup
intensity becomes unity; physically, this is no longer a resonator, but simply
a continuous waveguide connecting a1; b2; a2, and b1 in that order.
The quality factor by denition is
Q = !0
W
Pd
(3.11)
where W is energy stored in the ring and Pd is power dissipated from the
ring. We can easily see that Pd = jb1j2 = 2ja2j2 and W = Lvg ja2j2 where
vg =
c
ng
is the group velocity. Therefore, we obtain
Q = !0
ngL
2c
(3.12)
for low loss case   1. Note that Q is inversely proportional to 2. In
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Figure 3.4: A schematic diagram of a microring resonator with an inserted
reective element characterized by the scattering matrix S.
practice, however, scattering and radiation loss within the ring waveguide
will be the dominant source of power dissipation if  becomes too small.
3.2 Reective Microring Resonator
In this section [34{36], we extend the preceding analysis by inserting a re-
ective element in the ring modeled by a scattering matrix. By solving the
coupling matrix at the waveguide coupler and computing the scattering ma-
trix, it is possible to derive the reection and transmission response of the
reective ring devices as a function of the spectral reection within the ring.
Graphically overlapping the reection spectrum of the inserted element to
the resonance of the microring allows one to easily design a comb-mirror or
a single peak reective microring devices.
Consider a microring coupled to a waveguide with an inserted reective ele-
ment having the total circumference Lt = L+Ls, where L and Ls correspond
to the length of the ring and the reective element respectively, as depicted in
Fig. 3.4. The reective element couples two modes propagating in opposite
directions; superscripts + and   are used to denote the elds propagating in
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the direction of the arrows and the opposite direction, respectively. Let the
scattering matrix of the inserted reective element be given by
S =
 
S11 S12
S21 S22
!
(3.13)
which relates the mode amplitudes in the ring by 
a+2
b 2
!
= eiS
 
a 2
b+2
!
(3.14)
where  = [k(!)  k(!0)]L] is the round trip phase detuning within the ring
as before. If we assume that the reective element is lossless and reciprocal,
we can write its scattering matrix as
S =
 
irei t
t ire i 
!
ei
which satises the lossless condition SyS = I and the reciprocity condition
S12 = S21. Here, r and t are the magnitude of the reection and transmission
coecients of the inserted reective element, respectively, such that r2+ t2 =
1, and ,  are some phase terms.
We also assume that the coupler is geometrically symmetric, resulting in
the two sets of coupling equations 
b+1
b+2
!
= K
 
a+1
a+2
!
(3.15) 
a 1
a 2
!
= K
 
b 1
b 2
!
: (3.16)
Steady state solutions of the transmitted and reected elds normalized
to the input signal a+1 of the reective microring are obtained by solving
Eqs. (3.14) through (3.16)
b+1 =
   t(1 +  2)ei(+) + 2ei2(+)
1  2tei(+) + 2 2ei2(+) (3.17)
a 1 =
ir(1   2)ei(+  )
1  2tei(+) + 2 2ei2(+) (3.18)
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where we let a+1 = 1, b
 
1 = 0, and lossless coupling condition 
2 +  2 = 1 is
assumed. Note that
 = \S12 (3.19)
is the transmission phase shift of the inserted reective element. We dene
 =  + (!0)  (!) (3.20)
to be the round trip total phase detuning in the reective microring. Here,
we assume L is chosen to satisfy kL + \S12 = 2m at !0 for the azimuthal
order m.
It should be noted that although Eqs. (3.17) and (3.18) are solved assuming
the reective element is positioned at the center of the ring, it turns out that
ja 1 j and jb+1 j are independent of relative position of the integrated element
in the ring, provided that the element is not directly coupled to the bus
waveguide. In fact, only the phase of the reection coecient \a 1 is aected
by the relative position of the reective element. The transmission phase
\b+1 is not aected.
3.2.1 Maximum Reection Condition
In this section, we rst study the reection from the microring given in
Eq. (3.18). Let us assume that  and  are given parameters. In Eqs. (3.17)
and (3.18), the variables we can engineer are r() and t(). Note that we
may neglect  because it does not aect the output power. For a lossless
reective element, we have t =
p
1  r2, and therefore we only need to ex-
amine Eqs. (3.17) and (3.18) in the -r domain. We nd the condition for
obtaining maximum reection that can be realized from the microring for
given  and  by solving r;rja 1 j2 = 0, which yields the reective element's
critical reection coecient prole
rc() =
q
(1  2 2)2 + 42 2 sin2
1 + 2 2
(3.21)
for  
2
 + 2m  
2
. For other values of , there is no solution. The re-
sultant maximum reection amplitude is evaluated by substituting Eq. (3.21)
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into Eq. (3.18): a 1c = (1   2)1  2 2 : (3.22)
Note that for constant  and  , this maximum reection ja 1cj2 exists and is
the same for continuous points in the -r plane. At resonance  = 2m,
Eq. (3.21) reduces to
rc(0) =
1  2 2
1 + 2 2
(3.23)
which is the minimum reection amplitude of the scattering element neces-
sary to produce the maximum reection from the microring. For 2  1 and
2  1, Eq. (3.23) reduces to rc(0)  2=2, which agrees with [37].
We dene the reection amplication factor
A =
a 1c2
r2c (0)
=
2 (1   2)2 (1 + 2 2)2
(1  2 2)4 (3.24)
which represents the maximum enhancement in the reected power due to
the eld buildup in the ring. The factor A can be quite large for low loss
devices and thus can be used for high sensitivity sensor applications [37,38].
3.2.2 Graphical Solutions
Figure 3.5 shows contour plots of ja 1 (; r)j2 for dierent values of  2 and
2 on the -r plane. As  or  decreases, we observe that the FWHM of
each individual peak increases. Note that the reection ja 1 j2 is proportional
to the eld buildup intensity of the   mode in the ring. A large value of
ja 1 j2 is evidence that the mode is in resonance in the structure. There-
fore, the branching o of the peak reection condition rc() in Fig. 3.5 for
rc() > rc(0) corresponds to the resonance-splitting [39{43], and the sep-
aration between resonant peaks can be easily obtained by calculating the
corresponding  from Eq. (3.21) provided that , r, and  are known.
We note that for a given reective element inserted in the ring, r and 
are related to each other, assuming the scattering element is lossless. One
can construct, r(), the reection prole of the integrated element, as a
parametric function of the total detuned round trip phase from r(), (),
and (). By overlaying the r() prole on the contour plot of ja 1 (; r)j2
on the same -r plane, we can visualize the eect of the reective element
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(a) 2 = 1 and 2 = 0:9
(b) 2 = 1 and 2 = 0:8
(c) 2 = 0:95 and 2 = 0:9
(d) 2 = 0:95 and 2 = 0:8
Figure 3.5: Contour plots of the reection of the integrated microring for
dierent values of  2 and 2 on the -r domain. Note the changes in the
color code scales for dierent values of 2 and  2.
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on the reection of the integrated microring resonator. In many cases, it is
relatively easy to nd analytical or numerical expressions for r() of a given
element. In other words, we have a two-step process: (i) we plot ja 1 (; r)j2
on the -r plane, and (ii) we construct r() and overlay it on the same
plane from (i), obtaining ja 1 ()j2. We may convert the result back to the 
domain if desired. The color code on the r() curve thus corresponds to the
reection of the integrated microring reector ja 1 j2.
Figure 3.6 depicts contour lines of the minimum critical reection rc(0) and
the resultant reection from the ring ja 1cj2 on the  2-2 plane. For example,
if  2 = 0:9 and 2 = 1, we obtain rc(0) = 0:053 and ja 1cj2 = 1 from Fig. 3.6,
which agrees with the values from Fig. 3.5(a). Note that rc(0) increases as
 or  decreases, and ja 1cj2 decreases as  decreases or  increases. Thus,
increasing  increases the amplication factor A whereas increasing  can
either increase or decrease A.
3.2.3 Design Examples
In the following sections, we present some of the example congurations
of useful wavelength-selective devices by engineering r() of the reective
element using the graphical solutions presented in the previous section. In the
analysis, we consider an integrated microring resonator with the parameters
Lt = 100
0
ne
and  2 = 0:9, where 0 is the wavelength at !0 and ne is the
eective index.
Comb of Reection Peaks
The ideal comb reector has high reection peaks spaced periodically. From
the periodicity of the ja 1 j2 contour plot, we can construct a comb reector
with a spectrally at r(). Figure 3.8(a) shows this simple case. The dashed
line represents the desired reection prole of the reective element r()
overlaid on the contour plot, and its value is constant at rc(0) = 0:053.
From the gure, one can easily anticipate a periodic reection spectrum from
the microring with peaks at  = 2m. One of physical candidates for the
reective element to achieve such a at reection prole is a low reectivity
FP element. We refer to this type of integrated microring as an FP-MRR,
and its schematic is depicted in Fig. 3.7a. For a low reectivity FP element,
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(a) rc(0)
(b) ja 1cj2
Figure 3.6: (a) Contour maps of critical reection coecient and (b) the
resultant reection from the integrated microring on the  2-2 plane.
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the phase response is approximately a linear function of k with the slope
equal to its length d; by choosing L d, we can approximate the reection
as a constant value. More detailed analysis to engineer the parameters is
presented below.
Consider a simple index-contrast FP element with length Ls = d =
1
4
 0
ne
.
The reection from the FP element is given by [20]
jS11j2 = 4Rint sin
2 kd
(1 Rint)2 + 4Rint sin2 kd
(3.25)
where Rint = r
2
int is the reection power from each interface. At the design
wavelength, Eq. (3.25) can be expressed as:
r =
2
p
Rint
1 +Rint
: (3.26)
For 2 = 1, one can choose the appropriate index contrast to get Rint =
6:93  10 4 such that we match the minimum critical reection coecient
r = rc(0).
The transmission coecient of the FP element is given by [20]
S12 =
(1 Rint)eikd
1 Rintei2kd : (3.27)
From Eqs. (3.19) and (3.27), we observe that (k)  kd for Rint  1, which
yields @
@
 1 since d  L. Therefore, we can eectively model the reec-
tion prole of the FP element as a constant r()  rc(0) near the design
wavelength. Note that because the phase response in the ring is approx-
imately linear, we choose Lt to be an integer number of
0
ne
, which yields
0 + 0  200 in this example.
Figure 3.8(b) shows the reection spectra of the FP-MRR for 2 = 1, 0:99,
and 0:95. For each value of 2, the FP reection is set to r = rc(0) = 0:053,
0:058, and 0:078 respectively. Note that the peak reection of each FP-
MRR corresponds to ja 1cj2 = 1, 0:83, and 0:45, respectively. Thus, the ring
resonator amplies the reection by A = 360, 250, and 74, respectively.
For lossy cases, a decrease in  results in increases in the critical reection
coecient rc(0) and the peak reection ja 1cj2. However, the increase in rc(0)
requires a higher value of Rint from Eq. (3.26), which may be dicult to
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(a) FP-MRR.
(b) Half DBR-MRR.
(c) Full DBR-MRR.
Figure 3.7: Schematic diagrams of dierent congurations of the ring
reector.
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(a)
(b)
Figure 3.8: Contour plot and reection spectra for a comb reector. (a)
The plot of ja 1 (; r)j2 overlaid with the reection prole of the reective
element r(), represented by the dashed line. One can expect a periodic
peak reection at  = 2m. (b) reection spectra of the FP-MRR for
various values of 2. In each case, the FP reection coecients are set to
their corresponding critical value r = rc(0).
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achieve from a simple index-contrast FP element. Furthermore, a higher
value of Rint causes deviation from the linear phase approximation of the FP
element.
The reection spectra of an FP-MRR resembles that of a sampled grating
distributed Bragg reector (SGDBR) [21], but the FP-MRR does not exhibit
side lobes [34,35]. Furthermore, the FWHM is essentially determined by the
microring parameters 2 and  2, allowing an additional degree of freedom in
engineering the peak shape. Additional advantages over the SGDBR include
its more compact dimensions, simpler architecture, and reduced sensitivity
to wafer scale variations due to its reuse of the same FP reector.
Single Peak Reector
In order to design a single peak reector at the design wavelength, one needs
to suppress the reection r() of the reective element at the ring resonant
wavelengths other than the design wavelength. In other words, we are looking
for a reective element whose reection prole satises
r() =
8<:0 for  = 2m; m 6= 0;rc(0) for  = 0: (3.28)
One element that exhibits this response is a distributed Bragg reector. We
refer to the microring integrated with the grating as a DBR-MRR.
Consider an index-contrast N -period Bragg grating as a reective element.
We rst note that the total length of the grating is Ls = Lg = N  N02ne ,
where  is the period of the grating. In the low reectivity limit N
p
Rint <
0:2, we may neglect multiple reections in the grating and obtain the reec-
tion coecient [20]
jS11j  2N
p
Rint
singg
 (3.29)
where g = (k k0)Lg is the detuned phase shift in the grating. We also note
that the transmission phase shift of the low-reectivity grating is roughly a
linear function (k)  kLg, from which we obtain   (k   k0)Lt.
To satisfy Eq. (3.28), we can control the grating contrast and the fraction
51
of the ring occupied by the grating. We dene
p =
g

(3.30)
to be the ratio between the detuned phases of the grating to the entire mi-
croring. We nd
0 < p  Lg
L+ Lg
 1: (3.31)
Note that p is xed for a given geometry of the structure. We re-write
Eq. (3.29) as
r() = 2N
p
Rint
sin (p)p
 ; (3.32)
and imposing the rst condition in Eq. (3.28) on Eq. (3.32) yields sin (p) = 0
for all  = 2m, m 6= 0, so 2mp should be an integer multiple of .
Therefore, from Eq. (3.31) the only possible choices for p are p = 1
2
or p = 1.
The corresponding grating lengths are
Lg = L =
1
2
Lt or Lg = Lt; L = 0: (3.33)
Physically, the rst case is where the grating occupies half of the ring (see
Fig. 3.7b), and the second case is where the grating occupies the entire ring
(see Fig. 3.7c).
To meet the second condition in Eq. (3.28), we choose the appropriate
grating contrast to set Rint and satisfy 2N
p
Rint = rc(0). The reection
prole for each case is overlaid on the contour plot in Fig. 3.9b. The full
grating has extra nulls, i.e., r = 0 at  = m for all nonzero integers m.
Figure 3.9c depicts the resultant reection spectra of the two DBR-MRRs
for 2 = 1. We observe only a single peak at the design wavelength as
desired. reection at adjacent ring resonances is suppressed. Compared to
a linear DBR, the DBR-MRR possesses several advantages such as a more
compact structure, suppression of side mode ripples, the ability to engineer
the FWHM from the microring parameters, and reduced sensitivity to wafer
scale variations.
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(a)
(b)
Figure 3.9: Single peak reector contour plot and its resultant reection
spectra. (a) Reection prole of the reective element that can be used to
realize a single peak reector. (b) reection spectra of the single-peak
DBR-MRR congurations.
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CHAPTER 4
CAVITY MODE APPROACH
In this analysis, we look at the same problem in a slightly dierent way.
Treating the microring as a cavity, we can derive the reection and transmis-
sion response in terms of its resonant frequencies via the modal expansion
method. In the case of a plain ring, we would obtain two-fold degenerate
modes due to its axisymmetric geometry. When a weak grating is added to
the ring, the degeneracy lifts and we obtain two slightly oset eigenfrequen-
cies. We can write the entire frequency dependence of the transfer functions
for reection and transmission just by knowing the eigenfrequencies.
4.1 Formulation
Consider a system of a high Q ring resonator coupled to a bus waveguide,
as shown in Fig. 4.1a. The resonator can take any shape in the form of a
ring, disk, or a sphere. Here, we will use a generic ring resonator, but the
analysis can be readily extended to other geometries of WGM resonators and
dierent types of optical couplers, such as a tapered optical ber. Assume
that we launch the input eld through the bus waveguide from the right end
as shown in Fig. 4.1a. We let the system be described by (; ").
The electric eld E(r; !) of the system satises the source free vector wave
equation
r

1

r E

  !2"E = 0 (4.1)
with incoming wave boundary condition at the right end of the bus waveguide
where ! is the radian frequency of the input eld. Figure 4.2a illustrates a
typical solution of E.
Now, consider only the bus waveguide system (without the ring) as (; "(0))
as shown in Fig. 4.1b. We dene incident eld Einc(r; !) as the eld that is
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(a) (; ").
(b) (; "(0)).
Figure 4.1: (a) Schematic of the ring resonator coupled to a bus waveguide.
The input is launched from the right end of the bus waveguide. The system
is characterized by material  and ". (b) The system without the ring
resonator is described by  and "(0).
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(a) E.
(b) Einc.
(c) E Einc.
Figure 4.2: Spatial distribution of the electric eld. The incident eld
propagates from the left end to the right end.
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the solution to the bus waveguide system, i.e., it satises
r

1

r Einc

  !2"(0)Einc = 0 (4.2)
with the same boundary condition as with Eq. (4.1). Figure 4.2b shows the
incident eld distribution. Subtracting Eq. (4.2) from (4.1), we obtain
r

1

r  E  Einc  !2"  E  Einc = i!Jp (4.3)
where Jp   i!(" "(0))Einc is the polarization current that induces the eld
in the ring. Figure 4.2c depicts the spatial distribution of E  Einc.
We expand E  Einc in terms of the eigenmodes of the system1 as
E  Einc =
X
j
AjEj (4.4)
where Aj(!) is the complex amplitude coecient of the eigenmode Ej(r)
excited in the system. The eigenmodes satisfy the wave equation
r

1

r Ej

  2j "Ej = 0 (4.5)
where i = !j   ij, j  0 is the complex radian eigenfrequency. Note
that the incident eld Einc satises the incoming guided wave boundary
condition at the input, and therefore Eqs. (4.3) and (4.5) satisfy only the
outgoing wave boundary condition. The eigenmodes are orthogonal, satis-
fying
t
"Ei  Ej d3r = 0 for i 6= j with appropriate orthogonal basis for
degenerate modes.
The excitation coecient Aj is found from Eq. (2.21)
Aj =
 i!
!2   2j

t
Jp  Ej d3rt
" jEjj2 d3r
: (4.6)
In practice, it is usually the unloaded (without the bus coupler) eigenfre-
quencies 
(0)
j that are known or can be easily calculated from the axisym-
metric geometry of the ring.2 For weak coupling of the bus-ring coupler, we
1See Section 2.2.1.
2See Section 2.2.4.
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can relate loaded and unloaded eigenfrequencies as
j = !j   i


(0)
j + 
()
j

(4.7)

(0)
j = !j   i(0)j (4.8)
where the 
(0)
j accounts for intrinsic loss of the unloaded ring, such as ra-
diation and material loss, while 
()
j accounts for the coupling loss at the
bus-ring coupler. Here, we are neglecting the small shift in the real part of
the eigenfrequency when the bus waveguide is in proximity with the ring.
Similarly, we can approximate the eigenmode as superposition of the reso-
nant mode of the unloaded ring E
(0)
j and coupled out eld in the bus waveg-
uide E
()
j
Ej = E
(0)
j + E
()
j : (4.9)
For small perturbations in the ring, such as a weakly reecting Bragg grating,
the eigenmode of the unloaded ring can be approximated as
E
(0)
j =
(
cosm aj(; z) =
1
2
 
eim + e im

aj(; z)
sinm aj(; z) =
1
i2
 
eim   e im aj(; z) (4.10)
where m is the azimuthal order and aj(; z) is the corresponding transverse
mode shape at any -cross-section of the ring. The exponential (traveling)
wave component of the eld in the ring will be coupled out to the bus waveg-
uide, giving rise to bi-directional propagating waves from the coupler
E
()
j =
(
i
2
 
eijx+ + e ijx 

bj(y; z)

2
 
eijx+   e ijx bj(y; z) (4.11)
for the corresponding standing waves of Eq. (4.10). Here,  is the coupling
coecient with the phase3 i at the bus-ring coupler, and bj(y; z) is the trans-
verse mode shape of the bus waveguide, j is the propagation constant along
the x-directions, and x corresponds to x ? 0 where we assume a point
coupler at x = 0; the term eijx is associated with the transmission and
reection, respectively. Note that we assume aj and bj are normalized such
that each carries unit power.
First, consider the case of an intrinsically lossless plain ring with two-
3See Section 3.1.
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fold degenerate eigenfrequency 1 = 2 = !0  i() with azimuthal order m.
Assume that we launch the incident eld Einc = E0e
ixb0 at frequency ! close
to !0. Here, b0(y; z) is the bus waveguide transverse mode shape for ! in
the vicinity of !0, and (!) is the propagation constant of the bus waveguide
mode. Combining Eqs. (4.4), (4.6), (4.9), and (4.11), the reection eld for
x < 0 can be found as
Eref =
X
j
AjE
ref
j
=

iA1
2
  A2
2

e ixb0
=
1
2
  i!
!2   20
(iB1  B2)

e ixb0
= 0 (4.12)
where Erefj is the reection contribution from mode j, Bj 
t
JpEj d3rt
"jEj j2 d3r , and
we consider only the most dominantly contributing modes j = 1 for cosm
and j = 2 for sinm mode in the ring. Note that Eref = 0, since the plain
ring does not support the backward wave as only the + directional traveling
wave is excited. Hence, we obtain the relation
B2 = iB1: (4.13)
The transmitted eld for x > 0 can be found in a similar fashion
Etr = Einc +
X
j
AjE
tr
j
=

E0e
ix +
iA1
2
+
A2
2

ei0xb0
=

E0e
ix   i!
!2   20

i
2
B1 +
1
2
B2

ei0xb0
=

E0e
ix +
!
!2   20
B1

ei0xb0 (4.14)
by invoking Eq. (4.13) where Etrj is the transmission contribution from mode
j,  =    0, and 0 = (!0). Note that jEtrj = jEincj because we have
assumed a lossless plain ring, so the incident power must equal to the trans-
mitted power. At ! = !0, we see that  = 0 and hence the second term in
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the bracket must equal to  2E0, yielding
B1 =
2 (20   !20)
!0
E0 =
 i4()

E0 (4.15)
where in the weak coupling regime, we have !0  ().
To relate () to , we use two dierent expressions of Q: the rst in terms
of the eigenfrequency [10] Q = !0
2()
and the second in terms of the physical
parameters of the ring4 Q = !0ngL
2c
where L is the circumference and ng is
the group index of the ring. By equating the Q, we obtain the relation of
the coupling loss in terms of physical parameters of the ring
() =
2c
2ngL
: (4.16)
4.2 Reection and Transmission
We now consider a ring with some perturbation, possibly with some intrinsic
loss (0), such that we have two eigenfrequencies 1 = !1  i((0)1 +()) and
2 = !2   i((0)2 + ()). Using the previous results, we can write reection
and transmission coecients in terms of all the known parameters
r =  i()

1
!   1  
1
!   2

(4.17)
t = 1  i()

1
!   1 +
1
!   2

(4.18)
where it is easy to see that jrj2+ jtj2 = 1 when (0)j = 0 for !  j!   !jj, j =
1; 2. Here, we neglected the far away poles at  j by letting !+j  2! and
assumed eix  1. Note that  is usually known, and its evaluation methods
have been well studied [25, 44, 45]. We also have assumed the coupling loss
() is identical for both modes; this is a valid assumption for !1  !2.
Furthermore, one can readily extend Eqs. (4.17) and (4.18) to include non-
dominant modes as well if necessary.
For a ring with degenerate modes 1 = 2 = !0   i((0) + ()), we would
have no reection, since the fractions will cancel out in the parenthesis of
4See Eq. (3.12).
60
1535 1540 1545 1550 1555 1560 15650
0.2
0.4
0.6
0.8
1
λ (nm)
Tr
an
sm
iss
io
n
 
 
Method 1
Method 2
Figure 4.3: Transmission spectra of a microring resonator critically coupled
to a bus waveguide obtained from 1) cavity mode picture and 2) guided
mode picture.
Eq. (4.17). The transmission coecient reduces to
t =
(!   !0) + i
 
(0)   ()
(!   !0) + i ((0) + ()) (4.19)
which is identical to the result derived from the time-domain coupled mode
theory [25] where we note  = 1

.
We can also compare the transmission coecient to that obtained in Sec-
tion 3.1 by relating the intrinsic loss to physical parameters of the ring
(0) =
 
1  e 2L c
2ngL
(4.20)
in a similar fashion to Eq. (4.16), where  is optical loss per unit length in the
ring waveguide. As an example, Fig. 4.3 compares the transmission spectra of
a critically coupled plain ring resonator coupled to a bus waveguide obtained
from the two methods. The parameters used are L = 10m,  = 0:3, and
ng = 3. The two agree very well, as expected.
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4.2.1 Reection Peak
Consider a ring with eigenfrequencies 1 = (!0  !)   i and 2 = (!0 +
!)  i. Plugging into Eq. (4.17) yields
r =
i2()!
(!   !0)2  !2   2 + i2 (!   !0)
(4.21)
and the solution to @
@!
jrj2 = 0 is
! = !0 or ! = !0 
p
!2   2: (4.22)
We nd a single peak at ! = !0 for !   but the peak splits into two
at ! = !0 
p
2  !2 for ! > . For a high Q device, we see that 2
is approximately equal to the FWHM of the loaded ring resonator. In other
words, when the degeneracy lift 2! is smaller than the FWHM, we obtain
a single peak at !0, but as it exceeds the FWHM, the peak starts to split
into two. Figure 4.4 sketches the reection power from the ring with various
vales of ! for xed () = 10(0).
We also nd that the peak reection power is pinned at its maximum value
for !  . To see this, we note that the solution to @
@!
jrj2 = 0 is
(!   !0)2 = !2   2 or ! = 0 (4.23)
and ! = !0 
p
!2   2 is clearly the positive real solution to the rst
condition in Eq. (4.23), in which case we have the peak reection coecient
r =  i
()
(0)+()
.
It should be noted that the result derived in [41]|time domain coupled
mode theory is used where the mode is expanded in terms of traveling waves
with -dependence eim|pertains to the special case of the result discussed
here. To be more specic, substituting the rst order correction !
(1)
j of the
cavity perturbation theory in Eq. (2.56) into ! of (4.21) reduces to the
reection coecient derived in [41]. However, the traveling wave picture
makes it very dicult to extend to cases where optical loss in the ring is
favored in one cavity mode but suppressed in the other cavity mode; for this
case, one needs to consider coupling of radiating modes as well. We will
discuss such an issue in more detail in Section 4.5.
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(c) ! = 2.
Figure 4.4: Mode excitation intensity of two degenerate modes lifted by !
in the ring and the corresponding reection plot for various values of !.
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4.2.2 Design of a Single Peak Reector
The signicance of Eqs. (4.17) and (4.18) is that we can nd the reection
and transmission spectra of any weakly perturbed ring resonator coupled to
a waveguide using only the eigenfrequencies, coupling coecient, circumfer-
ence, and group index of the ring. If the eigenfrequencies are degenerate,
we expect to see null reection because the two pole terms in parenthesis
of Eq. (4.17) cancel each other. This relation then allows us to design the
reection and transmission spectra of the ring in terms of the cavity picture
where we simply manipulate the eigenfrequencies of the cavity using well-
established techniques, such as the cavity perturbation or computational
electromagnetics. The design methodology for realization of a single peak
ring reector has been already discussed in Section 3.2.3, but we here de-
rive the same result using an alternative approach for completeness of the
discussion.
Let us consider a microring with periodic grating along the entire circum-
ference  = [0; 2]. Let the perturbation be given by
"(r) = cos (m0+  )"(; z) (4.24)
where m0 is some integer and  is an arbitrary phase. Noting the identity
cos2m cos (m0+  ) =
1
4
cos (2m+m0+  )
+
1
4
cos (2m m0   )
+
1
2
cos (m0+  ) (4.25)
we can easily see that in the rst order, the eigenfrequency shifts given by
cavity perturbation5
!j =
 !0
2

t
"
E(0)j 2 d3rt
"
E(0)j 2 d3r (4.26)
5See Section 2.3.1 for more accurate account in the case of the degeneracy.
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become approximately proportional to( R 2
0
cos2m cos (m0+  ) dR 2
0
sin2m cos (m0+  ) d
for the corresponding modes of Eq. (4.10). The shifts in the eigenfrequencies
can become nonzero only if m0 = 2m. In other words, in the rst order ap-
proximation, we expect to see degeneracy lifting|and therefore reection|
only at the Bragg frequency. Similarly, if we introduce grating for only the
half of the ring, say  = [0; ], we again expect to see resonance splitting only
at the azimuthal mode m = 1
2
m0. Other congurations will yield resonance
splitting at multiple modes m0 6= 2m as well, which are not desirable for
the single-peak reector design. This is an alternative analysis that explains
the full- and half-grating ring congurations discussed in Section 3.2.3 for
obtaining a single peak reection.
4.2.3 Design of Multiple Peaks
To obtain multiple peaks, we apply the grating with multiple periodicity.
For example, if we were to design a microring reector at peaks correspond-
ing to azimuthal orders m1;m2;    ;ml, we would design the permittivity
perturbation as
"(r) =
"
lX
j=1
aj cos (2mj+  j)
#
"(; z) (4.27)
where aj and  j is the amplitude and phase of the grating for the azimuthal
order mj.
4.3 Numerical Example
The resonant mode of a 2D plain microring with inner radius r1 = 10m,
width w = 1:4m, core refractive index n1 = 1:44, and cladding index n2 = 1
is numerically found to be f0 = 1:92490  1014Hz, corresponding to wave-
length of 0 = 1557:4nm for the azimuthal order of m = 60 for a TMz
mode. We then add the grating by sinusoidally modulating the inner radius
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by  = 20nm for the half of the ring as shown in Fig. 4.5a. The parametric
equation for the inner radius is then given by
x() =
(
(r1 +sin 2m) cos; 0   < 
r1 cos;    < 2
(4.28)
and
y() =
(
(r1 +sin 2m) sin; 0   < 
r1 sin;    < 2:
(4.29)
Let us dene the modal eld with sin(m) and cos(m) dependence as Ea
and Eb, respectively. The shifted resonant frequencies are calculated to be
f1 = 1:92476  1014 Hz and f2 = 1:92506  1014 Hz with corresponding
eigenmode of E1 = 0:69836Ea+0:71574Eb and E2 = 0:71574Ea 0:69836Eb,
respectively from the degenerate cavity perturbation theory.
For comparison, nite element method simulation is carried out. First,
the plain ring case with  = 0 is simulated, and the two-fold degenerate
eigenfrequencies are found to be of exact match to f0. Then, the perturbed
ring is also simulated and the eigenfrequencies are found to be f1 = 1:92478
1014Hz and f2 = 1:92504  1014Hz, which are very close to those found
numerically from the cavity perturbation method. In order to obtain an
accurate result, more than 500,000 triangular mesh elements were used with
about 4 million degrees of freedom.
A bus waveguide with thickness t = 500nm with coupling gap g = 500nm
is attached to the ring as shown in Fig. 4.5b. At the resonant frequency f0,
the coupling coecient  = 0:2297 is found from nite element simulation,
and reection and transmission spectra are plotted from the transfer func-
tions (4.17) and (4.18) with the eigenfrequencies obtained from the cavity
perturbation method. The same structure has also been simulated in nite
element method and compared in Fig. 4.6. Because the frequency shift from
the cavity perturbation method is predicted to be larger than that of nite
element method, the cavity perturbation method predicts more reection
than the nite element result. However, it took about 5 minutes for the cav-
ity perturbation method|mainly from simulation of the coupling coecient
|whereas it took more than 13 hours for the full-wave nite element sim-
ulation. To save the full-wave simulation, one could rst apply method 1 to
predict the resonance wavelength and then run full-wave simulation with an
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(a)
(b)
Figure 4.5: Schematic diagram of (a) periodic modulation of the width with
a sinusoidal function for the half of the ring and (b) an inline microring
reector.
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Figure 4.6: Reection and transmission spectra obtained from 1) cavity
perturbation method, 2) modal expansion method using the
eigenfrequencies obtained from the nite element method, and 3) nite
element full wave simulation.
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adaptive step size in frequency. For a more accurate analysis than the cavity
perturbation theory, cylindrical coordinate coupled mode theory [46] can be
employed where the change in the modal amplitude within the ring due to
the perturbation is also taken into account.
4.4 Validation with Si3N4/SiO2 Microring Reector
A Si3N4/SiO2 microring reector
6 has been fabricated in a manner similar
to that described in [47]. We designed two concentric ring waveguides sep-
arated by 600nm made of 375.6nm thick Si3N4 core material as shown in
Fig. 4.7. The inner waveguide is 600nm wide with radii r1 = 28:948 and
r2 = 29:548m. The outer waveguide is 1m wide with radii r3 = 30:148
and r4 = 31:148m. Assuming the refractive index of 1.977 for the Si3N4
core material, 1.428 for the top SiO2 top cladding, deposited by plasma-
enhanced chemical vapor deposition, and 1.446 for the thermally oxidized
bottom cladding SiO2 layer, the quasi-TEz resonant mode of azimuthal or-
der m = 200 at  = 1548:1nm is found from 2D FEM simulation that
exploits the rotation symmetry of the ring, and its normalized transverse
mode shape is plotted in Fig. 4.8. A 1m wide bus waveguide of the same
thickness 375.6nm on the same plane is coupled to the outer ring waveguide
with 240nm gap.
To obtain a single peak reection, we have modulated r2 of the inner ring
waveguide similar to Eqs. (4.28) and (4.29) with  = 100nm for the half of
the ring. Figure. 4.9 shows scanning electron microscope (SEM) image prior
to cladding deposition of the single-peak microring reector. The indirect
modulation provides very weak reection within the ring [48], which is then
amplied by the high Q of the cavity and coupled back to the input bus
waveguide with signicant reection.
To nd the resonant frequencies of the perturbed resonator, we have per-
formed FEM eigenfrequency simulation of the device for the azimuthal cut
of  = 2
m
radian in the presence of the grating as shown in Fig. 4.10. At
both -planes, we have applied the periodic boundary condition Et() =
Et( + ) and Ht() = Ht( + ). To reduce the computational do-
main, we have implemented perfectly matched layers (PML) at both ends
6The fabrication, measurement, and data tting was carried out by Amir Arbabi.
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Figure 4.7: Schematic diagram of a single peak microring reector.
Figure 4.8: Normalized transverse mode shape of the quasi-TEz WGM in
the ring.
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(a)
(b)
Figure 4.9: SEM image of (a) the fabricated device prior to cladding
deposition. (b) Zoom-in view of the grating element.
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Figure 4.10: Schematic diagram of the eigenfrequency simulation of the
angular cut with continuous boundary condition applied the two -planes.
For demonstration, only the core material has been shown, and the actual
mesh density for the simulation is much higher than depicted.
of the - and z-planes. Note that there is virtually no radiation towards
the center of the ring so that the PML implementation at the inner -plane
will not alter the solution. The obtained resonant f1 = 1:93580  1014 and
f2 = 1:93600 1014Hz correspond to the case where we would have the full-
ring grating conguration; therefore, we estimate the eigenfrequency of the
half-ring grating conguration by dividing the change by 2, i.e., !0 +
!j !0
2
for j = 1; 2 where !0 =
!1+!2
2
. Note that we are neglecting the intrinsic
radiation loss of the structure because it is negligible compared to scattering
and material loss of the actual fabricated device. We nd the unloaded loss
term (0) = !0
2Q0
= 3:90  109Hzrad where Q0 = 1:56  105 is the unloaded
quality factor measured from the plain ring conguration [47]. The coupling
loss () = 5:65  1010Hzrad is found from Eq. (4.16) where the measured
value  = 0:378 is used and the group index ng = 1:9688 is numerically found
neglecting material dispersion.
Plugging in the values into Eqs. (4.17) and (4.18) yields reection and
transmission spectra near !0 plotted in Fig. 4.11a. The maximum reec-
tion from the device is expected to be about 58.7% at the azimuthal order
m = 200. For other azimuthal orders, the grating will not lift the degeneracy,
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and therefore we would obtain null reection. For validation, Fig. 4.12 plots
the reection and transmission spectra of the fabricated devices measured
and its t model in a similar way as was described in [47]; Figure 4.11b plots
the extracted the data after removing the ber coupling losses and waveguide
facet reections. The peak reection is 57.3%, which agrees very well with
the prediction. Note that the slight dierence in the peak wavelength can
be due to the material indices that may be dierent from the values used in
the simulation, fabrication imperfection, discretization error in the simula-
tion, the approximation for conversion of the full- to half-ring conguration,
and eect of the bus waveguide coupled to the ring that slightly alters the
resonance.
4.5 Reective Ring with Second Order Grating
So far, we have discussed the rst order grating where m0 = 2m in Eq. (4.24),
or equivalently the angular period  = 
m
as in Eq. (2.80). In Section 4.2.2,
we have seen that only the rst order grating will lift the degeneracy from the
rst order perturbation theory. In fact, however, this is only the rst order
approximation, and a higher order grating, such as the second order grating
m0 = m, or equivalently  = 2
m
, can also slightly lift the degeneracy. More
importantly, the second order grating will create an asymmetric lift where the
Q values of the two modes dier signicantly. For the second order grating,
the interference of the radiation from the two oppositely propagating guided
waves cancels the radiation loss for one of the modes [49{51], suppressing
the radiation loss for that mode. This asymmetry also contributes to the
reection from the ring; if one is to account for it in the traveling wave
approach, the coupling equation has to be extended to include the radiation
term as well, greatly complicating the matter.
Consider a 2D microring reector with the second order grating depicted
in Fig. 4.13. The inner radius of the ring is given by the parametric equation
x() = (r1 +sinm) cos
y() = (r1 +sinm) sin
for 0   < 2 where r1 = 10m, m = 60, and  = 100nm. The average ring
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Figure 4.11: Reection and transmission spectra of a Si3N4 reective
microring (a) calculated from the FEM eigenfrequency simulation and
cavity mode picture and (b) extracted from the measurement.
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Figure 4.12: (a) Measured reection and transmission spectra of the
fabricated ring reector. (b) Zoom-in view for the azimuthal order m = 200
and its curve-tted model.
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Figure 4.13: Schematic diagram of the microring reector with the second
order grating.
waveguide width is w = 1:4m, the bus waveguide width is t = 500nm, and
the gap is g = 500nm, yielding the coupling coecient  = 0:2297. The core
index is n1 = 1:44 and the cladding index is n2 = 1. To enhance radiation
loss eect due to the second order modulation in the permittivity, we consider
TMz mode where the electric eld is out of the plane E = Ezz^. This will
create polarization current elements J =  i!"Ezz^ that radiate in plane.
For azimuthal order m = 60, the two eigenfrequencies are numerically found
to be f1 = 1:925151014  i2:5652104 and f2 = 1:925621014  i3:2558
104Hz, whose excitation intensity plots are shown in Fig. 4.14a. The reection
spectrum obtained from Eq. (4.17) is compared to the full-wave simulation
result in Fig. 4.14b, and the two agree very well. Figure 4.15 shows resonant
eld distribution of the two asymmetric modes in the unloaded ring. Clearly,
one of the modes shows a distinct radiation pattern.
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Figure 4.14: (a) Mode excitation intensity for two asymmetric modes. (b)
Reection spectrum of the microring with a second order grating obtained
by 1) cavity mode picture and 2) full-wave simulation.
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Figure 4.15: Electric eld distribution of the asymmetric modes in the
unloaded ring cavity with the second order grating.
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CHAPTER 5
CONCLUSION
In the dissertation, we have investigated a new family of reectors based
on microrings. These devices combine the features of Bragg grating and
microring resonators to realize compact inline reectors with superior side
mode suppression compared to the linear counterparts.
From the traveling wave perspective, we have looked at the mode ampli-
tudes of the two contra-directional traveling waves in the ring coupled by a
grating element in the ring. In the absence of the interaction between the
two modes, such as a plain ring, only one of the modes is excited from the
bus-ring coupler with an incident eld launched from one side of the bus
waveguide. The eld builds up in the ring at resonance, and one obtains
a transmission dip where the power is either dissipated intrinsically in the
ring or coupled out to a drop port. When a Bragg grating is introduced
in the ring by, for example, modulating the ring waveguide width, the two
waves are coupled, producing the backward reection. If the ring resonance
coincides at the Bragg frequency, the backward directional wave coherently
interferences and produces signicant reection to the input bus waveguide.
We also have looked in a slightly dierent aspect by considering the doubly
degenerate resonant modes of the microring. When a weak Bragg grating is
introduced as a perturbation, the degeneracy breaks at certain azimuthal res-
onant modes, lifting the degeneracy. The resonant modes collapse to standing
waves, as opposed to traveling waves. The reection back to the input bus
waveguide is then determined by the relative excitation of the two modes.
When the two modes are excited with the same magnitude but with =2
phase dierence, the superposition of the modes interferes to result in a
backward traveling wave, producing reection. The spectral separation of
the modes determines the reection amplitude; when the separation matches
the FWHM of the mode, one obtains a single peak with maximum reection.
The reective microring design studied in this dissertation is a good can-
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didate for compact inline reectors in photonic circuits. With appropriate
design of the grating element in the ring, one can realize a reector ele-
ment that produces a similar response to its linear counterpart, i.e., a Bragg
grating or SGDBR, and yet its footprint can be reduced signicantly. Fig-
ure 5.1a depicts a schematic diagram of a compact stable single-mode laser
that employs the reective microring as one of its mirror. The microring pro-
vides a single peak, and therefore there is only one FP mode within the gain
spectrum. Figure 5.1b depicts a quasi-continuous tunable laser schematic
by replacing the two conventional SGDBR with the comb-peak reective mi-
croring design. The radii of the rings are slightly dierent, thereby producing
comb-peaks of dierent FSR. By tuning each of the microring dierently, one
can realize a very wide bandwidth continuous tunable laser.
In summary, the microring reector produces a spectral response similar
to its linear counterparts DBR or SGDBR while allowing higher SMSR, more
compact dimension, and reduced sensitivity to wafer scale variations. It is a
potential candidate for a diverse assortment of compact optical components
in planar photonic integrated circuits.
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(a) Single-mode laser.
(b) Quasi-continuous tunable laser.
Figure 5.1: A schematic diagram of semiconductor lasers employing
reective microrings.
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APPENDIX A
TEMPERATURE DEPENDENCE OF
CAVITY MODES
A typical cavity resonance condition is given by
m

2n
= L (A.1)
where m is an integer, n is the refractive index, and L is the cavity length.
Taking natural log for both sides and dierentiating with respect to temper-
ature, we obtain
 1
d
dT
= n 1
dn
dT
+ L 1
dL
dT
: (A.2)
For GaAs, we have dn
dT
= 2:7 10 4/K [52] and L 1 dL
dT
= 5:7 10 6/K [53].
Substitution of these values with n = 3:5 at  = 1m, we obtain d
dT
=
0:083nm/K.
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APPENDIX B
CAVITY PERTURBATION FOR OPEN
SYSTEM
We generalize the Maxwellian operator
LE  " 1  r    1  r  E (B.1)
where ; " are the general material permeability and permittivity tensors,
respectively, that can be spatially dependent, anisotropic, and complex val-
ued symmetric tensors. For simulation of open systems, one needs to enclose
the domain by PML [54, 55] that can be implemented easily with as lossy
anisotropic medium. We note that the vector wave equation is simply given
by
LE = !2E (B.2)
where ! is the complex radian mode frequency. The modes of the system are
eigenvectors of the operator L with boundary condition for perfect electric
conductor (PEC) or perfect magnetic conductor (PMC), and the correspond-
ing eigenvalues are !2. Let Ei;Ej represent two modes of the system with
resonant frequencies !i; !j, respectively. We want to show that with appro-
priate denition of the inner product, the operator L becomes self-adjoint
for such an open system with PML implementation. We dene the inner
product space as
hEijEji 
y


"  Ei  Ej d3r (B.3)
where 
 is the computational domain enclosed by PEC or PMC. Here, the
integral is of the entire computational domain including the PML region.
Note that
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hEijLEji =
y


"  Ei  " 1  r 
 
 1  r  Ej

d3r
=
y


Ei  r 
 
 1  r  Ej

d3r
=
y


 1  r  Ej  r  Ei d3r
 
{
 
Ei 
 
 1  r  Ej
  dS
=
y


r Ej   1  r  Ei d3r
 
{
 
Ei 
 
 1  r  Ej
  dS
=
y


Ej  r 
 
 1  r  Ei

d3r
 
{
 
 
 1  r  Ei
 Ej  dS
 
{
 
Ei 
 
 1  r  Ej
  dS (B.4)
where   is the surface boundary of the computational domain. Here, we use
the vector identity r(AB) = B rA A rB, vector-tensor identity
a A  B = A  aT  B, and divergence theorem t r  F d3r = v F  dS in
derivation. In addition, we also invoke symmetry and non-singularity of ; ".
Lastly, we note that hLEijEji equates to the rst term in Eq. (B.4) and that
the surface integrals vanish for PEC or PMC boundary  .
Hence, we have shown that the operator is self-adjoint, i.e.,
hEijLEji = hLEijEji : (B.5)
Because hEijLEji = !2j hEijEji and similarly hLEijEji = !2i hEijEji from
Eq. (B.2), we obtain orthogonality of the modes hEijEji = 0 for !i 6= !j. For
degenerate modes, we can choose the appropriate basis set to be orthogonal.
Note that if the materials are purely real, i.e., lossless, this denition of
the norm in Eq. (B.3) becomes equivalent, except with an arbitrary phase
factor, to the hermitian norm for the conventional modal expansion method.
By taking the arbitrary phase to zero, the norm becomes identical to that of
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the hermitian system, and hence Eq. (B.3) is a generalization of the hermitian
norm that also works with leaky systems for normal mode expansion.
Relation to Fields with Outgoing Wave Boundary
Condition
Sometimes, we may already have the closed form solution of the modes which
obey the outgoing wave boundary condition, and it is more desirable to work
with the closed form solution instead of the numerical solution with PML
implementation. In this section, we present an alternative form of the norm
in Eq. (B.3) that relates to the solutions of the outgoing wave boundary
condition.
Let Ec represent the closed form solution of a system with outgoing wave
boundary condition and Ea represent the corresponding mode of the system
with PML implementation. Let 
1 and 
2 be the volume of the interior
and the PML region, respectively, as shown in Fig. B.1. Note that we have
Ea = Ec in 
1 because they are equivalent waves. In the spherical coordinate
system, the PML anisotropic medium in 
2 is given by  = ; " = "
where [56]
 = r^r^

~r
r
2
1
sr

+

^^ + ^^

sr: (B.6)
Here, sr is a free complex parameter whose imaginary part attenuates the
outgoing wave in 
2, ~r =
R r
0
srdr
0, and ; " describe the isotropic medium,
which we match the impedance to and suppress reection from the interface
 12.
At suciently large radius r, we have the asymptotic outgoing wave behav-
ior Ea  eikr=r and Ea  eikr=r where k = !
p
" is the complex wavenum-
ber. Substitution into Eq. (B.2) yields the eld solution
Ea  eiksrr

Ea
r
^ +
Ea
r
^

(B.7)
in 
2. Clearly, the wave attenuates if =(kisr) < 0 in the PML. By prop-
erly choosing sr such that there is no reected wave from the PEC/PMC
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boundary due to sucient attenuation, we have
y

2
"  Eai  Eaj d3r =
Z r2
r1
"  Eai  Eaj dA
 4
Z r2
r1
sr"
 
EaiE
a
j + E
a
iE
a
j

ei(ki+kj)srr dr
=
 4"
i (ki + kj)
 
EaiE
a
j + E
a
iE
a
j

ei(ki+kj)srr1
=
i
 (!i + !j)
{
 12
Eai  Eaj dA (B.8)
where r1; r2 is the radius at  12 and PEC/PMC, respectively, as shown in
Fig. B.1. Since Ea = Ec at  12, we obtain Eq. (B.9).
y

2
"  Eai  Eaj d3r 
i
 (!i + !j)
{
 12
Eci  Ecj dA (B.9)
where  =
p
=" is the impedance at  12. Therefore, the norm in Eq. (B.3)
of the solution with the outgoing wave boundary condition can be easily
obtained as


Eai jEaj
 y

1
"  Eci  Ecj d3r+
i
 (!i + !j)
{
 12
Eci  Ecj dA (B.10)
when the ctitious PML replaces the outgoing wave boundary condition.
Note that this norm is equivalent to that of the quasinormal modes described
in [57{59].
In a similar fashion, we can straightforwardly obtain the norm for the 2D
z-invariant system where @
@z
= 0 as


Eai jEaj
 x

1
"  Eci  Ecj dA+
i
 (!i + !j)
I
 12
Eci  Ecj dl: (B.11)
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Figure B.1: Schematic diagram of the spherical or cylindrical coordinate
system with PML implementation.
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