In this paper, we prove a uniqueness theorem for a.elass of eomplementari~ problems involving M-matrices.
INTRODUCTION
Given two n × n matrices, A, B and two n-vectors p, q, the generalized-order linear complementarity problem asks for a solution to
Ax+p>~O,
Bx+q>~O, (Ax+p)T(Bx+q) =0; (1) or equivalently, it asks for a vector x ~ R n such that min(Ax+p, Bx + q ) =0 (2) where min denotes the minimum in the coordinatewise lattice ordering. Such problems are very important and appear frequently in linearized systems associated with the finite-difference method for the resolution of some partial differential inequalities, such as we can find, for example, in stochastic impulse problems [6] , mixed lubrication problems [8] , and singular control problems in bounded intervals [11, 12] .
The problem (1) or (2) has recently been the subject of several works [3] [4] [5] , principally devoted to existence theory and iterative algorithms for solving it. 235:221-227 (1996) We want here to obtain a sufficient condition for the uniqueness of solution of such problem. If A = I (the identity matrix) and p = 0, then (1) is the classical complementarity problem, and in this case it is well known that if B is a P-matrix, i.e. all its principal minors are positive, then (1) has a unique solution; see for example [1] . For the generalized problem (1), the uniqueness problem is still open, and we obtain here a first uniqueness result, when A and B are strictly diagonally dominant M-matrices. Recall also that the class of M-matrices appears very often in the discretization of linear and nonlinear systems.
LINEAR ALGEBRA AND ITS APPLICATIONS

PRELIMINARIES
Let x be an n-vector and D an n × n matrix. We write x i for the ith component of x, dij for the i,jth element of D, and D i for the ith line of D. We denote by ~< the ordering defined by R~, that is, x ~< y if and only if y -x ~ R~ (i.e., x i ~< y~ for all 1 <<, i <~ n), and we say that x < y if and only if y -x ~ int R+ (i.e., x i < Yi for all 1 ~< i ~< n). Moreover, e ~ R" is defined by e~ = 1 for all 1 ~< i ~< n.
We say that A = (aij) is a Z-matrix if aij <~ 0 for each 1 ~< i,j <<, n, i#j; we say that A is an M-matrix if A is of the form sI-B, where B >t 0, and s >~ p(B) [ p(B) denotes the spectral radius of B]; and we say that A is inverse positive if A -1 t> 0. Moreover, recall that A is strictly diagonally dominant if I%1 > E~jla~jl for all 1 ~< i ~< n. We need the following result [10] . PROPOSITION 
If A is a Z-matrix, then A is inverse positive if and only if there exists w >~ 0 such that Aw > O.
In the following example, we consider a system of differential inequalities, and we show, by using a classical finite-difference method, that the corresponding discretized system is a generalized-order linear complementary problem with M-matrices. • .
Ah[~P](x ) = ~Ll,h[~](x )
if
" "l"j
Clearly, for sufficiently small h, the matrices Ak, h are (n + 1) × (n + 1) strictly diagonally dominant M-matrices, and we can apply Corollary 3.1.
THE UNIQUENESS THEOREM THEOREM 3.1. Let A and B be two n × n Z-matrices. If there exists
w >~ 0 such that Aw > 0 and Bw > O, then for each p, q ~ R n, the problem (1) has at most one solution.
Proof. Let x, y be two solutions of (1). Then we have min(Ax + p, Bx + q) = 0,
min(Ay + p, By + q) = 0,
Ay + p >>, 0,
By (3) and (6) i.e., component by component,
and
We have thus the following properties:
if Proof. Since A and B are strictly diagonally dominant M-matrices, we have Ae > 0 and Be > 0, and we can apply Theorem 3.1 with w = e.
• REMARK 3.3. A direct proof of Corollary 3.2 can be found in a previous paper of Isac and Goeleven [5] . Proof. Let x, y be two solutions of (1) such that Bx + q > 0, and By + q > 0. By (5) and (6) 
