It has long been known that certain superquantum nonlocal correlations collapse communication complexity, and it is conjectured that a statement like "communication complexity is not trivial" may provide an intuitive information-theoretic axiom for quantum mechanics. With the goal of addressing this conjecture, we take aim at collapsing communication complexity using weaker nonlocal correlations, and present a no-go theorem for a broad class of approaches. To achieve this, we investigate faulttolerant computation by noisy circuits in a new light. Our main technical result is that, perhaps surprisingly, noiseless XOR gates are not more helpful than noisy ones in read-once formulas that have noisy AND gates for the task of building amplifiers. We also formalize a connection between fault-tolerant computation and amplification, and highlight new directions and open questions in fault-tolerant computation with noisy circuits. Our results inform the relationship between superquantum nonlocality and the collapse of communication complexity. *
Introduction
The main subject of this paper is amplification with noisy gates. Informally, an amplifier (away from 1/2) is a function f : {0, 1} n → {0, 1} that, when fed in i.i.d. bits X 1 , . . . , X n ∈ {0, 1}, each of which is 1 with probability p > 1/2, the amplifier outputs f (X 1 , . . . , X n ) ∈ {0, 1}, which is 1 with probability p ′ > p. Formally, we define an amplifier below (see (1)
where the probability is over both the input X 1 , . . . , X n and the function f . We say f is an amplifier if ∃p 0 ∈ (0, 1) such that A f (p 0 ) = p 0 and A ′ f (p 0 ) > 1. In this case, we say that f amplifies away from p 0 . Amplifiers have been studied in several contexts in theoretical computer science.
For example, the amplifier OR(AND(X 0 , X 1 ), AND(X 2 , X 3 )) was used by Valiant in the celebrated construction of short monotone formulas for the majority function [Val84] , which was subsequently used to establish complexity upper bounds [DZ97] .
In this paper, however, we are interested in when we can construct amplifiers from noisy gates. That is, suppose you have to build an amplifier f as a circuit using gates {AND ε 1 , XOR ε 2 , NOT ε 3 } for some ε 1 , ε 2 , ε 3 ∈ [0, 1], where for a gate g, g ε means that the gate is incorrect with probability ε. It is not hard to see that if ε i is, say, 1/2, for all i, then all your gates produce garbage and you cannot make an amplifier. Thus, the question is, for what noise thresholds is amplification possible?
εt } be a set of noisy gates, each with a different error probability. For what sets of error probabilities (ε 1 , . . . , ε t ) does the circuit class C of noisy circuits built from gates in G contain an amplifier?
In this work we attack Question 1, with two very different motivations: quantum information theory and classical fault-tolerant computation. We explain these two connections below in Section 2, but briefly our contributions are as follows:
Our contributions.
1. We provide an impossibility result for Question 1 with the gate set {AND ε , XOR 0 , NOT 0 }.
That is, we consider noisy AND gates, but noiseless XOR and NOT gates. We show that if ε is larger than a certain (nearly-tight) threshold, then read-once formulas built from this gate set cannot amplify. As we will explain more below, this is interesting for two reasons:
• First, this gate set is precisely the gate set that arises in an application in quantum information theory (which was the starting point for our work). Briefly, the question is to "explain" the limits of quantum non-locality from informationtheoretic principles. Our result rules out a natural approach to this question. • Second, this result is surprising in the context of existing work on fault-tolerant computation: our impossibility result implies that one cannot do much better with the gate set {AND ε , XOR 0 , NOT 0 } than one can with just {AND ε , NOT 0 }. That is, throwing in a noiseless XOR 0 gate does not help! 2. We formalize a relationship between amplification and classical fault-tolerant computation. This relationship had been implicitly exploited in previous work, but by making this explicit (which turns out to be somewhat involved), we open up an avenue of attack and new questions in fault-tolerant computation, and we also establish a formal connection between classical fault-tolerant computation and quantum information theory. Fault-tolerant computation with noisy gates is a mature field, and (with a few exceptions) there has not been much work on it recently. We hope to reignite work in this area by formulating and highlighting open questions and by providing both new motivation and new tools for them.
Notation and basic definitions. Before we give more details on motivation and background, we set notation. Throughout this paper, for a k-input gate g : F k 2 → F 2 (for example, g = AND or g = OR), we use g ε : F k 2 → F 2 to denote a noisy version of g where the output is flipped with probability ε. We will consider circuits built out of such gates, under the assumption that each gate g in the circuit is independent. We also consider the special case of formulas (circuits whose gates all have fan-out at most one) and read-once formulas (formulas where each input variable appears only once). A circuit model C is just a collection of circuits that is closed under composition. A circuit made out of noisy gates is an example of a stochastic map, which more generally is any randomized function. For two stochastic maps f, g, we write λf +(1−λ)g to denote the stochastic map which is equal to f with probability λ and g with probability 1 − λ, and for a collection C of stochastic maps, we write conv C to mean the convex hull of C:
For a circuit c(X) with n inputs and a circuit c ′ (Y) with m inputs, let c • c ′ denote the circuit on nm inputs given by (c • c ′ )(Y) = c(c ′ (Y (1) ), . . . , c ′ (Y (n) )), where Y = (Y (1) , . . . Y (n) ) consist of nm distinct variables. 1
Motivation and Background
Our motivation for studying Question 1 is twofold, motivated both by questions in quantum information theory and in fault-tolerant computation by noisy circuits. Below, we go over both connections, and mention related work.
Understanding Non-Locality from Information-Theoretic Axioms
Our first motivation, inspired by work of Brassard et al. [BBL + 06] is a question about the foundations of quantum mechanics. Features of quantum mechanics like the uncertainty principle and quantum entanglement have perplexed scientists since its early days, ultimately requiring a wholesale reconsideration of information theory and the limits of computation. At the same time, quantum mechanics lacks the equivalent of the clear and concise physical principles from which Einstein derived special relativity. Instead, it is usually presented as a highly effective mathematical framework without prior or deeper justification. Given its radical implications for the definition and behavior of information, there have been several proposals for sets of information-theoretic axioms that can be used to derive quantum mechanics. Examples include those of Hardy [Har01] as well as Mueller and Masanes [MM16] . While those efforts are enlightening in many ways, they don't directly address one of the most profound features of quantum mechanics, quantum non-locality. However, the concise and uncontroversial requirement that "communication complexity is not trivial" is known to place stringent constraints on that non-locality, so it is intriguing to consider whether the requirement could function as an axiom precisely delineating the limits of quantum mechanics [vD13, BBL + 06]. The connection to amplifiers comes in when we pursue this potential information theoretic axiom (that communication complexity not be trivial in quantum mechanics). We briefly sketch the connection here, and refer to [BBL + 06] for the details. 2
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Figure 2: Quantum entanglement allows Alice and Bob to produce a, b so that P[a ⊕ b = x∧y] > 3/4, without any communication. This can be seen as a noisy AND gate for distributed computation.
The starting point is the following non-local game, called the CHSH 3 game: Alice and Bob receive independent random bits x, y ∈ F 2 . Their goal is to output bits a, b ∈ F 2 so that a + b = x · y. The catch is that they are not allowed to communicate. In a purely classical world, it is not hard to see that Alice and Bob can win with probability 3/4 (by outputting a, b = 0) and cannot do any better. However, it turns out that if Alice and Bob share quantum entanglement, they can win the game with probability ≈ 0.908, then the oneway communication complexity of any Boolean function f : F 2m 2 → F 2 would be trivial. That is, if Alice gets input x ∈ F m 2 and Bob gets input y ∈ F m 2 , they could compute any f (x, y) with non-negligible advantage using only a single bit of communication. This is where the connection with Question 1 comes in. Alice and Bob can end up in a situation where Bob holds x and Alice holds y so that x + y is slightly more likely to be equal to f (x, y) than not. Unfortunately, the definition of "slightly" depends on m, so Alice and Bob would like to amplify this difference. At this point, they can generate a bunch of linear "shares" of slightly biased bits, and would like to end up with new shares x ′ , y ′ so that x ′ + y ′ is the output of an amplifier run on the original slightly biased bits. The idea is that Alice and Bob can use their ability to win the CHSH game as a noisy AND gate. The linear operator XOR is free (because they have linear shares), and the unary operator NOT is also free (since Alice can just flip her share). Thus, the problem boils down to building an amplifier out of the gate set {AND ε , XOR, NOT}, where the noise ε depends on how well Alice and Bob can play the CHSH game.
Following this logic, Brassard et al. used the (read-thrice) formula XOR(AND(XOR(X 0 , X 2 ), XOR(X 0 , X 1 )), X 0 )
as an amplifier, and show that (in our language) the gate set G = {AND ε , XOR 0 , NOT 0 } contains an amplifier as long as ε < 1/6. After translating this value of ε into a success probability for the CHSH game, the conclusion of [BBL + 06] is that one "reason" that the quantum limit on the success probability in the CHSH game is not larger than 3+ √ 6 6 ≈ 0.908 is that communication complexity is not trivial. The conjecture is that this threshold can be brought down from approximately 0.908 to the quantum limit, 1 2 + 1 √ 8 ≈ 0.8536. The reader interested in more detail about the connection can consult Appendix D, where some of these assertions are clarified and to the original paper [BBL + 06] for a complete exposition. This result was the starting point for our work, and leads to the following question, which is a refinement of Question 1.
For what ε does the circuit class C of noisy circuits built from gates in G contain an amplifier?
If the answer to Question 2 is all ε ≤ 1/4, then this would mean that the logic of Brassard et al. in [BBL + 06] could be extended all the way to 1 2 + 1 √ 8 .
Conjecture 1. Let C be the circuit model generated by the gate set {AND ε , XOR 0 , NOT 0 }. Then conv C contains an amplifier for all ε < 1/4.
One approach to Conjecture 1 is to exhibit an amplifier made out of these gates. As a first step, one might try to construct amplifiers that are read-once formulas. Our main result, Theorem 2, shows that this approach will not work: there is no read-once formula over this gate set which amplifies.
Fault-tolerant Computation from Noisy Gates
Fault-tolerant computation by circuits has been studied extensively since von Neumann's work in the 1950's, although work on it has slowed after a boom in the 1980's and 1990's. Informally, a collection of (stochastic) maps C supports reliable computation if we can compute any function using elements of C with error bounded away from zero. More formally, we have the following definition:
Definition 2. A circuit model C supports reliable computation with advantage δ 0 > 0 if for all n > 0, for all Boolean functions f : F n 2 → F 2 , there exists a circuit c ∈ C such that for each possible input X ∈ F n 2 ,
A central question in this area is how noisy the gates can get before reliable computation is impossible. One way to obtain reliable computation is through amplification. Intuitively, if we had an amplifier, then we could amplify the output of each noisy gate to obtain essentially noiseless gates. It turns out that this intuition can be made rigorous, and moreover, the converse is true as well: amplification is in some sense equivalent to faulttolerant computation. We make this statement rigorous in Theorem 3. While results of this flavor have been implicit in previous work, to the best of our knowledge a statement like this has not been formalized before.
With this connection in mind, Question 1 immediately translates to the following question about fault-tolerant computation.
Question 3. Given a set G = {g
(1)
εt } of noisy gates, each with a different error probability ε j , what is the set of error probabilities (ε 1 , . . . ε t ), so that for any boolean function f , there is some circuit made out of gates in G that will compute f with high probability?
Despite being very natural, to the best of our knowledge Question 3 has not been studied before in this generality. Almost all work 4 that we are aware of in fault-tolerant computation addresses a restricted form of Question 3, where ε j = ε are the same for all j:
ε } of ε-noisy gates, what is the largest value of ε so that, for any boolean function f , there is some circuit made out of gates in G that will compute f with high probability?
Our main result, Theorem 2, suggests that answering Question 3 will require understanding something about fault-tolerant computation beyond what has been understood from the pursuit of Question 4. More precisely, we show that, at least for read-once amplifiers, the gate set {AND ε , XOR 0 , NOT 0 } is not much more powerful than {AND ε , NOT 0 } (and in particular not much more powerful than {AND ε , XOR ε , NOT ε }. On the other hand, {AND 0 , XOR ε , NOT 0 } is known to be much more powerful for this task. Thus, the noise on the AND gate "matters" much more than the noise on the XOR gate in this setting.
For context, we now briefly summarize work on the case where all the noise thresholds are the same. Modern work on Question 4 goes back to the work of von Neumann in 1956, who showed that reliable computation is possible using noisy 3-majority gates which fail independently with probability ε ≤ 0.0073 [vN56] . Since then, there has been a great deal of work on Question 4; we summarize the best results in this setting in Table 1 .
Source
Circuit class C Bounds on threshold ε 0
Formulas with ε-noisy gates of odd fan-in k
Formulas with ε-noisy gates of fan-in 2 Table 1 : Summary of best results on thresholds for Question 4. Above, ε 0 represents the noise threshold so that if ε < ε 0 the reliable computation is possible, but if ε > ε 0 then it is impossible.
All of the positive results that we are aware of essentially go through amplifiers. That is, these works construct an amplifier out of the target gate set and then use that, perhaps along with other gates, to establish a method for reliable computation. For example, von Neumann [vN56] used a noisy 3-input majority gate Maj ε as an amplifier, and used noisy XNAND ε gates along with this amplifier to improve von Neumann's result to give a sharp threshold for k-input gates for odd k. Evans and Pippenger [EP98] and Unger [Ung07] used the amplifier
along with more NAND ε gates to establish reliable computation for any ε ≤ ε 0 = 3− √ 7 4 ; [EP98] showed that this threshold is sharp for computation by noisy NAND ε gates, and [Ung07] showed that it is in fact tight for computation by the collection of all 2-input ε-noisy gates. It will be relevant below that (4) gives an amplifier up to the threshold ε 0 = 3− √ 7 4 shown in Table 1 :
Theorem 1 (Implicit in [EP98] ). There is a read-once amplifier using the gate set
In all of these works which prove matching lower bounds [HW91, ES03, EP98, Ung07], the strategy is to show that in some sense the "amplifier approach" is optimal. Thus these implicitly establish that amplifiers are necessary for reliable computation.
We formalize a general version of the equivalence between amplifiers and reliable computation below in Theorem 3. As we will discuss, our result is incomparable with the results that are implicit in existing work, although it is the first result we are aware of to formalize this connection.
It is our hope that this formalization will lead to more progress on fault-tolerant computation. In particular, we highlight Question 3 as a new direction in fault-tolerant computation. Fault-tolerant computation is (still) becoming more and more relevant, and not just to axiomatize quantum mechanics. As Moore's law reaches its limit, smaller and smaller logic gates will be subjected to noise from fundamental physical barriers, and new technologies-from quantum computation to biological computation-currently experience extremely high error. Deepening our understanding of fault-tolerant computation will be critical in the coming decades, and Question 3 opens a new suite of theoretical questions whose pursuit will help us with this understanding.
Results
In this section we state our main results and give some intuition for their proofs.
A negative result for Question 2
Our main result is a negative result for Question 2, when restricted to read-once formulas.
Theorem 2. Define ε ′ 2 ≈ 0.0896 as the real solution to
Let C 0 denote the set of read-once formulas constructed from the gate set
Theorem 2 is interesting both from the perspective of quantum information theory and fault-tolerant computation:
Source

Circuit Class
Constraint on the threshold ε 0 so that amplification is possible for ε < ε 0 but not ε > ε 0
NOT(AND( NOT(AND(X0, X1)), NOT(AND(X2, X3)) ))
Read-once formulas from
Amplifies for any ε ∈ [0, 1] Table 2 : Summary of relevant results for which gate sets can build amplifiers. The takeaway is that for this task, the noise on the AND gate matters much more than the noise on the NOT gate.
2. Theorem 2 is is surprising from the perspective of (classical) fault-tolerant computation, because it implies that noise on some gates "matters more" than noise on others, at least for building read-once amplifiers (see Table 2 ). In particular, Theorem 1 implies that there is a read-once formula with gate set G = {AND ε , NOT 0 } which is an amplifier whenever ε ≤ (3 − √ 7)/4. It is implicit in [EP98, Ung07] that one cannot do better than this with any ε-noisy 2-input gate set-but our theorem says that one cannot do much better, even if one throws in a noiseless XOR gate: the value of ε ′ 2 above is less than 2% larger than the threshold (3 − √ 7)/4 of Theorem 1. We conjecture that in fact (3 − √ 7)/4 is the "correct" threshold even for read-once formulas, and that our proof is slightly lossy.
We briefly describe our approach to Theorem 2 below. Suppose for simplicity that c ∈ conv C 0 is such that the amplification function A c has a fixed point at 1/2. Our first step is to consider what we call the amplification tuple v c = (2A c (1/2) − 1, A ′ c (1/2)). This way, we can visualize c as a point in R 2 (see Figure 3 ). Stochastic maps c which are amplifiers away from 1/2 correspond to amplification tuples v c on the y-axis above y = 1.
For any gate g : F k 2 → F 2 , g induces a map φ g on amplification tuples. That is, if c = g(c 1 (X), . . . , c k (X)) is the composition of g with stochastic maps c 1 , . . . , c k , where each of c 1 , . . . , c k take separate (independent) inputs, we can define φ g (v c 1 , . . . , v c k ) to be equal to the amplification tuple v c of c (see Definition 5). With this notation in place, the idea of our proof of Theorem 2 is to come up with an envelope D ⊆ [−1, 1] 2 , which has the following properties:
Amplifiers away from 1/2 live here 1. conv C 0 ⊆ D.
For any amplification tuples
Once we have this, we are done: the above says that no matter how we combine the gates in C 0 as a read-once formula, we do not obtain a stochastic map whose amplification tuple escapes the envelope D. Since amplifiers live outside of D, we cannot create an amplifier. The approach is illustrated in Figure 4 , and the proof of Theorem 2 is given in Section 5.
A formal equivalence between amplification and reliable computation
Our second result is a formal equivalence between amplification and reliable computation. This makes the connection between Question 3 and Question 1 formal, and also opens up a line of inquiry into Question 3.
Theorem 3. Let C denote a circuit model. Then conv C supports reliable computation if and only if conv C contains both an amplifier and a NOT ε gate for ε < 1/2.
As noted in Section 2, results of a flavor similar to Theorem 3 are implicit in previous work. We describe the differences below. The forward direction follows similarly to the reasoning in previous work: if conv C supports reliable computation, then it can approximately compute any function, in particular Maj (k) ; this gives us our amplifier. The other direction (that amplification and a NOT ε gate is sufficient for reliable computation) is a bit more involved, and this is where our results are a bit different than the results implicit in previous work. In particular, previous work uses an amplifier, along with some other gate(s), (for example, XNAND ε for ε < 1/2, or NAND ε ′ for ε ′ ≤ (3 − √ 7)/4) to build a circuit that can compute any function. Theorem 3 only uses a NOT ε gate (for ε < 1/2) in addition to the amplifier. On the one hand our result is stronger in the sense that one can always build a NOT ε gate out of XNAND ε or NAND ε ′ gates, by plugging in identity and constant functions. On the other hand, our result also differs in the sense that our statement is about the convex hull of C rather than C itself. Thus, while similar, Theorem 3 is not directly comparable to the arguments implicit in existing work.
We prove Theorem 3 in Section 6. The forward direction follows as described above. For the backwards direction, the basic idea is similar to a proof idea in [EP98] and other previous work. We write the function f that we would like to approximately compute as tree of NAND gates, and then replace each NAND gate with a special gate N that we construct out of our amplifier and our NOT ε gate. This gate N acts like a noisy NAND gate; the trick is making sure that the noise remains small enough that, at the end of the day, the computation is correct with probability bounded away from 1/2. Remark 1. Theorem 3, along with Theorem 2, implies that conv C 0 does not support reliable computation, where C 0 is as in Theorem 2. However, this is not a particularly interesting statement, because read-once formulas are not functionally complete, and so we should not expect them to support reliable computation of all functions (although we note it may be surprising that even their convex hull does not). However, it is our hope that Theorem 3 will open up an avenue of attack to Question 3 via attacks on Question 1. Our Theorem 2-which addresses Question 1-is perhaps the beginning of such an attack. In particular, if one could strengthen Theorem 2 to show that conv C does not contain an amplifier for the circuit class C consisting of all formulas on {AND ε , NOT 0 , XOR 0 } (or any gate set), then Theorem 3 implies that conv C (and hence C) does not support reliable computation, making interesting progress on Question 3.
In the next section, we develop some of the machinery we will need to prove both Theorem 2 and Theorem 3.
Theory of Amplification
In this section we collect a few useful definitions and preliminary lemmas to reason about amplifiers.
We will find it useful to think of amplifiers geometrically. 
The amplification tuples of a few stochastic maps are illustrated in Figure 3 . Note that the dual has amplification function
Our first lemma shows that if there is any stochastic c ∈ conv C with A ′ c (1/2) > 1, then there is some other stochastic map in conv C that amplifies away from 1/2.
Defining the stochastic map f as the uniform distribution over c and dual(c), we have
which implies that
and therefore f ∈ conv C is an amplifier away from 1/2.
Next we show how to convert an amplifier away from a point p 0 to one which amplifies away from 1/2. Lemma 2. Let C denote a set of circuits closed under composition and including the constant functions 0, 1. Let p 0 ∈ (0, 1) and suppose that there is some c ∈ C so that
Then there exists f ∈ conv C so that
Proof. Suppose we have a stochastic map c taking n inputs that amplifies away from a point p 0 ∈ (0, 1) \ {1/2}. We will show how to construct a stochastic map f that amplifies away from 1/2. If p 0 < 1/2, we may instead choose the stochastic map dual(c) ∈ conv C that amplifies away from 1 − p 0 . Hence, without loss of generality we assume p 0 > 1/2. For r < 1, let m r = r · x + (1 − r) · 1 denote the stochastic map on a single input bit x which returns 1 with probability 1 − r and x with probability r. The amplification function of m r is
It is easy to see that A c•mr = A c • A mr . Choosing r = 2(1 − p 0 ) < 1, we have that
With this in mind, we wish to construct an amplifier b ∈ conv C away from p 0 so that
, so c •k takes n k inputs. The amplification function of c •k is given by
This implies that that for all k ≥ 1, the value and derivative at p 0 obey
In particular, since A ′ c (p 0 ) > 1, (5) implies that there is some k ′ so that
.
Then by Lemma 1, conv C contains an amplifier f away from 1/2.
Proof of Theorem 2
In this section, we prove Theorem 2. We follow the approach sketched in Section 3. That is, we define an envelope D ⊂ [−1, 1] × [−1, 1], and show that any gate in C 0 , acting on amplification tuples in D, cannot produce a stochastic map with amplification tuple outside of D. This will imply that there is no stochastic map in conv C 0 that lives outside of D, and in particular there is no stochastic map in conv C 0 which is an amplifier.
We formalize the intuition that conv C 0 is "trapped" in an envelope D in Lemma 3 below; the idea is illustrated in Figure 4 .
We then extend this no-go result to the convex hull of C 0 , conv C 0 . By Lemma 2, this implies that ∀p 0 ∈ (0, 1), ∀c ∈ conv C 0 , c does not amplify away from p 0 , and as C 0 ⊆ conv C 0 this completes the proof of Theorem 2.
Before we state and prove Lemma 3, we formally define the map φ g that is induced by g on amplification tuples.
Amplifiers away from 1/2 live here y = 1
c2(X) = AND0.3(NOT(X1), NOT(X2)) AND ε ′ (c1(X), c2(X)) Figure 4 : Illustration of Lemma 3. The shaded region shows the envelope D, and we point out elements in the gate set {AND ε , XOR 0 , NOT 0 } for ε = ε ′ 2 (as in the statement of Theorem 2). Lemma 3 says that C 0 ⊆ D. The main intuition is to show that for any two points inside D (for example the two points corresponding to c 1 , c 2 that are shown), applying the map induced by either AND ε or XOR 0 does not result in an amplification tuple outside of D. This is illustrated for the amplification tuples corresponding to AND 0.3 and AND 0.3 • NOT.
Definition 5. For a gate g :
It is not hard to check (using the chain rule) that the definition above is indeed the map induced by g on amplification tuples, in the following sense:
Observation 1. Suppose that v 1 , . . . , v k are amplification tuples of stochastic maps c 1 , . . . , c k . Then φ g (v 1 , . . . , v k ) is the amplification tuple of g(c 1 (X (1) ), . . . , c k (X (k) )), where each of the X (i) represent a vector of inputs to c i that are distinct for all i. That is,
Remark 2 (Read-once restriction). This is where the restriction of C 0 to read-once formulas comes in. Observation 1 assumes that we consider compositions g(c 1 (X 1 ), . . . , c k (X k )) where the inputs in X 1 , . . . , X k are distinct. Thus, our proof by induction will hold only for read-once formulas (where each input appears only once) rather than for general formulas. 
Our proof proceeds by induction on the depth of the formula, with the inductive hypothesis that c ∈ D for all read-once formulas c of depth n.
We begin with the base case for n = 0. There are 3 depth-0 formulas on a single input x, namely x, 0, and 1. These have amplification tuples
which evidently lie in D. This establishes the base case. Now for the inductive step, assume that all read-once formulas of depth at most n are contained in D. Any depth n + 1 read-once formula in C 0 is composed of either a NOT gate acting on a depth n read-once formula c(X), or a binary gate (AND ε or XOR) acting on a two read-once formulas c 1 and c 2 of depth at most n, where c 1 and c 2 operate on distinct inputs X (1) and X (2) .
NOT gates. In the first case of a NOT gate, we have from the definition of φ that By induction, v c ∈ D, and since D is symmetric, this implies that v NOT •c ∈ D as well.
Next we tackle the cases for the binary gates XOR and AND ε .
XOR gates. Let c(X) = XOR(c 1 (X (1) ), c 2 (X (2) )), where as above X = (X (1) , X (2) ) consists of all distinct inputs. Applying the definition of φ XOR (Def. 5), we have
We need to show that (x, y) ∈ D, i.e., that |y| ≤ 1 − x 2 , By induction, |y 1 | ≤ 1 − x 2 1 and |y 2 | ≤ 1 − x 2 2 , and so
In Appendix A, we prove the following claim:
Claim 1. For all x 1 , x 2 ∈ [−1, 1],
The claim implies that
AND ε gates. Let c(X) = AND ε (c 1 (X (1) ), c 2 (X (2) )), where as above X = (X (1) , X (2) ) consists of all distinct inputs. Applying the definition of φ AND ε (Def. 5), we have
. and y = ∇ψ ANDε x 1 + 1 2 ,
In Appendix B, we prove the following claim:
where ε ′ 2 is as in the statement of Theorem 2. Then
Using Claim 2, and the assumption that |y i | ≤ 1 + x 2 i for i = 1, 2, we have
and hence (x, y) ∈ D, as desired.
Finally we are in a position to prove Theorem 2, which says that there are no amplifiers in conv C 0 .
Proof of Theorem 2. By Lemma 3, we have C 0 ⊆ D. Since D is convex, this implies that conv C 0 ⊆ D. This in turn implies that conv C 0 does not contain any amplifiers away from 1/2, since the amplification tuple v c for any amplifier c away from 1/2 satisfies v c ∈ {0} × (1, ∞], which is disjoint from D. By Lemma 2, this implies that conv C 0 does not contain any amplifier (no matter what the fixed point). This completes the proof of Theorem 2.
Proof of Theorem 3
In this Section, we prove Theorem 3, which says that, for a circuit model C, conv C supports reliable computation if and only conv C contains both an amplifier and a NOT ε gate for some ε < 1/2. Proof of Theorem 3. First suppose that conv C supports reliable computation with advantage δ 0 . We wish to show that conv C contains an amplifier and a NOT ε gate for ε < 1/2. Letting ε = 1 2 (1 − δ 0 ) < 1/2, we see that NOT ε ∈ C ⊆ conv C by Definition 2. Next we show that conv C contains an amplifier. Since conv C is supports reliable computation, there exists γ > 0 such that for all odd n, there exists c n ∈ conv C such that for all x ∈ F n 2 ,
where the probability is taken over the stochastic behavior of c n . Letting |x| denote the weight of bitstring x, we may write
and hence plugging in p = 1/2,
We split the sum over all bitstrings into those above and below weight n/2 and apply inequality (7) to find
Using k n k = n n−1 k−1 , this reads
For large n, this lower bound is asymptotic to
To ensure that our amplifier is appropriately balanced, we define the mixture b n for each n as:
It is easy to show from this piecewise definition that for all n, A bn (1/2) = 1 2 as desired, and that the derivative of the amplification function of (9) satisfies 1 2
By equation (8), since γ is strictly greater than 0, there exists finite n such that A ′ cn (1/2) > 2, implying A ′ bn (1/2) > 1. Therefore there exists an amplifier away from 1/2 in conv C. To prove the other direction, we must show that given an amplifier away from 1/2, as well as the NOT ε gate for ε < 1/2, we may compute any Boolean function f : F n 2 → F 2 with bounded error independent of n. We will first introduce some notation. Recall from Definition 5 that for a stochastic map M , ψ M : [0, 1] k → [0, 1] is defined by
Now consider a tree T of NAND gates with leaves labeled by constant bits and variables (later we will use the fact that any Boolean function can be represented by such a T ). We call T a NAND tree. Our strategy will be to replace each NAND gate in T with a stochastic map N that behaves like a NAND gate; Claim 3 below guarantees that an appropriate map exists.
Claim 3. Let C denote a circuit model closed under composition. Suppose C contains an amplifier and a NOT ε gate for some ε < 1/2. Then there exists β ∈ (0, 1/2], an integer m ≥ 1, and a map N ∈ conv C such that N takes 2m inputs and so that the following holds. Letting
We prove Claim 3 in Appendix C, and for the rest of the current proof we will use this map N with the associated β and 2m inputs, and take I + and I − as in the statement of the claim.
Let f T denote the Boolean function computed by NAND tree T . Using N, we recursively define a transformation J that takes T to a stochastic map J (T ) ∈ conv C. For ℓ ∈ [0, 1], let N ℓ denote the map
For a depth 0 tree T we define J (T ) = N 2β . (Notice that a depth 0 NAND tree has no NAND gates at all, and thus is either a constant 0 or 1, or is the literal Boolean variable x. ) Then we define J (T ) recursively according to the process shown in Figure 5 . That is, given a depth-n NAND tree T , we write T = NAND (A, B) , where A, B are NAND trees of depth at most n − 1. Then we recusively define where there are m copies each of J (A) and J (B). Now we prove the theorem by induction, with the inductive hypothesis that for all depth-n NAND trees T ,
First we prove the base case, for depth n = 0. Using the base case of our recursive construction, we see that for any depth-0 T that J (T ) = N 2β . It is not hard to see that Figure 5 : The J function is defined recursively, by replacing the top NAND gate in a NAND tree T by a map N. Since N takes 2m inputs, we must duplicate the input subtrees m times and apply J to each copy. and ψ N 2β (1) ∈ I + which establishes (13) for n = 0. For the inductive step, assume that (13) holds for all NAND trees of depth at most n. Let T be a depth-(n + 1) NAND tree, so that T = NAND (A, B) where A and B are both NAND trees. By our definition (12) of J , ⊆ I − by the definition of N in Claim 3. Aobve, we are using the fact that T is a tree to say that each copy J (A)(X) and J(B)(X) are independent. Notice that the only randomness here is over the noisy gates, and so it does not matter that the (deterministic) inputs X are the same for each copy. This implies that in the case that f T (X) = 0, On the other hand, suppose that This establishes the inductive hypothesis for n + 1. By induction, we conclude that (13) holds for all NAND trees T of any depth. But this immediately implies that conv C supports reliable computation with advantage β. This proves the theorem.
Conclusion
We studied amplification from noisy gate sets, focusing on the setting where different gates have different noise levels (Question 1). This setting is directly inspired by a question in quantum information theory about the limits of non-locality in quantum mechanics (Question 2) and also inspires a new question about fault-tolerant computation (Question 3).
One of the main points of this work is to highlight and provide new motivation for open questions in this space. To that end, we conclude with several open questions and conjectures raised by our work.
1. We have barely scratched the surface of Question 3, but we hope that the machinery that we have developed-both the relationship between Question 3 and Question 1 as well as our first answers to Question 1-will provide an avenue into it.
2. We have shown that adding noiseless XOR gates does not help when building amplifiers that are read-once formulas. However, we hope that it does help when building amplifiers which may not be read-once. Such amplifiers would imply that the convex hull of of circuits built from the gate set {AND ε , XOR 0 , NOT 0 } supports reliable computation, and ideally would resolve Conjecture 1.
It is an interesting open question extend
Theorem 2 to general formulas, or even general circuits, rather than the read-once formulas. (Of course, if we believe Conjecture 1, then the value of ε ′ 2 would have to change). 4. Theorem 3 is stated about conv C, and is incomparable to the same statement about the original circuit models C. It would be interesting to prove such a statement.
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Appendices A Proof of Claim 1
Recall Claim 1:
Proof. Define the function
Since all x k in equation (14) are either raised to a power of 2 or contained inside an absolute value function, (14) is preserved by sign changes on the x k . Therefore Claim 1 is equivalent to the statement that the optimal value p ⋆ XOR of the following problem is at most 0:
x 1 , x 2 ∈ [0, 1]
We will show that in fact p ⋆ XOR is equal to 0. We use standard analytic optimization techniques. (However, to quickly convice the reader, we plot f XOR in Figure 6 ).
We see that f is at most 0 on the boundary of [0, 1] 2 :
Next we check for optima of f XOR on the interior of [0, 1] 2 . By smoothness, interior optima must satisfy which imply that
x 1 = 1 + 1/x 2 2 , x 2 = 1 + 1/x 1 2 which we may combine to solve for x 1 ,
x 1 = 1 + 2/(1 + 1/x 1 ) 2 2x 1 = 1 + 1/x 1 2x 2 1 − x 1 − 1 = 0. The only positive root of 2x 2 1 − x 1 − 1 in x 1 is x 1 = 1, which lies on the boundary. We have already checked the boundary value in equation (17). Therefore the optimal value p ⋆ XOR of problem (16) is equal to 0.
B Proof of Claim 2
Recall Claim 2:
Then since equation (18) is symmetric under changing ε → 1 − ε, Claim 2 is equivalent to the statement that the optimal value of the following problem is at most 0:
Consider instead the following problem, parametrized by ε:
We denote the optimal value of this final problem (21) by p ⋆ ANDε . Clearly p ⋆ AND 1/2 = −1. Also, the terms (1 − x 2 1 )(1 + x 2 ) + (1 + x 1 )(1 − x 2 2 ) and [(1 + x 1 )(1 + x 2 ) − 2] 2 are strictly positive on the domain (x 1 , x 2 ) ∈ [−1, 1] × [−1, 1]. Therefore p ⋆ ANDε is monotonically decreasing in ε for ε ∈ [0, 1/2). Using the feasible point (x 0 , x 1 ) = (1/4, 1/4), we can see that p ⋆ AND 0 is strictly greater than 0. By the monotonicity, there exists a unique ε ′ 2 ∈ (0, 1/2) such that p ⋆ AND ε ′ 2 = 0, and for all ε ∈ (ε ′ 2 , 1/2), p ⋆ ANDε ≤ 0. Now we derive the particular value of ε ′ 2 by solving problem (21) and determining when its optimal value p ⋆ ANDε is 0.
We search for all local optima in the domain of (21). We first check the boundaries, starting with the segments x 1 = −1, x 2 = −1, and the point (x 1 , x 2 ) = (1, 1). It is easy to compute that
and it is easy to show that max ε∈[0,1] (2ε − 1) 2 − 1 = 0. The value on the positive boundary x 2 = 1 depends on x 1 so we must find a root of the derivative: which is clearly at most 0 for ε ∈ [0, 1]. Next, we check the interior of the domain. We solve for the coordinates (x 1 , x 2 ) of local optima by setting the partial derivatives with respect to x 1 , x 2 to 0:
Aside from the ε = 1/2 root, as well as the roots occuring for x 1 = −1 and x 2 = −1 (which we have checked already), we only satisfy (22) if Subtracting (24) from (23), we obtain x 1 − x 2 = 0, which implies that x 1 = x 2 . We may substitute this into equation (23) and find that the roots of the resulting quadratic polynomial occur for
and it is easy to show that the first solution above lies outside the domain x 1 ∈ [−1, 1] for all ε = 0, which gives x 1 = 1, which is a boundary we have already checked. The second solution gives us function value
C Proof of Claim 3
We will first prove Lemma 4, stated below, which extends Lemma 1 to show that if conv C contains an amplifier and a NOT ε gate then there is a self-dual amplifier away from 1/2 in conv C. Then we will prove Claim 3 using Lemma 4.
C.1 Self-Dual Amplifier Lemma
Lemma 4. If C contains an amplifier and a NOT ε gate for some ε < 1/2, then there exists c ∈ conv C such that c is an amplifier away from 1/2 and A c (p) = 1 − A c (1 − p).
Proof. Suppose there exists and amplifier Amp ∈ conv C such that Amp amplifies away from p 0 . We wish to construct c ∈ conv C such that c amplifies away from 1/2 and A c (p) = 1 − A c (1 − p). We will reuse some ideas from the proof of Lemma 2. Without loss of generality, assume p 0 > 1/2. Let 0, 1 denote the constant 0 and 1 function respectively. Let x denote the identity function on one bit. First define the "noise gate" N ℓ , as the stochastic map
which has amplification function
We will reuse the m r map defined in the proof of Lemma 2,
As in the proof of Lemma 2 we will set r = 2(1 − p 0 ) and make use of the stochastic map
Recall that this map satisfies:
We will use the following mixture as our self-dual amplifier away from 1/2:
Note that 1 − 2ε > 0 because ε < 1/2. We will now show that for any ε < 1/2, we may choose sufficiently large k such that c is an amplifier away from 1/2 with A c (p) = 1 − A c (1 − p). The amplification function of NOT ε is
Check that 1/2 is a Fixed Point of A c (p): First, we verify that A c (1/2) = 1/2. Clearly,
and by (28), plugging in (31) and (27), we find that
and so this condition is satisfied for any choice of k.
Check that c is Self-Dual: Next we show that
This condition holds as long as
To verify this condition, we will first compute the composition of NOT with the noise gate and noisy NOT gate, enabling us to compute A dual c . The composition of NOT with the noise gate N 1−2ε is
which implies further that
giving us the NOT composition with the noisy NOT gate. Using these composition relations, it is easy to verify equation (32). Specifically, we have that
and therefore c is self-dual for any choice of k.
Check that c satisfies A ′ c (1/2) > 1: Finally, we must show that we may choose k such that A ′ c (1/2) > 1. We compute the derivative of the amplification function of one term in equation (30),
which by equation (29) becomes
(1/2) > 1.
The derivative at 1/2 is the same for the amplification function of both terms in (30) because they are dual to each other. Therefore we choose k = k 0 and have that c ∈ conv C is a self-dual amplifier away from 1/2.
C.2 Proof of Claim 3
Recall Claim 3:
Claim 3 (restated). Let C denote a circuit model closed under composition. Suppose C contains an amplifier and a NOT ε gate for some ε < 1/2. Then there exists β ∈ (0, 1/2], an integer m ≥ 1, and a map N ∈ conv C such that N takes 2m inputs and so that the following holds. Letting
Proof of Claim 3. First, by Lemma 4, we can construct a self-dual amplifier c ∈ conv C away from 1/2 using Amp and NOT ε . Let p 0 , p 1 ∈ (0, 1) \ {1/2} denote the two fixed points of A c (p) adjacent to p = 1/2, with p 0 < 1/2 < p 1 . Notice that these exist because c is an amplifier, and further that by the self-duality of c, p 0 = 1 − p 1 . To construct N, we choose any β such that 0 < β < min p 1 − 1 2 , 1 2 − p 0 = p 1 − 1 2 . Next we will need some ingredients. The first ingredient is the noise gate N ℓ , which was defined in equation (26), restated here:
The noise gate will be useful for ensuring that inputs have sufficient noise to occupy I − ∪I + . The second ingredient is D r,s , which accepts two input bits x 1 , x 2 , and is similar to an AND gate. Let x k denote the map accepting 2 input bits (x 1 , x 2 ) and outputting the kth input x k . Then we define the stochastic map D r,s : F 2 2 → F 2 as the mixture
The final ingredient is a reordering map R n , which we need just for notational purposes. R n is defined for a positive integer n by:
x n+(k+1)/2 k odd .
For example, R 4 (11110000) = 01010101. We will use R n to ensure that the inputs are in the right order to satisfy equation (34). As noted in the introduction, we have been using the shorthand c • c ′ to mean c • (c ′ ) ⊗n when c : F n 2 → F 2 and c ′ : F m 2 → F 2 ; below, for g : F 2n 2 → F 2 , we will use g • R n to mean composition in the usual sense (not using our shorthand). Now we can construct N. We will use the following map, parametrized by ℓ 0 , ℓ 1 , r, s, k:
This satisfies N r,s,ℓ 0 ,ℓ 1 ∈ conv C. Let c take r inputs. Then N r,s,ℓ 0 ,ℓ 1 takes 2r k inputs. Therefore, the following Claim 1 implies Claim 3:
Claim 4. For all β ∈ (0, p 1 − 1 2 ) and ε < 1/2, there exist ℓ 0 , ℓ 1 ∈ (0, 1], and r, s ∈ [0, 1] with r + s < 1, and k ≥ 1 such that N r,s,ℓ 0 ,ℓ 1 ,k as defined in equation (35) satisfies equation (34).
Proof. Analyzing the D r,s map, we see that for inputs x k ∼ Ber( 1 2 + ε k ) and r, s, we have
We would like to choose r and s so that 1/2 < q if and only if ε 1 , ε 2 > 0, while q < 1/2 otherwise. For all inputs ( 1 2 + ε 1 , 1 2 + ε 2 ) ∈ (I − ∪ I + ) 2 such that ∃k such that ε k < 0, we have
which happens if and only if
(36)
For all inputs ( 1 2 + ε 1 , 1 2 + ε 2 ) ∈ (I − ∪ I + ) 2 such that ε 1 , ε 2 > 0, we have
If our choice of r, s satisfies both (36) and (37), then the output bit will have positive bias if and only if both input bits have positive bias, so D r,s will function effectively similar to an AND gate. We will choose r = 1/4 and show that we may always choose s (depending on β) so that (36) and (37) are satisfied. With r = 1/4, our requirements on s become
Since we must have s ∈ [0, 1 − r], there exists a suitable choice of s to satisfy both (36) and (37) for each β ∈ (0, 1/2] if and only if the following three inequalities are satisfied:
We note that β ≤ p 1 − 1/2 ≤ 1/2, and it is not hard to see that the above are satisfied for any β ≤ 1/2. Thus, for our β, there exists r, s ∈ [0, 1] such that r + s ≤ 1, and denoting D := D r,s with this choice of r, s, D satisfies the following: It is also straightforward to show that for ε < 1/2, the following are satisfied:
ψ NOTε ([0, 1/2)) ⊆ (1/2, 1] (39)
ψ NOTε ((1/2, 1]) ⊆ [0, 1/2).
Therefore NOT ε •D satisfies the following: With all our outputs as Bernoulli random variables occupying (p 0 , 1/2) ∪ (1/2, p 1 ), we can amplify using c •k . Let ∆ := p 1 − 1 2 = 1 2 − p 0 . In particular, there exists sufficiently large k such that, denoting 
D Details on the connection between amplifiers and quantum information theory
In this appendix we further develop the connection between the CHSH game and amplifiers from the gate set {AND ε , XOR, NOT}. We still do not include all of the details, and refer the reader to [BBL + 06] for more information.
Suppose that Alice and Bob can win the CHSH game with probability 1 − ε ′ (for some ε ′ that depends on ε) and that there is an amplifier c over the gate set G = {AND ε , XOR, NOT}, which amplifies away from 1/2. We will show that they can compute a function f (x, y) using only a single bit of communication, where x, y ∈ F m 2 . Suppose for simplicity (this turns out to be without loss of generality) that Alice and Bob would like to compute f (x, y) = x, y , and further (again without loss of generality if Alice and Bob share randomness) that x and y are random.
First, notice that Alice and Bob can get a slight advantage in computing f : if x = (x 1 , . . . , x m ), then for each i, Alice and Bob can compute a i , b i so that with probability 1 − ε ′ , a i + b i = x i · y i . Then by summing up a = i a i , b = i b i , Alice could send Bob a single bit (a), and Bob computes a + b which is equal to x, y with probability 1 2 + γ m for some tiny γ m > 0 (which depends on m). Now Alice and Bob would like to amplify this success probability. Suppose they do the above n times, so that Alice holds a (1) , . . . , a (n) and Bob holds b (1) , . . . , b (n) so that for all i, a (i) + b (i) = z (i) has a slightly better-than-even chance of being equal to x, y . Alice and Bob would like to compute shares of the function c(z (1) , . . . , z (n) ), where c is the amplifier above. That is, they would like a, b so that a + b = c(z (1) , . . . , z (n) ). Then a + b is slightly more likely to be equal to x, y then each of the a (i) + b (i) were, and then they could repeat this until they have a + b which is equal to x, y with probability 1 2 + δ. Then Alice sends a to Bob, who outputs a + b.
To compute a and b so that a + b = c(z (1) , . . . , z (n) ), Alice and Bob go gate-by-gate. Suppose that they encounter an AND ε gate. That is, Alice is holding some inputs a 1 , a 2 and Bob has some inputs b 1 , b 2 so that each of these bits is uniformly random (although they may be correlated). They would like to compute a, b so that a + b = AND(a 1 + b 1 , a 2 + b 2 ) = (a 1 + b 1 ) · (a 2 + b 2 ) = a 1 a 2 + b 1 a 2 + a 2 b 1 + b 1 b 2 .
Alice and Bob use their ability to win the CHSH game to compute c 1 , c 2 , d 1 , d 2 so that c 1 + d 1 is slightly more likely to be b 1 a 2 than not and similarly c 2 + d 2 is slightly more likely to be equal to a 1 b 2 than not. Now Alice computes a = a 1 a 2 + c 1 + c 2 while Bob computes b = b 1 b 2 + d 1 + d 2 . Notice that they have not communicated at all, and their shares are still each uniformly random, but a + b is slightly more likely to be equal to AND(a 1 + b 1 , a 2 + b 2 ) than not. Choosing ε ′ appropriately, the probability of failure can be made to be ε, so Alice and Bob can simulate and AND ε gate.
Simulating a perfect XOR gate is straightforward since XOR is linear and Alice and Bob have linear shares, and a perfect NOT gate is also easy: Alice can just flip her input. Thus, Alice and Bob can, without any communication, generate the desired shares a and b.
