ABSTRACT For the serious impact of network fault caused by the uneven energy consumption of sensor nodes, hardware failure, and attacker intrusion on data transmission, an energy sensing-based faulttolerant distributed routing (ESFDR) mechanism for a wireless sensor network is proposed in this paper. ESFDR is composed of three interrelated algorithms, namely the distributed energy sensing clustering algorithm for the cluster head selection in the wireless sensor network, the route selection routing algorithm (DRSA) which helps the cluster head to obtain k-disjoint routes to the base station, and the novel routing maintenance strategy for route restoration. The efficient transmission of data can be achieved by the combination of these three algorithms. Performance analysis and simulation results show that the proposed routing mechanism can improve the QoS of the wireless sensor network and reduce the impact of network fault effectively.
I. INTRODUCTION
Wireless sensor network (WSN) consists of a large number of sensor nodes in a self-organized way [1] . WSN with the flexible, distributed and dynamic characteristics has a wide range of applications, such as battlefield, disaster relief, exploration, environmental threats detection and other fields [2] . However, sensor nodes are vulnerable to various attacks and other external damage since they are often deployed in severe environments [3] . The deployed sensor nodes are usually powered by battery which cannot be charged, so the nodes will be failed after running out all the energy. The network will also be separated without enough links in WSN, and some nodes cannot connect with the base station (BS), which in turn reduces the QoS of WSN [4] - [6] . On the other hand, the performance of WSN is affected by various types of faults, including the internal faults of deployed sensor nodes, external faults or unfavorable environmental factors [7] .
In order to solve the above problems, an energy sensing based fault-tolerant distributed routing mechanism for WSN (ESFDR) is proposed in this paper. The ESFDR consisted of three interrelated algorithms can tolerate network faults and send the sensing message to BS through k disjoint routes. The entire network is divided into many clusters to prolong the network lifetime in DESCA. DRSA arranges the nodes into different clusters and helps the CHs to obtain k disjoint routes for data transmission. In addition, this paper adopts the efficient data transmission strategy to transmit the aggregated sensing data to BS through k-disjoint data routes effectively. Finally, a distributed RMS is proposed. RMS preserves or reconstructs the k-disjoint data routes to improve the QoS of WSN and adapt to the changing network conditions. In the process of routing maintenance, ESFDR reduces the amount of additional information overhead in WSN, thereby reducing network energy consumption. The main contributions of this paper are summarized as follows:
1) A distributed energy sensing clustering algorithm (DESCA) is proposed; DESCA establishes the connected backbone network by selecting CHs and the sensor node decides whether as the CH or not to join the backbone network independently. Each sensor node makes the decision according to its own current remaining energy. Meanwhile, each node also selects the k-disjoint routes according to the neighboring nodes' remaining energy in the clustering phase. Therefore, the k-disjoint routes can be retained for a longer period of time.
2) A disjoint route selection algorithm (DRSA) is proposed according to the dynamic characteristics of WSN. DRSA selects the k-disjoint routes between CHs and BS. DRSA is an effective distributed algorithm in which each CH selects k-disjoint routes based on the remaining energy of its parent nodes.
3) A route maintenance strategy (RMS) is proposed; RMS maintains the k-disjoint data routes among nodes, CHs and BS. Each node and CHs will choose a new disjoint route when node/link faults occur in RMS locally.
The rest of this paper is organized as follows. The related work is given in Section II. Section III analyzes the system model, followed by the proposed routing mechanism, including the detailed establishment procedure in Section IV. Section V gives computational complexity and accuracy analysis of ESFDR. The simulation results and the corresponding performance analysis are provided in Section VI. Finally, Section VII concludes the paper.
II. RELATED WORK
In recent years, many researchers always study the solutions from different views. The fault tolerance algorithms of sensor nodes in WSN can be divided into centralized fault tolerance and distributed fault tolerance according to different data processing methods [8] . The centralized fault tolerance algorithms usually require all the information being collected by a particular node, and then determine the states of the other nodes. An algorithm for fault-tolerant topology in heterogeneous WSNs is proposed to tolerate network faults, which adopts k approximation algorithm, a greedy centralized algorithm and an algorithm used for adjusting the sensor transmission range to preserve k-point supernodes connectivity [9] . Ataul et al. [10] propose the design of fault tolerant wireless sensor networks satisfying survivability and lifetime requirements, which finds the appropriate layout strategy for the relay node to improve network connectivity and to enhance fault tolerance, however, the frequent exchange between nodes will generate much energy consumption. A novel centralized hardware fault detection method for WSNs is proposed, which analyzes the end-toend transmission time collected at the sink node to reduce the energy consumption of every sensor node, thus maximizing the lifetime of the network [11] . However, the reliability of data transmission will be affected seriously if a single node fails in this method.
The distributed fault tolerance algorithms require each node to possess the ability to detect faults and use the data collected by itself or the surrounding nodes to determine their own faults [12] . Bhaskar et al. [13] propose a distributed Bayesian algorithm for fault tolerance in WSN, which explicitly considers the possibility of sensor measurement faults and develops a distributed Bayesian algorithm for detecting and correcting such faults. The algorithm has high detection accuracy and strong fault tolerance, but produces much energy consumption due to the increased computational complexity. Aron et al. [14] design and develop an enhanced fault tolerance mechanism (ENFAT-AODV) for AODV routing protocol in WSN to enhance the reliability of data transmission. The proposed ENFAT-AODV routing protocol improves the reliability and robustness of network by creating a backup path for each node on the primary data transmission path. The node adopts its backup route to become the new primary path for the next packet immediately when the node fails to send packets through the primary path. The protocol reduces the number of dropped packets and keeps the continuity of packet transmission in the event of network faults. However, ENFAT-AODV causes much data transmission delay. A distributed fault-tolerant clustering algorithm (DFCA) for WSN is proposed, which takes into account both the energy and fault-tolerant [15] . DFCA uses the cost function of cluster head to form an effective cluster. In addition, DFCA also proposes a runtime recovery method for fault clusters caused by rapid faults of cluster head. However, this method produces a lot of information overhead and data transmission delay due to multiple information exchange among nodes. An adaptive topology control algorithm is proposed, namely residual energy-aware shortest path (RESP), which not only balances the energy consumption of different nodes, but also provides much stronger fault tolerance [16] . However, the route choice in RESP generates much information overhead. A cluster-level based link redundancy with network coding in duty cycled relay wireless sensor networks (NCCM-DC) is proposed [17] . Nodes are organized into clusters to construct the basic elements of multipath in NCCM-DC. Thus, the traffic load can be distributed to more nodes evenly, and a topology for cooperative transmission can be formed. Meanwhile, NCCM-DC uses the advantages of path redundancy and network coding to improve the reliability of transmission. The sleeping mechanism and cooperative state transition algorithm also improve energy efficiency. However, NCCM-DC produces much data transmission delay.
At present, some problems existing in the fault detection algorithms are as following [18] :
1) The network energy consumption is sacrificed for higher detection accuracy and lower false positive ratio. In the existing detection algorithm, the sensor node needs to communicate with its neighbor nodes during fault detection, which will lead to higher energy consumption.
2) The types of faults are not fully considered. Therefore, the detection performance of these algorithms will decline rapidly if the types of faults increase.
3) The ability of sensor nodes to collect data is not fully utilized, only the spatial correlation of sensor network is used to achieve fault detection so that the complexity of the algorithm increases significantly. So, it is very necessary to design and develop a fault tolerance mechanism to overcome network faults and transmit the sensing information to the sink node/BS in a more efficient way.
III. SYSTEM MODEL
This section will describe the energy model and problem definition adopted in this paper.
A. ENERGY MODEL
Based on the energy calculation model [19] , the energy consumption in the process of receiving and sending information is shown in (1) and (2), respectively:
where β is the number of message bits, d is the distance between node v x and v y , Eelec represents the unit energy consumption for transmitting message at node v x , Eamp represents the energy consumption for achieving certain SNR during transmission, Eelec and Eamp are given in this paper. Therefore, the total energy consumption of node v x for forwarding data is:
The current remaining energy of node v x is:
where E σ denotes the initial energy of each node. The remaining parameters are shown in Table 1 .
B. ASSUMPTIONS
In order to design DESCA, DPSA and RMS, this paper makes the following assumptions: 1) N sensor nodes are randomly deployed in a twodimensional planar area;
2) The sensors are mobile after deployment and they are heterogeneous;
3) The initial energy of each node (E σ ) is 1000J; 4) The number of BS is 1; 5) The wireless links are asymmetric; 6) Every deployed node is equipped with a timer.
C. PROBLEM SETTING
The weighted undirected graphs G(V , E) in the twodimensional planar area is adopted to represent the initial network structure in this section, where Definition (k-Disjoint Routes): k independent data routes which have only common end points without any other common points.
This paper adopts the graph model to analyze the routing of WSN. For weighted undirected graph G(V , E), each sensor node v x ∈ V senses the message in the monitoring area periodically, then transmits the message to BS hop by hop ( Fig. 1(a) ). The network may fail due to node/link faults ( Fig. 1(b) ). So, the subset of nodes V y = {v 1 , v 2 , . . . , v y }, (V y ⊆ V ) may disconnect from the network ( Fig. 1(b) ), thereby causing the sensing packet to fail to reach BS. As mentioned above, such network conditions will reduce the QoS of WSN. The sensing message will be transmitted to the BS successfully and maintain the QoS of WSN if the faults may be tolerated in the process of data transmission. In addition, node/link faults change during the network lifetime frequently, which will reduce the efficiency of data transmission.
The main objective of this paper is to tolerate the network fault effectively. Therefore, the problem definition is presented as follows formally:
where p x denotes the weight of the maximum weighted edge belongs to (E − D) of v x ∈ V 1 , and V 1 represents the set of sensor nodes.
IV. ROUTING MECHANISM
This section describes three interrelated algorithms for ESFDR: DESCA, DRSA and RMS. The main objective of ESFDR is to minimize the energy consumption of sensor nodes for selecting k-disjoint routes. The framework of proposed ESFDR is shown in Fig. 2 . In DESCA, the nodes are VOLUME 6, 2018 FIGURE 1. Network fault.
FIGURE 2. Framework of proposed ESFDR.
arranged into heterogeneous clusters, and there is no central control device. Therefore, the DESCA is proposed in this section firstly.
A. DISTRIBUTED ENERGY SENSING CLUSTERING ALGORITHM (DESCA)
Each node (v x ) will check its current residual energy (E c ) firstly. v x will set a reasonable value for timer according to its current energy level and start its notification process as CH if E c > E th , where E th denotes the energy threshold. v x broadcasts the notification information ''NOTI '' in the R σ area during the notification process, where R σ represents the transmission ranges of the deployed sensor nodes. The information consists of the location information, ID and current remaining energy of v x .
Let ch(t) denote the timer value of node v x , and there is:
where E c (v x ) can be obtained according to (4) , t ch is the maximum allocation time for CH notification and E max (v x ) is the maximum energy level of node v x , t ch and E max (v x ) are given in this paper. In the CH notification process, if any other notification node v y in the R σ area detects that its own current remaining energy is less than that of the received notification node v x , the node v y will revoke the notification and turn it into a non-CH node by resetting its timer to zero. Node v x will select itself as CH and broadcast the CH choice information ''CH _CHOICE'' in the R σ when the CH choice timer expires. (v x ). The probability of fault tolerance will increase if the source node v x sends data by the Q-disjoint routes; however, the energy consumption in WSN will also increase significantly. Therefore, the additional message processing may waste the energy of sensor node and reduce the network lifetime. So every non-CH node selects the k-disjoint routing routes based on the current energy of its neighbor set and forwards data to CH by the selected k-disjoint routes. And the non-CH node computes the average current energy of the neighbor set NN CH (v x ) as:
According to (6) , for the k-disjoint routes, each non-CH node selects k neighbor nodes from the neighbor set NN CH (v x ) whose current remaining energy is equal or greater than ϑ(CH x set ). Meanwhile, every non-CH node broadcasts the information ''JOIN '' to the CH in the k-disjoint routing routes after selecting k neighbor nodes from NN CH (v x ). The information consists of the location information, current energy and ID of the non-CH node. The detailed description of the clustering algorithm is given in Table 2 .
B. DISJOINT ROUTE SELECTION ALGORITHM (DRSA)
A distributed DRSA is proposed in this section to find k-disjoint routes between CHs and BS. Firstly, BS sets its network hierarchy level as 0 (L(BS) = 0) and transmits the notification information ''L − NOTI '' to CH in the R σ range. The information consists of the location information, ID and the level value (L) of BS. CH x will add its level (L(CH x ) = L(BS) + 1) and set the BS as its parent node when it receives ''L −NOTI ''. Meanwhile, the level of all CHs in the R σ range to BS is regarded as 1. Next, the node v x will broadcast the modified notification message to CH within the 2R σ range. The information consists of the location information, ID and current energy level (E c ) of v x . The information will be discarded if the level of CH y will update its level as (L(CH y ) = L(CH x ) + 1) and set CH x as its parent nodes. Similarly, all CHs will also broadcast ''L − NOTI '' to finish the process of data routing identification. And each CH may have many parent nodes and disjoint routing routes to BS during the level detection process.
For the k-disjoint routes selection, each CH x will calculate the average remaining/current energy of its parent CH set (FN x CH ):
Recursively, CH x will also calculate the average distance of FN x CH :
CH x selects CH F as the act parent node that is used for data routing if the current energy of node CH F (CH F ∈ FN x CH ) is greater than ω(x) in the d A F (CH x ). Similarly, the k act parent nodes for data routing within the d A F (CH x ) are determined by CH x . Recursively, all CHs will select their k act parent nodes from FN x CH . Therefore, the proposed scheme in this paper will determine k-disjoint routes to the BS for data routing (Fig. 3) . The aggregated information of CHs will be relayed to the BS through other k-1 disjoint routes without any delay when any parent node/link between CHs fails in the data routing phase. Table 3 shows the detailed process of DRSA. 
C. ROUTE MAINTENANCE STRATEGY (RMS)
The route maintenance strategy (RMS) is introduced in this section. Each CH x will set a timer T out before starting the data transmission. CH x will broadcast the route maintenance demand with its level while T out is expired. Any parent node will retransmit the ''NOTI '' information with its current energy level and CH x will also reset the k-disjoint routes by the act parent node choice when they receive an RMS packet. The process of the RMS is shown in Table 4 .
V. COMPUTATIONAL COMPLEXITY AND ACCURACY ANALYSIS OF ESFDR
The nodes are arranged into heterogeneous clusters in ESFDR, and their data is sent through the k-disjoint routes, so the ESFDR can tolerate network fault effectively. In DESCA, non-CH nodes will reduce additional information overhead and energy consumption by selecting energyefficient transmission routes. Similarly, each CH will select the k-disjoint data routes to overcome network faults in DRSA. The data packets will be transmitted to BS via k-1 alternate routes if any fault takes place during the process of data transmission. However, each CH and non-CH nodes will manage the k-disjoint routes for data routing based on the parent node power condition or the time interval T out in RMS. Theorem 1: The information complexity of DESCA is O(1) for each sensor node in the network, and the time complexity of DESCA is O(N ) for N sensor nodes in the network.
Proof: A node either decides to be a CH or only handles union information in DESCA. Therefore, the information complexity of DESCA is O (1) . Each node always has the ability to decide whether or not to become a CH independently. In the worst case, each sensor node needs to process the information sent by N -1 nodes to join a CH during the process of clustering. Therefore, the time complexity of DESCA is O(N ).
Theorem 2: The time complexity of DRSA is O(N ) for N sensor nodes in the network. Proof: In DRSA, each CH will calculate the average energy and distance of parent node in the next-hop CHs choice to transmit information. Therefore, it only needs to collect information from N -1 CHs in the worst case. Then, the time complexity of DRSA is O(N ).
Theorem 3: The proposed ESFDR can tolerate k-1 network faults effectively in the worst case.
Proof: Each deployed sensor node will select k neighbor nodes for transmitting message to CHs in ESFDR. Similarly, each CH will select k act parent CHs to relay message to BS. Any source node may send its message to BS via the k-disjoint routes. ESFDR can also transmit packets 
where N active denotes the normal node set without occurring fault.
Theorem 5:
The total time required for transmitting the sensing packets from the source node to BS when there exists k-1 faults in the network is σ routing =
Proof: Each sensor node v x will broadcast its own sensing packets to the nearest CH in ESFDR, the required time is T v x . And each CH receives message from k-disjoint routing routes and transmits the aggregated data to k-disjoint routing routes, the required time is T (C x ). The required time that each sensor node processes the received packet is T p in the process of multi-hop data transmission. Therefore, the total time required for transmitting the sensing packets from the source node to BS is :
Theorem 6: The estimated transmission delay T v x of the sensor node v x is (
)+τ x , where k y is the chosen parent node and τ x is the processing time.
Proof: The estimated transmission delay is the required approximate time caused by the transmission of the sensing packet from the sensor node v x to all its parent nodes k which have been chosen to transmit message. The estimated transmission delay T v x is:
where T v x,y is the estimated delay between node v x and node k y :
where c = 3 × 10 8 .
Theorem 7:
The estimated energy threshold of node v x for CH notification processing is E th = E RC−CH + E SC−CH + E Other−CH , where
The node v x is selected as CH, and then, the amount of data received by the chosen cluster head v x in a round is ( N M − 1) + relays(x) based on the cluster-based data transmission feature. Therefore, the energy consumption of receiving data is:
where N is the number of nodes, relays(x) is the number of messages relayed from the other CHs, and M is the number of CH. The amount of data transmitted by v x in a round is (relays(x) + 1), and the energy consumption of data transmission is:
What's more, the energy consumption in every CH is based on the energy consumed by data sensing and aggregated received packets, so the energy consumption is regarded as:
where E DA is the energy consumption during the process of the packet aggregation, and E sensing is the sensing energy consumption of node v x . Thus, the total energy consumption of CH in a round is:
VI. SIMULATION RESULTS AND PERFORMANCE ANALYSIS
The performance of ESFDR is analyzed by NS2 (Network Simulator version 2) in this study [20] . Meanwhile, the proposed ESFDR is compared with NCCM-DC, RESP and DFCA for energy consumption rate (ECR), node survival rate (NSR), average packet delivery rate (APDR), number of management packets (NMP), average message overhead (AMO) and data routing delay (DRD). The experimental parameters are shown in Table 5 , and the initial probability of node fault and CH fault is set to P node_fault = 0.02 and P CH _fault = 0.03, respectively. The location relationship between BS and sensor nodes should be considered in the simulation, the BS may be located in the middle of the monitoring area or located on the side of VOLUME 6, 2018 the monitoring area. Therefore, the simulation is divided into two cases in this paper.
Scenario 1: BS is located in the middle of the sensing area. In this case, sensor nodes are deployed in the sensing area of 200m ×200m randomly to form an approximately uniform distribution, and the BS is set at coordinates (140,165) within the network.
Scenario 2: BS is located on the side of the monitoring area. In this case, sensor nodes are deployed in the sensing area of 200m ×200m randomly to form a non-uniform distribution and the BS is set at coordinates (230,265) outside the network.
It is assumed that all the nodes are effectively located within the BS signal coverage in this paper, so all the nodes can communicate with each other and finally reach the BS. Multiple cells are required for supplementary service, if nodes are distributed in a large area so that some of them cannot communicate with each other and BS. Each scenario in multiple cells conforms to the above two cases (scenario 1 and scenario 2).
A. ENERGY CONSUMPTION RATE
The ECR in scenario 1 and 2 are shown in Fig. 4(a) and Fig. 4(b) , respectively. The number of rounds in the test will reach to 1900 for each algorithm when the network becomes a k-point connection (where k = 3). As shown in Fig. 4(a) , the ECR of ESFDR is 22% lower than that of DFCA, 21% lower than that of RESP and 12% lower than that of NCCM-DC, since the nodes are organized into many valid clusters, and ESFDR selects the k-disjoint routing routes according to the energy level of nodes to reduce energy consumption during data transmission. It can be seen that the ECR of ESFDR is 27% lower than that of DFCA, 19% lower than that of RESP and 11% lower than that of NCCM-DC in Fig. 4(b) . Compared with other existing methods, the ESFDR in scenario 2 shows better performance in terms of ECR. The ECR of ESFDR in Fig. 4(b) is increased by 4% compared with Fig. 4(a) approximately, since the increase of the number of hops for data transmission results in the increase of ECR, which is the expected result. However, the ECR of ESFDR is still lower than that of DFCA, RESP and NCCM-DC because of cluster-based message transmission method and efficient multi-data routing route choice process in scenario 2.
B. NODE SURVIVAL RATE
The NSR in scenario 1 and scenario 2 are shown in this section, respectively. The NSR is measured by the rate between the number of current survival nodes and the total number of nodes. And the comparison of ESFDR and other existing methods in terms of the NSR in scenario 1 with 100nodes is shown in Fig. 5(a) . It can be seen that the NSR of ESFDR is 19% higher than that of DFCA, 15% higher than that of RESP and 12% higher than that of NCCM-DC, because this paper presents a data routing process based on distributed clusters in which every node sends its data to the nearest CH via data routing routes, and CH also relays the aggregated data packets to BS through data routing routes.
In addition, ESFDR reduces network traffic overhead and energy consumption by adopting efficient RMS, thus prolonging the lifetime of nodes. The comparison of ESFDR with other existing methods in terms of the NSR in scenario 2 with 100 nodes is shown in Fig. 5(b) . It can be seen that the NSR of ESFDR is 21% higher than that of DFCA, 17% higher than that of RESP and 13% higher than that of NCCM-DC, since each deployed node adopts route vector information to identify k disjoint routes in ESFDR, where route vector message includes the nearest neighbor message of every node. But the average effective length of every route will be prolonged with the change of BS location, so the NSR is reduced significantly and the probability of route fault also increases. ESFDR decreases the time consumed by the route maintenance and reduces the energy consumption of nodes compared with other schemes. The NSR of ESFDR in scenario 2 is reduced by about 2% compared with scenario 1, but the NSR of ESFDR is always higher than that of DFCA, RESP and NCCM-DC.
C. AVERAGE PACKET DELIVERY RATE
The APDR is a metric that can reveal how the algorithm handles faults and transmits data to the destination successfully. Fig. 6(a) and Fig. 6(b) show the APDR of the tested algorithm in scenario 1 and scenario 2, respectively (where k = 2). The number of rounds in the test reaches to 1900 in both cases. As shown in Fig. 6(a) , ESFDR can forward much more information to BS than DFCA, RESP and NCCM-DC, so it can tolerate more network faults. The APDR of ESFDR is 21% higher than that of DFCA, 16% higher than that of RESP and 12% higher than that of NCCM-DC in most cases, since ESFDR provides a distributed RMS algorithm for the maintenance of the disjoint routes during the data routing. The APDR of ESFDR decreases by 3% approximately compared with scenario 1 when the number of hops for data transmission increases in scenario 2, while the APDR of ESFDR is still higher than that of DFCA, RESP and NCCM-DC in Fig. 6(b) . Fig. 7(a) and Fig. 7(b) show the APDR under different percentage of available CH in the network at BS. It can be seen that the APDR of ESFDR is 15% higher than that of DFCA, 13% higher than the NCCM-DC, and the APDR will increase when the percentage of available CH is much higher. Fig. 8(a) and Fig. 8(b) show the APDR over the entire simulation duration by adopting the test algorithm, when k = 2. As shown in Fig. 8(a) , the APDR of ESFDR is 17% higher than that of DFCA, 16% higher than that of RESP and 9% higher than that of NCCM-DC. The APDR over the entire simulation duration of ESFDR is 20% higher than that of DFCA, 17% higher than that of RESP and 13% higher than that of NCCM-DC in Fig. 8(b) . It can be concluded that the APDR of ESFDR is higher than that of DFCA, RESP and NCCM-DC, because ESFDR makes the effective multi-route selection by the proposed DESCA and DRSA. On the other hand, the RMS also improves the APDR through the routing maintenance process.
D. DATA ROUTING DELAY
The DRD in scenario 1 and scenario 2 are shown in Fig. 9(a) and Fig. 9(b) , respectively, and the number of rounds in the VOLUME 6, 2018 test reaches to 1900. The DRD of ESFDR in scenario 1 is better than DFCA, RESP and NCCM-DC in Fig. 9(a) ; because the ESFDR has a faster BS communication route, and there are a number of shorter backup routes for transmitting message between the source node and BS when the network faults occur. In addition, the transmitted packet will be sent to the destination node through the alternate route if any node detects any network fault during data routing. Fig. 9(b) shows the DRD in scenario 2, the DRD of ESFDR increases by about 2% compared with scenario 1 when the number of hops for data transmission increases, since the number of relay nodes increases in scenario 2, which results in the increasing of the average calculation time.
E. PERCENTAGE OF NODE FAULT TOLERANCE
In order to verify the influence of the number of fault nodes on the performance of ESFDR, this paper maintains k-disjoint routes at 3, k = 3, and increases the number of nodes in each round. As shown in Fig. 10(a) , ESFDR can maintain 3-point connectivity until 71% of nodes in scenario 1 are faulty when the number of nodes is 300. But the DFCA, RESP and NCCM-DC can maintain 3-point connectivity until 21%, 27%, and 32% of nodes are faulty, because ESFDR can select the effective route according to the energy and distance of nodes. What's more, RMS improves node fault tolerance by preserving k-disjoint data routing routes. The NFT of ESFDR in Fig. 10(b) is reduced by 2% compared with Fig. 10(a) approximately, but ESFDR will still perform better than other algorithms for the percentage of node fault tolerance (NFT) in scenario 2 in Fig. 10(b) . 
F. NUMBER OF MANAGEMENT PACKETS
The simulation of the various schemes in terms of the NMP in scenario 1 is shown in Fig. 11(a) . It can be seen that the NMP of ESFDR is 51% less than that of DFCA, 48% less than that of RESP, and 35% less than that of NCCM-DC in Fig. 11(a) , because this paper adopts the distributed CHs choice process and the distributed routing maintenance strategy. What's more, ESFDR takes into account the remaining energy of nodes in the process of k-disjoint route selection. Thus, k-point connectivity is maintained for a long time in ESFDR, which greatly reduces the NMP. On the other hand, only a few nodes are used to repair any k-disjoint data routing routes in the process of route maintenance, which can reduce the NMP potentially. The NMP of ESFDR in scenario 2 is increased by about 3% compared with scenario 1. In addition, the ESFDR will perform better than other methods for the NMP being transmitted in scenario 2 in Fig. 11(b) . Fig. 12 shows the AMO caused by different number of link faults in scenario 1 and scenario 2, respectively. The AMO of ESFDR is 23% less than that of DFCA, 19% less than that of RESP and 14% less than that of NCCM-DC in Fig. 12(a) , since this paper adopts the distributed clusters and the routing maintenance process, and k-disjoint routes are managed by local communication among adjacent nodes in ESFDR. As a result, other cluster members in the cluster are not influenced in the process of the route maintenance, which will reduce the AMO in the network significantly. It can be seen that the AMO of ESFDR in Fig. 12(b) is increased by 4% compared with Fig. 12(a) approximately, however, the AMO of ESFDR is less for different number of link faults than other algorithms in scenario 2 in Fig. 12(b) . Meanwhile, from Fig. 4 to Fig. 12 , all the performance differences between the two scenarios are less than 5% in this paper, which means the BS location has no significant influence on the proposed algorithm (ESFDR).
G. MESSAGE OVERHEAD

VII. CONCLUSION
WSN is an important component of modern mobile communication systems. However, network performance is affected seriously due to the breakage of data link and frequent changes of network topology. Therefore, an energy sensing based fault-tolerant distributed routing mechanism consisting of three interrelated algorithms DESCA, DRSA and RMS has been proposed for WSN in this paper. In DESCA, nodes with higher residual energy have been selected as cluster heads to maintain the stability of the cluster structure. DRSA has helped the cluster head to obtain k-disjoint routes to BS to tolerate k−1 network faults. Finally, RMS has enabled each node and CHs to maintain k-disjoint routes based on the energy condition of single-hop neighbor node. Simulation results have shown that ESFDR can reduce the impact of network fault greatly and improve the QoS of WSN effectively compared with other existing methods. Future research will design improved fault-tolerant method for WSN, which may provide a new way for the research of reliable data transmission and ubiquitous routing. 
