Non-coherent detection for ultraviolet communications with inter-symbol interference by Hu, Wenxiu et al.
  
 
 
 
warwick.ac.uk/lib-publications 
 
 
 
 
 
Manuscript version: Author’s Accepted Manuscript 
The version presented in WRAP is the author’s accepted manuscript and may differ from the 
published version or Version of Record. 
 
Persistent WRAP URL: 
http://wrap.warwick.ac.uk/136932                                
 
How to cite: 
Please refer to published version for the most recent bibliographic citation information.  
If a published version is known of, the repository item page linked to above, will contain 
details on accessing it. 
 
Copyright and reuse: 
The Warwick Research Archive Portal (WRAP) makes this work by researchers of the 
University of Warwick available open access under the following conditions.  
 
Copyright © and all moral rights to the version of the paper presented here belong to the 
individual author(s) and/or other copyright owners. To the extent reasonable and 
practicable the material made available in WRAP has been checked for eligibility before 
being made available. 
 
Copies of full items can be used for personal research or study, educational, or not-for-profit 
purposes without prior permission or charge. Provided that the authors, title and full 
bibliographic details are credited, a hyperlink and/or URL is given for the original metadata 
page and the content is not changed in any way. 
 
Publisher’s statement: 
Please refer to the repository item page, publisher’s statement section, for further 
information. 
 
For more information, please contact the WRAP Team at: wrap@warwick.ac.uk. 
 
1Non-Coherent Detection for Ultraviolet
Communications with Inter-Symbol Interference
Wenxiu Hu, Zhuangkun Wei, Sergei Popov, Member, IEEE, Fellow, OSA, Mark Leeson, Senior Member, IEEE,
Min Zhang, Tianhua Xu Member, IEEE
Abstract—Ultraviolet communication (UVC) serves as a
promising supplement to share the responsibility for the over-
loads in conventional wireless communication systems. One
difficulty lies in how to address the inter-symbol-interference (ISI)
from the strong scattering nature and the time-varying channel
response. This is more challenging for the energy-constrained
scenarios (e.g., underwater UV), as existing coherent schemes
(i.e., requiring exact channel information for signal detection)
become less attractive given the computational and storaging
complexity for repeated time-varying channel estimation and
statistical signal detection. In this work, a novel non-coherent
paradigm is proposed, via the exploration of the UV signal
features that are insensitive to the ISI. By optimally weighting and
combining the extracted features to minimize the bit error rate
(BER), the optimally-weighted non-coherent detection (OWNCD)
is proposed, which converts the signal detection with ISI into
a binary detection framework, with a heuristic weight updat-
ing approach for time-varying channel. As such, the proposed
OWNCD avoids the complex channel estimation and guarantees
the detection accuracy. Compared to the state-of-the-art coherent
maximum likelihood sequence detection (MLSD) in the cases of
static and time-varying channel response, the proposed OWNCD
can gain ∼1 dB and ∼8 dB in signal-to-noise-ratio (SNR) at
the 7% overhead forward-error-correction (FEC) limit (BER of
4.5× 10−3), respectively, and can also reduce the computational
complexity by 4 order of magnitude.
Index Terms—Ultraviolet communications, inter-symbol inter-
ference, time-varying channel, non-coherent detection.
I. INTRODUCTION
Ultraviolet communication (UVC) has been regarded as a
promising supplement for conventional wireless communica-
tion systems, due to its strong scattering induced non-line-
of-sight (NLoS) [1], [2] and the solar-blind property [1]–[5].
This has led to significant research efforts, ranging from the
development of UVC devices [6]–[9], model formulations [2],
[10]–[14], design of channel coding schemes [15]–[18], to
detection scheme design [19]–[23].
Compared with other wavelength free space optics (FSOs)
that require strict alignment for transceivers, the NLoS
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characteristic enables the flexible deployment of UVC sys-
tems, thereby widening its potential applications in some
adverse communication environments. These include under-
water communications [24], multi-hop networks [1], and
military/battlefield applications [25]; all of these have the
following two challenges that cause communication perfor-
mance deterioration. First, the stronger UV photon scattering
nature, compared with other wavelength FSOs, gives rise to
more intensive inter-symbol-interference (ISI) [1], [20], [22].
Second, applications in adverse communication environments
(e.g., underwater, and battlefield) combined with the flexible
device deployment may produce a time-varying channel effect.
This will be even worse in the case of energy and resource
constrained scenarios (e.g. underwater, where re-charging a
device is difficult), which make the complex statistical and
sequential detection schemes less attractive.
The first challenge has been well studied by most of the
coherent detection schemes in [20]–[23], which leverage on
the estimation of the channel impulse response (CIR) to infer
the channel state information (CSI) for ISI compensation
and signal detection. The state-of-the-art maximum likelihood
sequence detection (MLSD) employed in [20], using a pilot
sequence for least square (LS) CIR estimation and maximizing
the likelihoods for signal detection, performs well in generic
linear time-invariant FSO modelling. However, the scheme
is less attractive when addressing the signal detection in the
time-varying UV channel, especially for energy-constrained
scenarios, as it will fall into either repeated channel estima-
tion requiring long pilot sequence overheads and substantial
computational complexity, or poor CSI acquisition that further
hinders the detection performance.
In contrast to coherent detection, non-coherent detection
focuses on extracting the useful features from the inherent
characteristics of the received signals, rather than resorting to
the CSI estimation and statistical inference that have higher
computational complexity [26]. The popular non-coherent
schemes for negligible ISI scenarios are listed in [19], [27]–
[29], which unfortunately will saturate to a bit error rate (BER)
floor [19], [27] in the context of UVC that has intensive ISI.
To address the ISI challenge, a novel non-coherent scheme
in [30] has been proposed for molecular communications.
By extracting the transient features of the molecular signal,
such a non-coherent scheme can combat the ISI inherently
rather than via complex steps of channel estimations. However,
the non-coherent scheme for molecular communications 1)
cannot adjust to the time-varying channel occuring in UVC,
and 2) overlooked some important UV signal-features given
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and UV photons (we provide the performance in Figs. 4-
6). As such, these challenges constitute the motivation to
design a novel non-coherent scheme that can counteract the
ISI contamination for UVCs.
In this paper, to address the aforementioned two challenges,
we propose a novel non-coherent detection scheme, leveraged
on the linearly weighted combinations of the transient features
of the UV signal. To sum up, the main contributions are listed
as follows.
(1) We extract four features of optical signals, which reflect
the intra-symbol rising edge, the intra-symbol energy, the
inter-symbol minimum inflexion, and the inter-symbol energy
difference of the signal respectively. The key advantage of
such features lies in their abilities to inherently counteract the
ISI without the complex channel estimation process adopted
by coherent detection schemes, since the extracted features are
insensitive to the ISI contamination (see Fig. 2).
(2) Leveraged on the extracted four features, we optimally
weight and combine such features, and propose a novel
non-coherent scheme called optimally-weighted non-coherent
detection (OWNCD). The closed-form formulas of the optimal
weights are computed via the minimization of the theoretical
BER. As such, the proposed OWNCD is able to convert the
detection scenarios with ISI into a binary detection framework,
which avoids the complex channel estimation process that aims
to construct the CSI for ISI compensation. Also, compared
with the previous non-coherent scheme in [30], the proposed
OWNCD is able to adjust the optimal weights with respect to
the different levels of the ISI intensities, and therefore delivers
a better detection performance.
(3) For the time-varying channel response, we further design
a heuristic algorithm to adaptively achieve the optimal weights.
Such a heuristic algorithm relies on the previous data that can
reflect the continuous changes in the channel environment,
thereby capable of addressing the time-varying UV channel
challenges (which is demonstrated in Fig. 5). Also, by utilizing
only addition and multiplication operations, the heuristic im-
plementation renders a lower complexity advantage as opposed
to the coherent MLSD in [20], in which complex exponential
and logarithm operations are necessary to build the likelihood
probability.
(4) The detection performance of the proposed OWNCD
scheme is numerically evaluated. Compared to the state-of-
the-art coherent MLSD in the cases of static and time-varying
CSI, the proposed OWNCD can gain ∼1 dB and ∼8 dB in
signal-to-noise-ratio (SNR) at the 7% overhead forward-error-
correction (FEC) limit (BER of 4.5 × 10−3), respectively,
and has also reduced the computational complexity by four
orders of magnitude. Meanwhile, the OWNCD outperforms
the conventional non-coherent scheme in [30] by nearly 4
dB in SNR. As such, our proposed feature-based OWNCD
technique provides a promising pathway for the efficient
detection in complex and dynamic wireless optical channels
with intensive ISI caused by photon scattering.
The rest of the paper is structured as follows. In Section
II, the underlying UVC model is described, along with the
problem formulation. In Section III, we elaborate our proposed
optimal weighted non-coherent detection scheme. The numer-
ical simulation is provided in Section IV. We finally conclude
the work in Section V.
II. SYSTEM MODELS AND PROBLEM FORMULATION
A. UVC System
A generic UVC system is shown in Fig. 1, which consists
of a UV transmitter, a UV channel, and a UV receiver.
1) UV transmitting module: The UV transmitting module
aims at modulating and transmitting the input information into
the UV channel. See Fig. 1. In this work, the input information
is the binary signal string, which will be modulated by an on-
off keying (OOK) modulator and then the LED transmitter.
By denoting the binary information by sk = j ∈ {0, 1} (k =
1, · · · ,+∞), the transmitted UV signal in terms of the number
of photons, s(t) is expressed as:
s(t) =
∞∑
k=1
sk · δ (t− kTb)⊗ ω(t), (1)
where Tb is the symbol interval, ⊗ denotes the convolu-
tion operator, and ω(t) is the pulse shape of the UV-LED
transmitter. Here, we adopt a rectangular pulse, i.e., ω(t) =
NT /Tp ·rect((t−Tp/2)/Tp), with NT the transmitted number
of UV photons for single ’1’-bit, and Tp the pulse width.
2) UV channel: The UV CIR, denoted by h(t), is governed
by the transmission distance (i.e., r), the transmitter’s beam
divergence θT and apex angle βT , the receiver’s half-field
of view θR and apex angle βR, and the atmospheric based
channel parameters [20], [22]. Differing from other FSOs that
are limited by strict device alignment, in NLoS enabled UVC
that allows flexible configuration, such channel parameters can
have small perturbations (noise), which makes the UV channel
time-varying and difficult for traditional channel estimation
technologies. In this work, our design of non-coherent scheme
does not require the exact CIR formulas, but only the transient
shapes that are insensitive to time-varying h(t) induced by
random parameter perturbations. For the simulation part, we
use the Monte-Carlo process in [10], [11] to obtain the CIRs
h(t) that result from different channel parameters.
An illustration of two CIRs is provided in Fig. 1. Note
that although the exact shapes of the CIRs may change
drastically with their channel parameters, the transient features
of such CIRs are in common (e.g., an obvious rising edge
for the appearance of an 1-bit). These give an inspiration for
designing the non-coherent detection scheme in the receiver,
by exploiting such features of the UV signal.
3) UV receiver: As is shown in Fig. 1, the receiving process
begins at the photo detector (e.g., photomultiplier tube, PMT
[1]), which converts the received UV signal by photoelectric-
conversion. Then, the oscilloscope derives samples of the
converted electrical signal for further non-coherent signal
detection unit processing.
Given the study in [20], by assigning the sampling rate of
oscilloscope as Ts = Tb/M , the number of received UV pho-
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Fig. 1. Illustration of UVC system with a LED-transmitter, UV channel, and a UV photon-counting receiver. The non-coherent detection scheme is deployed
at the end of the receiver, whereby metrics are constructed at first, followed by the Heuristic detection.
tons within time ((i−1)Ts, iTs], i ∈ {(k−1)M+1, · · · , kM},
denoted as ni, follows the Poisson distribution, i.e., [20]
ni ∼ P
(
k∑
l=k−L+1
n¯i−(l−1)M · sl + ¯
)
. (2)
In Eq. (2), P(·) denotes the Poisson distribution; L is the
length of ISI, indicating the influence of the previous L sym-
bols on the currently received signal; ¯ is the expectation of
the number of received background noise photons; n¯i−(l−1)M
is the mean of received number of UV photons emitted at at
lth symbol interval, i.e., [20]
n¯i−(l−1)M =
∫ (i−(l−1)M)Ts
(i−(l−1)M−1)Ts
h(t)⊗ ω(t)dt. (3)
Furthermore, after the photoelectric-conversion, the discrete
electric signal at sampling time iTs is:
yi = α · ni + εi
= αn¯i−(k−1)M · sk︸ ︷︷ ︸
current signal
+α
k−1∑
l=k−L+1
n¯i−(l−1)M · sl︸ ︷︷ ︸
ISI
+ εi︸︷︷︸
noise
,
(4)
where α = A · h · ν with A the photoelectric-conversion
parameter, h = 6.626 × 10−34Js the Plunk constant, and
ν = 3.77 × 106GHz the frequency of UV beam. Here,
εi ∼ N (µ, ς2) represents the noise of device, and is assumed
to follow Gaussian distribution whose variance is dominated,
i.e., ς2  ¯+∑kl=k−L+1 n¯i−(l−1)M · sl), given the negligible
in-band counting noise due to solar-blind property of UVC.
B. Problem Formulation
Given the expressions of the received signals in Eq. (4), the
purpose of this work is to detect the current information bit
sk from the received signal y1:kM = [y1, ..., ykM ]T . Here,
it is noteworthy that the exact form of the CIR h(t), and
the variance of the noise εi are unavailable, varying with the
changes of the channel parameters and the uncertainties of the
Rx, and the PMT detector.
It is noteworthy that coherent detection schemes (e.g.,
MLSD in [20]) are not suitable for UVC with its time-
varying channel response and resource constraints, as they will
lead to (i) the heavy pilot overheads to track the changes of
the CIR, and (ii) computational and storage complexity for
the computation of posterior (or likelihood) probability. This
makes the design of a non-coherent scheme necessary, which
will be elaborated in the following sections.
III. OPTIMAL WEIGHTED NON-COHERENT DETECTION
In this section, we elaborate our proposed non-coherent
detection scheme. By exploiting the transient features of the
optical signals, the decision metric is directly derived from
the observations yi for signal detection, which completely
excludes the complex CSI estimations.
A. Optical Feature Extraction
We firstly extract four features via the exploration of the
intra-symbol rising edge, the intra-symbol energy, the inter-
symbol minimum inflexion, and the inter-symbol energy dif-
ference. We then list the advantages of such extracted features.
1) Intra-symbol rising-edge: Taking the kth interval with
M = Tb/Ts samples as an example, in the case of sk = 1, the
output yi will produce a distinct rising edge. Otherwise, when
sk = 0, yi shows a slow decay. As shown in Fig. 2(a), this
rising edge can be expressed by the difference of its maximum
(computed by averaging its neighbourhood Rmax) from the
initially R0, i.e.,
zk,1 ,
∑
i∈Rmax
yi −
∑
i∈R0
yi. (5)
where |·| denotes the width (number of elements) of a set, and
we assign the widths of Rmax and R0 to be |Rmax| = |R0| =
M/4
The distribution of zk,1 is analyzed as follows. Given
Eq. (5), zk,1 is the linear summation of the independent
observations yi, whose distribution is Gaussian according to
Eq. (4). As such, the probabilistic distribution of zk,1 can be
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Fig. 2. Illustrations of four features, where (a) gives the intra-symbol rising-
edge, (b) is the intra-symbol energy, (c) illustrates the inter-symbol minimum
inflexion, and (d) provides the inter-symbol energy difference.
regarded as a Gaussian distribution, given the central limit
theorem (CLT), i.e.,
zk,1|sk ∼
{
N (µ1,0, σ21) sk = 0,
N (µ1,1, σ21) sk = 1, (6)
where µ1,0 and µ1,1 are the expectations for cases sk = 0 and
sk = 1 respectively, and σ21 is the variance of metric zk,1.
2) Intra-symbol energy: Intra-symbol energy refers to the
summation of samples in the current kth slot signal. This
feature, overlooked by the previous study of a non-coherent
scheme for molecular communications in [30], cannot be
ignored in the context of UVCs. This is because the UV-beam
exhibits less of a particulate nature than molecules, which
suggests a shorter averaging suspended period for each particle
(i.e., UV photon), and thereby a reduced intensity of ISI. As
such, given the smaller ISI effect in UVCs, the intra-symbol
energy is to some extent able to distinguish the difference
between sk = 1 and sk = 0. As is shown in Fig. 2(b), we
define the intra-symbol energy as:
zk,2 =
∑
i∈Rk
yi, (7)
with Rk = {kM + 1, · · · , k(M + 1)}.
Similar to the distribution of zk,1, the distribution of zk,2 is
also Gaussian, and can be expressed as:
zk,2|sk ∼
{
N (µ2,0, σ22) sk = 0,
N (µ2,1, σ22) sk = 1, (8)
where µ2,0 and µ2,1 are the expectations for cases sk = 0 and
sk = 1 respectively, and σ22 is the variance of metric zk,2.
3) Two Inter-symbol Properties: We then analyze the tran-
sient features between two adjacent symbols. For two succes-
sive symbols in the slots k − 1 and k, we can notice from
Fig. 2(c)-(d) that (i) the transient shape at the beginning of
the kth symbol is distinguishable between sk = 1 and sk = 0,
and (ii) there exists an obvious successive energy difference.
As such, we adopt the previous designed sub-metrics (i.e., the
inter-symbol minimum inflexion, and the inter-symbol energy
difference), which are given as follows [30]:
zk,3 , −
∑
i∈Rinflx
yi +
1
2
 ∑
i∈Rleft
yi +
∑
i∈Rright
yi
 , (9)
zk,4 ,
∑
i∈Rk
yi −
∑
i∈Rk−1
yi, (10)
where the widths are assigned as |Rinflx| = |Rleft| = |Rright| =
M/4. Then, we give the distributions of zk,3 and zk,4 given
the CLT, i.e.,
zk,3|sk ∼
{
N (µ3,0, σ23) sk = 0,
N (µ3,1, σ23) sk = 1, (11)
zk,4|sk ∼
{
N (µ4,0, σ24) sk = 0,
N (µ4,1, σ24) sk = 1. (12)
In Eq. (11), µ3,0 and µ3,1 are the expectations for cases sk = 0
and sk = 1 respectively, and σ23 is the variance of metric zk,3.
In Eq. (12), µ4,0 and µ4,1 are the expectations for cases sk = 0
and sk = 1, and σ24 are the variance of zk,4.
4) Advantages of Features: The derived features in Eqs.
(5)-(10) have three advantages.
First, each one transforms the observation yi that is heavily
contaminated by ISI into a new domain that is insensitive to
ISI. For instance, given a fixed intensity of the ISI and any of
sk, the expectations of zk,1 zk,2, zk,3 and zk,4 remain quasi-
constant, as they reflect only the common features of the signal
shapes. This suggests the inherent ability of the four features
to counteract the ISI, without any process of complex channel
estimations for ISI mitigation (as the coherent schemes do). As
such, the extracted features convert the detection with ISI into
a binary detection framework, enabling the potential designs
of the non-coherent schemes.
Second, the utilisation of the neighbouring sets i.e., Rmax,
R0, Rinflx, Rleft, Rright and Rk avoids the sensitivity to
channel parameter perturbation induced time-varying channel
response. Such neighbourhoods of which the expectations of
the elements changes smoothly helps neutralize the noise
effects by the mechanism of averaging filters.
Third, the four features zk,1 zk,2, zk,3, and zk,4 share the
same positiveness and negativeness for the case sk = 1
and sk = 0 respectively. That is, µ1,0 µ2,0 and µ3,0 are
all negative and µ1,1 µ2,1 and µ3,1 are all positive. This
positiveness/negativeness property of zk,1, zk,2, zk,3, and zk,4
gives rise to the idea of the combining such four features in
order to strengthen the detection accuracy of the input sk.
We elaborate our design of optimally-weighted combination
strategy in the following.
B. Optimally-Weighted Non-Coherent Detection
The key point of OWNCD is to derive optimal weights for
the four extracted features, in order to minimize the BER. To
do so, we express the weighted combination of the features,
and the decision process leveraged on such a metric as:
zOWNCDk = w1·zk,1+w2·zk,2+w3·zk,3+w4·zk,4
sˆk=1
≷
sˆk=0
ζ, (13)
where w1, w2, w3, and w4 are the corresponding weights,
and ζ is the detection threshold. We next derive the optimal
weights and the detection threshold by 1) analyzing the prob-
abilistic distribution of the metric zOWNCDk , 2) computing the
theoretical BER with respect to the optimal detection threshold
5and different weights, and 3) computing the optimal weights
w1, w2, w3, and w4 by minimizing the theoretical BER.
1) Distribution of weighted combining metric: With the
help of Eq. (13) and the distributions of zk,1, zk,2, zk,3,
and zk,4, the distribution of zOWNCDk conditioned on sk is
straightforward, i.e.,
zOWNCDk |sk ∼
{
N (µ0, σ2) sk = 0,
N (µ1, σ2) sk = 0, (14)
where µ0, µ1 is the the expectations under conditions of sk =
0 and sk = 1 respectively, and σ2 is the variance, i.e., µ0 =∑4
d=1 wd ·µd,0, µ1 =
∑4
d=1 wd ·µd,1 and σ2 =
∑4
d=1 w
2
d ·σ2d.
2) Theoretical BER computation: Given the Gaussian dis-
tribution of zOWNCDk in Eq. (14), the theoretical BER of Eq.
(13) can be computed as:
BER =Pr{sk = 0} · Pr{sˆk = 1|sk = 0}
+ Pr{sk = 1} · Pr{sˆk = 0|sk = 1}
=
1
2
√
2piσ
(∫ +∞
ζ
e−
(z−µ0)2
2σ2 dz +
∫ ζ
−∞
e−
(z−µ1)2
2σ2 dz
)
(15)
where Pr{·} represents the probability of the event. Here,
without loss of generality, we assume Pr{sk = 0} = Pr{sk =
1} = 0.5, corresponding to equal probabilities of the emitted
symbols sk = 0 and sk = 1.
Accordingly, the optimal detection threshold that minimizes
the BER in Eq. (15) is straightforward, being
ζ =
µ1 + µ0
2
. (16)
By taking Eq. (16) back into Eq. (15), the BER can be further
deduced as a function of the weights w1, w2, w3, and w4, i.e.,
BER(w1, w2, w3, w4) =Q
(√
(µ1 − µ0)2
4σ2
)
=Q

√√√√√(∑4d=1 wd(µd,1 − µd,0))2
4
∑4
d=1 w
2
dσ
2
d
 ,
(17)
where Q(x) =
∫ +∞
x
1/
√
2pie−z
2/2dz. As such, given the
relationship between BER and the weights in Eq. (17), we
next compute the optimal weights by minimizing Eq. (17).
3) Optimal weight computation: We at first explain the
existence of the minimum BER. This is due to the fact that
values of SNR for the four metrics zk,1, zk,2, zk,3, and zk,4 are
finite, and therefore the SNR of the linear combination of such
metrics is inevitable bounded and there exists an upper-bound
of SNR that is associated to the lowest BER.
Given the theoretical BER in Eq. (17), the computation of
its minimum is to find the solution of w1, w2, w3, and w4
such that:
∂BER(w1, w2, w3, w4)
∂wn
= 0, n = 1, 2, 3, 4. (18)
We further simplify Eq. (18) by analyzing the SNR in the
function of Q(
√
SNR) in Eq. (17), where Q(x) is mono-
tonically decreasing with the increment of x. As such, by
expressing the SNR as:
SNR(w1, w2, w3, w4) =
(∑4
d=1 wd(µd,1 − µd,0)
)2
4
∑4
d=1 w
2
dσ
2
d
, (19)
solving Eq. (18) is converted to solving ∂SNR∂w1 =
∂SNR
∂w2
=
∂SNR
∂w3
= ∂SNR∂w4 = 0. By denoting %d = µd,1 − µd,0 by
d = 1, 2, 3, 4, the left hand side of this equation is further
computed as:
∂SNR
∂wn
=
%n
∑4
d=1 wd%d
∑4
d=1 w
2
dσ
2
d − wnσ2n
(∑4
d=1 wd%d
)2
2
(∑4
d=1 w
2
dσ
2
d
)2
=
∑4
d=1 wd%d
2
(∑4
d=1 w
2
dσ
2
d
)2
(
%n
4∑
d=1
w2dσ
2
d − wnσ2n
4∑
d=1
wd%d
)
.
(20)
Thus, it can be converted to:
%n
4∑
d=1
w2dσ
2
d − wnσ2n
4∑
d=1
wd%d = 0. (21)
Noticing from Eq. (21), we have:
w1σ
2
1
%1
=
w2σ
2
2
%2
=
w3σ
2
3
%3
=
w4σ
2
4
%4
=
∑4
d=1 w
2
dσ
2
d∑4
d=1 wd%d
= ξ, (22)
which indicates the proportional relationship among w1, w2,
w3, and w4. To be specific, by assigning ξ as any positive
(real) value, we can derive a group of weights to be:
wd = ξ · µd,1 − µd,0
σ2d
, d = 1, 2, 3, 4 (23)
which ensures ∂SNR∂w1 =
∂SNR
∂w2
= ∂SNR∂w3 =
∂SNR
∂w4
= 0. Therefore,
such derived w1, w2, w3, and w4 can guarantee a minimum
BER. It is noteworthy that, the solutions are a series of values
with any positive ξ, all of which give the same BER that is
not related to ξ in Eq. (24) by taking Eq. (23) into Eq. (17),
i.e.,
BERmin = Q

√√√√ ∑4d=1 (µd,1−µd,0)2σ2d
4
∑4
d=1 (µd,1 − µd,0)2
 . (24)
Thus, the best BER performance will be obtained when the
weights of the metrics are derived from Eq. (23).
Compared with previous non-coherent detection methods,
OWNCD is able to achieve a better communication accuracy,
attributed to the derivation of the optimal weights. However,
such computation of the optimal weights requires partial
channel information (i.e., the expectations and the variances
of zk,1, zk,2, zk,3, and zk,4). To do so, traditional channel
estimation technologies (e.g.the ML approach) require a large
pilot sequence overhead (repeatedly for time-varying UVC
channels), and extensive computational resources due to the
computation of the exponential/logarithm -form of likelihood
PDF, which make them unattractive. Instead, we design a
heuristic algorithm to recursively compute such channel in-
formation, but avoid the complex channel estimation process.
6C. Heuristic algorithm
The heuristic algorithm is used to adaptively reach the
optimal weights with the change of unknown CIR. For the
first k0 symbols, we assign w1 = w2 = w3 = w4 = 1 for
metric combination, and the signal detection can be pursued
by:
zk =
4∑
d=1
zk,d
sˆk=1
≷
sˆk=0
ηk, ηk =
1
k
k∑
k′=1
zk′ (25)
Then, for (k > k0)th symbol, we compute the expectations
and variances (i.e., µd,1, µd,0, σ2d with d = 1, 2, 3, 4) via the
previous k0 data, i.e.,
µd,0 =
1
|K0|
∑
k′∈K0
zk′,d, d = 1, 2, 3, 4 (26)
µd,1 =
1
|K1|
∑
k′∈K1
zk′,d, d = 1, 2, 3, 4 (27)
σ2d =
1
k0
( ∑
k′∈K0
(zk′,d − µd,0)2 +
∑
k′∈K1
(zk′,d − µd,1)2
)
(28)
where K0 = {k′|sˆk′ = 0, k − k0 ≤ k′ < k}, and K1 =
{k′|sˆk′ = 1, k − k0 ≤ k′ < k}, and we have |K0| + |K1| =
k0. Leveraged on Eqs. (26)-(28), the OWNCD metric zOWNCDk
in Eq. (13), and the decision threshold ζ in Eq. (16) can be
computed, and the decision can be pursued.
As such, the heuristic algorithm avoids the usages of the
pre-defined pilot sequence and the complex channel estimation
process, rather it relies on only the basic adder and multiplier,
which makes it easy for implementation and energy-saving.
IV. NUMERICAL SIMULATIONS
In the following analysis, the performance of our proposed
OWNCD scheme is evaluated. Here, the detection accuracy is
measured via the BER, and the computational complexity is
approximated by the number of multiplications needed.
The parameters involved are configured in accordance with
the study in [22], which is typical for a UVC scattering system
using a UV-LED transmitter. The number of emitted photons
for each ’1’-bit is taken as NT = 1.7×1013. The transmission
distance is set at 250m. The transmitter’s beam divergence and
apex angle are pi/12 and pi/4, respectively. The receiver’s half-
field of view and apex angle are pi/12 and pi/4, respectively.
The atmospheric coefficients are κa = 5 × 10−4m−1 and
κs = 4.9 × 10−4m−1. For simulating different levels of
ISI, we set the symbol rate in the range Rb = 1/Tb ∈
[4×106bit/s, 5×106bit/s]. Similarly, we consider SNR values
from 5 dB and 25 dB in order to test the BER versus different
intensities of ambient noise. Given the aforementioned channel
parameters, different CIRs of the UV channel are generated
via the Monte-carlo simulator [10], [11]. For both the previous
non-coherent scheme in [30] and the proposed OWNCD, we
assign a constant number of samples M = 20, evenly sampled
for each symbol.
For comparison, we choose the non-coherent scheme for
molecular communications in [30], and the state-of-the-art
coherent MLSD for generic FSOs in [20], for the following
Fig. 3. BER versus different intensities of ISI (whose increase is reflected by
the increase of symbol rate Rb). The slower growth of BER with the increase
of the ISI indicate the abilities of the proposed OWNCD to combat ISI.
two reasons. First, molecular communications and UVC share
similarity, as both models are based on independent particle
(e.g., molecules and UV photons respectively) motion. As
such, we aim to show the necessity of the design of OWNCD,
by testing whether the non-coherent scheme for molecular
communications is suitable for UVC. Second, in most of the
cases (including UVC), MLSD has been proved to have lowest
BER when CSI is accurately derived, but consumes substantial
computational and storage resources for CSI estimation and
signal detection. In this view, we aim to demonstrate the
communication performance of the proposed OWNCD for
UVCs by comparing both BER and resource consumption.
A. BER versus ISI
We firstly evaluate the detection accuracy of the proposed
scheme with respect to different levels of ISI intensity. For
this investigation, we fix the SNR at 18 dB, and change the
symbol rate Rb that reflects different intensities of ISI.
It is observed that the proposed OWNCD improves the BER,
by at least two orders of magnitude, compared to the direct
detection and the previous non-coherent schemes in [30]. Such
BER advantage over direct detection is attributed to the design
of ISI-insensitive features, the combination of which enables a
robust performance to ISI contamination. Then, when it comes
to the comparison with previous non-coherent scheme in [30],
the BER advantage comes from (i) the proposed OWNCD
embraces the intra-symbol energy feature which is important
for UVC, and has been ignored in [30]; (ii) the proposed
OWNCD can derive the optimal weights, which indicates its
ability to appropriately adjust the four metrics in accordance
with the time-varying channel environment.
B. Performance Comparison
We now compare the proposed OWNCD with the previous
non-coherent scheme in [30], and with the state-of-the-art
coherent MLSD in [20], in terms of both the BER and the
computational complexity in Figs. 4-5. The first of these
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Fig. 4. Performance comparison between the proposed OWNCD, the previous non-coherent method in [30], and the state-of-the-art coherent MLSD [20] in
a static channel: (a) BER comparison; (b) complexity comparison for 104 bits.
studies the case with a static CIR, and the second considered
performance comparison in the face of changing CIR.
1) Comparison in static CIR: It is seen from Fig. 4(a) that,
the proposed OWNCD gains ∼ 4 dB in SNR compared to
the non-coherent scheme in [30]. This is for the same reasons
that the proposed scheme considers the intra-symbol neglected
in [30] and more crucially assigns optimal weights to each
features with respect to the specific ISI intensity rather equal
weights as in [30].
Then, compared to the state-of-the-art MLSD, the proposed
OWNCD provides a lower BER in small SNR region (i.e.,
SNR < 15 dB), but higher BER when SNR is large. This is
because the extracted features of the proposed OWNCD can
combat ISI inherently. As such, it avoids channel estimation
for ISI compensation which is vulnerable to the ambient noise
(as the MLSD does). Then, when the SNR becomes large,
the performance of the channel estimation becomes reliable,
leading to the better performance of the MLSD.
However, it is noted that although the coherent MLSD
shows a better performance in the high SNR region, the
proposed OWNCD can reach the 7% overhead hard-decision
FEC limit (BER = 4.5 × 10−3) [31] faster (by more than 1
dB). This indicates that with a proper FEC code, the OWNCD
can achieve an error-free transmission faster compared to the
coherent MLSD. Moreover, when combining with the cost in
Fig. 4(b), we can see that the proposed OWNCD has a great
advantage in terms of both the computational complexity and
storage resources. The proposed OWNCD has a complexity
of the order of 106, which is much less than that of the
MLSD (1010). Meanwhile, the storage consumption required
for the proposed scheme is smaller compared with the coherent
MLSD (around 104 versus 106).
Thus, our proposed OWNCD provides a low-complexity
and low-storage based detection paradigm for the UVC scenar-
ios, which can approach the detection accuracy of the coherent
MLSD but with the benefit of lower computational resources.
Fig. 5. BER comparison between the proposed OWNCD, the previous non-
coherent scheme in [30], and the state-of-the-art coherent MLSD [20], in a
time-varying channel.
2) BER versus changing CIR: A BER comparison with
changing CIR is illustrated in Fig. 5. Here, the time-varying
CIR is performed by adding process noise to the channel
parameters, e.g., r(k) = r(k − 1) + ∆r, and θR(k) =
θR(k − 1) + ∆θR , indicating the slight disturbance given the
flexible deployment of UVC.
In Fig. 5, we can firstly observe that the proposed OWNCD
is robust in the case of the time-varying CIR, since its BER
does not deteriorate drastically when compared with static
CIR. This is mainly attributed to the heuristic algorithm,
which updates the optimal weights and the threshold by the
previous data that can reflect the continuous changes in the
CIR. Meanwhile, we can observe that the coherent MLSD
performs unreliably in dealing with the continuously varying
channel (>8 dB loss in SNR is shown compared to the
proposed OWNCD). This is because MLSD relies heavily on
the estimated CIR from the pilot sequence, which may be
8unreliable in the face of the time-varying channel environment,
thereby resulting in unattractive detection accuracy.
As such, our proposed OWNCD are more suitable for
counteracting the time-varying channel environment, which
is closer to real UVC scenarios. Also, compared with the
coherent schemes, the proposed OWNCD does not rely on
complex channel estimation of the CIR, making them capable
of saving computational and storage resources.
V. CONCLUSION
For most sequential optical wireless detection scenarios,
the signal detection without explicit channel information is
challenging. Current bottlenecks lie in how to address the ISI
from the long-tail and time-varying channel response. In this
work, we have proposed a novel non-coherent paradigm by
exploiting the inherent features, which are inherently insensi-
tive to the ISI, of UV signals. Leveraged on the features, the
optimally-weighted non-coherent detection (OWNCD) is de-
veloped, which enables the conversion of the signal detection
with ISI into a binary detection framework. It is found that,
compared to the state-of-the-art coherent MLSD, the proposed
OWNCD scheme improves the detection accuracy by ∼1 dB
for the static CSI and ∼8 dB for the time-varying CSI, in terms
of SNR at the 7% overhead FEC limit i.e., BER=4.5× 10−3.
In addition, it reduces the computational and storage resources
by four order of magnitude. As such, our proposed feature-
based non-coherent technique provides a promising pathway
and novel insight for the efficient detection in complex and
dynamic optical channels with intensive ISI.
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