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Abstract
The piecewise testable separability problem asks, given two input languages, whether there exists
a piecewise testable language that contains the first input language and is disjoint from the second.
We prove a general characterisation of piecewise testable separability on languages in a well-quasi-
order, in terms of ideals of the ordering. This subsumes the known characterisations in the case
of finite words. In the case of finite ranked trees ordered by homeomorphic embedding, we show
using effective representations for tree ideals that it entails the decidability of piecewise testable
separability when the input languages are regular. A final byproduct is a new proof of the
decidability of whether an input regular language of ranked trees is piecewise testable, which was
first shown in the unranked case by Bojańczyk, Segoufin, and Straubing [Log. Meth. in Comput.
Sci., 8(3:26), 2012].
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1 Introduction
The separability problem for a class C of input languages and a class S of separators, asks
given two input languages L and L′ from C whether there exists a language S from S such
that L ⊆ S and S∩L′ = ∅. This classical problem has been studied in formal language theory
since the 70’s [27], but has sparked renewed interest due in particular to its connection with
the definability problem: given L from C, does L belong to S? When C is effectively closed
under complement, this last question reduces to the separability of L and of its complement.
Separability thus generalises definability, and has been instrumental in the recent advances
on the definability problem for the alternation hierarchy over finite words [25].
We focus in this paper on the class of piecewise testable languages as class S of separat-
ors. Over finite words, this coincides with the languages defined by BΣ1(<), the Boolean
combinations of existential first-order sentences with order, and is one of the oldest and best-
known classes of languages with decidable definability: Simon [26] showed that a language
is piecewise-testable if and only if its syntactic monoid is J -trivial. Lately, this has been
extended in two different directions:
Over finite unranked ordered trees, Bojańczyk, Segoufin, and Straubing [6] generalise
Simon’s algebraic approach and characterise the syntactic forest algebræ of piecewise
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testable tree languages defined by the most common signatures. This yields the decidability
of the piecewise testable definability problem for regular unranked tree languages.
Over finite words, Almeida and Zeitoun [2, 3] first proved the decidability of the PTL
separability problem for regular input languages, based on a topological characterisation
of separability. This abstract characterisation has been turned into a much more efficient
characterisation in terms of patterns found simultaneously in L and L′ [24, 11], which
culminated in the work of Czerwiński, Martens, van Rooijen, Zeitoun, and Zetzsche [12]
with a proof of the decidability of piecewise separability for many classes C of input
languages, which even includes higher-order languages [17, 8, 4]. The crux of this proof
is a reduction to the computation of representations for downward-closures [30] ordered
by scattered subword embedding.
Separability for Tree Languages. Considering these two lines of research side by side begs
the question whether piecewise testable separability might be decidable over richer structures
than words, and in particular over trees. In this paper, we answer positively by proving:
I Theorem 1. Piecewise testable separability is decidable for regular languages of ranked
trees ordered by homeomorphic embedding.
Since the class of regular tree languages is effectively closed under complement, Theorem 1
entails as a sub-problem the decidability of the corresponding definability problem:
I Corollary 2. Piecewise testable definability is decidable for regular languages of ranked
trees ordered by homeomorphic embedding.
Thus, apart from the restriction to ranked trees, Theorem 1 also yields as a byproduct a new
proof of decidability for the piecewise testable definability problem studied by Bojańczyk et
al. [6], in the most challenging case of homeomorphic embeddings.
Order-Theoretic Framework. We employ vastly different techniques from Bojańczyk et
al.’s, and Theorem 1 should be thought of as a proof of concept for our main contribution,
which is a very general order-theoretic framework for piecewise testable separability:
We characterise in Section 3 separability by piecewise testable languages over any com-
binatorial well-quasi-order ; this encompasses for instance words ordered by scattered
subword embedding and trees ordered by homeomorphic embedding or minor ordering.
Our characterisation proceeds similarly to the topological characterisation of Almeida [2]
by comparing the closures of L and L′, but is stated in purely order-theoretic terms and
compares the ideals – i.e. the irreducible downwards-closed sets – adherent to L and L′.
The advantage of this approach is that it scales to more complex structures than words –
we have a toolkit of effective ideal representations at our disposal [13, 15] – and leads
to a very simple and general proof, that delegates syntactic manipulations to the ideal
representation. Our techniques encompass the word case: e.g. the patterns derived by
Czerwiński et al. [12] turn out to be representations for word ideals [19, 1], and we eschew
the technical work on patterns that absorbed a large part of Czerwiński et al.’s proof.
We then show in Section 4 how to turn our characterisation into a generic decision
procedure, by reduction to the adherence membership problem for the class C. Provided
we have effective representations for ideals, this yields directly the decidability for regular
tree languages. We also derive the reduction of Czerwiński et al. to the computation of
downward-closures in full generality.
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In order to instantiate this framework for tree languages, we provide in Section 5 our last
ingredient: an effective representation for ideals of ranked trees ordered by homeomorphic
embedding. This is a contribution of independent interest, which fixes an issue with the
representation proposed in [13].
We start in Section 2 by defining piecewise testable languages in the general setting of
combinatorial quasi-orders, and by recalling their logical characterisation. We assume the
reader is already familiar with tree languages; see [9] for a general reference.
2 Piecewise Testable Languages
We work in the first part of this paper with combinatorial classes X of elements, where X is
a countable set equipped with a size function |.|:X → N such that X≤n def= {x ∈ X | |x| ≤ n}
is finite for every n. As soon as we equip X with a quasi-ordering ≤, we can define a notion
of piecewise-testable languages (see Section 2.1). The usual setting for piecewise testable
languages is however that of classes of finite structures along with the embedding relation, in
which case those sets also enjoy a logical characterisation (see Section 2.2).
2.1 Pieces
Two elements x and y are n-piecewise equivalent, noted x ≡n y, if for every z ∈ X≤n, z ≤ x
if and only if z ≤ y. A subset S of X is called n-piecewise testable (an n-PTL) over (X,≤)
if S is a union of n-piecewise equivalence classes. A subset S of X is piecewise testable (a
PTL) if it is an n-PTL for some n ≥ 0. This is well-known to be equivalent to the following
formulation:
I Fact 3. S is an n-PTL over (X,≤) if and only if S is a finite Boolean combination of
principal filters ↑x def= {x′ ∈ X | x ≤ x′} where x ∈ X≤n.
2.2 Logical Characterisation
Although the choice of the particular quasi-order (X,≤) is irrelevant to Fact 3 and the
treatment in Section 3, one normally chooses X to be a class K of finite structures over some
signature σ and ≤ to be the induced substructure ordering, which we denote by ‘v’. When
(K,v) is a well-quasi-order, this leads to a well-known logical characterisation in terms of the
Boolean closure of existential first-order formulæ– one of the chief motivations for studying
piecewise testable languages. Other orderings may lead to different logical characterisations,
or have no logical characterisation.
2.2.1 Finite Structures
We consider finite relational structures M = 〈M, (Ri)i∈I〉 over a finite signature σ = (Ri)i∈I
(we conflate the names of relations in σ with their interpretations in M). The finite set M
is the (potentially empty) domain of M and each relation Ri ⊆Mri has a prescribed arity
ri > 0. The size |M| of M is the cardinality of its domain. A class K of structures is a set of
such finite structures sharing the same signature σ and closed under isomorphism.
I Example 4 (Finite Words). Let Σ be a finite alphabet; we write Σ∗ for the set of finite
words over Σ. Such a word w can be seen as a relational structure over σs def= ((Pa)a∈Σ, <)
with its set of positions {1, . . . , |w|} as domain (where |w| denotes the length of w, and thus
coincides with its size), and Pa(x) for x ∈ {1, . . . , |w|} holds if and only if the xth symbol of
w is a ∈ Σ, while x < y has the obvious interpretation.
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I Example 5 (Ranked Trees). Fix a finite ranked alphabet F , where each symbol f is mapped
to a single rank r(f) ≥ 0, and write Fr for the subset of F with rank r. A (finite, ranked,
ordered) tree is defined inductively as a term f(t1, . . . , tr) where f ∈ Fr and t1, . . . , tr are
trees (see e.g. [9]). The notions of node, child, parent, descendant, and ancestor relations
between nodes of a tree are defined as usual. We denote by T (F) the set of trees over F .
A tree can be seen as a structure with its set of nodes as domain – note that this domain
is never empty by definition –; several signatures are then pertinent (see [6] and the full
paper). We shall focus on the signature σT def= ((Pf )f∈F , <,<dfs,u) where, for all nodes x, y,
Pf (x) holds whenever x is labelled by f ,
x < y whenever x is an ancestor of y,
x <dfs y whenever x is visited before y in a depth-first, left-first traversal of the tree –
this is known as the document order –, and
z = x u y whenever z is the least common ancestor of x and y, i.e. z is the unique
descendant of all the nodes which are ancestors of both x and y.
Embeddings. Recall that A v B holds between two structures A and B if and only if
there exists an embedding from A to B, i.e. an injective mapping e from A to B that
preserves the relations: for all i ∈ I and a1, . . . , ari ∈ A, (a1, . . . , ari) ∈ Ri in A if and only if
(e(a1), . . . , e(ari)) ∈ Ri in B. As v is transitive and reflexive, (K,v) is a quasi-order (a qo).
Well-Quasi-Orders. Given a qo (X,≤) and a subset S ⊆ X, the downward-closure of S
is ↓S def= {x ∈ X | ∃s ∈ S . x ≤ s}. A subset D ⊆ X is downwards-closed if D = ↓D;
when D is a singleton {x} we write more succinctly ↓x. The notions of upward-closure and
upwards-closed subsets are defined similarly.
A qo (X,≤) is a well-quasi-order (wqo) if in every infinite sequence x0, x1, . . . of elements of
X, one can find an infinite sequence of indices i0 < i1 < · · · such that xi0 ≤ xi1 ≤ · · · [18, 20].
Equivalently, (X,≤) is well-founded (there are no infinite descending sequences x0 > x1 > · · · )
and satisfies the finite antichain condition (FAC), i.e. all its antichains are finite. Still
equivalently, (X,≤) has the descending chain condition: there are no infinite descending
sequences D0 ) D1 ) · · · of downwards-closed subsets Di ⊆ X. For instance, any finite set
ordered by equality is a wqo by the Pigeonhole Principle. As another example, if (X,≤X)
and (Y,≤Y ) are two wqos, then by Dickson’s Lemma, their Cartesian product X × Y is
well-quasi-ordered by the product ordering defined by (x, y) ≤ (x′, y′) if and only if x ≤X x′
and y ≤Y y′.
I Example 6 (Scattered Subword Embedding). The signature σs of Example 4 for finite words
in Σ∗ gives rise to an embedding relation vs known as the (scattered) subword embedding:
u vs v if and only if u = a1 · · · am and v = v0a1v1 · · · vm−1amvm for some a1, . . . , am ∈ Σ
and v0, . . . , vm ∈ Σ∗.
By Higman’s Lemma [18], the subword embedding relation vs well-quasi-orders Σ∗.
I Example 7 (Homeomorphic Tree Embedding). Using the signature σT of Example 5 for
trees in T (F), the ordering t vT t′ is better known as the homeomorphic tree embedding
relation, and holds for t = f(t1, . . . , tr) and t′ = g(t′1, . . . , t′s) if and only if
there exists 1 ≤ i ≤ s such that t vT t′i, or
f = g (and thus r = s) and for every 1 ≤ i ≤ r, ti vT t′i;
see the full paper for a proof of this folklore result. Note that (Σ∗,vs) is isomorphic to
(T (FΣ),vT ) where FΣ def= Σunionmulti{$} assigns rank 1 to letters in Σ and rank 0 to $, so our results
on ranked trees properly generalise the case of finite words.
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As first shown by Higman [18], the homeomorphic tree embedding relation vT similarly
well-quasi-orders T (F), and Kruskal’s Tree Theorem [20] shows that this generalises to
unranked trees.
Existential First-Order Logic. Consider first-order logic over the signature σ, and a class
of structures K over σ. Given a sentence ϕ, the set of structures M ∈ K such that M |= ϕ is
called the (first-order) language of ϕ. It is well-known that existential sentences in Σ1(σ)
define upwards-closed first-order languages S with respect to embeddings, i.e. such that
S = ↑S def= {M′ ∈ K | ∃M ∈ S .M vM′}; however the converse does not necessarily hold [28].
We are interested here in the Boolean closure BΣ1(σ) of Σ1(σ):
I Fact 8. If a set S is an n-PTL over (K,v), then it is definable by a sentence in BΣ1(σ)
with at most n variables. Conversely, assuming additionally that (K,v) is a wqo, if S is
definable by a sentence in BΣ1(σ), then it is a PTL over (K,v).
3 Ideal Characterisation of PTL Separability
A set S ⊆ X separates L ⊆ X from L′ ⊆ X if L ⊆ S and S ∩L′ = ∅. This can be turned into
a decision problem when restricting L and L′ to a class C ⊆ 2X of finitely representable sets:
I Problem (PTL separability for C over (X,≤)).
Input: Representations of L and L′ from C
Question: Are L and L′ PTL separable, i.e. does there exist S a PTL over (X,≤) that
separates L from L′?
Throughout this section, we assume that (X,≤) is a well-quasi-order. Under this assump-
tion, we establish in Section 3.2 a characterisation of PTL separability in terms of ideals of
(X,≤) (whose definition we recall in Section 3.1). This yields a generic framework in which
the decidability of PTL separability can be tackled, which we present in Sections 4 and 5 and
instantiate for the case of (T (F),vT ) the set of ranked trees together with homeomorphic
embeddings against the class C = Reg(T (F)) of regular tree languages.
3.1 Ideals
An ideal of a qo (X,≤) is a downwards-closed and (up-)directed subset I ⊆ X, where this
last condition ensures that I is non-empty and that, given any x ∈ I and y ∈ I, there exists
z ∈ I with x ≤ z and y ≤ z. A related notion is the following. A downwards-closed subset
D of (X,≤) is irreducible if and only if it is non-empty, and for any two downwards-closed
subsets D1, D2 such that D ⊆ D1 ∪D2, D is contained in D1 or in D2 already; equivalently,
D is non-empty and cannot be written as the union of two proper, downwards-closed subsets.
I Fact 9 (cf. Lemma 1 in [7]). The following are equivalent for a downwards-closed subset D
of a quasi-ordered set: (a) D is an ideal; (b) D is directed; (c) D is irreducible.
We write Idl(X) for the set of ideals of X. Ideals are especially useful when (X,≤) is a
wqo: for one thing, when X is countable, Idl(X) is then also countable [7, Theorem 1], and
furthermore any downwards-closed subset has a decomposition as a finite union of ideals:
I Fact 10 (cf. Lemma 2 in [7]). A qo is FAC if and only if every downwards-closed subset is
a finite union of ideals.
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3.2 Characterising Separability
Over any qo (X,≤), the case where L and L′ are not PTL separable has a well-known
characterisation in terms of sequences of indistinguishable witnesses, which is a straightforward
consequence of the definitions:
I Lemma 11. L and L′ are not PTL separable over a qo (X,≤) if and only if there exist
two sequences of elements (xn)n∈N in L and (x′n)n∈N in L′ such that for every n, xn ≡n x′n.
Proof Idea. It suffices to observe that L and L′ are not n-PTL separable if and only if there
exist xn ∈ L and x′n ∈ L′ such that xn ≡n x′n. See the full paper for a detailed proof. J
When (X,≤) is a wqo, we have another characterisation in terms of directed subsets
of L and L′ defining the same ideal. The fact that (X,≤) is wqo is needed in order for
Lemma 12 to hold: otherwise, the full paper presents a counter-example for the subtree
ordering over T (F).
I Lemma 12 (Key Lemma). L and L′ are not PTL separable over a wqo (X,≤) if and only
if there exist two directed sets ∆ ⊆ L and ∆′ ⊆ L′ such that ↓∆ = ↓∆′.
Proof of ‘if’. Let ∆ ⊆ L and ∆′ ⊆ L′ be two directed sets with ↓∆ = ↓∆′. Let us show that
for every n ∈ N, there exist xn ∈ L and x′n ∈ L′ such that xn ≡n x′n, from which Lemma 11
yields the result. Write I for the ideal ↓∆ = ↓∆′. Observe that, for every n ∈ N, I ∩X≤n is
finite since X is a combinatorial class. Furthermore, for every z ∈ I ∩X≤n, by definition of
I there exist xz ∈ ∆ with z ≤ xz and x′z ∈ ∆′ with z ≤ x′z. Since ∆ and ∆′ are directed, we
can find xn ∈ ∆ and x′n ∈ ∆′ greater or equal to all those finitely many xz and x′z when z
ranges over I ∩X≤n (if I ∩X≤n = ∅ then any xn ∈ ∆ and x′n ∈ ∆′ fit). Then xn ≡n x′n,
since for any z ∈ X≤n, either z ∈ I and then both z ≤ xz ≤ xn and z ≤ x′z ≤ x′n, or z 6∈ I
and then both z 6≤ xn and z 6≤ x′n since I is downwards-closed. J
Proof of ‘only if’. Assume L and L′ are not PTL separable, hence by Lemma 11 there exist
two infinite sequences (xn)n in L and (x′n)n in L′ with xn ≡n x′n for every n.
Let us consider the infinite sequence of pairs (xn, x′n)n∈N. By Dickson’s Lemma, X×X is
a wqo for the product ordering, hence there exists an infinite sequence of indices i0 < i1 < · · ·
such that xij ≤ xij+1 and x′ij ≤ x′ij+1 for every j ∈ N. Define ∆
def= {xij | j ∈ N}
and ∆′ def= {x′ij | j ∈ N}. These two sets are directed; they are actually infinite chains
xi0 ≤ xi1 ≤ · · · and x′i0 ≤ x′i1 ≤ · · · .
It remains to show that ↓∆ = ↓∆′. By symmetry, it suffices to show ∆ ⊆ ↓∆′. Consider
some xij ∈ ∆; then there exists some index ik > max(ij , |xij |). Hence xij ≤ xik , and since
xik ≡ik x′ik , xij ≤ x′ik and thus xij ∈ ↓∆′. J
Related Work over Finite Words. Let S be a subset of X. We define the adherence of S
as the set of ideals defined by the directed subsets of S:
Adh(S) def= {↓∆ ∈ Idl(X) | ∆ ⊆ S is directed } . (1)
Lemma 12 can be restated as saying that L and L′ are PTL separable if and only if their
adherences are disjoint, i.e. Adh(L) ∩Adh(L′) = ∅. This makes Lemma 12 quite reminiscent
of several results on separability for word languages over Σ∗. Almeida [2] showed that two
regular languages over Σ are PTL separable over (Σ∗,vs) if and only if their topological
closures inside a specific profinite semigroup do not intersect. This lead to a first decision
procedure [3] by explicitly constructing representations for these topological closures and
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testing their intersection for emptiness – the counterpart in terms of Lemma 12 would be to
compute the adherences of L and L′.
Major improvements were brought by Place et al. [24] and Czerwiński et al. [11] and
culminate in Theorem 2.1 of [12], by reducing this non-empty intersection check to identifying
a common pattern ‘densely’ matched by both L and L′. It turns out that these patterns are
essentially finite representations for ideals of (Σ∗,vs), so Lemma 12 subsumes Theorem 2.1
of Czerwiński et al. [12] – and has a considerably simpler proof.
4 Deciding PTL Separability
While Lemma 12 provides a general characterisation for PTL separability, turning it into a
decision procedure requires finite representations and effectiveness assumptions on its various
ingredients. We define a set of such assumptions in Section 4.1, which is sufficient to derive
a generic algorithm. We describe the latter in two steps: we first show in Section 4.2 a
reduction to the adherence membership problem. The final step in Section 4.3 is to show that
this last problem is decidable for the set of regular tree languages over (T (F),vT ).
4.1 Effectiveness Assumptions
In order to put Lemma 12 into practice, we need to consider in more details how we are
going to represent PTLs over (X,≤), ideals in Idl(X), and languages in C.
PTLs. Fact 3 provides a natural representation for PTLs as finite Boolean combinations of
principal filters, i.e. more concretely as terms of the free Boolean algebra with elements
of X as atoms.
Ideals. Recall that over a countable wqo (X,≤), Idl(X) is also countable [7]. In Section 4.2,
we only need to have explicit ideal representations as a means of enumerating ideals, while
Corollary 15 further needs a means of computing representations as regular tree languages.
Section 5 fulfils both requirements by providing ideal representations for (T (F),vT ) as
regular tree expressions.
Languages. Our last effectiveness assumptions regard the class of languages C. We call C
PTL-effective over a qo (X,≤) if C has decidable emptiness: given a representation for
L ∈ C, there is an algorithm that decides whether L = ∅, and if C is effectively closed
under intersection with PTLs: given a representation for L ∈ C and one for S a PTL over
(X,≤), there is an algorithm that constructs a representation for L ∩ S in C.
For instance, both over (Σ∗,vs) and over (T (F),vT ), a principal filter ↑x is a regular
language, and since regular languages are closed under Boolean operations by Fact 3 any
PTL is regular. Thus, PTL-effective classes of word and tree languages abound, starting
with regular languages themselves, but also context-free, etc.
4.2 Reducing to Adherence Membership
We describe our decision procedure in two steps. The first one reduces the PTL separability
problem for a PTL-effective class C to the following problem:
I Problem (Adherence Membership for C over (X,≤)).
Input: A representation for L ∈ C and one for I ∈ Idl(X).
Question: Is I ∈ Adh(L)?
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I Proposition 13. Let (X,≤) be a wqo with ideal representations and C ⊆ 2X be PTL-
effective over (X,≤). Then there is a Turing reduction from the PTL separability problem to
the adherence membership problem.
Proof. Given an oracle for the adherence membership problem for C over (X,≤), our
algorithm consists of two semi-decision procedures that take representations for L ∈ C and
L′ ∈ C as input. The first attempts to show that L and L′ are PTL separable, and enumerates
representations of PTLs S until L ∩ (X \ S) = ∅ and L′ ∩ S = ∅. This is possible because
C is PTL-effective and complementing a PTL representation is trivial. The second relies
on Lemma 12 and attempts to show that L and L′ are not PTL separable by enumerating
representations of ideals I until I ∈ Adh(L) and I ∈ Adh(L′), using the oracle for adherence
membership for the tests. J
4.3 Deciding Adherence Membership
Regular Languages. In the case of regular tree languages over T (F), the adherence mem-
bership problem is decidable thanks to the following lemma:
I Lemma 14. Let (X,≤) be a qo and L ⊆ X. Then I ∈ Adh(L) if and only if I ⊆ ↓(I ∩L).
Proof. The ‘only if’ part is immediate or the ‘if’ part we show that I ∩ L is directed. Since
I is non-empty and included in ↓(I ∩ L), I ∩ L is also non-empty. Furthermore, if x, y are
in I ∩ L, then since I is directed there exists z ∈ I such that x ≤ z and y ≤ z, and since
I ⊆ ↓(I ∩ L) there exists z′ ∈ I ∩ L such that z ≤ z′. J
Now, if L is a regular tree language, I is also effectively regular using the ideal represent-
ations from Section 5, and so are I ∩ L and ↓(I ∩ L), hence I ⊆ ↓(I ∩ L) is decidable since
inclusion of regular tree languages is decidable, proving Theorem 1:
I Corollary 15. Adherence membership is decidable for regular tree languages over (T (F),vT ).
Generic Approach. Let us finally generalise the previous idea. Our issue is that, for instance
when C is the class of context-free languages over Σ∗, while I is a regular language and
↓(I ∩L) is a computable context-free language, the inclusion test between a regular language
and a context-free one is in general undecidable. Thankfully, ↓(I ∩L) is regular for arbitrary
languages L by Fact 10, since it is a finite union of ideals and ideals are regular. However,
the issue is then to compute a representation of ↓(I ∩ L) as a regular language, or more
generally to solve the following problem:
I Problem (Ideal Decomposition for C over (X,≤)).
Input: A representation for L ∈ C
Output: ↓L as a finite union of representations of ideals in Idl(X).
The following result requires effective operations on ideal representations. We refer the
reader to [13, 15] for a systematic study of algorithms on finite ideal representations for wqos;
here we use the notion of effective ideal representations as defined by Goubault-Larrecq et
al. [15] to prove (see the full paper):
I Proposition 16. Let (X,≤) be a wqo with effective ideal representations and C ⊆ 2X be
PTL-effective over (X,≤). Then the adherence membership problem and the ideal decomposi-
tion problem are Turing-equivalent.
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The seemingly innocuous hypothesis that C is PTL-effective is actually crucial: The-
orem V.2 and Theorem VIII.1 in [22] provide an instance of undecidable adherence member-
ship but computable ideal decompositions over a wqo with effective ideal representations; in
these results, C is the set of run structures between two configurations of a vector addition
system, and has decidable emptiness but lacks effective closure under intersection with PTLs.
Related Work over Finite Words. Propositions 13 and 16 together show that PTL separab-
ility reduces to the computation of ideal decompositions for downward-closures over any wqo
with effective ideal representations. This includes as a special case (Σ∗,vs) using the repres-
entations in [19, 1], and since ideal decompositions of downward-closures are computable for
many classes of PTL-effective word languages [30] – including context-free languages [29, 10],
reachability languages of vector addition systems [16], matrix languages [30], and higher-order
languages [17, 8, 4] –, PTL separability is decidable for them.
In fact, propositions 13 and 16 subsume most of Theorem 2.5 of Czerwiński et al. [12],
which is stated for full trios C over Σ∗, i.e. classes of languages closed under rational
transductions – which are thus effectively closed under intersection with PTLs. There
is a small price to pay for our level of generality, which is that their Theorem 2.5 also
shows a converse reduction over (Σ∗,vs) from the ideal decomposition problem back to
the PTL separability problem. In our general setting, the best we know is that L def= I and
L′ def= X \ ↓(I ∩ S) are PTL-separable if and only if I ∈ Adh(S) by Lemma 14, but this
either uses the closure of C under complementation and downward-closure, or already uses
computable ideal decompositions. The former however holds for regular languages:
I Proposition 17. There is a many-one reduction from the adherence membership problem
to the PTL separability problem for regular tree languages over (T (F),vT ).
5 Ideals for Ranked Trees with Homeomorphic Embedding
In this section, we provide finite representations for ideals of ranked trees ordered by
homeomorphic embedding. These representations are expressed as tree regular expressions [9,
Section 2.2]. We show in Section 5.1 that any downwards-closed subset of T (F) can be
represented as a simple tree regular expression (STRE), which we construct from its tree
automaton. In Section 5.2, we then characterise ideals in this syntax as tree products, obtained
as the summands of the normal form according to a rewrite system. Thanks to this particular
proof strategy, the entire construction also solves the ideal decomposition problem: given a
regular tree language, first build the STRE for its downward-closure, then normalise this
STRE into a union of tree products representing its ideals.
Note that a concrete syntax for ranked tree ideals was proposed in [13]. However, no proof
was given, and indeed the proposed tree regular expressions failed to be downwards-closed.
5.1 Simple Tree Regular Expressions
Let L ⊆ T (F) be a downwards-closed language. Its complement is upwards-closed and has
finitely many minimal elements, i.e. T (F) \ L = ↑{t1, . . . , tn} =
⋃
1≤i≤n ↑ ti, hence this is a
regular tree language and L is also regular. Thus L is recognised by a finite (bottom-up)
tree automaton A, or equivalently by a tree regular expression [9, Section 2.2].
We shall see that A is equivalent to an expression of a specific shape, called a simple tree
regular expression (STRE). We describe next a general procedure that converts any (ε-free)
finite tree automaton A to an STRE S whose language is the downward-closure ↓L(A) of the
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q1
a
f(_,_)
q3
d
h(_,_)
q2
q4
b
g(_)
(a) Initial tree automaton.
q1
a
f(_,_)
q3
d
h(_,_)
q2
q4
b
g(_)
(b) ε-strongly connected components.
Figure 1 Converting tree automata to STREs.
language recognised by A. This procedure is best explained on an example: see Figure 1a,
where there is one 0-ary transition a (from no state) to state q1, one binary transition f
from the pair of states q1, q2 to q3, and so on. In textual form, we write these transitions as
rewrite rules [9]: a→ q1, f(q1, q2)→ q3, h(q3, q3)→ q2, c→ q3, g(q4)→ q4, b→ q4.
We first extend our automaton with ε-transitions. An ε-transition from s to s′ will be
drawn as a dashed arrow (see Figure 1b), and is just a rewrite rule of the new form s→ s′.
This implies that every tree recognised at s is also recognised at s′. For each transition, say
f(s1, s2, · · · , sn) → s, of A, we add n ε-transitions s1 → s, s2 → s, . . . , sn → s. Call the
resulting automaton ↓A. It is an easy exercise to show that L(↓A) = ↓L(A).
There is a graph underlying ↓A, whose vertices are the states of ↓A, and whose edges
are the ε-transitions. Consider its strongly connected components, shown against a grey
background in Figure 1b. Any two states in the same strongly connected component C
recognise exactly the same trees, so it makes sense to talk of the language LC(↓A) of those
trees recognised at any state of C. Let C → C ′ if and only if s→ s′ for some s ∈ C, s′ ∈ C ′.
The strict ordering ≺ def= →+ is well-founded, and we shall build an expression SC whose
language is LC(↓A) by induction along ≺.
Trivial Components. If C is a trivial strongly connected component (one state s, no self-
edge), then enumerate its incoming non-ε transitions fi(si1, si2, · · · , sini) → s, 1 ≤ i ≤ m.
Let Sij be an expression whose language is the set of trees recognised at sij , which is given
by induction hypothesis. Then SC def= P1 + · · ·+ Pm with Pi def= f?i (Si1, Si2, · · · , Sini) is our
desired expression. For instance, the set of trees recognised at the leftmost state q1 of
Figure 1b is the language of S1 def= a?.
Here, a tree t is in the language of an expression P = f?(S1, . . . , Sn) (written ‘t ∈ P ’)
for f ∈ Fn and expressions S1, . . . , Sn if and only if either t is of the form f(t1, · · · , tn) with
ti ∈ Si for every i, 1 ≤ i ≤ n, or if t ∈
⋃n
i=1 Si; as the notation suggests, for S = P1+· · ·+Pm,
t ∈ S if and only if t ∈ Pj for some j, 1 ≤ j ≤ m.
Iterators. If C is a non-trivial strongly connected component, then enumerate the non-ε
transitions fi(si1, si2, · · · , sini)→ si, 1 ≤ i ≤ m, whose end state si is in C. For each pair
i, j, if sij is in C, then Sij def=  is a placeholder; otherwise, let Sij be an expression whose
language is the set of trees recognised at sij , which we obtain by induction hypothesis. Then
SC
def= (A1 + · · · + Am)∗.0 for Ai def= fi(Si1, Si2, · · · , Sini) is a suitable expression. For
example, the rightmost strongly connected component {q4} of Figure 1b yields the expression
S4
def= (b + g())∗.0. One might have expected an expression of the more intuitive form
(g())∗.b?, however, as we are going to see, they define exactly the same language.
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Here, 0 denotes the empty sum with empty language, and intuitively the language of
an iterator C∗.S for C = A1 + · · ·+Am should consist of all trees obtained by repeatedly
applying contexts from A1, . . . , Am – i.e. trees over the extended alphabet F ∪ {} where
 has arity 0 –, until one reaches a tree in S. More precisely, the language of an atom
A = f(S1, · · · , Sn) consists of those contexts in T (F ∪ {}) of the form f(c1, · · · , cn)
where ci ∈ Si for every i. In turn, c ∈ S if and only if either S =  and c is the trivial
context , or S is an expression S, c is a tree t in T (F), and t ∈ S. The language of
C = A1 + · · ·+Am is the union of the languages of Aj , 1 ≤ j ≤ m. For example, (f())∗.a?
will recognise all trees of the form fn(a), n ∈ N. There are however two catches:
1. The first one has to do with atoms A where the placeholder  occurs more than once: as
usual with tree regular expressions, when replacing  by a tree from S, several occurrences
of  can be replaced by different trees from S. Hence (f(,))∗.(a? + b?) consists of all
binary-branching trees with inner nodes labelled f and leaves labelled a or b, including
f(f(a, a), a) and f(f(b, b), b) but also f(f(a, b), a)) or f(f(b, b), a) among others. For a
context c, and a set of trees S, we shall write c[S] for the set of trees obtained from c by
replacing each occurrence of  by a (possibly different) tree in S.
2. The second catch has to do with downward-closure. It is tempting to define the trees
of C∗.S as those in c1[· · · [ck[S]] · · · ], for some k ∈ N and some c1, · · · , ck ∈ C. However,
there are cases where that language would fail to be downwards-closed, e.g., (f(a?,))∗.b?
would contain f(a, b) but not a, according to that semantics.
We repair that as follows. For A = f(S1, · · · , Sn), define suppA as follows: if those Si,
1 ≤ i ≤ n, that are different from  define non-empty languages, then suppA is the union
of those languages; if some Si 6=  has an empty language, then suppA = ∅. Hence,
for example, supp f(,) = ∅, supp f(a?,) = a? = {a}, and supp f ′(a?,, 0) = ∅. For
C = A1 + · · ·+Am, let suppC =
⋃m
j=1 suppAj .
We are now ready to define the language of C∗.S, as the language of trees in c1[· · · [ck[S ∪
suppC]] · · · ], for some k ∈ N and some c1, · · · , ck ∈ C.
Finally, ↓L(A) is the union of the languages of the strongly connected components
containing a final state of A; in our example the strongly connected component in the middle
yields the final expression (d+ f(S1,) + h(, S4))∗.0.
General Syntax. Summing up, we define simple tree regular expressions (STREs) by the
following abstract syntax:
S ::= P1 + · · ·+ Pm P ::= f?(S, · · · , S) | C∗.S
C ::= A+ · · ·+A A ::= f(S, · · · , S) S ::= S | 
where f ∈ Fr in f?(S1, · · · , Sr) and in f(S1, · · · , Sr), the sum operation + is associative
and commutative (we shall sometimes write
∑m
i=1 Pi for P1 + · · ·+ Pm) with 0 denoting the
empty sum, and  6∈ F is a placeholder. Note that  is not meant to denote a family of
placeholders, rather a single one. The STREs of the form P are called tree pre-products.
Among them, the tree products will be our notations for ideals, see Section 5.2.
I Proposition 18. Every STRE defines a downwards-closed language of (T (F),vT ). Every
downwards-closed language of (T (F),vT ) is the language of some STRE.
Proof. The first part can be shown by structural induction on STREs; see the full paper for
details. The second part was sketched above. J
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P + P ′ →1 P ′ if P ⊆ P ′ A+A′ →1 A′ if A ⊆ A′
0 + P →1 P 0 +A →1 A
0∗.S →1 S (C + f(S1, · · · , Sn))∗.S →1 C∗.(S + f?(S1, · · · , Sn))
f?(~S1, 0, ~S2) →1 0 f?(~S1, S + S′, ~S2) →1 f?(~S1, S, ~S2) + f?(~S1, S′, ~S2)
f(~S1, 0, ~S2) →1 0 f(~S1, S + S′, ~S2) →1 f(~S1, S, ~S2) + f(~S1, S′, ~S2)
C∗.0 →1 0 if C =
∑m
i=1 fi(, · · · ,) and no fi is 0-ary
C∗.(S + S′) →1 C∗.S + C∗.S′ if C is -linear
Figure 2 The rewrite relation →1.
5.2 Tree Products
We now characterise the STREs that define ideals of (T (F),vT ). We define a rewrite relation
→1 on STREs that moves all + signs to the outside: for a→1-normal STRE S = P1+· · ·+Pm,
each Pi will be irreducible, hence S will be an ideal if and only if m = 1 by Fact 9.
The rewrite relation →1 is defined in Figure 2. Recall that + is understood modulo
associativity and commutativity. Letters matter, too: S, S′, S1, . . . , Sn are STREs, while P ,
P ′ are those special STREs of the form f?(S1, · · · , Sn) or C∗.S, etc. In particular, the third
rule of the second column applies provided the pattern f(S1, · · · , Sn) does not contain  at
all. In the first rules, note that inclusion of STREs is decidable. For the two bottom rules,
we need some auxiliary definitions. Say that a pattern A = f(S1, · · · , Sn) is -linear if
and only if at most one Si is the placeholder . Writing C as A1 + · · ·+Am, we say that C
is -linear if and only if every non-empty Ai is -linear. The -linearity restriction imposed
on the last two rules is needed for the following to hold.
I Fact 19. If S →∗1 S′ then S and S′ define the same language.
I Lemma 20. Every STRE S has a normal form with respect to →1.
Proof. Using Bachmair and Plaisted’s associative path ordering >apo [5] on a precedence
where + is minimal, f > f? for each symbol f , and the (_)∗._ operator has lexicographic
status, we see that →1 is even a terminating relation. J
I Definition 21. A tree product is any →1-normal tree pre-product P .
I Lemma 22. Every ideal of T (F) is the language of some tree product.
Proof. By Proposition 18, an ideal I is the language of some STRE S, which has a→1-normal
form by Lemma 20; write it P1 + · · · + Pm. Since I is non-empty, m ≥ 1, and since I is
irreducible (Fact 9), it is included in, hence equal to, the language of some Pi. J
Conversely, the language of any tree product is directed (see the full paper for a proof), thus:
I Theorem 23. The ideals of T (F) are exactly the languages of tree products.
6 Concluding Remarks
We have presented a general order-theoretic characterisation of PTL separability, and shown
that it could be applied to decide PTL separability of languages beyond finite words, namely
of ranked regular tree languages ordered by homeomorphic embedding. Our work further adds
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to the growing body of algorithmic applications of downwards-closed sets and ideals of well-
quasi-orders in logic and verification, e.g. in forward analysis [13, 14], backward analysis [21],
inference of inductive invariants [23], and reachability in vector addition systems [22].
We are confident our techniques apply to unranked trees, by defining suitable ideal
representations. In the same vein, it would be interesting to develop ideal representations for
the tree minor ordering, and to try to decide PTL separability for context-free tree languages.
An open-ended question is how to finely relate our order-theoretic characterisation with
the algebraic and topological characterisations typically employed for the definability and
separability problems. For instance, can one derive the characteristic equations of Bojańczyk
et al. [6] for piecewise-testable tree languages from Lemma 12?
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