The results of the Sobolev type equations theory are lately used extensively for the measurement of dynamically distorted signals. In this paper we consider the optimal measurement problem for the system with known multiplicative effect, which has the form of a monotonically decreasing scalar function that depends on time. Introduction of such factor to the measuring transducer model allows us to interpret it as a function describing the decrease in sensor sensitivity. The exact and approximate solutions of optimal measurement for the above system are 2126 Aleksandr Shestakov, Georgy Sviridyuk and Minzilia Sagadeeva constructed. The convergence of approximate solution to the exact one is proved.
Introduction
Previously [4] the first of the co-authors proposed to use one of the automatic control theory models as a mathematical model of the measuring transducer (MT). However, the proposed model was mathematically incorrect, therefore technically reasonable hypothesis (such as "method of sliding modes") that allowed to embody a mathematical model "in metal" [5] have been proposed. Later the second co-author proposed to use the ideas and methods of the optimal control theory [9] , [10] to solve such problem. The resulting mathematical model become the basis for optimal measurement theory [7] , [8] . The results of this theory in some cases were "brought to number" [6] .
However, a careful study of the MT mathematical model has revealed some of its shortcomings. Particularly the model does not take into account its degradation during the measurement. This article seeks to eliminate this annoying drawback. To achieve the goal we use the results of [2] , [3] . The article besides the introduction and bibliography contains two parts. In the first one we consider an exact solution and in the second approximate solutions proposed in [7] , [8] for the MT model are presented. References do not claim to be complete but only represent the tastes and preferences of the authors.
Exact Solution
Let L and M be square matrices of order n. Following [7] , [8] , we call the sets ρ 
which are called the L-resolvent, the right and the left L-resolvent of M respectively.
Definition 1 The matrix
The system (1) was named so, because of its apparent similarity to the balance model of V. Leontiev. The condition ker L = {0} corresponds to the presence of resonances in the sensor circuits [1] .
. . ,ẋ n ) are the vector-functions of a state and a rate of state change for the MT respectively; u = (u 1 , u 2 , . . . , u n ) and y = (y 1 , y 2 , . . . , y n ) are the vector-functions of measurements and observations for the MT correspondingly; L and M are matrices representing the mutual velocity of state changes and the actual state of the MT. The scalar function a : (0, τ) → R + describes the time variation of the parameters of the MT; D and N are square matrices of order n, characterizing the interference of the measurement parameters and the relationship between system state and observation correspondingly.
Equations (1) and (2) are supplemented by the Showalter -Sidorov condition
which is in this situation more applicable than the traditional Cauchy condition [6] , [11] , [12] . Consider the penalty functional in the form
where β ∈ (0, 1], spaces U and Y are Hilbert ones, matrices F q of order n are positively defined, θ = 0, 1, . . . , p + 1, τ ∈ R + , and y 0 = (y 01 , y 02 , . . . , y 0n ) are the observations obtained in the field experiment results τ) ; R n )} be a measuring space and Y = N[X ] be a space of observations for some fixed τ ∈ R + . We distinguish a convex and closed subset U ∂ in the space U which we call a set of admissible measurements. Our aim is to find the optimal measurement v ∈ U ∂ such that
Problem (1)- (5) is called the optimal measurement problem. A pair (x, v) ∈ X × U is named the exact solution of this problem if it satisfies the system (1), (2) almost everywhere in (0, τ) (where u = v), the conditions (3) (for some vector x 0 ∈ R n ) and (4), (5) . To find the exact solution we use the results [3] . (1)- (5), whereas
Approximate Solutions
We present an algorithm for construction of an approximate solution for the problem (1)-(5). Firstly we construct a finite-dimensional space U of trigonometric polynomial vectors of the form 
then substitute u into (6) instead of v and obtaiñ
where A(t) = 
