The paper presents a modified adaptation algorithm for the super-twisted sliding mode controller structure, based on the barrier function method. The aim of the paper is to reduce the chattering phenomena of the controller, which limited the use of the controller in different applications. The chattering phenomena are mostly caused by the overestimated controller gain due to the assumed disturbance bound, which is mostly inaccurate. The chattering origins are also the unknown parasitic dynamic of the system and discrete implementation of the controller. The proposed method with the Barrier function is used to alleviate the chattering phenomena with the adaptation of the controller parameters. The novelty of the method is using an adaptation procedure only in prescribed regions of the sliding variable, otherwise, the adaptation is not used. The advantage of the method is the proper rejection of the chattering phenomena in the vicinity of the manifold of the sliding variable, regardless of the order of the system. With proper selection of the adaptation boundary, the effect of discrete implementation, especially for a longer sampling time of the algorithm, can be suppressed efficiently, as well as the effect of the overestimated controller parameters. The proposed method is verified and compared with a standard version of the algorithm in simulation and real-time environments.
Introduction
Electro-mechanical systems (EMs) are used widely in various industrial and home applications. The main advantage of the system is its high accuracy, high reliability, robustness, and low power to weight ratio. The EMs are unmissable components of the robotic, machine tool and feeder systems. The efficiency of the EMs is key for system performance and safety. The control design strategies for such kinds of systems mostly use a 2DOF control structure with inner and outer feedback loops [1] [2] [3] . The aforementioned special 2DOF approach is well-known, like the disturbance-observer algorithm (DBA), and can be found in different structures within several control paradigms [4, 5] . Most of the approaches use a nominal model in the inner feedback loop. The more convenient and straightforward method of DBA is a Q-filter design, and the more advanced is based on a robust internal compensator (RIC) [2, 5] . Bothe techniques deal with a trade-off between feedback performance and the robustness property [1] . However, the RIC approach is more transparent regarding the Q-filter method. A significant difference between the RIC and Q-filter is the design of their internal loops. The Q-filter approach uses the inverse nominal model of the system, whereby the RIC approach introduces a freely selectable structure. The freely selectable structure offers a broader possibility to tune the controller parameters with respect to the manifold vicinity of the sliding variable. The barrier function method (BFM) is employed for the adaptation mechanism of the STA coefficients. The barrier function (BF) adaptation method can be found in the recent scholars [22] [23] [24] [25] . The original idea of the BF adaptation law is suppression of unknown bounded disturbances and uncertainty [24] . The adaptation principle of BF can be applied to FSCM and HSMC algorithms as a feedback controller, as well as state estimators and differentiators [23] [24] [25] . In theory, the BF adaptation technique doesn't have the capability to suppress the chattering phenomenon of FSCM or HSMC controllers. Through the adaptation process, the BF can induce uncontrollably high gains, which can limit real-time implementation. The gain adaptation of BF is completely closed to the BF boundary [22, 23] . Theoretically, the BF gains can converge to infinity. The use of a larger gain in the SMC controller can improve the disturbance rejection efficiently, but, on the other hand, can deteriorate the smoothness of the controller output. In the presented research, the principal objective is not to deal with unknown disturbances, like in [23] [24] [25] , but to improve STA operation sufficiently in the vicinity of the origin, with complete suppression of the chattering phenomena. In the presented approach, the entry boundary to the BF adaptation is prescribed.
The entry boundary prescribes two modes of the STA controller operation. The first mode is the classic operation of STA, which is intended for system states far from the origin and larger disturbances values. The first mode of operation needs to ensure the stability of the known bounded disturbances, and to provide a proper time convergence of the sliding variable. The second operation mode introduces a BF adaptation algorithm, which works only at the prescribed boundary, close to the origin. The BF adaptation algorithm ensures the elimination of the chattering phenomenon and does not produce a larger gain in the controller. The convergence time of the chattering rejection can be tuned with the selection of the entry boundary of the BF and used adaptation gain. The stability analysis form mode one, as well as mode two, will be discussed in the sequel to the presented research.
The structure of the paper is as follows: Section 2 presents the brief mathematical model of the DC motor and the transformation of the model with a new variable for tracking the capability estimation of the feedback system. The design of the STA controller is presented in Section 3. The Section contains a full stability analysis of the STA controller. Section 4 covers the quasi BF adaptation technique, with a prescribed entry boundary and full stability analysis for the STA controller with adaptive BF gains. Section 5 presents the results and evaluation of the STA algorithm with the BF adaptation approach. The conclusion and final thoughts are listed in Section 6.
Mathematical Model of the Direct Current Electro-Mechanical System
Electric motors are a fundamental part of many power industrial tools, robotic systems, and household appliances. The direct-current motor (DC motor), is an energy conversion system where the electrical power is transformed into the mechanical. The mathematical model of the DC motor can be presented as a second or third-order system. The second-order mathematical model is used for the presented research aim, chattering suppression. The position control of the electro-mechanical system has a significant characteristic, where the chattering phenomena at the output of the controller affect the wear and heat losses in the motor and electronic components directly. The second-order mathematical model covers the mechanical dynamic, where the electrical transient response is neglected, and only the final values after the transient phenomena of the electrical subsystem are used in the presented controller design. In this case, the accuracy of the mathematical model does not play an important role, because the STA coefficients can be overestimated. With the fast BF adaptation procedure in operation mode two, the overestimated STA parameters do not have a notable effect on the closed-loop response. The second-order mathematical model of the DC motor is presented as
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The coefficients in Equations (1) and (2), where ω, ϕ, d in , J, B, k e , m f , f are the angular velocity, shaft angle, input disturbance, output disturbance, inertia, viscous friction, the current-torque constant, dead zone value of the input torque and the nonlinear friction coefficient as a function of the angular velocity and the angle, respectively. For better transparency and further STA controller design, the new state vector is [ϕ ω] T = [x 1 x 2 ] T . The simplified model with a new state vector is presented as .
where R, k e , u are motor winding resistance, mechanical constant and input voltage, respectively. The nonlinearity D is
One of the crucial objectives of the controller design is to ensure the tracking of the different changed signals, where the tracking error is introduced as
where x d and .
x d are the reference signal and its time derivative, respectively. By applying the error variable Equation (5) to the system Equation (3), the new transformed system is .
For the STA controller design, the lumped term of the disturbance, uncertainty and reference derivatives d need to be a strictly bounded function, where d = .
.
The presented system in Equation (6) is used further for an adaptive STA-positioning controller design, based on the BF adaptation technique.
Super-Twisted Positioning Controller Design
The STA controller is the most applicable HSMC controller structure and has many positive features [14, 26, 27] . Like the robust FSCM structure, which has good rejection capability of the matched known bounded disturbances and uncertainties, the STA preserves this capability. The advantage of STA compared to the FSCM is that the nonlinear switching term is shifted behind the integrator, which smooths the controller output. Nevertheless, the HSMC-STA structure produced a continuous output and the continuity is strongly related to the order of the plant. The STA ensures continuous controller output where the relative degree of the system concerning the sliding function is one; otherwise, the limit cycle (LC) exists [8, 9, 12] . The LC can be effectively inspected with a describing function (DF) approach, where the Nyquist stability criteria are used [1] . For the system with a higher degree, some chattering alleviation technique can be used, but cannot be rejected. This topic will be discussed later in this article. The STA controller is also proclaimed as a nonlinear version of the well-known linear proportional integral (PI) controller, with nonlinear terms, which ensure a better tracking and disturbance rejection capability. Concerning the system order in Equation (6), and with the consideration that some unmodeled parasitic dynamics exist, the feedback system with STA will inevitably produce unwanted chattering phenomena at the system output.
The system Equation (6) is used for the STA controller design. The STA controller structure is
where the coefficients k 1 , k 2 are the tuning parameters, and subject to the system stability and the feedback dynamic. The introduced sliding variable σ of STA Equation (8) is
where the first derivative is equal to
The coefficient w is a tuning parameter and needs to hold w > 0. For a system Equation (6) with the selected sliding variable Equations (9) and (10), and STA control law Equation (8), the feedback system can be expressed as
where the perturbation term δ 2 is defined as
For the simplicity of the stability proof, we assume that the coefficient g = 1. For the stability assessment Equation (11), the given Lyapunov function V(σ) is used [6, 28] 
The state variable ζ and matrix P are
where the time derivative of . ζ is equal to
The matrix form of the time derivative and matrices Q and q are defined as
For stability proof, the next assumption is given
where γ > 0. The assumption Equation (14) means that the disturbance δ 2 term is globally bounded. The disturbance term on the right side of the equation . V(σ), with consideration of Equation (14), is
The feedback system is stable if matrix (Q − Υ) is strict positive-definite; Q − Υ > 0. The matrix Υ is Appl. Sci. 2020, 10, 595 6 of 20
where > 0. The assumption Equation (14) means that the disturbance term is globally bounded. The disturbance term on the right side of the equation ̇( ), with consideration of Equation (14), is
The feedback system is stable if matrix ( − ) is strict positive-definite; − > 0. The matrix is
The feedback system is globally asymptotically stable, with the condition ( ) ≥ 0 and its derivative ̇( ) ≤ 0, if the STA coefficients satisfy the below-listed inequalities
The simple proof can be shown by selection
For any positive numbers , holds that the matrix − is a strict positive definite, ( − ) > 0, ℝ , if the parameters are selected as = 2 + and = 8( − 2 ) + ⁄ . The globally asymptotic stability of the system with the conditions in Equation (16) is ensured.
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The feedback system is globally asymptotically stable, with the condition V(σ) ≥ 0 and its derivative . V(σ) ≤ 0, if the STA coefficients satisfy the below-listed inequalities
The simple proof can be shown by selection k 1 = 2γ and
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For any positive numbers ε, holds that the matrix Q − Υ is a strict positive definite, λ(Q − Υ) > 0, λ R 2 , if the parameters are selected as k 1 = 2γ + ε and k 2 = γ 2 k 1 /8(k 1 − 2γ) + . The globally asymptotic stability of the system with the conditions in Equation (16) is ensured.
Barrier Function Based Adaptive Algorithm
The BF method in the feedback control system originated from the idea of preventing transgression in the system output constraints [22] . The BF methodology is further used as the SMC adaptation technique, where the gains of the controllers are adapted to the current value and the sliding variable. Many adaptation techniques for SMC have been proposed by recent scholars. The first proposed strategy uses constant gain increase until the sliding mode does not occur [29, 30] . This approach suffers from the unexpected disturbance growth, where the sliding mode can be lost for a certain time, until the growing gain again reaches the sliding mode behavior. The second approach overcomes this problem with use of the adaptations in terms of decreasing or increasing gain [14, 31] . This approach ensures the finite time convergence of the sliding variable to the neighborhood of zero, where the neighborhood size and convergence time depend on the disturbance [32] . The main disadvantage of the method is overestimated controller parameters, which produce an additional chattering effect. Adaptation laws also exist, which are based on the equivalent control approach as a disturbance estimator. Here, the low pass filter approximates the equivalent control strategy [15, 33] . The BF adaptation technique is used in the presented paper. Like the BF adaptation process presented in [24, 25, 32] , this research used the BF method to suppress the chattering phenomena. The BF adaptation technique [24, 25] prescribes the closed boundary of the sliding variable. The sliding variable cannot leave the boundary. If the sliding variable is approaching the boundary, the gain of the controller converges to infinity. Also, the initial value of the sliding variable is assumed to be in the prescribed boundary; otherwise some additional adaptation algorithms are used, similar to [31] , where the controller gain increases until the prescribed boundary of the BF is not reached. It needs to be mentioned that the original BF adaptation strategy is used for unknown disturbances, where the adapted controller coefficients are not overestimated, and no additional low pass filter is needed. In our case, the BF adaptation is used only in a certain boundary, otherwise the preselected STA coefficients remain unchanged. The BF strategy only adapts the controller coefficients near to the sliding manifold. The adapted STA coefficients are strictly bounded with preselected STA values, which is beneficial for real-time implementation. The benefits of the approach are its good disturbance rejection capability outside of the boundary and the fast time convergence of the STA coefficient in the prescribed BF region, which can suppress the chattering phenomena completely. The STA controller operates in two modes: outside the BF boundary and inside the BF boundary. The first mode is the normal operation of the STA, and the second mode is the BF adaptation procedure. Due to the limited operation of the BF in the original idea, we named this approach the quasi BF adaptation strategy.
Before we describe the proposed adaptation strategy, the BF's definition needs to be presented. The BF is a positive, even function, depicted in Figure 1 , defined on the interval ε > 0, where
and K BF is strictly increasing on [0,ε) and has a minimum at zero
For the presented adaptation algorithm, the following BF is used,
The course of the Barrier Function is presented in Figure 1 .
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The quasi Barrier Function is defined as For the adaptation algorithm and chattering suppression, the quasi BF-QFB, K BF (σ) is proposed. The main property of the K BF (σ) is lim σ→ ε K BF (σ) = 1.
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The quasi Barrier Function is defined as
where the sat ε is defined as
The QBF is presented in Figure 2 .
For the adaptation algorithm and chattering suppression, the quasi BF-QFB, ( ) is proposed. The main property of the ( ) is ( )
where the is defined as
The QBF is presented in Figure 2 . The adaptive STA controller with QFB adaptive coefficients (BSTA) is given as [23] ( ) ( )
The feedback system with BSTA is ( ) ( ) ( ) ( ) 
For the stability proof of the BSTA adaptation procedure, we assumed that the sliding variable at the time ̅ , ̅ ≠ 0 is in the boundary of , where is | | < and ( ) = ( ).
Let us consider the Lyapunov Barrier Function ( ), ( ) ( )
The time derivative of ( ) is The adaptive STA controller with QFB adaptive coefficients (BSTA) is given as [23] 
The feedback system with BSTA is
For the stability proof of the BSTA adaptation procedure, we assumed that the sliding variable σ at the time t, t 0 is in the boundary of ε, where is |σ| < ε and K BF (σ) = K BF (σ).
Let us consider the Lyapunov Barrier Function V BF (σ),
The
For further derivation, we take the sing(σ)v ≤ |v| and sing(σ)δ ≤ γ. The time derivative is
The upper bound of the Lyapunov function derivation is
where
The convergence and stability of the BF adaptation approach are ensured if the F is a strict positive semidefinite function; F ≥ 0. From the expression Equations (25)-(27), it is obvious that the stability of the system is ensured if the sliding variable σ is smaller than the BF boundary ε. If the variable σ is getting closer to the ε, then the function ∆ converges to zero, and the expression Equation (27) holds if |σ| ≤ ε. The stability proof for BSTA is finished. In the presented paper, BF is used for chattering alleviation; therefore, the BF operation boundary ε is limited to the pre-selected value ε, Figure 2 , where the chattering alleviation starts and holds, 0 < ε < ε. For the smooth transition from STA to BSTA, or operation mode one to two, and, with regards to Figure 2 and Equation (19) , the gain L of Equation (20) needs to be selected as
The boundaries ε and ε are design parameters. The execution procedure of BSTA is shown as a pseudocode in Algorithm 1. The closed-loop system with BSTA and Algorithm 1 is shown in Figure 3 .
9:
Calculate STA, (22) with selected parameters, and 10: end 11: Update the controller output
The closed-loop system with BSTA and Algorithm 1 is shown in Figure 3 . 
Results
The simulations and experimental results will be assessed in this section. We will compare the control strategy with STA and the BSTA controller. Both controllers have the same values of the parameters and , obtained according to the stability proof from Section 3, whereby the BSTA controller deploys the BF adaptation algorithm described in Section 4. The implementation strategy for STA is simpler, but BSTA achieves good chattering alleviation, where the performance and accuracy of the closed loop remain unchanged. For the experimental results, the positioning system was used with the given parameters. All the parameters are taken from the nameplate of the positioning system manufacturer. Used parameters for the positioning system are presented in Table  1 . 
The simulations and experimental results will be assessed in this section. We will compare the control strategy with STA and the BSTA controller. Both controllers have the same values of the parameters k 1 and k 2 , obtained according to the stability proof from Section 3, whereby the BSTA controller deploys the BF adaptation algorithm described in Section 4. The implementation strategy for STA is simpler, but BSTA achieves good chattering alleviation, where the performance and accuracy of the closed loop remain unchanged. For the experimental results, the positioning system was used with the given parameters. All the parameters are taken from the nameplate of the positioning system manufacturer. Used parameters for the positioning system are presented in Table 1 . The parameters for controllers are selected regarding the conditions of Equations (16) and (27) . The unknown disturbance term is assumed to be bounded with the value γ = 18.5. The control objectives are the complete rejection of the disturbance term, robustness to system parameter variation, smooth controller output and good reference tracking capability, as well as the settling time for the shaft revolution, which need to be less than 4 s. The select controller parameters, with regard to the close-loop requirements, are presented in Table 2 . In order to evaluate the control performance, we have considered three indices, defined as follows,
where n s , RMS ϕ , RMS σ , RMS u are a number of samples, root mean square value (RMS) for motor angle, σ sliding variable, and STA controller output, respectively.
Simulation Results
The simulation was performed by the Feedforward integration technique for the plant discretization and preselected solver-integration time, T sim = 0.1 ms. The controller sampling time in the simulation, as well as in the experimental environment, was selected as, T s = 20 ms. Figures 4 and 5 show the simulation results of the comparison between STA and BSTA controller techniques. For more realistic simulation, the measurement noise was added to the angle and velocity variable. The power spectra of the added Gaussian noise was 0.32. The RMS values of the variables with regard to the measurements of Equation (29) .
The simulation results prove that the BSTA algorithm has a much smaller chattering phenomena at the output, although the dynamic of the closed-loop system remains the same. The efficiency of the BSTA system is improved, which can be seen clearly in Table 3 , where the RMS values are presented. It is also worth mentioning that the BSTA algorithm is less sensitive to the preselected sampling time of the discrete implementation. The RMS values of the variables with regard to the measurements of Equation (29) .
The simulation results prove that the BSTA algorithm has a much smaller chattering phenomena at the output, although the dynamic of the closed-loop system remains the same. The efficiency of the BSTA system is improved, which can be seen clearly in Table 3 , where the RMS values are presented. It is also worth mentioning that the BSTA algorithm is less sensitive to the preselected sampling time T s of the discrete implementation. 
Experimental Results
Real-time experiments were performed on the ARM STM32F4xx system with a digital signal processing unit and internal clock of 167 MHz. The angle and velocity of the system are measured with a rotary encoder with 3200 positions per revolution. The sampling time of the controller is the same as in the simulation experiment. For the aim of the comparison and validation of the proposed algorithm, the input disturbance d sim is generated at the output of the BSTA controller. The span of the disturbance d sim is selected in such a manner that the requirements of STA stability are fulfilled. For experimental testing, the disturbance is selected as d sim = 1.2, which is 10% of the allowed input voltage. The real-time experiment structure with generated disturbance d sim is depicted in Figure 6 .
Appl. Sci. 2020, 10, 595 13 of 20 the disturbance is selected in such a manner that the requirements of STA stability are fulfilled. For experimental testing, the disturbance is selected as = 1.2, which is 10% of the allowed input voltage. The real-time experiment structure with generated disturbance is depicted in Figure 6 . Figure 7 presents the real-time experiment of the positioning system with the STA controller. the disturbance is selected in such a manner that the requirements of STA stability are fulfilled. For experimental testing, the disturbance is selected as = 1.2, which is 10% of the allowed input voltage. The real-time experiment structure with generated disturbance is depicted in Figure 6 . The RMS values Equation (29) of the variables calculated from the real-time experiment are given in Table 4 . The tracking capability of the BSTA compared to the STA remained unchanged, which can be confirmed by the value in Table 4 . It can be noticed that the controller output value is notably reduced, and the value of BSTA is remarkably smaller. After the tracking capability test, the disturbance suppression ability needs to be inspected. For the real-time experiment, the input disturbance is added to the system. For the given disturbance experiment, the input disturbance amount is 34% of the whole controller output span, and the stepwise function was used. Figure 11 shows the STA's capability of disturbance suppression. The RMS values Equation (29) of the variables calculated from the real-time experiment are given in Table 4 . The tracking capability of the BSTA compared to the STA remained unchanged, which can be confirmed by the RMS ϕ value in Table 4 . It can be noticed that the controller output value is notably reduced, and the RMS u value of BSTA is remarkably smaller. After the tracking capability test, the disturbance suppression ability needs to be inspected. For the real-time experiment, the input disturbance is added to the system. For the given disturbance experiment, the input disturbance amount is 34% of the whole controller output span, and the stepwise function was used. Figure 11 shows the STA's capability of disturbance suppression. Appl. Sci. 2020, 10, 595 16 of 20 Figure 11 . Disturbance rejection of the STA controller. Figure 12 presents the reaction of the BSTA with disturbance. Figure 13 shows the values of the ( ) function and closer view of the adaptation boundaries. Figure 12 presents the reaction of the BSTA with disturbance.
Appl. Sci. 2020, 10, 595 16 of 20 Figure 11 . Disturbance rejection of the STA controller. Figure 12 presents the reaction of the BSTA with disturbance. Figure 13 shows the values of the ( ) function and closer view of the adaptation boundaries. Figure 13 shows the values of the K BF (σ) function and closer view of the adaptation boundaries.
Appl. Sci. 2020, 10, 595 17 of 20 Figure 13 . Barrier function value and adaptation boundary of the BSTA coefficients with disturbance. Figure 14 presents the comparison between the STA and BSTA algorithms with disturbance. Figure 15 shows a closer view of the section where disturbance was present. Figure 14 presents the comparison between the STA and BSTA algorithms with disturbance.
Appl. Sci. 2020, 10, 595 17 of 20 Figure 13 . Barrier function value and adaptation boundary of the BSTA coefficients with disturbance. Figure 14 presents the comparison between the STA and BSTA algorithms with disturbance. Figure 15 shows a closer view of the section where disturbance was present. Figure 14 presents the comparison between the STA and BSTA algorithms with disturbance. Figure 15 shows a closer view of the section where disturbance was present. RMS values for the disturbance rejection capability are presented in Table 5 . From the simulation results in Figure 5 ; Figure 6 , it can be concluded that the BSTA algorithm outperforms the standard STA. There is a significant difference in chattering phenomena alleviation. The efficiency of the BSTA gain adaptation can be seen clearly in Figure 6 , where the chattering phenomena are effectively suppressed. It needs to be mentioned that the adaptation method with BF decreases the BSTA controller coefficients and, consequently, the output of the controller; therefore, the system dynamics were not changed noticeably. That can be confirmed straightforwardly with the RMS values of the system output and sliding variable in Table 3 . The real-time experiment offers the same conclusion, which can be seen in Figures 6-15 . The BSTA has good chattering suppression capability and the same closed-loop performance as the STA. Also, the real-time experiment confirms that the BF adaptation process leads the controller output to lower values, with remarkably lower power consumption and higher efficiency of the system. This can be confirmed by the RMS u in Table 3 ; Table 4 . For the positioning system, it is also very important to reduce the chattering phenomena in order to lower the system wear, due to the excessive small mechanical movement of the system, which is produced by the harsh and non-continuous controller output. The chattering phenomena also produce a power dissipation on the positioning system drive and increase the heat loss, which is closely related to the power efficiency of the system. The disturbance suppression capability of the BSTA is preserved, and remains the same as on the STA, which can be seen in Figures 11-15 . In the presented experiment, the chattering phenomena are also caused by the digital implementation of the algorithm. The discrete implementation of SMC is called the quasi-sliding mode, and the chattering phenomena are proportional to the sampling period [34] . In the experimental results, the influence of the sampling time is effectively reduced.
Conclusions
A novel developed chattering suppression technique for the positioning system is presented in this paper. The main issue with the SMC controller is unwanted non-linear and fast-changing controller output, which have a common name: chattering phenomena. The presented work proposes a chattering alleviation technique with the Barrier Function. In the presented results, the methodology offers promising results, efficiently improving the smoothness of the SMC controller output. The approach can be also used in the HOSMC, as well as on FSMC controllers. The complexity of the BSTA controller is increased compared to the non-adaptive version, but the computational burden is inattentive. Compared to the other adaptation, the SMC technique, BF is simpler and very efficient. The only tuning parameter is the adaptation boundary, which influences the closed-loop dynamic disturbance rejection capability and chattering alleviation directly. The boundary needs to be selected experimentally and is a trade-off between dynamic disturbance performance and chattering alleviation.
There is a lot of possibility for improvement and adaptation. The first question is how to select the STA parameters optimally. The initial value of the STA parameters influences the convergence time of the BF adaptation. The BSTA controller can be improved with an additional adaptation procedure, which can be used for STA parameter selection based on the disturbance estimation [35] . There is also the possibility of adaptive BF boundary tuning in operation mode two. The adaptive boundary can be changed according to the change in the reference signal. When the reference signal is changed by a certain value, the adaptation boundary can be increased or decreased, with the aim of ensuring a proper closed-loop dynamic or reducing chattering phenomena. Such an adaptation approach would be appropriate for time-varying or periodic reference signals.
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