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I. INTRODUCTION
When a user wishes to send information to a single receiver, it is known that the use of a variable length code does not allow to achieve a better transmission rate than the one achieved with a fixed length code [1] . Variable length coding is rather used to improve the error exponent of the communication scheme.
In the multiple-user setting, when a user wishes to transmit information to multiple receivers, a simple argument shows that, if we require that the receivers decode at the same instant of time, the set of achievable rates is the same for variable and fixed length codes. 1 In this paper, we focus on discrete memoryless broadcast channels with two receivers and consider the transmission of independent messages to each of them. As in [2] , we let the codewords be infinite sequences and define the rates from the perspective of the receivers, and capture the trade-off between the amount of information received with the "timeliness" of the information. that, contrary to the setting of [2] , there is no schedule that controls the sequence of channel outputs seen by the receivers.
It was observed by T. Cover in [4] , that if we allow the receivers to decode at a different instant of time, the channel capacity of each link can be (simultaneously) achieved. This is done by sending the messages to each receiver in a separated period of time, and letting the ratio between the sizes of messages grow appropriately as they go to infinity. In our setting, this requires that the ratio between the average transmission time of each receiver to be infinite. The objective of this paper, is to characterize the region of achievable rates for bounded values of this ratio.
In the next section, we give the definition of a variable length code, along with the associated notions of reliability and capacity region. In section III we show an outer bound to the region of achievable rates. Then, in section IV, we analyze this bound and present examples of coding scheme that can achieve the outer bound.
II. DEFINITIONS
We consider sending independent information over a memoryless degraded broadcast channel. There are two independent sources, one producing a message W1 E {1, 2, , M1} and the other producing a message W2 C {1, 2,... M2}. The channel consists of an input alphabet X, two output alphabets Y and Z, and a probability transition function p(y, zx).
By the memorylessness of the channel we have, for any n, p(yn,znlXn) = 1ilp(yi,zilxi), where X'n E Xn, yn 
where Ui = {Yi-1, zi-1, W2}. To get a better insight into the meaning of the outer region found in the previous section, we focus on coding schemes that have E[N] = E[N1]. 6 In this case the outer region is given by the set of all rate pairs (R1, R2) satisfying R1 < I(X;Y U)
5Codes achieving low probability of error may exist without requiring E [Ni ] -< oc or E [N2] -< oc, but this is needed for codes achieving arbitrary low probability of error.
6This means that the strong receiver always makes a decision before the weak one.
can for some joint distribution p(u)P(x u)P(Y x)p(Z Y). 7 Note that this region is composed of the usual (block code) capacity region for degraded broadcast channels RDBC, with a scaling factor on R2, plus a fraction of C2. It turns out that any rate pairs in this region can be achieve, by choosing E Through examples of coding scheme, we motivated that the gain in using variable length codes essentially comes from the possibility for the receivers to decode at a different instant of time.
The setup of this paper can be extended to allow an immediate and noiseless feedback from the receivers to the transmitter. In the case when the degradation is physical, the outer bound remains valid. 10 This gives an equivalent to the result in [7] , when the encoder is able to use variable length codes.
