Abstract: In the paper the results of first experimental studies with the setup are described, including motor parameters identification, state estimation and control of rotation velocity. The presented results demonstrate that the setup is useful for study and for control of complex nonlinear oscillatory systems.
INTRODUCTION
Mechatronics education requires an appropriate experimental facilities allowing instructors to implement modern project-based teaching and learning technologies. A number of educational laboratory setups for relatively simple and traditional units are described in the literature: for motors (Pogromsky and Van Den Berg, 2014) , pendulumlike oscillators (Fradkov et al., 2014; La Hera et al., 2009; Oud et al., 2006) , tanks (Pan et al., 2005; Starkov et al., 2012) , etc. However there are only a few setups with multiple DOF systems allowing teachers to demonstrate complex nonlinear behavior and students to learn how to estimate and control it (Fradkov et al., 2012; Mayr et al., 2015) .
This article describes a new teaching and research setupthe Multiresonance Mechatronic Laboratory setup (MMLS) and outlines its possible applications to control engineering education.
The rest of the paper is organized as follows. A brief description of the setup is presented in Sec. 2. Section 3 is devoted to modeling and parameter identification of the electric motor. The state estimation problem is addressed in Sec. 4. Section 5 presents some results on computer control of the vibrational stand, includi ng design of the PIcontroller in the angular velocity loop and comparison of simulation and experimental results. Concluding remarks and an outline of possible applications of the setup are given in Sec. 6.
The work was performed in the IPME RAS and supported by the Russian Science Foundation (grant 14-29-00142). The sampledata control system analysis (Sec.5.2) is supported by SPbSU (grant 6.38.230.2015)
SETUP DESCRIPTION
The new device has been developed on the basis of many years of experience on creating vibrational stands at the Mekhanobr Engineering JSC and the IPME RAS (Blekhman, 2013; Tomchin and Fradkov, 2005) . The MMLS includes the vibrational stand, electrical engines, sensors, and personal computer (PC). All the devices constitute an integrated system, where the electrical and mechanical processes are inextricably linked each other, which gives a basis to call the setup a mechatronic one. The mechanical part of the MMLS is an electrically driven vibrational device, see Fig. 1 . Fig. 1 . Photo of the two-rotor vibrational stand. 1 -AC induction motors, 2 -support frame, 3 -springs, 4 -additional frame, 5-unbalanced rotor.
The key part of the stand is a pair of the unbalanced (centrifugal) actuators. Each actuator includes three-phase AC induction motor (1) with computer-controlled rotation velocity, the unbalanced rotor (5), which rotates on the motor shaft in a vertical plane on the stand carrier body.
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Unbalance of the rotor is provided by the eccentrically located weight. The drive shafts and the anti-vibration screw springs repeatedly reduce the stand table vibration transmission to the support frame (5) and to the basis, where the frame is located. The additional frame (4) More detailed description of the MMLS may be found in (Andrievsky et al., 2016) .
IDENTIFICATION OF THE ELECTRIC MOTOR PARAMETERS

Asynchronous motor model
The input of the frequency converter is fed by the dimensionless digital control signal u from the range of [0, 65000], the measured output is angular velocity ω of the unbalanced rotor.
The initial part of the students' research includes the electric motor model parameter identification based on the experimental data, obtained from the setup. For the sake of simplicity, the following motor transfer function from control signal u to angular velocity ω (including the frequency converter, induction motor as such, and the unbalanced rotor) is taken:
where K d denotes the motor static gain; T and τ are time constants; s ∈ C denotes the Laplace transform variable. Since model (1) gives only a linear representation of the nonlinear AC motor dynamics for a certain operation area and does not describe the complex influence of revolving the unbalanced rotors and vibrating mechanical parts of the stand to the motor behavior, an essential part of the students' research is an experimental evaluation of the accepted assumptions for the real-world control and estimation problems. In what follows, the angular velocities in the range of [80, 120] rad/s are picked up for the example.
Application of the optimization procedure
Firstly, consider minimization of the mean-square error between actual ω(t) and simulated ω sim outputs for the same control input signal u(t). The cost function is chosen Results of the identification procedure are illustrated by 
Application of non-recursive LSE method
Secondly, let us apply the least-square estimation (LSE) method. To this end, model (1) is expressed as the linear regression equation:
where y ∈ R 1 denotes the plant output at step k = 1, 2, . . . , N,
is the vector of plant model parameters, subjected to identification, m is a number of plant parameters, v[k] is an additional noise (see (Ljung, 1999) for details).
The non-recursive LSE procedure leads to the following estimate of θ:
For the considered case, model (1) may be represented as
To avoid using the time derivatives of ω(t), two 3rd order low-pass state filters are introduced as W f (s) = µ s 3 + 3µs 2 + 3µ 2 s + µ 3 , where µ > 0 stands for the filter bandwidth. Measured signals ω(t), u(t) are passed to the inputs of the corresponding filters. Finally, for (2) one obtains:
. . , N, T 0 is a chosen sampling interval, initial time t 0 is introduced for avoiding transient influence on the estimation results.
In the present study t 0 = 10 s, T 0 = 0.05 s, µ = 5 s 
Application of the recursive identification procedure
Thirdly, consider the following recursive LSE algorithm:
with chosen [k] are the same as in Sec. 3.3. The students may be suggested to examine an influence of the LSE estimation algorithm parameters to the identification results.
As an example, the results for t 0 = 10 s, T 0 = 0.05 s, µ = 5 s −1 , P 0 = 10 3 I 3 are plotted in Fig. 3 . The plots show that the estimated variables converge to the final values in approximately ten seconds, and these values are very close to those obtained by the direct search optimization algorithm of Sec. 3.2 and the non-recursive LSE algorithm of Sec. 3.3. One may notice that the estimation convergence period gets on one-two transients. The steady-state values of the parameter estimates are following:K d = 0.0039 rad/s,T = 1.2782 s,τ = 0.2726 s.
STATE ESTIMATION
After identification of the plant model parameters, the state estimation observer may be designed and its properties be studied.
State estimation over the unlimited bandwidth communication channel
Let us design the observer of full order based on the poleplacement technique. To this end, represent motor model (1) in the following state-space forṁ
The full-order observer describes by the equation: The students should study dependencies of the estimation precision on parameter Ω, build the reduced-order Luenberger observer and apply the Kalman-Bucy filtering design technique. The estimation of the angular acceleration may be further used for PID-controller design.
State estimation under the data rate limitations
During the last decade substantial interest has been shown in networked control systems (NCS), which are real-time systems where sensor and actuator data are transmitted through shared or switched communication networks, see (Ishii and Francis, 2002; Nair et al., 2007; Matveev and Savkin, 2009) . Studying the networked estimation and control problems is an essential part of modern control engineering education.
Let us demonsrate how the experimental data, obtained from the MMLS may used for studying the low-rate data transmission technology of (Fradkov et al., 2010 ).
Consider plant model (5). The problem is to produce the state estimation for (5) over the digital communication channel with the limited bandwidth. The coder of the full order embeds the observer. In (Fradkov et al., 2010 compared with the experimental ω(t) and simulation ε(t) results.
the observation error (innovation signal) is transmitted over the channel rather than a measured plant output.
For describing a such kind of the coders, let us introduce the error between the the plant and observer outputs as ε(t) = y(t) −ŷ(t) = Ce(t). Error ε(t) is sampled with a sampling rate T 0 and is represented in finite-length codeword by the following uniform binary quantizer:
where M > 0 is a real number (the quantizer range), sign(·) is the signum function. Quantized signalε[k] = M sign ε(t k ) , t k = kT 0 , k = 0, 1, . . . is transmitted over the channel at instants t k . The following state estimation algorithm is implemented by the coder:
wherex ∈ R n stands for the estimate of plant state vector x(t), cf. (6). The similar algorithm is reproduced by the decoder. Namely, signalsε [k] it the input of the decoder are expanded over the sampling interval t ∈ [t k , t k+1 ) producing stepwise signalε(t) =ε [k] which is applied to the observation algorithṁ
wherex serves as a state estimate at the receiver's side; x(0) =x (0) (7), (8), (9). T 0 = 0.05 s.
CONTROL OF ROTATION VELOCITY
Tuning the PI-controller to the magnitude optimum
To find the controller gains, approximate model (1) of the motor is taken. Let the proportional-integral (PI) control law be used for rotor velocity control. The PI-controller transfer function from tracking error to the control action has a form
where K p , K i are the proportional and integral controller gains (respectively), and equivalent time constant T c is
Following the magnitude optimum (MO) design method (Kessler, 1955; Toscano, 2005) for choice the PI-controller parameters, T c is taken equal to T , which leads to compensation of dominant time constant T . Consequently, K p = T K i . Therefore, after equal pole and zero cancellation, the closed-loop system transfer function Φ(s) from the reference (desired) rotation velocity ω * to the actual one, ω, may be represented as
For the considered system, the MO condition reads
. Taking into account the identification results of Sec. 3 for the left motor parameters, one obtains the PIcontroller gains as K i = 400 1/rad, K p = 1040 s/rad. In the learning process the students are also encouraged to use alternative design methods such as the frequency loop sharping, modal control, LQG optimization, etc.
Sample-data control system analysis
Consider system (1) and controller (10). Assume that the desired rotation velocity ω * is a constant value. Open-loop system (1) can be rewritten in state-space form as follows:
Let e(t) = ω(t) − ω * . Then one can write the state-space form of controller (10) ν
(t) = e(t), u(t) = −K p e(t) − K i ν(t).
(13) Introduce the following notations:
y(t) = e(t) ε(t) .
Then closed-loop system (12), (13) can be rewritten as follows:
Therefore, the goal ω(t) −−−→ t→∞ ω * is equivalent to stabilization of (14).
Consider a sampled-time feedback control law
where {t k } is an infinite sequence of sampling times 0 = t 0 < t 1 < . . . < t k < . . ., and t k+1 − t k h, for all k 0 and some h > 0.
Closed-loop system (14), (16) is given bẏ
System (17) can be represented by the block diagram in Fig.7 . Note that during the time between two sampling instants the feedback information is not updated, i.e. the system is in open-loop. Therefore, the sampling step h Fig. 7 . Sampled-data system plays an important role for the system stability and has to be estimated.
Instead of the traditional reduction to discrete-time system (which loses information on the inter-sampling behavior) one can apply the method introduced by Emilia Fridman (Fridman's method, see e.g. (Fridman, 2014 (Fridman, , 2010 ). The approach consists in considering the effect of sampling as variable time-delay followed by the construction and use of a special Lyapunov-Krasovskii functional. As a result, the estimation of sampling step is reduced to feasibility analysis of linear matrix inequalities (LMI).
For the following parameter values: K d = 0.0045 rad/s, T = 1.35 s, τ = 0.22 s, K i = 400 1/rad, K p = 1040 s/rad, ω * = 110 rad/s, the Fridman's method gives the maximum sampling period h = 0.625 (when system (17) is exponentially stable) that is about 96% from the simulation value. Now assume that the control signal v(t) of (16) passes through a block defined by
for some a > 0, 0. Note that for = 0 it coincides with saturation. Then closed loop system (17) can be transformed as follows: x(t) = Ax(t) − Bϕ(KCx(t k )) − BKCϕ 0 (KCx(t k ))x(t k ), where
Since the function ϕ(·) is sector-bounded (with bounds 0 and 1 − ) and the function ϕ 0 (·) is bounded for all t, one can use the extension of Fridman's method to a class of nonlinear system with sector-bounded nonlinearities proposed in (Seifullaev and Fradkov, 2016) . The dependence of h on is shown in Fig. 8 . Note that for = 1 (i.e. Ψ(·) = id) the maximum sampling period coincides with h, estimated by direct Fridman's method for linear systems. Figure 9 demonstrates comparison of the experimental ω exp (t), u exp and the simulation ω sim (t), u sim results. The same square-waveform reference signal ω * (t) has been applied to the real-world setup and the closed-loop system model with transfer function (11) and the parameter values, obtained via the identification procedure of Sec. 3.3. The results obtained shows a reasonable correspondence of the experimental and simulations data. Fig. 9 . Tracking the reference signal ω * (t). Experimental ω exp (t), u exp (t) and simulation ω sim (t), u sim results.
Simulation and experimental results
CONCLUSIONS
In the paper the results of first experimental studies with the novel research and educational mechatronic setupthe MMLS, created in the IPME RAS, including motor parameters identification, state estimation and control of rotation velocity are described. The MMLS makes it possible to study and demonstrate the various phenomena which arise in mechanical units, such as the phenomenon of self-synchronization, the Sommerfeld effect, start up of the unbalanced rotors rotation, the passage through the resonance area, the closed-loop control of the synchronization, etc. The presented results demonstrate that the setup is useful for study and for control of complex nonlinear oscillatory systems.
