Abstract. In this paper, we study orthogonal representations of simple graphs G in R d from an algebraic perspective in case d = 2. Orthogonal representations of graphs, introduced by Lovász, are maps from the vertex set to R d where nonadjacent vertices are sent to orthogonal vectors. We exhibit algebraic properties of the ideal generated by the equations expressing this condition and deduce geometric properties of the variety of orthogonal embeddings for d = 2 and R replaced by an arbitrary field. In particular, we classify when the ideal is radical and provide a reduced primary decomposition if √ −1 ∈ K. This leads to a description of the variety of orthogonal embeddings as a union of varieties defined by prime ideals. In particular, this applies to the motivating case K = R.
Introduction
Orthogonal representations of graphs were introduced by Lovász in 1979 [8] . In [8] and subsequent work it has been shown that they are intimately related to important combinatorial properties of graphs (see [10, Ch.9] ). More precisely, let G be a finite simple graph on vertex set V (G) = [n] := {1, . . . , n} and edge set E(G) ⊆ x ik x jk for {i, j} ∈ E(G). We write OR The first study of L G and the geometry of OR the Lovász-Saks-Schrijver ideal of G. Clearly, the variety OR R d (G) contains many degenerate representations where, for example, one of the vertices is represented by the zero vector. To avoid this kind of degeneracy, Lovász, Saks and Schrijver in [9] consider general-position orthogonal representations, that is, orthogonal representations in which any d representing vectors are linearly independent. In [9, Thm. 1.1] they prove the remarkable fact that G has such a representation in R d if and only if G is (n − d)-connected in which case L G is a prime ideal.
While the results from [9] express properties of OR R d (G) and L G in terms of graphtheoretic properties of G, it is sometimes convenient to interchange the role of G and G. Therefore, in our subsequent work we will refer to L G or L G depending on which point of view is more suitable for the given context.
In this paper we want to understand some algebraic properties of L G and the geometry of the variety OR K d (G) of orthogonal representations of G for general G and over an arbitrary field K. This appears to be a hard task and we confine ourselves to the first interesting case, when d = 2 and K an arbitrary field. Note that, for d = 1 the ideal L G is a monomial ideal known as the edge ideal of G and a well studied object (see for example [4, Ch. 9] or [7] ).
For an easier reading in the case d = 2 we rename the two variables x i1 , x i2 corresponding to the coordinates of the i-th vertex as x i , y i and consider L G as an ideal in the ring K[x 1 , . . . , x n , y 1 , . . . , y n ]. For the rest of the paper we only deal with the case d = 2.
The most satisfying results are obtained under the additional hypothesis that √ −1 ∈ K or equivalently when the bilinear form of the standard scalar product on K 2 is non-degenerate. In particular, all our main results apply in the motivating situation K = R.
After providing preparatory results in Section 2 we formulate our first main results in Section 3.
Theorem 1.1. Let G be a graph on [n] and char(K) = 2. Then L G is a radical ideal. In particular, if K is algebraically closed then L G contains all polynomials vanishing on OR K 2 (G). Theorem 1.2. Let G be a graph on [n] and char(K) = 2. Then L G is a radical ideal if and only if G is bipartite.
In order to prove Theorem 1.1 we first show that one may assume that √ −1 ∈ K. Then we apply a linear transformation of variables and obtain an ideal generated by the permanents of a (2 × n)-matrix whose column indices correspond to edges of G. We call these ideals, which are of interest for their own sake, permanental edge ideals. Permanental ideals have first been studied by Laubenbacher and Swanson in [6] .
In Theorem 3.2 we show that if char(K) = 2, then permanental edge ideals have a squarefree initial ideal with respect to a suitable monomial order. >From this by a standard deformation argument it then follows that permanental edge ideals and hence L G are radical ideals.
Based on experimental data we conjecture that for general d the following holds: Note, that the representation OR K 2 (G) as a union of V S is redundant in general. In Section 5 the primary decomposition of L G is turned into an irredundant primary decomposition, see Theorem 5.2. This theorem shows that the algebraic structure of the ideal L G is very delicate and very sensitive toward the condition √ −1 ∈ K. The formulation is slightly technical, but reveals the deeper correlation of graph theoretical properties of G and algebraic properties of L G .
As a corollary one gets for d = 2 the following generalization of the result from [9] to arbitrary fields K, where √ −1 is not in the prime field of K.
Using the formulation of (n − 2)-connectedness of G in terms of G from Corollary 5.3, it is easy to see that for (n − 2)-connected graphs G the ideal L G , and therefore also OR K 2 (G), is a complete intersection. Indeed experimental data suggests that this is true in general: Conjecture 1.6. Let d ≥ 1, K be an arbitrary field and G be a graph on vertex set
prime and a complete intersection.
In addition to our main results we supply results on other algebraic properties of the ideals L G , e.g. unmixedness, height of primary components, etc..
We end this introduction by explaining the connection of L G and binomial edge ideals. Note that this connection is only valid for d = 2, G bipartite and √ −1 ∈ K. In particular, it does not hold for K = R. Remark 1.7. If √ −1 ∈ K and G is a bipartite graph, then L G may be identified with the binomial edge ideal of G (see [5] ). Indeed, suppose V (G) = V 1 ∪ V 2 is the bipartition of G with |V 1 | = m and |V 2 | = n. We apply the automorphism of K[x 1 , . . . , x n , y 1 , . . . , y n ] to L G defined by x i → x i and y i → √ −1y i to obtain the binomial edge ideal J G attached to the matrix
. . , m, and w i = x i for i = m + 1, . . . , n. In particular, by [5] , for a bipartite graph G, the primary decomposition as well as the initial ideal of L G is known with respect to the lexicographic order induced by
Moreover, when G is a bipartite graph it is known that L G is a radical ideal.
The ideals I Kn and I K m,n−m
In this section we define and analyze the ideals I Kn and I K m,n−m that will prove to be building blocks for the reduced primary decomposition of L G . In addition, on the way, we prove a result that will be needed when studying the radicality of L G .
Set
. . , y n ] and consider the following two ideals in T . The notation, which may look unwieldy in the first place will allow for a succinct formulation of the primary decomposition.
(I Kn ) We set I K 1 = (0), I K 2 = (x 1 x 2 + y 1 y 2 ) and for n > 2, we define I Kn as the ideal generated by the binomials
(I K m,n−m ) For 1 ≤ m < n we define I K m,n−m as the ideal generated by the binomials
Throughout this paper, when we refer to the standard generators of the ideals L G , I Kn and I K m,n−m we mean the generators introduced in (1), (2) and (3) 
Proof. The assertion of the lemma follows once we have shown that for either of the ideals all S-polynomials of the standard generators reduce to zero, see for example [2, Thm. 2.14] or [4, Thm. 2.3.2] . If the leading terms of a pair of binomials do not have a common factor, then this S-polynomial reduces to zero, see for example [4, Lem. 2.3.1] . Hence in the sequel we only have to consider the case that the leading terms have a common factor. In this case simple calculations show that such Spolynomials reduce to zero. We provide two examples and leave the remaining cases to the reader. First, for the standard generators h i and f ij of I Kn we have Figure 1 shows a simple example of such a graph for m = 2 and n = 5. We show that H is a Ferrers bipartite graph (by this labeling). Recall that a Ferrers graph is a bipartite graph In the proof of Theorem 2.4 we will study the localization T Y of T at the multiplicative set Y = {(y 1 · · · y n ) i : i ≥ 1} of all powers of y 1 · · · y n . Since we will make use of this ring also subsequently we fix this notation for the rest of the paper. Notice that 
In order to see that T Y /I K m,n−m T Y is a domain, we first consider the quotient R of T Y by the linear forms in (6) and denote by I the image of 
(c) If char(K) = 2, then I Kn is a primary ideal with
Proof. As in the proof of Theorem 2.4 we consider the image I Kn T Y of our ideal in
It is generated by the polynomials
Let R be the residue class ring of T Y modulo the linear forms given in (7) . Then
) it follows that I Kn is radical and has exactly two minimal prime ideals. The ideals
. . , x n − √ −1y n ) are prime ideals of height n containing I Kn . By Proposition 2.3 we know that height(I Kn ) = n. It follows that {P 1 , P 2 } is the set of minimal prime ideals of I Kn .
(c) Since char(K) = 2, we have
2 for all i. This shows that I Kn is not a prime ideal in this case. Furthermore, it follows that
A Gröbner basis for permanental edge ideals
The main goal of this section is to prove Theorem 1.1 and Theorem 1.2. For the first result we apply a certain linear transformation of coordinates, and show that L G admits a squarefree initial ideal with respect to the new coordinates and a suitable monomial order. Assume that √ −1 ∈ K and char(K) = 2. We consider the following linear transformation ϕ with ϕ(
The generators of Π G are those 2-permanents of the matrix
column indices correspond to edges of G. Therefore, we call Π G the permanental edge ideal of G. Replacing the above 2-permanents by 2-minors, one obtains the classical binomial edge ideal of G. In order to describe the Gröbner basis of the ideal Π G we introduce some terminology and notation. Let i and j be two distinct vertices of G. A path of length r in a graph G on vertex set [n] from i to j is a sequence π ij : i = i 0 , i 1 , . . . , i r = j of pairwise distinct vertices such that {i k , i k+1 } ∈ E(G) for all k. By an even (odd) path we mean a path of even (odd) length. We say that the path π ij is admissible if i < j, and for each k = 1, . . . , r − 1, one has either i k < i or i k > j. In the case that π ij is admissible we attach to it the monomial
As a preparation for the description of a Gröbner basis of Π G we prove the following lemma.
Lemma 3.1. Let G be a graph on vertex set [n]. Let k < and let π k and σ k be two admissible paths from k to in G such that
• π k is odd and σ k is even,
Then there are two admissible paths τ 1 and τ 2 both with endpoints either k and h or and h such that one of τ 1 and τ 2 is odd and one is even. In particular, the monomial
Then h splits π k and σ k in two admissible paths:
Since π k is odd, it follows that π kh is odd and π h is even or vice versa. Suppose that π kh is odd and π h is even. Similarly, since σ k is even, it follows that σ kh and σ h are both odd or both even. If they are both odd we set τ 1 = π h and τ 2 = σ h , otherwise we set τ 1 = π kh and τ 2 = σ kh . Notice that τ 1 and τ 2 are admissible in both cases. Case 2: h belongs to exactly one of the paths π k and σ k .
Without loss of generality, we may assume that
contains at least one odd cycle C, since π k is odd and σ k is even. Let a, b be the minimum integers such that i a = i b ∈ V (C) and let d, e be the maximum integers
. . , i c = h, where τ 1 and τ 2 are admissible paths, τ 1 is odd and τ 2 is even or vice versa, since C is an odd cycle. On the other hand, if i a > i c = h, then we define
where τ 1 and τ 2 are admissible paths, τ 1 is odd and τ 2 is even or vice versa, since C is an odd cycle. Now suppose that h ∈ V (C). We define
. . , i c = h, where τ 1 and τ 2 are admissible paths, τ 1 is odd and τ 2 is even or vice versa, since C is an odd cycle.
In each case the last part of the statement follows. 
Theorem 3.2. Let G be a graph on [n] and assume that char(K) = 2. Then with respect to the lexicographic order on
where π ij is an odd and σ ij is an even admissible path,
where 
In some parts the following proof is similar to the proof of corresponding statement for binomial edge ideals (see [5] ), but one of the substantial differences is that the Gröbner basis not only contains binomials but also monomials.
Proof. Let G be the set of elements listed in (i),(ii), (iii) and (iv).
Note that b ij ∈ G for any edge {i, j} of G, since each edge is clearly an admissible path, so that the generators of Π G belong to G. Now let i, j ∈ [n], with i < j, and let π ij : i = i 0 , i 1 , . . . , i r = j be an admissible path in G from i to j. We show, by induction on r ≥ 1, that u π ij b ij ∈ Π G , if r is odd, and u π ij g ij ∈ Π G , if r is even. The assertion is clearly true for r = 1. Let r = 2, if
and define the sets
The same conclusion holds in the second case. On the other hand, if r is even, the induction hypothesis guarantees that either
The same conclusion holds also in the second case. Similarly one treats the case when B = ∅.
Moreover, if π ij is an odd admissible path and σ ij is an even admissible path, then
Finally, we show that the monomials in (iv) belong to Π G . In order to simplify the notation we set
Let us consider x b h∈W y h and an odd cycle C contained in π ij ∪ σ ij . Call the maximum vertex of this cycle, consider a path τ from to b and relabel its vertices as τ :
Proceeding in this way we find the sequence = j t(0) < j t(1) < · · · < j t(q) = b and for each 1 ≤ c ≤ q, the path τ c :
,
We show that the first summand in (9) is a multiple of a monomial of the form (iii). Let k = max{h ∈ V (C) : h < }, then we have two admissible paths π k and σ k from k to whose union is the cycle C and such that one of them is odd and the other one is even. Suppose that π k is odd, then
is a monomial of the form (iii), hence it belongs to G, and divides the last summand in (9). Claim 2: All S-polynomials of elements of G reduce to zero.
We distinguish several cases of S-polynomials for the binomials and monomials from (i)-(iv). Case I: S-polynomials of binomials from (i) and (ii)
Notice that S(u π ij h ij , u σ k h k ) reduces to zero, if {i, j} ∩ {k, } = ∅ or if i = , or k = j, because in these cases the initial monomials in < (h ij ) and in < (h k ) form a regular sequence, so that the assertion follows from [2, Prob. 2.17]. Also S(u π ij h ij , u σ k h k ) = 0, if i = k, j = and π ij , σ ij are both odd or both even. Thus there remain the cases that i = k and j = , or j = and i = k, and the case that i = k, j = , the path π ij is odd and the path σ ij is even, or vice versa. In the last case the S-polynomial yields a scalar multiple of one of the monomials in (iii). Thus we need only to deal with the first two cases. For that we may assume that i = k and j < . 
As in the proof of [5, Thm. 2.1] one shows that
is a standard expression of S(u π ij h ij , u σ i h i ) whose remainder is equal to 0, where each v τc is the monomial defined as
On the other hand, if the path τ is odd, then we need a different argument. First observe that one of the paths π 1 = π ij and π 2 : i = i 0 , . . . , i b = i a , i a+1 , . . . , i r = j is even and the other one is odd. Moreover they are both admissible: this is clear for π 1 ; as for π 2 = i 0 , . . . , i a = i b , i b+1 , . . . , i s = and π 4 = σ i . One of them is odd and the other one is even and both are admissible: this is clear for π 4 ; as for π 3 
divides wx y j . In any case the S-polynomial reduces to zero. Case II: S-polynomials of monomials from (iii) and (iv) and binomials from (i) and (ii)
For the first case, it is enough to show that
reduces to zero. The corresponding S-polynomial for an even path differs only by sign. Notice that
If both x i and y j do not divide the monomial v = lcm(u π k , u σ k )y k x , then the S-polynomial reduce to 0 since it is a multiple of v. Therefore we may assume that x i or y j divides v. Suppose that x i divides v. We claim that y j v. Indeed, if y j |v, then j ≤ k. On the other hand, i ≥ because x i |v. Therefore, k < ≤ i < j, a contradiction. Similarly one shows that if y j |v, then x i v.
In the further discussion we assume that x i divides v. The case that y j |v can be treated similarly. Since x i |v, it follows that i ≥ . Hence the S-polynomial (11) can be rewritten as
y i x j . For simplicity we call this monomial w.
Thus there is a path τ from to i which is part of π k ∪ σ k . To simplify the notation we relabel its vertices as 
. . , t} and j t(2)
=
. , j t(c) is admissible. Then
where for every c = 1, . . . , q, j t(c−1) .
Notice that the first summand, wx i y y i x , is a multiple of a monomial in G of the form (iii) by Lemma 3.1. One checks that this is a standard expression for the given S-polynomial. Now suppose that i = .
If there is at least one vertex in V (π k ) ∪ V (σ k ) that is bigger than , then in light of Lemma 3.1 w is a multiple of a monomial in G of the form (iii). If all the vertices in V (π k ) ∪ V (σ k ) are less than or equal to , then we label the vertices of π ij as π ij : i = i 0 , i 1 . . . , i r = j and choose p = min{h : i h ≥ j}. Thus x ip |u π ij x j and w is a multiple of
that is a multiple of an element of G of the form (iv). Case III: S-polynomials involving a monomial from (iv).
It is enough to prove that S(u π ij b ij , x b h∈W y h ) reduce to zero, where
\ {b} as in the statement. Indeed, the corresponding Spolynomial in which we consider g ij instead of b ij differs only by sign. Moreover, the S-polynomial with a monomial of the form y b h∈W x h can be treated similarly.
As in the previous case, see (11) , the only interesting cases are those in which 
which is a multiple of an element of G of the form (iv). Hence the S-polynomial reduces to 0.
Suppose that y j divides u. Then the S-polynomial can be written as the monomial Call τ a shortest path in H connecting m to C. Let p = max{h : h ∈ V (C)}, p = max{h ∈ V (C) : h < p} and call π p p and σ p p the two paths from p to p contained in C. Notice that π p p is odd and σ p p is even or vice versa, and both are admissible. Hence π p p , σ p p and τ produce the monomial w = x m h∈W y h , where
The monomial w is of the form (iv) and divides w. Now suppose that j < m. We choose a path τ from j to m contained in π k ∪ σ k ∪ τ ab and relabel its vertices as τ : (1) + 1, . . . , t}. Proceeding in this way we define a sequence of integers j = j t(0) < j t(1) < · · · < j t(q) = m and for each 1 ≤ c ≤ q, the path τ c :
where for every c = 1, . . . , q, v τc =
Notice, that the last summand,
We call this monomial v. As we discussed before, in the case j = m, one can show that the monomial v is divisible by a monomial of the form (iv). As before, one checks that this is a standard expression for the given S-polynomial. . . . , x n , y 1 , . . . , y n ] is generated by the same binomials as L G , and hence by the first part of the proof it follows that
Since L is even faithfully flat over K, we conclude that Im µ f = 0. This implies that f = 0, a contradiction.
We note that in general for L G there is no term order such that L G has a squarefree initial ideal with respect to this term order. For example, by using the routine gfan of Macaulay2 [3] , it can be seen that L C 3 has no squarefree Gröbner basis with respect to any term order.
Finally, we provide the proof of Theorem 1.2. 
Since G is non-bipartite, there exists a subgraph of G which is an odd cycle, say C m . We may assume that
since char(K) = 2 and each w i appears twice in the sum on the left-hand side of the equation. It follows that
From (12) and (13) we deduce that w 1 w m ∈ L G T Y . By symmetry we also have 
A primary decomposition of the ideal L
In this section, we give a primary decomposition of L G when √ −1 / ∈ K. Let H be an arbitrary connected finite graph on some vertex set. If H is not bipartite, then we denote by H the complete graph on the ground set of H. If H is bipartite, then the fact that H is connected implies that the bipartition of the ground set is uniquely defined. In this situation we denote by H the complete graph on the ground set of H with respect to this bipartition. Let G be a finite graph on the vertex set [n] .
where G 1 , . . . , G c(S) are the connected components of G [n]\S . Notice that if G is a connected bipartite graph, then Q ∅ (G) = I K m,n−m for some m, and if G is a connected non-bipartite graph, then Q ∅ (G) = I Kn . Moreover, note that if G is bipartite, then by Remark 1.7, it can be easily seen that the ideals Q T (G) are isomorphic to the ideals P T (G) introduced in [5] . In particular, when G is bipartite, Q ∅ (G) is a determinantal ideal. We denote the number of bipartite connected components of
Here we consider K 1 as a bipartite graph.
Proof. We may assume that
. . , c(S).
Since the ideals (x i , y i : i ∈ S) and I G j for j = 1, . . . , c(S) are on pairwise disjoint sets of variables, it follows together with Proposition 2.3 that
as desired. Proof. Let I ⊂ R, where R is the polynomial ring over K in the variables which are needed to define I. Then R = R/U is a polynomial ring in the remaining variables of R which do not belong to U , and I/U ⊂ R may be identified with the ideal
Since R/I ∼ = R /J it suffices to prove that J is a prime ideal of R . But this will follow from the following more general fact: Claim: For j = 1, . . . , m let I j be an ideal in the polynomial ring   K[x 11 , . . . , x 1n 1 , x 21 , . . . , x 2n 2 , . . . , x m1 , . . . , x mnm ] satisfying the following properties:
(i) the set of generators
(ii) for all j the coefficients of the elements of G j are +1 or −1; (iii) for any domain B with
Before proving the claim let us use this fact to show that J is a prime ideal. In our particular case the ideals I j are the ideals I K m i ,n i −m i and I Kt j . Let H i be the set of generators of I K m i ,n i −m i as in (5) and (6) and G j be the set of generators of I Kt j as in (7) and (8 The main result of this section is the following theorem that provides a primary decomposition of L G when √ −1 / ∈ K which however in most cases is redundant.
To prove Theorem 4.3, we need the following lemmata. 
Proof. If G = K 2 , then L G is a prime ideal, and hence P = L G . Since L G does not contain any variable, there is nothing to prove in this case. Now suppose that G = K 2 and that x i ∈ P . Let us first assume that G is a bipartite graph on the vertex set [n] with the bipartition {1, . . . , m} ∪ {m + 1, . . . , n}. Suppose on the contrary that there exists no k ∈ [n] such that x k , y k ∈ P . We claim that  (x 1 , . . . , x m , y m+1 , . . . , y n ) ⊂ P . Given j ∈ [m], there exists a path i = i 0 , i 1 , . . . , i 2 = j. Here we used the fact that G is connected. We show by induction on that x j ∈ P .
Suppose that = 1. Since x i 0 x i 1 +y i 0 y i 1 ∈ P and x i 0 ∈ P but y i 0 / ∈ P , it follows that y i 1 ∈ P . Similarly, since x i 1 x i 2 + y i 1 y i 2 ∈ P and y i 1 ∈ P but x i 1 / ∈ P , it follows that x i 2 ∈ P . Since i 2 , . . . , i 2 = j is a path of length 2( − 1) and x i 2 ∈ P , by induction hypothesis it follows that x j ∈ P . By a similar argument for any j ∈ {m + 1, . . . , n}, we have y j ∈ P . Hence we have (x 1 , . . . , x m , y m+1 , . . . , y n ) ⊂ P, which contradicts the assumption that P is a minimal prime ideal of L G because I K m,n−m is a prime ideal, see Theorem 2.4. Therefore, it follows that x k , y k ∈ P for some k. Next assume that G is a non-bipartite graph. Since G is connected and non-bipartite, there exists j ∈ [n] and an even path i = i 0 , i 1 , . . . , i 2t = j, and an odd path i = j 0 , j 1 , . . . , j 2s−1 = j in G connecting i and j. If there exists = i 0 , . . . , i 2t or = j 0 , . . . , j 2s−1 with x , y ∈ P , then we are done. Otherwise, by an argument as in the bipartite case, we deduce from the generators x ir x i r+1 + y ir y i r+1 for all r = 0, . . . , 2t − 1, that x j ∈ P . Similarly, we see that y j ∈ P by considering the generators attached to the odd path. 
Proof. Suppose first that
In the case that G = K 1,1 there is nothing to prove. Thus we may assume that G has at least three vertices. It suffices to show that
is generated by the elements z i z j + 1, where {i, j} ∈ E(G). We will show that z i −z j ∈ L G T Y for all 1 ≤ i < j ≤ m and for all m+1 ≤ i < j ≤ n. This together with (5) and (6) then will imply that indeed
So it suffices to prove each of the summands
Thus we may as well assume that s = 1. We have 
is generated by the elements z i z j + 1, where {i, j} ∈ E(G). We will show that z i − z j ∈ L G T Y for all 1 ≤ i < j ≤ n. This together with (7) and (8) 
Since G is non-bipartite, there exists an even walk (not necessarily a path) in G connecting i and j. As in the bipartite case, we deduce from this fact that z i − z j ∈ L G T Y . As in the previous case it follows that I Kn ⊂ P , and hence P = I Kn since by Theorem 2.5 I Kn is a prime ideal.
Proof of Theorem 4.3. We prove the theorem by induction on the number of vertices of G. and let G 1 , . . . , G t be the connected components of G. Suppose first that t > 1. For i = 1, . . . , t let P i be a minimal prime ideal of L G i which is contained in P . Then
| for all i, our induction hypothesis implies that there exists subset S i such that 
Proof. The first equality follows easily from Proposition 4.1 and Theorem 4.3. Moreover, it follows from Theorem 4.
Note that the lower bound given in Corollary 4.6 might be strict. For example let G be the graph which is shown in Figure 2 . Then dim(T /L G ) = 6, while n = 5 and 
minimal prime ideal of L G if and only if S ∈ M(G).
Proof. To prove the theorem we apply a similar strategy as used in the proof of [5, Cor. 3.9] . Assume first that Q S (G) is a minimal prime ideal of L G . Suppose that S = ∅ and let G 1 , . . . , G r be the connected components of G [n]\S . We show that S ∈ M(G). Let i ∈ S and T = S \ {i}. Now we show that i is either a cut point or a bipartition point of the graph G 
. Again by applying Proposition 5.1 we obtain a contradiction, since H is non-bipartite but G 1 is bipartite.
Let G be the graph which is shown in Figure 3 , and let T 1 = {4}, T 2 = {4, 5} and T 3 = {2, 6}. Note that the vertex 4 is a cut point but not a bipartition point of the graph G ( [7] \T 2 )∪{4} , while 5 is a bipartition point but not a cut point of the graph G ( [7] \T 2 )∪{5} . By applying Theorem 5. In the next corollary we determine when L G is a prime ideal for
Corollary 5.3. Let K be a field such that char(K) = 0 or char(K) ≡ 1, 2 mod 4.
Then the ideal L G is prime if and only if G is a disjoint union of edges and isolated vertices.
Proof. Let G be a disjoint union of edges and isolated vertices. It suffices to prove that L G is prime in the case of algebraically closed fields K. The ideal L G is the sum of ideals of the form (x i x j + y i y j ) for i = j which are defined on pairwise disjoint sets of variables, and hence T /L G is a tensor product of copies of K[x i , x j , y i , y j ]/(x i x j + y i y j ) for i = j and a polynomial ring. Since x i x j + y i y j for i = j is irreducible over any field, each factor is a domain. Now it follows from [11, Prop. 5.17 ] that T /L G is a domain and hence that L G is prime.
To show that if L G is prime, then G is a disjoint union of edges and isolated vertices, we may assume that K is a prime field such that char(K) = 0 or char(K) ≡ 1, 2 mod 4, equivalently K is a prime field such that As an application of the above criterion, we determine when L G is unmixed for some special classes of graphs. We denoted by C n the n-cycle. Proof. If n = 2 or 3, then by Corollary 5.3 and Corollary 5.5, L Kn is unmixed. If n ≥ 4, then S = {1, . . . , n−2} ∈ M(K n ), since for all i = 1, . . . , n−2, the vertex i is a bipartition point of the graph (K n ) ([n]\S)∪{i} , which is a 3-cycle. Thus |S| = n − 2 and b(S) = 1, and hence b(S) = |S|, since n ≥ 4. Therefore, by Corollary 5.4, L Kn is not unmixed, since K n is non-bipartite.
