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Abstract
Let G = (V,E) be an undirected graph on n vertices and λ : E → 2N a mapping that assigns
to every edge a non-empty set of positive integer labels. These labels can be seen as discrete times
when the edge is present. Such a labeled graph G = (G, λ) is said to be temporally connected if a path
exists with non-decreasing times from every vertex to every other vertex. In a seminal paper, Kempe,
Kleinberg, and Kumar (STOC 2000) asked whether, given such a temporal graph, a sparse subset of
edges can always be foundwhose labels suffice to preserve temporal connectivity—a temporal spanner.
Axiotis and Fotakis (ICALP 2016) answered negatively by exhibiting a family ofΘ(n2)-dense temporal
graphs which admit no temporal spanner of density o(n2). The natural question is then whether sparse
temporal spanners can always be found in some classes of dense graphs.
In this paper, we answer this question affirmatively, by showing that if the underlying graph G is
a complete graph, then one can always find temporal spanners of density O(n log n). The best known
result for complete graphs so far was that spanners of density
(
n
2
)
− ⌊n/4⌋ = O(n2) always exist. Our
result is the first positive answer as to the existence of o(n2) sparse spanners in adversarial instances
of temporal graphs since the original question by Kempe et al., focusing here on complete graphs. The
proofs are constructive and directly adaptable as an algorithm.
1 Introduction
The study of highly dynamic networks has gained interest lately, motivated by emerging technological
contexts (e.g., vehicular networks, wireless sensors, robots, and drones) where the entities move and com-
municate with each other. The communication links in these networks vary with time, leading to the
definition of temporal graph models (also called time-varying graphs or evolving graphs) where temporal-
ity plays a central role. In these graphs, the properties of interest are often defined over the time rather
than at a given instant. For example, the graph may never be connected, and yet offer a form of connec-
tivity over time. In [7], a dozen temporal properties were identified that have been effectively exploited in
the distributed computing and networking literature. Perhaps the most basic property is that of temporal
connectivity, which requires that every vertex can reach every other vertex through a temporal path (also
called journey [6]), that is, a path whose edges are used over a non-decreasing sequence of times. The
times may also be required to be strictly increasing (strict journey), both cases being carefully discussed in
∗This paper is best read in colour. If this is not possible, the colour “green” appears with a lighter tone than the colour “red”,
making their interpretation still possible.
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this paper. Temporal connectivity was considered in an early paper by Awerbuch and Even [4] (1984), and
systematically studied from a graph-theoretical point of view in the early 2000’s in a number of seminal
works including Kempe, Kleinberg, and Kumar [14], and Bui-Xuan, Ferreira, and Jarry [6]. More recently,
it has been the subject of several algorithmic studies, such as [2] and [5] (discussed below), and [18] and
[20], which consider algorithms for computing structures related to temporal connectivity. Broad reviews
on these topics can be found, e.g., in [7, 12, 15], although the list is non-exhaustive and the literature is
rapidly evolving.
1.1 Sparse Temporal Spanners and Related Work
In the last section of [14] (conference version [13]), Kempe, Kleinberg, and Kumar ask
“Given a temporally connected network G = (V,E) on n nodes, is there a set E′ ⊆ E con-
sisting of O(n) edges so that the temporal network on the subgraph (V,E′) is also temporally
connected? In other words, do all temporal networks have sparse subgraphs preserving this
basic connectivity property?”
Here, Kempe et al. consider a model where each edge has a single label, thus the edges are identified
with their labels, but the discussion is more general. What they are asking, essentially, is whether an
analogue of spanning tree exists for temporal networks when the labels are already fixed. They answer
immediately (and negatively) for the particular case of O(n) density, by showing that hypercubes labeled
in a certain way need all of their edges to achieve temporal connectivity, thus some temporal graphs of
density Θ(n log n) cannot be sparsified. The more general question, asking whether o(n2)-sparse spanners
always exist in dense temporal graphs remained open for more than a decade, and was eventually settled,
again negatively, by Axiotis and Fotakis [5]. The proof in [5] exhibits an infinite family of temporally
connected graphs with Θ(n2) edges that do not admit o(n2)-sparse spanners. Their construction can be
adapted for strict and non-strict journeys.
On the positive side, Akrida et al. [2] show that, if the underlying graph G is a complete graph and
every edge is assigned a single globally-unique label, then it is always possible to find a temporal spanner
of density
(
n
2
)
− ⌊n/4⌋ edges (leaving however the asymptotic density unchanged). Akrida et al. [2] also
prove that if the label of every edge in G is chosen uniformly at random (from an appropriate interval),
then almost surely the graph admits a temporal spanner with O(n log n) edges. Both [5] and [2] include
further results related to the (in-)approximability of finding a minimum temporal spanner, which is out of
the scope of this paper.
By its nature, the problem of finding a temporal spanner in a temporal network seems to be significantly
different from its classical (i.e., non-temporal) version, whether this version considers a static graph (see
e.g., [8, 16, 17]) or the current network topology of an updated dynamic graph (see e.g., [3, 9, 10]). The
essential difference is that spanning trees always exist in standard (connected) graphs, thus one typically
focuses on the tradeoff between the density of a solution and a quality parameter like the stretch factor,
rather than to the very existence of a sparse spanner.
1.2 Contributions
In this paper, we establish that temporal graphs built on top of complete graphs unconditionally admit
Θ(n log n)-sparse temporal spanners when non-strict journeys are allowed. Furthermore, such a spanner
can be computed in polynomial time. The case of strict journeys requires more discussion. Kempe et
al. observed in [14] that if every edge of a complete graph is given the same label, then this graph is
temporally connected, but no multi-hop strict journey can exist, thus none of the edges can be removed,
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and the problem is trivially unsolvable. To make the problem interesting when only strict journeys are
allowed, one should constrain λ in some way to avoid such a pathological situation. Thus, in this case, we
require that a subset of one label per edge exists in which any two adjacent edges have different labels.
This formulation slightly generalizes the single-label global-unicity assumption made in [2] (although
essentially equivalent) and eliminates the distinction between strict and non-strict journeys. Under this
restriction, we establish that all temporal graphs whose underlying graph is complete admit a O(n log n)-
sparse temporal spanner. Moreover, if the restricted labeling is given, then the spanner can be computed in
polynomial time. (The problem of deciding whether a general labeling admits such a sub-labeling is not
discussed here; it might be an interesting problem on its own, possibly computationally hard.)
Our proofs are constructive. We start by observing that the above two settings one-way reduce to
the setting where every edge has a single label and two adjacent edges have different labels. The re-
duction is “one-way” in the sense that the transformed instance may have less feasible journeys than the
original instance, but all of these journeys correspond to valid journeys in the original instance, so that
a temporal spanner computed in the transformed instance is valid in the original instance. As a result,
the main algorithm takes as input a complete graph G with single, locally distinct labels, and computes
a O(n log n)-sparse temporal spanner of G in polynomial time. This algorithm is based on a number of
original techniques introduced in this paper, which we think may be of interest for other problems related
to temporal connectivity.
In summary, our results give the first positive answer to the question of whether sparse temporal span-
ners always exist in a class of dense graphs, focusing here on the case of complete graphs. This answer
complements the negative answer by Axiotis and Fotakis [5] and motivates more investigation to under-
stand where the transition occurs between their negative result (no sparse spanners exist in some dense
temporal graphs) and our positive result (they essentially always exist in complete graphs).
The paper is organized as follows. In Section 2, we define the model and notations, and describe
the one-way reductions that allows us to concentrate subsequently on single (and distinct) labels. We
also mention a technique from [2] and we introduce a basic technique called pivoting which is a natural
analogue of Kosaraju’s algorithm for temporal graphs. In Section 3 we introduce the main concepts used
in the rest of the paper, namely delegation, dismountability, and k-hop dismountability, whose purpose is
to recursively self-reduce the problem to smaller graph instances. While these technique alone fail in some
cases, we extend them and combine them into a more sophisticated algorithm that successfully computes
a temporal spanner of O(n log n) edges. The first step, presented in Section 4, is called fireworks and
results in a spanner of density (essentially)
(
n
2
)
/2. It is sparsified further down to O(n log n) by exploiting
a particular dichotomy in the structure of the residual instance. Due to space limitations, some content is
placed in Appendix.
2 Definitions and Basic Results
2.1 Model and definitions
Let G = (V,E) be an undirected graph and λ : E → 2N a mapping that assigns to every edge of E a
non-empty set of integer labels. These labels can be seen as discrete times when the edge is present. In
this paper, we refer to the resulting graph G = (G,λ) as a temporal graph (other models and terminologies
exist, all being equivalent for the considered problem). If λ is single-valued and locally injective (i.e.,
adjacent edges have different labels), then we say that λ is simple, and by extension, a temporal graph is
simple if its labeling is simple.
A temporal path in G (also called journey), is a finite sequence of k triplets J = {(ui, ui+1, ti)} such
that (u1, . . . , uk+1) is a path in G and for all 1 ≤ i < k, {ui, ui+1} ∈ E, ti ∈ λ({ui, ui+1}) and ti+1 ≥ ti.
3
Strict temporal path (strict journeys) are defined analogously by requiring that ti+1 > ti. We say that
a vertex u can reach a vertex v iff a journey exists from u to v (strict or non-strict, depending on the
context). If every vertex can reach every other vertex, then G is temporally connected. Finally, observe
that the distinction between strict and non-strict journeys does not exist in simple temporal graphs, as all
the journeys are strict.
In general, one can define a temporal spanner of G = ((V,E), λ) as a temporal graph G′ = ((V ′, E′), λ′)
such that V = V ′, E′ ⊆ E and λ′ : E′ → 2N with λ′(e) ⊆ λ(e) for all e ∈ E′. We call G′ a valid spanner
if it is temporally connected. Observe that, if G is simple, then spanners are fully determined by the chosen
subset of edges E′ ⊆ E (as in the above citation from [14]). Thus, in such cases, we say that E′ itself is
the spanner. Many of these notions are analogous to the ones considered in [2, 5, 14], although they are
not referred to as “spanners” in these works.
Finally, when the underlying graph G is a complete graph, we call G a temporal clique. An example of
a (valid) temporal spanner of a simple temporal clique is shown in Figure 1.
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Figure 1: Example of a simple temporal clique and one of its temporal spanners (edges in bold). This
spanner is not minimum (nor even minimal) and the reader may try to remove further edges.
2.2 Generality of simple labelings
We claimed in Section 1.2 that if non-strict journeys are allowed, then one can transform a temporal clique
G = (G,λ) with unrestricted labeling λ into a clique H = (G,λH) with simple labeling such that any
valid temporal spanner of H induces a valid temporal spanner of G. (As explained, the converse is false,
but this is fine because our result is positive on H.) The reduction proceeds in two steps: (1) For every
edge e, restrict λ(e) to a single label chosen arbitrarily; and (2) Whenever k adjacent edges have identical
label l, then all labels l′ > l are shifted to l′ + k and the k labels are assigned a unique value in the interval
[l, l + k] (again, arbitrarily). It should not be difficult to see that this reduction produces a simple clique
H, such that if a journey exists in H, then the same sequence of edges allows for a (possibly non-strict)
journey in G.
As for the second claim of the introduction, if strict journeys are the only ones allowed, then as ex-
plained, we assume the existence of a simple sub-labeling of λ (whose computation is not discussed). Here,
it is even more direct that any journey based on the sub-labeling only is a fortiori available in the complete
instance. Based on these arguments, the rest of the paper focuses on simple temporal cliques, sometimes
dropping the adjective “simple”.
2.3 Preliminary techniques
The best approach so far for sparsifying simple temporal cliques is that of Akrida et al. [2], who prove
that one can always remove ⌊n/4⌋ edges without breaking temporal connectivity as follows. (Their paper
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has other significant contributions.) First, they show that if n = 4, then it is always possible to remove
at least one edge. Then, as n → ∞, one can arbitrarily partition the input clique into (essentially) n/4
subcliques of 4 vertices each, and remove an edge from each subclique. The edges between subcliques
are kept, thus the impact of removals is confined to each subclique. In Appendix A.2, we improve this
technique up to removing a constant fraction of ⌊n2/12⌋ edges. However, we consider as unlikely that
such purely structural techniques could sparsify a graph within o(n2) edges. The techniques we develop
in this paper are different in essence.
Another natural approach that one might think of is inspired by Kosaraju’s principle for testing strong
connectivity in a directed graph (see [1]). This principle relies on finding a vertex that all the other vertices
can reach (through directed paths) and that can reach all these vertices in return. This condition is sufficient
in standard graphs because paths are transitive. In the temporal setting, transitivity does not hold, but we
can define a temporal analogue as follows. A pivot vertex p is a vertex such that all other vertices can reach
p by some time t (through journeys) and p can reach all other vertices back after time t. The union of the
tree of (incoming) journeys towards p and the tree of (outgoing) journeys from p is a temporal spanner
with at most 2(n − 1) edges. Unfortunately, pivot vertices may not exist, even in temporal cliques. Both
possibilities (positive and negative) are shown in Figure 2. A generic construction to build arbitrarily large
non-pivotable graphs is also proposed in Appendix A.5.1 on page 19.
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Figure 2: Examples of pivotable graph (left) and non-pivotable graph (right). The (light) green edges in
the pivotable graph belong to the tree of incoming journeys to pivot vertex p (with t = 4); the (darker) red
edges belong to the tree of outgoing journeys; the dashed edges belong to neither.
3 Delegation and Dismountability
This section introduces a number of basic techniques which are subsequently refined and adapted in Sec-
tions 4 and 5 in the main algorithm. Given a vertex v, write e−(v) for the edge with smallest label incident
with v, and e+(v) analogously for the largest label.
Fact 1. Given a temporal clique G, if {u, v} = e−(v), then u can reach all vertices through v. Similarly,
if {u,w} = e+(w), then all vertices can reach u through w.
Fact 1 applies because the underlying graph G is complete. This fact makes it possible for a vertex u
to delegate its emissions to a vertex v, i.e., exploit the fact that v can still reach all the other vertices (if
need be, by a direct edge) after interacting with u, thus none of u’s other edges are required for reaching
the other vertices. By a symmetrical argument, u can delegate its receptions (collections) to a vertex w if
w can be reached by all the other vertices (if need be, by a direct edge) before interacting with u, so u does
not need its other edges to be reached by the other vertices.
This type of delegation suggests an interesting technique to obtain temporal spanners. We say that
a vertex u in a temporal clique G is dismountable if there exist two other vertices v and w such that
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{u, v} = e−(v) and {u,w} = e+(w). The idea of dismountability is to select e−(v) and e+(w) for
inclusion in a temporal spanner for G and then reduce the computation to finding a temporal spanner in the
smaller clique G[V \ u]. We state this more formally in the following theorem. (See Figure 6a on page 16
for an illustration.)
Theorem 1 (Dismountability). Let G be a temporal clique, and let u, v, w be three vertices in G such
that {u, v} = e−(v) and {u,w} = e+(w). Let S′ be a temporal spanner of G[V \ u]. Then S =
S′ ∪ {{u, v}, {u,w}} is a temporal spanner of G.
Proof. Since {u, v} = e−(v), all edges incident with v in S′ have a larger label than {u, v}, thus u can
reach all the vertices in G through v and the edges of S′. A symmetrical argument implies that all vertices
in G can reach u through w using only {u,w} and the edges of S′.
We call a graph dismountable if it contains a dismountable vertex. It is said to be fully dismountable
if one can find an ordering of V that allows for a recursive dismounting of the graph until the residual
instance is a two-vertex graph with a single edge. An example of such dismountable graph is given in
Figure 3.
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Figure 3: Example of a fully dismountable graph and the resulting spanner.
Fact 2 (Spanners based on dismountability). If a graph can be fully dismounted, then the union of the pairs
of edges involved in all steps of the recursion, plus the last edge forms a temporal spanner. There are n−2
steps, so this spanner has 2(n− 2) + 1 = 2n− 3 edges.
Unfortunately, one can design arbitrarily large temporal cliques which are not fully dismountable (we
give a generic construction in Appendix A.5.2). Yet, techniques derived from dismountability are at the
core of our algorithm. To start, the concept of dismountability can be generalized to multi-hop journeys.
The key observation is that a multi-hop journey may exist from a vertex u to another vertex v, say through
vertices u = u0, u1, . . . , uk = v such that {uk−1, uk} = e
−(v), despite the fact that {ui−1, ui} 6= e
−(ui)
for some i. Indeed, it is sufficient that the last edge of a journey from u to v is e−(v) in order to delegate
u’s emissions to v. Symmetrically, it is sufficient that the first edge of a journey from w to u is e+(w) in
order to delegate u’s receptions to w. Thus, a vertex u is called k-hop dismountable if one can find two
other vertices v and w (possibly identical if k > 1) such that there are journeys of at most k hops (1) from
u to v that arrives at v through e−(v), and (2) from w to u that leaves w through e+(w).
Temporal spanners can be obtained in a similar way to 1-hop dismountability by selecting all of the
edges involved in these journeys for inclusion in the spanner. However, only the edges adjacent to the
dismounted vertex are removed in the recursion, thus some edges used in a multi-hop journey may be
selected several times over the recursion (with positive impact). We can then extend Fact 2 to k-hop
dismountability as follows.
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Fact 3. If a temporal graph G is fully k-hop dismountable, then this process yields a temporal spanner
with at most 2k(n − 2) + 1 ≃ 2kn edges.
Unfortunately, again, there exist arbitrarily large graphs which are not k-hop dismountable for any k,
as explained in Appendix A.5.2 on page 19. Nonetheless, k-hop dismountability is one of the components
of the more sophisticated techniques in Sections 4 and 5.
4 The Fireworks Technique
In this section, we present an algorithm called fireworks, which exploits delegations among vertices in a
more subtle way than dismountability. In particular, we take advantage of one-sided delegations, in which
a vertex may be able to delegate only its emissions, or only its receptions. The combination of many such
delegations is shown to lead to the removal of essentially half of the edges of the input clique. The residual
instance has a particular structure that we exploit in Section 5 to obtain O(n log n)-sparse spanners.
4.1 Forward Fireworks
The purpose of fireworks is to mutualize several one-sided delegations in a transitive way, so that many
vertices do not need to reach the others vertices directly, most of their edges being consequently eliminated.
Given a temporal clique G = (G,λ) with G = (V,E), define the directed graph G− = (V,E−) such that
(u, v) ∈ E− iff {u, v} = e−(v), except that, if e−(u) = e−(v) for some u and v, only one of the arcs is
included (chosen arbitrarily).
Lemma 1. Directed paths in G− correspond to journeys in G.
Proof (by contradiction). Let (u0, u1), (u1, u2), ..., (uk−1, uk) be a directed path in G
− and suppose that
the corresponding path in G is not a journey. Then it must be the case that the label of an edge (ui−1, ui)
is greater than the label on the adjacent edge (ui, ui+1) for some i. Then {ui−1, ui} 6= e
−(ui) which is
impossible by construction.
By construction, E− induces a disjoint set of out-trees (one source, possibly several sinks). We trans-
form E− into a disjoint set T − = (V,E−T ) of in-trees (one sink, possibly several sources) as follows, see
also Figure 4 for an illustration. Let E−T be initialized as a copy of E
−. For every v with outdegree at
least 2 in E−, let (v, u1), ..., (v, uℓ) be its out-arcs with (v, uℓ) being the one with the largest label. For
every i < ℓ, if ui is a sink vertex, then flip the direction of (v, ui) in E
−
T (i.e., replace (v, ui) by (ui, v) in
E−T ); otherwise remove (v, ui) from E
−
T . Let T
− = (V,E−T ) be the resulting set of in-trees T
−
1
, ...,T −k
(containing possibly more in-trees than the number of initial out-trees).
→
Figure 4: Example of transformation from a disjoint set of out-trees (V,E−) to a disjoint set of in-trees
(V,E−T ). The colored vertices represent sink vertices.
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Fact 4. The set of in-trees T − = (V,E−T ) has the following properties:
1. Directed paths in T − correspond to journeys in G.
2. Every vertex belongs to exactly one tree.
3. Every tree contains at least two vertices.
4. There is a unique sink in each tree.
5. The unique arc incident with a sink s corresponds to e−(s).
Fact 4.1 follows from Lemma 1 because an arc (v, ui) is only replaced by (ui, v) if the label of (v, ui)
is less than the label of another arc (v, uℓ), so (ui, v), (v, uℓ) is a journey in G. Observe that some of the
journeys induced by the arcs of T − may include intermediate hops where the arc’s label is not locally
minimum for its head endpoint. However, as already discussed in Section 3, a delegation only requires that
the label of the last hop of a journey be locally minimum, and that is the case here (Fact 4.5).
The motivation behind this construction is that all the vertices in each in-tree are able to delegate their
emissions to the corresponding sink vertex. For this reason, the sink vertex will be called an emitter in
the rest of the paper. An important consequence of our construction is that the number of emitters in T −
cannot exceed half of the total number of vertices.
Lemma 2. The number of emitters in T − is at most n/2
Proof. After the transformation from E− to E−T , there is only one emitter in each in-tree T
−
i ∈ T
−
(Fact 4.4), and there are at most n/2 trees because each one contains at least 2 vertices (Fact 4.3).
We are now ready to define a temporal spanner based on T −, which consists of the union of all edges
involved in an in-tree and all edges incident with at least one emitter. More formally, let S−T = {{u, v} ∈
E : (u, v) ∈ T −} ∪ {{u, v} ∈ E : u is an emitter}.
Theorem 2. S−T is a temporal spanner of G.
Proof. By Fact 4, every vertex v of G that is a non-emitter in T − can reach an emitter s through an edge
e−(s). Furthermore, the inclusion of all edges incident to a vertex s that is an emitter in T − ensures that v
can still reach all other vertices afterwards and so can s. Therefore, every vertex can reach all other vertices
by using only edges from S−T .
We call this type of spanner a forward fireworks cover. An example is given in Figure 5, the corre-
sponding journeys being depicted on the left side.
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Figure 5: Example of forward fireworks cover and the resulting spanner.
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Theorem 3. Forward fireworks covers have at most 3
(
n
2
)
/4 +O(n) edges.
Proof. Let S−T be a forward fireworks cover based on a set of in-trees T
−. Each non-emitter in T − has
only one out-arc which becomes one edge in S−T , thus overall T
− contributes less than n edges to S−T .
Now, every emitter has an edge to every other vertex in S−T , and there are at most n/2 emitters in T
− by
Lemma 2. Note that the edges between emitters are selected twice but should be counted only once. Thus
in the end, there are at most n(n/2)− n2/8 edges, plus the edges of the in-trees (that is O(n) edges).
Before moving to Section 4.2, we establish a small technical lemma that will be used in Section 5, but
is worth being stated here as it pertains to the structure of the in-trees.
Lemma 3. Every non-emitter vertex v can reach a vertex v′ in the same in-tree T −i (emitter or not) using
a journey of length at most two that arrives at v′ through e−(v′).
Proof. Before the transformation from E− to E−T , all arcs (u, v) ∈ E
− are such that {u, v} = e−(v),
thus all the journeys in E− have the required property. Then, some arcs are flipped by the transformation
(replaced by oppositely directed arcs). Now, if an arc (v, u) is flipped, then its head u is a sink in E− and
its tail v is not, thus no arc of the form (w, v) is flipped. As a result, at least one arc in any two consecutive
arcs in a journey in T −i is the minimum edge of its head.
4.2 Backward Fireworks
A symmetrical concept of fireworks can be defined based on the edges {u, v} = e+(v) of a temporal
clique G = (G,λ). All arguments developed in the context of forward fireworks can be adapted in a
symmetrical way, so we will omit most of the details. First, we build a directed graph G+ = (V,E+)
which is a disjoint set of in-trees. By an analogous transformation as above, this set is then converted into
a disjoint set T + = (V,E+T ) of out-trees each of which contains only one source which we call a collector.
The collector s of an out-tree can reach all of the other vertices in this tree by journeys that leave s through
its edge e+(s), thereby guaranteeing that every other vertex that reaches s can subsequently reach all other
vertices in the tree. The following lemmas are obtained by symmetrical arguments.
Lemma 4. The number of collectors in T + is at most n/2
Finally, we can build a temporal spanner S+T = {{u, v} : (u, v) ∈ T
+} ∪ {{u, v} : u is a collector}
which we call a backward fireworks cover, and prove the following results by symmetrical arguments to
the ones in Subsection 4.1.
Theorem 4. S+T is a temporal spanner of the temporal clique G.
Theorem 5. Backward fireworks covers have at most 3
(
n
2
)
/4 +O(n) edges.
An example of a backward fireworks cover is given on Figure 7 on page 16. Finally, we establish a
symmetrical property as in Lemma 3, to be used also in Section 5.
Lemma 5. For every non-collector vertex v in an out-tree T +i ∈ T
+, there exists a vertex v′ in T +i
(collector or not), such that a journey of length at most two from v′ to v exists, leaving v′ through e+(v′).
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4.3 Bidirectional Fireworks
A forward fireworks cover makes it possible to identify a subset of vertices, the emitters, such that every
vertex can reach at least one emitter u through e−(u) and u can reach every other vertex afterwards through
a single edge. Similarly, a backward fireworks cover makes it possible to identify a subset of vertices, the
collectors, such that every vertex can be reached by at least one collector v through e+(v) and v can be
reached by every other vertex before this through a single edge. Combining both ideas, we can define a
sparser spanner in which we do not need to include all of the edges incident with emitters and collectors,
but only the edges between emitters and collectors (plus, of course, the edges used for reaching an emitter
and for being reached by a collector).
Precisely, let T − be the disjoint set of in-trees obtained during the construction of a forward fireworks
cover (see Figure 4), and let T + be the disjoint set of out-trees obtained during the construction of a
backward fireworks cover. Let X− be the set of emitters (one per in-tree in T −) and let X+ be the set of
collectors (one per out-tree in T +). The two sets can overlap, as a vertex may happen to be both an emitter
in some tree in T − and a collector in some tree in T +, which is not a problem. LetH = (X−∪X+, EH) be
the graph such that EH = {{u, v} ∈ E : u ∈ X
−, v ∈ X+}; in other words, H is the subgraph of G that
connects all emitters with all collectors. Finally, let S = {{u, v} : (u, v) ∈ T − ∪ T +} ∪EH . We call S a
bidirectional fireworks cover (or simply a fireworks cover). An illustration is given in Figure 8 on page 16.
Theorem 6. S is a temporal spanner of G.
Proof. Every non-emitter vertex can reach at least one emitter u through e−(u). Every emitter can reach
all collectors afterwards. Every vertex can be reached by a collector v through e+(v).
Theorem 7. Bidirectional fireworks covers have at most
(
n
2
)
/2 +O(n) edges.
Proof. The number of edges in T − and T + is linear in n. By Lemma 2, the number of emitters is at most
n/2, and so is the number of collectors by Lemma 4. Some vertices may be both emitter and collector;
however, the number of edges is maximized when X− and X+ are disjoint, i.e., H is a complete bipartite
graph with n/2 vertices in each part. Thus, the spanner contains at most n2/4 edges plus the edges of T −
and T +.
5 Recursing or Sparsifying Further
After applying the fireworks technique, one is left with a residual instance (or spanner) made of all the
edges between emitters X− and collectors X+, together with all the edges corresponding to the arcs of
T − and T +, these edges being denoted S− and S+ for simplicity. As we will see, the algorithm may
recurse several times due to dismountability, thus it is worth mentioning that variables G and V refer to
the instance of the current recursion. The algorithm considers two cases, depending on the outcome of the
fireworks procedure. Either X− ∪X+ 6= V (Case 1) or X− ∪X+ = V (Case 2).
Case 1 (X− ∪ X+ 6= V ). In this configuration, at least one vertex v is neither emitter nor collector. By
Lemma 3, there exists a journey of length at most two from v that arrives at some vertex u 6= v through
e−(u). Similarly, by Lemma 5, there is a journey of length at most two from some vertex w 6= v to
v, leaving w through e+(w). As a result, v is 2-hop dismountable (see Section 3). One can thus select
the corresponding edges (at most four) for future inclusion in the spanner and then recurse on G[V \ v],
i.e., re-apply the fireworks technique from scratch. Then, either the recursion keeps entering Case 1 and
dismounting the graph completely, or it eventually enters Case 2.
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Case 2 (X− ∪X+ = V ). Both X− and X+ have size at most n/2 (Lemma 2 and 4), thus if their union
is V , then both sets must be disjoint and of size exactly n/2. As a result, the graph which connects all
vertices in X− with all vertices in X+ (called H in Section 4) is a complete bipartite graph. In fact, H
possesses even more structure. Firstly, both S− and S+ are perfect matchings—by contradiction, if this
is not the case, then at least one of the in-tree (out-tree) contains more than one edge, resulting in strictly
less emitters (collectors) than n/2. Furthermore, every vertex is either an emitter or a collector, thus each
of these edges connects an emitter with a collector, implying that the residual instance actually isH itself.
Now, recall that every edge in S− is locally minimum for the corresponding emitter (based on Fact 4.5),
and every edge in S+ is locally maximum for the corresponding collector. We then have the following
stronger property.
Lemma 6. If the minimum edge of an emitter is not also the minimum edge of the corresponding collector
inH , then the residual instance is 2-hop dismountable. The same holds if the maximum edge of a collector
is not also the maximum edge of the corresponding emitter in H .
Proof. Let us prove this for minimum edges (a symmetrical argument applies for maximum edges). Con-
sider an emitter u whose minimum edge {u, v} = e−(u) leads to collector v such that {u, v} 6= e−(v)
in the bipartite graph. Then an edge with smaller label exists between v and another emitter u′, which
creates a 2-hop journey from u′ to u arriving through e−(u), implying that u′ can delegate its emissions to
u. Moreover, emitters and collectors are disjoint, thus u′ is not a collector. As a result, u′ already delegates
its receptions to a collector (through a direct edge), thus u′ is 2-hop dismountable.
Lemma 6 implies that either a vertex v is 2-hop dismountable and the algorithm can recurse as in Case 1,
or the edges of the matchings are minimum (resp. maximum) on both sides. An example of the latter case
is given in Figure 9 on page 17.
In summary, either the algorithm recurses until the input clique is fully dismounted (through Case 1
or Case 2), resulting in a O(n)-dense spanner (Fact 3), or the recursion stops and the residual instance is
sparsified further by a dedicated procedure, described now.
5.1 Sparsifying the Residual Instance
For simplicity, the sparsification of the residual instance is considered as a separate problem. The input is
a labeled complete bipartite graph B = (X−,X+, EB) where X
− is the set of emitters, X+ is the set of
collectors, and the labels are inherited from G. There are two perfect matchings S− and S+ in B such that
the labels of the edges in S− (resp. S+) are minimum (resp. maximum) locally to both of their endpoints
(Lemma 6). The objective is to remove as many edges as possible from EB , while preserving S
−, S+,
and the fact that every emitter can reach all collectors by a journey. Indeed, these three properties ensure
temporal connectivity of the graph (using the same arguments as in Theorem 6).
While both S− and S+ are matchings, our algorithm effectively exploits this property with respect to
S+ as follows.
Fact 5. If an emitter can reach another emitter, then it can reach the corresponding collector by adding to
its journey the corresponding edge of S+.
This property makes it possible to reduce the task of reaching some collectors to that of reaching the
corresponding emitter in S+. It is however impossible for an emitter u to make a complete delegation to
another emitter v, because the existence of a journey from u to v arriving through e−(v) would contradict
the fact that S− is also a matching. For this reason, when a journey from emitter u arrives at emitter v,
some of v’s edges have already disappeared. Nevertheless, the algorithm exploits such partial delegations,
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while paying extra edges for the missed opportunities (contained within a logarithmic factor). This is done
by means of an iterative procedure called layered delegations, described over the remaining of this section.
Note the term iterative, not recursive; from now on, the instance has a fixed vertex set and it is sparsified
until the final bound is reached.
Layered Delegations The algorithm proceeds by eliminating half of the emitters in each step j, while
selecting a set Sj of edges for inclusion in the spanner, so that the eliminated emitters can reach all collec-
tors by a mixture of direct edges and indirect journeys through other emitters (partial delegations). The set
of non-eliminated emitters at step j (called alive) is denoted byX−j , withX
−
1
= X−. The set of collectors
X+ is invariant over the execution. We denote by k = n/2 be the initial degree of the emitters in B (one
edge shared with each collector), and by ei(v) the edge with the ith smallest label (label of rank i) locally
to a vertex v, in particular e1(v) = e−(v) and ek(v) = e+(v).
The k ranks are partitioned into subintervals of doubling size Ij = [2
j+2 − 7, 2j+3 − 8], where j
denotes the current step of the iteration, ranging from 1 to log2 k − 3. For simplicity, assume that k is
a power of two, we explain below how to adapt the algorithm when this is not the case. For example, if
k = 128, then I1 = [1, 8],I2 = [9, 24],I3 = [25, 56], and I4 = [57, 120]. Computation step j is made
with respect to the subgraph Bj = (X
−
j ,X
+, Ej) where Ej = {e
i(v) ∈ EB : i ∈ Ij, v ∈ X
−
j }, namely
the edges of the currently alive emitters, whose ranks are in the interval Ij .
Lemma 7. In each step j,X−j can be split into two setsXa andXb such that |Xa| ≥ |Xb| and every vertex
inXa can reach a vertex in Xb through a 2-hop journey (within Bj).
Proof. The proof is in Appendix A.3 on page 17 (together with an illustration). The main idea is to show
that the average degrees of collectors in Bj forces the existence of sufficiently many two-hop journeys
among emitters.
Remark 1. The computation ofXa (described in the proof) proceeds by repeatedly considering the largest
degree d of a collector and assigning d − 1 of the corresponding emitters to Xa and one to Xb; it is
therefore a greedy algorithm. The process is to be stopped whenever Xa reaches half the size ofX
−
j . IfXa
exceeds this threshold during step j, then some emitters can be arbitrarily transferred from Xa to Xb to
preserve the fact that |X−j+1| is a power of two. The case that |X
−
1
| = k is not a power of two is addressed
similarly after the first iteration, in order to set the size of Xb to the highest power of two below k.
How Xa and Xb are then used: When an emitter u in Xa can reach another emitter v in Xb, the corre-
sponding journey arrives at v through some edge ei(v) with i ∈ Ij . We say that u partially delegates its
emissions to v in the sense that all collectors that v can reach after this time can de facto be reached from
u (through v), the other collectors being possibly no longer reachable from v after this time. Thus, the
delegation is partial.
Lemma 8. If an emitter u makes a partial delegation to v in step j, then the number of collectors that u
may no longer reach through v is at most 2j+3 − 8.
Proof. This number is the largest value in the current interval; it corresponds to the largest rank of the
edge through which the journey from u may have arrived at v. All the edges whose rank locally to v is
larger than 2j+1 − 2 can still be used and thus the corresponding collectors are still reachable. (In fact, the
collector corresponding to the edge with last index in Ij locally to v can also be considered as reached, but
this is a detail.)
A partial delegation from u to v in step j implies the removal of u from the set of emitters, the selection
of the two edges of the journey from u to v, and the selection of at most 2j+3 − 8 direct edges between u
and the missed collectors. This implies the following fact.
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Fact 6. In each step j, at most 2j+3 edges are selected relative to every eliminated emitter.
More globally, let Jj be the edges used in all the delegation journeys from vertices inXa to vertices in
Xb in step j, andDj the union of direct edges towards missed collectors. Let Sj = Jj ∪Dj . The algorithm
thus consists of selecting all the edges in Sj for inclusion into the spanner. Then X
−
j+1 is set to Xb and
the iteration proceeds with the next step. The computation goes for j ranging from 1 to log2 k − 3, which
leaves exactly eight final emitters alive. All the remaining edges of these emitters (call them Slast) are
finally selected. Overall, the final spanner is the union of all selected edges, plus the edges corresponding
to the two initial matchings, i.e., S = (∪jSj) ∪ Slast ∪ S
− ∪ S+.
Theorem 8. S is a temporal spanner of the complete bipartite graph B and it is made ofΘ(n log n) edges.
Proof. The key observation for establishing validity of the spanner is that eliminated emitters reach all
collectors either directly or through an emitter that can still reach this collector afterwards. This property
applies transitively (thanks to the disjoint and increasing intervals) until eight emitters remain, all the edges
of which are selected for simplicity. Therefore, every initial emitter can reach all collectors. The rest of
the arguments are the same as in the proof of Theorem 6: all vertices in the input clique can reach at least
one emitter u through e−(u), and be reached by at least one collector v through e+(v).
Regarding the size of the spanner, in step j, k
2j
emitters are eliminated and at most 2j+3 edges are
selected for each of them (Fact 6), amounting to at most 8k = 4n edges. The number of iterations is
Θ(log k) = Θ(log n). Finally, the sets Slast, S
−, and S+ each contain Θ(n) edges (and S+ is actually
included in Slast).
Corollary 1. Simple temporal cliques always admit O(n log n)-sparse spanners.
Proof. In each recursion of the global algorithm, either the residual instance of the fireworks procedure
is 2-hop dismountable and the algorithm recurses on a smaller instance induced by a removed vertex,
after selecting a constant number of edges, or the algorithm computes a Θ(n log n)-sparse spanner of the
residual instance through the layered delegation process. Let n1 be the number of times the graph is 2-hop
dismounted and n2 = n−n1 be the number of vertices of the residual instance when the layered delegation
process begins (if applicable, 0 otherwise). The resulting spanner has Θ(n1)+Θ(n2 log n2) = O(n log n)
many edges.
Additional comments regarding the overall running time of the algorithm (establishing its polynomial-
ity) are given in Appendix A.4, and some observations as to the optimality of O(n log n)-sparse spanners
in temporal cliques are made in Appendix A.6.
6 Concluding Remarks
In this paper, we established that sparse temporal spanners always exist in temporal cliques, proving con-
structively that one can find O(n log n) edges that suffice to preserve temporal connectivity. Our results
hold for non-strict journeys with single or multiple labels on each edge, and strict journeys with single or
multiple labels on each edge with the property that there is a subset of locally exclusive single labels. Our
results give the first positive answer to the question of whether any class of dense graphs always has sparse
temporal spanners.
To prove our results, we introduced several techniques (pivoting, delegation, dismounting and k-hop
dismounting, forward and backward fireworks, partial delegation, and layered delegations), all of which
are original and some of which might be of independent interest. Whether some of these techniques can be
used for more general classes of graphs is an open question. Delegation and dismounting rely explicitly on
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the graph being complete; however, refined versions of these techniques like partial delegation might have
wider applicability.
An open question is whether sparse spanners always exist in more general classes of dense graphs,
keeping in mind that some dense graphs are unsparsifiable. Another question is whether a better density
than O(n log n) could be obtained in the particular case of temporal cliques, in particular O(n)-dense
spanners. Experiments that we have conducted suggest that spanners with O(n) edges might always exist.
At a deeper level, all these questions pertain to identifying and studying analogues of spanning trees in
temporal graphs, which do not enjoy the same matroid structure as in standard graphs.
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A Appendix
Some additional content is presented in this section, including four illustrations (Subsection A.1), a tech-
nique which is not central in the paper (Subsection A.2), the full proof of Lemma 14 (Subsection A.3), a
discussion of the complexity of our algorithm (Subsection A.4), the construction of adversarial families of
instances (Subsection A.5), and finally an open question about the optimal density of the temporal spanners
(Subsection A.6).
A.1 Additional illustrations
G′v
u
w
e−(v) e+(w)
(a) Dismountability principle.
G′v
u
w
e+(w)
< e+(w)e
−(v)
(b) Example of 2-hop dismountability.
Figure 6: Illustration of the principle of dismountability (p:6).
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Figure 7: Example of a backward fireworks cover and the resulting spanner (p:9).
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Figure 8: A bidirectional fireworks cover and the corresponding spanner. The forward component and the
emitters are depicted in (light) green; the backward component and the collectors are depicted in (darker)
red. The top vertex is both an emitter and a collector. (p:10)
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Figure 9: Example of temporal clique for which the output of the fireworks technique results in the second
case (without recursion), where every vertex is either an emitter or a collector and the edges of the match-
ings are minimum (resp. maximum) on both sides. The matchings are depicted in light green for minimum
edges (resp. dark red for maximum edges) (p:10).
A.2 Improvement of the structural technique in [2]
Recall that the technique in [2] consists of partitioning the input clique into (essentially) n/4 subcliques
of 4 vertices each, then remove an edge from each subclique, resulting in ⌊n/4⌋ edges removed. The key
observation is that the type of partitioning used in [2] is node-disjoint, but the same argument actually holds
when applied to edge-disjoint partitions, with significant consequences. Indeed, byWilson’s Theorem [19],
the number of edge-disjoint cliques on 4 vertices in a complete graph on n vertices is ⌊n2/12⌋ (possibly
with a few vertices remaining). (More generally, as c → 1, graphs with minimum degree at least cn
have ⌊
(
n
2
)
/
(
k
2
)
⌋ disjoint copies of Kk for all k.) The immediate consequence is that one can remove
⌊n2/12⌋ = Θ(n2) edges by a similar technique. As discussed in Section 2.3, we consider as unlikely
that purely structural techniques could suffice to sparsify a graph down to o(n2) edges. The techniques
developed in the rest of this paper are orthogonal to this one.
A.3 Proof of Lemma 7 (p:12)
Lemma 7. In each step j,X−j can be split into two setsXa andXb such that |Xa| ≥ |Xb| and every vertex
inXa can reach some vertex inXb through a 2-hop journey (within Bj).
Proof. To start, observe that if a collector v shares an edge with d emitters inBj (we say that these emitters
meet at v), then the emitter whose edge with v has the largest label can be reached by the d−1 other emitters
through two-hop journeys. The proof proceeds by showing that, in each step j, the distribution of degrees
over collectors forces the existence of sufficiently many such meetings among emitters. Here, the size of
the first interval Ij matters, as if one starts with intervals of size only 2 or 4 (say), then the density of edges
remains insufficient for the argument to apply, and starting with 8 (in fact, any constant power of two) does
not impact the asymptotic cost, as we will see. Also observe that the doubling size of the rank intervals
cancels out the halving size of X−j over the steps, leading to an average degree for collectors that remains
constant over the steps (namely, 8).
The generic calculation relative to step j is itself based on an iterative argument that one should be
careful not to mistake with the outer loop varying j. Thus, keeping j fixed for the rest of the proof, Xa and
Xb are built iteratively as follows: identify the collector cwith highest degree and add all the corresponding
emitters toXa except for the one whose edge with c has largest label, which is added toXb; eliminate these
emitters and repeat until Xa ≥ X
−
j /2, then add the remaining emitters to Xb. To see why this work (and
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always terminates), observe that the average degree of 8 for collectors forces at least one collector to be of
degree 8. In fact, by the pigeon hole principle, this property remains true as long as the number of emitters
not being processed yet (i.e., inX−j \(Xa∪Xb)) is larger than 7/8·|X
−
j |, which guarantees thatXa has size
at least 1/8·7/8· |X−j |when the number of non processed emitters goes below that threshold. An analogue
argument forces at least one collector to be of degree 7 so long as the number of non processed emitters is
above 6/8·|X−j |, resulting in at least 1/8·6/7·|X
−
j |more emitters inXa when the next threshold is attained
(indeed, six emitters out of the seven considered enter Xa). By iterating this argument, the size ofXa ends
up being at least a fraction ofX−j equal to 1/8·(7/8+6/7+5/6+4/5+3/4+2/3+1/2) ≃ 0.66 ≥ 0.5.
This proof is illustrated on Figure 10 for the particular case that j = 1.
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Figure 10: Illustration of the method used in the proof of Lemma 7.
A.4 Time Complexity (p:13)
This short section reviews the cost in time of the main components involved in the algorithm. This discus-
sion is by no means a detailed analysis, its purpose is rather to sustain the claim that the overall algorithm
runs in polynomial time. To start, observe that whenever the algorithm recurses, the number of vertices is
reduced by one, and in each recursion the fireworks process is run twice (forward and backward), possibly
followed by the layered delegation processes, in which case the algorithm subsequently terminates. The
fireworks process will thus run less than 2n times and the delegation process at most one time. The fire-
works process first identifies the edges which are minimum (maximum) for at least one vertex. Then, it
transforms this structure by means of a set of local operations consisting of flipping edges (at most once)
or discarding them. As for layered delegations, the main operation is the composition of the delegation sets
Xa and Xb, which is done a logarithmic number of times by a greedy procedure whose main operation is
to examine the degrees of all collectors to detect the local maximum among their labels. In light of these
observations, we hope that it is clear to the reader that the overall running time is polynomial.
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A.5 Adversarial Families
A.5.1 Non-pivotable Graphs (p:4)
We explain how to construct non-pivotable graphs of arbitrary sizes. The construction ensures that there
is a time t before which no vertex can be reached by all vertices, and after which no vertex can reach all
vertices. The choice of t does not matter, as moving it forward or backward could only worsen one of the
direction. Thus, the simple existence of such a t rules out the existence of a pivot vertex. The construction
is first presented with respect to the 6-vertex clique of Figure 11, then we explain how to generalize it.
Thus, let n = 6. In this case, let t = 7 and let us consider the two periods [0, 7] and [8, 14]. Looking at the
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Figure 11: Example of a non-pivotable clique seen as the union of two specific subgraphs which represent
the periods [1, 7] (left) and [8, 14] (right).
graph, observe that none of the vertices can be reached by all the others during the first period. This is true
because (1) the only vertex that w can reach is v, making v the only candidate, and (2) none of the other
vertices (except u) can reach v. Similarly, none of the vertices can reach all the others in the second period.
This is true because (1) u can only be reached by w, making w the only candidate, and (2) w cannot reach
v in the second period.
The construction can be generalized to any larger value of n by choosing three vertices to play the same
role as u, v, and w. The graph of the first period corresponds to a subclique on n − 2 vertices (including
u, but not v and w), plus the two edges {u, v} and {v,w}. Thus t =
(
n−2
2
)
+ 1. The labeling assigns 0 to
{u, v}, 1 to {v,w}, and all values in [3, t] to the edges of the subclique (arbitrarily). By the same argument
as above, none of the vertices can be reached by all others during the first period. As for the second period,
the labeling must ensure that all the edges of w have a larger label than all the edges of v, and that {u,w}
is assigned the smallest label among the edges incident to w, which results in direct applicability of the
same argument as above. Thus, none of the vertices can reach all the others during the second period.
Remark 2. One may be tempted to make both periods overlap by one unit, so that the edge labeled t can
be used for both directions. However, this would have no decisive effect on the construction.
A.5.2 Non-dismountable Graphs (p:6-7)
We explain how to construct arbitrarily large simple temporal cliques which are not k-hop dismountable
for all k (non-dismountable, for short). To start, consider a 4-vertex clique in which the local relations
among labels is the same as in Figure 12. Such a clique is non-dismountable, because none of the vertices
can (1) reach a vertex u through e−(u) and (2) be reached from a vertex v through e+(v). An arbitrary
large clique can be built by making copies of this clique and assigning labels so that the local minima and
maxima in each copy behave as in the original clique. An example with 8 vertices (thus 28 edges) is shown
in Figure 13. All the other edges are assigned an intermediate label, i.e., whose value is between the local
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Figure 12: Example of a non-dismountable clique on 4 vertices.
minima and maxima, which prevents journeys between different cliques that arrive through a minimum
edge (or leave through a maximum edge). This construction can be generalized to any number of vertices
which is a multiple of 4.
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Figure 13: Example of a non-dismountable clique on 8 vertices.
Remark 3. The given construction for non-dismountable graphs makes it possible to find a pivot vertex.
However, the experiments that we conducted showed that instances exist which are neither pivotable nor
dismountable, and their numbers do not seem to diminish as n tends to∞.
A.6 Open Questions
Despite extensive computer search, we were not able to find an instance (out of hundred of millions of
different sizes) which does not admit a spanner of either 2n − 3 or 2n − 4 edges. The latter bound is
actually not surprising, as a classical result in gossip theory (see e.g., Facts F29 through F32 in [11]) can
be adapted to rule out the possibility that a graph with single labels is temporally connected with less than
2n− 4 edges.
Interestingly, we found many instances which are neither pivotable (see Section 2.3) nor k-hop dis-
mountable (see Section 3), and yet admit such a spanner, which suggests further investigation to understand
the structure of simple temporal cliques. These observations motivate the following questions.
Open question 1. Do simple temporal cliques always admit Θ(n)-sparse temporal spanners?
Open question 2 (audacious). Do simple temporal cliques always admit temporal spanners with at most
2n− 3 edges?
Another natural question is whether any other class of dense graph can always be sparsified within
o(n2) edges.
Open question 3 (other classes). Is there a larger class of dense graphs that always admit o(n2)-sparse
temporal spanners?
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