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ABSTRACf 
ABSTRACT 
There is an increased demand for higher levels of network availability and reliability. 
Effective monitoring is necessary to help meet this demand. Loughborough University's 
High speed Network (HSN) group and many other research groups have preformed 
significant research related to the monitoring of communication networks and the 
subsequent processing of the information collected in a meaningful way. This thesis takes 
latency as an example performance metric. The term 'Data Exception' is then employed 
to describe delay data that is unusual or unexpected due to some fundamental change in 
the underlying network performance. Examples of such changes include significant 
changes in usage patterns or planned alterations. 
The objective of this work is to process and interpret such communication network 
performance data at higher levels of understanding, and will focus on three main points:-
• Developing a rule based algorithm to automate the detection of Delay Data 
Exceptions. 
• Correlating Delay Data Exceptions in different routes in a network to detect the 
location and the characteristic of the event that caused these Exceptions. 
• Predicting the effect of an external event on network performance. 
In addition to the above three points, the research started by improving a previously 
published technique for detection and classification of Delay Data Exceptions. 
The nature of the delay patterns in a commercial communication network was the key 
issue in developing the algorithm for the first section of the work, and a Neural Network 
was used in the last two research areas. 
The monitored delay data used in this work was obtained from different sources; the 
historical performance data of a commercial network, data from simulation and 
monitoring of test network in previous related research, and also by monitoring two 
experimental test networks built in the laboratory. 
The results of the detection algorithm show an improvement in detection performance, 
and provide more generality and independency of the source of the delay data. The 
outputs of the approaches used in the event detection and the performance predictions 
work give good results, and show potentially the ability to locate the underling events. 
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1.1 Background and Thesis Overview 
There has been a colossal growth in the use of computer networks in recent times. Indeed 
computer network have become an essential part of our infrastructure. Networking is 
used at every level of business. Consequently, most corporations from two computers in a 
small office sharing a printer, to multinational companies have multiple networks. 
Education institutions at all levels are also using computer networks to provide students 
and instructors with instantaneous access to information in on-line libraries around the 
world. Research groups are utilising the networks in exchanging information and 
publishing their research outcomes. Government offices use networks, as do military 
organisations. In short, computer networks are everywhere [1]. 
Therefore, there is a growing belief that network performance information is important. 
The motivating factors come from the telecommunication companies and their network 
users. Performance data is particularly an important in identifying the causes of network 
faults and rectifying them. By analyzing the detailed monitored information, faults can 
be understood well, and network mangers can identify hot spots before they occur and 
instigate preventative measures. On the other hand, as networks are increasingly 
employed as a means of communication, users will want performance guarantees. 
Without performance measurements, there is no means of satisfying these various parties 
that standards are being maintained. 
In view of the above, there is an increased demand for higher levels of network 
availability and reliability. Effective monitoring is necessary to help meet this demand. 
Loughborough University High speed Network (HSN) group and many other research 
groups have done a lot of work in monitoring communication networks and combing the 
information collected in a meaningful way. The objective of the work of this thesis is to 
process and interpret such communication network performance data at higher levels of 
understanding, and to focus on automating classification and collection of a particular 
form of data abstraction Delay Data Exceptions. In addition, to using this information to 
3 
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detennine the overall network perfonnance, it will be used for identifying and locating 
the events in its links. 
Parts of the outcome of this work have been published in a journal paper [2] and a 
conference paper [3], in addition to the development of several ideas for other journal 
papers. 
1.2 Network Management 
Network management is becoming an increasingly important area due to the rapid 
development of computer networks in recent times. It can be said that life in the 21 st 
century is highly dependent on network technology. Network failure is a very serious 
issue, and in addition to bringing things to a standstill it costs companies like banks large 
sums of money. Managing these networks is continues to become more complex and 
critical as the number of the users is increases. Part of network management is to insure 
that networks run without any problems by understanding all network components and 
being able to take advantage of their features. 
Network management covers many aspects of engineering. It must be considered during 
the planning, designing, and installation phases. Also, it is responsible for operation and 
maintenance in addition to any upgrades or expansion. It is incorporated in all network 
layers from the physical layer up to the application layer. 
Monitoring and controlling communication networks are carried out by the network 
managers using the necessary software. This software enables information to be gathered 
from the routers, switches, and hosts in the network. It also allows the managers to 
control these devices by sending some commands to change their configuration. 
One of the most common network management protocols is the Simple Network 
Management Protocol (SNMP). It uses the client-server model incorporating agents and 
managers. Agents are servers located in the network nodes (e.g. routers or switches). 
They contain all the perfonnance information of their nodes. Mangers are clients for the 
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server's node; they retrieve performance information from the agents for further process 
and have the ability to change some agent's attributes. SNMP uses the fetch-store 
paradigm. This allows for just two commands: fetching, which retrieves information 
from the agent, and; store, which assigns some new value in the agent. Information is 
stored as objects in the agent. Objects should be clearly defined and a unique name 
should be given to each object. SNMP has access to these objects. Collectively, the set of 
all objects that can be stored at an agent are described as a Management Information Base 
(MIB). The Abstract Syntax Notation One (ASN.l) is used in accessing the objects [4]. 
1.3 Network Performance Monitoring 
Network performance monitoring is essential for managing a network efficiently and for 
ensuring reliable operation of that network. It is used to provide information about the 
quality of network operation for network managers and others who provide network 
services and applications. It supports the diagnosis of network problems after they are 
detected. In addition, it helps to identify how successful or otherwise corrective action or 
planned upgrades have been. 
1.3.1 Hidden Failures 
Link failure is relatively easy to detect and repair and is a straightforward process. A 
Simple alarm system will be trigged on the control stations, and the network 
mangers/operator can take the necessary action immediately. However, intermittent 
failures may be much harder to detect. Infrequent hardware failures or partial hardware 
failures can stay hidden bearing in mind that most network protocols can allow with some 
measure of loss. Even though network hardware and protocol software contain 
procedures for dealing with errors (normally retransmission), these failures affect the 
overall network performance. Network mangers are important in dealing with this issue 
and a lot of research is being carried out to improve ways to detect these failures [1]. 
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1.3.2 Monitoring Network Performance Process 
The flowchart in Figure 1.1 illustrates the monitoring process in the communication 
network. Initially, all monitored data are gathered and analysed to assess the network 
performance. If a performance parameter value is less than the allowed threshold, 
changes in the network parameters are observed to improve its performance. The changes 
will be continued until no improvement results due to changes in the network parameters. 
Yes 
Measure Relevant 
Parameter 
Analyse and 
Interpret Data 
Change Network 
Parameters 
No 
Figure 1-1 The Measurement Process 
1.3.3 Performance Evaluation Techniques 
Network performance can be evaluated by three techniques; analytical analysis, 
simulation and practical observation. In Analytical models, the inputs and the outputs of 
the system are expressed using mathematical functions. The mathematical relation 
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depends on the system operation. When the model becomes so detailed that making the 
analytical solution is too complicated, a simulation model can be used instead. In this 
case, all functions of the network are modelled to any desired level of detail. Of course 
this solution is much cheaper than the experimental implementation. 
Both analytical analysis and simulation fall under the remit of predictive modelling, 
which is very powerful and is necessary in designing and building a network. Initially, 
there are no performance measures and, as results, designers relay on predictive 
modelling techniques to evaluate likely network performance. However, the simplifying 
assumptions that often need to be made are the cause of the limitations of this technique. 
Performance measurements and practical observations are made after building the 
network physically. These are useful in that they monitor the actual, as opposed to the 
theoretical performance, thereby exposing design flaws and inefficiencies in the network 
in addition to effects due to user traffic [4]. 
1.3.4 Active and Passive Measurements 
There are two types of performance measurements; active monitoring (intrusively) or 
passive monitoring (non-intrusively). In active measurements, test packets are injected 
into some element (or elements) of the monitored network. Whereas in passive 
measurements, the existing traffic in the network is used to obtain the necessary 
performance information. The advantage of active measurements over passive 
measurements is that test traffic in active measurements is under the control of the 
monitor, and can therefore made to serve any specific purpose and to measure any 
required parameter or metric. The drawback of this method that is injecting test traffic 
into a network creates a greater load in the network which may potentially affect the 
measured performance. 
1.3.5 Temporal Types of Performance Monitoring 
From the prospective of time, we can say that there are two types of network monitoring, 
immediate monitoring and background monitoring [4][5]. Immediate monitoring provides 
a snapshot of existing conditions within the network, such as fault alarms. It may also be 
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used by end users wishing to run a particular application or more likely by the application 
itself to adjust, in real-time, its usage of network resources. 
Background monitoring, by contrast, looks over days, weeks and months at the ongoing 
behavior of the network. The aim of this type of monitoring is to provide infonnation 
about the impact of changes in the network. It helps network managers to:-
• Assess the strengths and weaknesses of various network components and 
strategies. 
• Give an up to date picture of network utilisation. 
• Detect certain problems (hidden problems), which don't activate fault alarms. 
• Plan, develop and expand the communication network. 
• Predict some future problems. 
Our work in this study comes under the umbrella of the second type of network 
monitoring. 
1.4 Network Monitoring Metrics 
An appreciable number of performance information can be generated during the 
monitoring process with varying levels of use. The measured metrics should be carefully 
defined so that no confusion happens when somebody refers to a certain metric. For 
example, if delay is measured, when does the 'clock' start counting? These definitions 
would be standardised in such a way that a common set of measurements (or metrics) 
could be used universally [6]. This section defines the most common network metrics 
used by research groups. 
1.4.1 Delay 
Delay is a central topic for much of this work. Accordingly, this Network Monitoring 
Metric is discussed in more detail separately in Section 1.5. 
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1.4.2 Throughput and Bandwidth 
This is the second fundamental metric of the network. Throughput defines the amount of 
the transferred data through the network, or a part of the network per second. It is 
represented by kilo bits per second (kbps), mega bits per seconds (Mbps), or giga bit per 
second (Gbps). The maximum possible throughput is described as the bandwidth. Some 
times bandwidth is referred to as the speed of the network. 
Bandwidth and delay are distinct measures. The first one describes the maximum amount 
of data that can be put onto a link; while the second describes how long this data takes to 
arrive at its destination. The example given by Corner [1] clarifies the difference between 
the two parameters by using the analogy of a road. If a road can accept one car every five 
seconds (bandwidth 0.2 cars/sec), and it needs 30 seconds to pass that road (delay of 30 
sec). Now if an extra lane was added to the road then two cars could join the road every 
five seconds (i.e. bandwidth has doubled to 0.4 cars/sec) however, the delay on the road 
does not change and remains 30 seconds. 
Bandwidth and delay are usually associated. When so many people are using the network 
and the volume of traffic to be transmitted in a link is more than the bandwidth of that 
link, congestion will occur. In this case the travelled packets will suffer more delays 
while they are queuing to access the network links. 
1.4.3 Jitter 
In simplistic terms, Jitter is the variation in the delays. Mathematically, it is defined as the 
variation in arrival times of successive packets from a source to a destination. It can be 
represented by the variance of the delay. Formally, it is defined as the "instantaneous 
packet delay variation" (IPDV) which means the difference between the one-way delays 
of two subsequent packets, "i" and "i+1", when a packet travels from one point in the 
network to anther one. By measuring the delay and derived IPDV a clear picture of 
network characterisation will be obtained. 
In real time applications, Jitter is very significant. For instance, in video or audio 
streaming software, variation in delays induces noticeable breaks. 
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1.4.4 Packet Loss/ Errors 
As mentioned in Section 1.3.1 most of the network hardware and software protocols that 
facilitate the network are dealing with loss and errors due to transmission. Usually these 
types of packets are either retransmitted or ignored depending on the using protocol e.g. 
TCP or UDP. These deficiencies are unseen by the end users. But it is very important for 
network managers to assess the performance of their networks. 
1.4.5 Aggregate Network Throughput 
This metric indicates the overall throughputs transferred via the network between the two 
end points. It is very useful in assessing the utilisation of the network or part of it. 
1.5 Delay 
Delay is one of the more fundamentally important measures of network performance. 
1.5.1 Delay components 
The total amount of delay in the communication networks can be generated from four 
main delay parts or components. 
• Propagation delay. 
This part of the delay is deduced by the physical layer. It is equal to the time needed 
by an electronic signal to be travelled from one point to another through the physical 
medium (e.g. fibre optics, cat 5 cable.). This delay is unavoidable and its value 
depends on the characteristic of the medium and the separating distance between the 
ends. 
• Switching delay 
Switching delay is the amount of time taken by the electronic network devices (such 
as; routers, switches, bridges) to receive all the bits of each packet and then put them 
in their proper destination rout. This part of delay depends on the processing speed of 
the specific devices. 
• Access delay 
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This delay represents the time needed by the host to get access to the network. This 
usually happens when hosts have shared access to a network medium. For example; if 
several hosts on Ethernet and a router provide the accessibility or a channel to a 
network, the Access delay will be the time taken by a packet, originated in one of the 
hosts, to find a free channel and to get into the router port facing the network. 
Another example is a token ring network; when a host waits for the token before it 
can start to send packets. 
• Queuing Delay 
Queuing delay represents the time spent by the packets while they are waiting to be 
transmitted at various points in the network due to the high volume of traffic. For 
instance, at a router where so much processing may be required to encapsulate and 
route packets, the packets will be queued until they can be processed. There are many 
approaches to try and ensure a fair queuing system, e.g. First In First Out (FIFO). 
1.5.2 Delay types 
There are two major types of delays; Round Trip Time (RTT) and One Way delay. 
• Round Trip Time (RTT). 
Round Trip Times (RTT) is one of the most common tests conducted by network 
manager and operators, since it can be done by using a simple tool such as ping. It is 
referred to the total time taken by a test packet, normally an ICMP (Internet Control 
Message Protocol) packet, to arrive at a destination point in the network and come 
back again. The clock in the originating machine records the transmit time and the 
receive time. This eliminates any need for timing synchronisation. So the obtained 
time represents the actual delay time. 
• One Way delay 
One way delay is the time required by a test packet to travel across the network from 
point source to destination. The most important issue, to perform this measurement 
accurately, is time synchronisation; which is making sure that the clocks in the 
transmitting and receiving machines are synchronised and have exactly the same 
staring point. This needs an external source clock e.g. GPS (Global Positioning 
11 
Chapter 1 INTRODUCTION 
System) or NTP (Network Time Protocol). This test gives the ability to have a 
measurement for a particular path or paths in the network. However for an 
application, the communication between it and the remote client is what matters and 
regardless of the particular routes taken for the traffic, it is the "there and back" 
characteristics that matter [4]. 
1.6 Data Exceptions 
1.6.1 Definition 
We assume that the underlying performance characteristics of a network remain constant, 
or change in a predictable manner as long as the network is in an unchanged state. We 
now define Data Exceptions to be data that reflect a change in these underlying 
performance characteristics from that expected and therefore a change in the network 
state [7][4]. Data Exceptions are exceptions from the expected performance 
characteristics that define a given network performance at a given time. Note that this 
does not simply mean that a change in the data has occurred. A Data Exception represents 
not only a change in data, but also an unpredicted change in performance. 
Some of changes in the monitored performance result from changes in network usage. 
These changes are quite normal and not Exceptions, since they are expected and 
consistent. 
Network usage on many networks increases during the working hours of the day leading 
to variation in the perceived delay throughout the day. Further to the variation in delay 
observed during the day, a similar principle is applicable to weekends where less 
variation in delay is observed than during the week. 
This is very clear in Figure 1.2 (a), which illustrates the normalised average delays for 
one week starting on a Saturday, for one rout of a test communication network. Similar 
delay profiles have also been seen on other, commercially operational, networks. 
12 
Chapter 1 INTRODUCTION 
~ 
& 
~ 0.8 
> 
<t: ~ 0.6 ] V 
1 Cl 
0.4 
0.2 
~ 0 
0 24 48 72 96 120 144 168 
Time in hours 
a) NoExceptions 
~ 
eo ~ 0.8 ~ ~ 0.6 ] -1 Q 0.4 0.2 
~ 0 
0 24 48 72 96 120 144 168 
Time in hours 
b) StepExceptions 
~ 
~ 0.8 ~ ~ 0.6 ] a 0.4 
1 0.2 ~ 0 
J ~"A' I 1 I I I 1 I I I I I I J I I I j I I I I 
I I 1 I I I I I I 
I /' 
I J I I I I I I 
lA: 
I 
I I , I I I I A I I I I to.. I , I , I I I 
I IV~VV'j : /1 I YV , I IYV'~ I I I I I I I , , I 
I I , I I I :/ I ~ : I , :\ :fi I ~I ~ I ~ I I , I I , I , I 
'A , 1v7v"'~ ~w vV'; I :~ f;I I I fA.{ I IV -.J, I v, " """l I :V\ I I I I I , 
0 24 48 72 96 12 144 16 8 
Time in hours 
c) Time Of Day Delay Variations (TODDV) Exceptions 
-
I"'" I"'" 
It) 
C!) 
~ 
... I , I , I I I I I V\, I I I I , , I I , 
It) 0.8 > 
-< ~ 0.6 
"0 
It) ~ 0.4 .~ 0 
c:; 0.2 E 
... 0 0 
I I I I I I , I I I 
: to..: 
I 1\ : A : , ,A: A : , I I I I I I I I I , , 
I I I I I ~ :nVV\ :) I , rv: l\!f\: I IVY'\ I I I I I I I I 
, I I I I 1\ 1 I :\ '/ n ~ I lA I I \ I I :\ 
" ~~ ~ f'V ~~ I : v' f'1:V , ~ I IV i\, I I ,I"., "'1 , !V\ I I I I I I I I I 
z 0 24 48 72 96 120 144 16 8 
Time i 1 purs 
-
... ... 
d) Spike Exceptions 
Figure 1.2 Normalised average delay over one week on a communication netwrk 
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The delay patterns for the first two days were almost flat, which represents the monitored 
delay over the weekend. In the third day (Monday), we can see some increase in the delay 
during the working hours. These changes are not considered Data Exceptions as they are 
to be expected as a part of the normal network behavior. Data Exceptions result from an 
external event affecting the operation of the network. This event is not necessarily a fault 
in the network, it can be any other alteration such as a network upgrade, reconfiguration, 
planned maintenance, changes in usage ... etc. [2][4]. 
1.6.2 Examples of Data Exceptions 
Three types of Data Exceptions will be discussed briefly below since they are at the core 
of this work and have been observed on a number of different networks. 
a) Step Exception. 
Step changes occur at times when either the delay increases (Step Up) or 
decreases (Step Down) in such a way that all test measurements beyond that point 
are affected for more than a given period of time [4]. (If an opposite step occurs 
within this period, both steps are considered as a Spike Exception, see "c"). Step 
changes can be of any size but, as they become very small it becomes both hard to 
be certain whether the change is genuine, and has less importance anyway. 6 
hours have been arbitrarily selected as a minimum duration fro a Step Exception 
for this work. This is based upon the data seen from a selection of networks and 
can be varied if required. 
Figure 1.2 (b) illustrates the normalised average delays for one week starting on a 
Saturday having Step Exceptions. A Step Up Exception occurred in hour 13 of the 
fourth day (Tuesday) and a Step Down Exception occurred in hour 21 of the sixth 
day (Thursday). 
b) Time of Day Delay Variation (TODDV) Exception 
As mentioned previously, delay varies according to the time of day or to be more 
precise, delay fluctuates according to the amount of loading on the network, 
which follows daily patterns. Therefore, delay tends to be higher during the 
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working hours of the day than at night or at the weekends. This change has been 
tenned 'Time of Day Delay Variation' (TODDV) [7] [4]. Changes in TODDV can 
occur when a link becomes more reactive to high load. That is to say a change in 
the network occurs whereby the increase/decrease in delay during the working 
hours of the day is more (or less) is pronounced. This would nonnally be due to 
an increase (or decrease) in traffic on the network path. If during the working 
period of the day, the effect of the high load on the network is more severe than in 
the previous day, the delay data exception will be TODDV Up. By contrast, if the 
effect of the previous day is more severe than for the current day, the exception 
will be TODDV Down. 
For example, Figure 1.2 (c) shows the nonnalised hourly average delays for one 
week starting on a Saturday. If ~e look at the pattern on the 4th day (Tuesday) and 
compare it to the pattern in the previous day (Monday), it can be noticed easily 
that the delay changes are higher than those in the 3rd day are. This case is an 
Exception and has been named a Time of Day Delay Variation (TODDV) Up. 
Also from the graph, the delay pattern of the 6th day (Thursday) is much lower 
than that in the 5th day, here also there is an Exception, and is called TODDV 
Down. 
c) Spike Exception. 
These are sharp increases or decrease in delay that last for a relatively short 
period. The spike duration in this work is taken to be 6 hours or less. This number 
was chosen to avoid considering the eight working hours in the working day (9.00 
to 17.00) as a Spike Exception. In practice sharp increases in delay that last for a 
short period usually reflect short tenn equipment failure. In addition, this duration 
value showed better results, than other values, in processing the delay data, work 
of the next chapters (Chapter 5, 6, and 7). Some researchers have considered spike 
exceptions as a step up followed by a step down [8], but it has been believed that a 
new classification aides network performance understanding. 
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Again Figure 1.2 (d) shows the nonnalised hourly average delays for one week 
starting on a Saturday. Three spike exceptions are marked in the graph. These 
occurred at hour 13 on Sunday, at hour 10 on Tuesday, and at hour 6 on Thursday. 
1.7 Basic Concepts of Neural Networks 
1.7.1 General 
Since major parts of this work make use of Neural Networks, it was thought very useful 
to give an overview of the basics of the subject. The following subsections define briefly 
the Neural Network and give a brief idea about its function and architecture. Most of the 
material in this section was taken from [9][10]. 
1.7.2 What are Neural Networks? 
A Neural Network is generally a black box transfer function. It is trained or adjusted so 
that a particular input leads to a specific target output. It consists of simple elements 
operating in parallel. The network function is determined largely by the connections 
between elements. These connections are weighted. In the training phase the values of 
these connection's weights are adjusted to get the Neural Network to perfonn the 
requested function. 
Figure 1.3 illustrates the basic concept of the Neural Network. The weights adjustment is 
done by comparing the output of the Neural Network with the requested target. The 
adjustment will continue until the difference between them reaches a minimum value 
(usually very close to zero). Of course, a sufficient number of input/target pairs (vectors) 
are needed to train a network. Batch training of the network proceeds by making weight 
and bias changes based on an entire set (batch) of input vectors. The weights and biases 
are changed incrementally after applying each individual input vector. This process is 
sometimes referred to as "on line" or "adaptive" training. 
Neural networks have a wide range of applications in different fields, such as; pattern 
recognition, identification, classification, speech, vision, and control systems. 
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Input ~ Neural Network 
Adjust 
weight 
Target 
Figure 1.3 Basic concept of Neural Network, after ref. [9J 
1.7.3 Neural Network Architectures 
1.7.3.1 Neuron 
A neuron with a single input vector "p" and "r" elements is illustrated in Figure 1.4. Each 
element of the input vector p (PI' P2 , ......... Pr) is multiplied by a specific weight (W1,l 
W1.2 ....... w1,r) and the weighted values are summed. Mathematically, if the weights are 
represented by a single row matrix "W", their sum, "Wp"is simply the dot product of the 
matrix "W" and the vector "p". 
Input 
,---, 
Pt 
Pr 
\ 
Neuron w Vector Input 
r \ 
I 
a=f(Wp+b) 
Figure 1-4 Neuron with single input vector, after ref.[9J 
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The summation of the weighted input is added to a bias "b". The output "n" is applied to 
a transfer function "f', which can be any function. The functions which are commonly 
used are:- Hard Limit Transfer Function (Figure 1.5 a), Linear Transfer Function (Figure 
1.5 b), and Tan-Sigmoid Transfer Function (Figure 1.5 c), and Log-Sigmoid Transfer 
Function (Figure 1.5 d) 
--oof-,oo-~ n 
a = hardline (n) 
(a) hard line 
Transfer function 
a 
--"jG--~n 
a = pureline (n) 
(b) Linear 
Transfer function 
a 
----,I<---~ n 
a = tangsig (n) 
Cc) Tan-Sigmoid 
Transfer function 
a = logsig (n) 
(d) Log-Sigmoid 
Transfer function 
Figure 1-5 Most common Transfer Function in the Neurons, after ref. [9J 
1.7.3.2 A Layer of Neurons 
Neural Network layer is basically number of the previous neurons located vertically, and 
the input "p" is applied to all of them in parallel. Figure 1.6 is illustrating a layer with "r" 
input elements and "s" neurones. 
In this network, each element of the input vector p is connected to each neuron input 
through the weight matrix W. 
Where 
Wl,l W 1,2 w1,r 
W= W 2,1 W 2,2 w 2,r Equation 1-1 
W s,l W s,2 •••••• W s,r 
The element "w j ,/, in the weight "w" matrix is representing the weight of the jth element 
of the input vector which applied to the ith neuron in that layer. For example, W 1,2 is the 
weight of the second input element to the first neuron. 
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Input 
11 
Layer of Neurons 
t \ 
a 
a 
J 
Where 
r = number of elements 
in the input vector 
s = Number of the 
neurons in the layer 
Figure 1-6 one-layer network with "r" input elements and "s" neurones, after ref. [9J 
The summation of the weighted inputs and the biases forms the scalar column vector "n". 
Where n has "s" elements, each of them represents a neuron in the layer. The elements of 
n are applied to the transfer functions to form column vector "a" as an output. This 
represented mathematically in equation 1-2 
a=f(p·W+b) Equation 1-2 
It should be noted that the number of inputs to a layer "r" and the number of the neurones 
"s" are not necessarily equal 
1.7.3.3 Multiple Layers of Neurons 
Figure 1.7 shows the arrangement of a network, composed of several layers. In the 
example given, each layer has a weight matrix W i , a bias vector b i , and an output vector 
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ai' where "i" is the number of the layer. The network shown has "r" input, "SI" neurons in 
the first layer, "sz" neurons in the second layer, and "S3" neurons in the third layer. 
It should be noted that, the output of the ith layer are the inputs of (i+ l)th layer. Therefore, 
taking layer 3 as an example, layer 3 can be analyzed as a one-layer network with "sz" 
inputs, "st neurons, and an "S2 x S3" weight matrix W3• The input to layer 3 is a2; the 
output is a3• 
Input 
,---, 
P2 
Pr 
I 
Layer 1 
L---J \~ ______________ ~, 
Layer 2 
, , , 
\ J 
Figure 1-7 Multiple Layers network, after ref. [9 J 
Layer 3 
, 
\ 
Each layer within a multilayer network can be one of the following two types. First type 
is hidden layer; which processes the output of the previous layer before applying it to the 
next layer. The second type is output layer; which produces the network output. It 
follows that in every multilayer network there is only one output layer, and the rest are all 
hidden layers. 
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1.8 Thesis Organization 
A general background and an introduction to network monitoring, delays, Data 
Exceptions and a brief description of Neural Networks has been given in this chapter. The 
rest of this thesis is organised as follows: 
Chapter 2 provides an overview of performance measurements and previous work related 
to the research described in this thesis. This includes some of the prominent performance 
measurement projects and their monitoring tools. 
Since this work is an extension of a previous research conducted at the HSN (High Speed 
Network) group in Loughborough University, a separate chapter is dedicated to 
summarise the group's earlier research related to this project. In Chapter 3, an overview 
of one of the main HSN projects, namely, the BT SMDS monitoring project is provided 
and the KS/Neural Network technique used to automate the detection of the Delay Data 
Exception from the monitored data is described. 
The first part of this work focuses on improving the KS/Neural Network base Exception 
detection technique. This is presented in Chapter 4. The improvement was preformed by 
modifying the inputs of the Neural Network in order to achieve improved performance 
and generality. The latter further achieves independence from the monitored network. 
Chapter 5 describes a new rule based approach for detecting Delay Data Exceptions. The 
approach was coded using Matlab and tested on the data generated from previous work. 
Implementation of this approach in Matlab is discussed. At the end of the chapter, some 
results obtained from executing the implemented program using different sets of data are 
presented. 
The detected Data Exceptions were used to interpret the overall performance of the 
monitored networks. Correlation of these Exceptions to locate and identify the events that 
cause these Exceptions is provided in Chapter 6. A collection of these Exceptions is used 
to predict the effect of a network event on the network performances and the results are 
discussed in Chapter 7. The work described in these two chapters uses a Neural Network 
base technique. The Delay Data Exceptions were generated on two test networks built, 
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loaded, and monitored in the lab by configuring the HSN network test bed. These results 
are presented graphically and in a tabulated format at the end of each chapter. 
Finally, Chapter 8 concludes the work conducted in this study and suggests some future 
directions of research in this area. 
1.9 Chapter Summary 
In this chapter, an introduction about network management was given. This introduction 
was followed by a brief background of network performance monitoring; which included 
a definition of hidden network failures, the techniques used in the evaluation of 
communication networks, types of measurements (active and passive), and temporal 
monitoring types (immediate and background). One of the important issues in the 
monitoring process is the measured metrics (what people measure). The main metrics 
were briefly defined. The delay metric was given in more detail since it is the core of this 
thesis. It has been talked about in terms of delay components (propagation, access, 
switching and queuing delays), and its types (round trip time and one-way delay). In 
addition to the above, the term 'Data Exception' was introduced; which is used to describe 
the anomalous changes in the measured performance data. Some examples of Data 
Exception types, which are used later in this thesis, where given. 
A basic idea about Neural Network was discussed in this chapter; explaining the neuron, 
layers, and multilayer architectures. Finally, the chapter ended by explaining the 
organisation of the thesis. 
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2.1 General 
, Network monitoring is well documented and many network research groups have current 
network performance monitoring programmes. Several groups are performing Active (i.e. 
injecting probes) Internet End-to-end Performance Measurements (AIEPM). Different 
projects have developed a number of tools to monitor the Internet performance, 
measuring different performance metrics. An introduction to these projects and the tools 
used are presented in this chapter. Of particular relevance is the work undertaken by the 
Higher Energy Physics (HEP) community and within Internet 2. References [11][12] are 
particularly important as they outline a number of techniques for interpreting network 
performance data. 
2.2 Performance Monitoring Tools 
The measurement tools that are available for monitoring the performance of networks 
allow for the measurement of the basic metrics. Some of the tools that provide a basic 
indication of the paths under observation include, ping or traceroute, and do so by using 
the Internet Control Message Protocol (ICMP) as a means of performing measurements. 
A short description of ICMP is outlined in this section. Other more specialised tools, 
which monitor performance in greater detail, are also given in this section. 
2.2.1 ICMP 
Data transfer in network management is accomplished using the Internet Control 
Message Protocol (lCMP). The different types of ICMP messages are transported in IP 
packets. Table 2-1 shows some of the most common messages [4] which are used by 
many network-monitoring tools. ICMP traffic is affected by traffic management policies 
which differ from the protocols used for the management of TCP and UDP. For instance, 
ICMP traffic will be treated with lower priority in congested heavy loaded links and may 
even be dropped altogether. 
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Table 2.1 ICMP Messages 
Message Type Description 
Destination Unreachable Packet could not be delivered 
Time Exceeded Time to live field hit 0 
Parameter problem Invalid header field 
Source quench Choke packet 
Redirect Teach a router about geography 
Echo request Ask a machine if it is alive 
Echo reply Yes I am alive 
Timestamp request Same as Echo request, but with timestamp 
Timestamp reply Same as Echo reply, but with timestamp 
Literature examples cite the use of Ping and TCP Syn/ Ack packet exchanges to 
characterise specified network routes. The ICMP based tools proved to be as reliable as 
the aforementioned techniques [13]. 
2.2.2 Ping 
The Ping utility [14] is the most common tool for providing basic networking 
information. It is considered as a system administrator's tool to check the connectivity of 
a specific link in the network. Ping uses the ICMP echo function which is described in 
Request For Comment (RFC) 792. This function uses an echo request packet to be 
transmitted through the network to a specific destination. After transmission of the packet 
the computer then waits for the packet containing the response to be echoed. The node is 
deemed to be operational if the echo response packet is received. In addition, Ping gives 
information about the round trip times (R TT) and packet loss. 
Major operating systems such as Microsoft Windows (95, 98, NT, 2000, XP) and Linux 
include Ping as one of the most basic tools. The following lines form the output generated 
by using ping to determine the availability and the performance of the Internet path 
between HSN and Aljazeera's web server. 
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Pinging a1jazeera.net [12.120.9.23] with 32 bytes of data: 
Reply from 12.120.9.23: bytes=32 time=81ms TTL=l1 0 
Reply from 12.120.9.23: bytes=32 time=81ms TTL=110 
Reply from 12.120.9.23: bytes=32 time=81ms TTL=110 
Reply from 12.120.9.23: bytes=32 time=80ms TTL=110 
Ping statistics for 12.120.9.23: 
Packets: Sent = 4, Received = 4, Lost = 0 (0% loss), 
Approximate round trip times in mi11i-seconds: 
Minimum = 80ms, Maximum = 81ms, Average 80ms 
2.2.3 Traceroute 
Traceroute is also one of the basic IeMP tools [15] used to check the functionality of the 
network but unlike ping, traceroute provides step-wise reports of the timing throughout 
the router hops between the source and the destination. The example below is taken from 
[4] and shows the output generated by traceroute. 
1 e1-gateway-50.1ut.ac.uk (158.125.50.1) 0.435 ms 0.318 ms 0.294 ms 
2 emman-gw.1ut.ac.uk (158.125.8.1) 0.987 ms 0.965 ms 1.024 ms 
3 uon2-gw-v1.emman.net (194.82.121.130) 4.411 ms 6.112 ms 7.201 ms 
4 uon1-gw-6.emman.net (194.82.121.42) 12.348 ms 10.344 ms 12.524 ms 
5 ce-gw.ja.net (146.97.255.21) 20.145 ms 20.373 ms 23.826 ms 
6 ext-gw4.ja.net (193.62.157.113) 21.743 ms 
7 1inx-gw.ja.net (193.63.94.249) 15.645 ms 
8 rt-1inx-b.thdo.bbc.co.uk (195.66.225.103) 
www1.thdo.bbc.co.uk (212.58.224.31) 34.144 ms 
2.2.4 TracePing 
22.255 ms 
22.558 ms 
20.297 ms 
* * 
23.573 ms 
18.422 ms 
25.060 ms 26.070 ms 
TracePing [16] assesses network quality using packet loss. It conducts Ping and 
Traceroute tests and reports time delays and the variation in packet loss, which reflects 
the network performance in most cases. 
The resultant figure from Traceping represents a qualitative indicator that reflects the 
state of a network connection, i.e., high quality is reflected by low values. The standard 
TCPIIP utilities, traceroute and ping are employed in the Traceping procedure. It 
conducts a Ping and traceroute at regular intervals during the monitoring period. The size 
and number of the packet as well as the number of intervals can be any value and they 
depend on the nature of the problem and the type of the links under test. They are the 
parameters used by operator in investigating and diagnosing the problem [13]. 
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2.2.5 Multi Router Traffic Grapher MRTG 
The Multi Router Traffic Grapher (MRTG) [017] gives an indication about the utilisation 
of the monitored network links. It looks at the traffic traveling via the network. The 
results of the MRTG measurements are presented as graphical images on HTML pages 
and can be accessed on line. The traffic load is taken from the router counters, by a Perl 
script using SNMP, and using them to generated relevant graphs for each monitored link 
and uploading them in the WebPages. As examples of these graphs, see [18]. 
MRTG can provide information about any SNMP variable and not only traffic 
throughput. The monitored data can be gathered by an external program to be used in 
other applications. Some examples of the monitored parameters using MRTG are; system 
load, login sessions, modem availability etc. Also it can present different sources of data 
into one graph. 
2.2.6 Iperf and Throughput Measurements 
Iperf [190] was originally developed to measure the maximum TCP bandwidth as a 
modem alternative tool. It can also be tuned to obtain different parameters such as some 
UDP characteristics. It can be used to provide other network performances metrics, e.g. 
bandwidth, delay jitter, datagram loss. Some of these metrics are presented in reference 
[20]. 
2.2.7 N etflow and cflowd 
Cflowd [021] is a special flow analysis tool. It was developed by the Cooperative 
Association for Internet Data Analysis (CAIDA), to be used specifically in analysing 
Cisco's NetFlow data. It is very useful for ISPs and network managers to understand the 
capacity, and the utilisation of their network and to characterise the workload. It also has 
the ability to track for Web hosting, accounting and billing, network planning and 
analysis, network monitoring, developing user profiles, data warehousing and mining, as 
well as security-related investigations. 
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Cflowd can be configured to accommodate and store different amounts of data for each 
router; from some hundred of kilobytes to hundreds of Megabytes per day. Reference 
[21] provides a detailed description of this tool. 
2.3 Performance Measurements Projects 
Certain groups or projects specialise in network monitoring and have conducted 
significant research and development in this area. Most of their work has been 
concentrated in monitoring the performance of the Internet using different performance 
metrics. 
Brief summaries of some of these projects related to this thesis are given below. 
2.3.1 PingER 
PingER (Ping End-to-end Reporting) [22][23] is an Internet End-to-end Performance 
Measurement (lE PM) project. It uses the Ping tool to measures different performance 
parameters such as; RTf, the changes in the RTT, packet loss, and lack of connectivity 
(failing in response to Ping sessions), throughout hundreds of computers connected to the 
internet all over the word with in the Higher Energy Physics (REP) community. As 
mentioned earlier, Ping is a very common tool and exists in most of the operating 
systems. That means, no special software is required to install it on the computers 
involved in this project. Measuring the RTI eliminates the need for time synchronization. 
The measured data are available as graphs and tables on line as WebPages. In addition, 
the data are collected in a center station to produce monthly or daily history tables of 
measurements for each site or path. 
2.3.2 Surveyor 
Surveyor [24] is an intemet performance measurement project among different 
participating organizations. The project developed special tools, methodologies, and 
utilises its own infrastructure to measure the one-way delay and packet loss. The involved 
hosts in the project are mainly in US and recently in Europe. 
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Every test packet contains infonnation about the sending time and the specific path to its 
destination. On arrival, the receiving machine subtracts the receiving time from the 
sending time to find the one-way delays. The time synchronization is obtained by using 
GPS systems. The average rate of sending packets is two packets per second, with 
Poisson distribution streams. 
The size of the test packets is 40 bytes and uses UDP protocol. The measured data has 
accuracy within 50 microseconds, and an "infinite" value given to the lost packets. The 
project has two types of data base. Fist one is a central data base and stores all records. 
The second type is "summary data". Each path has a specific summary data base for each 
day, which stores the computed summary statistics per minute. The statistics summaries 
are: the minimum delay during the minute, the 50th and 90th percentile delay during the 
minute, and the percentage packet loss during the minute. 
For every day, a summary report is produced as graphs illustrating these statistics using 
the summary database. The graphs are generated for percentiles of delay and percentage 
loss histogram of delay [13]. 
2.3.3 RIPE NCC Test Traffic Measurements 
The RIPE NCC project [5] [25] [26] [27] is another internet perfonnance measurement 
project. It is based in Amsterdam and conducts its measurements mainly across Europe. 
It, like Surveyor, uses active testing and utilises GPS for clock synchronisation. The 
project provides independent measurements of connectivity parameters, such as one way 
delays and routing-vectors, via the internet. The packets are transmitted using a Poisson 
sampling rate, similar to Surveyor. This is to avoid synchronisation between the test 
traffic and other network events. The project was established in April 1997, now its 
capability is on a large scale and able to conduct routinely measuring delays, losses and 
routing vectors on much higher scales. 
2.3.4 NIMI 
The NIMI (National Internet Measurement Infrastructure) project is a network 
measurement architecture based in the US [28] [29]. It is capable of monitoring very 
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large networks. It provides end-to-end metrics measurements. NIMI employs different 
tools; Traceroute, Treno, and Poip (Ping with Poisson rate), in addition to any other tool 
to be used as part of its measurement suite. NIMI tries to move towards problem 
diagnosis. That is aimed by installing probes at different points in the paths to provide 
information about the status of the network links. By analysing this information, problem 
areas can be identified. 
2.3.5 NLANR - AMP 
The National Laboratory for Applied Network Research (NLANR) has been working on 
creating a Network Analysis Infrastructure (NAI) [30]. This is to include different 
performance monitoring projects, e.g. Passive Monitoring Project and an Active 
Measurement Project. NLANR have done some work in collecting control and network 
management data. One of the NLAR programs is the Active Measurement Program 
(AMP) which has conducted some work related to this thesis. The program measures 
round trip time, topology and loss, throughout over 100 monitors around US. It is 
intended to improve the meaning of high performance networks from the participating 
sites and users point of view, also, to assist in locating and identifying problems for both 
the users and the network operator. More research work regarding performance 
characteristics in the data can be done using the project research as a platform, especially 
those research projects which are related to throughput measurements. Since these type of 
measurements can be done on the platform without causing a significant load on the 
network [4]. 
Some of the AMP data are used in part of this work, which is described in Chapter 5. 
2.3.5.1 Delay Data Exception Detection 
The AMP project has conducted research in detecting the anomalous delays [31], which 
are considered in this work as Delay Data Exception. The technique is based around two 
windows; the summary window and the sample window. The summary window, the 
oldest in time, is used to characterise the normal state of the path. Samples for the 
previous period (usually a small number of days) are stored in the summary window. The 
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mean and variance of the summary window are used by the detector to decide how an 
incoming sample should be treated. 
As samples arrive they pass into the summary window unless it appears that the sample 
might form part of a trigger. In this case, the sample is stored in the sample window. The 
detector decides if the sample potentially forms part of a trigger, depending on the value 
of the sample, the mean and variance of the summary window, and on some parameters 
that the user has chosen. To be chosen as a potential trigger a sample must exceed the 
mean plus the variance times the user selected sensitivity. A trigger is generated when a 
number of samples meeting the above condition are received. The required number of 
samples is another user parameter. 
In addition to the above basic concept of the detector algorithm, the detector will 
implement other procedures to enhance the detection performance. The enhancements 
support dealing with missing data, outliers, low variation prohibition, minimum trigger 
level, trigger elevation etc. Reference [8] provides a detailed description of this 
technique. 
Even though the AMP project claims that they are obtain good results with this technique, 
it should be noted that the variance should not added to mean, since the mean unit is the 
square root of the variance unit. 
2.4 Chapter Summary 
This chapter gave a general background about some of the performance-monitoring 
projects in the world and the tools used in this process. It started by the describing one of 
the most used protocols in network management related to data transfer, namely ICMP. 
Some of the basic and other special tools are described briefly. These tools were; ping, 
traceroute, traceping, MRTG, Iperf, Netflow and cflowd. The following monitoring 
projects were outlined: PingER, Surveyor, RIPE NCC Test Traffic Measurements, NIMI, 
and NLANR - AMP. 
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3.1 General 
Researchers in the High Speed Network group (HSN) at Loughborough University have 
been engaged in the area of network performance monitoring over 15 years. Much of 
HSN's work provides a useful background to the present research. This chapter 
concentrates on only two activities of the group work, namely monitoring the BT SMDS 
network and the automated detection of the Delay Data Exceptions, which are both 
related to this thesis. 
As mentioned in Chapter 1, measuring one way delay is a non-trivial task. HSN group at 
Loughborough managed to develop a performance monitoring tool capable of measuring 
one way delay and loss, as part of a BT funded URI project [32]. It has been used for 
monitoring the BT SMDS network continuously, and to give an indication about the 
performance of this network as experienced by the end user (i.e. one way delay). This is 
taken into consideration when a service level agreement is contracted between the BT and 
their clients. ~ 
Also the group has done some work on automated detection and classification of Delay 
Data Exceptions through a two stage approach. These stages are the use of the KS 
statistics and Neural Networks [7]. The work formed part of a research project leading to 
a PhD degree [4]. 
Much of the material in this chapter was taken from [4], since it summarises most of the 
work done by HSN Group which is related to this project. 
3.2 The BT SMDS Network Monitoring Project 
This project was created to produce regular reports showing some performance 
measurements of the SMDS network owned by BT. The system architecture was 
developed by the HSN group at Loughborough to measure the one way delay and loss of 
several paths in the network [33] [34]. These measurements were used by BT to 
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demonstrate their compliance with Service Level Agreements negotiated with their 
customers. 
The test architecture consists of the following main parts. 
• The first part is located at BT Network Operation Centre (NOC) in Walsall; 
and includes an Alarm Station and three monitor stations. The first monitor 
station is used as the primary test station, the second one is used to run 
focused tests and the third one is on standby. 
• The test equipment is connected to the SMDS network at five separate 
locations using Mega Stream links. The locations are Birmingham, Bristol, 
Edinburgh, London and Manchester. 
• Control Station based at Loughborough and connected to Walsall. 
The test is conducted throughout the twenty, one-way paths; which resulted from the five 
locations. Everyone second, a test packet is generated at Walsall test station and sent to 
one of these locations, via the Mega Stream links, to be sent across the SMDS network to 
one of the other four locations, which will forward back to the test station at Walsall for 
processing. Two packet sizes are used in these measurements. That means every test 
(individual packet size and route) is done every forty seconds. 
Since the same machine logs the transmit time and the receive time, there is no need for 
clock synchronisation. The measured delay consists of:-
• The access delay (i.e. the Ethemet delay at Walsall) which is negligible 
compared to the other delays. 
• The delay in the Mega Stream links; which is constant, since they are 
reserved solely for these tests. The value of this delay was obtained by 
conducting a loop back test with the test equipments at the five locations. 
• The delay caused by the SMDS network. 
Accordingly, by ignoring the accessing delay and subtracting the fixed delay (the Mega 
Stream delay) from the measured delay, we can get the actual delay in the SMDS 
network. 
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The test architecture of this project is illustrated in Figure 3.1 
The transmitted and received packets are stored on a hard disk on one of the test stations 
as log files. Loughborough retrieves these files, typically twice a week, to process and 
extract the delay and loss information and store them in a particular data base. 
Graphs representing the 50th, 95th and 99th percentile values of the delays are produced, 
typically over a three-hour window. Data Exceptions, which are the anomalous changes 
in behaviour, are extracted from the graphs and reported to BT with some description of 
the nature of these changes. These reports are generated historically and are produced on 
a weekly basis. 
The Walsall Alarm Station has some simplistic thresholds designed to give warning of 
any serious performance impairment and displays up to date performance information [4] 
Control Station 
Links 
Monitor 
Stations 
Figure 3-1 BT SMVS Monitoring Project Test Architecture, after refernce[4] 
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3.3 Automated Detection and Classification of Delay Data 
Exceptions 
Automated detection and classification of Delay Data Exceptions was the subject of 
further work done by the Loughborough HSN group, as a PhD thesis [4]. It provides the 
background and the foundation of the present study. Therefore, there is a necessity to 
describe this part of the Loughborough work in more detail. 
3.3.1 ()vervievv 
This approach employs a two-phase process, identifying and knowing there is a change in 
the delay, that is done using the K-S (Kolmogorov-Smimov) statistic, and classifying 
these changes using a Neural Network. The Neural Network classifies the changes into 
one (or more or none) of the following Data Exception types: Weekend Begin - Weekend 
End - Step Change Up - Step Change Down - TO DV (time of day) Variation Up - TODV 
(time of day) Variation Down - Spike. The algorithm was coded using a "C" language 
computer program. 
3.3.2 Data Sources 
The data used in this work was generated from three different networks. These networks 
are the BT SMDS network, a simulation network using NS simulator; and a test network. 
3.3.2.1 SMDS data 
The delay data from monitoring the SMDS network has not been used in developing the 
automated Delay Data Exception detector and classifier. That was because of the 
following two main reasons:-
a) Privacy; obtaining accurate and detailed information regarding network events 
from commercial data networks is difficult as operators are understandably 
reluctant to make such information public knowledge. Even where access is 
granted to collect performance data, full explanations of the network events may 
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not be forthcoming, partly, as the company may be reluctant to release such 
information, and partly because they may not even know [4] 
b) Incomplete; there is no guarantee that the collected data covers the full range of 
network events. Definitely, a network manager does not allow live network 
equipment to be disturbed deliberately to cause all possible network events. 
The SMDS data has been used to verify that data generated by other methods are 
realistic. 
3.3.2.2 NS simulation 
The second source of Delay Data Exceptions was obtained from monitoring a simulated 
computer network built using the NS network simulator in very general manner. As 
shown in Figure 3.2, the network layout consisted of 8 peripheral nodes, a core of 4 nodes 
and 3 nodes attached at each point on the periphery (3 to each of the peripheral nodes) 
from which the various agents sent and received data. A peripheral node is illustrated in 
Figure 3.3. It is connected to three nodes; the first one to send telnet style traffic, the 
second node to send ftp style traffic, and the third one to send monitor traffic. 
Figure 3-2 The NS Topolog, after refernce[41 
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It has been tried to get a sufficient complex topology that is able to produce interesting 
Delay Data Exceptions. Bearing in mind the simulation limitation was taken in 
consideration; running time, storage space. 
Monitor 
Figure 3-3 A peripherainode, after refernce[4] 
3.3.2.3 Cisco Test Network 
The third network used to provide Delay Data Exceptions was a test network built in the 
lab using eight Cisco 2600 series routers and four Catalyst 1900 series switches. Here 
also the topology should be complex enough to allow a variety of network events. 
The network layout is shown in Figure 3.4. It consists of two meshes, (mesh "A" and 
mesh "B") each of them has four routers. The routers in mesh "A" are interconnected 
using point-to-point links, with LAPB protocol running over serial cables at a speed of 
120 Kbps. The routers in Mesh B, are connected via four Ethernet switches, as shown in 
Figure 3.4. The speed of the Ethernet links in this mesh is 10 Mbps. The LAPB protocol 
is used again to connect the two meshes, A and B with four links each of them has a 
speed of 4 Mbps. 
The network was loaded by traffic generators. These traffic generators are Linux based 
PC's and have special software written for this purpose. The pattern of the generated 
traffic is changeable and can be controlled by the user. It has been chosen to produce 
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similar patterns to those found in the SMDS network and many other monitoring projects, 
which reflects network usage during the time of day and the day of week. 
The network is monitored by four Monitor Stations similar to those used in the SMDS 
project. The monitored data were stored in log files on these stations. 
Several network changes were done on the network to generate different Delay Data 
Exceptions. These are some examples of the changes; shutting down one or more than 
one of the links, increasing! decreasing the traffic, changing router configurations, 
disconnecting cables. 
A similar control station to that used in the SMDS project was used here to retrieve the 
log files from the monitoring station and process the monitored data to get the end to end 
one way delays. 
. ..............................•........... 
Mesh A MeshB 
............................................................... .:..:;. 
........................ I 
~ .................... [!1 
Figure 3-4 TheC/SCD Test Network desig, after refernce[4] 
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3.3.3 The K-S statistic phase 
The K-S (Kolmogorov-Smimov) Statistic test compares two samples CDFs using the 
maximum vertical distance between them as a test statistic. Figure 3.5 illustrates an 
example of two normalised sets of data. 
In this case, the K-S statistic compares the delay distributions of the 24 hours before the 
checking point and the delay distribution of the 24 hours after the checking time. The 
reason for that is if we chose less than 24 hors, the changes in the delay during the 
working time of the day will be picked up by the KS test and considered as Exceptions. 
These changes of delay during the day are reflecting the network usage and predictable, 
so they are not Exceptions. To eliminate this, the checking period was taken as 24 hours. 
The delay changes between working day and weekend days is also predictable and not an 
Exception. Unfortunately, this could not be avoided by this approach; therefore it will be 
picked up by the KS test and corrected in the next phase (Neural Network Phase). 
KS Statistic 
I cdlll 
-cdf2 
Value 
Figure 3-5 The K-S Statistic, after refernce[41 
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3.3.4 Neural Networks Phase 
After detecting the anomalous changes in the network performance, using the KS test, the 
Neural Network was used to classify these Data Exceptions. As mentioned in Chapter 1, 
Neural networks are very useful where some relationship exists between certain 
parameters (which are used as inputs, in this case data representing the delay information) 
and another set of targets (which are used as outputs, in this case the classification of the 
Delay Data Exception). The generated Delay Data Exceptions from each network are 
divided into two parts, the first part used to train the Neural Network and the second part 
is used to test it later. 
The Neural Network was built using the "c" computer language. It was trained using a 
standard back propagation algorithm. The network is fed by an input vector (contains 121 
elements) that includes representations of the time-of-day and day-of-week that the 
exception occurred; the route on which the exception occurred; and the delays either side 
of the time that the exception occurred. 
These inputs are fed into a hidden layer containing 150 nodes and then into an output 
vector of length 7, representing the seven classes of exception [4]. 
3.3.5 Typical Results 
Some of results achieved by this method from both networks (NS simulation and Cisco 
Test network) are given below. These results are used later in Chapters 4 and 5 for 
comparison. The charts in Figures 3.6 and 3.7 breaks up the classification statistics for 
data generated from the simulation network and data generated from the Cisco test 
network respectively. For each Delay Data Exception type, the percentage of correct 
identifications (correctly classified real exception days) and the percentage of correct 
rejections (correctly classified non exception days; which the KS technique mistakenly 
detects as exception days) are shown. Also, tables 3-1 and 3-2 show the overall 
performance percentage for the two networks 
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Table 3-1 Classification Error for delay data from simulation network 
Mean Square Error Classification 
Training Data Set 0.006 98.94% 
Validation Data Set 0.108 80.09% 
Table 3-2 Classification Error for delay data from test network 
Mean Square Error 
Training Data Set 0.005 
Validation Data Set 0.184 
Classification Accuracy 
Weekend Begin Weekend End Step Up Step Down 
Exception Type 
ToO Up ToO Down 
Classification 
99.36% 
72.58% 
Spike 
Figure 3-6 Data Exception Classification (Simulation), after refernce[4] 
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Exception Type 
ToO Up ToO Down Spike 
Figure 3-7 Data Exception Classification (Test Network), after refernce[4] 
3.4 Chapter Summary 
A summary of work previously done by HSN and of work related to this thesis was given 
in this chapter. First an overview of the BT SMDS project was given, which included the 
aim of the project, the infrastructure of the monitoring system and its operation, and an 
idea about the project outcome and the reports produced. The chapter also discussed the 
approach used in automating the detection of Delay Data Exceptions. A brief idea about 
the network, which generated the Delay Data Exceptions used in this approach, was 
given. In addition to this, a summary of the two phases used in the approach, namely the 
KS test and the Neural Network were given. 
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4.1 General 
This chapter describes the work done in the initial stages of the research. The objective of 
this part of the study is to improve the performance of the Loughborough Neural Network 
approach (which has been described in Chapter 3) in detecting and classifying Delay Data 
Exceptions. Several Neural Networks were built, using the Matlab package and its Neural 
Network toolbox (see program 1 in Appendix "A"). The Neural Networks were trained 
and tested using the same Delay Data Exceptions obtained from the NS simulation 
network and the Cisco test network described in Chapter "3". Firstly, the training and 
testing was done with data solely from one network, either the NS simulation network or 
the Cisco test network. These showed good results, which were similar to those obtained 
by a similar Neural Network, developed using the "c" language described in [4]. Later, 
the Matlab Neural Networks were trained with data from one network and tested with 
data from the other network. Some alterations to the input data were tried, in order to 
improve the Neural Network output performances. This also showed relatively good 
results. 
4.2 Input Data 
The input formats of the Neural Network in this study were the same as those used in the 
'C' language design of Chapter 3. The delay data is presented to the Neural Network as 
input vectors. Every input vector includes information about the time-of-day and day-of-
week that the exception occurred; the monitored path; the delay values calculated from 
the 24 hours before the checking time, the delays values calculated from the 24 hours 
after the checking time, and the KS test value. The total number of elements is 121. These 
elements are; 8 indicating the ingress point, 8 for the egress point, 7 for the day of the 
week, 1 for the time of day, 96 for the delay values (48 elements for 95th percentile and 
48 for 99th percentile) and 1 element for the K-S test value. 
The day of the week is represented by seven inputs, where one input will be '1' (the day 
the exception actually occurred) and the others '-1'. 
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The delays are represented by 96 inputs, allowing 48 for each day. The 50th and 95th 
percentile values are taken from each hour of the day. 
The elements of the input vector are scaled in a way that their values are between -1 and 
1 using different kinds of transformation. Elements whose values have no relative 
meaning compared to one another are inputted as 1 /-1, to ensure that no element has 
more effect on the output value than another. For example, consider the day of the week 
elements, the value of the element which represents Saturday is of no greater or lesser 
significance than the element which represents Monday. If the day of week had been 
represented using one input, relative values would have been attributed which would be 
misleading. 
As mentioned above, these formats of the input vectors are similar to the format used in 
[4]. Initially this format was used, but later, and in order to improve the results and 
generalise the functionality of the Neural Network, some changes were made to these 
parameters, e.g. normalising delay data, eliminating ingress and egress elements. 
4.3 Outputs 
The output vector consists of 7 elements, and represents the class of the data exception. 
It might be identified as none, one or more of the following classes: 
• The beginning of a weekend 
• the end of a weekend 
• a step change up 
• a step change down 
• an increase in time-of-day delay variation 
• a decrease in time-of-day delay variation 
• a spike 
Each component of the output vector is rounded to either' l' or '-1' to indicate whether 
the data exception falls under that classification or not. 
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4.4 Neural Network Output Assessment Factors 
After the training phase, the Neural Networks were tested with other sets of Delay Data 
Exceptions. The exception types of these data were already known and were put in the 
same format as the Neural Network output. The Neural Network outputs were compared 
with the original types of the test data to determine and assess the Neural Network output 
performance. Three parameters were calculated for this purpose. These were "MES" 
Mean square error value, "Pe" Probability of element error, and "Pv" Probability of 
vector error. 
4.4.1 Mean Square Error "MSE" 
This is the usual mean square error and is calculated in three steps. Firstly, calculating the 
errors for each element in each output vector "Err", which is the difference between each 
element in the output vectors obtained from the program output and its corresponding 
correct value, secondly, squaring these errors, and finally averaging the squares. 
4.4.2 Probability of Element Error "Pe" 
Probability of Element Error "Pe" represents the percentage of any single element in the 
output vectors in error. It is calculated by counting all faulty elements in each output 
vector and dividing the total by the total number of elements in all output vectors. 
4.4.3 Probability of Vector Error "Pv" 
Probability of Vector Error "Pv" represents the percentage of the output vector errors. It 
is calculated by counting all faulty vectors and dividing them by the total number of 
vectors. Where, a faulty vector is any vector which has at least one faulty element. 
This parameter is introduced in this thesis and was not calculated at Loughborough in 
previous work. It gives an idea about the Neural Network performance compared to the 
number of events, since each vector represents an event introduced to the network. In 
other words, it quantifies how many times the neural network classifies the Exceptions 
correctly if a certain number of events occurred. 
The number of faulty vectors is less than the number of faulty elements; since one faulty 
vector can contain two or more element errors. However, the probability of vector error 
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"PV" is greater than the probability of the element error "Pe". This is due to 
normalisation. 
4.5 Neural Network Characteristics 
To obtain the best Neural Network performance characteristics, the program was run 
several times with different parameters. The classification accuracies were compared 
until the best performance was obtained 
In Figure 4.1, the output performances in terms of classification accuracy were taken for 
10 program runs. In each run, the number of neurons was kept at 25, and the number of 
iterations during the training phase was changed. 
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Figure 4-1 Output Performance for different iterations where No. of neurons is 50 
In 4.2, the number of neurons was altered and the number of iterations was kept constant 
at 500 for each run. 
The characteristics below showed the best output performances. 
No of neurons 45 
No of iterations 500 
No of hidden layers 2 
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Type of neuron function 
No of outputs 
Algorithm used 
Tan-Sigmoid 
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back propagation 
0.25 -.-----------------------.,...-..., 
Cl) g 0.2~----~----~----~--~~-~-~ 
~ 
E 
)( 
Cl) , 
", 
Co 0.1 +-----.,...--~------'-----"-
~ 0.15
1
" 
~ 0.05 +, -.,...----'-------"-----'----'--:----:---.,...---'---__1 
o o+l--~--.--._--,,_-_r--.--_.--._-__I i» 
5 10 15 20 25 30 35 40 45 50 
No. of neurons 
MSE 
---'+- P(total) 
......- P(\13ctor) 
Figure 4-2 Output performance for different no of neurons with 500 iterations during 
training phase 
4.6 Checking the Validity of the Matlab Neural Network 
To check the validity of the Matlab based Neural Network, the same data that were 
applied to train and test the "C" language network described in [4], has been applied to 
this network. The output performances of both networks were compared, and they were 
found to be very close to each other. The very small difference in the results of the two 
networks is due to the operation concepts of the Neural Network. In the training phase, 
the Neural Network starts with a set of random weights and these weights are adjusted 
each iteration until its output match the targets i.e. best performance obtained. That 
means if two different Neural Networks, trained with the same data and for the same 
number of iterations, the weights of the two networks after training will be very close to 
each other and not exactly the same, since the starting point is different. 
As mentioned in Chapter 3, the "C" language network was trained and tested by Delay 
Data Exceptions generated from one network. Accordingly, the Matlab Neural Network 
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was trained and tested by Delay Data Exceptions generated from the both test networks 
of Chapter 3 (namely, NS simulation network and Cisco test network). 
To have a better understanding of performance, the training and testing were repeated for 
four scenarios. In each scenario, the numbers of training and testing input vectors were 
changed. For the Delay Data Exception generated from the NS Simulation network these 
scenarios were:-
Scenario" 1 ", 800 vectors used for training and the same 800 vectors used for testing, 
Scenario "2", 100 vectors used for training and 700 different vectors used for testing, 
Scenario "3", 400 vectors used for training and 400 different vectors used for testing 
Scenario "4", 700 vectors used for training and 100 different vectors used for testing 
The results are shown below in Figure 4.3. 
Clearly, MSE is between 0.013 and 0.21 and Pv between 18.0 % to 27.1 %, where in the 
"C" language Neural Network the MSE and Pv are 0.108 and 19.91 % respectively (see 
table 3-1). 
0.30 
0.25 
i 0.20 0.15 
i 0.10 
0.05 
0.00 
2 3 4 
Test scenarios 
~MSE -Pe Pv 
Figure 4-3 Neural Network performance when trained and tested using NS simulation 
network delay exceptions data 
Similarly, the Matlab Neural Network was trained and tested using Delay Data 
Exceptions generated from the Cisco test network for four scenarios yielding the 
following results: -
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Scenario "1", 600 vectors used for training and the same 600 vectors used for testing, 
Scenario "2", 100 vectors used for training and different 500 vectors used for testing, 
Scenario "3", 300 vectors used for training and different 300 vectors used for testing 
Scenario "4",500 vectors used for training and different 100 vectors used for testing 
The results are shown below in Figure 4.4. 
Again, here the MSE is between 0.212 and 0.141 and Pv is between 24% and 19%, 
whereas in the "C" language Neural Network the MSE and Pv are 0.184 and 27.43% 
respectively (see Table 3-2). 
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Figure 4-4 Neural Network performance when trained and tested using Cisco test 
network delay exceptions data 
4.7 Modifying the Format of the Input Vectors 
After validating the operation of the Neural Network and confirming its results in 
classifying the Delay Data Exceptions, some modifications to the input vector format 
were tried to obtain better results and to make the Neural Network more general and 
independent of the network which generated the Delay Data Exceptions. 
Examples of these modifications are eliminating the ingress and egress elements, 
applying normalised delay data instated of absolute delay data, applying the difference 
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between the delay points, and applying the DCT (Discreet Cosine Transform) of the 
delay values. 
Some of these modifications showed improvement in the output performance, while other 
modification did not show improved results. Only two modifications are mentioned 
below, since the changes in the results on these modifications are the most significant 
ones. 
4.7.1 Applying Normalised Delay Values 
In this case, the input delay values were normalised and scaled to 1 before being 
presented to the Neural Network, instead of being applied as raw delay values. This 
showed an improvement in the output performance, since the classification is very 
dependent on these values. The results are given in Figure 4.5 for data generated from the 
NS simulation network, and in Figure 4.6 for data generated from the Cisco test 
network 
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Figure 4-5 Neural Network performance when trained and tested using NS simulation 
network normalised Delay Data Exceptions 
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Figure 4-6 Neural Network performance when trained and tested using Cisco test 
network normalised Delay Data Exceptions 
4.7.2 Applying Delta Delay Values 
In this case and at each point of delay, the delay value is replaced by the difference 
between that value and the previous value. These differences are also normalised before 
being presented to the Neural Network. This modification had a negative effect and 
showed worse output performance. The results are given in Figures 4.7 and 4.8 for data 
generated from the NS simulation network, and Cisco test network respectively. 
Cl 
0.50 
0.45 
0.40 
§ 0.35 
E 0.30 
o 
't: 0.25 & 
"S 0.20 
% 0.15 
o 
0.10 
0.05 
0.00 
" 
;. 
, 
, 
" 
'. 
/ 
/ 
/ 
,~ 
<, 
~ 
./ ~ 
/ ~ 
_____ ...a-
--
2 
Test scenarios 
• 
, 
',. 
'-
," 
." 
3 
,', 'I' 
"'" 
',.' .... ",', 
',', 
, 
4 
, 
-+-MSE 
_Pe 
Pv 
Figure 4-7 Neural Network performance when trained and tested using NS simulation 
network normalised delta Delay Data Exceptions 
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Figure 4-8 Neural Network performance when trained and tested using Cisco test 
network normalised delta Delay Data Exceptions 
4.8 Training the Matlab Neural Network by Data from One 
Network and Testing It with Data from Another 
Network 
The "C" language Neural Network [4] did not give good results when it was trained by 
data generated by one network and tested with data generated from the other network. 
This scenario was tried with the Matlab Neural Network with some modifications to the 
input vector to optimise the output performance. The best results were obtained by 
eliminating the ingress and egress elements from the input vector and nonnalising the 
delay data. 
This is reasonable, because the ingress and egress points describe the route in a specific 
network and are therefore irrelevant information to other networks. In addition, the delay 
values are different from one network to another. Figure 4.9 shows the 95th percentile 
values from two different networks. The absolute delay values of network "2" would 
have low significance on the Neural Network if it was trained by delay data from network 
" 1". In order to have a better decision whether there is a delay exception or not and to 
classify the type of this exception, normalised delay data should be used. 
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Figure 4-9 95th percentile delay values for two different networks 
The output performance achieved by training the Neural Network with delay exception 
data generated from the NS simulation network and tested with Delay Data Exceptions 
generated from the Cisco test network is given in Figure 4.10. By contrast, Figure. 4.11 
presents the output performance of the Neural Network when it was trained by data from 
the Cisco test network and tested with data from the NS simulation network. 
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Figure 4-10 Neural network performance trained by NS simulation network 
normalised delay exceptions data and tested by Cisco test network normalised delay 
exceptions data 
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4.9 Chapter Summary 
The initial stages of the work done in this project were discussed in this chapter. It started 
by describing the Neural Network that was developed, using the Matlab toolbox, to 
classify the Delay Data Exceptions. Its input/output fonnat, perfonnance assessment 
factors, and its main characteristics have all been discussed. This network was validated 
by comparing its results with the results from a previously developed neural network, 
work undertaken by HSN group at Loughborough using the "C" language. Some 
alterations to the delay data were tried before presenting the inputs of the Neural 
Network, to improve its perfonnances. An improvement has been achieved when 
applying the nonnalised delay and eliminating the irrelevant elements in the input 
vectors. The highest improvement were obtained when the Neural Network was trained 
by delay data generated from one network and tested by delay data generated from 
another network. 
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5.1 General 
Varieties of tools have been developed to automate detection and generate alerts to 
failures or changes in network delay data [4] [8] [35]. Most of these tools were devolved 
for simply detecting these changes [8] and only a few were developed to classify these 
changes. The KS/Neural network approach used by Loughborough is one of these few. 
The aim of this part of this work is to develop a rule base algorithm to detect and classify 
Delay Data Exceptions in order to improve the deficiencies in the KS/Neural network 
approach, which are :-
• Even though the detecting and classifying performance in Chapter 4 shows some 
improvement, the error percentages are still relatively high especially when we 
train the Neural Network by data generated from one network and test it by data 
generated from the other network. 
• Even though this approach will generalise to any network condition and any type 
of data exception, it still needs adequate history data from the monitored network 
to make the system detect and classify correctly. The required data includes 
examples of all types of Exception with full information about those exceptions 
including; when and where they occurred. 
• Detecting the Weekend End and Weekend Begin in the KS phase and canceling 
them in the Neural Network phase reduces the overall detection performance. 
• The Neural Network phase processes blindly, which makes modifying or 
upgrading this process (classification process) very difficult. 
The algorithm to be described was developed by analyzing delay data obtained from 
monitoring different networks for a period of time over 6 months. It is based on general 
profiles of the delay data during a day for a typical network, as seen on a number of 
different networks. 
The algorithm was coded as a Matlab program (see Program 3 in Appendix "A") and 
tested with the sets of delay data used in Chapter 4, and the results obtained from this 
detector and KS I Neural network detector (of Chapter 3) are compared. 
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In addition to a noticeable improvement in detection performance, the new approach 
provides more generality and independency of the source of the delay data, making the 
approach generally applicable to other networks. 
The approach also was tested with other sets of monitored delay data generated from 
another network (from the AMP project) and showed good results. 
The work described in this chapter has been published in the International Journal of 
Communication Systems [2]. 
5.2 Network Delay Data 
The delay data are summarised into hourly averages for each monitored link before being 
passed to the detection algorithm. To understand the algorithm used in detecting the 
Delay Data Exceptions (Section 5.3), we need first to gain an appreciation of network 
delay characteristics. This section describes the delay distribution and some alterations 
applied to the raw monitored delays before these are input to the detector. Information 
about the sources of the delay data used in this work also given. 
5.2.1 Delay Data Profile 
The delay distribution for a particular link in the network is heavily dependent on the 
traffic levels present on that link in relation to the link capacity. If the link is lightly 
loaded, the variation in delay is typically small. The delay profile in this case can be 
generalised to a horizontal flat line as seen in Figure 5.1. 
By contrast, a link experiencing heavy traffic loading will exhibit significant variation in 
delay. The generalised delay distribution taken from a working day on any heavily loaded 
link in a typical packet or frame based network is shown in Figure 5.2. 
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Figure 5-2 Normalised delay over one day in a heavily loaded link 
This delay profile can be found from a number of sources, such as [4] [31] [36] [37] [38]. 
These have been further validated by comparison with monitored delay data from a 
network which operates commercially within the UK. The delay data in Figure 5.2 is the 
normalised hourly average delay for a typical path across the network. 
However, for heavily loaded links during weekends and in the nonworking hours of the 
working days, the delay profile is that of the slightly loaded link Figure 5.1. 
In practice, the delay profile of a practical communication link will be somewhere 
between Figure 5.1 and Figure 5.2 depending on the load traffic. 
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The detector algorithm to be described in Section 5.3 has been developed to deal with the 
above two cases. The worst-case scenario is that of the heavily loaded link, but the 
algorithm also can be used with links that are not heavily loaded 
The profile of the delay data over a working day of a heavily loaded link, Figure 5.2, can 
be generalised into five intervals of time. 
a) Early Morning Time (typically 00.00 -7.00). 
b) Morning Time (typically 7.00 - 10.00) where the delay increases towards its peak 
value. 
c) Peak Time (typically 10.00 - 16.00), where the delay stays relatively high. 
d) Evening Time (typically 16.00 - 20.00), where the delay starts to reduce. 
e) Night Time (typically 20.00 - 00.00). 
Note that individual networks may differ from this simplification, but all available 
measurements on real network links show evidence of increasing load during the working 
period of the day. Obviously consideration must be given to time zone changes for large 
networks. 
5.2.2 Modifying Input Delay Data 
The main problem with rule based techniques is generally that of threshold values, 
especially when the detector will be used for delay data generated from different 
networks. To overcome this problem, the raw delay data were modified before being 
input to the detector. These alterations change the absolute value of the data but keep the 
same profile of the raw delay data. This is acceptable as in the Exception detection 
process we are interested in the shape of the delay pattern and not in the absolute values. 
These alterations are as follows:-
a) For Step or Spike detection during working days (Monday - Friday) the hourly 
average raw delay data are normalised over the whole day, (i.e. for every working 
day, all values will be divided by the maximum value of that day). 
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b) For Step or Spike detection during weekend days, all delay values will be divided 
by the maximum value of the last working day (the Friday), since the delays in the 
weekends are almost constant and have low variation with respect to the variation 
in working days. This ensures the sensitivity for detection of these Exceptions is 
similar over the non-working period to that during the working period. This 
prevents small delay excursions during the non-working period from being 
recorded as Exceptions when this would not happen during a working period. 
The above rule can be modified to consider non working days such as bank 
holidays. 
To check for TODDV Exceptions at any time, the delay values for the previous 48 
hours; 24 hours before the checking time (day!) and 24 hours after the checking time 
(day2), should be taken. These values will be processed in the following three stages 
before application to the detector. 
c) Normalising, the 48 hourly delay values will be divided by their maximum value 
(Fig 5.2a). 
d) Reorganising the delay values for day 1 and day 2 in such way that the checking 
time is in the midnight between the two days. (Figure 5.3b). This ensures that a 
similar delay profile is always presented to the detector. 
e) Scaling data in such way that the minimum values become zero and the maximum 
values become 1 as shown in Figure 5.3c. 
Also for TODDV detection the detector will eliminate all the delay data over a 
weekend period. For example, if the checking time is 11.00 Friday, the data for 
the first day will be from 11.00 Thursday to 10.00 Friday, and the second day will 
be started from 11.00 Friday to 24.00 Friday plus the time from 01.00 Monday to 
10.00 Monday. 
Good performance has been found using the above processing, and in practice, the 
thresholds are independent of the network which generated the delay data assuming a 
correction for local time and working day changes. 
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Figure 5-3 alterations to input data for TODDVexception detection 
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5.2.3 Data Sources 
Three sets of delay data obtained from four different networks were used. The first two 
sets were those used in the Loughborough KS / Neural network detector work [4] 
described in Chapter 3. The first network was simulated using the NS network simulator. 
The second network was designed and built using commercial equipment donated by 
Cisco Inc. In both cases, networks with significant complexity and redundant paths were 
used. The third network, a commercially operated SMDS (Switched MultiMegabit Data 
Service) network was used to verify that the delay and Exception profiles generated by 
the first two networks were representative of those in a commercial network. The same 
delay data which were used in the above mentioned previous work have been used here 
for two reasons. Firstly, to make the comparison between the results of this work and the 
result of the previous work easier and clearer. The results in Section 5.4 show a numerical 
comparison between the detection performances using the rule based technique proposed 
here, and the Loughborough K-S / Neural Network technique. Secondly, there is access 
to all the information about these data; e.g. reasons for the Exceptions, time and locations 
of the events that caused these Exceptions. Note that insufficient Exceptions were seen on 
the commercial network to allow testing with this data set. 
The third set of data was obtained from the AMP project [8]. This data represents the 
Round Trip Time (RTT) delay values for 10 hops over 127 days. Only the delay values 
were available for this network. Therefore in order to judge the results and to decide 
whether the detections were correct or not, the delay data were plotted and a decision 
regarding the presence of Exceptions was made manually by inspection. 
5.3 Rule Based Approach to Detect and Classify Delay 
Data Exceptions 
A Matlab program was developed to implement the rule base algorithm to detect and 
classify Delay Data Exceptions. The algorithms are described thoroughly in this section. 
Mathematical equations and flowcharts are used also to provide more clarifications. 
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The detector consists of three algorithms, namely, Spike detection algorithm, Step 
detection algorithm, and Time of Day Delay Variation algorithm. The sequence of 
applying the delay data to these detectors is illustrated in Figure 5.4. After modifying the 
hourly average delay data as described in Section 5.2.2, it applied to the input of the spike 
detector firstly. The spike detector output together with the delay data are then applied to 
the Step detector. Finally, the delay data will be applied to the TODDV detector with the 
outputs of the previous two detectors. 
Hourly average 
delay dat a 
~ Spike 
--+ 
Detector 
Step ~ TODDV 
Detector Detector 
Figure 5-4 Sequence of appling delay data at detctors input 
Over all 
• detec tor outout 
The sequence in Figure 5.4 can be interpreted in way that if change happens in the delays 
the detector will alert and knows some thing will happen. If the delays come back to it 
original value, the detector will flag a Spike Exception, if not and stays on its value for 
more than six hors, the detector will flag a Step Exception. If nothing happen, it will 
check the TODDV conditions. 
5.3.1 Spike Exception Detection 
Figure 5.5 shows the sequence of spike exception detection as a flowchart. The spike 
detector will look at the profile of the delay values, and at each hour (the checking time) 
it will flag a spike if the delay has increased, or reduced, by a certain level and come back 
again to the previous level. A granularity of one hour is sufficient as Exceptions should 
represent significant network changes which persist for periods in excess of one hour. 
(Shorter duration deviations occur, but are not considered here). This cycle should 
complete within less than 7 hours, since the maximum spike duration is considered to be 
6 hours (beyond this time, Steps Exception would be identified). Also, the detector will 
detect the spike duration. 
The algorithm used in detecting the Spike Exceptions from the normalised delay data is 
as follows: 
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The Spike Detector operates over window periods of 3, 4, 5 and 6 hours in order to 
determine the duration of a potential Spike Exception. Each window period, starting at 3 
hours and ending at 6 hours is checked in turn for a deviation in delay, followed by a 
return to the original delay within the window period. If such a deviation is detected, a 
potential Spike Exception is recorded with the appropriate duration. This was achieved 
using the Matlab For Loop. 
m=m+l 
YES 
No spike Exception for 
that checking time 
Hourly average delay 
data modified as per 
Section 5.2.2 
Spike duration m = 3 
Proceeding all 
checking procedures 
in Figure 5.5 b 
NO 
A spike with Maximum 
'rn' will be Marked 
Figure 5.5 flowchart of Spike Exception detector 
(a) General profile 
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Threshold 1 = threshold lL 
Threshold 2 = threshold 2L 
Spike Conditions 
do not fulfilled 
NO 
Hourly average delay 
data modified as per 
Section 5.2.2 
Threshold 1 = threshold IH 
Threshold 2 = threshold 2H 
Spike Height = dma/i:i+m) - dei) For spike up 
= dei) -dmin(i:i+m) For spike down 
NO 
NO 
For morning time Normal delay = d(10: 16) 
For evening time Normal delay = d(20: 24) 
Other times Normal delay = dei) 
A Spike with duration 'm' 
Figure 5-5b flowchart of Spike Exception detector 
(b) Checking procedures 
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The checking procedure is as follows: 
a) To confirm that the variation of delay values during the spike duration exceeds the 
spike delay limit, the spike height should be higher than a certain value (threshold 
1). The spike height is the difference between the maximum delay value (for Up 
Spike) or minimum delay value (for Down Spike) during the spike duration and the 
delay value at the checking time. Mathematically; 
For Up Spike 
For Down Spike 
dmaJi:i +m)-d(i»threshold 1 
dei) -dmin(i:i + m) > threshold 1 
where dei) is the normalised delay value at i1h hour, 
m is the spike duration ( it can be 3,4,5, or 6). 
(5.1) 
(5.2) 
dmin (i:i+m) is the minimum value between "i" and "i+m" delay values 
dmax (i:i+m) is the maximum value between "i" and "i+m" delay values 
b) The following condition is to avoid early spike detection (Figure 5.6), i.e. detecting 
a Spike Exception before the spike starting time. The condition is that the variance 
of the delay values for the checking time and the immediate next hour should be 
more than threshold 2. Mathematically; 
Var [ d(i:i+1)] > threshold 2 (5.3) 
where Var d(i:j) is the variance of the delay value from hour i up to hour j. 
c) To make sure that the delay values retum to their original values before starting the 
spike, the difference between the delay values at the checking time and the spike end 
time, should be less than afraction (threshold3) of the spike height. Mathematically; 
For Up Spike Id(i) -dei + m)1 < [dmaJi:i + m) -d(i)]xthreshold 3 (5.4) 
For Down Spikeld(i) -dei + m~ < [d (i) - dmin(i:i + m)]x threshold 3 (5.5) 
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Figure 5-6 Early spike detection 
The above condition is not applied when the checking time is during the Morning 
Time or Evening Time in week days. 
For checking during Morning Time, the delay value of the spike end will be 
compared with the average of the delay values of the Peak Time (10 to 16 hr). 
For checking during Evening Time the delay value of the spike end will be 
compared with the average of the delay values of the Night Time (20 to 24 hr). 
Mathematically; 
For Morning Timeld{10: 16)-d(i + m ~ < [dmax (i: i + m )-d(i)]xthreshold3 (5.6) 
For Evening Time Id(20: 24) -d(i + m)1 < [dmax(i:i + m)-d(i)]xthreshold 3 (5.7) 
Where Id (i : j)1 is the average of the delay value from hour i up to hour j. 
d) Usually delays are not constant andjluctuate within certain limits. To make sure the 
change is real and is not part of the normal delay jluctuation, the smoothness of 
delay profile before the checking time is considered. The variance of the delays for 
the few hours before the checking time, which we call "previous time", should be 
less than a certain value (threshold 2). The previous time starts at different times, 
depending on the checking time, as follows: 
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- At weekends, the previous time starts 5 hours before the checking time or at 
hour 1. 
- if the checking time starts within the Early Morning Time, the previous time 
starts at hour 1. 
-if the checking time is during the Peak Time, the previous time starts at hour 10. 
- if the checking time starts during the Night Time, the previous time starts at 
hour 20. 
if the checking time starts during the Morning or Evening Times, this condition is 
not checked. 
Mathematically; 
For Weekends Var [ d(i-4:i)) < threshold 2 
For Early Morning Var [d(l:i)] < threshold 2 
For Peak Time Var [d(lO:i)] < threshold 2 
For Evening Time VaT [ d(20:i)] < threshold 2 
(5.8) 
(5.9) 
(5.10) 
(5.11) 
As an alternative to the above variance conditions, (5.8 to 5.11) the delay data 
can be applied to movable Low Pass Filter with certain window, to smooth the 
fluctuation of the delays before the checking time. This window starts as per the 
starting time of "previous time" defined above and ends at checking time. 
As mentioned above, the nonnalised delays fluctuate within a certain range. By analysing 
the available data from multiple networks, it has been found that the range of fluctuation 
is dependant mainly on how heavily the link is loaded. Accordingly, it has been noticed 
that the spike detection perfonnance improved significantly by using two pairs of 
thresholds for threshold 1 and threshold 2; a higher pair threshold 1h, and threshold 2h 
and a lower pair threshold 11, and threshold 21• The detector starts checking using the 
higher pair, threshold 1h, and threshold 2h, if the delay data fulfils the required 
conditions, the detector will continue checking other conditions nonnally. But if one, or 
more, of these conditions is not fulfilled, the detector will use the lower thresholds 
threshold 11, and threshold 21• 
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e) For every hour, the above conditions will be checked for each spike duration 
separately (from 3 to 6). When all the above conditions are fulfilled, a spike with 
corresponding spike duration will be recorded in the memory. After checking all the 
spike durations, the detector selects the maximum detected duration and reports this 
as the spike duration for that hour. 
f) Finally, to avoid duplication in detection, the detector will cancel any spike fall in a 
range of previous spikes. For example in Figure 5.7, at hour 2, a 6 hour duration 
spike will be detected then at hour 4, a 3 hour duration spike will be detected as 
well, obviously both are representing the same spike, so the later one will be 
cancelled 
Normalised 
2 4 6 8 10 12 14 16 18 20 22 24 
time of the day in hours 
Figure 5-7 duplication in spike detection 
5.3.2 Step Exception Detection 
Figure 5.8 summarises these conditions as flowchart. The conditions in the first page 
show the basic algorithm which showed good results throughout the weekends and in non 
working hours. The steps in the second and third pages show the additional algorithm 
which improved the detection performance in the working hours of the working days. To 
detect a Step Exception at any hour the normalised delay data should fulfil the following 
conditions. 
g) Initially, the detector will confirm that there is no spike in the checking period, and 
that it does not fall in the duration of any pervious spike. If that is the case the 
detector will stop checking for Step Exceptions. E.g. if the detector is checking hour 
15 and in hour 11 a spike has been detected with a 4 hour duration, the Step 
detection will be cancelled. 
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Hourly average delay 
data modified as per 
Section 5.2.2 
Threshold 1 = threshold IH 
Threshold 2 = threshold 2H 
Threshold 1 = threshold lL 
Threshold 2 = threshold 2L 
YES 
NO 
NO 
(Go to next page) 
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No 
From pervious page 
Cancel Steps in 
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Evening times 
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1.-__ ----+ 11 End Checking 111+-----.1 
73 
Step Down 
Conditions Fulfilled 
Step Up 
Conditions Fulfilled 
No 
Chapter 5 DETECTING AND CLASSIFYING DELAY DATA EXCEPTIONS ON COMMUNICATION NETWORKS USING 
RULE BASED ALGORITHMS 
Yes 
Yes 
From pervious page 
No 
11 End Checking 11 
Mark a Step Exception in maximum 
difference between any subsequent two 
< hours periods in the Peak Time 
Yes [d (10) - d(7)]- [d (16)-
d (20)] < threshold 1 
Yes 
No 
Mark a Step Exception in maximum 
difference between any subsequent two 
hours periods in the Morning Time 
Mark a Step Exception in maximum 
difference between any subsequent two 
hours periods in the Evening Time 
Figure 5-8 flowchart Step Exception detector 
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h) The conditions for the variance of the delay values for the previous time (5.8 to 
5.11) will be applied as for the Spike detection. 
We also use two pairs of thresholds as for the spike case. Again the detector will start by 
using the higher pair and if the required conditions are fulfilled it will continue, otherwise 
it will try checking again with the lower pair. 
d) To confirm that the change in the delay level is higher than the Step limit, the 
difference between the checking time and the next hour should be higher than 
threshold 1. Obviously, a positive difference is needed for Step Up and a negative 
differencefor Step Down. Mathematically; 
for Step Up 
for Step Down 
d(i+1) - dei) > threshold 1 
dei) - d(i+1) > threshold 1 
(5.12) 
(5.13) 
The above steps conditions show good detection performance for slightly loaded links 
and for weekend and nonworking times of weekdays in heavily loaded links. However, 
for heavily loaded links, some steps were missed. In order to improve this, the normalised 
delay data was also checked by other conditions as follows: -
e) During Morning Time, if the delay value at a certain hour is higher than at the 
next hour by a very small value (threshold 4) the detector will consider a Step 
Down Exception at that hour. Mathematically; 
dei) - d(i+1) > threshold 4 (5.14) 
f) Similarly, in Evening Time, if the delay value at a certain hour is less than that at 
the next hour by a very small value (threshold 4), the detector will consider a Step 
Up Exception at that hour. Mathematically; 
d(i+l) - dei) > threshold 4 (5.15) 
g) TIle detector now will compare the average delay of the Early Morning Time 
(00.00 - 07.00) with the average delay at Night Time (20.00 - 00.00). If the 
difference between the two averages is less than the step threshold (threshold 1), 
and the number of the Step Up Exceptions is not equal to the number of the Step 
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Down Exceptions during the Morning Time, Peak Time, and Evening time, the 
detector will consider all detected exceptions at that time to be erroneous and will 
cancel them. 
Id( 20:24 )-d(l: 7)1 <threshold 1 (5.16) 
h) If the difference between the two averages is more than the Step threshold 
(threshold 1) and the number of the Step Up Exceptions equal to the number of the 
Step Down Exception during the Morning, Peak, and Evening times, the detector 
will know that a Step Exception was missed, and will further investigate to detect 
the missed step. Obviously positive differences equal Step Up and negative 
difference equal Step Down. Mathematically; 
for Step Up 
for Step Down 
d( 20:24 )-d(l: 7) > threshold 1 
d(1:7 )-d(20: 24) > threshold 1 
(5.17) 
(5.18) 
To find out when the missed Step Exception occurred, the detector will compare 
the rising delay value (which is the difference between the delays at times 10 and 
7) and the falling delay value (which is the difference between the delays at 16 
and 20). If the difference is less than the Step threshold (threshold 1), the Step 
Exception is in the Peak Time. Mathematically; 
I [d(lO) - d(7)]- [d(l6) -d(20)]I <threshold 1 (5.19) 
The detector in this case will look at the delay difference between all subsequent 
two hours periods in the Peak Time and mark a Step Exception at the hour which 
has maximum difference. 
If the raising delay value minus the falling delay is more than threshold 1,(i.e. 
condition 5.19 isfalse), the detector will know that a Step Exception has occurred 
either during the Morning Time or during the Evening Time. There are only two 
possibilities. Either the rising delay in the Morning Time is greater than the 
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falling delay in the Evening Time, which infers that the step is Up, or the Evening 
Time is greater than the Morning Time and the step is Down. Mathematically; 
for step up 
for step down 
[d(lO) -d(7)] - [d(l6) - d(20)] >threshold 1 (5.20) 
[d(l6) - d(20)] - [d(lO) -d(7)] >threshold 1 (5.21) 
For the first possibility, if condition 5.15 is fulfilled at any hour of the Evening 
Time, the Step Up will be at that hour. If condition 5.15 is not fulfilled, the Step 
Up exception will be during the Morning Time, and the detector will flag a Step 
Up exception at the maximum difference between the delay values of the two 
subsequent hours during that time. 
Similarly for the second possibility, Step Down, the detector will use condition 
5.14. 
If Step Exceptions occur during the Early Morning and Night Times, these will have a 
significant effect on the delay averages during these periods. In order to improve 
detection accuracy, we compare the relative averages instead of the nonnal averages. The 
relative average is calculated by taking the averages of the delay values minus the step 
size of the previous step. This is illustrated by the average of the shaded area in 
Figure 5.9. In this figure, the relative average of the Early Morning period is (area 1 + 
area 2) / 8, and the relative average of the Night period is (area 3) I 6. 
Ol~: =-~~U~--L~:nll 
Normalised i i i i i i i i i i i i 
delay 0.5 -+-I-~~"~=~"~t~~~~ 
r>tep isize: i i Step size : !: :: 
2 4 6 8 10 12 14 16 18 20 22 24 
Time of the day in hors 
Figure 5-8 Illustrating the relative average of the Early Morning and Night periods 
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5.3.3 Time of Day Delay Variation (TODDV) Detection 
To make the detector flag TODDV Exceptions, the altered input delay data, as per 
Section 5.2.2, should fulfil the following conditions: 
i) The difference between the day average of day 1 (the average of the delay values 
from 9.00 to 17.00) and the day average of day 2 must be higher than threshold 5. 
If the average of day 1 is higher, the exception will be TODDV down, and by 
contrast if the average of day 2 is higher, the exception will be TODDV up. 
Mathematically; 
For TODDV down dday/ 9:17 )-ddaY2(9 : 17) > threshold 5 (5.22) 
For TODDVup ddayl9:17 )-ddaYl (9: 17) > threshold 5 (5.23) 
As in the Step Exception detection during the working time (from 9.00 to 17.00), the 
detector will replace the day average by the relative day average if a Step Exception 
occurred during the two day test period. The relative day average is the average of the 
shaded area shown in Figure 5.10. 
1.0 
Stretched .75 
normalised 
delay vales 
.50 
.25 
6 12 18 24 30 36 42 
Time in hours 
Figure 5-9 Illustrating relative day averages 
Relative 
average 
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The algorithm used to detect the TODDV is presented as flowchart in Figure 5.10. 
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data modified as per 
Section 5.2.2 
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conditions are fulfilled 
TODDVUp 
conditions are fulfilled 
TODDV conditions 
are not fulfilled 
Figure 5-10flowchart of Time of Day Delay Variation detector 
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5.3.4 Thresholds 
The values of the thresholds used in this algorithm are summarised in Table 5.1. These 
values were found by experiment using an Excel spread sheet and a Matlab program. 
Initially a large volume of nonnalised delay data, for which Exceptions had been 
manually generated, was stored in the Excel spread sheet. The detection rules were 
programmed in the cells of this spread sheet. 
A new Excel file was generated and linked to the first file. The new file contains the 
threshold values and the resulting detection errors. This is to reflect the affect of changing 
the threshold values on the overall detection error immediately. The threshold values 
were varied until their optimum values, which lead to the minimum detection error, were 
obtained. This was repeated with another two spread sheet files containing sets of delay 
data generated from another two different networks, and two new sets of thresholds were 
obtained. It has been noticed that the three sets of thresholds were very close to each 
other. 
After that, the rule base rules were coded in a Matlab program. The obtained threshold 
values from the Excel files were used as initial values in an optimisation process using 
the Matlab program. The resultant threshold values from the Matlab optimisation were 
tried with the three sets of the delay data which were generated from the three different 
networks. The detection perfonnance was the optimum in the three cases, which can be 
inferred as the resultant threshold values are independent of the network which generates 
the delay data. In other words, these thresholds can work with other delay data obtained 
from other networks that have a similar delay profile as that shown in Figure 5.2. 
Table 5.1 Algorithm Thresholds. 
Thresbold Value Explanation 
Threshold 1 h 0.3 Higher Step threshold; minimum difference between two 
delay values to detennine a step or spike. Used when the 
range of the delay changes is high. 
Threshold 1[ 0.1 Lower Step threshold; minimum difference between two 
delay values to detennine a step or spike. Used when the 
range of the delay changes is low. 
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Table 5.1 Algorithm Thresholds (continue). 
Threshold Value Explanation 
17zreshold 2h 0.005 High Variance threshold; the variation in the delay values 
will be considered as a smooth variation, if the variances of 
those delays are below this threshold. Used when the range 
of the delay changes is high. 
Threshold 2/ 0.001 Low Variance threshold. Used when the range of the delay 
changes is low. 
Threshold 3 0.2 This threshold is the fraction of the spike height (maximum 
delay during the checking period) used to differentiate 
between a spike and a step. The delay must return to a value 
less than this threshold, to detect a spike. 
Threshold 4 0.01 Virtual zero threshold; if the delay difference is less than 
this value, it is considered as zero. 
17zreshold 5 0.1 Day average difference threshold; the minimum difference 
between the average delay of day 1 and the average delay 
of day 2 to make the decision for day variation (TODDV). 
5.4 Testing and Results 
The three sets of delay data mentioned in Section 5.2.3 were applied to a Matlab 
program, which implemented the rule-based detector algorithm described in Section 5.3 
to detect the Delay Data Exceptions for those sets. 
5.4.1 Delay Data Generated from the Lab Networks (The NS 
Simulated Network and Cisco Test Network) 
As mentioned in Section 5.2, the first two sets were obtained from two different networks 
built for other work [4]. The first network is a simulation network using the NS 
simulator; the second one was a test bed network consisting of Cisco routers. All 
Exception types from these data can be identified since the causes of the exceptions were 
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deliberately implemented, (for more details see [7] [4]). As such, a list of all Exceptions 
in these sets of delay data and their associated information such as type, occurrence time, 
and duration is available. The detector performance was tested by comparing these lists 
with the Exception lists generated by the detector when each set of data was applied at its 
input. As such, a quantitative assessment of detector performance can easily be made. 
The data used in these tests was different from that used to generate the thresholds 
although sourced from the same networks. 
The same data sets were also applied to a different Exception detector using another 
approach, based on the KS statistic and a Neural network (see Section 3.3) [7] [4]. These 
results and their comparisons are given in tables 5.2 to 5.5, and presented graphically in 
Figures 5.11 and 5.12. 
Tables 5.2 and 5.3, show the detector performance for each type of Exception, and the 
overall detection performance. 
In Tables 5.4 and 5.5, the first row of the table shows the percentage of Exceptions that 
are missed (identification error), whilst the second row shows the percentage of 
mistakenly detected exceptions (rejection error). The last row shows the overall 
percentage error. 
Tables 5.2 and 5.4 show results for inputting delay data generated from the NS simulated 
network, and Tables 5.3 and 5.5 show results for another set of delay data generated from 
the Cisco test network. 
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Table 5.2 Performance of delay Data Exception detection for delay data generated 
from the NS simulation Network 
Exception type Rule Based Neural network Improvement Percentage 
Weekend Begin 100.0% 100.0% 0.0% 
Weekend End 100.0% 95.7% 4.3% 
Step up 97.2% 96.7% 0.5% 
Step down 98.1% 98.0% 0.1% 
TODDVup 96.4% 93.3% 3.1% 
TODDV down 97.0% 93.6% 3.5% 
Spike 97.3% 97.9% -0.6% 
Total 86.5% 80.1% ... .6.4%; 
~ 
Table 5.3 Performance of delay Data Exception detection for delay data generated 
from the Cisco Test Network 
Exception type Rule Based Neural network Improvement Percentage 
Weekend Begin 100.0% 93.1% 6.9% 
Weekend End 100.0% 97.1% 2.9% 
Step up 99.3% 97.4% 1.8% 
Step down 98.7% 96.5% 2.1% 
TODDVup 97.0% 96.7% 0.4% 
TODDV down 97.8% 86.4% 11.4% 
Spike 98.9% 91.3% 7.7% 
Total 91.2% 72.6% 18.60/0:~ .. 
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Table 5.4 Delay Exception detection Error Performance for data generated from the 
NS simulation Network 
Rule Based technique Neural network technique 
Identification error 13.2% 18.5% 
Rejection error 5.2% 6.4% 
Total error 13.5% , ., ....•.. '., 19.9% >, J ' .... 
Table 5.5 Delay Exception detection Error Performance for data generated from the 
Cisco Test Network 
Identification error 
Rejection error 
Total error 
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15.6% 
27.4% 
Spike Total 
Figure 5-11 Performance of delay Data Exception detection for delay data generated 
from the NS simulation Network 
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Figure 5-12 Performance of delay Data Exception detection for delay data generated 
from the Cisco Test Network 
5.4.2 Delay Data Generated from the AMP Project 
As mentioned in Section 5.2, the third set of the delay data was obtained from 10 hops 
monitored by the AMP project over 127 days. Only delay values were available as other 
network information such as the time and type of events which happened to the network 
was not recorded. Accordingly, in checking and validating the detector results for these 
sets of delay data, the identified exceptions were checked visually. This was done by 
plotting the delays, manually identifying the Exceptions by type and then computing the 
number of Exceptions correctly and mistakenly detected, and the overall percentages. 
These results are given in Table 5.6. 
The table shows the maximum error to be 10.3%. 
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Table 5.6 Delay Exception detection performance generatedfrom links monitored by 
the AMP project 
Exception type Correctly detected Mistakenly detected 
Step up 25 5 
Step down 24 3 
TODDVup 53 12 
TODDVdown 51 8 
Spike 212 14 
Total 
, 
365 v 42 
, 
" 
, , >; ,<,: ': 
Percentage of mistakenly detected Exceptions 
, 
10.3% 
5.4.3 General Comments on the Results 
• The Weekend End and Weekend Begin are not Exceptions, they are part of the 
KSI Neural Network approach of Exception detection and their detection 
performance contributes to the overall performance. As such, they are represented 
in the first two rows of Tables 5.2 and 5.3. Since these are completely avoided in 
this work, their detection performance is entered 100% in the tables. 
• Note that the overall performance is not simply the summation of the positive 
identifications. This is because some Exceptions are detected mistakenly or 
multiple Exception types may be erroneously identified. 
• Bear in mind this type of work comes under the umbrella of "back ground 
monitoring" and the output of this work will be used to asses the overall network 
performance over a period of time. As such, it is not intended to use this piece of 
work as a fault detector or alarm system. However, the obtained results are good 
enough for such work and are consistent with previously published results [4]. 
• Unfortunately, two types of exception detection errors are unavoidable. 
a) if the event occurred over the weekend or during the non working hours of the 
working day, the TODn Exceptions will not be detected. 
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b) Also if the event occurred during working hours of a working day and for a short 
duration, only Step Up followed by Step Down Exceptions will be detected and 
no TODDV appear in the output. 
5.5 Chapter summary 
In this chapter, a rule base algorithm to detect Delay Data Exception has been described. 
The delay daily profile was a key issue in developing this algorithm. The used delay data 
to develop the detector was the same which was used in similar work conducted by the 
HSN group. The sources of these data were a simulated network (using NS simulator) 
and a test network (using Cisco Equipment). The algorithm consisted of three detectors; 
namely: Spike detector, Step detector, and TODDV detector. The data obtained from the 
monitoring system are reshaped before being applied to the detectors. The reshaping 
process keeps the main characteristics of the delay data. The results of this technique 
were compared with the other technique (KS- Neural Network technique) and showed a 
noticeable improvement in the detection performance and independability of the source 
of the applied data. 
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6.1 General 
After automating the detection of the Delay Data Exception using the approaches in the 
previous chapters, we now try to utilise this performance parameter to get information 
about the actual events on the network. 
Monitoring every path in the network is not a realistic solution. That is due to the 
following two reasons:-
a) Firstly, the number of paths is very large, especially in wide area networks, which 
makes installing monitoring station at each node of the network too costly. 
Moreover, monitoring all paths would result in an increase in the network 
measurement complexity. 
b) Secondly, monitoring procedures involve injecting test packets at different ends of 
the network and receiving them at other points in the same network. Increasing 
the number of monitoring paths means increasing the number of test packets 
through the network. This leads to loading in the network, reducing network 
utilisation and ultimately, increasing the network running cost. 
In a monitoring process usually only some paths of the communication network are 
monitored. The performance of the monitored paths can be looked at by analyzing the 
detected anomalous monitored data, e.g. Data Exceptions on those paths or links. 
However, the performance of some of the non-monitored paths can, potentially, be 
looked at by collecting and correlating the available anomalous monitored data from the 
monitored paths or links. 
Accordingly, Correlating Data Exceptions is an important issue in the monitoring 
process. Due to the huge volume of the monitored data, manual Correlation is not an easy 
task and automating correlation is essential but is a great challenge to network manger 
and operators. 
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Test networks were built and some of the resulting links were monitored. During the 
monitoring period, different events were introduced to the networks, which caused a 
number of Delay Data Exceptions. A Neural Network approach was then used to predict 
in which link of the network the event occurred by using knowledge of the resulting 
Delay Data Exceptions in the monitored paths. This approach was coded using Matlab 
and its Neural Network tool box. (see Program 8 in Appendix "A"). 
The approach was evaluated by sets of Delay Data Exceptions generated from two 
different test networks built for this purpose. These test networks were built in the 
laboratory using commercial equipment donated by Cisco Inc. and loaded by previously 
using Linux based PCs [4]. The topologies of these networks needed to have sufficient 
complexity inherent in their design to allow for a variety of network events. 
The Neural Network results, and other related results, are presented in both tables and 
graphs format at the end of this chapter. 
The results of this chapter has been published in the IADAT -aci 2005 International 
Conference on Automation, Control and Instrumentation [3]. 
6.2 Data Source 
6.2.1 Overview 
The data used here were obtained from two different test networks. These networks were 
built in the laboratory, loaded and monitored specifically to generate sets of Delay Data 
Exceptions. Both test networks were designed and built using commercial equipment. 
The networks consisted of eight Cisco 2600 series routers and a Catalyst 1900 series 
switch. There needed to have sufficient complexity inherent in the design to allow for a 
variety of network events. 
The routing protocol used was RIP running over serial cables and Ethernet links. The link 
capacities were chosen in such a way that loading the network up to maximum capacity 
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was easily achieved using PC based traffic generators. It should be remembered that the 
purpose of this section of the work is to generate Data Exceptions. These do not have to 
be generated at high data rates. 
6.2.2 Traffic Generation 
Traffic was generated using Linux based PCs. Proprietary traffic generator software [4] 
has been used. The generator outputs varied in a random manner according to the time of 
day. The traffic generated did not need to emulate profiles observed over customer 
networks in terms of the micro detail such as traffic profile, 'burstiness', distribution or 
type; rather it needed to replicate the general volume of traffic, proportionally, as seen on 
commercial networks. 
6.2.3 Monitoring Stations 
Monitor stations had previously been developed at Loughborough [34] and these were 
used to monitor a commercial Network (BT SMDS network). Four monitoring stations 
were employed. Timing synchronisation between the stations was achieved by 
configuring three of the monitor stations to draw their timing pulse from the fourth. This 
pulse was then used to synchronise an internal time generator. 
Each of these monitoring stations sent test packets to the other three giving twelve one-
way test routes. 
These test routs are:-
Ll _2, L2_1, Ll _3, L3.1, Ll -4' L4•1, L2•3, L3_2, L2-4' L4_2, L3-4 and L4_3, 
Where L l _2• means the test rout between monitoring test station 1 and monitoring 
test station 2. 
The resulting delays were stored in log files on the monitor stations. A Control Station 
was used to retrieve the log files, process them into a database and draw summaries from 
them as required. Note that these test paths are the only measured paths across the 
networks. The aim here is to use information from these paths only to determine the 
location of events elsewhere in the network. 
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Network events were introduced to produce data exceptions. Typical "events" could be 
the removal of a network link; a change in bandwidth on a given path, or a change in 
traffic load profile. The log files containing the raw information were stored on the 
monitor stations. A command language was previously developed to control the monitor 
stations and this allows the log files to be retrieved to a control station where they are 
processed into a database. Querying this database then gives the end to end delay. 
6.2.4 Network Layouts 
Two network layouts were used to ensure that the results were independent of the 
network topology. The routers in the networks were named as cities, and the traffic 
generators were named as girls or colours. The layouts of the networks are shown in 
Figures 6.1 and 6.2. 
The capacities of the Ethemet links in both networks are 10 MBPS. For network 2, the 
capacities of the links, which were connecting two routers, were 2 MBPS. However, for 
network 1, the capacities of those links were either 128 kBPS or 2 MBPS as specified in 
Figure 6.l. 
Each of the traffic generators sent packets to other machines to load up the network. 
Table 6.1 and 6.2 show the destination machines for each traffic generator, Table 6.1 for 
network 1 and Table 6.2 for network 2. In both networks "Black" is the control station 
which is used to retrieve the log files, process them into a database and draw summaries 
as required. 
Table 6-1 traffic origination/destination in network 1 
From To 
Bella Hanna 
Emily Bella 
Francis Zoe 
Gilly Francis 
Hana Bella 
Ingrid Hanna 
Joanne Zoe 
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Francis 
Berlin 
10 MBPS Ethernet Link Traffic generator C 
Cisco Router I±I 
Tl 
128 KBPS serial Link 
Hub G:a 
Ethernet Switch IKI 
2 MBPS serial Link 
Monitoring station Ig 
Figure 6-1 Network Layoutfor Network 1 
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Ingrid 
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T3 
Hannah 
Ethernet Switch l&I 
10 MBPS Ethernet Link __ _ 
Traffic generator C 
Cisco Router I±I 
2 MBPS serial Link Hub G:S:I 
Monitoring station Iii!I 
Figure 6-2 Network Layout for Network 2 
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Table 6-2 traffic origination/destination in network 2 
From To 
Sella Francis 
Ingrid Sella 
Gilly Hannah 
Hannah Francis 
Joanne Ingrid 
6.3 Neural Network Approach 
A feed-forward back propagation Neural Network was developed to correlate Delay Data 
Exceptions resulting from one network event, using the Matlab Neural Network toolbox. It is trained 
using a standard back propagation algorithm. In this algorithm, the Neural Network adjusts the 
weights of the input elements and biases of the neurons until the values of the required target (output 
vectors) are obtained (as described in Section 1.7). This algorithm was selected since it is the easiest 
one suitable for the required application and provided good results. 
The Neural Network was trained and tested using sets of Delay Data Exceptions generated from the 
two test networks discussed in Section 6.2. The applied data to the Neural Network describes how 
the delay performance of the monitored links is affected to a certain event i.e. on certain links. These 
data consist of the timing information of the events, and the resulting Delay Data Exceptions. 
The output of the Neural Network will be the status of the network links, in other words the output 
will indicate in which link the event has occurred. The parameters of the Neural Networks were 
chosen in order to obtain the maximum output performance; this is discussed in Section 6.4.2. 
6.3.1 Definitions and Assumptions 
The following definitions and assumptions were used in the work described in this chapter and the 
following chapter. 
• Two types of events were introduced 
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1. Disconnecting of a working link in a network and reconnecting it after a period of 
time, the outage time is not fixed. This represents a complete link breakdown. 
2. Reducing the link bandwidth dramatically and bring it back to its original value. This 
represents a partial link failure, which cannot be detected by the alarm system of the 
network. In addition, it might simulate a huge increase in the traffic data transmit 
through the network. 
• The event has two edges; the first edge occurs during shutting down of the link and the 
second edge during the reconnection. 
• For simplicity, it has been assumed that only one event occurs at a time. That infers that any 
link my go down for any period of time, but no other link will go down before the faulty link 
is recovered. 
• Spike Exceptions are broken into two Steps Exceptions. If a Spike Exception is detected at 
t = to with a spike duration time "t/, this will be replaced by a Step Up Exception (or Step 
Down) at '\", followed by Step Down Exception (or Step Up) at time equal "to + td. 
6.3.2 Input Data 
The input data to the Neural Network contains information about the Delay Data Exceptions caused 
by that event as seen by an Exception detection process. For each event an input vector, representing 
that event, is applied to the Neural Network. The input vector consists of 27 elements. These 
elements are 
• Element 1 represents the time of day when the event occurred. We used the same technique 
in [7] and [4] to represent the time of day. This needs to be represented in such a way that 
23:59 is next to and not the furthest possible point away from 00:00. To achieve this, a Sine 
Based transformation is used. Considering time of day in hours the transformation is: 
. . ( time -12) tlme = SIn Jr---
12 
(6.1) 
• Element 2 represents the duration of the event. The input value for this element is "I" if the 
event duration was 24 hours or more. If the duration is less than 24 hours, the input value 
should be the duration value, in hours, divided by 24. 
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• Element 3 represents the day of week. Initially we allocated seven elements for the day of 
week, one element for each day. It has been noticed that the Neural Network performance 
improved considerably if we inform the Neural Network regarding whether the event 
happens in a weekend day or working day. This is consistent with the definition if the Data 
Exception, since network behavior in the working days is the same, whereas it is different in 
weekend days. Therefore, this element of the input vector is "1" if the events occurred in a 
weekend day, and "0" if the event occurred in a working days. 
• Elements 4 to 27 represent the status of the monitored paths. As mentioned in Section 6.2, 
there are 12 monitored links and each monitored link is represented by two elements, one 
element for the first edge of the event, and another element for the second edge. 
The Delay Data Exceptions which result from a certain event are not always the same if the 
event reoccurred. That is because some of the monitored links may use different paths at 
different times, and the resulting Delay Data Exception depends on the used path at the event 
time. 
For example, consider L2-4 in network 2 (Figure 6.2), the test packet from Monitoring 
station 2 can reach the Monitoring station 4 using different paths. e.g. 
Path 1; Rome- Madrid - Switch - Berlin - London 
Path 2; Rome- Athens - Switch - Edinburgh - London 
Suppose traffic from Teal to Scarlet goes through Athens - Switch - Edinburgh - Paris, and 
an event occurs which shuts down the link between Edinburgh and Paris. The traffic from 
Teal to Scarlet will be rerouted through Athens - Switch - Madrid - Paris. 
Now let us see how L2-4 will be affected due to this event Firstly, if it is using Path 1 and 
secondly, if it is using Path 2. 
In the first scenario and due to the Event and rerouting, of the Teal - Scarlet traffic, the path 
from Madrid to the Switch will experience more traffic during the event, which will result a 
higher delays in the monitored link L2-4. In the second scenario, the amount of traffic 
between the Switch and Edinburgh will be reduced and the delays in the monitored link L2-4 
will be lower. 
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Based on the above, it has been found that, better Neural Network performance is achieved 
when both Step up and Step down are considered as one type of exception, named as step 
exception. Likewise, TODDV up and TODD down are also handled as another type of 
exception, defined as TODD. 
Therefore, the values of the input vector elements are set as shown in Table 6.3 
Table 6-3 values of output vector elements 
Explanation Value 
No exception 0 
Step Exception only 0.25 
TODD Exception only 0.5 
Step and TODD exceptions 0.75 
simul taneousl y 
6.3.3 Output Data 
The Neural Network has an output vector for each input vector. The output vectors describe the 
status of the network links and indicate what and where the event has occurred. The output vector 
consists of 12 elements, each element corresponding to a special link. The numerical values for the 
outputs are "1" for completely shut down event, "OS' for bandwidth reduction event, and "0" for 
those links, which are not affected. 
6.3.4 Performance Assessment Parameter 
Two sets of Delay Data Exceptions were generated from each of the test networks in Section 6.2. 
These were used for learning and testing. They were formatted as mentioned in Section 6.3.2 and 
6.3.3. The input and output vectors of the Learning Set were used to train the Neural Network whilst 
in the learning mode. The input vectors of the Testing Sets are applied to the trained Neural 
Network. The outputs of the Neural Network were compared with the output vectors of the Testing 
Sets. 
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The performance of the Neural Network was assessed by comparing the Neural Network output 
with the Testing Set output vector. Every element in the Neural Network output was compared with 
its corresponding element in the Testing Set output vector. 
If the matrix "ON" represents the output vectors of the Neural Network, where "ON" is 
defined as 
ON= (6.2) 
where, "oni/' is the ith element of the t output vector of the obtained from Neural Network 
output. 
and "m" is the number of the Testing Set output vector. 
Moreover, if, the matrix OTS represents the Test Set output vectors, where "OTS" is 
defined as 
otS1,1 .... OfS",,] 
OTS= (6.3) 
otsm,l otsm,12 
where, "otsi/' is the i
th 
element of the t output vector of the Test Set output vectors. 
The Event Detection Error is represented as the EDE matrix, which has the same 
dimensions of ON and OTS. The elements of the EDE matrix will be O's if the 
corresponding elements in ON and OTS are identical, and 1 's if they are not identical. Or 
mathematically 
If 
[ ed~l'l EDE= 
edem,l 
.... ed~l'12] 
edem ,12 
(6.4) 
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The elements of EDE will be calculated using equations 6.5 and 6.6 
ede . . = 1 I,J if (6.S) 
ede .. =0 I,J if on . . = ots .. I,J I,J (6.6) 
Finally, the total number of error will be divided by the total number of elements to get the 
overall Event Detection Error percentage. 
(~j=12 "i=m (d )) 
EDE = 100x \Lj=l L.Ji=1 \e ei,j 
(12xm) 
6.4 Results 
(6.3) 
Three types of results are given here, followed by some comments. The first results are those 
obtained from the two test networks, which are the detected Delay Data Exceptions. The second 
results present the optimisation of the Neural Network parameters. Finally, the third results are the 
performances of the Neural Networks. 
6.4.1 Test Networks Results Used As Input And Output Data Of The Neural 
Networks 
The Delay Data Exceptions generated from monitoring the test networks described in Section 6.2 
were formatted as mentioned in Section 6.3. These data are tabulated in Appendix B.l and B.2 for 
networks 1 and 2 respectively. Each row of the tables represents a single event and contains all the 
information regarding that event and the resulting Delay Data Exceptions in the test networks during 
the monitoring and testing time. 
The columns of the tables represent the following:-
• The first column represents the time of day when the event happened as per equation 6.1. 
• The second column represents the duration of the event, as described in Section 6.3.2. 
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• The third column indicates whether the event occurred during a weekday "0" or at the 
weekend "1". 
• The 4th to 15th columns, show in which link of the network the event was happened, and 
what type of event. One column is dedicated for each link. The numerical value of this 
element is, "I" for shut down, "0.5" for bandwidth reduction, and "0" for non-effected links. 
• The 16th to 39th column, represent the status of the monitored links. Two columns are 
dedicated for each link, one column for each edge of the event. The values of these elements 
are as per table 6.3. 
The data from each network has been generated in two stages. Initially a number of input loutput 
vector (rows in the tables of appendix B.l and B.2) were generated from each network. Later and 
after these data had been used, it was noticed that the amount of data was not enough and more data 
was required. Therefore, the networks were rebuilt again and more data obtained. That means 
Neural Networks (of this chapter and the next chapter) trained with data generated from a network at 
certain time and tested with a data generated from the same network but at different time. 
The Neural Network input was columns 1 to 3 and 16 to 39, which represent the timing information 
and the changes in the monitored links. The output was column 4 to 15, which represent what and 
where the events happen. 
6.4.2 Neural Network Parameters 
The parameters of the Neural Network were chosen to give the best performance. This was achieved 
by running the program several times, each time changing only one parameter and selecting its 
optimum value. This section shows examples of how this was undertaken. Initially, the most 
important parameters in this type of Neural Network were considered. These are the number of 
neurons and the number of iterations (i.e. the number of runs that the Neural Network required for 
the training phase). 
Figure 6.3 and 6.4 show how the performance varies by changing the number of neurons. Figure 6.3 
represent Exceptions generated from network 1 of Section 6.2 and Figure 6.4 shows sets generated 
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from network 2. The number of iterations was fixed at 200. From the graphs, we select the number 
of neurons as "4". 
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In Figures 6.5 and 6.6 the number of neurons was fixed at 4, and the number of iterations was 
changed from 100 to 1000 in 100 steps. Again, Figure 6.5 uses sets of exception generated from 
network 1 of Section 6.3 and Figure 6.6 uses sets generated from network 2. Based on the theses 
graphs, the number of iteration in the rest of this work was chosen "200" 
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Figure 6-6 Error performance vs. the number of iterations for data generated from Network 2 
A summary of the Neural Network parameters are as follows: 
No of inputs 27 
No of outputs 12 
No of neurons 4 
No of iterations 200 
No of hidden layers 2 
Type of neuron function Tan-Sigmoid 
Algorithm used back propagation 
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6.4.3 Neural Network Performance 
The Delay Data Exceptions in Appendix "B" were formatted as described in Section 6.4.1, and used 
to train and test the Neural Network using the parameters from Section 6.4.2. 
For the delay data generated from network 1 of Section 6.2, 70 events were used for the training 
phase and 21 events were used for the test phase. The results of this test are represented by the 
Percentage of the Exception Detection Error (Section 6.3.4) in table 6.4 and represented graphically 
in Figure 6.7. 
The first two columns of Table 6.4 show the names of the two ends point, of the links where the 
event has occurred, the third column shows the percentage of Event Detection Errors for that link. 
The last row in the table shows the overall error and Neural Network performance. 
Table 6-4 Neural Network Performance for Data generated from Network 1 
Event Link Percentage of 
From TO Event Detection Error 
London Helsinki 10.9% 
Paris London 10.0% 
London Edinburgh 11.8% 
Helsinki Rome 9.1% 
Helsinki Berlin 11.8% 
Rom Paris 10.0% 
Rom Athens 10.9% 
Paris Madrid 10.0% 
Edinburgh Switch 7.3% 
Berlin Switch 7.3% 
Athens Switch 6.4% 
Madrid Switch 7.3% 
,Over alliperformances 9.4% .':,~; . 
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Figure 6-7 Neural Network Performance for Data generatedfrom network 1 
Similarly, for the delay data generated from network 2 (Delay Data Exceptions in Appendix B.2), 62 
events were used for training phase and 22 events were used for the test phase. The results of this 
test are given in table 6.5 and shown Figure 6.8. 
Table 6-5 Neural Network Performance for Data generated from network 2 
Event Link Percenta2e of 
From TO Event Detection Error 
London Edinburgh 13.3% 
Edinburgh Paris 15.2% 
Paris Madrid 11.4% 
Madrid Rome 11.4% 
Rome Athens 13.3% 
Athens Helsinki 9.5% 
Helsinki Berlin 15.2% 
Berlin London 10.5% 
Edinburgh Switch 8.6% 
Madrid Switch 8.6% 
Athens Switch 6.7% 
Berlin Switch 5.7% 
Over all performances ·10.8% 
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Figure 6-8 Neural Network Performance for Data generatedfrom network 2 
6.4.4 General Comments on Results 
• The perfonnance for the Delay Data Exceptions generated from network 1 is better than 
those obtained from network 2. This can be interpreted by the number of the events used in 
the training phases as there was more training data for network 1 than for network 2. 
• This work relies on an Exception Detection process, which itself has some error. For 
example, if the event occurred over the weekend or during the non-working hours of the 
working day, Time of Day Delay Variation Exception will not be detected. Also if the event 
occurred during working hours of a working day and for a short duration, only a Step Up 
followed by a Step Down Exceptions would be detected. Unfortunately, those errors in the 
Exception detection process will affect the overall perfonnance of the Neural Network 
output, and as said they are embedded in the total percentage of errors in this work. 
• A rule base technique was tried instead of the Neural Network approach, to generalise this 
work to all networks. Unfortunately, this did not succeed, because it has been noticed that, 
the Exception correlation is very dependent on the network topology, and obviously, 
network topology cannot be generalised. 
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6.5 Chapter summary 
A Neural Network approach to locate network event by correlating the Delay Data Exceptions, was 
discussed in this chapter. The sources of the delay data used in this approach are two different test 
networks built in the laboratory for this purpose; using Cisco equipment, four monitoring stations 
(similar to those used in the SMDS project of Chapter 3), and the previously developed traffic 
generator software (which are described in Chapter 3). Two different layouts are used to confirm 
that the approach is not dependant on network topology. The events introduced were either link shut 
down (which represent link failure) or reducing link bandwidth (which represent partial link failure 
or huge increase in the traffic). For simplicity, it has been assumed that only one event occurs at a 
time. The input data for the Neural Network consisted of 27 elements. These elements represent; the 
time of day, event duration, the type of day (week end day or working day), and the status of the 
twelve monitoring links. The outputs were describing the status of the network links. The 
performances of the Neural Network outputs were presented in tabular and graphical format and 
were encouraging. 
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7.1 General 
A Data Exception Collection is made by grouping all the Exceptions that occurred in all the network 
links caused by single event [33]. It gives more clarification to the effect of the event on network 
performance, by viewing the performance from different angle. If we are monitoring a single path, 
detecting a Data Exception in that path is not enough to know in which link an event has happened. 
However, if we are monitoring a number of paths and Data Exceptions detected, at the same time, in 
some of these paths, we can guess what the cause of these Exceptions is, by knowing the topology 
of the network. 
For instance, if we have a star network consisting of three nodes "A", "B", and "C", and all of them 
are connected to each other through center node "M" Figure 7.1. Suppose all the possible paths (A-
B, A-C, and B-C) monitored. Now if two Data Exceptions are detected, we can infer that an event 
has been occurred in the link between the "A" and the center node "M". 
Figure 7-1 Example to illustrate Collection 
This collection can be used to predict how the network performance would be affected by an 
external event, occurring in any of the network links. In other words, it could be used to predict in 
which path or paths of the network Delay Data Exceptions will occur and what types of Exceptions, 
if we know a certain event will happen in a specific link of the network. 
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This is very useful in planning events. A planning event is a prescheduled unavoidable link 
interruption (e.g. link shut down, Bandwidth reduction, .. ) due to an important reason, such as; 
maintenance, link upgrade, etc ... In addition, it could be a traffic change due to an important 
occasion e.g. Christmas time. Using this approach, network mangers can predict which of their 
customers will be affected by this event and how they will be affected, before introducing any 
planning events. 
Again, due to the huge volume of the monitored data, manual Collection is not an easy task and 
automating collection is essential. 
The work described in this chapter can be considered as the reverse process of the work described in 
the previous chapter. In this part of this work, we know all the information about the event and we 
want to know what is happening in the monitored paths. In the previous chapter, we knew the status 
of the monitored paths and we wanted to know what the event was and where the event occurred. 
A similar Neural Network to the one outlined in Chapter 6 was developed for this purpose. It was 
trained and tested with the Delay Data Exceptions in Appendix liB" which were generated from the 
test network of Figures 6.1 and 6.2. The results are presented at the end of the chapter and show that 
the performances of the Neural Network were encouraging. 
7.2 Neural Network 
A feed-forward back propagation Neural Network was devolved to collect or group the Delay Data 
Exceptions resulting from one event, using Neural Network Matlab toolbox (see program 9 in 
Appendix "A". The training algorithm used was similar to the one used in the Neural Network 
described in Chapter 6, "standard back propagation". Again, this algorithm was selected to obtain 
the highest performance and reduce the complexity. 
This Neural Network learned and was tested using sets of Delay Data Exceptions generated from 
the two test networks discussed in Section 6.2. The Neural Network inputs describe the events, and 
what has been done to the network. The outputs describe how the delay performances of the 
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monitored paths are affected due to that event. The parameters of the Neural Networks were chosen 
in order to obtain the maximum output perfonnance. 
7.2.1 Definitions And Assumptions 
The same definition and Assumptions discussed in Section 6.3.1 are applied here also. 
7.2.2 Input Data 
The input data for the Neural Network contain comprehensive infonnation about the events. For 
each event an input vector, representing that event, was applied to the Neural Network. The input 
vector consisted of 15 elements, which have been defined below :-
• Elements 1 to 12 represent the status of network links, one element for each link. These 
elements are similar to those in the output of the Neural Network in Chapter 6. They infonn 
the Neural Network of the type and the location of the events. The numerical values for these 
elements are; "0" for the elements that correspond to links which have no event, "OS' for the 
elements corresponding to links which have Bandwidth reduction events, and "I" for links 
which have shutdown events. 
• Element 13 represents the time of day when the event was occurred using equation 6.1. 
• Element 14 represents the duration of the event, which is similar to element 2 at the input of 
the Neural Network described in Chapter 6. The numerical value is "I" if the event duration 
is 24 hours or more, or the duration value, in hours, divided by 24, if the duration is less than 
24 hours. 
• The last element represents the day of week, which is similar to element 3 at the input of the 
Neural Network described in Chapter 6. It will be "I" if the events occurred in the weekend, 
or "0" if the event occurred on a working days. 
7.2.3 Output Data 
The output vectors of the Neural Network describe the status of the monitored paths at the two edges 
of the events, i.e. what changes are expected to happening in the monitored paths when the event 
occurs. Each output vector consists of 24 elements, two elements for each monitoring path, one 
element for the first edge of the event, and another element for the second edge. These elements are 
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similar to the input elements (i.e. elements 4-27) of the Neural Network described in the last chapter. 
Their numerical values are as per Table 6.3. 
7.2.4 Performance Assessment Parameters 
In order to assess the performance of the Neural Network here, three performance parameters were 
used. Namely; Mean Square Error, Type Error, and Exception Error. 
7.2.4.1 Mean Square Error (MSE) 
This is the usual mean square error. If the matrix ON represents the output vectors of the 
Neural Network, such that 
ON= Equation 7-1 
Where, "oni/ is the i
th 
element of the fh output vector obtained from Neural Network 
output. 
and "m" is the number of the Testing Set output vectors. 
And if, the matrix OTS represents the Test Set output vectors, such as 
otS1,l2 
OTS= Equation 7-2 
otSm,l2 
Where, "otsi/ is the i
th 
element of the t output vector of the Test Set. 
Then the Mean Square Error "MSE" can be calculated using equation 7.3 
(Li=12 I::; (oni'i -otsi,iY) 
MSE = 100 X -=~i=..:.I--==.:;--=----------;,---__ ....:. (12xm) Equation 7-3 
7.2.4.2 Type Error 
This parameter compares the Neural Network output and the Testing Set output vector. 
Every element in the Neural Network output will be compared with its corresponding 
element in the Testing Set output vector. The Type Error is expressed by the TE matrix 
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(equation 7.4), which has the same dimensions of ON and OTS. The elements of the TE 
matrix will be "0" if the corresponding elements in ON and OTS are identical, and "1" if 
they are not identical. Or, mathematically, 
If 
TE= Equation 7-4 
The elements of TE will be calculated as equations 7.5 and 7.6 
te . . = 1 if 
',J oni,j * otsi,j Equation 7-5 
te . . = 0 if 
',J oni,j = otsi,j Equation 7-6 
Finally, the total number of error will be divided by the total number of elements to get the 
over all Type Error percentage. 
(~j=12 ""i=m ( )) 
TE = 100 X \Lj=l L.Ji=l te i,j (12xm) Equation 7-7 
7.2.4.3 Exception Error 
This parameter is similar to the previous one. The only difference here is that we ignore 
any difference in the Exception type. Errors will not be counted if the Exceptions are not 
the same in the ON (Neural Network output) and OTS (Test Set output vectors) matrices. 
An error will be considered if and only if there is an Exception in one matrix and no 
Exception in the corresponding element in the other matrix. Or, mathematically, 
If 
EE= Equation 7-8 
The elements ofEE will be calculated as equations 7-9,7-10,7-11 and 7-12 
ee . . = 0 if I,j on.· *0 .. 'f} It) ots . . * ° I,j Equation 7-9 
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ee .. =0 
I,j if on .. =0 .. I,} I,J ols . . = ° I,j Equation 7-10 
ee .. = 1 I,} if on .. *0 .. I,} I,j ols . . = ° I,j Equation 7-11 
ee . . = 1 I,j if on.· =0 .. I,j I,} ols . . * ° I,j Equation 7-12 
Again the total number of errors will be divided by the total number of elements to get the 
overall exception Error percentage. 
{~j=12 ~i=m ( )) 
EE = 100 X \Lj=l .i.Ji=l ee i,j 
(12Xm) Equation 7-13 
7.3 Results 
This section consists of some results including the optimisation of the Neural Network parameters 
and other results, which show the overall performance of the technique. 
7.3.1 Neural Network Parameters 
The Neural Network parameters were optimised before testing the approach. That is to obtain the 
maximum possible performance and to decrease the complexity, which is to minimise the process 
time during the learning mode. 
As mentioned in Section 6.3, the main two parameters that needed to be optimised are the number of 
neurons and the number of iterations. These were done and Figures 7.2 -7.5 present the results of 
this optimisation. Figure 7.2 and 7.3 show how the performance varies by changing the number of 
neurons. Figure 7.2 shows results for sets of Exception generated from network 1 of Section 6.2 and 
Figure 7.3 shows results for sets generated from network 2. The number of iterations was fixed at 
900. From the graphs, the optimum number of neurons can be seen 10. 
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using data generatedfrom Network 2 
In Figures 7.4 and 7.5 the number of neurons was fixed at 10, and the number of iterations was 
changed from 100 to 1000 in 100 steps. Again, Figure 7.4 shows results for sets of Exceptions 
generated from network 1 of Section 6.2 and Figure 7.5 shows results for sets of Exceptions 
generated from network 2. Based on these graphs, the number of iteration in the rest of this work 
was chosen to be 900. 
115 
Chapter 7 USING NEURAL NETWORK AND DATA EXCEPTIONS TO PREDICf THE EFFECf OF EXTERNAL EVENTS ON NETWORK 
PERFORMANCE 
We can notice that, the optimum number of iteration of this Neural Network is higher than the one 
described in Chapter 6. That is expected, since this Neural Network considered more complex than 
the previous one. This complexity is due to the increase is the number of output vector elements. 
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A summary of the Neural Network parameters are as follows: 
No of inputs 
No of outputs 
No of neurons 
15 
24 
10 
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No of iterations 
No of hidden layers 
Type of neuron function 
Algorithm used 
900 
2 
Tan-Sigmoid 
back propagation 
7.3.2 Neural Network Performance 
The Delay Data Exceptions in Appendix liB" were used here to test the performance of this Neural 
Network. The data were formatted as per Section 7.2.2 and 7.2.3. 
70 events from the data in Appendix B.l that had previously been generated from Network 1 in 
Figure 6.1, were used for the learning phase, and 21 events were used for the test phase. The results 
of this test are represented by the performance assessment parameters of Section 6.2.4 given in table 
7.1 and represented graphically in Figure 7.6. 
The first column of Table 7.1 shows the names of the monitored links, the second column shows the 
Mean Square Error (MSE, Section 6.2.4.1), the third column gives the percentage of the Type Error 
(Section 6.2.4.2), and the fourth column gives the percentage of the Exception error (Section 
5.2.4.3). The top 12 rows show the performance for the 12 monitored paths in the networks, i.e. 
these values represent how accurately the Neural Network is in predicting Exceptions in these paths. 
The last row in the table shows the overall network performance. 
Table 7-1 Neural Network Performance for Collection and prediction Delay Data Exceptions 
generated from network 1 
Monitored Link MSE Type Error Exception error 
L12 5.1% 26.1% 4.5% 
L21 4.9% 30.9% 21.2% 
L13 6.6% 23.7% 9.3% 
L31 1.3% 14.1% 9.4% 
L14 1.8% 14.2% 6.9% 
L41 1.6% 14.2% 11.9% 
L23 4.0% 28.3% 26.1% 
L32 3.3% 16.6% 11.7% 
L24 1.2% 7.1% 4.5% 
L42 4.9% 16.4% 14.2% 
L34 0.6% 4.8% 0.5% 
L43 0.7% 2.1% 0.9% 
I" Over allpefformances>' [{3.7% .19.4% . ,£ ~;?:'l2.9%~;,; . 
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Figure 7-6 Neural Network Performance for Collection and prediction using Delay Data 
Exceptions generated from network 1 
From the delay data generated from the test network 2 (Delay Data Exceptions in Appendix liB), 62 
events were used for the learning phase and 22 events were used for the test phase. The results of 
this test are given in table 7.2 and shown in Figure 7.10. 
Table 7-2 Neural Network Performance for Collection and predication using Delay Data 
Exceptions generated from network 2 
Monitored Link MSE Type Exception 
L12 3.0% 25.1% 20.0% 
L21 2.4% 20.6% 10.9% 
L13 3.4% 31.9% 24.6% 
L31 4.6% 29.6% 20.0% 
L14 3.1% 34.2% 20.0% 
L41 1.0% 10.9% 6.9% 
L23 1.9% 18.3% 13.2% 
L32 2.3% 16.0% 10.9% 
L24 4.1% 27.4% 20.0% 
L42 2.4% 16.0% 15.5% 
L34 2.0% 9.2% 6.4% 
L43 2.3% 6.9% 0.6% 
Over all performances 3.3'% 22.3% 17.5% . 
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generated from network 2 
7.3.3 General Comments On Results 
• The first two comments on the results obtained by correlation and event location for the 
Neural Network, mentioned in Section 6.4.4, are valid here. 
Firstly, the Neural Network provides better perfonnance when data from network 1 is used. 
That is due to the higher number of training Exceptions used from this network. 
Secondly, this work also relies on the Exception Detection process, which has an associated 
error affecting the overall error seen at the Neural Network output to some extent. 
It should be bourn in mind that this type of work comes under the umbrella of background 
monitoring, and that the output of this work will be used to judge the overall network performance 
over a period of time and that it is not aimed to use this piece of work as a fault detector or alann 
system. Therefore, the so-obtained results are good for such work. 
7.4 Chapter summary 
In this chapter, a Neural Network was used to predict the affect of a known event expected to be 
introduced to a monitored communication network. The data used in the previous chapter were used 
here as well. The Neural Network input in this case represents the time of day, event duration, day 
of week (either working day or week end day), and the status of the network links (which are 
showing what and where the event will be occurred). The outputs are describing the status of the 
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monitored paths. Three types of assessment factors are used, which are; MSE (Mean Square Error), 
Type Error (which compare the predicted Exceptions from the Neural Network and the actual 
Exceptions that occurred in the monitored paths), and the Exception Error (which is similar to Type 
Error but ignoring the changes in the types of Exceptions. Here also, the performance of the Neural 
Network output were presented in tabular and graphical format and were encouraging as well. 
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8.1 Conclusion 
Network performance monitoring is one of the key approaches in network management that can 
help provide higher network availability; reduction in the cost of network operation; avoidance of 
network bottlenecks, and improved efficiency and security. It allows network mangers and operators 
to identify the root cause of network problems and to take the right corrective decisions quickly and 
more accurately. 
Network performance data can be gathered through a variety of methods and the quantity of data 
collected can quickly become significantly large. The cost of employing skilled analysts to interpret 
the large amounts of data is expensive. Means of extracting important data and presenting network 
operators only with that data in which they are interested is desirable and important. 
Delay in communications network was chosen as an example of a performance metric in this work. 
The research described in this thesis attempts to combine and process the delay information data 
gathered from monitoring communications networks and organises them in a meaningful way using 
automated approaches. 
Changes in monitored network delays reflect events in a network, such as faults, changes in usage 
patterns or planned alterations. Network mangers are usually interested in how and when these 
changes occur. Knowledge of the types and occurrence of Data Exceptions in the delay data allows 
abstracting, summarising and presenting of network performance information and helps network 
managers to understand the impact and significance of such changes. Common Data Exceptions that 
relate to delay measurements are Step Changes, changes in the Time of Day Delay Variation and 
Spikes. 
The focus of the thesis was: 
~ Automate the detection of Delay Data Exception by developing a rule based algorithm. 
~ Locate and identify events in communication networks by correlating the resulting Delay 
Data Exceptions. 
~ Predicting the effect of an external event on network performance. 
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These issues were addressed using the following approaches: 
• The initial stage of the research was to improve the performance of the Loughborough 
Neural Network approach in detecting and classifying Delay Data Exceptions. Several 
Neural Networks were built, using the Matlab package and its Neural Network toolbox. The 
Neural Networks were trained and tested using Delay Data Exceptions obtained from two 
different networks built previously in other work. These networks were an NS simulation 
network and a Cisco test network. Firstly, the training and testing was done with data solely 
from one network, either the NS simulation network or the Cisco test network. These 
showed good results, which were similar to those obtained by an earlier Neural Network, 
developed using "C" in similar work conducted by the HSN group at Loughborough. Later, 
the Matlab Neural Networks were trained with data from one network and tested with data 
from the other network. Some alterations to the input data were tried to improve the Neural 
Network output performances. This also showed relatively good results. 
• Previously, a KS/Neural Network approach was used by Loughborough to identify the Delay 
Data Exceptions. In this part of this work, a rule base algorithm was developed to detect and 
classify Delay Data Exceptions. This approach improved the deficiencies in the KS/Neural 
Network approach. 
The algorithm was developed by analysing delay data obtained from monitoring different 
networks for a period over 6 months. It was based on general profiles of the delay data 
during a day for a typical network, as seen on a number of different networks. 
The algorithm was coded as a Matlab program and tested with the sets of delay data 
mentioned previously. The results obtained from this detector and the KS /Neural Network 
detector were then compared. 
In addition to a noticeable improvement in detection performance, the new approach 
provided more generality and independency of the source of the delay data, making the 
approach generally applicable to other networks. 
The approach was also tested with other sets of monitored delay data generated from another 
network (from the AMP project) and showed good results. 
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The work described in this part of the thesis has been published in the International Journal 
of Communication Systems [2]. 
• In a monitoring process, usually only some paths of the communication network are 
monitored. The performance of the monitored paths can be observed by analysing the 
detected anomalous monitored data, e.g. Data Exceptions on those paths or links. However, 
the performance of some of the non-monitored paths can potentially be inferred by collecting 
and correlating the available anomalous monitored data from the monitored paths or links. 
Test networks were built and some of the resulting links were monitored. During the 
monitoring period, different events were introduced to the networks, which caused a number 
of Delay Data Exceptions. A Neural Network approach was then used to predict the link of 
the network on which the event occurred by using knowledge of the resulting Delay Data 
Exceptions in the monitored paths. This approach was coded using Matlab and its Neural 
Network tool box. 
The approach' was evaluated by sets of Delay Data Exceptions generated from two different 
test networks built for this purpose. These test networks were built in the laboratory using 
commercial equipment and loaded with traffic from previously developed software executing 
on Linux based PCs. The topologies of these networks were sufficiently complex to allow a 
variety of network events. 
The results of this part of this study were published in the IADAT-aci 2005 International 
Conference [3]. 
• Delay Data Exceptions were used to predict how the network performance was affected by 
an external event occurring in any of the network links. In other words, a prediction is made 
regarding on which path or paths of the network Delay Data Exceptions will occur and what 
the types of these Exceptions will be, if it is know that a certain event will happen in a 
specific link of the network. 
This is very useful in planning events. A planned event is a prescheduled link interruption 
(e.g. link shut down, Bandwidth reduction ... etc) due to an unavoidable reason, such as; 
maintenance, link upgrade ... etc. Also, it can be due to traffic increase or decrease during 
certain important occasion e.g. Christmas time. Using this approach, network mangers can 
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predict which of their customer will be affected by an event and how will they be affected 
before introducing any planning events. 
This part of the work can be considered as the reverse process of above mentioned work in 
the previous point. Here, all the information about the event is known and the effect of the 
event on the network links is predicted. 
A similar Neural Network was developed for this purpose. It was trained and tested with the 
same Delay Data Exceptions generated from the same test networks described in the 
previous point. 
The results obtained from the Neural Network performances of the last two parts were 
encouraging. 
8.2 Future Work 
The work described would be extended by future research in the following areas: 
8.2.1 Investigating different Delay profiles 
Even though the profiles described in Chapter 5 are the most common delay data profiles, other 
profiles are also possible. For example, this may occur in some countries, e.g. Moslem countries, 
where the official working time is six days a week (Saturday to Thursday) and 7 hours a day (8.00 to 
14.00). The delay profile of the communication networks in these countries are different from those 
described in Chapter 4, and 5. 
Monitored delay data can be collected from the operator networks in such a country and preceded in 
way similar to that described in this thesis to design a new algorithm suitable for those profiles, to 
detect Delay Data Exceptions. 
8.2.2 Introducing more than one event at a given time 
The work done in correlating Delay Data Exceptions to locate network events (Chapter 6) and 
predicting the effect of external event by collecting Delay Data Exception (Chapter 7) are based on 
the assumption that only one event happens at a time. As future work, the accuracy of the discussed 
approach can be investigated when two or more events occurred at a same time, on more than one 
network link. 
This is requires the test network to be reconfigured, loaded, monitoring test stations executed, and 
more than one event introduced simultaneously. The introduced event should cover all the 
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possibilities of events on all network links to result the sufficient Delay Data Exception needed to 
train and test the Neural Network. 
8.2.3 Correlating Delay Data Exceptions with Exceptions from other 
monitoring data 
An efficient and more accurate diagnosis of network event could be carried out by correlating more 
than one type of monitored Data Exception (delay, loss, throughput, etc) with alarms, the 
topological, and configuration information from the network and the monitoring system. Also of 
significant importance, here is the time synchronisation between various elements that provide 
fundamental information for diagnosis. Certain alarms or Data Exceptions occurring within a 
temporal period on a common path or subset of nodes indicate the occurrence of particular events on 
the specified path or nodes. 
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Programl "Delay Data Exceptions Classifier Using Neural Network" 
clear; 
trains tart = 1; 
trainend = 700; 
tests tart = 701; 
for testend = 800; 
noofnurn = 20; 
EPOCH = 500; 
for times=1:10; 
fid = fopen('d:\cFiles\50th.txt', 'rt'); 
[P ctTj = fscanf(fid, '%f'); 
status = fclose(fid); 
P=reshape(P,56,808); 
fid = fopen('d:\cFiles\testoutputdata.txt', 'rt'); 
[T ctTj = fscanf(fid, '%f'); 
status = fclose(fid); 
T=(reshape(T,808,7)) '; 
net = newff([minmax(P)j, [noofnurn 7j,{'tansig', 'tansig'}); 
net.trainFcn='trainrp'; 
net.trainParam.epochs = EPOCH; 
net = train(net,P(:,trainstart:trainend),T(:,trainstart:trainend)); 
a=sim(net,P(:,trainstart:trainend)) ; 
fid = fopen('d:\sFiles\50th.txt', 'rt'); 
[P1 ctTj = fscanf(fid, '%f'); 
status = fclose(fid); 
P1=reshape(P1,56,1074); 
fid = fopen('d:\sFiles\testoutputdata.txt', 'rt'); 
[T1 ctTj = fscanf(fid, '%f'); 
status = fclose(fid); 
T1=(reshape(T1,1074,7))' ; 
a1 sim(net,P1(:,teststart:testend)); 
T1 T1(:,teststart:testend); 
er=O; 
sqerr=O; 
for i = 1:7*(testend-teststart+1); 
if a1 (i) < 0; 
a1 (i) = -1; 
else; 
a1(i) = 1; 
end; 
err (i) = a1 (i) - T1 (i) ; 
sqerr = sqerr + err(i)A2; 
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if a1{i) -= T1{i); 
er er + 1; 
end; 
end; 
msqerr=sqerr/i 
PETOT = er/i 
noer1=O; 
noer2=O; 
for k = 1 : (testend-teststart+1); 
noer1=O; 
for 1 = 1:7; 
end; 
if a1{1,k) -= T1{1,k); 
noer1=1; 
end; 
noer2 = noer2 + noer1; 
end; 
PEVECTOR =noer2/k 
testend 
times 
end; 
end; 
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Program 2 "Organizing the input data for the Neural Network of 
Program 1" 
clear 
for file = 1:24; 
p(: ,:) =0; 
d(: ,: )=0; 
if file==1; 
P = xlsread('C:\Work\Cisco test network\data 3-2\120' ) ; 
elseif file==2; 
P = xlsread('c:\work\Cisco test network\data 3-2\122' ) ; 
elseif file==3; 
P = xlsread('c:\work\Cisco test network\data 3-2\130' ) ; 
elseif file==4; 
p = xlsread('c:\work\Cisco test network\data 3-2\132' ) ; 
elseif file==5; 
p = xlsread('c:\work\Cisco test network\data 3-2\140'); 
elseif file==6; 
p = xlsread('c:\work\Cisco test network\data 3-2\142'); 
96 elseif file==7; 
96 p = xlsread('c:\work\Cisco test network\data 3-2\210'); 
% elseif file==8; 
% p = xlsread('c:\work\Cisco test network\data 3-2\212'); 
elseif file ==9 
p = xlsread('c:\work\Cisco test network\data 3-2\230'); 
elseif file==10; 
p = xlsread('c:\work\Cisco test network\data 3-2\232' ) ; 
elseif file==l1; 
p = xlsread('c:\work\Cisco test network\data 3-2\240'); 
elseif file==12 ; 
P = xlsread('c:\work\Cisco test network\data 3-2\242'); 
elseif file==13 ; 
p = xlsread('c:\work\Cisco test network\data 3-2\310' ) ; 
elseif file==14; 
p = xlsread('c:\work\Cisco test network\data 3-2\312'); 
elseif file==15; 
p = xlsread('c:\work\Cisco test network\data 3-2\320' ) ; 
elseif file==16; 
P = xlsread('c:\work\Cisco test network\data 3-2\322'); 
elseif file==17; 
p = xlsread('c:\work\Cisco test network\data 3-2\340'); 
elseif file==18 ; 
p = xlsread('c:\work\Cisco test netvvork \ da ta 3-2\342' ) ; 
elseif file==19; 
P = xlsread('c:\work\Cisco test network\data 3-2\410'); 
elseif file==20; 
p = xlsread('c:\work\Cisco test network\data 3-2\412'); 
elseif file==21; 
p = xlsread('c:\work\Cisco test network\data 3-2\420'); 
elseif file==22; 
p = xlsread('c:\work\Cisco test network\data 3-2\422'); 
elseif file==23; 
p = xlsread('c:\work\Cisco test network\data 3-2\430'); 
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elseif file==24; 
p = xlsread('c:\work\Cisco test network\data 3-2\432'); 
end; 
h=l; 
k=l; 
nd=O; 
h_delay = 0; 
%st_time = (((((p(l,3)-7)*31+p(l,4))*24)+p(l,5))*60+p(l,6))*60+p(1,7); 
st_time = ((((p(l,3)*30+p(l,4))*24)+p(l,5))*60+p(l,6))*60+p(l,7); 
for i= min(p(:,l))+l : max(p(:,l)); 
if p(k,l) == i-I; 
d(i,l:7) = p(k,l:7); 
d(i,8) = p(k,8)-(floor(p(k,8)/1000000)*1000000); 
k = k + 1; 
elseif i > 1; 
d(i,l) = i; 
end 
d(i,2) = d(i-l,2); 
if d(i-l,7)+20 < 60; 
else 
end; 
d(i,7) = d(i-l,7)+20; 
caryl = 0; 
d(i,7) = d(i-l,7)-40; 
caryl= 1; 
if d(i-l,6)+ caryl < 60; 
d(i,6) = d(i-l,6)+caryl; 
cary2= 0; 
else 
end; 
d(i,6) = 0; 
cary2 = 1; 
if d(i-l,5)+ cary2 < 24; 
d(i,5) = d(i-l,5)+cary2; 
cary3= 0; 
else 
end; 
d(i,5) = 0; 
cary3 = 1; 
if d(i-l,4)+ cary3 < 29; 
d(i,4) = d(i-l,4)+cary3; 
cary4= 0; 
else 
end; 
d(i,4) = 0; 
cary4 = 1; 
d(i,3) = d(i-l,3)+cary4; 
d(i,8) = 2000000; 
% time(i) =(((((d(i,3)-7)*31+d(i,4))*24)+d(i,5))*60+d(i,6))*60+d(i,7); 
time (i) = ( ( ( (d(i, 3) *30+d(i ,4) ) *24) +d(i, 5) ) *60+d(i, 6) ) *60+d(i, 7) ; 
if (time(i) - st_time) >= 450; 
avd(h,l) = h; 
avd(h+l,2:6) = d(i,3:7); 
avd(h,7) = nd; 
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end; 
end; 
if nd == 0; 
avd(h, (2*file+6}) = 0; 
else 
avd(h, (2*file+6}) = h_delay /nd; 
end 
if nd < 18; 
avd(h, (2*file+7}) = 1; 
.end 
st_time = st_time + 450; 
h = h + 1; 
h_delay = 0; 
nd = 0; 
if d(i,8} <1000000; 
end; 
h_delay = h_delay + d(i,8}; 
nd = nd +1; 
for da = 1 : 168 : h-167; 
if max(avd(da:da+167, (2*file+6}}) 0; 
avdn(da:da+167, (2*file+6}) =0; 
else 
avdn(da:da+167, (2*file+6)} = 
avd(da:da+167, (2*file+6}}/max(avd(da:da+167, (2*file+6}}); 
end; 
end; 
file 
end; 
%avdn(1:da+167,1:7) = avd(1:da+167,1:7); 
wklwrite('c:\work\Cisco test network\results_norm' ,avdn}; 
wklwrite('c:\work\Cisco test network\results',avd}; 
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Program3 "Rule Base Delay Data Exception Detector and Classifier" 
clear 
thr = [0 .001 .0003 .1 .3 .03 .15 .1 .1 .005 .01]; 
P = wklread('c:\tammam\work\Cisco test network\data org\org120'); 
%P = wklread('c:\work\Cisco test network\data org\org320'); 
[last col] = size(P); 
for d = 1 : last; 
twoday(d,l)= P(d,l); 
twoday(d,2:25) = P(d,4:27); 
if d -=last; 
twoday(d,26:49) = P(d+l,4:27); 
end; 
dayweek=twoday(d,l); 
[spik] = spikev(last,d,dayweek,twoday(d,2:36),thr); 
spik_mat(d,l) = d; 
if d == 1; 
spik_mat(d,2:29) = spik(1:28); 
else; 
end; 
spik_mat(d,2:5) = spik_mat(d-l,26:29); 
spik_mat(d,6:29) = spik(5:28); 
if d > 1; 
spikstp(1:3) = spik_mat(d-l,23:25); 
end; 
spikstp(4:28) = spik_mat(2:26); 
[stepup, stepdown] = steps(d,dayweek,twoday(d,2:29),thr,spikstp); 
% [stepup, stepdown] = steps(twoday(d,2:28),thr,spikstp)j 
step_up(d,l) = d; 
step_down(d,l) = d; 
if d == Ij 
step_up(d,2:26) stepup(4:28); 
step_down(d,2:26) = stepdown(4:28); 
else; 
end; 
step_up(d,2) = step_up(d-l,26); 
step_up(d,3:26) = stepup(5:28); 
step_down(d,2) = step_down(d-l,26); 
step_down(d,3:26) = stepdown(5:28); 
if d > 1; 
step_ud(d-l,2:25)= step_up(d-l,2:25)+step_down(d-l,2:25); 
step_ud(d-l,26:49)= step_up(d,2:25)+step_down(d,2:25); 
[wkb,wke,todu,todd,avdayl,avday2]=tod(twoday(d-l, :),step_ud(d-l, :),thr); 
T(d-l,6) = todu; 
T(d-l,7) todd; 
T(d-l,2) = wkb; 
T(d-l,3) wke; 
T(d-l,ll)=avdayl; 
T(d-l,12)=avday2; 
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end 
end; 
T(d,l) = 
T(d,4) 
T(d,5) 
T(d,8) = 
d; 
sum(step_up(d,2:25)); 
sum(step_down(d,2:25)); 
sum(spik_mat(d,2:25)); 
rr = 0; 
for r = l:last; 
end 
if sum(T(r,4:8)) > 0; 
rr = rr+l; 
end 
M ( (rr-l) * 3 + 1, 1 : 8) = T (r , 1 : 8) ; 
M((rr-l)*3+1,9:32) step_up(r,2:25); 
M((rr-l)*3+2,9:32) = step_down(r,2:25); 
M((rr-l)*3+3,9:32) spik_mat(r,2:25); 
WK1WRITE('c:\tammam\work\Cisco test network\res120' ,M); 
%WK1WRITE ( 'c: \work\Cisco test network\res320' , M) ; 
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Program 4 "TOn Function for Program 3" 
function [wkb,wke,todu,todd,step_dif,avday1,avday2] 
wkb = 0; 
wke = 0; 
todu = 0; 
todd = 0; 
step_dif 0; 
avday1 0; 
avday2 = 0; 
if max(two(2:49))-= 0; 
two(2:49) = two(2:49)/max(two(2:49)); 
end; 
if two(l) == 7, 
wkb = 1; 
elseif two(l) -- 2; 
wke = 1; 
elseif two(l) ==1; 
todu = 0; 
todd = 0; 
tod(two,step_ud,thr); 
elseif (max(two(2:49)) - min (two(2:49))) >= thr(9); 
two(2:49)=(two(2:49)-min(two(2:49)))/(max(two(2:49))-min(two(2:49))); 
for i = 9 : 17; 
avdayl = avday1 + two (i) - step_dif; 
if step_ud(i) > 0; 
step_dif step_dif + two(i+1) - two(i); 
end; 
end; 
avdayl = avdayl/9; 
for i = 18 : 32; 
if step_ud(i) > 0; 
step_dif = step_dif+two(i+1)-two(i); 
end; 
end; 
for i = 33 : 41; 
avday2 = avday2 + two (i) - step_dif; 
if step_ud(i) > 0; 
step_dif = step_dif + two(i+1) - two(i); 
end; 
end; 
avday2 = avday2/9; 
if (avday2-avday1) >= thr(8); 
todu = 1; 
elseif (avday1-avday2) >= thr(8); 
todd = 1; 
end; 
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Program 5 "STPS Function for Program 3" 
function [stepup, stepdown] 
stepup = zeros(1,28)i 
stepdown = zeros(1,28)i 
steps(d,dw,day,thr,spik)i 
if max(day)-= Oi 
if dw < 3 
dayn(4:31) = day/(2*max(daY))i 
else 
dayn(4:31)= day/max(daY)i 
end 
else 
dayn(4:31)= daYi 
endi 
stpsiz_m = Oi 
stpsiz_e = Oi 
morn = Oi 
even = Oi 
difmaxm Oi 
difmaxd Oi 
difmind Oi 
difmine Oi 
for i = 5 : 28 
if (dayn(i+1)-dayn(i)) >= thr(5) 
thrv = thr(10)i 
thrs = thr(5)i 
elseif (max(dayn(4:31)) - min(dayn(4:31))» O.li 
thrv thr(2)i 
else 
end 
thrs = thr(4)i 
thrv thr (3) i 
thrs = thr(6)i 
dif(i) = dayn(i+1)-dayn(i)i 
if var(dayn(i-2:i))<= thrvi 
end 
if var(dayn(i+1:i+3))<= thrvi 
if dif(i) >= thrsi 
stepup(i)=li 
end 
elseif -dif(i) >= thrsi 
stepdown(i)=li 
end 
if (spik(i)+spik(i-l)+spik(i-2)+spik(i-3)) > Oi 
stepup(i) = Oi 
stepdown(i) = Oi 
endi 
if stepup(i-1) == 1i 
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end 
stepup(i) = Oi 
elseif stepdown(i-1) ==li 
stepdown(i) = Oi 
end 
if i < 10 
morn = morn +stpsiz_mi 
if stepup(i) ==1 
stpsiz_m = stpsiz_m + dif(i)i 
e1seif stepdown(i) ==1 
stpsiz_m = stpsiz_m + dif(i)i 
end 
elseif i < 14 
if dif(i) > difmaxm 
difmax = dif(i)i 
im_s1 = ii 
end 
if dif > -0.05 
stepdown (1) 1 i 
end 
e1seif i < 19 
if dif(i) > difmaxd 
difmaxd = dif(i)i 
id_sI_up = ii 
e1seif dif(i) < difmind 
difmind = dif(i)i 
id_sI_down = ii 
end 
e1seif i < 23 
else 
end 
if dif(i) < difmine 
difmind = dif(i)i 
ie_s1 = ii 
end 
if dif > 0.05 
stepup(i) = 1i 
end 
even = even +stpsiz_ei 
if stepup(i) ==1 
stpsiz_e = stpsiz_e + dif(i)i 
e1seif stepdown(i) ==1 
stpsiz_e = stpsiz_e + dif(i)i 
end 
if (max(dayn(4:31» - min(dayn(4:31»» O.li 
thrs thr(4)i 
else 
thrs = thr(6) i 
end 
morn_av = morn/5i 
even_av = even/6i 
slopup = dayn(13)- dayn(9)i 
slopdown = dayn(18) - dayn(23)i 
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if dw > 2 
end; 
if even_av - rnorn_av > thrs 
if sum(stepup(18:22)) == 0 
end 
if (slopup + morn_av)-(slopdown + even_av)< thrs 
stepup(im_sl) = 1; 
else 
stepup(id_sl_up) = 1; 
end 
elseif rnorn_av - even_av > thrs 
if sum(stepdown(9:12)) == 0 
end 
end 
if (slopdown + even_av)-(slopup + morn_av)< thrs 
stepdown(ie_sl) = 1; 
else 
stepdown(id_sl_down) = 1; 
end 
if sum(stepup(9:23))-sum(stepdown(9:23))-= 0 
if even_av-morn_av < thrs; 
stepup(9:23)=O; 
end; 
elseif morn_av-even_av <thrs; 
stepdown(9:23)=O; 
end 
145 
Appendix "A" 
Program 7 "SPIK Function for Program 3" 
function [spik] = spike(last,d,dw,day,thr); 
if max(day)-= 0; 
if dw < 3 
end; 
day= day/(2*max(day)); 
else 
day= day/max(day); 
end 
spik = zeros(l,28); 
if d == last; 
ends 24; 
else 
ends 28; 
end 
if (max(day) - min(day))> 0.1; 
thrv thr(2); 
else 
end 
thrs thr(4); 
thrv = thr(3); 
thrs thr(6); 
for i = 4 : ends; 
if i > 20 
is = 20; 
elseif i > 10 
is = 8; 
elseif i > 8 
is 5; 
else 
is 1; 
end 
kmax = i+6; 
kmin = i+6; 
for m = 6:-1:2; 
maxi (m) = max(day(i:i+m)); 
mini (m) = min(day(i:i+m)); 
slopup = 0; 
slopd = 0; 
for k = i:i+m-2; 
if day(k) == maxi(m); 
kmax = k; 
end 
if day(k) == mini(m); 
kmin = k; 
end 
if (day(k+l) - day(k)) <= 0 
if k < kmax 
if (day(k+l) -day(i)) < 0.5*(maxi(m)- day(i)); 
slopup =-1; 
end 
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end 
end 
end 
end 
if (day(k+1) - day(k)) >= 0 
if k < kmin 
end 
end 
if (day(i) -day(k+1)) < 0.5*(day(i) -mini(m)); 
slopd =-1; 
end 
if slopup == 0; 
if (day(i+m)-day(i)) < 0.2*(maxi(m)- day(i)); 
if var(day(i:i+1)) > thrv; 
end; 
end 
if(maxi(m)- day(i)) >= thr(5); 
if var(day(is:i))<= thr(10) 
spik(i)=m+1; 
end 
elseif (maxi (m) - day(i)) >= thrs; 
if var(day(is:i)) <= thrv; 
spik(i)=m+1; 
end; 
end; 
elseif slopd == 0; 
end 
if (day(i)-day(i+m)) < 0.2*(day(i) - mini(m)); 
if var(day(i:i+1)) > thrv; 
if(day(i)-mini(m)) >= thr(5); 
end; 
if var(day(is:i))<= thr(10) 
spik(i)=m+1; 
end 
elseif (day(i)-mini(m)) >= thrs; 
if var(day(is:i)) <= thrv; 
spikm(i)=m+1; 
end; 
end; 
end; 
if spik(i-1) > 0; 
spik(i) =0; 
end; 
if i > 2; 
end; 
if spik(i-2) > 3; 
spik(i) = 0; 
end; 
if i > 3; 
end; 
if spik(i-3) > 4; 
spik(i) = 0; 
end; 
if i > 4; 
if spik(i-4) > 5; 
spik(i) = 0; 
end; 
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end; 
end 
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Program 8 "Neural Network Event Detector and Identifier using 
Delay Data Exceptions" 
clear 
% ******************************************** 
% for netural Network Parameter 
% for tim = 1 : 5; 
% ******************************************** 
% number of runs to take the averages 
for tmp = 1:5; 
% ******************************************** 
% program parameter 
trainstart =1; 
trainend =70; 
teststart =71; 
testend =91; 
EPOCH = 200; 
noofnurn =4; 
% ******************************************** 
%for netural Ntwork Parameter Optimaisiation 
%noofnurn =2*tim; 
96 EPOCH =lOO*tim; 
% ******************************************** 
% input data 
P = xlsread('C:\Tammam\Work\Cisco test network\neural_net_datal-l'); 
%P = wklread('C:\work\Cisco test network\neural_net_data2'); 
p = P'; 
sss = size(P); 
IN(1:3,:) = P(1:3,:); 
IN ( 4 : 27 , :) = P ( 16 : 39, : ) ; 
OUT = P ( 4 : 15, : ) ; 
%************************************************************** 
% creating and training Nureal network 
net = newff([minmax(IN)l, [noofnurn 12l,{'tansig', 'tansig'}); 
net.trainFcn='trainrp'; 
net.trainParam.epochs = EPOCH; 
net = train(net,IN(:,trainstart:trainend),OUT(:,trainstart:trainend)); 
%************************************************************** 
% testing Nureal network 
a = sim(net,IN(:,teststart:testend)); 
%************************************************************** 
% Error calculation 
T=OUT(:,teststart:testend) ; 
er = 0; 
for i = 1:12; 
erl = 0; 
for j= 1: (testend-teststart+1); 
if a(i,j) < 0.25; 
a(i,j) = 0; 
elseif a(i,j) < 0.75; 
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end; 
end; 
a(i,j) =.5; 
else 
a(i,j) =1; 
end; 
if a(i,j) -= T(i,j); 
er = er + 1; 
erl = erl+1; 
end; 
erlink(i,tmp)= erl/j; 
result(tmp)= er/(i*(testend-teststart+1)); 
end 
%***************************************************** 
%results orgnaisation, total results and per link results 
totresult(l,l)= min(result); 
totresult(l,2)= mean(result); 
for r=1:12 
totresult(l+r,l)= min(erlink(r, :)); 
totresult(1+r,2)= mean(erlink(r, :)); 
end 
% ******************************************** 
% for neural network parameter 
%totresultopt(tim, :)=totresult; 
%end 
96 totresul topt 
%******************************************************* 
totresult 
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Program 9 "Neural Network to Collect and Predicate Delay Data 
Exception" 
clear 
% ******************************************** 
% for netural Ntwork Parameter 
%for tim = 1 : 10; 
% ******************************************** 
% number of runs to take the averages 
for tmp = 1 :5; 
% ******************************************** 
% program parameter 
trains tart =lj 
trainend =70j 
teststart =71j 
testend =91j 
EPOCH = 900j 
noofnurn =10j 
% ******************************************** 
% for netural Network Parameter Optimaisiation 
%noofnurn =10*tim; 
%EPOCH =100*tim; 
% ******************************************** 
% input data 
P = xlsread('C:\Tammarn\Work\Cisco test network\neural_net_datal-1') j 
%P = wk1read('C:\work\Cisco test network\neural_net_data')j 
P = P' j 
IN = P (1: 15, : ) j 
OUT = P (16: 39, :) j 
%************************************************************** 
% creating and training Nureal network 
net = newff([minrnax(IN)], [noofnurn 24],{'tansig', 'tansig'})j 
net.trainFcn='trainrp'j 
net.trainParam.epochs = EPOCHj 
net = train(net,IN(:,trainstart:trainend),OUT(:,trainstart:trainend))j 
%************************************************************** 
% testing Nureal network 
a = sim(net,IN(:,teststart:testend))j 
%************************************************************** 
% Error calculation 
T=OUT(:,teststart:testend)j 
er = zeros(l,24) j 
sqerr = zeros(l,24)j 
noer=zeros(l,24)j 
for i 1:24 
for j = 
if 
1: (testend-teststart+1)j 
a(i,j) < 0.125j 
a(i,j) = OJ 
elseif a(i,j) < 0.325; 
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end; 
end; 
a(i,j) = 0.25; 
elseif a(i,j) < 0.625; 
a(i,j) = 0.5; 
else 
a(i,j) =.75; 
end; 
err = a ( i , j) - T ( i , j ) ; 
sqerr(i) = sqerr(i) + errA 2; 
if a ( i , j) -= T ( i , j ) ; 
er(i) = er(i) + 1; 
end; 
exp = 0; 
expr = 0; 
if a (i , j ) -= 0 ; 
exp=l; 
end 
if T (i , j) -= 0 ; 
expr=l; 
end 
if exp -= expr 
noer(i) = noer(i) + 1; 
end 
for link =1 :12; 
msqerrlink(link,tmp)= sum(sqerr((2*link-1) :2*link))/(2*(testend-
teststart+1)); 
typeerrorlink(link,tmp) = sum(er((2*link-1) :2*link))/(2*(testend-
teststart+l)); 
exceptionerrorlink(link,tmp) = sum(noer((2*link-1) :2*link))/(2*(testend-
teststart+1)); 
end 
msqerr(tmp)= sum(sqerr)/(i*(testend-teststart+1)); 
type error (tmp) = sum(er)/(i*(testend-teststart+1)); 
exceptionerror(tmp) = sum(noer)/(i*(testend-teststart+1)); 
end 
%***************************************************** 
% results orgnaisation, total results and per link results 
totresult(l,l)= min(msqerr); 
totresult(1,2)= min(typeerror); 
totresult(1,3)= min(exceptionerror); 
for link =1 :12 
totresult(link+1, 1) =min(msqerrlink(link, :)); 
totresult(link+1, 2) =min(typeerrorlink(link, :)); 
totresult(link+1, 3) =min(exceptionerrorlink(link, :)); 
end 
% ******************************************** 
% for neural network parameter 
%resultopt(tim,l)= min(msqerr); 
%resultopt(tim,2)= min(typeerror); 
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%resultopt(tim, 3)= min(exceptionerror); 
%end 
%resultopt 
% ******************************************** 
totresult 
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Appendix IIBII 
Delay Data Exceptions Generated from the Test 
Networks 
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Legend for the Appendix B.I tables 
Col. No Parameter Description 
1 Time, Time Scaled from 0 to 1 as per equation 6.1 
2 duration if duration> Iday = 1, otherwise = no ofhours/24 
3 type of day "0" if week day and" 1 " if weekend day 
4-15 Describe link events, "OS' bandwidth change and" 1.0" link shut down 
4 London - Helsinki link 
5 London - Paris link 
6 London - Edinburgh link 
7 Helsinki - Rome link 
8 Helsinki - Berlin link 
9 Rome - Paris link 
10 Rome - Athens link 
11 Paris - Madrid link 
12 Edinburgh - Switch link 
13 Berlin - Switch link 
14 Athens - Switch link 
15 Madrid - Switch link 
16-36 Describe the status of monitored paths at the two event edges 
0.25 = Step, 0.50 = TOD, 0.75 = Step up + TOD up 
16 First edge of the path between monitor station 1 monitor station 2 
17 Second edge of the path between monitor station 1 monitor station 2 
18 First edge of the path between monitor station 2 monitor station 1 
19 Second edge of the path between monitor station 2 monitor station 1 
20 First edge of the path between monitor station 1 monitor station 3 
21 Second edge of the path between monitor station 1 monitor station 3 
22 First edge of the path between monitor station 3 monitor station 1 
23 Second edge of the path between monitor station 3 monitor station 1 
24 First edge of the path between monitor station 1 monitor station 4 
25 Second edge of the path between monitor station 1 monitor station 4 
26 First edge of the path between monitor station 4 monitor station 1 
27 Second edge of the path between monitor station 4 monitor station 1 
28 First edge of the path between monitor station 2 monitor station 3 
29 Second edge of the path between monitor station 2 monitor station 3 
30 First edge of the path between monitor station 3 monitor station 2 
31 Second edge of the path between monitor station 3 monitor station 2 
32 First edge of the path between monitor station 2 monitor station 4 
33 Second edge of the path between monitor station 2 monitor station 4 
34 First edge of the path between monitor station 4 monitor station 2 
35 Second edge of the path between monitor station 4 monitor station 2 
36 First edge of the path between monitor station 3 monitor station 4 
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37 Second edge of the path between monitor station 3 monitor station 4 
38 First edge of the path between monitor station 4 monitor station 3 
39 Second edge of the path between monitor station 4 monitor station 3 
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Appendix B.l Delay Data Exceptions Generated from the Test Networks 1 of Fig (6.1) 
0 0.2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
0.1 0.4 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
0 0.9 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
1 0.4 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
1 0.4 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
0.4 0.1 0 0 0 0 1 0 0 0 0 0 0 0 0 0.5 0.5 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
0.2 0.6 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0.25 0.25 0 0 0 0 0 0 0 0 0 0 0.25 0 0 0 0 0 0 0 0 0 
0.3 0.3 1 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
0.5 1 1 0 0 0 0 0.5 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.25 0.25 0 0 0 0 0 0 0 0 0 0 
0.8 o 1 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.5 0 0 0 0 0 0 0 
0.4 0 1 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.5 0.5 0 0 0 0 0 0 0 0 0 0 
0.5 1 0 0 0 0 0 0.5 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.75 0.75 0 0 0 0 0 0 0 0 0 0 
0.5 1 0 0 0 0 0 0 0 0 0.5 0 0 0 0 0 0 0 0 0.75 0.75 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
0.5 1 1 0 0 0 0 0.5 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.25 0.25 0 0 0 0 0 0 0 0 
0.5 1 0 0 0 0.5 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.75 0.75 0.75 0.75 
0.5 1 0 0 0 0 0.5 0 0 0 0 0 0 0 0 0.75 0.75 0 0 0 0 0 0 0 0 0 0 0.75 0.75 0 0 0 0 0 0 0 0 0 0 
0.5 1 0 0 0 0 0 0.5 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.75 0.75 0 0 0 0 0 0 0 0 
0.5 1 1 0 0 0 0 0 0 0 0.5 0 0 0 0 0 0 0 0 0.25 0.25 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
0.5 1 0 0 0.5 0 0 0 0 0 0 0 0 0 0 0.75 0.75 0 0 0 0 0 0 0.75 0.75 0.75 0.75 0 0 0 0 0 0 0 0 0 0 0 0 
1 0.1 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0.5 0.5 0 0 0 0 0.5 0.5 0 0 0.5 0.5 0 0 0.5 0.5 0.5 0.5 0 0 0 0 
0.5 1 1 0 0 0 0 0 0 0 0.5 0 0 0 0 0 0 0 0 0 0 0.25 0.25 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
0.3 1 1 0 1 0 0 0 0 0 0 0 0 0 0 0 0.25 0 0.25 0 0 0 0 0.5 0.5 0.25 0.75 0 0 0 0 0 0 0 0 0 0 0 0 
0.3 1 0 0 0 0 1 0 0 0 0 0 0 0 0 0.75 0.75 0 0 0 0 0 0 0 0 0 0 0 0 0.25 0.25 0 0 0.75 0.75 0 0 0 0 
0.5 1 0 0 0 0 0 0 0 0 0.5 0 0 0 0 0 0 0 0 0 0 0.75 0.75 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
0.5 1 1 0 0 0 0 0.5 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.25 0.25 0 0 0 0 0 0 0 0 0 0 
0.5 1 1 0 0 0 0 0 0 0 0.5 0 0 0 0 0 0 0 0 0 0 0.25 0.25 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
0.8 0.4 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.75 0.75 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
0.8 0.1 0 0 0 0 0 0 0 1 0 0 0 0 0 0.5 0.5 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.5 0.5 0 0 0 0 
0.4 1 0 0 0 0 0 0 0 0 0 0 0 0 1 0.25 0.25 0 0 0 0 0 0 0 0 0 0 0 0 0.25 0.25 0.25 0.25 0 0 0 0 0 0 
0.5 1 1 0 0 0.5 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.25 0.25 0.25 0.25 
0.5 1 1 0 0 0.5 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.25 0.25 0.25 0.25 
0.5 1 1 0 0 0 0.5 0 0 0 0 0 0 0 0 0.25 0.25 0 0 0 0 0 0 0 0 0 0 0.25 0.25 0 0 0 0 0 0 0 0 0 0 
0.5 1 1 0 0 0 0.5 0 0 0 0 0 0 0 0 0 0 0.25 0.25 0 0 0 0 0 0 0 0 0 0 0.25 0.25 0 0 0 0 0 0 0 0 
0.5 1 1 0 0 0 0 0 0.5 0 0 0 0 0 0 0.25 0.25 0 0 0.25 0.25 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
0.5 1 1 0 0 0 0 0 0 0.5 0 0 0 0 0 0 0 0 0 0 0 0.25 0.25 0 0 0 0 0 0 0.25 0.25 0 0 0 0 0 0 0 0 
0.5 1 1 0 0 0.5 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.25 0.25 0.25 0.25 
0.5 1 1 0 0 0 0 0 0 0.5 0 0 0 0 0 0 0 0 0 0 0 0.25 0.25 0 0 0 0 0 0 0.25 0.25 0 0 0 0 0 0 0 0 
0.5 0.6 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0.25 0.25 0 0 0 0 0.25 0.25 0 0 0.25 0.25 0.25 0.25 0 0 0 0 0 0 0 0 
0.7 1 1 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.5 0 0 0 0 0 0 0 0 0 
0.5 0.3 1 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.5 0 0.5 0.5 0 0 0 0 0 0 0 0 
0.5 1 1 0.5 0 0 0 0 0 0 0 0 0 0 0 0 0 0.25 0.25 0 0 0 0 0 0 0 0 0 0 0 0 0.25 0.25 0.25 0.25 0 0 0 0 
0.5 1 1 0 0.5 0 0 0 0 0 0 0 0 0 0 0.25 0.25 0 0 0 0 0 0 0.25 0.25 0.25 0.25 0 0 0 0 0 0 0 0 0 0 0 0 
0.2 0.1 1 0 0 0 0 0 0 1 0 0 0 0 0 0.5 0.5 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.5 0.5 0 0 0 0 0 0 
0.3 0.1 1 0 0 0 0 0 0 0 1 0 0 0 0 0.5 0.5 0.5 0.5 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
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0.5 1 1 0.5 0 0 0 0 0 0 0 0 0 0 0 0.25 0.25 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.25 0.25 0.25 0.25 0 0 0 0 
0.4 0.3 0 0 0 0 0 0 0 1 0 0 0 0 0 0.25 0.25 0 0 0 0 0.25 0.25 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
0.6 0.2 1 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
0.5 1 1 0 0 0 0 0 0.5 0 0 0 0 0 0 0 0 0.25 0.25 0 0 0.25 0.25 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
0.5 1 1 0 0 0 0 0 0 0.5 0 0 0 0 0 0 0 0 0 0.25 0.25 0 0 0 0 0 0 0.25 0.25 0 0 0 0 0 0 0 0 0 0 
0.5 1 1 0 0.5 0 0 0 0 0 0 0 0 0 0 0 0 0.25 0.25 0 0 0 0 0.25 0.25 0.25 0.25 0 0 0 0 0 0 0 0 0 0 0 0 
0.5 1 1 0.5 0 0 0 0 0 0 0 0 0 0 0 0.25 0.25 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.25 0.25 0.25 0.25 0 0 0 0 
0.5 1 0 0 0 0.5 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.75 0.75 0.75 0.75 
0.5 1 0 0 0 0 0 0 0.5 0 0 0 0 0 0 0 0 0.75 0.75 0 0 0.75 0.75 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
0.5 1 0 0 0 0 0 0 0 0.5 0 0 0 0 0 0 0 0 0 0.75 0.75 0 0 0 0 0 0 0.75 0.75 0 0 0 0 0 0 0 0 0 0 
0.5 1 0 0 0 0 0 0 0 0.5 0 0 0 0 0 0 0 0 0 0 0 0.75 0.75 0 0 0 0 0 0 0.75 0.75 0 0 0 0 0 0 0 0 
0.5 1 0 0 0 0 0.5 0 0 0 0 0 0 0 0 0 0 0.75 0.75 0 0 0 0 0 0 0 0 0 0 0.75 0.75 0 0 0 0 0 0 0 0 
0.5 1 0 0 0 0 0 0 0.5 0 0 0 0 0 0 0.75 0.75 0 0 0.75 0.75 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
0.6 1 0 0 0 0 0 0 0 0 0 0 1 0 0 0.25 0.25 0.25 0.25 0 0 0 0 0.25 0.25 0.25 0.25 0 0 0 0 0 0 0.25 0.25 0 0 0 0 
0.6 1 1 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.75 0 0.75 0 0 0 0 0 
1 0.1 1 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.5 0.5 0.5 0.5 0 0 0 0 0 0 0 0 0 0 0 0 
1 0.2 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0.5 0.5 0 0 0.5 0.5 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
0.3 1 1 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.5 0.5 0.5 0.5 0 0 0 0 0 0 0 0 0 0 0 0 
0.4 0.8 0 0 0 0 0 0 0 0 1 0 0 0 0 0.25 0.25 0 0 0.75 0.75 0.25 0.25 0.25 0.25 0 0.25 0.5 0 0 0 0 0 0 0 0 0 0 0 
0.5 1 1 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.5 0.5 0.5 0 0 0.5 0.5 0 0 0 0 0 0 0 0 0 0 0 0 
0.3 0.3 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0.5 0.5 0.5 0 0.5 0.5 0 0 0.5 0.5 0 0 0 0 0 0 0 0 0 0 0 0 
0.6 0.5 0 0 0 0 0 0 0 0 0 0 1 0 0 0.25 0.25 0 0 0 0 0 0 0.25 0.25 0 0 0 0 0 0 0.75 0.75 0.75 0.75 0 0 0 0 
0.5 0.6 0 0 0 0 0 0 0 0 1 0 0 0 0 0.75 0.75 0 0.5 0 0 0.25 0.25 0 0 0.75 0.75 0 0 0 0 0 0 0 0 0 0 0 0 
0.6 1 0 0 0 0 0 0 0 1 0 0 0 0 0 0.25 0.25 0.25 0.25 0.75 0 0 0 0.25 0.25 0.25 0.25 0 0 0 0 0 0.5 0.25 0.25 0 0 0 0 
0.5 1 o 0.5 0 0 0 0 0 0 0 0 0 0 0 0.75 0.75 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.75 0.75 0.75 0.75 0 0 0 0 
0.5 1 o 0.5 0 0 0 0 0 0 0 0 0 0 0 0 0 0.75 0.75 0 0 0 0 0 0 0 0 0 0 0 0 0.75 0.75 0.75 0.75 0 0 0 0 
0.5 1 0 0 0.5 0 0 0 0 0 0 0 0 0 0 0.75 0.75 0 0 0 0 0 0 0.75 0.75 0.75 0.75 0 0 0 0 0 0 0 0 0 0 0 0 
0.5 1 0 0 0 0 0.5 0 0 0 0 0 0 0 0 0 0 0.75 0.75 0 0 0 0 0 0 0 0 0 0 0.75 0.75 0 0 0 0 0 0 0 0 
0.5 1 0 0 0 0 0 0 0.5 0 0 0 0 0 0 0.75 0.75 0 0 0.75 0.75 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
0.5 1 0 0 0.5 0 0 0 0 0 0 0 0 0 0 0 0 0.75 0.75 0 0 0 0 0.75 0.75 0.75 0.75 0 0 0 0 0 0 0 0 0 0 0 0 
0.3 0 1 0 0 0 0 0 0 0 0 0 0 0 1 0.25 0.5 0.5 0.5 0 0.5 0 0 0 0 0.5 0.5 0 0.5 0 0 0 0 0.5 0.5 0 0 0 0 
0.8 0.3 1 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0.5 0.5 0 0 0.5 0.5 0 0 0.5 0.5 0.5 0.5 
0.6 0.8 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0.5 0.5 0 0 0.5 0.5 0.5 0.5 0.5 0.5 0 0 0 0 0 0 0 0 0 0 0 0 
0.6 0.1 0 0 0 1 0 0 0 0 0 0 0 0 0 0.5 0.5 0.5 0.5 0.5 0.5 0 0 0.5 0.5 0.5 0.5 0 0 0 0 0 0 0.5 0.5 0 0 0 0 
0.4 1 0 0 0 0 0 0 0 0 0 0 0 1 0 0.25 0.25 0.25 0.25 0 0.25 0.25 0.25 0.25 0.25 0 0 0 0 0 0 0 0 0 0 0.75 0.75 0.75 0.75 
1 0.5 0 0 0 0 0 0 1 0 0 0 0 0 0 0.5 0.5 0 0 0 0 0 0 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0 0 0 0 0 0 0 
0.3 0.3 0 0 0 0 0 0 0 0 0 1 0 0 0 0.75 0.75 0.75 0.75 0.75 0.75 0.75 0.75 0.75 0.75 0 0 0 0 0 0 0.75 0.75 0 0 0.75 0.75 0.75 0.75 
0.8 1 0 0 0 0 0 0 0 0 0 0 0 0 1 0.75 0.25 0.75 0.25 0.75 0 0 0 0.25 0.25 0.75 0.75 0.75 0.75 0 0 0.75 0.75 0.75 0.75 0.75 0.75 0.75 0.75 
0.4 0.8 0 0 0 0 0 0 1 0 0 0 0 0 0 0.25 0.25 0.25 0.25 0 0 0 0 0.25 0.25 0.75 0.75 0.75 0.75 0.25 0.25 0.25 0.25 0 0.25 0 0 0 0 
0.5 0.2 1 0 0 0 0 0 0 0 0 1 0 0 0 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0 0 0 0 0 0.5 0 0.5 0.5 0 0 0 0 0.5 0.5 0.5 0.5 
0.6 0.3 0 0 0 1 0 0 0 0 0 0 0 0 0 0.75 0.75 0.75 0.75 0.75 0.75 0.25 0.25 0.75 0.75 0.75 0.75 0 0 0 0 0 0 0.75 0.75 0 0 0.25 0.25 
1 1 0 0 0 0 0 0 0 0 0 0 0 1 0 0.25 0.25 0.25 0.25 0.75 0.75 0.25 0.25 0.75 0.75 0 0 0 0 0.75 0.75 0 0 0 0 0.75 0.75 0.75 0.75 
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0.8 0.2 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0 0 0 0 0.5 0.5 0.5 0.5 0.5 0.5 
0.2 1 1 0 0 0 0 0 1 0 0 0 0 0 0 0.25 0.25 0.75 0.75 0 0 0 0 0 0 0.75 0.75 0.75 0.75 0.75 0.75 0.75 0.75 0.75 0.75 0 0 0 0 
0.6 1 0 0 0 0 0 0 0 0 0 0 0 0 1 0.75 0.75 0.75 0.75 0.75 0.75 0 0 0.25 0.25 0.75 0.75 0 0 0 0 0.75 0.75 0.75 0.75 0.75 0.75 0.75 0.75 
0.8 0.7 0 0 0 0 0 0 0 0 0 1 0 0 0 0.75 0.75 0.75 0.75 0 0 0.75 0.75 0.75 0.75 0 0 0.75 0.75 0.75 0.75 0.75 0.75 0 0 0.75 0.75 0.75 0.75 
1 0.6 0 0 0 0 0 0 0 0 0 1 0 0 0 0.75 0.75 0.75 0.75 0.25 0.25 0.75 0.75 0.75 0.75 0 0 0.75 0.75 0.75 0.75 0.75 0.75 0 0 0.75 0.75 0.75 0.75 
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Legend for the Appendix B.l tables 
Col. No Parameter Description 
1 Time, Time Scaled from 0 to 1 as per equation 6.1 
2 duration if duration> 1 day = 1, otherwise = no of hours124 
3 type of day "0" if week day and" 1 " if weekend day 
4-15 Describe link events, "OS' bandwidth change and" 1.0" link shut down 
4 London - Edinburgh link 
5 Edinburgh - Paris link 
6 Paris - Madrid link 
7 Madrid - Rome link 
8 Rome - Athens link 
9 Athens - Helsinki link 
10 Helsinki - Berlin link 
11 Berlin - London - link 
12 Edinburgh - Switch link 
13 Madrid - Switch link 
14 Athens - Switch link 
15 Berlin - Switch link 
16-36 Describe the status of monitored paths at the two event edges 
0.25 = Step, 0.50 = TOD, 0.75 = Step up + TOD up 
16 First edge of the path between monitor station 1 monitor station 2 
17 Second edge of the path between monitor station 1 monitor station 2 
18 First edge of the path between monitor station 2 monitor station 1 
19 Second edge of the path between monitor station 2 monitor station 1 
20 First edge of the path between monitor station 1 monitor station 3 
21 Second edge of the path between monitor station 1 monitor station 3 
22 First edge of the path between monitor station 3 monitor station 1 
23 Second edge of the path between monitor station 3 monitor station 1 
24 First edge of the path between monitor station 1 monitor station 4 
25 Second edge of the path between monitor station 1 monitor station 4 
26 First edge of the path between monitor station 4 monitor station 1 
27 Second edge of the path between monitor station 4 monitor station 1 
28 First edge of the path between monitor station 2 monitor station 3 
29 Second edge of the path between monitor station 2 monitor station 3 
30 First edge of the path between monitor station 3 monitor station 2 
31 Second edge of the path between monitor station 3 monitor station 2 
32 First edge of the path between monitor station 2 monitor station 4 
33 Second edge of the path between monitor station 2 monitor station 4 
34 First edge of the path between monitor station 4 monitor station 2 
35 Second edge of the path between monitor station 4 monitor station 2 
36 First edge of the path between monitor station 3 monitor station 4 
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37 Second edge of the path between monitor station 3 monitor station 4 
38 First edge of the path between monitor station 4 monitor station 3 
39 Second edge of the path between monitor station 4 monitor station 3 
161 
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1 0.4 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
0.5 1 0 0.5 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.75 0.75 0.75 0.75 0 0 0 0 0.75 0.75 0 0 0 0 0 0 
0.3 0.17 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
0.1 0.290 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.25 0.25 0 0 0 0 0 0 0 0 0 0 0 0 
0.5 0.17 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.25 0.25 0 0 
0.5 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
0.4 0.17 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0.25 0.25 0 0 0.25 0.25 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
0.8 0.17 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.25 0.25 0.25 0.25 0 0 0 0 
0 1 1 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
0.9 0.17 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.5 0.5 0 0 0 0 0 0 
0.7 1 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.25 0.25 0 0 0 0 0 0 0 0 0 0 0 0 
0.5 1 0 0 0 0 0 0 0 0 0.5 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.25 0.25 0.25 0.25 0.25 0.25 
0.9 0.21 1 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0.5 0.5 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
0.5 1 1 0 0 0 0 0 0.5 0 0 0 0 0 0 0 0 0 0 0 0 0.25 0.25 0 0 0 0 0.25 0.25 0.25 0.25 0 0 0 0 0 0 0 0 
0.5 1 1 0.5 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.25 0.25 0.25 0.25 0 0 0 0 0.25 0.25 0 0 0 0 0 0 
0.1 0.4 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
0.5 1 1 0 0.5 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.25 0.25 0.25 0.25 0.25 0.25 0 0 0 0 0 0 0 0 0 0 0 0 
0.2 0.46 1 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
0.5 1 1 0 0.5 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.25 0.25 0 0 0.25 0.25 0.25 0.25 0 0 0 0 0 0 0 0 0 0 0 0 
0.1 1 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0.25 0.25 0.25 0.25 0.25 0.25 0.25 0.25 0 0 0 0 0.25 0.25 0.25 0.25 0.25 0.25 0 0 0 0 
0 0.9 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
0.5 1 1 0 0 0.5 0 0 0 0 0 0 0 0 0 0.25 0.25 0.25 0.25 0.25 0.25 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
0.5 1 1 0 0 0 0.5 0 0 0 0 0 0 0 0 0.25 0.25 0.25 0.25 0 0 0 0 0 0 0 0 0 0 0 0 0.25 0.25 0 0 0 0 0 0 
0 0.2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
0.5 1 1 0 0 0 0.5 0 0 0 0 0 0 0 0 0.25 0.25 0.25 0.25 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.25 0.25 0 0 0 0 
0.5 1 1 0 0 0 0 0 0 0.5 0 0 0 0 0 0 0 0 0 0 0 0.25 0.25 0 0 0 0 0 0 0 0 0 0 0 0 0.25 0.25 0.25 0.25 
0.5 1 1 0 0 0 0 0.5 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.25 0.25 0.25 0.25 0 0 0.25 0.25 0 0 0 0 
0.5 1 1 0 0 0 0 0 0 0.5 0 0 0 0 0 0 0 0 0 0.25 0.25 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.25 0.25 0.25 0.25 
0.5 1 1 0 0 0.5 0 0 0 0 0 0 0 0 0 0.25 0.25 0.25 0.25 0 0 0.25 0.25 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
0.5 1 1 0 0 0 0 0 0 0 0.5 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.25 0.25 0 0 0.25 0.25 0.25 0.25 
0.5 1 1 0.5 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.25 0.25 0.25 0.25 0 0 0 0 0 0 0.25 0.25 0 0 0 0 
0.5 1 1 0 0 0 0 0.5 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.25 0.25 0.25 0.25 0.25 0.25 0 0 0 0 0 0 
0.5 1 1 0 0 0.5 0 0 0 0 0 0 0 0 0 0.25 0.25 0.25 0.25 0 0 0.25 0.25 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
0.5 1 1 0 0 0 0 0.5 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.25 0.25 0.25 0.25 0.25 0.25 0 0 0 0 0 0 
0.5 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
0.5 1 1 0 0 0 0 0 0 0.5 0 0 0 0 0 0 0 0 0 0 0 0.25 0.25 0 0 0 0 0 0 0 0 0 0 0 0 0.25 0.25 0.25 0.25 
0.7 1 0 0 1 0 0 0 0 0 0 0 0 0 0 0.25 0.25 0.75 0.75 0.25 0.25 0.75 0.75 0.25 0.25 0.75 0.75 0.25 0.25 0.25 0.25 0 0 0 0 0 0 0 0 
0.6 0.42 0 0 0 0 0 0 0 0 0 1 0 0 0 0.25 0.25 0.25 0.25 0.25 0.25 0.25 0.25 0.25 0.25 0 0 0.25 0.25 0 0 0 0 0 0 0 0 0 0 
0.3 1 0 0 0 0 0 0 1 0 0 0 0 0 0 0.25 0.25 0.25 0.25 0.25 0.25 0.25 0.25 0.25 0.25 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
0.8 1 0 0 0 0 1 0 0 0 0 0 0 0 0 0.25 0 0 0 0 0.25 0 0 0 0.25 0 0 0.25 0.25 0.25 0.25 0 0 0.25 0.25 0 0 0 0 
0.8 1 0 1 0 0 0 0 0 0 0 0 0 0 0 0.25 0.25 0.25 0.25 0.25 0.25 0.25 0 0.25 0.25 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
0.5 0.25 0 0 0 0 0 0 0 0 0 0 1 0 0 0.25 0.25 0.25 0.25 0.25 0.25 0.25 0.25 0.25 0.25 0 0 0.25 0.25 0.25 0.25 0 0 0 0 0 0 0 0 
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Appel1dix'B~2'Delay Data Exceptions Generated froin: the Test Networks 2 of Fig (6.2) ( cont:: » .' . :-' ...... ..,~ ... ~. " r":-
0.9 0.88 1 0 0 0 0 1 0 0 0 0 0 0 0 0.25 0.25 0.25 0.25 0.25 0.25 0 0 0.25 0.25 0 0 0.25 0.25 0 0 0 0 0 0 0 0 0 0 
0.2 0.29 0 1 0 0 0 0 0 0 0 0 0 0 0 0.25 0.25 0.25 0.25 0 0 0.25 0.25 0 0 0 0 0.25 0.25 0 0 0 0 0.25 0.25 0 0 0 0 
0.3 0.54 0 0 0 0 0 0 0 0 0 0 1 0 0 0.25 0.25 0.25 0.25 0.25 0.25 0.25 0.25 0.25 0.25 0 0 0.25 0.25 0.25 0.25 0 0 0 0 0 0 0 0 
004 0.42 0 0 0 0 0 0 0 0 1 0 0 0 0 0.5 0.5 0 0 0.25 0.25 0 0 0.5 0.5 0 0 0.25 0.25 0.25 0.25 0 0 0 0 0 0 0 0 
0.5 1 1 0 0 0 0 0 0.5 0 0 0 0 0 0 0 0 0 0 0.25 0.25 0 0 0 0 0 0 0.25 0.25 0.25 0.25 0 0 0 0 0 0 0 0 
0.1 1 0 0 0 0 1 0 0 0 0 0 0 0 0 0.25 0.25 0 0 0.25 0.25 0.25 0.25 0.25 0.25 0 0 0.25 0.25 0.25 0.25 0 0.25 0.25 0.25 0 0 0 0 
o 0.17 0 0 0 0 0 0 1 0 0 0 0 0 0 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
0.5 1 0 0.5 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.75 0.75 0.75 0.75 0 0 0 0 0 0 0.75 0.75 0 0 0 0 
0.5 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
0.5 1 0 0 0.5 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.75 0.75 0.75 0.75 0.75 0.75 0 0 0 0 0 0 0 0 0 0 0 0 
0.5 0.92 1 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0.75 0.75 0.75 0.75 0 0 0 0 0.75 0.75 0.75 0.75 0 0 0 0 0.75 0.75 0.75 0.75 
0.5 1 0 0 0.5 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.75 0.75 0 0 0.75 0.75 0.75 0.75 0 0 0 0 0 0 0 0 0 0 0 0 
0.5 1 0 0 0 0.5 0 0 0 0 0 0 0 0 0 0.75 0.75 0.75 0.75 0.75 0.75 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
0.5 1 0 0 0 0 0 0.5 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.75 0.75 0.75 0.75 0.75 0.75 0 0 0 0 0 0 
0.7 0.42 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0.75 0.75 0.75 0.75 0 0 0 0 0.75 0.75 0.75 0.75 0 0 0 0 0.75 0.75 0.75 0.75 
0.5 1 0 0 0 0 0 0.5 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.75 0.75 0.75 0.75 0 0 0.75 0.75 0 0 0 0 
0.5 1 0 0 0 0 0 0 0.5 0 0 0 0 0 0 0 0 0 0 0.75 0.75 0 0 0 0 0 0 0.75 0.75 0.75 0.75 0 0 0 0 0 0 0 0 
0.5 1 0 0 0 0 0.5 0 0 0 0 0 0 0 0 0.75 0.75 0.75 0.75 0 0 0 0 0 0 0 0 0 0 0 0 0.75 0.75 0 0 0 0 0 0 
0.5 1 0 0 0 0 0 0 0.5 0 0 0 0 0 0 0 0 0 0 0 0 0.75 0.75 0 0 0 0 0.75 0.75 0.75 0.75 0 0 0 0 0 0 0 0 
0.5 1 0 0 0 0 0 0 0 0.5 0 0 0 0 0 0 0 0 0 0.75 0.75 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.75 0.75 0.75 0.75 
0.5 1 0 0 0 0.5 0 0 0 0 0 0 0 0 0 0.75 0.75 0.75 0.75 0 0 0.75 0.75 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
0.5 1 0 0 0 0 0 0 0 0.5 0 0 0 0 0 0 0 0 0 0 0 0.75 0.75 0 0 0 0 0 0 0 0 0 0 0 0 0.75 0.75 0.75 0.75 
0.5 1 0 0 0 0 0 0 0 0 0.5 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.75 0.75 0 0 0.75 0.75 0.75 0.75 
0.5 1 0 0 0.5 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.75 0.75 0.75 0.75 0.75 0.75 0 0 0 0 0 0 0 0 0 0 0 0 
0.5 1 0 0 0 0 0.5 0 0 0 0 0 0 0 0 0.75 0.75 0.75 0.75 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.75 0.75 0 0 0 0 
0.5 1 0 0 0 0 0 0 0.5 0 0 0 0 0 0 0 0 0 0 0.75 0.75 0 0 0 0 0 0 0.75 0.75 0.75 0.75 0 0 0 0 0 0 0 0 
0.3 0.750 0 0 0 0 0 0 0 0 1 0 0 0 0.25 0.25 0.25 0.25 0 0 0.75 0.75 0.25 0.25 0 0 0 0 0 0 0.25 0.25 0.25 0.25 0.25 0.25 0 0 
0.3 1 1 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0.25 0.25 0 0.5 0.5 0.5 0.25 0.25 0.25 0.25 0.25 0.25 0 0 0 0 0 0 0 0 
0.6 0.17 0 0 0 0 0 0 1 0 0 0 0 0 0 0.5 0.5 0.5 0.5 0 0 0.5 0.5 0.5 0.5 0 0 0 0 0 0 0.5 0.5 0 0 0 0 0 0 
0.1 0.250 0 0 1 0 0 0 0 0 0 0 0 0 0.75 0.75 0.5 0.5 0.75 0.75 0 0 0.75 0.75 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
0.1 1 1 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0.5 0.5 0.5 0.5 0 0 0 0 0.5 0.5 0 0 0.5 0.5 0 0 0 0 0 0 
0.9 1 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0.25 0.25 0.25 0.25 0.75 0.75 0.75 0.75 0 0 0 0 0 0 0.25 0.25 
0.2 0.79 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0.25 0.25 0 0 0 0 0 0 0.75 0.75 0.75 0.75 0.75 0.75 0.25 0.25 0 0 0 0 
0.5 1 1 0 0 0 0 0 0 0 0.5 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.75 0.75 0 0 0.75 0.75 0.75 0.75 
0.5 1 1 0.5 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.25 0.25 0.25 0.25 0 0 0 0 0 0 0.25 0.25 0 0 0 0 
0.5 1 1 0 0 0 0 0 0 0 0.5 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.75 0.75 0 0 0.75 0.75 0.75 0.75 
0.2 1 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0.25 0 0.25 0 0 0 0 0 0.75 0.75 0.75 0.75 0.5 0.5 0 0 0.25 0.25 0.25 0.25 
o 0.25 1 0 0 1 0 0 0 0 0 0 0 0 0 0.75 0.75 0.5 0.5 0.75 0.75 0 0 0.75 0.75 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
0.1 1 0 0 1 0 0 0 0 0 0 0 0 0 0 0.25 0.25 0.75 0.75 0.25 0.25 0.75 0.75 0.25 0.25 0.75 0.75 0.25 0.25 0.25 0.25 0 0 0 0 0 0 0 0 
0 1 0 0 0 1 0 0 0 0 0 0 0 0 0 0.75 0.75 0.75 0.75 0.75 0.75 0.25 0.25 0.75 0.75 0 0 0.25 0.25 0.25 0.25 0.25 0.25 0.25 0.25 0 0 0 0 
0.5 1 0 0 0 0 0.5 0 0 0 0 0 0 0 0 0.75 0.75 0.75 0.75 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.75 0.75 0 0 0 0 
0.8 1 1 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0.75 0.75 0.75 0.75 0 0 0 0 0.75 0.75 0.75 0.75 0 0 0 0 0.75 0.75 0.75 0.75 
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