Abstract--In this paper, a theory of discrete vector Sturm-Liouville theory for second-order problems where coefficients of the difference equation are scalar and the boundary conditions are not self-adjoint is developed. Eigenstructure, orthogonality, and eigenfunctions expansion are studied and an illustrative example is included.
INTRODUCTION
Discrete scalar Sturm-Liouville problems are well studied [1] . The theory for vector case is not so well developed, although for the self-adjoint case results are known in the literature, see [2, 3] . In the last few years, non-self-adjoint discrete Sturm-Liouville problems of the form where the unknown H(k) is an m-dimensional vector in R "~, F and L are matrices in R mx'~, not necessarily symmetric, a and 7 are real numbers with 7 > 0 and A is a real parameter, appear in several situations when one uses a discrete separation of variables method for constructing numerical solutions of strongly coupled mixed partial-differential systems, see [4] [5] [6] [7] [8] . In such papers, some eigenvalues and eigenfunctions are obtained using certain underlying scalar discrete Sturm-Liouville problems and assuming the existence of real eigenvalues for certain matrices related to the matrix coefficients arising in the boundary conditions. However, no information is given about other eigenvalues and eigenfunctions, and unnecessary hypothesis seem to be assumed due to the lack of an appropriate discrete vector Sturm-Liouville theory adapted to problems with non-self-adjoint boundary conditions. This paper is organized as follows. Section 2 deals with the existence and construction of the eigenpairs of problem (1.1)-(1.3). In Section 3, an inner product is introduced which permits to construct an orthogonal basis in the eigenfunctions space and to obtain finite Fourier series expansions in terms of eigenfunctions. Section 4 includes a detailed example.
H(k +
Throughout this paper, the set of all eigenvalues of a matrix S E R "~×'~ is denoted by a(S) and S T denotes the transpose of S. If S = S T, then S is called symmetric and its eigenvalues are real numbers. Finally, if V c ]~'~, we denote by LIN(V) the linear hull of V.
EIGENSTRUCTURE
We begin this section by recalling some definition and introducing some convenient notation. 
{S(k)}Y=o w LIN({f(k)P1}N_o
Observe that the associated algebraic characteristic equation of (1.1) is This condition can be expressed in terms of generalized inverses of matrices and for a given value of z can be easily checked, see Lemma 1 of [8] .
If in equation (1.1), we replace 7 2 by 7 with 7 < 0, results of Theorem 2.1 remain true replacing 72 by 7 in all conclusions.
Let us consider now the case A = 0 corresponding to the eigenvalues A = -a 4-2 7. (2.13)
In this case, the double roots of (2.2) are z = ±7, and the solutions H = {H(k)}N=o are generated by functions of the form • If 1/7 e V(F, L) and NI(7) # {0}, then (-~ + 27, {Tk}~=0Ni (7) -27-a < A < 27-a.
H1 (k) = 7kQ, H3 (h) = kTkQ,
In this case, equation (2.2) has two conjugate complex roots given by 
)/~/N e ¢(L).
Summarizing the following result has been proved. THEOREM 2.2. Let Nii(z) be defined by (2.16 ).
• Assume that NII (7) Note that eigenpairs corresponding to functions H1,//2, described in Corollary I are of Type I while those corresponding to functions//3,/-/4 are of Type II.
Finally, we consider the case A < 0, corresponding to the values of ;~ such that ]a + ;q < 27 or This 0 is related to )` by the expression '7 cos 0 = (c~ + )`)/2, coming from the equation zo + Zl : '7(e i° + e -i°) = a + )`.
By (2.19), the solutions of (1.1) are generated by functions of the form H1 (k) = 'Tk sin (kO) P, H2 (k) = "Tk cos(k0)q, has eigenpairs defined by Table 3 . Table 4 . 
20). By imposing to H2(k) = "7 ~ cos(kO)Q that satisfies (1.2) and (1.3), one gets that vector Q must verify Q = FTcos(O)Q, 7 N-1 cos((g -1)8)Q = L7 g cos(NO)Q, or Tcos(0) F-I] P=0, C(O) =Tcos(gO)L-cos((Y-
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Then, a set of eigenpairs of the Sturm-Liouville problem (1.1)-(1.3) is contained in

The Sturm-Liouville problem (1.1)-(1.3) admits nontriviaI solutions if and only if ~ ¢ O. 2. If or # O, every eigenfunction of probIem (1.1)-(1.3) is a linear combination of the eigenfunctions of B.
Taking into account notation (2.1), in the following, we only consider the subset of eigenk N functions of B of the form {f( )P}k=o, where P belongs to a basis of the corresponding vector subspace. The eigenfunctions of this form generates B.
ORTHOGONALITY AND EIGENFUNCTION EXPANSIONS
Consider the notation of Section 2 and denote by SL(F, L) the vector space of the solutions of Sturm-Liouville problem (1.1)-(1.3) that by Theorem 2.5 is the set of all linear combinations of eigenfunctions of B. The aim of this section is to obtain an explicit representation of a given function N {f(k)}k= o in SL(F, L) in terms of eigenfunctions of B. This task implies solving a linear system but having some orthogonal structure in B, we would determine the coefficients of the linear expansion as Fourier coefficients which are much more interesting from a computational point of view. A possible orthogonal structure of SL(F, L) is available using Gram-Schmidt orthogonalization method to the set of eigenfunctions B given in Theorem 2.5, however this method is computationally expensive and it seems more interesting to endow to B of an inner product structure which recover the properties of scalar discrete Sturm-Liouville problems, see [1, pp. 664-666] .
Consider the usual inner product in [~'~, i.e., {., . PROOF. By definition (3.1) Thus, the family of eigenfunctions {T1, T2,..., ~-10}, is orthogonal.
