Given a torsion-free p-adic analytic pro-p group G with dim(G) < p, we show that the selfsimilar actions of G on regular rooted trees can be studied through the virtual endomorphisms of the associated Z p -Lie lattice. We explicitly classify 3-dimensional unsolvable Z p -Lie lattices for p odd, and study their virtual endomorphisms. Together with Lazard's correspondence, this allows us to classify 3-dimensional unsolvable torsion-free p-adic analytic pro-p groups for p 5, and to determine which of them admit a faithful self-similar action on a p-ary tree. In particular, we show that no open subgroup of SL 
Introduction
The class of groups that admit a faithful self-similar action on some regular d-ary rooted tree T d (cf. [Nek05] ) contains many interesting and important examples such as the Grigorchuk 2-group [Gri80] , the Gupta-Sidki p-groups [GS83] , the affine groups Z n ⋊ GL n (Z) [BS98] (see also [NS04] ), groups obtained as iterated monodromy groups of self-coverings of the Riemann sphere by post-critically finite rational maps [Nek05] , and so on (see, for instance, [Nek05] and references therein). Recently there has been an intensive study on the self-similar actions of other important families of groups including abelian groups [BS10] , finitely generated nilpotent groups [BS07] , arithmetic groups [Kap12] and groups of type FP n [KS17] . Despite such an active research on the topic of self-similarity in recent years, very little is known about the self-similar actions of pro-p groups. In this context one may ask the following question.
Question. Which pro-p groups admit a faithful self-similar action on a regular rooted p-ary tree?
The pro-2 completion of the Grigorchuk group coincides with its topological closure as a subgroup of Aut(T 2 ), so it is an example of a pro-2 group that admits a self-similar action on a binary tree. For similar reasons, the pro-p completions of the Gupta-Sidki p-groups admit self-similar actions on a p-ary tree. Self-similar actions of some classes of finite p-groups where studied in [Sun11] and [BFFV16] . A very important class of pro-p groups is the class of p-adic analytic pro-p groups. Although for free abelian pro-p groups of finite rank it is not difficult to construct faithful self-similar actions on a p-ary tree, in general not much is known about p-adic analytic pro-p groups with such actions.
The main goal of the present paper is to study the self-similar actions of torsion-free padic analytic pro-p groups. It is not difficult to see that every non-trivial torsion-free p-adic analytic pro-p group of dimension at most 2 admits a faithful self-similar action on a p-ary tree (see Proposition 1.6); note that all of these groups are solvable. In dimension 3, where the first examples of unsolvable torsion-free p-adic analytic pro-p groups appear, the situation changes drastically. Our focus is on the study of self-similar actions of these groups, and we use Lie-theoretic methods. These methods are based on Lazard's correspondence [Laz65] , an isomorphism between the category of saturable pro-p groups and the category of saturable Lie lattices over Z p .
In general, we say that a group G is self-similar of index d if G admits a faithful selfsimilar action on T d that is transitive on the first level; moreover, we say that G is self-similar if it is self-similar of some index d. This kind of actions may be studied through the notion of virtual endomorphism (see [Nek02] , for instance). A virtual endomorphism of G is a group morphism ϕ : D → G where D G is a subgroup of finite index; the index of ϕ is defined to be the index of D in G. A virtual endomorphism is said to be simple if there are no non-trivial normal subgroups of G that are ϕ-invariant. We point out two key facts. The first one is that a group G is self-similar of index d if and only if it admits a simple virtual endomorphism of index d. The second one is that the notion of simple virtual endomorphism may be translated to the context of Lie lattices. More precisely, given an n-dimensional Lie lattice L over Z p , a virtual endomorphism of L is a Lie algebra morphism ϕ : M → L where M ⊆ L is a subalgebra of dimension n; the index of ϕ is defined to be the index of M in L. A virtual endomorphism ϕ : M → L is called simple if there are no non-trivial ideals of L that are ϕ-invariant. Moreover, we say that L is self-similar of index d if L admits a simple virtual endomorphism of index d. Using Lazard's correspondence and results from [GK09] , it is possible to prove the following proposition, which, in this context, is the key fact that connects the group setting with the Lie-algebra setting.
Proposition A Let p be a prime and k ∈ N. Let G be a saturable p-adic analytic pro-p group of dimension dim(G) p (this holds, for instance, if G is a torsion-free p-adic analytic pro-p group of dimension dim(G) < p). Let L G be the Z p -Lie lattice associated with G. Then G is a self-similar group of index p k if and only if L G is a self-similar Lie lattice of index p k .
In [GK09] , González-Sánchez and Klopsch proved that any torsion-free p-adic analytic pro-p group G of dimension dim(G) < p is saturable, and that such groups correspond bijectively to residually nilpotent Z p -Lie lattices. Using this fact and the above proposition, it is possible to classify such groups and give their self-similarity properties, provided that one is able to do so for the corresponding Lie lattices, an easier task due to their linear nature. With this in mind, we prove a sequence of theorems on Z p -Lie lattices for p odd. First of all, we give an explicit classification up to isomorphism of 3-dimensional unsolvable Lie lattices L over Z p (Theorem 2.31), complementing the classification of 3-dimensional solvable Lie lattices provided in [GK09] .
The same theorem determines exactly which unsolvable Lie lattices are self-similar of index p. Next, we establish that, if L ⊗ Zp Q p ≃ sl 2 (Q p ) then L is self-similar of some index p k , and we give estimates for the self-similarity index of L, namely, for the least value of such p k (Theorem 2.32); moreover, we prove the self-similarity of some notable subalgebras of sl 2 (Z p ) (Theorem 2.33). From the other side, we establish that, if L ⊗ Zp Q p ≃ sl 1 (D p ) then L is not self-similar of index p (Theorem 2.34). We believe that such L's are not self-similar of any index (Conjecture 2.35). Observe that sl 2 (Q p ) and sl 1 (D p ) represent the two isomorphism classes of 3-dimensional unsolvable Q p -Lie algebras (for p odd), where D p is a central simple Q p -division algebra of index 2.
Combining Proposition A with our results on Lie lattices we get the main result of the paper.
Theorem B Let p 5 be a prime, and fix ρ ∈ Z * p not a square modulo p. The following is a complete and irredundant list of 3-dimensional unsolvable torsion-free p-adic analytic pro-p groups, up to isomorphism:
(1) The pro-p group G 1 (s 0 , s 1 , s 2 , ε 1 , ε 2 ), for 0 s 0 < s 1 < s 2 and ε 1 , ε 2 ∈ {0, 1}, associated with the Z p -Lie lattice presented by:
(2) The pro-p group G 2 (s 0 , s 2 , ε 1 ), for 1 s 0 < s 2 and ε 1 ∈ {0, 1}, associated with the Z p -Lie lattice presented by:
(3) The pro-p group G 3 (s 0 , s 1 , ε 2 ), for 0 s 0 < s 1 and ε 2 ∈ {0, 1}, associated with the Z p -Lie lattice presented by:
(4) The pro-p group G 4 (s 0 ), for 1 s 0 , associated with the Z p -Lie lattice presented by:
Moreover, we have:
(1) G 1 (s 0 , s 1 , s 2 , ε 1 , ε 2 ) is not self-similar of index p.
(2) G 2 (s 0 , s 2 , ε 1 ) is self-similar of index p if and only if ε 1 = 0.
(3) G 3 (s 0 , s 1 , ε 2 ) is self-similar of index p if and only if ε 2 = 0.
(4) G 4 (s 0 ) is self-similar of index p.
Let p be an odd prime. The groups SL △ 2 (Z p ) and SL 1 1 (∆ p ), which are Sylow pro-p subgroups of SL 2 (Z p ) and of SL 1 (∆ p ) respectively, play a special role in the theory of pro-p groups (cf. Remark A.1; see also Remarks A.2 and A.3). In particular, any 3-dimensional unsolvable torsionfree p-adic analytic pro-p group is isomorphic to an open subgroup of exactly one of the groups SL △ 2 (Z p ) and SL 1 1 (∆ p ). The following two theorems present a dichotomy, with respect to selfsimilarity, among the open subgroups of these two groups; moreover, we believe that the ensuing conjecture is true. The self-similarity index of a pro-p group G is defined to be the least power of p, say p k , such that G is self-similar of index p k .
Theorem C Let p be a prime.
(
is self-similar. The self-similarity index of each of these groups G is estimated in Table 1 (page 23) 
(2) (a) For p 5, the group SL △ 2 (Z p ) and the terms γ k (SL △ 2 (Z p )), k 1, of its lower central series are self-similar of index p.
We also prove that if p 3 and G is a compact p-adic analytic group whose associated Q p -Lie algebra is isomorphic to sl 2 (Q p ) then G is self-similar (Corollary 3.2).
Theorem D Let p be a prime.
Observe that, in order to prove the conjecture, it suffices to prove that SL 1 1 (∆ p ) is not selfsimilar for p 5 and that SL 2 1 (∆ 3 ) is not self-similar (cf. Corollary 1.5). The proofs of the main theorems may be found in Section 3. Self-similar actions of 3-dimensional solvable torsion-free p-adic analytic pro-p groups will be treated in an upcoming paper.
General notation. The set of natural numbers N = {0, 1, 2, ...} is assumed to contain 0. If R is a commutative ring (Z p or Q p , in this paper) we denote by gl n (R) the set of n × n matrices with coefficients in R, and by GL n (R) the subset of matrices that are invertible over R. A square matrix with coefficients in R is called non-degenerate if its determinant is not zero (regardless whether the matrix is invertible over the given ring or not). We write diag(a 1 , ..., a n ) for a diagonal matrix with diagonal entries a 1 , ..., a n . For the commutator of two elements x, y of a group G, we use the convention [x, y] = x −1 y −1 xy. As customary, H G denotes a subgroup of G; the index of H in G is denoted by [G : H] . For the lower central series we use the convention
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Contents
Let d 1 be an integer, and let X := {0, ..., d − 1}, a finite set with d elements. We denote by T d the (regular) rooted tree associated with the alphabet X. The vertices of T d are the finite words in X; with a slight abuse of notation, we write v ∈ T d when v is such a word. There is an edge of T d exactly between vertices of type v and vx, for v ∈ T d and x ∈ X. The empty word is the root of T d . The automorphism group Aut(T d ) has a natural topology that makes it profinite. With any g ∈ Aut(T d ) and any v ∈ T d there is an associated restriction g |v ∈ Aut(T d ); a special role is played by the restrictions g |x , where x ∈ X is viewed as a word of length one. For a left action G × T d → T d of a group G on T d by rooted tree isomorphisms, we use the notation g · v for the result of the action of g ∈ G on v ∈ T d . An action is said to be transitive on the first level (respectively, level transitive) if for all x, y ∈ X (respectively, for all v, w ∈ T d of the same length) there exists g ∈ G such that y = g · x (respectively, w = g · v). An action is said to be self-similar if for all g ∈ G and x ∈ X there exists h ∈ G such that for all v ∈ T d we have g · xv = (g · x)(h · v), where the right-hand side is a juxtaposition of words. Definition 1.1 Let G be a group.
(1) If d 1 is an integer, we say that G is self-similar of index d if and only if G admits a faithful self-similar action on T d that is transitive on the first level.
(2) We say that G is self-similar if and only if G is self-similar of some index d 1.
(3) The self-similarity index σ(G) of a self-similar group G is defined to be the least integer d 1 such that G is self-similar of index d. In case G is not self-similar, we put σ(G) := ∞.
There is a natural problem associated with the notion of self-similarity: given an integer d 1 and a group G, establish if G is self-similar of index d. Observe that if G is a self-similar pro-p group of index d then d is a power of p (Proposition 1.4 and [DDMS03, Lemma 1.18]). Since we are mainly interested in pro-p groups, we consider the following special instance of the above mentioned problem. Problem 1.2 Let p be a prime number and G be a non-trivial pro-p group.
(1) Establish if G is self-similar of index p.
(2) In case G is not self-similar of index p, establish if G is self-similar and compute or estimate σ(G).
It is known that the problem of self-similarity of a group can be tackled by looking at its virtual endomorphisms. 
Proof:
We sketch the proof following [Nek05] . First, assume that G admits a faithful selfsimilar action on T d that is transitive on the first level. Define D to be the stabilizer of 0 in G, and define ϕ : 
, from which the corollary follows by applying Proposition 1.4. The claim on the index is trivial. In order to prove the simplicity of ϕ G , take a normal subgroup N of G that is ϕ G -invariant. Since N ⊆ D, ϕ(N ) ⊆ N and N is normal in H, the simplicity of ϕ implies that N is trivial. The simplicity of ϕ G follows.
One may further specialize the problem of self-similarity by considering torsion-free p-adic analytic pro-p groups. For a comprehensive study of p-adic analytic pro-p groups, the reader may consult [DDMS03] , for instance. In low dimension matters are easy since such groups G may be classified. Proposition 1.6 Let p be a prime and G be a torsion-free p-adic analytic pro-p group. If dim(G) = 1 or dim(G) = 2 then G is self-similar of index p k for all integers k 1. As a consequence, the self-similarity index of such a group G is σ(G) = p.
Proof: We exhibit a simple virtual endomorphism ϕ : D → G of index p k and apply Proposition 1.4. We will use the set D ∞ from Remark A.5. We divide the proof in several cases.
(1) If dim(G) = 1 then G is isomorphic to Z p with its natural additive structure. We define ϕ :
The simplicity of ϕ follows from Lemma A.6 after observing that D ∞ = {0}.
(2) The case dim(G) = 2 is richer. The groups under consideration are classified as follows, see [GK09, Propositions 7.1, 7.2]. Assume that s ∈ N ∪ {∞} and that s 1 if p 3, and s 2 if p = 2. We define G + (s) for all p, and G − (s) for p = 2 through the following presentations (as pro-p groups):
where, by convention, p ∞ = 0. These presentations are slightly different from the ones of González-Sánchez and Klopsch, but one can show that, for p 3, our G + (s) is isomorphic to their G(s), while, for p = 2, our G + (s) and G − (s) are isomorphic to theirs. Observe that G + (∞) ≃ Z p × Z p is the free abelian pro-p group of rank 2. In order to give the most uniform treatment as possible, we consider the presentation
where u takes values u = 1 + p s for all p, and u = −1 − 2 s for p = 2. We observe that any element of G is given by y β x α for unique α, β ∈ Z p . Moreover, multiplication in G is given by (y β x α )(y δ x γ ) = y β+δ x αu δ +γ . We divide the proof of self-similarity in three cases, according to whether u = 1, u = ±1 or u = −1 (the last case only exists for p = 2). Angle brackets below mean 'generated closed subgroup'.
(a) Case G = G + (∞). This is the abelian case. We define D = x p k , y , while ϕ is induced by the assignements ϕ(x p k ) = y and ϕ(y) = x. One shows that D ∞ = {1}, which, together with Lemma A.6, implies that ϕ is simple. (b) Cases G = G + (s) and G = G − (s) with s ∈ N. We define D = x p k , y , while ϕ is induced by the assignements ϕ(x p k ) = x and ϕ(y) = y. One shows that D ∞ = y . In order to prove the simplicity of ϕ, we take a non-trivial normal subgroup N of G, and we show that N is not ϕ-invariant by proving the existence of z ∈ N such that z ∈ D ∞ (see Lemma A.6 ). Indeed, let y β x α = 1 be a non-trivial element of N . If α = 0, take z = y β x α . If α = 0 then β = 0, and we define z = xy β x −1 = x u β −1 ∈ N where u = 1 + p s or u = −1 − p s , according to the case. Since u = ±1 and β = 0 then u β − 1 = 0, so that z ∈ D ∞ . The above arguments show that ϕ is simple. (c) Case G = G − (∞) for p = 2. We define D = x, y 2 k , while ϕ is induced by the assignements ϕ(x) = y and ϕ(y 2 k ) = y. We observe that the multiplication in
Here we use a slightly different technique, with respect to the other cases, in order to prove that ϕ is simple. Assume, by contradiction, that there exists a non-trivial ϕ-invariant normal subgroup N of G. In particular, N ⊆ D and ϕ(N ) ⊆ N . Every element of N is of the form y 2 k β x α , for some α, β ∈ Z 2 . There exists one such element with α = 0 or β = 0. We proceed by first showing that there exists γ ∈ Z 2 such that γ = 0 and y γ ∈ N , and then by reaching a contradiction from this property. For the first part, if α = 0 then β = 0 and we take γ = 2 k β. On the other hand, if α = 0 we consider the conjugate
Applying ϕ we get ϕ(x 2α ) = y 2α ∈ N , and we take γ = 2α. Now we reach the desired contradiction. Let t ∈ N be the minimum 2-adic valuation of a γ ∈ Z 2 such that y γ ∈ N . Observe that, since N ⊆ D then t k. Applying ϕ to such a minimal element we get ϕ(y γ ) = y 2 −k γ ∈ N . Since v 2 (2 −k γ) = t − k ∈ N, we get a contradiction.
Corollary 1.7 Let p be a prime and G be a compact p-adic analytic group of dimension dim(G) 2. Then G is self-similar.
Proof: Any compact p-adic analytic group G admits a finite-index subgroup H that is a torsion-free p-adic analytic pro-p group (cf. [DDMS03, Theorem 8.32]). Observe that dim(H) = dim(G). If dim(G) = 1, 2 then H is self-similar (Proposition 1.6). If dim(G) = 0 then H is the trivial group, which is self-similar (of index 1). In both cases, the corollary follows from Corollary 1.5.
Since p-adic analytic pro-p groups are topologically finitely generated, by a result of Serre their topology is determined by the group structure (see [DDMS03, Corollary 1.21]; see also [NS07] ). On the other side, if one wants to deal with general pro-p groups, it seems more appropriate to modify Definition 1.1 as to include the topology. More generally, we define a profinite group G to be self-similar of index d if G admits a faithful self-similar action on T d that is transitive on the first level and in such a way that the associated group morphism Ψ : G → Aut(T d ) is continuous. The next proposition is a topological analogue of Proposition 1.4. Since it is not logically needed for the results of the paper, the proof is only sketched. 
Results on Lie algebras
This section contains some results on Lie algebras, and the main theorems on this subject are collected in Section 2.6. Let p be a prime number. We take Z p , the ring of p-adic integers, as the coefficient ring of our modules and algebras; occasionally, we will have to extend the coefficients to Q p , the field of p-adic numbers. We denote by v p : Q p → Z ∪ {∞} the p-adic valuation. Angle brackets denote the submodule of a module L generated by the displayed elements, typically, x 1 , ..., x k where x i ∈ L. A lattice is a free module of finite rank; the rank of a lattice is also referred to as its dimension. If we say that a module or an algebra L is n-dimensional, it is part of the statement that L is a free module. Our main interest is on Lie lattices, namely, Lie algebras whose underlying module is a lattice. At several points, we find more elegant and convenient to work with antisymmetric algebras; the "bracket" of two elements in such algebras is denoted by [x, y] . Let L be an n-dimensional antisymmetric Z p -algebra, n ∈ N. We say that L is just infinite if any non-zero ideal of L has dimension n. Moreover, we say that L is hereditarily just infinite if any n-dimensional subalgebra of L is just infinite. For the lower central series of
Self-similar Lie lattices
In this section we introduce the notion of self-similar Lie lattice, and we study the case of dimension 1 and 2.
Definition 2.1 Let L be an n-dimensional antisymmetric Z p -algebra (for instance, a Z p -Lie lattice of dimension n), where n ∈ N.
(2) An ideal I of L is said to be ϕ-invariant (where ϕ : M → L is a virtual endomorphism) if and only if I ⊆ M and ϕ(I) ⊆ I.
. We say that L is self-similar if and only if it is self-similar of index d for some d. In case L is self-similar, the least d such that L is self-similar of index d is called the selfsimilarity index of L, and it will be denoted by σ(L). If L is not self-similar, we define the self-similarity index of L to be σ(L) := ∞.
Example 2.2 Let L be an antisymmetric Z p -algebra whose underlying module is a lattice. Observe that if dim(L) 2 then L is a Lie algebra. We will show that if dim(L) = 1, 2 then L is self-similar of index p k for all k 1. This shows that the self-similarity index of such lattices is σ(L) = p. In each case, we will exhibit a simple virtual endomorphism ϕ of L of index p k . Recall Remark A.5 for the definition of D ∞ .
(1) If dim L = 1 then L ≃ Z p with its unique structure of antisymmetric Z p -algebra (the trivial "abelian" structure). We define ϕ :
then one can use Lemma A.6 to show that ϕ is simple.
(2) If dim(L) = 2, the corresponding algebras are classified by the antisymmetric
For s = ∞ we define ϕ(p k x) = y and ϕ(y) = x, while for s ∈ N we define ϕ(p k x) = x and ϕ(y) = y. In any case, one checks that ϕ is a morphism of algebras. In order to prove that ϕ is simple we take a non-trivial ideal I of L(s) and show that I ⊆ D ∞ , so that I is not ϕ-invariant (Lemma A.6). For s = ∞, we have D ∞ = {0} and the conclusion I ⊆ D ∞ is trivial. 
Lie lattices of dimension 3
In this section, we give the most interesting and relevant properties of 3-dimensional Z p -Lie lattices.
Lemma 2.3 Let L be a 3-dimensional Z p -lattice, and let x = (x 0 , x 1 , x 2 ) be a basis of L.
(1) The following formulas establish a bijection (which depends on x) between antisymmetric brackets on L and 3 × 3 matrices A with coefficients in Z p :
(2) Assume that an antisymmetric bracket over L is given, and let A be its matrix with respect to x. Let M be 3-dimensional submodule of L, and y = (y 0 , y 1 , y 2 ) be a basis of M (the case M = L, change of basis, is included). Let U be the matrix of y with respect to x, namely, y j = i U ij x i . Since det(U ) = 0, the formula
defines a matrix B ∈ gl 3 (Q p ). The following properties hold. Proof: We sketch the proof; the reader may want to consult [Jac62, page 13]. Part (1) is immediate after observing that, because of bilinearity and antisymmetry, the brackets displayed in the statement uniquely determine the whole bracket.
For part (2), we denote by U the cofactor matrix of U , so that, over Q p , we have
Of course, M is a subalgebra of L if and only if, for all cyclic permutations as above, one has [y i 0 , y i 1 ] ∈ M . As a consequence, M is a subalgebra if and only if B has coefficients in Z p , i.e., part (a) is true. Part (b) follows immediately, and the proof is complete.
Definition 2.4 Let L be a 3-dimensional antisymmetric Z p -algebra, and let x be a basis of L.
Denote by A the matrix of L with respect to x. We say that x is diagonalizing if and only if A is diagonal, say A = diag(a 0 , a 1 , a 2 ). We say that x is well diagonalizing if and only if it is diagonalizing and
Remark 2.5 A 3-dimensional antisymmetric Z p -algebra L admits a diagonalizing basis if and only if it admits a well diagonalizing one. This follows from the following more general observation. Assume that L admits a diagonalizing basis x and that A = diag(a 0 , a 1 , a 2 ) is the matrix of L with respect to x. One can show that, through a "diagonal" change of basis, one can make an arbitrary permutation of the a i 's, and multiply all the a i 's by the same invertible element of
is a finitely generated module over Z p . It is well known that there exist
, and that the s i 's are unique up to permutation. We call s 0 , s 1 , s 2 the s-invariants of L (of course, they are isomorphism invariants of the algebra L). The condition that the s-invariants are all finite is equivalent to [L, L] having dimension 3, which is equivalent to L being unsolvable (Lemma A.12). The s-invariants are unique 'on the nose' when assumed to be ordered, s 0 s 1 s 2 , as we will often do. Observe that, if L admits a diagonalizing basis, say that A = diag(a 0 , a 1 , a 2 ) is the associated matrix, then the valuations v p (a i ) for i ∈ {0, 1, 2} are the s-invariants of L.
Proposition 2.7 Let L be a 3-dimensional antisymmetric Z p -algebra. The following holds.
(1) L is an unsolvable Lie lattice if and only if the matrix of L with respect to some (equivalently, any) basis of L is symmetric and non-degenerate.
(2) Assume that p 3 and that L is, moreover, an unsolvable Lie lattice. Then (a) L admits a well diagonalizing basis.
(b) L is hereditarily just infinite.
Proof: Part (1) follows from Lemmas A.12 and A.13. Item (a) of part (2) follows from part (1), Equation 2.1 of Lemma 2.3, and the well known fact that, for p 3, any symmetric matrix (2) follows from item (a) and Lemmas A.9, A.12 and A.15.
Proof: The claim follows directly from Lemma A.14 after observing that
The following conjecture is a generalization of the above property. We also include a version for groups.
Conjecture 2.9 Let L be a just-infinite Z p -Lie lattice, and let
Conjecture 2.10 Let G be a torsion-free just-infinite p-adic analytic pro-p group, and let
We close the section by constructing some simple virtual endomorphisms.
Lemma 2.11 Let L be a 3-dimensional Z p -Lie lattice. Assume that the matrix of L with respect to some basis
Then L is self-similar of index p.
Proof: We exhibit a simple virtual endomorphism ϕ : M → L of index p. Let M := x 0 , px 1 , x 2 , an index-p submodule of L which one easily checks to be a subalgebra. One checks that the module morphism ϕ determined by the assignements x 0 → x 0 , px 1 → x 1 and x 2 → px 2 is in fact a morphism of algebras. We prove that ϕ is simple as follows. The domain of the n-th power of ϕ is D n = x 0 , p n x 1 , x 2 for n 0, so that D ∞ = x 0 , x 2 ; see Remark A.5 for the notation. Assume that I = {0} is an ideal of L. We will show that I is not ϕ-invariant by showing that I ⊆ D ∞ (Lemma A.6). Let z = c 0 x 0 + c 1 x 1 + c 2 x 2 = 0 be a non-zero element of I. We will exhibit an element w ∈ I such that w ∈ D ∞ . If c 1 = 0, take w = z. If c 0 = 0, take
(at this stage of the proof one has to use that b is non-zero).
Lemma 2.12 Let p 3 be a prime, and let L be a 3-dimensional Z p -Lie lattice. Assume that the matrix of L with respect to some basis
Proof: We make a change of basis in order to apply Lemma 2.11. The new basis is defined by y j = 2 i=0 U ij x i where:
Observe that it is indeed a change of basis since U is invertible over Z p , a fact that holds since 2 ∈ Z * p , thanks to the assumption that p is odd. The matrix of L with respect to (y 0 ,
so that we may apply Lemma 2.11 and conclude.
Classification of 3-dimensional unsolvable Lie lattices
We classify 3-dimensional unsolvable Lie lattices over Z p for p an odd prime. The classification is given in terms of 3 × 3 matrices as explained below. Observe that the canonical forms that we will actually use in the paper are given in Remark 2.14. The reader may want to consult Appendix A.3 for some terminology and preliminary results. In particular, with any A ∈ gl 3 (Z p ) there is an associated 3-dimensional antisymmetric Z p -algebra L A (Definition A.18).
Theorem 2.13 Let p
3 be a prime, and fix ρ ∈ Z * p not a square modulo p. Then the antisymmetric Z p -algebras L A associated with the diagonal matrices listed below in four families constitute a complete and irredundant list of 3-dimensional unsolvable Lie lattices over Z p .
(1) A = diag(p s 0 , ρ ε 1 p s 1 , ρ ε 2 p s 2 ) with 0 s 0 < s 1 < s 2 and ε 1 , ε 2 ∈ {0, 1}.
(2) A = diag(p s 0 , ρ ε 1 p s 0 , p s 2 ) with 0 s 0 < s 2 and ε 1 ∈ {0, 1}.
(3) A = diag(p s 0 , p s 1 , ρ ε 2 p s 1 ) with 0 s 0 < s 1 and ε 2 ∈ {0, 1}.
Proof: We denote by Ω the set of matrices listed in the statement. Observe that if A, B ∈ gl 3 (Z p ), A ∼ M C B and A is symmetric and non-degenerate then B shares the same properties (recall that non-degenerate means to have non-zero determinant). By Lemmas A.21 and A.20, and Proposition 2.7, it suffices to show that Ω is a set of representatives for the symmetric nondegenerate matrices of gl 3 (Z p ) modulo the relation ∼ M C of multiplicative congruence. We write A ∼ C B for the congruence relation, that is,
The congruence classes of symmetric non-degenerate matrices (i.e., non-degenerate quadratic forms) are classified, see [Cas78, Theorem 3.1, page 115], for instance. We can write the congruence classes in the form:
In some sense, there are twice as many congruence classes as elements of Ω: in the list of the congruence classes there is an extra factor ρ ε i than in the list of elements of Ω. We proceed as follows.
First of all, we show that any symmetric non-degenerate B is multiplicatively congruent to some A ∈ Ω. Some congruence puts B in one of the forms given above. We make the argument for the second family, namely, we assume that B is congruent to C = diag(p s 0 , ρ ε 1 p s 0 , ρ ε 2 p s 2 ); the argument for the other families is similar. If ε 2 = 0 we are done. If ε 2 = 1 then we multiply C by ρ, getting B ∼ M C diag(ρp s 0 , ρρ ε 1 p s 0 , ρ 2 p s 2 ). Applying Remark A.22, we "discharge" the factor ρ in the first diagonal entry to the second, which is done through a congruence, so
. Another (obvious) congruence eliminates the factors ρ 2 on the second and third diagonal entries, getting one of the forms in the statement, namely,
The last thing to be proven is that no two distinct matrices in Ω are multiplicatively congruent to each other. Formally, take A, B ∈ Ω and assume that they are multiplicatively congruent. We have to show that A = B. First of all, observe that no two distinct elements of Ω are congruent (Ω is a subset of the set of representatives of congruence classes given at the beginning of the proof). In other words, if we show that A ∼ C B then we are done. By assumption, there exist u ∈ Z * p and V ∈ GL 3 (Z p ) such that B = uV T AV . Hence, B ∼ C uA. If u is a square then uA ∼ C A and we are done. We now show that the other possibility, namely, that u is not a square, leads to a contradiction. Since u = ρv 2 for some v ∈ Z * p , we see that uA ∼ C ρA. Summarising, B ∼ C ρA, where A, B ∈ Ω. Again, we should analyze four cases, depending on which family A belongs to. We will do the case of the second family, the others being similar. The matrix ρA is diag(ρp s 0 , ρρ ε 1 p s 0 , ρp s 2 ), whose congruence class is represented by (discharge the first ρ as above) diag(p s 0 , ρ ε 1 p s 0 , ρp s 2 ). Hence, B = diag(p s 0 , ρ ε 1 p s 0 , ρp s 2 ), but this is a contradiction, since this is not an element of Ω.
Remark 2.14 The classification given in Theorem 2.13 is a natural one if one takes the classification of quadratic forms as starting point. On the other hand, in order to formulate the main theorem of this section (Theorem 2.31) in a more "uniform" way, we change some of the representative matrices as follows. We recall that ρ ∈ Z * p is a fixed non-square modulo p, and that p is assumed to be odd. The "new" matrices are:
Observe that we have just inserted two 'minus' signs, one in family (2) and the other in family (3). We explain which kind of replacement has been performed by treating family (2); the argument for family (3) is completely analogous. Recall that −1 is a square in Z * p if and only if p ≡ 1 modulo 4. Below, on the left we write the representative with respect to the original classification, while on the right we write the corresponding representative in the new classification, depending on the residue class of p modulo 4. We have:
As a matter of terminology, each of the above matrices will be called the canonical matrix of the corresponding isomorphism class of Z p -Lie lattices. A basis of a lattice L whose associated matrix is canonical will be called a canonical basis of L, and the corresponding presentation (i.e., the commutation relations of the basis elements) will be called the canonical presentation of L. We will also use the terminology canonical form in order to refer generically to the canonical matrix or to the canonical presentation.
Example 2.15
We give the canonical matrix of some relevant Z p -Lie lattices (see Remarks A.2 and A.3). Recall that p is assumed to be odd. In the list below, k ∈ N and sl k
Lattice Matrix
We prove the claims given in the list. Let (x 0 , x 1 , x 2 ) be the basis of sl 2 (Z p ) given in Remark A.2. The matrix of sl 2 (Z p ) with respect to the new basis (2 −1 x 0 , 2 −1 (x 1 + x 2 ), 2 −1 (−x 1 + x 2 )) is diag(1, 1, −1), from which it follows that the s-invariants are s 0 = s 1 = s 2 = 0, so that the matrix of sl 2 (Z p ) with respect to some basis (y 0 , y 1 , y 2 ) is the identity (Remark 2.14). Since sl k 2 (Z p ) = p k sl 2 (Z p ), the matrix of sl k 2 (Z p ) with respect to the basis (p k y 0 , p k y 1 , p k y 2 ) is the one claimed in the table.
Regarding sl △ 2 (Z p ), its matrix with respect to the basis (z 0 , z 1 , z 2 ) = (2 −1 px 0 , 2 −1 (x 1 + px 2 ), 2 −1 (−x 1 + px 2 )) is diag(1, p, −p), as desired. From Lemma A.16, we have:
One computes that the matrix of γ 2k (L) with respect to the displayed basis is the desired canonical form, while the matrix of γ 2k+1 (L) is diag(p k+2 , p k+1 , −p k+1 ), which can be easily put in the desired canonical form (see Remark 2.5).
As far as sl 1 (∆ p ) and its congruence subalgebras are concerned, one may take the respective bases given in Remark A.3, and apply Remark A.22 to reach the desired canonical form.
Non-self-similarity theorem
The proof of the following theorem is given at the end of the section after the necessary preparation.
Theorem 2.16
Let p 3 be a prime, and let L be a 3-dimensional unsolvable Lie lattice over Z p . If there exists a basis of L that satisfies the non-self-similarity condition (Definition 2.17), and the s-invariants s 0 s 1 s 2 of L are not all equal (i.e., s 0 < s 2 ) then L is not self-similar of index p.
We start by defining a condition for bases of 3-dimensional antisymmetric Z p -algebras, and by studying which canonical bases satisfy it.
Definition 2.17 Let L be a 3-dimensional antisymmetric Z p -algebra, and let x be a basis of L. Denote by A the matrix of L with respect to x. We say that x satisfies the non-selfsimilarity condition if and only if x is well diagonalizing and, denoting A = diag(a 0 , a 1 , a 2 ), Z 0 = {0, ..., p − 1} and Z 1 = {1, ..., p − 1}, the following conditions are satisfied:
Remark 2.18 If x is a well diagonalizing basis of a 3-dimensional antisymmetric Z p -algebra, with matrix A = diag(a 0 , a 1 , a 2 ), and if v p (a 0 ) < v p (a 1 ) < v p (a 2 ) then x satisfies the non-selfsimilarity condition.
Lemma 2.19 Let L be a 3-dimensional unsolvable Lie lattice that admits a diagonalizing basis (for instance, any 3-dimensional unsolvable Lie lattice when p 3), and let x be a well diagonalizing basis of L. Let A = diag(a 0 , a 1 , a 2 ) be the matrix of L with respect to x, and let a i = u i p s i with s i ∈ N, u i ∈ Z * p , and s 0 s 1 s 2 . Then the basis x satisfies the non-selfsimilarity condition if one of the following conditions is satisfied:
(1) s 0 < s 1 < s 2 ; or (2) s 0 = s 1 < s 2 and −u 0 u 1 is not a square modulo p; or (3) s 0 < s 1 = s 2 and −u 1 u 2 is not a square modulo p.
Proof: Observe that the elements of {1, ..., p − 1} are invertible in Z p . For any of the three assumptions in the statement, we have to check the truth of the three conditions given in Definition 2.17. Some of the conditions follow directly from the following basic property of
3, we consider the classification of 3-dimensional unsolvable Z p -Lie lattices given in Remark 2.14. Observe that, by assumption, the basis corresponding to each of the canonical forms is well diagonalizing. We may apply Lemma 2. 19 to see that the basis of the Lie lattice presented by each the following canonical forms satisfies the non-self-similarity condition:
(3) A = diag(p s 0 , p s 1 , −ρp s 1 ) with s 0 < s 1 .
It will turn out that, among the 3-dimensional unsolvable ones, these Lie lattices are exactly the ones that are not self-similar of index p.
We compute the s-invariants of index-p subalgebras of suitable Z p -Lie lattices (Lemma 2.24). Before doing that, we need some preparation.
Definition 2.21
(1) Let Ξ be the set of symbols ξ of the form:
(2) We make a partition of the set Ξ as follows, where Z 0 = {0, 1, ..., p − 1} and Z 1 = {1, ..., p − 1}:
(3) With any ξ ∈ Ξ we associate a matrix U ξ :
(4) Let L be a 3-dimensional lattice endowed with a basis x = (x 0 , x 1 , x 2 ). We define a submodule L ξ of L by:
Observe that L ξ has index p in L, that (y 0 , y 1 , y 2 ) is a basis of L ξ , and that L ξ depends on the choice of x.
Lemma 2.22 Let L be a 3-dimensional lattice endowed with a basis (x 0 , x 1 , x 2 ). The map that associates with any ξ ∈ Ξ the submodule L ξ of L is a bijection from Ξ to the set of index-p submodules of L.
Proof: Given U ∈ gl 3 (Z p ), we define a triple y = (y 0 , y 1 , y 2 ) as in Definition 2.21 (and viceversa, any triple y corresponds to a unique matrix U ). The submodule M generated by y has dimension 3 if and only if det(U ) = 0; in this case, y is a basis of M . Moreover, M has index p in L if and only if v p (det(U )) = 1. Two matrices U, U ′ determine the same submodule if and only if there exists V ∈ GL 3 (Z p ) such that U ′ = U V . Gaussian reduction along the columns of a matrix U with v p (det(U )) = 1 reduces U to some U ξ for exactly one values of ξ, see [AW92, Theorem 2.9 on page 302, Theorem 2.13 on page 304] for details. The lemma follows.
Lemma 2.23 Let L be a 3-dimensional Lie lattice that admits a diagonalizing basis x = (x 0 , x 1 , x 2 ) (for instance, a 3-dimensional unsolvable Lie lattice when p 3). Denote by A = diag(a 0 , a 1 , a 2 ) the corresponding matrix. For ξ ∈ Ξ, let L ξ the index-p submodule of L of Definition 2.21, which comes endowed with a basis y = (y 0 , y 1 , y 2 ). We denote by B ξ the associated matrix B of Equation (2.1) of Lemma 2.3. Then the matrix B ξ is given as follows (the vertical bars enhance readability).
(1) For ξ = (), we have:
(2) For ξ = (e) with e ∈ {0, ..., p − 1}, we have:
(3) For ξ = (e, f ) with e, f ∈ {0, ..., p − 1}, we have:
Proof: The proof is a straightforward computation using Equation (2.1).
Lemma 2.24 Let L be a 3-dimensional Lie lattice that admits a basis satisfying the non-selfsimilarity condition, and choose one such basis. Let s 0 s 1 s 2 be the s-invariants of L. Take i ∈ {0, 1, 2} and ξ ∈ Ξ i . The following holds.
(1) L ξ is a subalgebra of L if and only if s i 1. The computation is straightforward but we treat one case somewhat explicitly in order to show where the non-self-similarity condition is used.
We consider the case of ξ = (e) with e ∈ {1, ..., p − 1}, so that i = 0. Recall that A = diag(a 0 , a 1 , a 2 ) is the notation for the matrix of L with respect to x. Observe that, since L ξ is a subalgebra (by assumption) and part (1) holds, we have s 0 1. The matrix B = B (e) is block diagonal (Lemma 2.23), and we see at once that s 2 + 1 is one of the s-invariants. We have to compute the Smith normal form of the 2 × 2 block
where a j = u j p s j with u j ∈ Z * p and u = e 2 u 0 + u 1 p s 1 −s 0 . It follows from the non-self-similarity condition that u is invertible in Z p . Multiplying the matrix displayed above by The following is the key lemma for the proof of Theorem 2.16.
Lemma 2.25
Let L be a 3-dimensional unsolvable Lie lattice that admits a basis (x 0 , x 1 , x 2 ) satisfying the non-self-similarity condition. Let s 0 s 1 s 2 be the s-invariants of L. For all i ∈ {0, 1, 2} and all
Proof: Let x = (x 0 , x 1 , x 2 ), and let y = (y 0 , y 1 , y 2 ) be the basis of M given in Definition 2.21. In coordinates with respect to x, the submodule p[L, L] + p s i L is generated by the columns of the 3 × 6 matrix given in block form by A = [ pA | p s i I ], where A = diag(a 0 , a 1 , a 2 ) is the matrix of L with respect to x, and I is the 3 × 3 identity matrix. Likewise, in coordinates with respect to y, the submodule [M, M ] + p s i M is generated by the columns of the 3 × 6 matrix given in block form by Given that, the proof of the lemma is achieved through straightforward computations. We treat one case in some detail in order to show where the non-self-similarity condition is used; the rest is left to the reader.
We treat the case ξ = (e) where e ∈ {1, ..., p − 1}, so that i = 0. The matrix A ′ is easily reduced: 
The entry p s 0 on the sixth column is used to eliminate the entry pa 2 on the third one. Moreover, the entry p s 0 on the fourth column is used to eliminate the entries pa 0 and −ea 0 on the first line. We get:
From the non-self-similarity condition v p (e 2 a 0 + a 1 ) = v p (a 0 ) = s 0 , so that the entry e 2 a 0 + a 1 may be used to eliminate all the other entries on the second row. After having done that, one may permute the columns and get the same normal form as for A ′ . The proof of this case is concluded.
Proof of Theorem 2.16. Let M be a subalgebra of L of index p, and let ϕ : M → L be a Lie algebra morphism (a virtual endomorphism of L). We have to show that ϕ is not simple, namely, that there exists an ideal I = {0} of L such that I ⊆ M and ϕ(I) ⊆ I. If ϕ was not injective then it would not be simple (item 2b of Proposition 2.7 and Lemma A.10), hence we can assume that ϕ is injective. As a consequence, ϕ establishes an isomorphism of M with its image M ′ := ϕ(M ). From Proposition 2.8 it follows that M ′ has index p in L as well. Take a basis x of L satisfying the non-self-similarity condition. Recall the notation of Definition 2.21. There are (unique) ξ, η ∈ Ξ such that M = L ξ and M ′ = L η (Lemma 2.22). Hence, there are unique i, j ∈ {0, 1, 2} such that ξ ∈ Ξ i and η ∈ Ξ j . The rest of the proof, divided in four cases, relies on Lemma 2.25.
Case 1: i = j. We take
Case 2: {i, j} = {0, 1}. We
We show that I is ϕ-invariant. First of all, we observe that s i = s j ; indeed, we can assume i = 0 and j = 1, so that the minimum s-invariant of M is s 0 − 1, see Lemma 2.24 ; if it was s 0 < s 1 then all the s-invariants of M ′ would be greater then s 0 − 1, and M and M ′ could not be isomorphic. From Lemma 2.25 we have [ 
Since s i = s j = s 0 , the same arguments as in case 1 permit to conclude that I ⊆ M and ϕ(I) = I.
Case 3: {i, j} = {1, 2}. Taking I := p[L, L] + p s 1 L, the argument is very similar to the one of case 2. The only difference is that, in proving that s i = s j , one has to consider the maximum value of the s-invariants instead of the minimum.
Case 4: {i, j} = {0, 2}. We show that in this case we have a contradiction. By assumption, s 0 < s 2 . We can assume i = 0 and j = 2, and observe that the minimum s-invariant of M , namely s 0 − 1, is less then all the s-invariants of M ′ (Lemma 2.24), so that M ≃ M ′ , contrary to the assumptions.
Extension of scalars
In this section we make the overall assumption that p is an odd prime. Given a 3-dimensional unsolvable Lie lattice L over Z p , we compute the isomorphism class of L ⊗ Zp Q p , a 3-dimensional unsolvable Lie algebra over Q p (Proposition 2.30). To achieve our goal, we define a (Z/2Z)-valued function of a symmetric non-degenerate matrix A. This function is defined through the classical discriminant and ε-invariant of A, where A is thought of as a non-degenerate quadratic form (see Section IV.2 of [Ser73] ). Actually, we will use the additive ε-invariant, which is defined through the additive version of the Hilbert symbol, the latter being denoted by 
Lemma 2.27
Let A = diag(u 0 p s 0 , u 1 p s 1 , u 2 p s 2 ) with u i ∈ Z * p and s i ∈ Z for i ∈ {0, 1, 2}. The following holds.
(1) η(A) ≡ 1 (mod 2) if and only if two of the s-invariants have the same parity while the third s-invariant has a different one, say s i ≡ s j ≡ s k (mod 2), and −u i u j is not a square modulo p.
(2) For the following specific forms of A (which include the canonical forms of Remark 2.14), the η-invariant is given by the following formulas, where ρ ∈ Z * p is not a square modulo p, ε 1 , ε 2 ∈ {0, 1}, δ p ≡ (p − 1)/2 (mod 2), and the congruences are modulo 2:
Proof: Given A, define ε i = 0 if u i is a square modulo p, and ε i = 1 if u i is not a square modulo p. In order to compute the Hilbert symbols involved, a straightforward computation using, for instance, [Ser73, Remark on page 23] shows that
where the indices i, j take values in {0, 1, 2}. Both items of the lemma are a direct consequence of this formula. For item (1) one has to observe that −u i u j is a square modulo p if and only if δ p + ε i + ε j ≡ 0 (mod 2). 21 hold over Q p , and the proofs are similar to the ones over Z p . In particular, the map A → L A induces a bijection between the set of multiplicative congruence classes of matrices of gl 3 (Q p ) and the set of isomorphism classes of 3-dimensional antisymmetric algebras over Q p . Also, the analogous of item (1) of Proposition 2.7 holds, so that, under A → L A , symmetric non-degenerate matrices correspond exactly to unsolvable Lie algebras.
Recall from Example 2.15 that there exist bases of sl 2 (Z p ) and sl 1 (∆ p ) such that the associated matrices are A 0 := diag(1, 1, 1) and A 1 := diag(1, −ρ, p), respectively. After tensoring by Q p , the same is true for sl 2 
One computes η(A 0 ) = 0 and η(A 1 ) = 1 (Lemma 2.27), from which we see that both values of η, namely 0 and 1, are represented.
The above observations, together with Proposition 2.28, (re)prove that there are exactly two isomorphism classes of 3-dimensional unsolvable Lie algebras over Q p , and that sl 2 (Q p ) and sl 1 (D p ) represent these two classes.
Proposition 2.30 Let p 3 be a prime, and let L be 3-dimensional unsolvable Lie lattice over Proof: Observe that if the given basis of L is (x 0 , x 1 , x 2 ) then (x 0 ⊗ 1, x 1 ⊗ 1, x 2 ⊗ 1) is a basis of L ⊗ Zp Q p whose corresponding matrix is A as well. The proposition follows from Proposition 2.28 and Remark 2.29.
Main results on Lie algebras
We collect here the main results on Lie algebras. Theorem 2.31 Let p 3 be a prime, and L be a 3-dimensional unsolvable Lie lattice over Z p . Fix ρ ∈ Z * p not a square modulo p. Then L is isomorphic to exactly one of the following Z p -Lie lattices:
(1) L 1 (s 0 , s 1 , s 2 , ε 1 , ε 2 ) for 0 s 0 < s 1 < s 2 and ε 1 , ε 2 ∈ {0, 1} presented by:
(2) L 2 (s 0 , s 2 , ε 1 ) for 0 s 0 < s 2 and ε 1 ∈ {0, 1} presented by:
(3) L 3 (s 0 , s 1 , ε 2 ) for 0 s 0 < s 1 and ε 2 ∈ {0, 1} presented by:
(4) L 4 (s 0 ) for 0 s 0 presented by:
Moreover, we have: Proof: The presentations in the statement correspond exactly to the canonical forms given in Remark 2.14, which indeed represent all the 3-dimensional unsolvable Z p -Lie lattices in a non-redundant way. We proceed in two steps.
First, we show that the lattices that are stated to be self-similar of index p admit the required simple virtual endomorphism of index p. For this, we apply Lemma 2.12. For family (3) and ε 2 = 0, the lemma can be applied directly. For family (2) and ε 1 = 0, one can apply the lemma after making a change of basis that permutes the diagonal entries; see Remark 2.5. For family (4), one applies Remark A.22 in order to get the form diag(−p s 0 , p s 0 , −p s 0 ), so that the lemma can be applied.
Second, from Remark 2.20 and Theorem 2.16, we see that the lattices that are stated not to be self-similar of index p are indeed of such a type. The proof of the theorem is complete.
Theorem 2.32 Let p
3 be a prime, and L be a 3-dimensional unsolvable Lie lattice over Table 1 gives the value or an estimate for the self-similarity index σ of L. All the 3-dimensional unsolvable Z p -Lie lattices with L ⊗ Zp Q p ≃ sl 2 (Q p ) are represented exactly once in the table. Table 1 : Estimates for the self-similarity index as in Theorem 2.32. In the table, ρ ∈ Z * p is a fixed non-square modulo p, and δ p ≡ 2 (p − 1)/2, where the symbol ≡ 2 denotes congruence modulo 2. The variables appearing in each line of the table (i.e., the parameters of the classification) take values: s 0 , s 2 , s 2 ∈ N with s 0 < s 1 < s 2 and ε 1 , ε 2 ∈ {0, 1}. The first column of the table gives the diagonal entries of the (diagonal) matrix associated with the canonical presentation of L as in Theorem 2.31. The second column gives the value of σ or an estimate for it. The third column gives conditions on the parameters in order the given estimate to be true.
Proof: Observe that one may use Lemma 2.27 in order to compute the η-invariant of the matrices corresponding to the canonical presentations (appearing, for instance, in Theorem 2.31) of all the 3-dimensional unsolvable Z p -Lie lattices. One can check that the canonical presentations appearing in the table are exactly the ones for which η = 0. It follows (Proposition 2.30) that all the 3-dimensional unsolvable Lie lattices with L ⊗ Zp Q p ≃ sl 2 (Q p ) are represented exactly once.
Observe that lines 1, 2 and 4 of the table correspond exactly to the index-p self-similar lattices respectively of cases 4, 3 and 2 of Theorem 2.31. These are exactly the cases where L is self-similar of index p, so that the given value of σ is correct, and the estimate p 2 σ of the other lines of the table is correct as well.
It remains to prove the validity of the given upper bounds for σ. Here the idea is to exhibit a 3-dimensional subalgebra M of L that is self-similar of index p. Applying Lemma A.11, we get that L is self-similar of index p[L : M ]. We proceed as follows. Let (x 0 , x 1 , x 2 ) be a basis of L that puts L in its canonical form. We denote by A = diag(a 0 , a 1 , a 2 ) the corresponding matrix. In each case, we define M = p k 0 x 0 , p k 1 x 1 , p k 2 x 2 , where the exponents k 0 , k 1 , k 2 ∈ N are given below case by case. Observe that, for any choice of these exponents, the matrix B of formula (2.1) of Lemma 2.3 
For line 9 of the table we make the full proof while, for the other relevant lines, we just give the exponents, leaving the details to the reader.
Line 9. Take (k 0 , k 1 , k 2 ) = 0, 0,
and observe that l 1 is an integer. For the corresponding M (a priori just a submodule of L) we have [L : M ] = p l . We have to show that M is a subalgebra of L and that M is self-similar of index p. One computes B = diag(p s 0 +l , ρ ε 1 p s 1 +l , ρ ε 2 p s 0 +l ). The entries of B are in Z p , so that M is a subalgebra of L. We will show that the canonical matrix of L is diag(p s 0 +l , −p s 0 +l , p s 1 +l ), which implies that M is self-similar of index p (Theorem 2.31). Indeed, we can permute the diagonal entries of B, multiply them by ρ ε 1 (see Remark 2.5) and "eliminate" a square (through a congruence), getting diag(ρ ε 1 p s 0 +l , ρ ε 1 +ε 2 p s 0 +l , p s 1 +l ) as the matrix of M with respect to some basis. With other changes of basis we can first "move" the factor ρ ε 1 of the first diagonal entry to the second (Remark A.22), and then eliminate the resulting square ρ 2ε 1 . By writing −1 = ρ δp u 2 with u ∈ Z * p and eliminating u 2 , we get diag(p s 0 +l , −ρ ε 2 +δp p s 0 +l , p s 1 +l ). Since ε 2 + δ p ≡ 2 0, possibly eliminating another square, we arrive at the desired presentation, and the proof of this case is complete.
Theorem 2.33 Let p 3 be a prime. The following holds.
(1) The Z p -Lie lattice sl 2 (Z p ) and its congruence subalgebras sl k
) have been computed in Example 2.15. According to Theorem 2.31, they all correspond to lattices that are self-similar of index p.
Second, since L is a 3-dimensional unsolvable Lie lattice then any non-zero ideal I of L is 3-dimensional (item 2b of Proposition 2.7). If I = L then I is self-similar of index p. Assume I = L. Since γ 2m (L) = p m L for all m 0 (Lemma A.16), from Lemma A.8 we see that there exists k ∈ N such that γ k (L) ⊆ I (where I = L implies that k 1). Taking the least such k, we have γ k−1 (L) ⊆ I, so that by item (2) of Proposition A.17 we have I ⊆ γ k−1 (L). By minimality
is self-similar of index p then I is self-similar of index p or p 2 (Lemma A.11). The proof is complete.
Theorem 2.34
Proof: Let A be the matrix of L associated with the canonical presentation given in Theorem 2.31. From Proposition 2.30, we see that η(A) = 1. From Lemma 2.27, the value of η(A) can be explicitly computed. We have to show that the canonical presentation of L belongs to one of the families that is proven to be non self-similar of index p in Theorem 2.31. If s 0 = s 1 = s 2 then η(A) = 0, a contradiction. If s 0 = s 1 < s 2 then η(A) = 1 implies ε 1 (s 0 + s 2 ) ≡ 1 (mod 2), so that ε 1 = 1, as desired. If s 0 < s 1 = s 2 then ε 2 (s 0 + s 1 ) ≡ 1 (mod 2), so that ε 2 = 1, as desired. If s 0 < s 1 < s 2 then there is nothing to prove (no such L is self-similar of index p), and the proof of the theorem is complete.
We expect a stronger version of Theorem 2.34 to be true.
Conjecture 2.35
Let p 3 be a prime, and L be a 3-dimensional unsolvable Lie lattice over
Proofs of the main theorems
In this section we apply the results of Section 2 to prove the main theorems of the paper, which are stated in the Introduction. We start by recalling some important facts from [Laz65] , see also [Gon07] and [GK09] . Let p be a prime, let Grp s be the category of saturable p-adic analytic pro-p groups, and let Lie s be the category of saturable Lie lattices over Z p . Lazard constructed functors Grp s → Lie s and Lie s → Grp s that are mutually inverse isomorphism of categories; moreover, these functors commute with the forgetful functor to the category of sets, and they preserve dimension. We refer to these functors and to their properties as Lazard's correspondence. Given G in Grp s , we denote by L G its image in Lie s . If G and H are objects of Grp s and H is a closed subgroup of G (with the induced topology) then the Lie-algebra structure of L G restricted to L H coincide with the one of L H ; in particular, L H is a subalgebra of L G . We know that G and L G have the same lower central series and derived series, so that, in particular, G is unsolvable if and only if L G is unsolvable, see [Gon07, Theorem B] . Moreover, in [GK09, Theorem A], González-Sánchez and Klopsch proved that any torsion-free p-adic analytic pro-p group of dimension less than p is saturable. As a consequence, they were able [GK09, Theorem B] to restrict Lazard's functors to get isomorphisms between the category Grp <p of torsion-free p-adic analytic pro-p groups of dimension less than p, and the category Lie <p of residually nilpotent Lie lattices L over Z p of dimension less than p. Observe that the categories Grp <p and Lie <p are closed under taking closed subgroups and taking subalgebras respectively.
Most of the claims in the following theorem are a restatement or a direct consequence of Lazard's correspondence and of results in [GK09] . For the remaining claims, in the absence of a direct reference, we provide a proof.
Theorem 3.1 Let p be a prime and G be a saturable p-adic analytic pro-p group of dimension dim(G) p (for instance, this holds if G is a torsion-free p-adic analytic pro-p group of dimension dim(G) < p). Let L G be the Z p -Lie lattice associated with G. Let D, N ⊆ G be subsets. The following holds.
( (In item (1), the notation M is used to distinguish between the set D and the same set D endowed with the Lie-algebra structure inherited from L G . The equality L D = M means that the Lie-algebra structure on D coming from Lazard's correspondence is the same as the one inherited from L G .)
Proof: We start with some general observations. Given a subgroup H of G, H is open in G if and only if H is closed in G and H has finite index in G (equivalently, H is closed in G and dim(H) = dim(G)). Recall that a saturable group is torsion free. Also, any closed subgroup H of G is a torsion-free p-adic analytic pro-p group of dimension dim(H) dim(G). Moreover, any such H is saturable; indeed, if dim(H) < p we apply [GK09, Theorem A], while, if dim(H) = p we apply [GK09, Proposition D] . Observe that L G , being a Lie lattice over Z p , is endowed with a natural topology induced from the p-adic topology of Z p ; moreover, this topology coincides with the one of G.
We begin the proof of item (1) by assuming that D is an open subgroup of G, and by proving all the stated consequences. From the above observations D is a saturable. Hence, from Lazard' 
follows as well, conluding this part of the proof. Indeed, Since G is a saturable pro-p group, it admits a valuation ω : G → R >0 ∪ {∞} such that (G, ω) is a saturated pro-p group (cf. [Klo05, Section 2]). In particular, the sets
, are open normal subgroups of G and form a basis of neighborhoods of the identity. It follows the there exists ν ∈ R >0 such that G ν is contained in D, so that we have a chain
, for every y ∈ G (in particular, for every y ∈ D) the multiplicative coset yG ν equals the additive coset y + L Gν . Hence, [G :
We complete the proof of item (1) Item (2) follows from [GK09, Theorem E] . Observe that, from the assumption dim(G) p, the required bounds on the dimension of 2-generated subgroups and subalgebras are satisfied. One needs also to observe that any submodule (hence, any ideal) of L G is closed in L G , hence in G.
Part (a) of item (3) follows from item (1) and Lazard's correspondence. For part (b) we argue as follows. Observe that the ϕ-invariance of a subset N ⊆ G is a purely set theoretical notion, namely, it does not depend on whether we look at N in the group context or in the Liealgebra context; moreover, a result of Serre implies that the group morphism ϕ is continuous (see [DDMS03, Corollary 1.21] ). Now, item (2) implies that L ϕ is simple if and only if there are no non-trivial closed normal ϕ-invariant subgroups of G. From the continuity of ϕ, one can prove that this is sufficient (and also necessary, of course) for ϕ being simple. The proof is complete.
We are ready to prove the main results of the paper.
Proof of Proposition A. The proposition is a direct consequence of Proposition 1.4 and Theorem 3.1.
Proof of Theorem B. The Lie lattices presented in the statement form a subset of the ones given in Theorem 2.31 (where all the isomorphism classes of 3-dimensional unsolvable Z p -Lie lattices are represented in a non-redundant way). More precisely, it is the subset of the residually nilpotent lattices (item (1) of Proposition A.17). Since p is greater than the dimension of the groups and algebras involved, it follows from [GK09, Theorem B] that the groups given in the statement constitute the claimed complete and irreduntant list. The conclusions about selfsimilarity of index p follow directly from Proposition A and Theorem 2.31.
Proof of Theorem C. For p 5, respectively, p 3, the groups SL △ 2 (Z p ), respectively, SL 1 2 (Z p ) are 3-dimensional unsolvable saturable p-adic analytic pro-p groups. The theorem follows from Proposition A and Theorems 2.32 and 2.33 (see also Theorem 3.1 and, for the Z p -Lie algebras associated with the groups involved, Remark A.2).
Proof of Theorem D. For p 5, respectively, p 3, the groups SL 1 1 (Z p ), respectively, SL 2 1 (Z p ) are 3-dimensional unsolvable saturable p-adic analytic pro-p groups. The theorem follows from Proposition A and Theorem 2.34 (see Remark A.3 for the Z p -Lie algebras associated with the groups involved).
Corollary 3.2 Let p
3 be a prime and let G be a compact p-adic analytic group whose associated Q p -Lie algebra is isomorphic to sl 2 (Q p ). Then G is self-similar.
Proof: Recall that the Q p -Lie algebra L G associated with G can be constructed as follows (see [DDMS03, Section 9.5]). There exists an open subgroup H of G that is a saturable p-adic analytic pro-p group; moreover, the isomorphism class of the Q p -Lie algebra L G := L H ⊗ Zp Q p does not depend on the chosen H. Observe that, since G is compact, H has finite index in G. The corollary follows from Theorem 2.32, Proposition A and Corollary 1.5.
Remark 3.3 Let p 3 be a prime, and G be a 3-dimensional unsolvable torsion-free p-adic analytic pro-p group. Assume that G belongs to the class of groups that are proven to be selfsimilar of index p in Theorems B or C. Observe that the self-similar action of G on T p that is used to prove the self-similarity of G comes, essentially, from Lemma 2.11. We claim that this action is level transitive (as opposed to transitive on the first level). Indeed, let L be the Z p -Lie lattice associated with G, and recall that L = G as sets. There exists a basis (x 0 , x 1 , x 2 ) of L in such a way that the formulas (Lemma 2.11) . The same function ϕ : D → G is a simple virtual endomorphism of G of index p (Theorem 3.1). The domains D n of the powers of ϕ as virtual endomorphism (see Remark A.5) are easily computed to be D n = x 0 , p n x 1 , x 2 , for all n 0. Since ϕ(p n+1 x 1 ) = p n x 1 , we see that ϕ(D n+1 ) ⊆ D n+1 for all n 0. Hence, we may apply Lemma A.7 to deduce that ϕ is regular. Applying [Nek02, Proposition 4.20], we see that the associated action of G on T p is level transitive, and the claim is proved.
A Appendices

A.1 Some general facts
In this appendix we collect some general facts. 
and, for p 3, it is a 3-dimensional unsolvable uniform p-adic analytic pro-p group; see [Ila99] . If p 5 then the terms γ k (SL △ 2 (Z p )), k 1, of the lower central series are 3-dimensional unsolvable uniform p-adic analytic pro-p groups.
Observe that the matrices For any prime p 3, the quaternion algebra D p may be presented as the associative unital Q palgebra with generators u, v and relations u 2 = ρ, v 2 = p, uv + vu = 0, where ρ ∈ {1, ..., p − 1} is not a square modulo p. The ordered set (1, u, v, uv) is a basis of D p as Q p -vector space. The reduced norm and reduced trace of an element ξ = α + βu + γv + δuv of D p are given by 
, where we observe that v∆ p is the maximal ideal of ∆ p . The group SL k 1 (∆ p ) is a 3-dimensional unsolvable p-adic analytic pro-p group. The group SL 1 1 (∆ 3 ) is torsion, while if p 5 then SL 1 1 (∆ p ) is saturable (hence, torsion free) but not uniform. On the other side, if k 2 then SL k 1 (∆ p ) is uniform. From the Lie-algebraic point of view, the set sl 1 (D p ) := {ξ ∈ D p : T (ξ) = 0} is a 3-dimensional unsolvable Lie algebra over Q p with respect to commutator in D p . The set
, is a 3-dimensional unsolvable Lie algebra over Z p . The ordered set (u, v, uv) is a basis of both sl 1 (D p ) and sl 1 (∆ p ), over Q p and Z p respectively. For k 1, the congruence subalgebra sl k 1 (∆ p ) is defined by sl 1 1 (∆ p ) := sl 1 (∆ p ) ∩ (v∆ p ) k . In Example 2.15 we need to consider the basis (
For p 5 or k 2, the Z p -Lie lattice associated with
We define the general notion of invariant subset.
Definition A.4 Let B be a subset of a set A, and ϕ : B → A be a function. A subset C ⊆ A is said to be ϕ-invariant if and only if C ⊆ B and ϕ(C) ⊆ C.
Remark A.5 Let ϕ : B → A be a set map, where B ⊆ A. The reader may think of a virtual endomorphism of a group or of a Lie lattice, but what follows is purely set theoretical. We define the domain of the powers of ϕ by D 0 := A, and by D n+1 := {x ∈ B : ϕ(x) ∈ D n } for n 0. The powers ϕ n : D n → A of ϕ are defined by ϕ 0 (x) = x for x ∈ D 0 , and by ϕ n+1 (x) = ϕ n (ϕ(x)) for n 0 and x ∈ D n+1 . We have ϕ 0 = id A and ϕ 1 = ϕ, in particular D 1 = B. We also have D n+1 ⊆ D n and ϕ(D n+1 ) ⊆ D n for all n 0. We define:
Proof: We prove by induction on n that C ⊆ D n for all n 0. For n = 0 the claim is obviously true. For n 0, assume by induction that C ⊆ D n , and take x ∈ C. By the ϕ-invariance of C we have x ∈ B and ϕ(x) ∈ C, hence ϕ(x) ∈ D n . It follows that x ∈ D n+1 , so that C ⊆ D n+1 , which concludes the induction step and the proof.
We finish the section with a technical lemma.
Lemma A.7 Let p be a prime, and let G be a group such that the index of any finite-index subgroup of G is a power of p 
A.2 Generalities on Lie algebras
In this appendix we collect some facts on Z p -Lie lattices (or, more generally, on antisymmetric Z p -algebras). In the next four lemmas n ∈ N; the simple proof of the first two is left to the reader.
Lemma A.8 Let L be an n-dimensional Z p -lattice and M ⊆ L be a submodule of dimension n.
Lemma A.10 Let L be an n-dimensional hereditarily just-infinite antisymmetric Z p -algebra. If ϕ : M → L is a simple virtual endomorphism then ϕ is injective.
Proof: Equation (2.1) of Lemma 2.3 implies the equivalence between (1) and (2) . For (3) and (4) one can adapt the arguments given in [Jac62, page 13]. More precisely, let (x 0 , x 1 , x 2 ) be a basis of L, and let A be the corresponding matrix. In dimension 3, we need only to check one instance of the Jacobi identity; more precisely, the Jacobi identity is satisfied in Item (3) follows immediately. For item (4) , assume moreover that L is an unsolvable Lie algebra. Then A is non-degenerate (Lemma A.12), hence A can be inverted over Q p . Also, l (v l A jl ) = 0 (for all j), so that all the v l 's are zero, and we conclude that A = A T , as desired.
Lemma A.14 Let L be a 3-dimensional unsolvable antisymmetric Z p -algebra, and M be a 3-dimensional subalgebra of L. Then the following holds.
( Lemma A.15 Any 3-dimensional unsolvable Z p -Lie lattice L that admits a diagonalizing basis is just infinite.
Proof: Take a non-trivial ideal I of L and a non-zero y ∈ I. Take a diagonalizing basis (x 0 , x 1 , x 2 ) of L, and let diag(a 0 , a 1 , a 2 ) be the corresponding matrix. Observe that the a i 's are non-zero (Lemma A.12 ). We will show that I contains non-zero multiples of x i for any i = 0, 1, 2. From this, it follows that I is 3-dimensional, as desired. Write y = b 0 x 0 + b 1 x 1 + b 2 x 2 and assume that b 0 = 0 (this does not involve any loss of generality: for b 1 = 0 and b 2 = 0 one has just to permute the role of the x i 's). Since I is an ideal, the commutators z 1 := [[y, x 1 ], x 0 ] and z 2 := [[y, x 2 ], x 0 ] belong to I. One easily checks that z j is a non-zero multiple of x j for j = 1, 2. Hence, z 0 := [z 1 , z 2 ] is a non-zero multiple of x 0 and belongs to I as well, and we are done.
The proof of the following lemma is left to the reader. (Observe that N ∪ {∞} is a commuative monoid with respect to addition, so that it has a natural N-module structure, which we use in order the statement to make sense even for infinte values of the coefficients s.) Proposition A.17 Let L be a 3-dimensional Z p -Lie lattice that admits a diagonalizing basis (for instance, a 3-dimensional unsolvable Z p -Lie lattice when p 3). Let s 0 , s 1 , s 2 ∈ N ∪ {∞} be the s-invariants of L, with s 0 s 1 s 2 . The following holds.
(1) L is residually nilpotent if and only if s 1 1.
(2) If s 0 = 0, s 1 = 1, s 2 = 1, I ⊆ L is an ideal, k ∈ N and I ⊆ γ k (L) then γ k (L) ⊆ I.
Proof: Item (1) follows directly from Lemma A.16. The proof of item (2) may be approached in a direct fashion analyzing several cases, of which we treat one. Below, the variables u 0 , u 1 , u 2 stand for elements of Z * p ; it is not important to keep track of their value, which may vary from one formula to another. From the assumptions and Remarks 2.5 and 2.6, it follows that there exists a basis (x 0 , x 1 , x 2 ) of L such that [x 1 , x 2 ] = u 0 x 0 , [x 2 , x 0 ] = pu 1 x 1 and [x 0 , x 1 ] = pu 2 x 2 . From I ⊆ γ k (L), there exists w = a 0 x 0 + a 1 x 1 + a 2 x 2 ∈ I such that w ∈ γ k (L). We treat the case where k = 2m is even. From Lemma A. We have p m+1 x 1 ∈ I (since a 0 p 2 x 1 ∈ I), and p m+1 x 2 ∈ I (since a 0 p 2 x 2 ∈ I), so that a 2 px 2 ∈ I (since p m+1 x 2 ∈ I), hence a 0 px 0 ∈ I (since a 0 pu 0 x 0 + a 2 pu 2 x 2 ∈ I). It follows that p m x 0 ∈ I, so that a 2 x 0 ∈ I, hence a 0 px 2 ∈ I (since a 2 u 0 x 0 + a 0 pu 2 x 2 ∈ I). It follows that p m x 2 ∈ I. Finally, a 1 x 0 ∈ I (since p m x 0 ∈ I), so that a 0 px 1 ∈ I (since a 1 u 0 x 0 + a 0 pu 1 x 1 ∈ I), hence p m x 1 ∈ I, and we are done with the given case.
A.3 Preliminaries for the classification theorem
In this appendix we collect some facts needed in the proof of Theorem 2.13. We take p to be an arbitrary prime (unless stated otherwise).
Definition A.18 With any matrix A ∈ gl 3 (Z p ), we associate a 3-dimensional antisymmetric Z p -algebra L A as follows. The underlying lattice is Z 3 p endowed with the canonical basis; the bracket is induced by the matrix A as in Lemma 2.3. Definition A.19 Let A, B ∈ gl 3 (Z p ).
(1) We define A ∼ L B if and only if there exists U ∈ GL 3 (Z p ) such that B = det(U )U −1 A(U −1 ) T .
(2) We say that A is multiplicatively congruent to B, denoted A ∼ M C B, if and only if there exist u ∈ Z * p and V ∈ GL 3 (Z p ) such that B = uV T AV . (2) For every 3-dimensional antisymmetric Z p -algebra L there exists A ∈ gl 3 (Z p ) such that L ≃ L A .
Proof: Part (1) follows directly from Lemma 2.3. For part (2) , given L choose one of its bases and take A to be the matrix of L with respect to this basis.
Remark A.22
The following useful fact follows from [Cas78, Lemma 3.4, page 115]. If p 3 is a prime, 1 i < j n, u ∈ Z * p , a 1 , ..., a n ∈ Q p and v p (a i ) = v p (a j ) then diag(a 1 , ..., ua i , ..., a j , ..., a n ) ∼ C diag(a 1 , ..., a i , ..., ua j , ..., a n )
where ∼ C means congruence (A → V T AV ) through a matrix V ∈ GL n (Z p ). In other words, if two diagonal entries of a diagonal matrix have the same p-adic valuation, we can "move" an invertible factor from one entry to the other through a congruence with coefficients in Z p .
