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Abstract
We investigate existence of an invariant probability measure for the equation dXt=A0Xt+dWt
in a conuclear space 0, where W is a Wiener process in 0 and A generates a semigroup
in . In the rst part of the paper we formulate a sucient and necessary condition for the
existence of an invariant measure and we describe all invariant measures. In the second part we
investigate the case  =S(Rd) and A = −(−)=2 (the fractional Laplacian) for 0<< 2.
As the corresponding -stable semigroup does not map S(Rd) into itself, this case needs a
separate treatment. We consider two large classes of S0(Rd)-Wiener processes: those determined
by homogeneous random elds and those associated with tempered kernels. In both cases, we
formulate conditions which are sucient (and, in a sense, necessary or almost necessary) for
the existence of stationary measures, and we give several examples. c© 1999 Elsevier Science
B.V. All rights reserved.
Keywords: Wiener process in conuclear space; Generalized Langevin equation; Generalized
Ornstein{Uhlenbeck process; Invariant measure; Fractional Laplacian; Homogeneous random
eld; Tempered kernel
1. Introduction
We investigate invariant probability measures of the generalized Langevin equation
dXt =A0Xt dt + dWt; t 2R+; (1.1)
in the dual 0 of a Frechet nuclear space  (0 is then called a conuclear space),
where W is a Wiener process in 0 and A0 is the conjugate of the generator A of a
semigroup of linear operators in .
The description of invariant measures for analogous equations in nite-dimensional
and Hilbert spaces is well known (see, e.g., Da Prato and Zabczyk, 1996). On the other
hand, equations of the form (1.1) in conuclear spaces have been appearing for some
time in various contexts (see, e.g., Bojdecki and Gorostiza, 1986, 1999; Gorostiza and
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Li, 1999; Holley and Stroock, 1981; Ito^, 1983, 1984b; Kallianpur and Perez-Abreu,
1988; Walsh, 1986) and various properties of solutions have been discussed, so the
question of existence of stationary solutions seems both natural and interesting.
Ito^ (1984a) gave a general description of all stationary Markov processes in general
linear spaces, and related them to a kind of Eq. (1.1) under the assumption that the
variance functional is a norm. Holley and Stroock (1981) considered (1.1) for 0 =
S0(Rd), the space of tempered distributions, and for W= the standard Wiener process
in S0(Rd). They formulated a sucient condition for the existence of an invariant
measure and described, under this condition, all invariant measures.
In the rst part of this paper we generalize slightly the latter results. We consider
a general Frechet nuclear space  and W is an arbitrary time-homogeneous Wiener
process in 0. We give a necessary and sucient condition for the existence of an
invariant measure and describe all invariant measures. Our condition (see Theorem
2.2) is in a sense similar to those formulated for the nite-dimensional and Hilbert
space cases (cf. Zakai and Snyders, 1970; Zabczyk, 1985; Da Prato and Zabczyk,
1996, Theorem 6:2:1), but in our case, due to the nuclear structure of the space , it
seems to take a somewhat more elegant form.
In the second part of the paper we consider  =S(Rd) and A =  = −(−)=2
(the \fractional Laplacian"), 2 (0; 2): S0(Rd)-valued Ornstein{Uhlenbeck processes
associated with this operator appear as uctuation limits of particles evolving according
to standard -stable motion (see Dawson et al., 1989; Dawson and Gorostiza, 1990;
Adler and Rosen, 1993). The argument of the rst part does not apply directly to this
case since neither  nor the corresponding -stable semigroup map S(Rd) into itself
if < 2 (Dawson and Gorostiza, 1990), so a solution of (1.1) as well as an invariant
measure must be properly dened in this case. We formulate these denitions following
the approach proposed in Bojdecki and Gorostiza (1999).
Since a Wiener process in S0(Rd) is determined by a continuous Hilbertian semi-
norm in S(Rd) and the same is true for any Gaussian initial condition of (1.1), we
focus our attention on such seminorms. We consider two large and important (not
mutually exclusive) classes of continuous Hilbertian seminorms in S(Rd).
The rst class consists of the seminorms determining space-homogeneous random
elds (see Denition 4.1). We give a sucient condition (which is, in a sense, also
necessary) for existence of an invariant measure if the covariance functional of the
Wiener process belongs to this class, and we nd the form of this measure. We also
show several examples of applications of our criterion.
The second class consists of the seminorms determined by \tempered kernels", i.e.,
seminorms dened by scalar products of the forms
q(’;  ) =
Z
R2d
A(x; y)’(x) (y) dx dy; ’;  2S(Rd):
The function A here must be tempered, i.e.,Z
R2d
jA(x; y)j(1 + jxj2)−k(1 + jyj2)−k dx dy<1;
for some k>0. The analysis of this case is technically a little more involved. Our
main theorem states that if the Wiener process is associated with q as above with
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k <d=2 − =4, then an invariant measure exists, and its form is found (see Theorem
5.6). Constant d=2 − =4 cannot be increased in this theorem (see Example 5:10:2).
In the main step of the proof of the theorem we derive an exact asymptotics of the
potential kernel of the -stable process in R2d which is a pair of independent copies of
standard spherically symmetric -stable processes in Rd (see Lemma 5.8). This result
seems to be of interest by itself.
We also give a simple but instructive example of another type (i.e., not belonging
to any of the two classes), where the Wiener process is supported by one point.
It is worthwhile to remark that all the results on invariant measures obtained in this
part of the paper (i.e., for the fractional Laplacian) hold for the case  = 2 (i.e., for
the Laplacian) as well. Since they are much more explicit than the general condition
(2.4) we hope that they are of some interest also in this case.
It should be stressed that both the scope and the methods of the present work are
dierent, in spite of the similarity of the title, from those of a recent paper by Xiong
(1997).
The paper is organized as follows. In Section 2 we formulate and prove results for the
general case, when the semigroup maps  into itself. Section 3 contains some general
remarks as well as the necessary background for the case =S(Rd); A=−(−)=2.
In Section 4 we consider homogeneous random elds. Sections 5 and 6 are devoted to
the case of tempered kernels. In Section 5 we formulate results and discuss examples.
Section 6 contains main proofs. In Section 7 we discuss the special example mentioned
above.
2. General results
We start from a generalization of Holley and Stroock (1981) results. Let  be
a Frechet nuclear space, q be a continuous Hilbertian seminorm in  and W be
a generalized time-homogeneous Wiener process in 0 associated with q. We recall
that W is a continuous centered Gaussian process in 0 with covariance functional
E(hWs; ’ihWt;  i) = s ^ tq(’;  ); s; t 2R+; ’;  2; where q(; ) denotes the inner
product corresponding to q. We then say that W is associated with q. Let (Tt) be a
C0-semigroup on  with a generator A. We investigate the invariant measures for the
generalized Ornstein{Uhlenbeck process given by Langevin equation
dXt =A0Xt dt + dWt; t 2R+: (2.1)
We will always assume that X0 is an 0-valued random variable independent of W .
The solution of (2.1) is understood in the evolution form, i.e.,
Xt = T 0t X0 +
Z t
0
T 0t−s dWs: (2.2)
By invariant measure we mean the law of such X0 that Xt and X0 have the same dis-
tributions for all t. In particular, an invariant measure is always a probability measure.
Let C denote the characteristic functional of the measure .
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Lemma 2.1.  is an invariant measure for (2:1) if and only if
C(’) = C(Tt’)exp

−1
2
Z t
0
q2(Tr’) dr

(2.3)
for all t > 0; ’2.
Proof. It suces to observe that
R t
0 T
0
t−r dWr is independent of T
0
t X0 and has the Gaus-
sian distribution with mean zero and variance functional
R t
0 q
2(Tt−r’) dr=
R t
0 q
2(Tr’) dr,
and then to apply the well-known fact that any probability measure on 0 is determined
uniquely by its characteristic functional (see, e.g., Ito^, 1984b).
Theorem 2.2. There exists an invariant measure for (2:1) if and only ifZ 1
0
q2(Tt’) dt <1 (2.4)
for each ’2.
If (2:4) is satised then the centered Gaussian measure in 0 with variance func-
tional
R1
0 q
2(Tt’) dt is an invariant measure for (2:1).
Proof. Assume (2.4). For a xed nite T; (’;  ) 7! R T0 q(Tt’; Tt ) dt is a bilinear,
continuous functional on   . Letting T " +1 and using the Banach{Steinhaus
theorem we see that ’ 7! R10 q(Tt’; Tt ) dt is continuous for any xed  , so
(’;  ) 7!
Z 1
0
q(Tt’; Tt ) dt
is bilinear and separately continuous, hence continuous in (’;  ), because  is a Frechet
space. Thus ’ 7! (R10 q2(Tt’) dt)1=2 is a continuous Hilbertian seminorm on  and by
the nuclear property of  it is well known (cf. e.g. Ito^, 1984b, Theorem 2:6:2) that
C(’) = exp

−1
2
Z 1
0
q2(Tt’) dt

(2.5)
is the characteristic functional of a (unique) Gaussian measure  on 0. We have
C(Tt’) = exp

−1
2
Z 1
0
q2(Ts+t’) ds

= exp

−1
2
Z 1
t
q2(Tu’) du

= exp

1
2
Z t
0
q2(Tu’) du

C(’);
so (2.3) is satised and  is an invariant measure.
To prove that condition (2.4) is also necessary, suppose that  is an invariant measure
for (2.1) butZ 1
0
q2(Tt’) dt =1 (2.6)
for some ’. Since C is continuous and C(0) = 1 there exists a neighbourhood U
of zero such that ReC( )> 1=2 for  2U. Fix > 0 suciently small, such that
’2U. We have, by (2.3),
1
2
< jC(’)j6exp

−
2
2
Z t
0
q2(Tu’) du

:
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The right-hand side tends to 0 as t !1 and the obtained contradiction completes the
proof.
Following Holley and Stroock (1981) (see also Zakai and Snyders, 1970; Zabczyk,
1985) we can give a description of all invariant measures.
Theorem 2.3.  is an invariant measure for (2:1) if and only if
 =   ; (2.7)
where  is a Gaussian measure with characteristic functional of the form (2:5) and 
is a probability measure on 0 such that for all t 2R+; B2B(0)
(2B) = (T 0t 2B): (2.8)
Proof. The argument is similar to the one used in Holley and Stroock (1981), but we
present it for completeness. Let  be an invariant measure. Then, by (2.3),
C(Tt’) = exp

1
2
Z t
0
q2(Tr’) dr

C(’): (2.9)
By Theorem 2.2, C(’) := exp( 12
R1
0 q
2(Tr’) dr)C(’) is a nite and continuous func-
tion in ’. Moreover, it is a limit (as t !1) of characteristic functionals, by (2.9), so
by the Levy continuity theorem in nuclear spaces (Meyer, 1966), C is the characteristic
functional of some probability measure . We have
C(’) = C(’)exp

−1
2
Z 1
0
q2(Tr’) dr

= C(’)C(’) = C(’)
so (2.7) holds. For each t and ’, again by (2.9),
C(Tt’) = lim
s!1C(Ts(Tt’)) = lims!1C(Ts+t’) = C(’)
which implies (2.8). This completes the proof of necessity.
To prove suciency it is enough to show that (2.3) is fullled for the measure .
By (2.7), (2.8) and since C satises (2.3),
C(’) =C(’)C(’) = C(Tt’)exp

−1
2
Z t
0
q2(Tr’) dr

C(Tt’)
=C(Tt’)exp

−1
2
Z t
0
q2(Tr’) dr

;
which completes the proof.
Remark 2.4. (a) Let v be another continuous Hilbertian seminorm in  such that q is
continuous with respect to v and the canonical mapping v ! q is Hilbert{Schmidt
(v; q are the completions of =ker v; =ker q with respect to v; q, respectively).
If Ts : v ! v for each s, then from the theory for Hilbert space case a necessary
and sucient condition for existence of an invariant measure (in 0v) has the form
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(cf. Da Prato and Zabczyk, 1996):Z 1
0
jT 0s j2qv ds<1;
where j  jqv denotes the Hilbert{Schmidt norm of an operator from 0q into 0v.
(b) If W is the standard Wiener process in S0(Rd), i.e., q(’;  ) =
R
Rd ’(x) (x) dx,
and d>3; A= 12, then there exists an invariant measure which is not concentrated on
any Hilbertian subspace of S0(Rd). (In fact, construction which follows gives innitely
many invariant measures with this property.)
Indeed, let Sn be the Hilbert space of all functions on Rd which are, together with
their all derivatives up to the order n, square integrable with respect to (1+ jxj2)n dx. It
is well known that S0(Rd)=
S
nS
0
n and any Hilbert subspace of S
0(Rd) is contained in
some S0n. Now, take a sequence (hj)j of harmonic functions (as elements of S
0(Rd))
such that the set of all hj’s is not contained in any S0n. Dene  as =
P1
j=1 (1=2
j)hj
and use Theorem 2.3 (see also example (5:20) in Holley and Stroock, 1981).
(c) It is well known that if X is a Markov process and  is an invariant measure
for X , then  is stationary measure for X .
(d) Condition (2.4), simple as it is, is not always easy to verify. In subsequent
sections we show, among other things, how to check it in some, more specic situations
(see Remarks 4.5 and 5.9).
3. The case of -stable semigroup (general remarks)
Let =S(Rd). We consider, at least formally, a special case of (2.1), namely
dXt = 0Xt dt + dWt; (3.1)
where =−(−)=2 is the generator of the -stable spherically symmetric semigroup
(Tt); 2 (0; 2). We have Tt’= gt ’, where gt is the transition density of the spheri-
cally symmetric -stable process in Rd. Since Tt , for < 2, does not map S(Rd) into
itself (Dawson and Gorostiza, 1990), then it is necessary to give a precise meaning
to the solution of (3.1). Dawson and Gorostiza (1990) describe a general approach to
this problem but in our case, since we deal with Gaussian processes, a more direct ap-
proach is possible. If X0 is centered Gaussian with variance q0 and an S0(Rd)-Wiener
process is associated with q, then the (independent) ingredients of formula (2.2), i.e.,
Zt = T 0t X0 and Yt =
R t
0 T
0
t−r dWr should have covariances of the forms
E(hZt; ’ihZs;  i) = q0(Tt’; Ts ) (3.2)
and
E(hYt; ’ihYs;  i) =
Z t^s
0
q(Tt−r’; Ts−r ) dr: (3.3)
Therefore, we have to give meaning to expressions (3.2) and(3.3) as covariance func-
tionals of Gaussian processes. It can be done for some classes of Wiener processes and
distributions of X0 (see Bojdecki and Gorostiza, 1999). If X0 and W are independent,
then Y and Z can be taken independent and it is natural to dene a solution to (3.1)
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as the sum Yt + Zt . This is a direct analogue of (2.2). Below we give examples of
how this construction works.
We recall some basic facts on (Tt) and , following Dawson and Gorostiza (1990).
For ’2C(Rd); k > 0 we dene kj’kjk = supx j’(x)j(1 + jxj2)k .
Ck(Rd) := f’2C(Rd): kj’kjk <1g equipped with the norm kj  kjk is a Banach
space, and
Ck;0(Rd) := f’2Ck(Rd): limjxj!1 j’(x)j(1 + jxj2)k = 0g is a closed subspace of
Ck(Rd).
Proposition 3.1. If d=2<k < (d+ )=2; then
S(Rd)Ck;0(Rd)L2(Rd)(Ck;0(Rd))0S0(Rd);
the operator Tt : Ck(Rd)! Ck(Rd) is continuous in the norm kj  kjk for each t; and
for each ’2Ck;0(Rd); t 7! Tt’ is continuous in Ck;0(Rd). Moreover; ’2Ck;0(Rd)
for ’2S(Rd).
See Dawson and Gorostiza (1990) for the proof.
4. Homogeneous random elds
Denition 4.1. Spatially homogeneous Gaussian random eld is a centered Gaussian
S0(Rd)-valued random variable with covariance functional of the form
q(’;  ) =
Z
Rd
’^(z) ^ (z)(dz); ’;  2S(Rd); (4.1)
where ’^ denotes the Fourier transform of ’, and  (which is called the spectral measure
of q) is a symmetric non-negative and tempered measure on Rd, i.e.,Z
Rd
(1 + jxj2)−k(dx)<1 (4.2)
for some k>0.
Homogeneous Gaussian random elds are a very important class of S0(Rd)-random
variables (see, e.g., Dobrushin, 1979; Dawson and Salehi, 1980; Major, 1981; Peszat
and Zabczyk, 1997). In this section we assume that a generalized Wiener process W
is associated with q given by (4.1), so Wt is a homogeneous Gaussian random eld
for each t (such W is called spatially homogeneous Wiener process). In this case, a
precise meaning of (3.2) and (3.3) is given in Bojdecki and Gorostiza (1999). Namely,
Yt =
R t
0 T
0
t−s dWs is dened as a continuous centered Gaussian process in S
0(Rd) with
covarianceZ t^s
0
q(Tt−r’; Ts−r ) dr :=
1
2
Z
Rd
(e−jzj
jt−sj − e−jzj(t+s))’^(z) ^ (z)jzj−(dz):
(4.3)
If X0 is a homogeneous random eld with covariance given by (4.1) with spectral
measure 0, then Zt = T 0t X0 is, by denition, a continuous centered Gaussian process
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in S0(Rd) with covariance
q(Tt’; Ts ) :=
Z
Rd
e−jzj
(t+s)’^(z) ^ (z)0(dz): (4.4)
Denition 4.2. For W and X0 as above and independent, let us take Y and Z inde-
pendent. By solution to (3.1) we understand the process Xt = Zt + Yt . If for all t the
distribution of Xt is the same as the distribution  of X0, then  is called invariant
measure for (3.1).
Remark 4.3. (a) In Denition 4.2 we restrict ourselves to the invariant measures in
the class of spatially homogeneous Gaussian random elds.
(b)  is an invariant measure for (3.1) if and only if
C(’) = CZt (’)CYt (’) (4.5)
for each t.
Theorem 4.4. Let the Wiener process W in (3:1) be associated with q given by (4:1).
An invariant measure for (3:1) exists if and only ifZ
jzj<1
jzj−(dz)<1: (4.6)
Moreover; if such a measure exists it is unique and its spectral measure has the form
0(dz)= 12 jzj−(dz). The corresponding stationary solution X of (3:1) has covariance
of the form
EhXt; ’ihXs;  i= 12
Z
Rd
e−jzj
jt−sj’^(z) ^ (z)jzj−(dz): (4.7)
Proof. Assume (4.6). Let p be given by the formula
p(’;  ) =
1
2
Z
Rd
’^(z) ^ (z)jzj−(dz):
Since
jp(’;  )j61
2
sup
z
((1 + jzj2)k j’^(z)j) sup
z
j ^ (z)j
Z
Rd
(1 + jzj2)−k jzj−(dz)
and Z
Rd
(1 + jzj2)−k jzj−(dz)6
Z
jzj<1
jzj−(dz) +
Z
jzj>1
(1 + jzj2)−k(dz)<1
by (4.2) and (4.6), p is well dened and nite. Of course, p is continuous and
positive-denite. Therefore, p is the covariance functional of a Gaussian measure .
Let (Zt) be the process associated with p by means of (4.4) (with p taken instead
of q) and let (Xt) be the corresponding solution of (3.1) according to Denition 4.2.
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To prove that  is invariant we calculate the characteristic functional
EeihXt ;’i = EeihYt ;’iEeihZt ;’i
= exp

−1
4
Z
Rd
(1− e−2jzjt)j’^(z)j2jzj−(dz)

exp

−1
2
Z
Rd
e−2jzj
t j’^(z)j20(dz)

= exp

−1
4
Z
Rd
j’^(z)j2jzj−(dz)

= exp

−1
2
p2(’(z))

= C(’);
so (4.5) is satised and  is an invariant measure.
Now we prove uniqueness. Assume that there exists another invariant measure for
(3.1) with covariance functional of the form (4.1) with 1(dz). Then, using (4.5), we
have for each t and each ’2S(Rd)
1
4
Z
Rd
(1− e−2jzjt)j’^(z)j2jzj−(dz) + 1
2
Z
Rd
e−2jzj
t j’^(z)j21(dz)
=
1
2
Z
Rd
j’^(z)j21(dz):
Passing to the limit as t !1 we obtain
1
2
Z
Rd
j’^(z)j2jzj−(dz) =
Z
Rd
j’^(z)j21(dz): (4.8)
Hence 1(dz)= 12 jzj−(dz), which gives uniqueness. To prove necessity it is enough to
observe that (4.8) holds for the invariant measure associated with 1, so
R
Rd j’^(z)j2jzj−
(dz)<1, for each ’2S(Rd), which implies (4.6).
Finally, formula (4.7) is an immediate consequence of (4.3),(4.4) and Denition
4.2.
Using Theorem 4.4 we investigate some specic examples of homogeneous random
elds (we examine, when (4.6) is satised).
Remark 4.5. It is not dicult to see that for  = 2, in the case of a homogeneous
random eld, our condition (4.6) is equivalent to the general condition (2.4). All the
examples below include the case = 2 (i.e., the Wiener semigroup) as well.
Example 4.6. (1) If  has a density which in some neighbourhood of 0 is bounded
and strictly separated from 0, then an invariant measure exists if and only if <d.
Special cases: (a) (dz) = (1 + jzj2)−l dz; l>0. The case l= 0 corresponds to the
white noise, l=1 corresponds to the so-called Euclidean free eld (see Hida and Streit,
1977; Simon, 1974), and for l= (d+ 1)=2 the corresponding covariance functional of
the Wiener process has the form q(’;  ) = C
R
R2d e
−jx−yj’(x) (y) dx dy (Stein, 1970,
Chapter V, Section 3).
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(b) (dz)= (1 + 2jzj) dz; 1> 0; 2>0 (processes related to the uctuation limit
of branching particle systems with immigration, Bojdecki and Gorostiza, 1986, 1999).
Such  corresponds to the covariance functional of the form
q(’;  ) = 1
Z
Rd
’(z) (z) dz − 2
Z
Rd
(’(z) (z) + ’(z) (z)) dz
for ’;  2S(Rd).
(2) If (dz)=2jzj dz (branching particle systems without immigration Bojdecki and
Gorostiza (1986,1999) and Holley and Stroock (1981)), then there exists an invariant
measure for all d. Observe that the corresponding stationary process (Xt) given by
(4.7) has the covariance functional of the form
C2
Z
Rd
’(z)Tt−s (z) dz
for s6t, so it is the so-called -density process (Adler and Rosen, 1993; Bojdecki and
Gorostiza, 1995). The white noise is the invariant measure.
(3) If (dz)= jzj− dz; 0<<d, then an invariant measure exists if and only if
+<d. This spectral measure appears in connection with occupation time uctuation
limits of multilevel branching systems (Dawson et al., 1999). The covariance functional
corresponding to  has the form
q(’;  ) = C
Z
R2d
’(x) (y)
jx − yjd− dx dy;
for some C > 0 and the covariance functional of the invariant measure has the form
q0(’;  ) = C1
Z
R2d
’(x) (y)
jx − yjd−− dx dy:
(4) If =0 (i.e. q(’;  )=
R
Rd ’(x) dx
R
Rd  (y) dy), then an invariant measure does
not exist for any dimension d.
(5) If q is determined by a kernel of convolution type, i.e.,
q(’;  ) =
Z
Rd
B’(x)B (x) dx;
where B(’) =
R
Rd K(x − y)’(y) dy for K 2L2(Rd), then q can be written in the form
(3:4) with (z) = CjK^(z)j2 dz; C > 0. There exists an invariant measure if and only
if
R
jzj<1 jK^(z)j2jzj− dz<1. Then the covariance functional of the invariant measure
has the form
q0(’;  ) =
C
2
Z
Rd
’^(z) ^ (z)jzj−jK^(z)j2 dz:
5. Tempered kernels
Let A : Rd  Rd ! R be a measurable function (possibly dened Lebesgue-almost
everywhere) which is
(i) symmetric, i.e.,
A(x; y) = A(y; x); (5.1)
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(ii) tempered, i.e., there exists k>0 such thatZ
R2d
jA(x; y)j(1 + jxj2)−k(1 + jyj2)−k dx dy<1; (5.2)
(iii) positive-denite, i.e.,Z
R2d
A(x; y)’(x)’(y) dx dy>0 (5.3)
for each ’2S(Rd).
Such A determines a continuous Hilbertian seminorm q on S(Rd), given by the
inner product
q(’;  ) =
Z
R2d
A(x; y)’(x) (y) dx dy: (5.4)
We will investigate the existence of an invariant measure for (3.1) when the Wiener
process W is associated with q of the form (5.4).
Recall that by gt we denote the transition density of the spherically symmetric
-stable process in Rd.
In what follows, we frequently use the notation u  v which means that there exist
constants C1>C2> 0 such that C2<u=v<C1.
Proposition 5.1. Let A satisfy (5:1); (5:3) andZ
R4d
jA(x; y)j gt(x − z)gs(y − w)j’(z)k (w)j dx dy dz dw<1 (5.5)
for all s> 0; t > 0; ’;  2S(Rd). Then there exists a centered Gaussian process
(Zt)t>0 in S0(Rd) with covariance of the form
EhZt; ’ihZs;  i=
Z
R4d
A(x; y)gt(x − z)gs(y − w)’(z) (w) dx dy dz dw; (5.6)
where g0(x) = 0(x).
Proof. Denote the right-hand side of (5.6) by K(t; ’; s;  ). It is not dicult to show,
using the self-similarity property of gt :
gt(x) = t−d=g1(t−1=x); (5.7)
and asymptotic behaviour of g1:
g1(x)  jxj−(d+) as jxj ! 1 (5.8)
(see, e.g., Gorostiza and Wakolbinger, 1991), that j’(x)j6C(’; s) RRd gs(y)j’(x −
y)j dy. Hence (5.5) impliesZ
R3d
jA(x; y)j gt(x − z)j’(z)k (y)j dx dy dz<1;
so K(t; ’; 0;  ) is well dened.
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’ 7! K(t; ’; s;  ), for  xed, is a continuous linear functional on S(Rd), since the
linear functional
KN (t; ’; s;  ) =
Z
R4d
((A(x; y) ^ N ) _ (−N ))gt(x − z)gs(y − w)
’(z) (w) dx dy dz dw
(t; s;  xed) is continuous for each N > 0 and KN tends to K as N ! 1, for
’2S(Rd), so the Banach{Steinhaus theorem implies continuity of K in ’. There-
fore K is bilinear and separately continuous, hence is continuous in (’;  ), because
S(Rd) is a Frechet space. It is easy to see that K is positive-denite. By a standard
argument, using the regularization theorem (see, e.g., Ito^, 1984b) we conclude that
there exists an S0(Rd)-valued centered Gaussian process with covariance K .
The following fact can be proved in an analogous way.
Proposition 5.2. If A satises (5:1); (5:3) andZ s^t
0
Z
R4d
jA(x; y)j gt−r(x − z)gs−r(y − w)j’(z)k (w)j dx dy dz dw dr <1 (5.9)
for all s> 0; t > 0; ’;  2S(Rd); then there exists a centered Gaussian process
(Yt)t>0 in S0(Rd) such that
EhYt; ’ihYs;  i
=
Z s^t
0
Z
R4d
A(x; y) gt−r(x − z)gs−r(y − w)’(z) (w) dx dy dz dw dr: (5.10)
Motivated by these propositions and formulas (3.2) and (3.3) we introduce the follow-
ing denition.
Denition 5.3. The process Z given by Proposition 5.1 is called the ow process
associated with kernel A, and the process Y given by Proposition 5.2 is called the
convolution integral process associated with kernel A.
The following corollary is an immediate consequence of Proposition 3.1 (see also
Bojdecki and Gorostiza, 1999).
Corollary 5.4. If A satises (5:1) and (5:3) and is tempered with k < (d+ )=2; then
there exist ow process Z and convolution integral process Y associated with A.
Denition 5.5. Let A; A0 satisfy (5.1){(5.3) and, moreover, (5.9) or (5.5), respec-
tively. Let the Wiener process W in (3.1) be associated with q of the form (5.4). Let
Y; Z be independent processes such that Z is the ow process associated with kernel A0
and the process Y is the convolution integral process associated with kernel A. By a
solution of Eq. (3.1) we understand the sum Xt=Zt+Yt .  is called invariant measure
if  (= the law of Z0) is the distribution of Xt for all t.
In this case Remark 4.3(b) is valid as well.
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The main result of the section is the following theorem on the existence of an
invariant measure.
Theorem 5.6. Assume that the Wiener process W in (3:1) is associated with q of
the form (5:4); where A is tempered (satises (5:2)) with k <d=2− =4. Then there
exists an invariant measure. Its covariance is determined by a kernel A0 of the form
A0(z; w) =
Z
R2d
A(x; y)
Z 1
0
gs(x − z)gs(y − w) ds dx dy (5.11)
and the corresponding stationary Ornstein{Uhlenbeck process X has covariance of
the form
EhXt; ’i hXs;  i=
Z 1
0
Z
R2d
A(x; y)Tt−s+r’(x)Tr (y) dx dy dr; s6t:
The Holder inequality immediately implies the following sucient condition for a
kernel A to satisfy (5.2) with k <d=2− =4.
Proposition 5.7. If A2Lp(R2d) for some p2 [1; 2d=); then A is tempered with k <
d=2− =4.
For the proof of Theorem 5.6 we use a lemma, which is of independent interest. Fix
2 (0; 1). Denote
G1 =

(x; y)2R2d: jyj< jxj< 1

jyj

;
G2 = f(x; y)2R2d: 0< jxj6jyjg; (5.12)
G3 = f(x; y)2R2d : 0< jyj6jxjg:
Lemma 5.8.Z 1
0
gs(x)gs(y) ds  h(x; y); (5.13)
where
(i) if d< 2; then h(x; y) = (jxj+ jyj)−2d;
(ii) if d= 2; then
h(x; y) =
8><
>:
(jxj+ jyj)−(3=2)d if (x; y)2G1
(jxj+ jyj)−(3=2)d log(1 + jyj=jxj) if (x; y)2G2
(jxj+ jyj)−(3=2)d log(1 + jxj=jyj) if (x; y)2G3;
(iii) if d> 2; then
h(x; y) =
8><
>:
jxj−2d if (x; y)2G1;
jxj2−djyj−−d if (x; y)2G2;
jyj2−djxj−−d if (x; y)2G3:
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Observe that this lemma gives asymptotics of the potential kernel of the stable process
in R2d composed of two independent copies of the spherically symmetric -stable
processes in Rd. It seems also worthwhile to point out an interesting fact that for
small dimensions (d< 2) this asymptotics coincides with the potential kernel of the
standard spherically symmetric -stable process in R2d.
Remark 5.9. In the case = 2 and d> 1 we haveZ 1
0
gs(x)gs(y) ds= C(jxj2 + jyj2)1−d  (jxj+ jyj)2−2d:
From the proof of Theorem 5.6 it will be clear that the assertion of that theorem is
valid in this case as well.
The proofs of Lemma 5.8 and Theorem 5.6 are deferred to the next section.
Example 5.10. (1) Let us discuss briey connections between the present setting
and the one of the previous section. Assume that A(x; y) satises assumptions of
Theorem 5.6 and has the form
A(x; y) = A(x − y): (5.14)
Then A() is the Fourier transform of a spectral measure  (Gel’fand and Vilenkin,
1964, Chapter II, Section 3:5), so q given by (5.4) has the form (4.1). A0, dened by
(5.11), also depends on dierence, so the invariant measure given by Theorem 5.6 is
a spatially homogeneous random eld. Therefore, by Theorem 4.4,Z
jzj<1
jzj− (dz)<1; (5.15)
so (5.2) with k <d=2−=4 implies (5.15). We are not sure if the converse is also true,
but in any case our condition (k <d=2− =4) does not seem far from being necessary
for A satisfying (5.14). To see this, we denote k(x) = (1 + jxj2)−k and we carry out
the following formal calculation:Z
R2d
A(x − y)k(x)k(y) dx dy=
Z
Rd
^(y)k  k(y) dy
=
Z
Rd
[k  k(y) (dy)
=
Z
Rd
^2k(y) (dy):
It is known (Stein, 1970, Chapter V, Section 3), that for k <d=2 we have ^k(z) 
jzj−(d−2k) at zero, and ^k(z) = o(e−Cjzj) for some C > 0, if jzj ! 1.
Now, ifZ
jzj<1
jzj−(+) (dz)<1;
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for some > 0 (so a condition just a little bit stronger than (5.15) is satised), then
for k such that < 2d− 4k <+  (hence k <d=2− =4) we haveZ
Rd
^2k(y) (dy)<1:
(2) Consider a particular case of the previous situation, namely, let the kernel A be
given by A(x; y)= jx−yj−d+, 0<<d (cf. Example 4.6(3)). In this case everything
can be calculated explicitly. It is not very hard to check that A is tempered with
k>0 (see (5.2)) if and only if k > (d + )=4. Therefore, A satises assumptions of
Theorem 5.6 if and only if d>+ , which coincides with the condition obtained in
Example 4.6(3). Hence, in general, the number d=2− =4 in assumptions of Theorem
5.6 cannot be replaced by a bigger one.
(3) Let A(x; y) =
R
Rd B(x; z)B(y; z) dz, where B2L2(R2d). This kernel is not of the
homogeneous type. If d> then, by Proposition 5.7 and Theorem 5.6, there exists an
invariant measure associated with kernel A0 given by (5.11), i.e., the invariant measure
is centered Gaussian with covariance
q0(’;  ) =
Z
R3d
Z 1
0
B(x; z)Ts’(x)B(y; z)Ts (y) ds dz dx dy:
Such A determines the general form of the covariance of a Wiener process which lives
in L2(Rd), but the stationary measure with covariance given by A0 is not necessarily
concentrated at L2(Rd).
(4) One-function supported eld. Let A(x; y)=h(x)h(y), where h 6 0; h2Lp(Rd) for
some p< 2d=. This example is not of the homogeneous type either (it is homogeneous
if and only if h is constant, but then the integrability assumption is not satised; see
Example 4.6(4) for the latter case). The Wiener process corresponding to A is of the
form Wt = Bth, where (Bt)t>0 is the standard Brownian motion in R. By Proposition
5.7 and Theorem 5.6 there exists an invariant measure which is centered Gaussian with
covariance
q0(’;  ) =
Z 1
0
Z
R2d
h(z)Ts’(z)h(w)Ts (w) dw dz ds:
In Section 7 we consider an example of a similar kind, where instead of function h
we take distribution a.
6. Proofs for Section 5
In what follows Ci; Ci(); i = 1; 2; : : : are generic positive constants, possible depen-
dence on given elements being indicated in the parenthesis.
Proof of Lemma 5.8. Let
f(x; y) =
Z 1
0
gs(x)gs(y) ds:
16 T. Bojdecki, J. Jakubowski / Stochastic Processes and their Applications 84 (1999) 1{24
By (5.7) we have
f(x; y) = (jxj+ jyj)−2d
Z 1
0
gs( x)gs( y) ds; (6.1)
where x = x=(jxj+ jyj); y = y=(jxj+ jyj). Let
f1(x; y) =
Z 1
0
gs( x)gs( y) ds= I1 + I2; (6.2)
where I1 =
R 1
0 gs( x)gs( y) ds; I2 =
R1
1 gs( x)gs( y) ds. By (5.7)
I2 =
Z 1
1
s−2d=g1(s−1= x)g1(s−1= y) ds:
Since 2d> (because 0<< 2) and g1 is bounded there exist C1; C2 such that
0<C1<I2<C2<1: (6.3)
Let  be such that = =(1− ). Then 2 (0; 1=2) and we have
G1 = f(x; y): j xj>; j yj>g; G2 = f(x; y): 0< j xj6g;
G3 = f(x; y): 0< j yj6g:
We investigate the behaviour of f(x; y) on each Gi separately.
Let us start from G1. If j xj>; s61, then s−1=j xj>, so by (5.8) there exist
positive constants C3(); C4() such that
C3()s1+d=6g1(s−1= x)6C4()s1+d=: (6.4)
Hence, by (5.7), for (x; y)2G1
C5()6I16C6()
for some positive constants C5(); C6(), which together with (6.1){(6.3) establishes
that
f(x; y)  (jxj+ jyj)−2d on G1:
It is also clear that
f(x; y)  jxj−2d on G1
as well.
Now we consider G2. j xj6 implies j yj>1− , hence s−1=j yj>1−  for 0<s61
and (6.4) is valid with x replaced by y and  replaced by 1− . Hence
C3(1− )
Z 1
0
s1+d=s−2d=g1(s−1= x) ds6I1
6C4(1− )
Z 1
0
s1+d=s−2d=g1(s−1= x) ds: (6.5)
Since g1 is spherically symmetric, the substitution u= s−1=j xj givesZ 1
0
s1−d=g1(s−1= x) ds= j xj2−d
Z 1
j xj
u−2+d−1g1(u) du: (6.6)
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We hope that a small notational inconsistency we have permitted here (we maintain
the notation g1 for the function dened on R+) will cause no confusion. Denote the
latter expression by I3. By (5.8), for u>1;
0<u−2+d−1g1(u)6C5u−3−1: (6.7)
Therefore,
C6 :=
Z 1
1
u−2+d−1g1(u) du<1: (6.8)
Since
C7
j xj−2+d − 1
2− d 6
Z 1
j xj
u−2+d−1g1(u) du6C8
j xj−2+d − 1
2− d
for d 6= 2, then
j xj2−d

C6 + C7
j xj−2+d − 1
2− d

6I36j xj2−d

C6 + C8
j xj−2+d − 1
2− d

: (6.9)
Hence,
C96I36C10 for d< 2 (6.10)
and
C11j xj2−d6I36C12j xj2−d for d> 2: (6.11)
If d= 2, then
C13 log j xj−16
Z 1
j xj
u−1g1(u) du6C14log j xj−1:
Therefore
C15 log j xj−16I36C16log j xj−1 for d= 2: (6.12)
Taking into account (6.1){(6.6) as well as (6.10){(6.12) we obtain on G2:
f(x; y)  (jxj+ jyj)−2d for d< 2;
f(x; y)  (jxj+ jyj)−2djxj2−d  j xj2−djyj−(+d) for d> 2;
f(x; y)  (jxj+ jyj)−3d=2log
 jxj+ jyj
jxj

for d= 2:
Finally, the same argument applies to G3, by symmetry.
Denote by p the conjugate of the number p>1, i.e. 1=p+1=p =1, and let k  kp
denote the Lp-norm with respect to the Lebesgue measure in the appropriate Euclidean
space.
We need two more lemmas, the rst one is very simple.
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Lemma 6.1. (a) If B2L1(R2d); f2Lp(R2d) for some p>1; then for all ’;  2Lp(Rd)Z
R4d
jB(z − x; w − y)f(x; y)’(z) (w)j dx dy dz dw<1:
(b) If B2L1(R2d); f2Lp(Rd); g2Lq(Rd) for some p; q>1; then for all ’2Lp
(Rd);  2Lq(Rd)Z
R4d
jB(z − x; w − y)f(x)g(y)’(z) (w)j dx dy dz dw
6kBk1kfkpkgkqk’kpk kq :
Proof. (a) By the Holder and Young inequalities we obtainZ
R4d
jB(z − x; w − y)f(x; y)’(z) (w)j dx dy dz dw
6kB  fkpk’kpk kp
6kBk1kfkpk’kpk kp <1:
(b) Z
R4d
jB(z − x; w − y)f(x)g(y)’(z) (w)j dx dy dz dw
=
Z
R2d
jB(x; y)j
Z
Rd
jf(z − x)’(z)j dz
Z
R2d
jg(w − y) (w)j dw dx dy
6kfkpk’kpkgkqk kq
Z
R2d
jB(x; y)j dx dy;
by the Holder inequality.
Lemma 6.2. If A is tempered with k <d=2− =4; then for all ’;  2S(Rd)Z 1
0
Z
R4d
jA(x; y)j gs(x − z)gs(y − w)j’(z)k (w)j dx dy dz dw ds<1: (6.13)
Proof. Step 1: By Lemma 5.8 and the obvious inequality 1+ jx− zj262(1+ jxj2)(1+
jzj2) we haveZ 1
0
Z
R4d
jA(x; y) j gs(x − z)gs(y − w)j’(z)k (w)j dx dy dz dw ds
6C1
Z
R4d
jA(z − x; w − y) j h(x; y)j’(z)k (w)jdx dy dz dw
6C2
Z
R4d
jA(z − x; w − y)j
(1 + jx − zj2)k(1 + jy − wj2)k h(x; y)(1 + jxj
2)k(1 + jyj2)k
j’(z)j(1 + jzj2)k j (w)j(1 + jwj2)k dx dy dz dw;
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where the function h is given by Lemma 5.8. Denote the latter integral by I . We will
show that it is nite. We denote
B(x; y) =
jA(x; y)j
(1 + jxj2)k(1 + jyj2)k ;
which is integrable by assumption, ’k(z)= j’(z)j(1+ jzj2)k ;  k(w)= j (w)j(1+ jwj2)k .
Of course ’k;  k 2Lp for every p>1.
Step 2: We consider the case d> 2.
I = J1 + J2 + J3 + J4, where
Ji =
Z
R4d
B(z − x; w − y)1Fi(x; y) h(x; y)(1 + jxj2)k(1 + jyj2)k
’k(z) k(w) dx dy dz dw;
F1 = fjxj61; jyj61g; F2 = fjxj61; jyj> 1g;
F3 = fjxj> 1; jyj61g; F4 = fjxj> 1; jyj> 1g:
Denote hi(x; y) = 1Fi(x; y)h(x; y)(1 + jxj2)k(1 + jyj2)k . Then
Ji =
Z
R4d
B(z − x; w − y)hi(x; y)’k(z) k(w) dx dy dz dw; i = 1; 2; 3; 4: (6.14)
Now, J1<1 by Lemma 6.1(a), since jh1(x; y)j64k1F1 (x; y)h(x; y) and 1F1h is in-
tegrable, which is easy to check passing to the product of the polar coordinates in
Rd  Rd.
Next, we consider J2: h2 = h2;1 + h2;2, where h2;1 = 1Gc2h2; h2;2 = 1G2h2 and G2 is
dened by (5.12). So J2 = J2;1 + J2;2, where J2;1 (resp. J2;2) is given by (6.14) with
h2;1 (resp. h2;2) instead of h2: h2;1 is a bounded function with bounded support, so
h2;1 2L1 and, again by Lemma 6.1(a), J2;1<1.
J2;26
Z
R4d
B(z − x; w − y)f(x)g(y)’k(z) k(w) dx dy dz dw;
where f(x) = 1(0;1](jxj)jxj2−d(1 + jxj2)k ; g(y) = 1(1;1)(jyj)jyj−−d(1 + jyj2)k (see
Lemma 5.8). If we nd p; q>1 such that f2Lp; g2Lq, then, by Lemma 6.1(b),
J2;2<1. It is clear that it suces to take p2 [1; d=(d − 2)) and q>max(d=(d +
− 2k); 1) (remember that d> 2 and 2k <d+ =2).
With J3 we proceed analogously and we obtain J3<1. Now we consider J4.
h4 = h4;1 + h4;2 + h4;3, where h4; j = 1Gjh4; j = 1; 2; 3. Then J4 = J4;1 + J4;2 + J4;3;
J4; j =
Z
R4d
B(z − x; w − y)h4; j(x; y)’k(z) k(w) dx dy dz dw; j = 1; 2; 3: (6.15)
Since
h4;1(x) = 1(1;1)(jxj)1(1;1)(jyj)jxj−2d1fjyj<jxj<1=jyjg(x; y)(1 + jxj2)k(1 + jyj2)k ;
so by a change of variables as before (product of polar coordinates) we haveZ
R2d
hp4;1(x; y) dx dy = C
Z 1
1
Z r2=
r2
r(−2d)p1 (1 + r
2
1)
kp(1 + r22)
kprd−11 r
d−1
2 dr1 dr2:
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This integral is nite if and only ifZ 1
1
r1+(−2d)p+4kp+2d−22 dr2<1: (6.16)
2d − 4k − > 0, since by assumption k <d=2 − =4, so if we take p>1 such that
p> 2d=(2d − 4k − ), then (6.16) holds, which in turn implies, again by
Lemma 6.1(a), that J4;1<1. By a similar argument we obtain J4;2<1 and J4;3<1,
hence J4<1.
We conclude that I <1, if d> 2, so the lemma is proved in this case.
Step 3. We prove the lemma in the case d< 2.
Again, arguing as before, using Lemma 6.1(b) and the inequality
(jxj+ jyj)−2d6jxj=2−djyj=2−d (6.17)
we obtain (6.13).
Step 4. Finally we consider the case d= 2.
The idea of the proof is essentially the same as in Step 2. On G1 we use estimate
(6.17). On G2 we have
h(x; y)6Cjxj−(3d=2−2k0)jyj−2k0 (6.18)
for some C > 0 and k 0 2 (k; 3d=8) (by assumption k <d=2− =4 = 3d=8). On G3 we
use an inequality similar to (6.18), by changing the roles of x and y on the right-hand
side of (6.18).
Proof of Theorem 5.6. Let A0 be dened by (5.11). By Lemma 6.2, the inner product
q0 given by formula (5.4) with A0 instead of A is well dened, and it is obviously
positive-denite. As in Proposition 5.1 we can prove that q0 is continuous, so it is the
covariance functional of a Gaussian measure  in S0(Rd).
It is clear that A determines a convolution integral process Y according to
Denition 5.3 (we can use Corollary 5.4, because if A is tempered with k <d=2−=4,
then A is tempered with each k 2 (d=2; d=2+=2)). We next show that A0 satises (5.5),
so by Proposition 5.1 it determines a ow process Z . Indeed, using the Chapman{
Kolmogorov formula we haveZ
R4d
jA0(x; y)j gt(x − z)gs(y − w)j’(z)k (w)j dx dy dz dw
6
Z
R4d
jA(x; y)j
Z 1
0
gr+t(x − z)gr+s(y − w) drj’(z)k (w)j dx dy dz dw:
Assume 0<s6t and put u= r+ s; v= t+ s. It is easy to show, using (5.7) and (5.8)
that gu+v(x)6C(v; s)gu(x) for u>s> 0. This together with (6.13) give niteness of
the latter integral.
We now prove that  is a stationary measure.
By the remark after Denition 5.5 it suces to check formula (4.5). Since we are
dealing with Gaussian distributions, (4.5) is equivalent to
VarhX0; ’i=VarhZt; ’i+VarhYt; ’i
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for each t > 0; ’2S(Rd). We have
VarhZt; ’i+VarhYt; ’i
=
Z
R4d
A0(x; y)
Z 1
0
gt(x − z)gt(y − w)’(z)’(w) dt dx dy dz dw
+
Z
R4d
Z t
0
A(x; y)gt−r(x − z)gt−r(y − w)’(z)’(w) dr dx dy dz dw
=
Z
R4d
Z 1
t
A(x; y)gu(x − z)gu(y − w)’(z)’(w) du dx dy dz dw
+
Z
R4d
Z t
0
A(x; y)gu(x − z)gu(y − w)’(z)’(w) du dx dy dz dw
=VarhX0; ’i:
Finally, the formula for the covariance of the corresponding stationary process follows
immediately from (5.6), (5.10),(5.11) and Denition 5.5.
Remark 6.3. To see that for =2 and d> 1 Theorem 5.6 is also true (cf. Remark 5.9)
it suces to observe that Lemma 6.2 holds in this case. One should essentially repeat
the proof of that lemma and use estimate (6.17).
7. One-point supported eld
It is a centered Gaussian S0(Rd)-valued random variable with covariance of the
form
q(’;  ) = ’(a) (a); ’;  2S(Rd); (7.1)
where a2Rd is xed. This example is, in a sense, related to Example 5.10(4) but it
is of neither type considered in the previous sections.
We consider a generalized Wiener process associated with q (i.e., Wt = Bta, where
(Bt) is the standard Brownian motion in R). Following Bojdecki and Gorostiza (1999)
we dene Yt=
R t
0 T
0
t−s dWs as the centered continuous Gaussian process in S
0(Rd) with
the covariance functional
K(t; ’; s;  ) =
Z t^s
0
(Tt−r’)(a)(Ts−r )(a) dr: (7.2)
Theorem 7.1. If < 2 then the centered Gaussian measure in S0(Rd) with covariance
functional given by formula
q0(’;  ) =
Z 1
0
(Tt’)(a)(Tt )(a) dt (7.3)
for ’;  2S(Rd); is an invariant measure for (3:1).
Remark 7.2. The formulation of Theorem 7.1 is not completely rigorous since there
is no precise denition of an invariant measure. But in the proof of Theorem 7.1 it
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is shown that the general scheme described in Section 3 can be applied to this case
and the denition of a solution of (3.1) as well as the stationarity of the measure
determined by (7.3) can both be given a natural meaning.
Proof of Theorem 7.1.
R1
0 (Tt’(a))
2 dt = I1 + I2; where
I1 =
Z 1
0
Z
Rd
gt(x)’(a− x) dx
2
dt6 sup
x2Rd
j’(x)j2
and
I2 =
Z 1
1
Z
Rd
gt(x)’(a− x) dx
2
dt:
By the self-similarity property of gt(x) (see (5.7) we have
I2 =
Z 1
1
Z
Rd
t−d=g1(t−1=x)’(a− x) dx
2
dt
6 sup
x2Rd
jg1(x)j2
Z
Rd
’(a− x) dx
2 Z 1
1
t−2d= dt <1;
since < 2. Therefore, q0(’; ’)<1 for ’2S(Rd). Of course, q0(’;  ) is symmetric
and it is easy to see that it is positive-denite, so there exists a centered Gaussian
measure  on S0(Rd) with covariance given by q0. Now we give a precise meaning
to Zt = T 0t X0, i.e. to (3.2), where X0 is an S
0(Rd)-valued random variable with the
distribution . In our case the covariance functional of (Zt) should have the form
K1(t; ’; s;  ) =
Z 1
0
Tt+r’(a)Ts+r (a) dr: (7.4)
By a similar calculation as for q0 we obtain that
R1
0 (Tt+r’(a))
2 dr <1 , so K1 is
nite. Since K1 is symmetric and positive-denite there exists a centered Gaussian
process (Zt) in S0(Rd) with covariance given by (7.4). This process has a continuous
modication by Kolmogorov’s criterion and Mitoma’s (1983) theorem. Indeed, for
s< t and d=2<k < (d+ )=2;
E(hZt; ’i − hZs; ’i)2
=
Z 1
0
(Tt+r’(a)− Ts+r’(a))2 dr
=
Z 1
0
Z
Rd
gr(x)(Tt’(a− x)− Ts’(a− x)) dx
2
dr
6C2(’)jt − sj2
Z 1
0
Z
Rd
gr(x)
(1 + jxj2)k dx
2
dr
6C2(’)jt − sj2
0
@1 + Z 1
1
r−2d=
 
sup
x2Rd
jg1(x)j
Z
Rd
1
(1 + jxj2)k dx
!2
dr
1
A
=Cjt − sj2;
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by (5.7) and by the fact that
kjTt − Ts kjk = kj
Z t
s
Tr drkjk6C( )jt − sj;
which follows from Proposition 3.1. We dene T 0t X0 :=Zt . According to the general
scheme we take independent versions of Y and Z and check that Yt + Zt has the same
distribution  as X0, so  is an invariant measure in this sense. We show that (4.5) is
fullled. By (7.2) and (7.4) we obtain
EeihYt ;’iEeihZt ;’i = exp

−1
2
Z t
0
(Ts−r’(a))2 dr

exp

−1
2
Z 1
0
(Tt+r’(a))2 dr

= exp

−1
2
Z 1
0
(Ts’(a))2 ds

= C(’);
which nishes the proof.
Remark 7.3. (a) If =2 then formula (7.3) also denes an invariant measure provided
d> 1.
(b) X0 in Theorem 7.1 is a centered Gaussian random variable in S0(Rd) such that,
for each ’2S(Rd);
hX0; ’i=
Z 1
0
Tt’(a) dBt;
where Bt is a Brownian motion in R.
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