We consider a 2mth order elliptic operator of divergence form in a domain Ω of R n , whose leading coefficients are uniformly continuous. In the paper [Y. Miyazaki, The L p theory of divergence form elliptic operators under the Dirichlet condition, J. Differential Equations 215 (2005) 320-356], we developed the L p theory including the construction of L p resolvents, assuming that the boundary of Ω is of class C m+1 . The purpose of this paper is to show that the L p theory also holds when Ω is a C 1 domain, applying the inequalities of Hardy type for the Sobolev spaces.
Introduction
Let us consider the elliptic operator of divergence form 
. , n).
We allow Ω to be unbounded and a αβ to be complex-valued. Throughout this paper we assume the following:
(H1) The principal symbol a(x, ξ ) = |α|=|β|=m a αβ (x)ξ α+β of A satisfies the strong ellipticity condition, i.e., there exists δ 0 > 0 such that Re a(x, ξ ) δ 0 |ξ | 2m for x ∈ Ω, ξ ∈ R n .
(1.2) (H2) All the coefficients a αβ are measurable and bounded in Ω. Moreover, the coefficients of top order are uniformly continuous in the closure of Ω. (Ω) . In [11] [12] [13] [14] we constructed the L p resolvent for A with the estimate
for 0 i m, 0 j m when λ is in some angular domain of C, and showed that the associated operator in L p (Ω) generates an analytic semigroup, and evaluated the heat kernels and the resolvent kernels with their derivatives of order < m. We assumed that Ω = R n in [11] , that Ω is a domain with bounded boundary of class C m+1 in [12, 13] and that Ω is a uniform C m domain in [14] .
In this paper we show that the above-mentioned results also hold if Ω is a uniform C 1 domain, applying the inequalities of Hardy type for the Sobolev spaces. We also consider the case of Lipschitz domains, assuming that the Lipschitz constant is small enough. Furthermore, we give the theorem of L p spectral independence when Ω is bounded.
Many researchers dealt with C 1 domains and Lipschitz domains mainly for second-order elliptic operators. They used the method of layer potentials (see [6, 16, 18] ), the method of approximating the domain by an increasing sequence {Ω k } ∞ k=1 of C ∞ subdomains (see [2] ), the method of flatting out the domain by the map (x , x n ) = (x 1 , . . . , x n−1 , x n ) → (x , x n − φ(x )) when Ω is (locally) lying above the graph of a function φ(x ) (see [3] ), and so on.
Our method in this paper is to flatten out the boundary by an appropriate C ∞ map. The demerit of the map (x , x n ) → (x , x n − φ(x )) is that we need to assume φ ∈ C m or φ ∈ C m−1,1 in order to transform the operator A into an operatorÃ having coefficientsã αβ (x) which are as smooth as that of A. By using a C ∞ map we can avoid this fault. But we encounter a new difficulty that the coefficientsã αβ (x) may tend to ∞ as x approaches the boundary. This difficulty can be overcomed by using inequalities of Hardy type. Then we know that the map induces not only an isomorphism between H m,p 0 (Ω) and H m,p 0 (R n + ) but also an isomorphism between H −m,p (Ω) and H −m,p (R n + ). Careful observation shows thatÃ is a perturbation of a certain operator which satisfies conditions (H1) and (H2), althoughÃ itself does not satisfy (H2). These facts enable us to construct the resolvent ofÃ, and hence that of A.
Main result
In order to state our result precisely, we define the following notations:
It is easily seen that tan κ A δ
2) holds with Re a(x, ξ ) replaced by a(x, ξ ), as assumed in [11, 12] , it holds that κ A = 0.
We often regard a function as a multiplication operator and use the same symbol. So we can rewrite (1.1) as
for each p ∈ (1, ∞). When we want to stress p, we write A p for A.
The definitions of a uniform C 1 domain and a uniform Lipschitz domain will be given in Sections 6 and 7, respectively.
Theorem 2.1. Assume that Ω is a uniform C 1 domain, and let
p ∈ (1, ∞), θ ∈ (κ A , π/2). Then there exist R = R(θ, ζ A , ω A , Ω), K 1 = K 1 (p, θ, ζ A , Ω) and K 2 = K 2 (θ, ζ A , Ω) such that for λ ∈ Λ(R, θ ) the resolvent (A p − λ) −1
exists and the estimate
holds for 0 i m, 0 j m with K = K 1 , and for 0 i < m, 0 j < m with K = K 2 . Moreover, the resolvents are consistent in the sense that
We define the operator 
Auscher and Qafsaoui [2] considered the second-order elliptic equation
. . , n) in a C 1 domain under the assumption that the coefficients a ij are bounded and in VMO class, and showed the unique solvability with the estimate
Their result is an improvement of that of Di Fazio [4] , who assumed that the coefficients are real-valued and symmetric and that ∂Ω, the boundary of Ω, is of class C 1,1 . Byun [3] refined the assumptions in [2] by using the BMO seminorm of the coefficients and the Lipschitz constant of the domain. Corollary 2.4 is regarded as an extension of the result in [2] to the case where m 2 or the case where the operator has lower terms, although we assume a stronger smoothness condition on the coefficients than theirs. In fact, if the coefficients are uniformly continuous we can get their result from Corollary 2.4 as follows. Let A = .3). In the case of Lipschitz domains, the result is restrictive. Indeed, when A is the Laplacian, there exists a Lipschitz domain and functions f j (j = 1, . . . , n) such that (2.3) does not hold for some p > 2 (see [8] ). In Theorem 2.5 below L Ω stands for the Lipschitz constant, which will be defined in Section 7.
Theorem 2.5. Assume that Ω is a uniform Lipschitz domain, and let
We conclude this section with a sketch of the proof of our main results. We can derive Theorems 2.1-2.3 along the same line as in [13] if we establish Proposition 2.6 below, since the Sobolev embedding theorem holds not only for a domain with bounded C m+1 boundary, which was the case in [13] , but also for a uniform C 1 domain. So our main task in this paper is to prove Proposition 2.6, which is weaker than Theorem 2.1 in the sense that the constants R and K may depend on p.
In order to prove Proposition 2.6 we construct a C ∞ map between a special C 1 domain Ω and the half space R n + , and evaluate its derivatives in Section 3. In Section 4 we derive two kinds of Hardy's inequalities, one for H k,p 0 (Ω) and another for H −k,p (Ω) with a positive integer k, and show that the C ∞ map induces isomorphisms between the L p Sobolev spaces. In Section 5 we prove Proposition 2.6 in the case of special C 1 domains by the method of perturbation. As mentioned in introduction, we have already obtained Proposition 2.6 when Ω is a uniform C m domain, especially when Ω = R n + . So the proof of Proposition 2.6 for special C 1 domains is based on the result for the case Ω = R n + . In Section 6 we complete the proof of Proposition 2.6, and derive Corollary 2.4 from Theorem 2.1.
Theorem 2.5 can be proved by modifying the proof of Proposition 2.6. We carry out this in Section 7. 
Proposition 2.6. Assume that Ω is a uniform C 1 domain, and let
p ∈ (1, ∞), θ ∈ (κ A , π/2). Then there exist R = R(p, θ, ζ A , ω A , Ω) and K = K(p, θ, ζ A , Ω) such that for λ ∈ Λ(R,
C ∞ diffeomorphism on a special C 1 domain
In this section we construct a C ∞ diffeomorphism between a special C 1 domain and the half space
Definition 3.1. Let Ω be the set of points lying above the graph
We say that Ω is a special C 1 domain if the function φ satisfies the following conditions:
We call (M Ω , ω Ω ) the bounds of the special C 1 domain Ω.
For m 2 we get the definition of a special C m domain if we replace (i) and (ii) by φ ∈ C m (R n−1 ) and ∂ α φ L ∞ (R n−1 ) < ∞ for 1 |α| m, respectively. We note that in [14] a different terminology was used for a special C m domain, which we called a special C m u domain. If φ satisfies conditions (i), (ii) in Definition 3.1, it follows that
with L Ω = √ nM Ω . Until the end of Section 5 we shall assume that Ω is a special C 1 domain and that φ, M Ω , ω Ω and L Ω are associated with Ω as above.
In order to construct a C ∞ map Φ :
and set ρ ε (x ) = ε 1−n ρ(ε −1 x ) for ε > 0. Then we define a functionφ :
where
. These relations are useful in the proof of the following lemma.
Then the following inequalities hold with some constants C(n) and C(n, α):
(ii) For 1 j n,
Proof.
Then (i) follows from (3.3). We get (ii) from (3.2) and
To show (iii) we denote by N 0 the set of non-negative integers and use (3.4) repeatedly. Then it follows that for α ∈ N n 0 with |α| 2 there exists a function
In view of |β| = |α| 2 it follows that h α is also written as
with some functions ρ j ∈ C ∞ 0 (R n−1 ) satisfying R n−1 ρ j (z ) dz = 0 and supp ρ j ⊂ {z : |z | < 1}, where e j stands for the unit vector whose j th component is 1. So we have
where C(n) is the constant in Lemma 3.2, and define Φ :
Clearly Φ ∈ C ∞ (R n + ). This is a slight modification of the map used in [10, Chapter 6] (see also [7] ). Conditions (3.6) enable us to show that Φ is bijective as follows.
It is clear that Φ(x , x n ) = Φ(y , y n ) if x = y . By Lemma 3.2(i) and (3.6) we have
Then the mean value theorem gives
is an increasing function of x n . It is easily seen that lim x n →+0 Φ n (x , x n ) = φ(x ) by the definition ofφ. Letting y n → +0 in (3.8), we get
which implies lim x n →+∞ Φ n (x , x n ) = +∞. Hence Φ is surjective. Thus we know that Φ is a bijection. So Φ has an inverse
and (3.7), we have
Then Ψ ∈ C ∞ (Ω) by the inverse function theorem.
Proof. The lemma follows from Lemma 3.2, (3.9), (3.10) and
. . , Ψ n ). Then the following inequalities hold with some constants C(n) and C(n, α):
So (i) and (ii) follow from Lemma 3.3. By induction we have for |α| 2,
where k and {β j } l j =1 satisfy 1 k 2|α| − 1, 1 l 2|α| − 1, |β j | 1 (j = 1, . . . , l) and
We note that |α| 2 implies that |β j | 2 for some β j . Then (iii) follows from Lemma 3.3 and
Inequalities of Hardy type
In this section we continue to assume that Ω is a special C 1 domain and that φ, M Ω , ω Ω , L Ω , Φ and Ψ are as in the previous section. We denote by d Ω (x) the distance from x to ∂Ω. The next lemma is easily derived from (3.3).
According to [5, Theorem 3.4 
The converse is true when Ω is a bounded domain with suitably smooth boundary (see [9] ). We prove the converse for a special C 1 domain. Let B(E, F ) stand for the set of bounded linear operators from a Banach space E to a Banach space F .
Lemma 4.2. Let
p ∈ (1, ∞), k ∈ N 0 and u ∈ H k,p 0 (Ω). Then d −k Ω u ∈ L p (Ω) and d −k Ω u L p (Ω) C(p, n, k, L Ω ) D k n u L p (Ω) .
In other words, d
−k
Proof. The lemma is trivial for k = 0. So we assume k 1. By the density argument it is sufficient to show the lemma for u ∈ C ∞ 0 (Ω). Taylor's formula gives
since ∂ j n u(x , φ(x )) = 0 for 0 j < k. Changing variables, we have
ds s for t > 0. We regard this integration as an integral operator
the integral operator is bounded. Hence we get
Then the lemma follows from Lemma 4.1. 2
Lemma 4.3. Let p ∈ (1, ∞) and k ∈ N 0 . Then the C ∞ diffeomorphism Φ induces an isomorphism
Φ * : H k,p 0 (Ω) → H k,p 0 R n +
with the estimates
Proof. The lemma is trivial for k = 0. So we assume k 1. Clearly Φ * induces an isomorphism between C ∞ 0 (Ω) and C ∞ 0 (R n + ). Hence it remains to prove (4.1) and (4.2). Let X = Φ(x) with x ∈ R n + and set
(X)D x i u(x) and Lemma 3.4(i) yield
where h and {γ j } h j =1 satisfy 1 h |α|, |γ j | 1 (j = 1, . . . , h) and 
, which together with (4.2) for k = 0 implies (4.2) for k 1. Similarly we get (4.1). 2
Since H −k,p (Ω) is the dual space of H k,p 0 (Ω) for k ∈ N 0 and 1/p + 1/p = 1 (see [1] ), Lemma 4.3 implies that there is an isomorphism between H −k,p (Ω) and H −k,p (R n + ). The next lemma gives a direct proof of this fact. It is also useful in the next section. We note that f ∈ H −k,p (Ω) with k ∈ N 0 is written as
with the norm
where the infimum is taken over all {f α } satisfying (4.6).
Lemma 4.4. Let
with
Proof. The lemma is trivial for k = 0. So we assume k 1. By the density argument we have only to prove (4.7) and (4.
Then it is easily seen that (4.7) holds. To estimate F L p (Ω) we change variables and have 
with the estimates
Proof. The lemma is trivial for k = 0. So we assume k 1. Since Φ * is an isomorphism between C ∞ 0 (Ω) and C ∞ 0 (R n + ), we have only to prove (4.9) and (4.10). Let U ∈ H −k,p (Ω) be written as Using (4.4), (3.9a) and
j (x), we obtain by induction
n (x), (4.13) where 
Hence (4.11) and (4.12) imply
Taking the infimum of the last sum, we get
This implies (4.9), since the set of the functions U which can be written as (4.11) is dense in H −k,p (Ω). Similarly we get (4.10). 2
Resolvents in special C 1 domains
In this section we construct the L p resolvent when Ω is a special C 1 domain, assuming again that φ, M Ω , ω Ω , L Ω , Φ and Ψ are as in Section 3.
We setÃ = Φ * AΨ * andã αβ = a αβ • Φ. Since (4.3) and (4.12) imply
the operatorÃ is written asÃ =Ã 0 +Ã 1 with
where the sum forÃ 1 is taken over α, β, α , β ∈ N n 0 satisfying |α| m, |β| m, |α | |α|, |β | |β| and one of the following conditions:
exists and satisfies
for 0 i m, 0 j m when λ ∈ Λ(R, θ ). Moreover, the resolvents are consistent.
Proof. Since Proposition 2.6 is true when Ω = R n + (see [13] ), we have only to show thatÃ 0 satisfies conditions (H1) and (H2). Letã(x, ξ ) be the principal symbol ofÃ 0 . Theñ As seen in the previous section, x
We have
by Lemmas 4.2, 4.4. Therefore
Next we consider case (ii) |α| = |β| = m, |α | = |α|, |β | < |β|. Choose η ∈ C ∞ (R) satisfying
and set η ε (x) = η(ε −1 x n ) for x = (x , x n ). We write J αα ββ as
As seen in the proof of Lemma 5.1, we have c αα L ∞ C. In ( 
The above estimates for J αα ββ yield the lemma. 2
Proof of Proposition 2.6 for special C 1 domains. First we shall show thatÃ = Φ * AΨ * has resolvents satisfying the estimates like (2.1). Now that we have obtained Lemmas 5.1, 5.2, the proof of this assertion is essentially the same as that of the perturbation theorem [12, Theorem 1.3] , which dealt with L ∞ perturbation of coefficients.
For sake of completeness we give the detail. Since
we have formally
So it suffices to show the convergence of the series. To do so we note 
for 0 i m, 0 j m when λ ∈ Λ(R, θ ) and |λ| ε −2m . We choose ε ∈ (0, 1) and R 0 R so that
Then the series in (5.4) converges and the estimate
holds for 0 i m, 0 j m and λ ∈ Λ(R 0 , θ). Next we shall consider the resolvent of A. By virtue of Lemmas 4.3, 4.5 the resolvent of A is given by
It is easily seen that (A − λ) −1 satisfies estimate (2.1).
Finally we shall consider the consistency of the resolvents of A. In view of the above construction we know that (A − λ) −1 consists of the operators Φ * , Ψ * , (Ã 0 − λ) −1 , D α , multiplication operators by functions, and so on. Since these operators are consistent, so are the resolvents of A. 2
Resolvents in uniform C 1 domains
Following the definition of a domain with minimally smooth boundary by Stein [15, Chapter VI, Section 3], we define a uniform C 1 domain. For this purpose we also call Ω a special C 1 domain, if Ω is obtained from a special C 1 domain by a rotation in R n . We note that Proposition 2.6 is also true for this type of special C 1 domains, since a rotation keep the elliptic operator in the same form and induces isomorphisms between the Sobolev spaces. (ii) For each x ∈ ∂Ω there exists s ∈ Γ such that {y ∈ R n : |y − x| < d} ⊂ U s . (iii) For each s ∈ Γ there exists a special C 1 domain V s such that V s has bounds (M Ω , ω Ω ) and that
Here are examples of the uniform C 1 domain: (a) R n + , (b) a special C 1 domain, (c) a domain whose boundary is bounded and of class C 1 , where the index set Γ is finite.
Proof of Proposition 2.6 for uniform C 1 domains. The proposition follows from the result for special C 1 domains by using a partition of unity. The detail argument is found in [14] , where we derived the result for uniform C m domains from that for special C m domains. 
So if we modify its proof slightly, we can derive the corollary by using the following:
(i) Rellich's theorem and the Riesz-Schauder theory,
Resolvents in Lipschitz domains
In this section we give the proof of Theorem 2.5. First we assume that Ω is a special Lipschitz domain. Recall that Ω is a special Lipschitz domain if Ω satisfies (3.1) for a Lipschitz continuous function φ fulfilling (3.3) with Lipschitz constant L Ω . Letφ, σ , Φ and Ψ be as in Section 3. Corresponding to the case of special C 1 domains, we have the following lemmas.
Lemma 7.1. For |α| 1,
Proof. From (3.5) we have
since |z |<1 h α (z ) dz = 0. Then the lemma follows from (3.3). 2
From the estimates for ∂ αφ (x) with |α| = 1 in Lemma 7.1 we see that Φ is a diffeomorphism from R n + onto Ω and have (3.10), for the argument above Lemma 3.3 works without change.
(ii) For |α| 2,
Proof. The lemma follows from (3.9) and Lemma 7.1. 2 Lemma 7.3. Let x = (x , x n ) ∈ R n + and X = Φ(x).
(i) The first derivatives of Ψ satisfy
Proof. We have (3.11) and
Then the lemma follows from (3.10), (3.12) and Lemma 7.2. 2
For special Lipschitz domains all the lemmas in Section 4 are also valid if we just omit M Ω in (4.1), (4.2), (4.9), (4.10), since Lemmas 4.1, 4.2, 4.4 can be proved without change, and Lemmas 4.3, 4.5 can be proved by using Lemmas 7.2, 7.3 in place of Lemmas 3.3, 3.4. Unlike the case of special C 1 domains, the derivatives ∂ j Ψ n (X) are not necessarily uniformly continuous. Therefore we need to split Φ * AΨ * differently. Proof. Let X = Φ(x) with x ∈ R n + and set U(X) = u(x) for u ∈ C ∞ 0 (R n + ). Then we have Proof of Theorem 2.5. First we assume that Ω is a special Lipschitz domain and that 0 < L Ω 1. Then we can proceed in the same way as in the proof of Proposition 2.6 for the case of special C 1 domains, except that we have instead of (5. . The result for uniform Lipschitz domains can be derived from that for special Lipschitz domains by using a partition of unity. 2
