This paper proposes a production theory approach to the determination of the real exchange rate, which is defined as the relative price of traded vs. nontraded goods. Using a Translog real GDI function that describes the aggregate technology of an open economy as a starting point, the real exchange rate can be formally derived as a function of domestic excess savings, the terms of trade, relative factor endowments and technological progress. Empirical results for Switzerland suggest that the main drivers of the real exchange rate are the terms of trade, followed by relative factor endowments. Contrary to conventional wisdom, the Balassa-Samuelson effect does not seem to play a significant role in explaining the long-term real appreciation of the Swiss franc.
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Introduction
Switzerland's currency is known to have appreciated considerably in real terms over the past several decades. From 1981 to 2007, for instance, the price of traded goods has fallen by over 25% relative to the price of nontraded goods (see Figure A1 ). This movement is not without causing some concern, among business people and policy makers alike, and economists are often at a loss when trying to explain this phenomenon. One hypothesis that is frequently aired in Switzerland, though, is that the appreciation is due to a Balassa-Samuelson effect.
1 Thus, if technological progress is larger in the traded good sector than in the nontraded good sector, domestic factor mobility will result in the price of nontraded goods rising faster than the price of traded goods. An increase in the price of nontraded goods relative to the price of traded goods is tantamount to a real appreciation of the domestic currency. This view, which is consistent with the so-called Australian model of international trade, provides a convenient starting point for our analysis.
2 One purpose of this paper is indeed to investigate whether the secular real appreciation of the franc can be explained by a Balassa-Samuelson effect.
A second reference mark for our analysis is the recognition that most international trade is in middle products, i.e. intermediate goods and services.
3 Thus, nearly all imports (exports), including almost all so-called "finished" products, must still transit through the domestic (foreign) production sector and go through a number of changes -such as unloading, transporting, storing, assembling, testing, cleaning, financing, insuring, marketing, wholesaling and retailing -before reaching final demand. During this process, traded products are combined with local factor services, with the consequence that the cost to the end-user is typically well in excess of the price charged at the border, the difference being accounted for by domestic value added. Hence, production theory, rather than consumer theory, provides the natural setting for international trade analysis, 4 all the more so that most import and export decisions are made by firms, not by households. Imbedding trade decisions in production theory also suggests that relative factor endowments might play a role in explaining the real exchange rate. This question has not been addressed until now in the Swiss context. Another logical, and indeed major consequence of our approach is that if all traded goods are middle products, then all end-products, i.e. the products intended for domestic use, must be nontraded. 5 This view greatly facilitates the empirical work. If one fails to make this fundamental distinction between middle products and endproducts, the decomposition of output between tradables and nontradables is most arduous, and it requires often a large number of quite arbitrary decisions as to the 2 classification and even the definition of various sectors and industries. This is not so with our approach, for national accounts data can then readily be used: imports and exports are tradables, whereas the domestic GDP components (consumption, investment and government purchases) are nontradables. In fact, our approach, which is fully compatible with joint production, does not even require that individual sectors and activities be identified, much less be classified.
One question that arises is whether the movements in the Swiss real exchange rate can be associated with the improvements in the terms of trade that Switzerland has enjoyed over the past few decades (see Figure 1A ). Many models of international economics are not well equipped to deal with this question, for they often allow for two goods only, in which case there can be only one price ratio. Thus, the HeckscherOhlin-Samuelson model and the specific factors model cannot explain the possible link between the terms of trade and the real exchange rate, for the real exchange rate does not even show up in these models. There are other models -such as the Mundell-Fleming model -that make no distinction between the terms of trade and the real exchange rate, so that the two terms are often used interchangeably in practice, even though they refer to two fundamentally different concepts. In the standard version of the Australian model, it is the terms of trade that do not appear (they are implicitly assumed to be constant in order to justify the Hicksian aggregation of imports and exports into a composite traded good). Fortunately, the Australian model can easily be extended to distinguish between importables and exportables.
6 By allowing for three goods (an nontraded good, an import and an export), it is possible to draw a meaningful distinction between the real exchange rate and the terms of trade. This is precisely the setting of the analysis that follows. We will, however, generalize the Australian model in two important respects, namely by recognizing that all trade is in middle products and by refraining from imposing any nonjointness restrictions on the form of the technology. This paper shows how, starting from a general representation of the technology of a small open economy, the real exchange rate can be formally derived as a function of domestic relative factor abundance, excess savings, the terms of trade and the passage of time. The model is then applied to Swiss data. The results suggest that the terms of trade and relative factor endowments are the main drivers of the real exchange rate. Moreover, technological progress seems to have little or no role to play, which contradicts the commonly held view that it is a Balassa-Samuelson effect that is responsible for the long-run real appreciation of the Swiss franc.
The paper proceeds as follows. The theoretical model is presented in the next section. In Section 3, we provide an illustration of the working of the model based on a very simple example of the economy's transformation function. The empirical implementation of the model is discussed in Section 4, and our empirical results are reported in Sections 5 and 6. Section 7 concludes. 3
The Model
In what follows, we assume that the country uses two domestic factors (labor, L, and capital, K) and imports (M) to produce two goods, one intended for foreign markets (exports, X) and one intended for domestic absorption (N, an aggregate of consumption, investment and government purchases). x , the quantity of domestic factor services j (j = K, L) at time t. Let t be nominal gross domestic income (GDI) -or, equivalently, nominal gross domestic product (GDP). It is given by:
Let
is then obtained by deflating nominal GDI by the price of domestic absorption:
The price of traded goods ( t T p , ) is defined as the geometric mean of the prices of exports and imports:
The real exchange rate ( t , also known as the Salter ratio) is defined as the relative price of traded vs. nontraded goods:
Note that the real exchange rate so defined differs from another common definition of the real exchange rate (sometimes called the PPP real exchange rate), namely the nominal exchange rate adjusted for price level differentials.
9 To see this, let t N p , be the price of foreign absorption (expressed in foreign currency) and let t E be the nominal exchange rate (the price of foreign exchange). The PPP nominal exchange rate ( t ) can then be defined as: 7 The United Nations' 1993 SNA considers the arithmetic average of import and export prices as a measure of the price of traded goods. This recommendation is made in the context of the Laspeyres aggregation, however. In the Törnqvist context, a geometric average makes more sense. 8 See Salter (1959) , Dornbusch (1980) , and Corden (1992) Comparing (4) with (6), the difference between t and t e is obvious: the former refers to the domestic prices of traded and nontraded goods, whereas the latter makes an international comparison between the prices of nontraded goods. As we shall see below, neither t nor t e are relevant for domestic production decisions.
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Finally, we define the country's terms of trade ( t ) as the price of exports relative to the price of imports:
Note that, in view of definitions (3), (4) and (7), real GDI can also be written as:
We now turn to the description of the country's technology. The following real GDI function is well suited to our purposes: Kohli (2007 Kohli ( , 2008 . 12 The Australian model typically assumes that production is either nonjoint in input quantities or almost nonjoint in input prices and quantities; see Kohli (1983 Kohli ( , 1993 .
As shown by Kohli (2007) , t s can be obtained as the partial elasticity of the real GDI function with respect to the real exchange rate:
Moreover, given the assumption of constant returns to scale, ) ( is homogeneous of degree zero in t K x , and t L x , . We can therefore write:
where t k is the capital/labor ratio:
Consider equation (12). It is customary in international trade theory to take domestic factor endowment as given: t k can therefore be taken as exogenous. In the small open economy, the terms of trade can be viewed as given as well. The time index is obviously exogenous too. The real exchange rate, i.e. the price of traded vs. nontraded goods, on the other hand, will generally be endogenous, since it reflects domestic demand conditions. These demand conditions are reflected by the domestic excess savings ratio, which can be viewed as exogenous to production decisions, even though it is not exogenous in the statistical sense of the term. Nonetheless, assuming that ) ( s is a monotonic function of t , it can be solved for the real exchange rate as a function of the savings rate, the terms of trade, capital intensity, and time:
Equation (14) will provide the basis for our empirical investigation. However, before turning to the implementation of the model, it is useful to briefly look at an illustration of our approach.
Illustration
In this section, we use a simple example in order to illustrate the working of the model. Assume that the transformation function has the following form: 13 Note that s is also equal to the trade balance relative to nominal GDP.
where t x is an aggregate of labor and capital and ) (t a a t is an index of the technology. It can be seen that we have assumed that the technology is globally separable i) between the domestic factors and the three products, and ii) between the composite domestic factor and imports, on one hand, and exports and nontraded goods, on the other hand. Furthermore, technological change is assumed to be Hicksneutral. Finally, we have assumed rather restrictive forms for the two aggregator functions: Cobb-Douglas on the input side (where imports are combined with domestic factor services) and CET on the output side (where aggregate output is "cracked" between exports and nontraded products). None of these restrictions are imposed in our empirical work, but they make our illustration much more tractable.
For a given state of the technology and given domestic factor endowments, real GDP ( t Y q , ) is uniquely determined, and it is equal to t t a x .
14 Real GDI, on the other hand, also depends on the real exchange rate and the terms of trade: the difference between real GDI and real GDP is accounted for by the trading gains. 15 It can be shown that the real GDI function corresponding to (15) is as follows:
The demand for imports, and the supply of exports and of nontraded goods can be derived as:
As for the excess savings rate, we get: 14 An index of real GDP that is exact for (15) Kohli (2004 Kohli ( , 2007 . The trading gains ( t ) are as follows: The real exchange rate is thus found to be a decreasing function of the terms of trade and an increasing function of the excess savings rate. Of course, this need not be true for more general representations of the technology, but the results are nevertheless suggestive. An improvement in the terms of trade results in an increase in real GDI, which, for a given savings rate, stimulates the demand for nontraded goods. This in turn leads to an increase in the relative price of nontraded goods, i.e. a real appreciation of the currency. An increase in the savings rate, on the contrary, leads to a transfer of resources from the production of goods intended for the domestic market to the production of exports, which requires a drop in the relative price of nontraded goods, i.e. a real depreciation of the currency. It can be seen that relative factor endowments and technological change play no role here given the simplifying assumptions that were made when specifying the transformation function (global separability of labor and capital, and Hicks-neutral technological change). This obviously need not be the case in a more general model.
We can also use (21) to express the demand for imports, the supply of nontraded goods, and real GDI in terms of the exogenous variables: The specification of the supply of exports does not change, since, as shown by (18), it does not depend on the savings rate in this particular model: only the terms of trade and the level of real GDP matter.
The model can also be represented graphically. For given domestic factor endowments and a given state of the technology, the transformation function depicts a concave surface in the three-dimensional space spanned by the quantities of nontraded goods, exports, and imports. It is shown in Figure 1 for three different levels of real GDP, namely 1/3, 1/2, and 1.
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Figure 1 Three-good production possibilities surface for alternative levels of real GDP Alternatively, we can represent the production possibilities frontier in a set of twodimensional graphs. In the first quadrant of Figure 2 , we represent the supply of exports as a function of the quantity of imports, for a given technology, given factor endowments, and a given output of nontraded goods (line TT). This line, which can be thought of as a production function, shows that the quantity of exports is an increasing, but concave function of the quantity of imports. Real GDI maximization requires the equality between the marginal product of imports (the slope of the line) and their marginal cost in terms of exports (the inverse of the terms of trade, 1 ).
In the second quadrant, line TT shows the output of nontraded goods as an increasing and concave function of the quantity of imports, for a given level of real GDP and a given output of exports. Under optimization, the marginal product of imports must equal their marginal cost, both expressed in terms of nontraded goods. The cost ratio
can also be written as In the fourth quadrant line TT represents the production possibilities frontier in the output space, for given real GDP and a given level of imports. The slope of that line is the marginal rate of transformation between the two outputs.
17 Under optimization it must be equal to (minus) the ratio of the price of nontraded goods to the price of exports; this ratio can also be expressed as 2 1 1 . The third quadrant, finally, can be used to report quantities of nontraded goods from one axis to the other.
The initial equilibrium is shown to be at point A in each quadrant. It was obtained assuming 0 s and 1 a x . This yields the following solutions for the endogenous variables: 1
The working of the model can now be demonstrated with the help of some comparative statics exercises. We first consider an exogenous improvement in the terms of trade, from 0 to 1 , for a given level of real GDP 1 ( 0 0 a x ) and a given savings rate ( 0 0 s ). As shown in the first quadrant, the lower relative price of imports would tend to move the equilibrium from A to B. At point B, however, net exports are positive, i.e. the domestic excess savings rate has increased. To restore the initial savings rate, the demand and production of nontraded goods has to increase until trade is again balanced. This shifts the production function of the first quadrant to the right, from TT to T'T'. Equilibrium moves to C (as indicated by (18), the adjustment in the savings rate has no impact on exports, so that the movement from B to C is horizontal). In the second quadrant one sees that the increase in exports has also shifted the production function from TT to T'T', with equilibrium moving from A to C. In the fourth quadrant, finally, the production possibilities frontier shifts outwards as the result of the increase in imports. At the new equilibrium (point C) the rate of transformation between nontraded goods and exports is the same as in the original equilibrium (this of course need not be for more general formulations): thus . Thus, as expected from (21), the improvement in the terms of trade leads to a real appreciation of the currency. It is noteworthy that in this example, real GDI is equal to the output of nontraded goods, both before and after the shock since domestic excess savings are assumed to be nil. The increase in real GDI, from 0 , N q to 1 , N q , is a trading gain entirely due to the improvement in the terms of trade: the real exchange rate effect is necessarily nil since foreign trade remains balanced.
Figure 3 Comparative statics results: Reduction in the excess savings rate
Next, we can examine the effect of an exogenous decrease in the excess savings rate, for a given level of real GDP and given terms of trade. In Figure 3 , quadrant 1, the associated increase in the absorption of nontraded goods shifts the production function to the right, from TT to T'T'. Since the terms of trade and real GDP do not change, exports remain constant, and equilibrium moves from A to B. It is the larger quantity of imports that allows for the increase in the production of nontraded goods (quadrant 2). In quadrant 4, we find that the increase in imports has led to an outward shift in the production possibilities frontier. Equilibrium is now at point B. The increase in the relative output of nontraded goods is supported by an increase in their relative price ( 2 1 1 ). Since the terms of trade have not changed, this points at a reduction in -i.e. a real appreciation of the currency -as was to be expected from (21). It is interesting to note that the distance OD in quadrant 4 measures the economy's gross output, i.e. the total production of nontraded goods and exports in terms of nontraded goods. The distance from 1 , N q to C in quadrant 2 measures the quantity of imports expressed in terms of nontraded goods. If we report this negative distance from quadrant 2 to quadrant 4, using point D as the reference, we find that real GDI has increased from 0 , N q to 1 , Z q . This increase is a trading gain entirely due to the real exchange rate effect, since the terms of trade have not changed by assumption. The decrease in the excess savings rate is also illustrated by the increase in the ratio of A technological improvement or an increase in domestic factor endowments will simply magnify the curves in the three panels of Figure 2 or 3. For a given savings rate and given terms of trade, the output of nontraded goods and exports together with the demand for imports will increase in the same proportions as real GDP, and the real exchange rate will not be affected. For more general formulations of the transformation function, however, the outward shifts of the three lines can be accompanied by a twist if technological progress is not Hicks-neutral or if relative factor endowments do change. If technological change were to favour the production of exports, the production possibilities frontier would tend to become steeper, which might require an offsetting increase in the relative price of nontraded goods, i.e. a real appreciation of the currency. This would be an illustration of the Balassa-Samuelson effect.
Empirical Implementation
We now return to the general case. We need a functional form for the real GDI function that is flexible enough not to impose any prior restrictions on the form of the technology. The Translog functional form is ideally suited to our needs. It provides a second-order approximation to an arbitrary technology, and it therefore incorporates none of the nonjointness restrictions which are usually imposed on the Australian model. As a real GDI function, it is as follows: Thus, the (logarithm of the) real exchange rate is explained as a function of time, the (logarithm of the) terms of trade, the (logarithm of the) capital/labor ratio, and the domestic excess savings rate. Equation (27) has a strong theoretical underpinning and it provides a convenient starting point for an empirical investigation of the real exchange rate. It makes it possible, in particular, to identify the contribution of total factor productivity (as captured by t). It also suggests that the terms of trade, aggregate factor intensity, and excess domestic savings too may play a role in the determination of the real exchange rate.
It has often been contended in Switzerland that the main reason why the Swiss franc has tended to strengthen over time in real terms (see Figure A1 ) has to do with a Balassa-Samuelson. 19 Thus, it is argued, technological progress tends to be higher in the production of traded goods than in the production of nontraded goods, thereby leading to a progressive decrease in the price of traded goods relative to the price of nontraded goods. If that is the case, i.e. if technological change is biased against the production of nontraded goods, we should expect 4 a to be significantly negative.
There are no definite priors as for the signs of the other parameters. There is some evidence, though, that an increase in relative capital abundance tends to favour the production of exports and increases the derived demand for imports. 20 In other words, the production of nontraded goods may be relatively labor intensive at the margin. The tendency for the output of nontraded goods to fall can be offset by an increase in their relative price, i.e. an appreciation of the currency. This would suggest that 3 a be less than zero. An improvement in the terms of trade will tend to increase real GDI and thus, for a given savings rate, increase the demand for nontraded goods. The reallocation of resources towards the production of nontraded goods would require an increase in their relative price, i.e. a real appreciation of the currency. This suggests that 2 a should be negative as well.
Matters are a little bit more complicated when it comes to 1 a , finally. Convexity of real GDI function (25) with respect to output prices places some restrictions on the 13 's. 21 Since does not appear in equations (26) and (27), it is not possible to come up with definite restrictions on and . Nonetheless, there is a strong presumption that (and hence 1 a ) should be strictly positive. 22 In other words, an increase in domestic excess savings (i.e. a drop in the demand for nontraded goods) would normally be expected to be met by a real depreciation of the currency.
Cointegration Analysis
Since the estimation of equation (27) Cointegration analysis tends to suggest that the VECM has one cointegrating vector so that ' is a ( 4 1 ) row vector of parameters. Various tests for the cointegration rank show that we can reject the null hypothesis of no cointegration, but that we cannot reject the null hypothesis of one cointegrating relationship against alternatives at 10% and 5% significance level. This result confirms prior analysis of the residuals from regressing equation (27) in level using OLS and seems to be robust to various alternative specifications of exogenous processes, trend or constant (see tables in appendices A2 and A3).
Estimation Results
To give a fair assessment of the reliability of our results, we adopt a diversified estimation strategy. First, we run a reduced rank regression estimation of the four equations VECM restricted to have one cointegrating vector. Second, we estimate the long run real exchange rate relationship in level using the single equation DOLS approach (see equation (29) See Johansen (1996) . 24 A complete description of the data is given in the Appendix. 14 introducing one lead and one lag of first differenced right hand side variables is enough to deal with potential bias due to the endogeneity of the regressors in level: This dual approach is justified given that VECM and DOLS estimators are asymptotically equivalent, but may differ in finite samples. 25 Third, although our sample spans 25 years of data, small sample bias may be a legitimate concern. To check the robustness of our asymptotic analysis, we then compute the small sample (25 annual observations) distribution of the parameters of interest based on a nonparametric bootstrap simulation of the VECM. 26 Plots of the small sample distribution of the parameters of interest are reported in the appendix A5 and compared to their asymptotic counterparts.
In table 1 below we report estimates of the long run equation of the real exchange rate (equation (27)) using DOLS 27 and VECM. We also report 80% and 95% confidence intervals of the parameters based on 20'000 bootstrap replications. Standard deviation in parenthesis; *10%, **5%, 1*** significance level Table 1 suggests that the terms of trade are the main driver of the real exchange rate in Switzerland, followed by relative factor endowments. It also appears that the Balassa-Samuelson effect and domestic excess savings do not play a significant role in explaining long run variation of the real exchange rate.
All coefficients have the expected sign and point estimates are remarkably close in VECM and DOLS. 29 An increase in the terms of trade (parameter α 2 ), the capital 15 intensity (parameter α 3 ) or in the relative productivity of tradables (parameter a 4 ) should lead to a real appreciation of the Swiss franc (negative sign) and an increase in domestic excess savings (parameter α 1 ) should lead to a real depreciation.
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Note however that only parameters α 3 and α 2 are significant in both VECM and DOLS. While the terms of trade parameter is significant at the 1% level in VECM and DOLS estimations and is also clearly negative in the small sample analysis, the empirical evidence is less clear cut regarding the role of the capital intensity in explaining the long run level of the real exchange rate. The parameter a 3 is significant at the 1% level in VECM but only at the 10% level in DOLS. Moreover, the small sample bootstrap exercise shows that it is significantly different from zero at the 20% level only.
Before turning to the conclusion, we would like to end the empirical part of the paper by examining our model's implications for the long-term evolution of the real value of the Swiss franc. Since the beginning of the seventies, the Swiss franc real exchange rate has been on a continuous appreciating trend which seems to have come to an end in 2003. Since then, the Swiss franc has started to depreciate progressively, stimulating heated discussions on the potential factors behind this change of fortune.
Is it a new fundamental trend? If yes, what are the main factors behind it? Are they the same as the ones behind the thirty years trend appreciation? Or is it only a persistent, but essentially temporary, deviation from the previous appreciating tendency?
Although it is probably too early to reach definite conclusions, we think that there are valuable insights to be gained from our empirical analysis. Relying on the VECM long-term cointegration relationship reported in Table 1 , we first compute the modelimplied fitted value of the real exchange rate (RER thereafter), i.e., the value of the RER that is implied by the level of the explanatory variables in the cointegrating vector, and compare it to the actual value of the RER. The first graph in the appendix 6 displays the actual behaviour of the RER (bold solid line), the model fitted value (bold dashed line) and the gap in percent between the two curves (thin solid line). Despite periods of persistent and quite significant discrepancies between actual and fitted RER, the model tracks the long run evolution of the Swiss franc strikingly well. Concerning the last four years, our exchange rate equation seems to indicate that, indeed, there has been a change in trend and that the available data, if anything, tend to underestimate it.
The second graph in the appendix 6 shows the contribution 31 of each variable to the long-term appreciation of the RER and to the recent depreciation between 2003 and 2007. The decomposition tends to confirm the dominant role played by changes in the terms of trade. Continuous improvements in the terms of trade have contributed for 29 Bootstrapped small sample distributions of the parameters (see appendix A5) tend to show the absence of small sample bias in VECM coefficient estimates based on Maximum Likelihood. The value of the maximum likelihood estimator of parameters α 1 to α 4 is exactly on top of the mean, mode and median of the small sample distribution. Yet, the variance of bootstrap-based coefficient estimates tends to be much larger than its asymptotic counterpart, meaning that statistical tests based on asymptotic distributions may be oversized. 30 See footnote 22. 31 The contribution of factor X is computed as α∆X/∆lnRER.
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60% to the trend-like appreciation of the RER until 2003, but their deterioration since 2003 explains more than 90% of the recent depreciation. The secular increase in the domestic capital intensity also seems to be an important factor behind the trend-like appreciation of the Swiss franc, with a contribution of almost 40%. It has played virtually no role, however, in the recent depreciation.
Conclusion
The realization that in the small open economy the real exchange rate can be associated with the relative price of traded vs. nontraded products, together with the recognition that nearly all trade is in middle products has far reaching consequences for understanding real exchange rates. Thus, production theory is the natural setting for analyzing real exchange rates, and production parameters -such as domestic factor endowments, technological change, and the terms of trade -are liable to play a role in determining the marginal rate of transformation between traded and nontraded products. Moreover, any empirical application is greatly facilitated by the fact that national accounts data can readily be used. There is no need therefore to make any arbitrary decisions as to what goods and services are traded rather than nontraded.
Starting from a fully flexible representation of the country's technology by way of a Translog real GDI function, we were able to formally derive a real exchange rate equation that depends on four key variables: domestic factor intensity, the terms of trade, domestic excess savings, and a time index that captures the impact of total factor productivity. The results for Switzerland suggest that the real appreciation of the franc that has taken place over the past several decades is mostly due to the improvement in Switzerland's terms of trade. The increase in domestic capital intensity has also played a part, whereas demand conditions and technological change seem to have played a minor and statistically insignificant role. This last result invalidates a widely held view, namely that it is a Balassa-Samuelson effect that is mostly responsible for the secular real appreciation of the Swiss franc.
In recent years, the strengthening trend of the Swiss franc seems to have come to an abrupt halt. In fact, from 2003 to 2007, the price of tradables has increased by 2.5% against the price of nontradables. The jury is still out as to decide whether this movement is a temporary deviation or whether it signals a break from the past. Naturally, exchange rates are known to be very volatile, and random deviations of this magnitude have been experienced in the past. Some observers have suggested, however, that this turnaround might be due to a reversal of the Balassa-Samuelson effect, with efforts directed at invigorating the Swiss internal market being successful and resulting in a decrease in the relative price of nontraded goods. Our results suggest on the contrary that the explanation rather lies in the worldwide increase in energy, commodity, and food prices. Thus, from 2003 to 2007, Switzerland's terms of trade have worsened by over 6%. This has not only taken a direct toll of Switzerland's real GDI, but it has also contributed to the real depreciation of the currency. Unfortunately, there is no way of telling whether this development is transitory or permanent, but the recent real weakening of the franc does not seem to be an aberration.
Appendix A1: Description of the data
All data are annual for the period 1981-2007. Prices and quantities of the five GDP components (consumption, investment, government purchases, exports and imports) are drawn from the Swiss national accounts. The price of nontraded goods is obtained as a Törnqvist chained index of the prices of consumption, investment and government purchases, and the corresponding quantity index is obtained by deflation. The quantity series for capital and labour (hours worked) inputs are obtained from the Swiss National Bank. Figure A1 shows the paths of the five variables of interest. 
