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I. ABSTRACT 
Counter-current chromatography (CCC) is a separation technique, which utilises two 
immiscible liquid phases in equilibrium as stationary and mobile phases. It emerged in the 
1970s and had been primarily used in academia. Over the past few years its application in 
the pharmaceutical industry has increased as a high-throughput system. However, most 
businesses are still reluctant to use this technique due to the lack of understanding in 
solvent selection, which is essential for experimental design. Additionally, instrument 
design was a mainly empirical methodology, because there were no reliable models 
available that could predict the performance of a CCC column. 
One aim of this research project was to improve solvent system selection for CCC 
separations in order to facilitate the use of greener solvents. Therefore, a solubility driven 
approach for solvent selection from a list of preferred solvents was developed. This 
approach enables rapid solvent system selection, and potentially improves sample loading, 
because solvent systems are chosen by taking the solubility of target materials into account. 
Another aim of this PhD thesis was to develop a novel model that can predict the 
performance of a CCC column from column dimensions. That enables the prediction of a 
solute’s elution profile from a CCC column from scratch using instrument and operational 
parameters only. Unlike previously developed CCC models, the novel model does not 
resort to empirical calibration. This model was validated using a series of experimental 
results from literature and successfully predicted retention times as well as peak 
resolutions.  
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1 Introduction 
“Whenever new fields of technology are developed, they will involve atoms and molecules. 
Those will have to be manipulated on a large scale, and that will mean that chemical 
engineering will be involved – inevitably.” 
Isaac Asimov (1988) 
 
1.1 Counter-current chromatography 
Counter-current chromatography (CCC) is a separation technique that utilises two liquid 
phases in equilibrium, which are of differing density. In contrast to conventional solid 
stationary phase chromatography, both the mobile and the stationary phases are liquids. 
Conventional CCC columns consist of continuous tubing wound around one or more 
bobbins that can be used in parallel or in series. These columns rotate around a central axis 
and in some instruments simultaneously revolve around their own axes.  
The CCC column is first filled with the stationary phase without the column rotating. After 
the instrument has reached the set rotational speed, the mobile phase is pumped in. The 
stationary phase is held inside the column by centripetal forces; the mobile phase flows from 
the column inlet through the column to the outlet. When a sample is loaded onto the column, 
compounds partition between these two phases according to their physico-chemical 
properties. Therefore, compounds with varying chemical structures have differing retention 
times. Those which have a stronger affinity to the stationary phase stay longer in the column 
and those which prefer the mobile phase elute more quickly, thus conferring selectivity. 
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CCC is of particular interest, because the stationary phase is liquid and therefore its entire 
volume can be used as opposed to the bead surface as in conventional solid phase 
chromatography. The CCC stationary phases make up typically about 80% of the total 
column volume. As a result higher loadings per injection are possible. By increasing the 
throughput, the solvent usage is reduced in comparison to solid phase chromatography. 
Another major advantage is that once a separation method is developed, it can be scaled up 
very easily by increasing the column volume, flow rate, and sample loading according to the 
scale up factor, which is the volumetric ratio of the small column to the larger column.  
As a technique, CCC has been known for a long time and has principally been used for the 
purification or isolation of high value natural compounds (HVNC), primarily in academic 
research groups. Over the past few years its application in the pharmaceutical industry has 
increased as a high-throughput technique. (Harris, 2002; Sutherland et al., 2011) However, 
most businesses are still reluctant to use this system because there is no commonly used 
systematic approach to method development and it is not automated. Despite the growing 
popularity of CCC and high number of publications in scientific journals, very little has 
been published on modelling the process and improving solvent selection.  
CCC obviates the need for a solid stationary phase and hence avoids complications 
sometimes encountered with solid stationary phases, e.g. sample loss due to adsorption on 
the stationary phase or column frit, compound deactivation due to interactions with the 
stationary phase matrix, or sample contamination with previously non-eluted solutes. 
Compound behaviour is also more predictable with a liquid stationary phase because there is 
no compound interaction with the bead surface of the solid stationary phase. 
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In the course of a CCC experiment, one of the liquid phases is retained in the column by 
centripetal forces and constitutes the stationary phase, while the other phase is pumped 
through the column as the mobile phase. Hence, the stationary phase is stable and retained 
only while the column is rotating. The stationary phase and the mobile phase are in intimate 
contact throughout the entire length of the column. These two phases are in equilibrium with 
each other. The separation occurs due to the selectivity and solute distribution in these two 
immiscible liquid phases. 
Once the separation has taken place or even before the elution of the final components, the 
column content is emptied by pumping out using a liquid or gas. Due to the liquid nature of 
the stationary phase there is complete sample recovery. Even highly retained compounds, 
which have not eluted at the end of a separation, can be resolved provided there is a 
sufficient partition ratio difference of solutes.  
1.1.1 History of counter-current technology 
1.1.1.1 The separatory funnel 
The fundamentals of CCC lie in the well known chemical procedure of liquid-liquid 
extraction. In this process, a sample is dissolved in a two-phase liquid system, usually in a 
separatory funnel. After vigorously shaking the funnel and leaving it to settle, the two 
phases separate and the compound of interest distributes between the two phases according 
to its partition ratio. One disadvantage of this liquid-liquid extraction technique is that it can 
provide at maximum only one theoretical equilibrium stage. The solvents are normally 
selected so that the compound is considerably more soluble in one phase. After performing 
one mixing and settling step, the compound of interest partitions between the two phases. 
This course of action is repeated by replacing the phase, in which this compound is less 
H. Güzlek – PhD Thesis  1 Introduction 
Imperial College London 4 
soluble, with a fresh quantity of this phase. The new combination of two liquid phases is 
mixed thoroughly. By doing so, the compound of interest partitions again and gains a higher 
purity, because the impurities were diluted more than the compound of interest. CCC utilises 
this phenomenon of separating compounds according to their partition ratios in the course of 
a CCC separation. In effect, CCC magnifies a small partition difference between two 
compounds by carrying out many mixing and settling steps to provide separation. (Berthod, 
1991) 
1.1.1.2 Origins of CCC 
CCC has its origins in the work of Martin and Synge (1941a) carried out in Britain during 
World War II. For their pioneering work, they shared the 1952 Nobel Prize in Chemistry. In 
1941, Richard Laurence Millington Synge (1914 – 1994) was working on the separation of 
acetyl amino acids. At the same time Archer John Porter Martin (1910 – 2002) was working 
on the purification of vitamin E and their common interest led to the invention of liquid-
liquid chromatography. Martin and Synge described the application of a new 
chromatography technique to the micro determination of higher monoamino-acids in protein 
hydrolysates (Martin and Synge, 1941b; Martin and Synge, 1941c). This method was based 
on the partitioning of acetoamino-acids between chloroform and water phases and 
superseded other methods through its speed and economy both in terms of materials and 
apparatus. 
1.1.1.3 The Craig counter-current distribution apparatus 
Soon after Martin and Synge’s (1941a, 1941b, 1941c) work appeared, Lyman Creighton 
Craig (1906 – 1974) developed a device made of steel, which was able to simultaneously 
achieve 20 quantitative extractions in a single step (see Figure 1-1). This apparatus consisted 
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of a series of 20 separatory funnels (i.e. theoretical plates) with the capability of sliding the 
top phase from one funnel into the lower phase of the next, after each shaking and settling 
step (Craig 1944). 
The apparatus was made from the largest stock size of stainless steel available at the time 
(Craig, 1944), approximately 11.4 cm in diameter. It was cut into three parts, 8 cm (part A in 
Figure 1-1), 10.5 cm (part B) and 1.3 cm (part C) long. Twenty holes, each 12 mm in 
diameter and 6 cm in depth, were drilled in A. An approximately 3 cm thick layer was left 
for the support of the central system, E, which held the apparatus together. Component B 
made up the central part of the equipment. Holes of the same diameter and spaced exactly 
the same as in A were present, but in this part extended entirely through the section. Part C 
formed the cover. This section had a 10 mm hole with a plug, H, so that liquid in any one of 
the tubes could be removed when necessary. A large wing-nut, F, was used to hold the three 
parts firmly together and a coil spring, G, was placed just under F. In order to prevent 
leakage, another cover, D, was required to place over C.  
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Figure 1-1: Apparatus developed by Craig, constructed by Otto Post (Craig 1944). 
 
A metal part, I, was fixed to A and its upper part carried an indicator plug, J, which had a 
small coil spring attached. This spring forced the plug into the small holes, K, on the outer 
surface of B in such a way that the tubes of A and B were exactly over each other when the 
plug entered the small hole. Part B could be rotated around the stem, E. The tubes in B were 
numbered counter-clockwise, starting with 0, and the tubes in A were numbered clockwise, 
starting with 0. 
For the operation, two liquid phases, each saturated with the other, were placed in each tube 
with the volume of the lower phase always fixed to fill the A part of the tube. The meniscus 
dividing the two layers was always at the point where it could be cut by rotation of part B, 
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with A remaining stationary. B contained the upper phase and a small gap of air to make 
mixing and settling easier. 
The first major application of this technique was the characterisation of penicillins and the 
estimation of the purity of benzylpenicillin by Vincent du Vigneaud (Craig et al., 1947). In 
this study the method proved to be very useful since the apparatus was able to separate 
penicillins with identical structures except from a side chain. However, the device needed 
further improvement since it was limited to only 20 stages of partitioning.  
1.1.1.4 Droplet counter-current chromatography - DCCC 
In this device, a series of vertical tubes were connected to each other by capillaries. 
(Tanimura et al., 1970) While one phase was designated as the stationary phase and retained 
in the tubes, the mobile phase was pumped through either from the top (if lower phase is 
mobile phase) or bottom (if upper phase is mobile phase) of each tube. The operation mode 
was called ascending or descending mode, respectively. In Figure 1-2A a DCCC column can 
be seen, which is shown in more detail in Figure 1-2B. In the latter picture, droplets of the 
mobile phase passing through the stationary phase can be seen (this is schematically 
demonstrated and labelled in Figure 1-2C). As the mobile phase passed through the 
stationary phase, compounds more soluble in the mobile phase eluted quicker than 
compounds which were more soluble in the stationary phase, and separation takes place due 
to partitioning of compounds between the two phases. Since this technique relied on 
gravitational acceleration only, it had low flow rates (Hostettmann, 1983). Hence one 
separation could take days. Another disadvantage of this apparatus was the relatively poor 
mixing/ diffusion, which can lead to reduced separation efficiencies.  
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Figure 1-2: DCCC tubes connected in series (A); in greater detail (B), where droplets of mobile phase 
can be seen; (C) demonstrates the stationary and mobile phase schematically (Tanimura et al., 1970). 
 
1.1.1.5 Modern counter-current chromatography 
The modern counter-current chromatography device originated from the pioneering studies 
of Ito et al. (1966). They first built, in Japan, an apparatus, which was designed to 
differentiate particles in suspension or solutes in a solution and was a non flow-through 
column. The sample was introduced into a column that contained two immiscible liquid 
phases; the column was then subject to centripetal acceleration. After stopping the rotation, 
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the column content was pumped out and the elution was monitored using a detector. The 
first flow-through machines were described in the early seventies (Ito and Bowman, 1971) 
(Ito and Bowman, 1977). After these first apparatuses, further developments occurred in two 
main directions: one was based on a wide variety of ‘CCC apparatuses’ applying the two-
axis gyration mechanism and two rotary-seal free arrangement (these became known as 
flying leads) of the column by Ito in the USA; the other one was based on the ‘centrifugal 
partition chromatography apparatus’, and employed the constant-acceleration produced by a 
single-axis rotation mechanism and two rotary-seal joints for inlet and outlet of the mobile 
phase by Nunogaki in Japan. Depending on the way in which the equilibrium between the 
phases was reached, they were called the hydrodynamic (two-axis rotation) and hydrostatic 
(single-axis rotation) instruments. 
Of all the two axes machines the most commonly made was the J-type configuration (see 
Figure 1-3, page 10). In this version a continuous length of tubing was wound around a 
bobbin. The bobbin rotated around its own axis as well as around a central axis in the same 
direction and achieved a planetary motion (see Figure 1-3). It is indicated that the bobbin in 
this figure has two columns (two blue arrows in Figure 1-3 point at two inlets and two 
outlets), which can be used separately or together by connecting in series. 
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Figure 1-3: Multilayer column in J-type planetary motion; the column rotates around its own axis as 
well as the centrifuge’s main axis at the same angular velocity ω in the same direction, two arrows point 
at two inlets and two outlets (Ito, 2005). 
Despite the complex centrifugal force fields inherent in early CCC machines, their 
stationary phase retention was low. Hence, these early instruments had to be run at low 
mobile phase flow rates, which resulted in at least several hours separation time (Conway, 
1991). The reason for these long run times was due to the limited understanding of the 
hydrodynamics in these systems. After investigating parameters such as the mobile phase 
flow rate (Du et al., 1999; Wood et al., 2003a), direction of pumping in the mobile phase 
through into the column (Wood et al., 2005), β-value (i.e. column radius) and rotational 
speed (Wood, 2004), factors affecting stationary phase retentions were better understood. 
The new generation instruments were employed as high throughput techniques, which 
provide very good separations in short run times – generally below one hour (Chen et al., 
2007).  
1.1.2 Flow-through CCC columns 
1.1.2.1 Make up of CCC columns 
CCC columns are made by winding a certain length of tubing around a spool (bobbin). 
Columns can be wound axially, which gives a helical coil, or radially, which gives a spiral 
coil or in a combination of both, yielding a helical multilayer coil. The columns in J-type 
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instruments rotate in planetary motion around the central axis, which is also called the sun 
gear (Wood, 2004). As a result any point on the column exhibits a cardioid motion. The 
liquid in the column experiences an oscillating hydrodynamic force field that causes mixing 
and settling with each revolution. 
1.1.2.2 Chiral coils & head and tail convention 
Depending on how the column is wound around a spool, they can be in a right- or left-
handed configuration. The figure below has the configuration of a conventionally defined 
right-hand screw; the tube is considered to be filled with a liquid and to contain both an air 
bubble and a glass bead. If the helix is turned clockwise (as shown in Figure 1-4A), the air 
bubble will stay at the top of the coil while the heavy bead will remain at the bottom and for 
each rotation, the bubble and the bead will move one coil segment (loop) to the right. In 
CCC, the direction toward which the particles travel is designated the head of the coil; while 
the opposite end is designated the tail. If the right-hand screw is rotated counter-clockwise 
(as in Figure 1-4B), the left end becomes the head and the right the tail. That means in CCC, 
a left-hand bobbin rotated in one direction will be equivalent to a right-hand coil rotated in 
the opposite direction. 
 
Figure 1-4: Head and Tail convention in columns (Conway, 1990). 
 
H. Güzlek – PhD Thesis  1 Introduction 
Imperial College London 12 
Even though spiral or multilayer columns may be similarly characterised, they do not result 
in a mirror image. Whereas, there is an axial symmetry associated with reversal of the head 
and tail positions in linear helical columns, in spiral columns the head and tail occupy radial 
positions at the centre and periphery (see Figure 1-4C and Figure 1-4D).  
When the column ends are opened to allow the mobile phase to be pumped in, it might be 
expected that the mobile phase flow pushes the stationary phase out of the column. 
However, the Archimedean screw force tends to carry the stationary phase in the opposite 
direction of the mobile phase flow. In fact, the stationary phase is only displaced until the 
hydrodynamic equilibrium is reached. Before this point, the stationary phase is replaced by 
mobile phase until the mobile phase makes its way through the column. After reaching 
hydrodynamic equilibrium, only the mobile phase flows out from the outlet, whereas the 
stationary phase is pushing against the inlet and thus retained inside the column. 
1.1.2.3 The counter-flow in a closed column 
The helical column in Figure 1-5 is filled with each of two immiscible liquids, with an 
interface in the centre loop. The clear liquid is the upper phase and the shaded liquid is 
lower phase. As this column is rotated clockwise very slowly, droplets of the heavy phase 
will fall into the column toward the tail end, forming a second interface after a half rotation 
(Figure 1-5b). The transported lower phase is replaced by the upper phase. After a full turn 
of the column (Figure 1-5c), three interfaces can be seen, and after two turns (Figure 1-5d) 
five interfaces have formed. This means with each rotation of the helix, two new interfaces 
are created on either side of the original interface. If the column contains equal amounts of 
each phase, equilibrium will be reached, when each loop of the column holds equal amounts 
of each phase. After reaching the equilibrium, continued rotation will result in a to-and-fro 
rocking motion of the phases.  
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Figure 1-5: Counter flow in an I-type column (Conway, 1990). 
 
1.1.2.4 Set-up and configuration  
The CCC instrument is connected to at least one pump to fill the column with stationary 
phase and then continuously pump through the mobile phase. Ideally there should be two 
pumps, each dedicated to one phase of the solvent system. Figure 1-6 shows a recommended 
set up for a CCC unit. In this figure, the CCC instrument is connected to two liquid 
reservoirs as well as a nitrogen supply, which can be used to empty the column content at 
the end of a separation. 
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Figure 1-6: Recommended installation for a HPCCC instrument (courtesy of Dynamic Extractions). 
 
Most CCC columns rotate at high speeds and thus create a considerable amount of heat, 
which needs to be removed to prevent damage to the bearings. Using temperature control 
systems also helps achieving reproducible chromatographic results. Therefore, CCC 
instruments utilise a cooling mechanism for operation.  Like other chromatography devices, 
the column can be connected to a detector, and the mobile phase eluted from the column can 
be collected using a fraction collector. 
1.1.3 Application of counter-current chromatography 
CCC can be applied to a broad range of industries, from natural products, pharmaceutical, 
nutraceutical, biotechnology, fine chemical, and biomedical. The successful isolation of a 
series of compounds to high purity can be found in the literature. Some of these are listed 
below: 
• Saponins (Han et al., 2007) (Ha and Kim, 2009) 
• Chlorophylls (Jubert and Bailey, 2007) 
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• Terpenes (Du et al., 2003) 
• Carotenoids (Winterhalter, 2007) 
• Quinones (Cao et al., 2006) 
• Anthocyans (Schwarz et al. 2003;Zanatta et al., 2005) 
• Phenolic compounds (Hatano et al., 1989) 
• Alkaloids (Yuan et al., 2002) 
• Saccharides (Winterhalter, 2007) 
• Lignans (Degenhardt et al., 2002) 
• Tannins (Shibusawa et al., 2000) 
• Phospholipids (Matsuda et al., 2005) 
• Catechins (Baumann et al., 2001) 
• Flavonoids (Sturtz et al., 2006) 
A detailed review of CCC applications for pharmaceutically relevant natural product 
extracts was carried out by Harris (2002), in which the suitability of CCC for high value 
natural product fractionation was demonstrated. The liquid stationary phase of CCC makes 
it particularly interesting for crude, particulate samples. Additionally, linear, volumetric 
scalability of CCC is a major advantage; scale does not change the separation principle for 
CCC (see section 2.1.5, page 40 for more details on scale-up). 
1.1.4 Partition ratio 
The partition ratio, KD, is the ratio of the concentration of a substance in a single definite 
form, A, in the extract to its concentration in the same form in the other phase at equilibrium 
(Nic et al., 2010), e.g. for an aqueous/organic system:  
(KD)A = [A]org / [A]aq  (1-1) 
This terminology was used throughout this thesis unless specified otherwise.  
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Distribution constant is a synonym with partition ratio. Partition Coefficient is not 
recommended and should not be used as a synonym for partition constant, partition ratio or 
distribution ratio. The distribution ratio, D, is the ratio of the total analytical concentration of 
a solute in the extract (regardless of its chemical form) to its total analytical concentration in 
the other phase. The distribution ratio is an experimental parameter and its value does not 
necessarily imply that distribution equilibrium between the phases was achieved. (Nic et al., 
2010) 
1.1.5 Comparison of CCC and LC 
CCC represents an alternative approach to several modern separation techniques. 
Established chromatographic methods mentioned below are widely used for the purification 
of HVNC. The sections below provide a brief description of the respective practise and its 
comparison to CCC. 
1.1.5.1 Advantages and disadvantages of CCC 
In CCC, one instrument can be used to “make” any preferred column by selecting the 
appropriate solvents. Hence, it can be employed to purify and isolate molecules with a wide 
range of polarities and sizes from a variety of sources, such as plant or marine, fermentation 
broths, or synthetic products and many more. CCC can also be used to separate isomers 
(Chen et al., 2006) and enantiomers (Pérez and Minguillón, 2007), which are well known 
for their complexity when it comes to separation and especially when scaling up.  
Since this technique does not rely on a solid support, there is no risk of sample loss or 
denaturation by interaction with the solid support or column blockage by crude and 
particulate extracts. The worst case scenario would be that the sample is diluted (Sutherland 
et al., 1998). 
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In addition to the isolation of a compound from a mixture or the separation of two 
compounds (e.g. isomers or other structurally similar constituents) from each other, CCC is 
also very useful for high through-put drug discovery. CCC was successfully used in a pre-
fractionation pilot study to improve the quality of crude plant samples for primary screening 
in drug discovery (Armbruster et al., 2001) as well as in the search for new chemical entities 
within an integrated biological-physiochemical system for the identification of active 
compounds in fermentation broths (Alvi, 2001). 
One major drawback of CCC is that solvent system selection can be elaborate (see section 
2.1.3), which can take days. Also, CCC is fundamentally a preparative technique; due to its 
lower efficiency, it is less likely to be used for analytical purposes. Nevertheless, lower 
efficiency does not mean low resolutions; good resolutions can be achieved using CCC 
through the selectivity of the liquid-liquid system.  Moreover, understanding the effect of 
instrument parameters on separation performance could give rise to the development of 
higher efficiency instruments. 
1.1.5.2 CCC versus high performance liquid chromatography (HPLC) 
Analytical HPLC is a well established method that is a useful tool in nearly every scientific 
laboratory. It has a fully automated operation, very short run times, it is suitable for 
analytical and quantitative separations, gives a good degree of resolution and is a 
reproducible and high efficiency technique.  
HPLC columns are filled with porous beads; the surface of which constitutes the stationary 
phase and the active ligand is attached on the surface of these spherical particles. 
Consequently, the stationary phase constitutes only a small part of the entire column, which 
brings limitations in sample loading and makes it a low throughput technique. In general 
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smaller beads give more surface area and thus a higher resolution, but the pressure required 
for optimum linear velocity increases by the inverse of the particle diameter squared. This 
means that keeping the column volume the same and halving the particle size will double 
the performance, but quadruple the required pressure. There is a wide variety of HPLC 
columns available with different packing, particle sizes, and modification of the bead 
surface to enhance the interaction of the stationary phase with the compounds to be 
separated. Solvents that are used as the mobile phase for these columns must be very pure 
(particle free, HPLC grade solvents) in order to avoid the fouling of the column by 
impurities. The solubility of a sample can cause problems in HPLC, because insoluble 
matter can block the connecting tubing or the column. Hence the sample should be dissolved 
in a solvent in which it is most soluble and filtered prior to injecting into a HPLC system. 
Compound separation in HPLC occurs through interactions of the sample with the stationary 
phase. Strong affinity of by products or the sample molecule with the stationary phase may 
cause irreversible adsorption onto the stationary phase and lead to sample loss or to cross 
contamination of other samples. In particular, particulate crude extracts must be filtered 
prior to the separation. Once a purification step has been optimised on HPLC, the scale up 
brings new challenges, including the need for large and expensive columns and high solvent 
consumption.  
Due to the nature of the liquid stationary phase in CCC, some problems encountered with 
HPLC become irrelevant when using CCC. Since CCC technology employs two liquid 
phases as the stationary phase and the mobile phase, there is no irreversible solute 
adsorption and there is the advantage of making columns for a required separation. Normal 
phase and reverse phase separations can be performed using the same column. The sample 
can be injected dissolved in either phase, or in a combination of both. Additionally no pre-
H. Güzlek – PhD Thesis  1 Introduction 
Imperial College London 19 
treatment of sample to be separated is required and hence, there is always full recovery of 
the starting material. This feature makes CCC a very versatile technique. Also solvent 
consumption is far less in CCC than in HPLC, which makes this technique ecological as 
well as economical. In comparison to HPLC, scale up in CCC is purely volumetric (see 
section 2.1.5). 
1.1.5.3 CCC versus Supercritical Fluid Chromatography 
Supercritical Fluidi Chromatography (SFC) is a robust and simple form of normal phase 
(NP) chromatography, which is well suited for the analysis and separation of thermally 
labile molecules and especially suitable for difficult to separate samples such as chiral 
compounds. The instrumentation of SFC is in principle very similar to HPLC; the difference 
is the state of the mobile phase, which is a supercritical fluid. Supercritical carbon dioxide is 
the most commonly used mobile phase. However, modifiers (such as primary alcohols or 
organic solvents) can be used to improve chromatography. Supercritical carbon dioxide is 
much more compressible than conventional HPLC mobile phase solvents. Hence, SFC 
instruments need to withstand much higher pressures than HPLC systems; SFC requires a 
pressure controller at the outlet of the column, which is accomplished with electronic 
pressure controllers, and the pumps oblige more complex control of the fill- and stroke-
processes. Also, pumps specifically designed for SFC have elaborate compressibility 
correction algorithms.  
Additionally, SFC utilises pumps that are able to keep the incoming pump heads cool in 
order to maintain the mobile phase in a liquid state, which is necessary to measure the 
                                                 
i A supercritical fluid is a substance at a temperature and pressure above its thermodynamic critical point and 
has properties between those of gases and liquids.  
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mobile phase flow rate. The biggest advantage of SFC over other chromatography 
techniques is that it provides rapid separations without the use of organic solvents as the 
most commonly used mobile phase is supercritical carbon dioxide, which is readily 
available. Moreover, SFC separations can be carried out faster than HPLC separations, 
because the diffusion rate of supercritical fluids is about 10 times greater than in liquids. 
In comparison to CCC, the maintenance and operation of SFC devices is elaborate. CCC 
does not require a complex pump system since it is operated at low pressure. Cooling of 
CCC devices is also a necessity due to the heat generation by the column’s rotation.  
1.1.5.4 CCC versus Simulated Moving Bed 
Simulated Moving Bed (SMB) chromatography is a variant of HPLC. It is used to perform 
binary separations (separation of two compounds from each other) that are very difficult or 
impossible to resolve with other techniques. When affinity differences of two compounds 
are very small so that the resolution cannot be improved by simply altering the stationary 
phase or the mobile phase, SMB takes advantage of small differences between retention 
times of the two compounds.  
SMB is based on a liquid flow (mobile phase) moving counter-current to a constant flow of 
solid (stationary phase). This counter-current flow takes advantage of small retention 
differences of two compounds and enhances the potential for separation. Enhanced 
resolution is achieved by a valve-and-column arrangement, which can be utilised to lengthen 
the stationary phase indefinitely. (Mihlbachler et al., 2004) The columns are arranged in a 
ring formation consisting of four sections, which contain one or more columns per section 
(see Figure 1-7). This construction comprises two inlet streams (feed and eluent) and two 
outlet streams (raffinate and extract). The identical columns are connected in series by a 
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multi-port valve and streams are directed in an alternating order to and from the column 
ring. The inlet and outlet positions are switched at regular time intervals in the direction of 
the fluid flow, hence simulating counter-current movement of the columns. Hereby, the 
mobile phase flow rates in section II and III are important because separation occurs in these 
regions. Sections I and IV handle “tidying up”; mobile phase leaving section IV is directly 
recycled to section I. In section I the more retained compound is regenerated by desorbing 
using a high flow rate. Thus, the complete column can be “moved” into section IV.  
 
Figure 1-7: SMB process principle: Series of identical columns with two inlet and two outlet streams, 
which are switched at regular intervals in the direction of the fluid flow, thereby simulating a counter-
current column (i.e. bed) movement (Mihlbachler, 2005). 
 
The drawbacks of SMB are higher investment costs in the construction, complexity of the 
method, and the maintenance cost in comparison to single column operations. These 
downsides are balanced by lower solvent consumption and better yield, as well as higher 
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productivity than simple batch chromatographic separations. SMB can be run in continuous 
mode, which allows a continuous flow of feed material to be separated. CCC can also be run 
in continuous mode. In comparison to SMB, CCC can be used to perform true moving bed 
chromatography, where the feed is injected in the centre of the column and mobile phase 
and stationary phase are pumped from each end of the column. (van den Heuvel et al., 2009) 
(Hewitson et al., 2009) 
1.2 Project aim & objectives and structure of thesis 
The aim of this research project was to improve solvent selection and gain a better 
understanding of a CCC instrument’s performance. This would make CCC method 
development easier and help building better performing instruments. 
Therefore, the first objective was to gain familiarity with the technology and demonstrate its 
application to a high value natural compound purification. The first task was to review the 
latest approaches to method development from literature and devise a preferred 
methodology from among them. The next task was to apply this to the purification of β-
asarone from an acorus calamus crude extract.  
The next objective of this project was to incorporate the use of greener solvents into CCC 
applications. A large number of solvent systems are available in the literature, but there is no 
systematic way of identifying the most suitable solvent system for a given compound. A 
quick way of determining a suitable solvent system from a list of preferred solvents for a 
given compound (i.e. a two-phase solvent system, in which the compound of interest has a 
partition ratio in a defined range) was highly desirable. Consequently, developing a simple 
approach for selecting CCC solvent systems from a list of preferred solvents was the 
objective of chapter 3. 
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In the next chapter, the objective was to investigate the performance of different CCC 
instruments in order to understand how column dimensions and operational parameters 
affect the separation. Thus, for chapter 4, the effect of column dimensions, such as the 
internal diameter and column volume, as well as operating parameters, i.e. the flow rate and 
rotational speed of the column, needed to be explored.  
The final objective was to devise a novel CCC model, which can predict the elution profile 
of solutes from instrument and operational parameters only. CCC models developed so far 
needed empirical calibration and thus could not predict the performance of an instrument. It 
was important to show that the developed model can be applied to a series of CCC 
instruments. Therefore, the final task for chapter 5 was also to validate the model using 
experimental results. 
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2 Familiarisation with CCC 
“Knowing is not enough, we must apply. Willing is not enough, we must do.” 
Johann Wolfgang von Goethe (1749-1832) 
 
The first task of this project was familiarisation with CCC, and the choice of a preferred 
approach to solvent system selection from the techniques described in the literature. Also, 
the suitability of the chosen approach for the purification of a high value natural product 
from a crude extract was to be demonstrated. 
2.1 Background and literature review 
2.1.1 CCC solvent systems 
The selection of an appropriate solvent system is essential in order to achieve a successful 
CCC separation. As stated above, liquid-liquid chromatography requires two immiscible 
phases as the stationary and mobile phases. The selectivity of a chosen solvent system must 
be appropriate and sufficient for good resolution of the components to be separated. In 
order to retain the stationary phase in the column, the density difference between the 
phases should be at least 0.1 g.mL-1 (Mandava and Ito, 1985).  
It is important to find solvent combinations for which the target sample is readily soluble, 
and to ensure that the partition ratios of the compounds to be separated differ and are 
ideally between 1 and 2. (Foucault and Chevolot, 1998) This range is not stringent; 
according to Friesen and Pauli (2005) the “sweet spot” is a partition ratio range between 
0.4 and 2.5, and according to Conway (1990) it is between 0.2 and 5 or even higher.  
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In general, the selection of a solvent system for a CCC separation is specific to a given 
sample. The literature lists classes of compounds and solvent systems to try, according to 
the origin or physico-chemical properties of the compound to be purified. (Marston and 
Hostettmann, 1994; Harris, 2002) Several solvent system tables, which contain a number of 
solvents (mainly three or four solvents) in varying ratios, have been suggested, but 
knowing which one to choose is not always easy. One of the most commonly used solvent 
series is the HEMWat table (see Table 2-1), which consists of varying ratios of 1-heptane – 
ethyl acetate – methanol – 1-butanol – water. (Garrard et al., 2007) 
Table 2-1: The HEMWat solvent system table consists of varying ratios of 1-heptane – ethyl acetate 
(EtOAc) – methanol (MeOH) – 1-butanol – water; numbers in rows represent volume ratios of 
respective solvents to make up a solvent system (Garrard et al., 2007). 
No   1-heptane EtOAc MeOH 1-butanol Water 
1 
  
  
  
  
  
 More 
Polar 
 
  
0 0 0 1 1 
2 0 1 0 4 5 
3 0 2 0 3 5 
4 0 3 0 2 5 
5 0 4 0 1 5 
6 0 1 0 0 1 
7 1 19 1 0 19 
8 1 9 1 0 9 
9 1 6 1 0 6 
10 1 5 1 0 5 
11 1 4 1 0 4 
12 1 3 1 0 3 
13 2 5 2 0 5 
14 1 2 1 0 2 
15 2 3 2 0 3 
16 5 6 5 0 6 
17  1 1 1 0 1 
18  
 
 
 
 
 
 
  
Less 
Polar 
  
6 5 6 0 5 
19 3 2 3 0 2 
20 2 1 2 0 1 
21 5 2 5 0 2 
22 3 1 3 0 1 
23 4 1 4 0 1 
24 5 1 5 0 1 
25 6 1 6 0 1 
26 9 1 9 0 1 
27 19 1 19 0 1 
28 1 0 1 0 0 
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This series partly contains a solvent series produced by Oka (Oka et al., 1991) and 
Margraff (Margraff, 1994; Foucault, 1995; Camacho-Frias and Foucault, 1996), who 
named it the ARIZONA* liquid systems. Friesen and Pauli (2005) then modified and 
adapted the original solvent series by Oka and termed it the HEMWat solvent systems. 
Garrard et al. (2007) introduced butanol into the HEMWat solvent series; the HEMWat 
solvent series then consisted of 28 two-phase solvent systems running from an empirical 
polar (number 1) to non-polar (number 28) range. (Garrard, 2005a) 
According to this table the solvent systems are a mixture of 1-heptane, ethyl acetate, 
methanol, 1-butanol, and water. However, Berthod et al. (2005) have reported that 
exchanging 1-heptane for 1-hexane or isooctane yielded minimal changes in CCC 
chromatograms. Berthod et al. (2005) identified that using different alkanes resulted in 
similar lower phase compositions whereas the upper phase composition changed 
significantly.   
2.1.2 Useful partition ratio range for CCC 
Friesen and Pauli (2005) suggested a useful partition ratio range between 0.4 and 2.5 and 
designated this range as the “sweet spot” in CCC. 0.4 was chosen as the lower limit, 
because it is the reciprocal of 2.5, so even if a partition ratio of 0.4 yields an insufficient 
resolution, the operation mode can be reversed (i.e. if the upper phase is stationary phase, it 
becomes mobile phase). Consequently, the partition ratios are inversed. They advised 2.5 
as the upper limit, because compounds with higher partition ratios would take too long to 
elute.  
                                                 
* Margraff (1994) defined a range of 23 compositions and labelled these with the letters from the alphabet A 
to Z (except E,I,O); the AZ series then became known as the ARIZONA system. 
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However, Conway (1990) recommended a partition ratio range between 0.2 and 5 or even a 
slightly larger range. This range is especially suited for recently developed CCC 
instruments, which can perform separations much quicker – typically between 15 and 40 
minutes (Wood et al.,2007; Chen et al., 2007; Guzlek et al., 2009; Chen and Sutherland, 
2006) – than earlier instruments, which took between 3 to 8 hours per separation (Fahey et 
al., 2003). The reason for that is that new generation CCC instruments rotate faster and 
hence generate higher g-levels. This facilitates higher the stationary phase retentions. Thus 
higher mobile phase flow rates can be used, which yields in quicker separations. (Guzlek, 
2009) Therefore, it is reasonable to adopt a partition ratio range between 0.2 and 5. 
Though, it is desirable to obtain a partition ratio of around 1.0 where possible. This is a 
good guide suited for CCC novices, because a solute with this partition ratio elutes in one 
column volume regardless of which phase is used as mobile or stationary phase.  
2.1.3 Selecting a CCC solvent system 
Solvent system selection is the biggest hurdle for performing a CCC separation. This is 
primarily due to a lack of understanding of compound solubility and partition ratio 
prediction. There are several approaches to selecting a CCC solvent system for a sample, 
which are described below. Most of them are experimental, they are mainly empirical in 
approach, and can be time consuming.  
2.1.3.1 Solvent system selection protocol suitable for automation 
Garrard (2005b) suggested a solvent system selection protocol based on the shake flask 
approach, which takes place in three steps: 
1. Partition study experiments: For the partition study experiments, a suitable amount 
of sample is weighed into a vial. Equal amounts of pre-equilibrated HEMWat upper 
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and lower phase are added to this. Taking the HEMWat solvent system ratios as 
Table 2-1 into account, initial screening is carried out with a wide variety of 
mixtures across the polarity range, e.g. 1, 7, 12, 17 and 22. Due to the risk of 
evaporation, particularly of the organic solvents, the vials must be capped 
immediately after adding the solvent mixture. The vials should then be vigorously 
shaken, ideally with a vortex mixer and left to settle into two layers.  
2. Partition ratio determination: The solute to be analysed is now distributed between 
the two phases according to its partition ratio in the respective solvent system. For 
the analysis of the sample, equal volumes of both phases is transferred into 
individual vials and analysed with an appropriate quantitative method (e.g. HPLC, 
GC or TLC) to determine the concentration of target compounds in the respective 
phase. 
3. Selection of the preferred solvent system: The method above is an initial screening 
for a solvent system. For any given solute to be purified by CCC, the KD should be 
within a reasonable range (see 2.1.2) to achieve a good separation in a practical 
time frame. The solvent system, which fulfils them best, is then selected as a 
starting point. Following this, further partition studies with slightly altered 
concentrations of solvents can be performed to refine the prediction e.g. if the 
HEMWat solvent system number 12 gives the best results, further partition 
experiments should be carried out with solvent system 10, 11, 13 and 14. The 
solvent system with the most suitable partition ratio is then chosen to carry out the 
CCC separation.   
This method is relatively quick and offers a solution to most compounds with medium 
polarity. Furthermore, the approach is suitable for automation using a liquid handling 
robot. (Garrard, 2005b) However, there must be a reliable assay method to detect and 
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quantify the compound of interest (by HPLC, GC etc.). Also, the capability of this 
approach is limited to the potential of the HEMWat series itself; i.e. if the sample is not 
soluble in the HEMWat solvents or it is highly polar or non-polar, the sample might not 
distribute evenly into the upper and lower phases of any HEMWat solvent system. Hence, 
no HEMWat solvent system will give an adequate CCC separation. Additionally, in a large 
scale separation where the sample is already dissolved in a non-HEMWat solvent, the 
sample must be concentrated up. When loading the sample into the CCC column, the 
sample must the dissolved in the HEMWat solvent system that is used to carry out the 
separation. Otherwise the injected sample will disrupt the hydrodynamic equilibrium and 
expel the stationary phase. 
2.1.3.2 Practical solvent system screening by HPLC 
Dubant et al. (2008) published a practical solvent system selection for CCC. This approach 
involves the determination of nine partition ratios (KD) of a compound in varying ratios of 
solvents of the solvent system series to be used. These ratios must be evenly distributed in 
order to cover the entire solvent series range. The shake flask method is used for 
determining the partition ratios, which ultimately generate a three-dimensional map of the 
response surface (see Figure 2-1). After that the solvent system, in which the target 
compound has the most suitable partition ratio, is predicted using statistical software. 
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Figure 2-1: Map generated by screening for the prediction of a solvent system for chloropropamide 
(Dubant et al., 2008). 
 
This approach provides a reasonably quick way of selecting a suitable solvent system from 
existing solvent series. A useful method can be developed in half a day. Nevertheless, it is 
most suitable for mixtures that contain only a few contaminants, so they can be mapped 
and their KD determined to prevent co-elution with the target. Also, here again, the existing 
solvent system series must be appropriate for the target compound with respect to 
selectivity and solubility. This approach also relies on existing solvent system series and 
does not take solvents that have not been incorporated into existing solvent series into 
account. 
2.1.3.3 Estimating solvent systems using internal standards 
Friesen and Pauli (2005) published the G.U.E.S.S.* approach, in which they suggested a 
standard procedure of solvent system selection in CCC based on TLC information. In this 
paper Friesen and Pauli evaluated two different solvent systems (HEMWat and ChMWat; 
the latter consists of Chloroform/ Methanol/ Water) with varying compositions using a 
mixture of 23 standards mainly from natural sources. These compounds are: arbutin, 
                                                 
* A Generally Useful Estimate of Solvent Systems in CCC 
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aspirin, caffeine, β-carotene, carvone, chlorogenic acid, cholosterol, coumarin, estradiol, 
ferulic acid, β-Ionone, naringenin, nicotinic acid, quercetin, reserpin, red new coccine, 
salycilic acid, salycin, stigmasterol, tannic acid, tryptophan, umbelliferone, and vanillin.  
Their chemical structures are shown in Figure 2-2 and Figure 2-3. 
 
Figure 2-2: Chemical structure of red new coccine (sodium salt) (from 
http://pubchem.ncbi.nlm.nih.gov), also called Ponceau 4R, which is a synthetic food colouring 
unapproved by FDA and is denoted by E-number E124 (Food and Drug Administration 2006). 
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Figure 2-3: Chemical structures of the other 22 GUESS mixture components (Friesen and Pauli, 2005). 
 
Friesen and Pauli (2005) demonstrated a TLC method to predict the solvent system, which 
yields a successful separation. For this experiment, Friesen and Pauli performed TLC 
experiments using the upper phase of the respective solvent system as the mobile phase and 
showed a correlation between the compounds retention factor, Rf (the ratio of the distance 
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that the solute moved divided by distance of the solvent front) and their partition ratios 
(Figure 2-4). In order to simplify the composition of the TLC mobile phase, only the 
organic phase ratios of the solvent system were used; i.e. a mixture of 1-hexane and ethyl 
acetate in the same ratio as the HEMWat. These solvent mixtures were solvent systems 
based on ethyl acetate (abbreviated SSE).  
 
Figure 2-4: Comparison of the estradiol partition ratios and retention factor values in HEMWat and 
solvent system based on ethyl acetate (SSE) (Friesen and Pauli, 2005). 
 
Based on the TLC information of the GUESS standards, a solvent system consisting of 1-
hexane – ethyl acetate – methanol – water (2/3/2/3, v/v/v/v) was chosen to carry out the 
CCC separation. This solvent mixture was equivalent in composition to SS15 of the 
HEMWat table used as reported earlier. Figure 2-5 shows the CCC chromatogram. Friesen 
and Pauli reported that six out of 12 compounds were separated in about 470 minutes. They 
used the GUESS mixture also for the optimisation of CCC separations. (Friesen and Pauli 
2009) 
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Figure 2-5: CCC separation of the GUESS mixture reported by Friesen and Pauli (2005). 
 
The suggested method is a relatively straightforward way of determining suitable solvents 
from known solvent systems. Unknown compounds can be compared with the GUESS 
standards to get an idea of where to start. Even though TLC is a commonly used and 
simple technique, the GUESS standards have to be available for comparison. Also, the 
compound of interest must be detectable in order to obtain a retention factor by TLC.  
2.1.3.4 The “best solvent” approach 
A more intuitive way of finding a solvent system for CCC is the “best solvent” approach 
(Foucault, 1995; Foucault and Chevolot, 1998).  Here the knowledge of a target 
compound’s solubility in solvents is required, where the target compound is most soluble 
in the best solvent. A solvent system can then be selected from ternary phase diagrams in 
the literature considering the best solvent, where the best solvent is the blending solvent, 
i.e. it blends with both of the other solvents. (Renault et al., 2002) Ideally, a ternary solvent 
mixture where the best solvent distributes evenly between the two other immiscible 
solvents should be chosen. Bearing in mind that the compound to be purified is most 
soluble in the best solvent and has a similar solubility behaviour as the best solvent, it is 
expected to distribute between the two liquid phases thus yielding a suitable partition ratio. 
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This approach requires either expertise in solvent solubility knowledge, i.e. which solvents 
are miscible or immiscible with the others, or a large library of ternary liquid-liquid phase 
equilibrium diagrams. Also, the best solvent for a solute is not always at hand and cannot 
be reliably determined if the compound of interest is present in a complex mixture, such as 
a natural extract. A substantial amount of the pure target might be needed for finding the 
best solvent. This method is therefore not very suitable for CCC novices. 
2.1.3.5 Empirical strategy for determining compound polarity 
Leitão et al. (2005) suggested an HPLC gradient method to find the range of suitable 
solvent systems. Therefore, the crude extract or the target itself is analysed using a C-18 
reverse phase HPLC column with a linear gradient of water and acetonitrile (from 0% to 
100% acetonitrile). Obviously, if crude material is used, the target peak must be known. 
The HPLC retention time of the target compound indicates the polarity of the sample and 
hence which solvent system range to use according to their polarities (see Figure 2-6).  
 
Figure 2-6: A generic strategy for selection the CCC solvent system polarity range proposed by Leitão 
et al. (2005). 
 
The reported approach appears to be a vague way of determining a suitable solvent system, 
and requires experience with solvent polarities. Using this method, the retention time of 
compounds can give a window of what empirical polarity range to use. However, charged 
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molecules might require the addition of modifiers when using a C-18 column. Hence, their 
retention times vary depending on the addition of modifiers and charge state. These 
compounds most probably require the addition of a modifier for the CCC separation 
method as well. This approach relies on existing solvent systems from literature and does 
not incorporate the use of specific solvent if such are required. 
2.1.3.6 CCC solvent selection using COSMO-RS 
In an effort to minimise experimental work, Hopmann et al. (2011) developed a CCC 
solvent system selection approach based on a quantum chemical method combined with 
statistical thermodynamics, called COSMO-RS*. This was used for the partition ratio 
prediction of a solute in a solvent system with known phase compositions. The approach 
utilises three specific software packages, HyperChem, Turbomole, and COSMOtherm.  
First, the molecular structure is generated and conformational analysis was carried out in 
vacuo using HyperChem. Then Turbomole was used to perform the quantum mechanic 
calculation for each conformer; this was the most time consuming step in the whole 
procedure. These two steps must be performed only once per molecule and the information 
can be stored in a database. They were then fed into the COSMOtherm program along with 
the phase equilibrium data of potential solvent systems. Thereby, the chemical potential of 
a solute was determined and the solute’s activity coefficient derived from it. The partition 
ratios of solutes could then be calculated based on molar concentrations. The approach was 
applied for the partition ratio prediction of 25 compounds in four different solvent system 
families. These solvent systems consisted of the following groups: heptane/methanol/water, 
heptane/methanol/ethyl acetate/ water, and alkane/methanol/ethyl acetate/water. The 
                                                 
* Conductor-like screening model for real solvents 
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difference between the predicted and experimental partition ratios was reported as ∆ logKD 
and varied between 0.04 and 1, which corresponds to actual partition ratio differences 
between 1.1 and 10.  
The results looked very promising. This investigation was an important step towards a 
systematic CCC solvent system selection approach that does not use empirical correlation 
and is based on quantum chemistry. The predicted partition ratios can give a hint to which 
solvent system series (or family) to use. However, considering the partition ratio prediction 
accuracy, the solute retention time in a CCC column currently cannot be calculated 
accurately from these results, because even the smallest partition ratio prediction difference 
is 1.1, which means at least one stationary phase volume elution difference. Additionally, 
the approach is very software intensive and these programs are not widely available in 
research institutions. Nevertheless, if further developed, this approach can be offered as a 
service for CCC users that can be accessed through the internet. Apart from costly 
software, another drawback is that the method developed by Hopmann et al. (2011) only 
works for existing solvent systems with known upper and lower phase compositions.  
2.1.4 Common CCC operation modes   
2.1.4.1 Isocratic elution 
This is the standard method for elution. The stationary phase is retained inside the column 
while the mobile phase is pumped through in one direction. Either phase can be chosen as 
the stationary or mobile phase. In the normal phase mode, the organic phase constitutes the 
mobile phase and the aqueous phase the stationary phase, while in reverse phase mode the 
aqueous phase constitutes the mobile phase and the organic phase the stationary phase. 
Generally, it is best to choose the normal phase mode, as the compounds are eluted in the 
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volatile organic phase and collected fractions can be concentrated up easily. In this mode, 
solutes in the injection mixture elute in the order of increasing polarity and decreasing 
polarity in reverse phase mode. (Conway, 1990; Ito, 2005) 
2.1.4.2 Elution-extrusion 
This strategy makes use of the fact that compounds may be fully separated inside the 
column prior to the elution. Since a liquid stationary phase is used, it is possible to recover 
them without completing a full elution cycle. Elution-extrusion starts off the same way as 
an isocratic elution, but after a certain point the mobile phase is stopped and stationary 
phase is pumped through to extrude the column contents. By doing so, the elution time and 
solvent consumption can be drastically reduced, because the column is filled with 
stationary phase and ready for re-equilibration and the next sample injection. (Berthod et 
al., 2007) 
2.1.4.3 Dual mode 
In this operational mode the mobile phase and stationary phase are switched during a run 
(i.e. from NP to RP mode or vice versa) to improve the separation of very closely eluting 
compounds. The switching procedure can take place a number of times, until the desired 
resolution is obtained. This mode enables a true moving bed separation in a CCC column. 
Another advantage of this mode is that compounds, which have a strong affinity to the 
stationary phase, can also be separated quicker, thus preventing long elution times. (Agnely 
and Thiebaut, 1997) 
2.1.4.4 pH zone refining  
This elution mode separates compounds based on their pKa, utilising the phenomenon that 
ions prefer aqueous phases and uncharged molecules prefer organic phases. It is used for 
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ionisable molecules. This approach employs an acidic aqueous phase and a basic organic 
phase or vice versa. Hence, analytes dissolved in the stationary phase (retainer) are eluted 
by the mobile phase (eluter) according to their pKa values and solubility. For molecules 
with the necessary characteristics, this mode enables a very high loading capacity with well 
resolved peaks. This method gives a succession of highly concentrated rectangular peaks, 
which barely overlap. It has been successfully applied to a variety of compounds including 
acidic and basic derivates of amino acids and peptides. (Ito and Ma, 1994; Ma et al., 1996; 
Yang and Ito, 2001) 
2.1.4.5 Gradient elution 
Gradient elution provides a further optimisation step in a CCC run, so that run times of 
complex mixtures can be shortened and the separation performance can be improved by 
changing one or more variables. Hence, the overall separation throughput can be improved 
but this is done at the cost of sacrificing the stationary phase retention and hence 
resolution. The reason for that is that any change in the flow rate or composition of the 
mobile phase can disturb the hydrodynamic equilibrium. However, the amount of 
stationary phase retention is not significant as long as the desired separation is achieved.  
There are two general ways to run a gradient elution in CCC that can be found in the 
literature and are listed below. 
• Flow Gradient (Peng et al., 2008): In the flow gradient, the mobile phase flow rate 
is changed after the elution of a certain peak. In CCC peak broadening is directly 
proportional to elution time; i.e. the later a peak elutes the wider the peak will be. 
Hence, the flow rate can be increased when there are well resolved, wide peaks of 
single compounds in order to reduce run time. 
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• Solvent-Gradient (Oliveira et al., 2005): Another important approach in gradient 
methods is to change the mobile phase constitution during the course of a 
separation (typically the ratio of one solvent in the mobile phase is increased). This 
type of gradient can be especially useful when using samples with a wide range of 
polarities. Run times can be decreased by changing the mobile phase composition 
and hence affect the sample affinity to the mobile phase over time. Therefore, the 
mobile phase affinity of compounds, which prefer the stationary phase, can be 
manipulated and the compounds can be eluted faster.  
2.1.4.6 Ion Exchange in CCC 
This operation mode is suited for ionic compounds. The solutes are first captured by an 
ion-exchanger in the stationary phase. These form ion pairs, which are retained in the 
stationary phase. After the injection, mobile phase containing a displacer (stronger ion than 
target) is pumped into the column in order to selectively release the target molecules. 
(Chevolot et al., 1998; Boudesocque et al., 2010) Liquid-liquid ion exchange 
chromatography is very innovative and holds a great potential for ionic compounds, which 
cannot be purified by solvent selectivity only. Even though most of the reported ion 
exchange separations are carried out on a CPC, they can also be performed on a CCC 
instrument.  
2.1.5 Optimising separation & scalability 
After identifying a suitable solvent system for any given separation, it is necessary to fine-
tune the separation by determining the optimum flow rate and sample loading. The 
optimisation is a two step process; first the maximum loading of a compound is determined 
for any given column by increasing the loading concentration and/ or volume. Normally, 
the best way of increasing loading is to increase compound concentration, which depends 
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on the solubility of a compound and the stability of the hydrodynamic equilibrium. 
Particulate samples are generally not a big concern for CCC, since the column content 
consists of two liquid phases and the content of the column can be flushed out at the end of 
every run. There are no pores that can be blocked by particles in the untreated sample. 
However, insoluble matter can disturb the hydrodynamic equilibrium between stationary 
and mobile phase, and the entire stationary phase might be expelled. The second step is to 
optimise the flow rate. Increasing the flow rate decreases the run time but reduces the 
resolution of the separation, while decreasing the flow rate increases the run time but 
facilitates higher stationary phase retentions thus improving the separation performance 
and is good for prising apart over-lapping elution peaks (Berthod et al., 2006).  
Scale-up in CCC should take place after a separation has been optimised. The scale-up is 
generally purely volumetric, i.e. going from an optimised separation on an 37 mL column 
to a 950 mL column means 26 fold scaling, hence, loading 26 times the volume of sample 
at 26 times the flow-rate at the same concentration gives an almost identical 
chromatogram. (Dubant et al., 2008) This is assuming both instruments (analytical and 
semi-preparative or preparative) have the same number of theoretical plates. Nevertheless, 
to what extent instrument dimensions influenced the number of theoretical plates was not 
clearly understood before this research project. Therefore, the theoretical plates and hence 
the resolutions might not always be identical when scaling up from one instrument to 
another. A method to calculate the number of theoretical plates based on instrument and 
operational parameters was suggested in chapter 5. 
2.1.6 Solute retention in CCC  
Conway (1990) observed how solutes eluted from a CCC column according to their 
partition ratios (see Figure 2-7). The partition ratio is defined as the ratio of the 
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concentration of a solute in the stationary phase divided by the concentration in the mobile 
phase. As shown in Figure 2-7, after sample injection, a solute travels through the extra 
column volume (tubing between injector and column) into the column. If the solute prefers 
the mobile phase and does not partition between the mobile phase and the stationary phase 
(KD=0), it will be eluted in the so called “solvent front”. Accordingly, solutes with other 
partition ratios will elute after certain volumes of mobile phase according to their partition 
ratio, respectively.  
 
Figure 2-7: Schematic CCC elution profile for a solute with certain partition ratios, KD (adapted from 
Sutherland et al., 2003). 
 
Conway (1990) also showed how elution times can be calculated for compounds at a given 
flow rate and column volume, if the partition ratio of a compound and stationary phase 
retention are known (see equation 2-1 and 2-2). 
SDMR VKVV +=  (2-1) 
[ ]1)1( +−= DfCR KS
F
V
t  (2-2) 
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The equation above is very good for determining solute retention, but it cannot predict the 
elution profile, i.e. peak widths and resolutions. The peak widths shown in Figure 2-7 are 
only schematic, because in CCC peak widths increase (and peak heights decrease) with 
increasing partition ratios. Also this equation does not take column dimension into account 
and cannot predict the performance of a CCC column. Therefore it is not possible to 
optimise the column or separation parameters using this equation. 
2.2 Chapter aim and objectives 
The aim of this chapter was to devise a straightforward solvent system selection approach. 
Therefore, the objective was to explore existing solvent selection methodologies described 
in section 2.1.3. Two of these methodologies were combined and investigated for choosing 
a suitable solvent mixture: Using the empirical strategy for determining compound polarity 
(Leitão et al., 2005) in combination with shake flask experiments as suggested by Garrard 
(2005b) was proposed for solvent system selection from exiting solvent series. Hence, it 
was suggested that the sample is initially analysed by a HPLC analysis using a C18 column 
and a general acetonitrile/water gradient. The elution time of the compound of interest 
indicates the HEMWat solvent system range to use. Partition experiments in this range then 
show, which solvent system to use for a CCC separation.  
These two approaches were relatively quick and not material intensive. A further objective 
was to apply the chosen approach for the purification of a high value natural compound. 
Therefore, the suggested approach was used to purify β-asarone from its methanol crude 
extract. 
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2.3 Materials and methods 
2.3.1 General 
All solvents were analytical grade (supplied by VWR UK) and stored at room temperature. 
The standard for β-asarone, which was a viscous liquid at room temperature, had a purity 
of 70% (GC). The methanol crude extract obtained from acorus calmus and the β-asarone 
standard were provided by Chosun University. 
2.3.2 HPLC 
Crude extracts were analysed by a reverse phase HPLC method using a Phenomenex C18 
column. The HPLC was equipped with two Varian ProStar 210 pumps. The gradient used 
was an acetonitrile/ water gradient going from 0 to 100% in 20 minutes, with a mobile 
phase flow rate of 1 mL.min-1; followed up by a two minute washout and two minute re-
equilibration of the column. The values for % acetonitrile were calculated according to 
HPLC retention (rt) times of compounds (% acetonitrile = (100/20) * rt). For the HPLC 
analysis, 3 to 5 mg of each compound was dissolved in 1 to 1.5 mL methanol and 10 to 20 
µL of this solution was injected onto the C18 column. The HPLC analysis was monitored 
using a Varian UV/VIS detector; detection wavelength depended on target compounds (see 
Table 2-2). In the table below, target compounds were labelled A to J alphabetically due to 
confidentiality agreements. 
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Table 2-2: HPLC UV/VIS detection wavelengths and % acetonitrile where ten natural product target  
compounds eluted from the column 
Compound Detection wavelength (nm) % acetonitrile 
A 203 60 
B 203 75 
C 254 70 
D 254 60 
E 305 40 
F 254 90 
G 203 82 
H 203 65 
I 200 45 
J 203 42 
 
After the solvent system range was predicted, the initial HPLC method for β-asarone was 
refined to a shallower gradient to resolve the peaks better and to shorten HPLC elution time 
(see Table 2-3). The mobile phase flow rate was kept at 1 mL.min-1. 
Table 2-3: The focussed acetonitrile/ water gradient used for the HPLC analysis of β-asarone; t is the 
run time in minutes, F is the mobile phase flow rate. 
t (min) F (mL.min-1) % acetonitrile 
0 to 8 1 20 to 80 
8 to 10 1 100 
10 to 12 1 20 
 
2 mg of the acorus calmus crude extract to be analysed was weighed into an HPLC vial 
and dissolved in 1 mL methanol. For HPLC quantification of the target material, a 
calibration curve was generated. The reference was prepared in varying concentrations: 
0.1, 0.5, and 1 mg.mL-1. 10 µL quantities of these were used to determine peak areas and 
establish the calibration curve.  
After the CCC separation 0.1 mL aliquots of every fraction was transferred into a HPLC 
vial and dried down in a Savant SpeedVac centrifugal evaporator. The residues were re-
H. Güzlek – PhD Thesis  2 Familiarisation with CCC 
Imperial College London 46 
dissolved in 0.4 mL methanol. 10 µL of these were injected into the HPLC column and 
analysed using the same HPLC method. 
2.3.3 CCC 
The DE Spectrum HPCCC was used to carry out the separation. It was equipped with two 
columns, one was designated as analytical and the other one the semi-preparative column. 
Their internal diameter (I.D.) was 0.8 mm for analytical columns and 1.6 mm for semi-
preparative columns, respectively with 22 mL and 136 mL total column volumes. The extra 
column volume was 6 mL. The column diameter (β-value) of these columns varied from 
0.52 to 0.86. The rotational speed was set to 1600 rpm and the instrument had an integrated 
temperature controller that was set to 30 °C for all runs. The system was equipped with two 
Waters 510 pumps, one dedicated to the stationary phase and one to the mobile phase, and 
a Waters (Milford, MA, USA) PDA996 photodiode array detection (DAD) system. The 
software, which was used to monitor the separation, was MassLynx 4.0. The respective 
HEMWat solvent systems (see Table 2-4) were prepared fresh according to Table 2-1 
(page 25) before the separation and equilibrated at room temperature.  
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 Table 2-4: Solvent systems (SS) that gave a successful separation for ten compounds, their CCC column volumes, operation modes (reverse phase, RP, and normal 
phase, NP), mobile phase flow rates F, stationary phase retentions, sample loadings onto the column and its retention time (tr) in the CCC column. 
Compound SS 
Column volume 
(mL) 
Operation 
mode 
F (mL.min-1) 
Stationary phase 
retention 
Sample 
loading (g) 
Sample volume 
(mL) 
tr of target 
compound (min) 
A 16 136 RP 6 0.63 1.00 10 120 
B 22 136 NP 4 0.92 1.00 10 40 
C 23 136 RP 3 0.85 0.50 10 75 
D 19 136 NP 6 0.97 1.00 10 50 
E 13 136 RP 6 0.86 0.05 6 60 
F 26 136 RP 3 0.74 3.00 10 47 
G 23 22 NP 1 0.82 0.05 2 33 
H 18 22 RP 1 0.82 0.05 0.7 35 
I 14 136 RP 4 0.45 1.00 10 90 
J 15 136 RP 3 0.84 0.06 4 43 
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The solvent system for the β-Asarone composed of 1-hexane/ ethyl acetate/ methanol/ 
water in volume ratios of 3:1:3:1 (HEMWat solvent system 22). The two phases were 
separated shortly before use. The semi-preparative column was first filled with the 
stationary phase (lower phase) at a flow rate of 10 mL.min-1. Then the column was rotated 
and after reaching 1600 rpm, the mobile phase was pumped through at a flow rate of 4 
mL.min-1. The elution from the column was collected into a graduated measuring cylinder. 
The hydrodynamic equilibrium was reached when no more stationary phase was eluted. 
The stationary phase retention was calculated using equation 2-3; 19 mL stationary phase 
was displaced, i.e. the stationary phase retention was 0.90.   
column
dSPdisplacesystem
f
V
VV
S
−
=  (2-3) 
For injections 1 g of the crude extract was mixed with equal amounts of the phase system 
(upper phase/lower phase ratio was 1:1) and the total injection volume was 10 mL. The 
additional stationary phase in the injection volume was accounted for the stationary phase 
calculation. This sample was mixed thoroughly and loaded into the 10 mL sample loop. 
One minute fractions were collected. The rotation of the column was stopped after 56 
minutes and the column content was pumped out at a flow rate of 6 mL.min-1. The 
fractions were analysed by HPLC.  
2.4 Results and Discussion 
2.4.1 Implementing a preferred approach for solvent system selection 
The first task of this chapter was to revise method development procedures from literature 
and devise a solvent selection approach from those. Therefore it was suggested to add 
increments to the diagram by Leitão et al. (2005) shown in Figure 2-6 so that the % 
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acetonitrile, at which the compounds eluted from the HPLC column, indicated a HEMWat 
solvent system range that should give a successful separation. To evaluate this, ten samples 
were analysed by HPLC using the general acetonitrile/ water gradient. The acetonitrile 
percentages of these compounds were plotted against HEMWat solvent systems that had 
been previously successfully purified by CCC. Table 2-5 shows the percent acetonitrile 
values of the ten compounds. When these values were plotted against the HEMWat solvent 
system that were used to purify the respective compound, a clear trend was observed, see 
Figure 2-8.  
Table 2-5: Percent acetonitrile at which compounds eluted from the HPLC column. 
Compound % acetonitrile 
A 60 
B 75 
C 70 
D 60 
E 40 
F 90 
G 82 
H 65 
I 45 
J 42 
 
Table 2-6 shows the CCC retention times and resulting partition ratios of the ten 
compounds. The partition ratio range was between 0.9 and 7.8, whereas the median of all 
values was 1.7.  
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Table 2-6: CCC retention times (tr) of ten compounds and their partition ratios calculated using the 
solute retention equation (2-2, page 42) by Conway (1990). 
Compound tr of target compound (min) Partition ratio 
A 120 7.8 
B 40 1.2 
C 75 1.8 
D 50 2.2 
E 60 2.9 
F 47 1.0 
G 33 1.6 
H 35 1.7 
I 90 4.7 
J 43 0.9 
 
The acetonitrile percentages in the HPLC mobile phase at which the target compound 
eluted from the column was plotted versus the HEMWat solvent systems that were used to 
isolate the target compound (see Figure 2-8). There was a good linear correlation between 
the suitable HEMWat solvent systems and percent acetonitrile values, at which the 
compounds eluted from the HPLC column. This trend was expected, because the polarity 
of a molecule is a result of its physico-chemical properties that defines its retention time on 
HPLC as well as the selectivity in HEMWat solvent systems. Hence a low polarity 
compound is expected elute from a C18 HPLC column using higher acetonitrile 
concentrations in the mobile phase, and will only distribute equally in a low polarity 
HEMWat solvent system. Also the change in solvent composition of the HEMWat solvent 
systems is uniform throughout the entire table, thus facilitating a good linear correlation. In 
order to make this correlation more quantitative, the mole fractions of water in respective 
HEMWat solvent systems were plotted against the mole fractions of water in the HPLC 
mobile phase at which the target compound eluted from the column.  
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Figure 2-8: Plot of HEMWat solvent systems that were used to purify target compounds and the 
acetonitrile content in the HPLC mobile phase. 
 
 
Figure 2-9: Plot of water content (mole fraction) in the CCC solvent system that were used to purify 
target compounds and water content (mole fraction) in the HPLC mobile phase, at which the target 
compound eluted from the HPLC column. 
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Figure 2-8 also shows that these ten natural extracts had medium to low polarity. 
Consequently, the linear correlation between percent acetonitrile and HEMWat solvent 
system range to use could only be evaluated for medium to low polarity compounds. A 
correlation for the very polar to medium polarity solvent range (HEMWat solvent systems 
1 to 12) was not covered using this sample set. 
Even though the separation methods were not optimised in terms of uniform partition 
ratios, there is a good correlation (linear regression of 91%) between the % acetonitrile 
values and the HEMWat solvent system used for these ten compounds. This approach was 
thereby evaluated successfully.  
As a next step the x-axis of the diagram in Figure 2-6 was graduated to comprise all 
HEMWat solvent systems from 1 to 28.  The slope of the resulting linear curve is given by 
equation 2-4. The integer value of this equation along with the solvent systems +2 and -2 
should be used to carry out distribution experiments (e.g. if the outcome of equation 2-4) is 
15, HEMWat solvent systems 13, 15, and 17 should be chosen for shake flask 
experiments).  
leacetonitrisystemsolventHEMWat %*
100
28
__ =   (2-4) 
In conclusion, the suggested approach held potential to save time when choosing a 
HEMWat solvent system, but needed validation. This is shown in the next section. 
 
2.4.2 Validation of devised method - case study: β-asarone 
In this section, the approach described in the previous section was applied to the isolation 
of β-asarone (see Figure 2-10) from a crude extract. Therefore a crude methanol extract of 
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acorus calmus was analysed by HPLC to determine the HEMWat solvent system range to 
use. Distribution studies were then performed with respective solvent systems to choose the 
most suitable for carrying out the CCC separation. 
 
Figure 2-10: Chemical structure of β-asarone (http://pubchem.ncbi.nlm.nih.gov). 
 
2.4.2.1 HPLC analysis of β-asarone 
The target compound eluted at 77% acetonitrile from the HPLC column (the major peak at 
7.3 minutes in Figure 2-11 is β-asarone). According to equation 2-4, the resulting 
HEMWat solvent system to use was 22. Hence, HEMWat solvent systems 20, 22, and 24 
were chosen to perform the partition analysis. 
The mass of β-asarone in the crude extract was determined by HPLC. A calibration curve 
was produced by injecting known quantities of β-asarone and the respective HPLC peak 
area. According to this calibration curve there was 3% target material in the crude extract. 
2.4.2.2 Distribution experiments  
The partition ratio of β-asarone in HEMWat solvent system 22 was 0.98 and hence most 
suitable (Figure 2-11); whereas it was greater than 2.5 in solvent system 20 and smaller 
than 0.4 in solvent system 24 (when upper phase was stationary phase). Figure 2-11 shows 
an overlay of the upper and lower phase HPLC analyses of the acorus calamus crude 
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extract; the peak eluting around 7.3 minutes is the β-asarone peak and appears to be 
equally distributed in both phases. 
 
Figure 2-11:  Shake flask partition analysis of the crude methanol extract of acorus calmus, overlay of 
upper phase (black trace) and lower phase (red trace) of HEMWat solvent system 22. 
 
2.4.2.3 CCC separation 
Since the partition ratio of β-asarone in HEMWat solvent system 22 was around 1.0, the 
target compound is expected to elute in one CCC column volume, regardless of which 
phase is chosen as the mobile or stationary phase. Normal phase mode (i.e. organic upper 
phase is the mobile phase) was chosen, because it was easier to remove the organic phase 
from the fractions. Also the stationary phase retention is expected to be higher when the 
aqueous lower phase is chosen as the stationary phase, i.e. in normal phase mode (Wood et 
al. 2003a). 
After the CCC column was filled with stationary phase and equilibrated with the mobile 
phase, 1 g acorus calmus crude extract dissolved in a mixture of upper and lower phase 
was injected into the column. β-asarone eluted between 35 and 45 minutes after injection 
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(see Figure 2-12), which at 4 mL.min-1 mobile phase flow rate corresponds to the expected 
partition ratio range. The column rotation was stopped at 56 minutes and the column 
content emptied by pumping in mobile phase at a flow rate of 6 mL.min-1. 
 
Figure 2-12: CCC chromatogram of the crude methanol extract of acorus calmus, using HEMWat 
solvent system 22 in normal phase mode with 4 mL.min-1 mobile phase flow rate, monitored at 254 nm 
wavelength. 
 
The HPLC analysis of the 35 to 45 minute fractions confirmed that β-asarone eluted in this 
region, and target content in these fractions was quantified using a calibration curve. The 
total mass of target in these fractions was 30 mg (by HPLC). After the HPLC analysis, 
fractions containing the target compound were combined and concentrated up. The residue 
was a viscous oil (like the β-asarone standard) and weighed 50 mg. The total mass of these 
fractions was obtained taking into account the aliquots, which were removed for HPLC 
analysis and quantification. This demonstrated that the purity of β-asarone increased from 
3% to 60% after only one CCC separation in less than 50 minutes.  
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2.5 Conclusions 
This chapter was about introducing CCC and how it can be used for the purification of high 
value natural compounds. The existing method development approaches in the literature 
were discussed and two of these were combined to give an easy to use strategy for CCC 
solvent system selection for high value natural compound purification. The devised method 
was applied for the purification β-Asarone from a crude methanol extract of acorus 
calamus. Solvent selection was carried out in a short time and utilised little material. With 
the selected solvent system, the purity of the target material increased from 3% to 60% 
after only one CCC separation. 
The implemented approach was purely empirical but proved effective and had the potential 
of predicting a HEMWat solvent system for a given compound from a mere HPLC analysis 
using a simple gradient of water and acetonitrile. However, the HEMWat solvent system 
number 1 to 12 were not evaluated. Hence, the approach might not be applicable in this 
range. Also this strategy was limited to the use of HEMWat solvent systems only. 
Nonetheless, solvent system series other than the HEMWat table can also be correlated 
with a simple HPLC gradient, and used for solvent system range prediction. 
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3 A solubility driven approach for selecting solvent systems 
“A fact is a simple statement that everyone believes. It is innocent, unless found guilty. A 
hypothesis is a novel suggestion that no one wants to believe. It is guilty, until found 
effective.” 
Edward Teller (1908-2003) 
 
3.1 Background and literature review 
In chapter 2, the main focus was on selecting a solvent system for a solute to be purified 
from an existing solvent series (such as the HEMWat solvent series). Here, the aim was to 
develop a systematic method for selecting new solvent systems from a list of preferred 
solvents. Therefore, the “best solvent” approach as described in section 2.1.3.4, page 34 
was adapted. This solvent system selection methodology was deemed as intuitive because 
it requires knowledge of a compounds solubility in various solvents. Additionally, a large 
library of ternary liquid-liquid phase equilibrium diagrams needs to be at hand. However, 
the “best solvent” approach can be a promising methodology for industry; especially if 
large-scale separations need to be carried out and CCC solvents must to be selected from a 
specified list for economical and ecological reasons. Hence, the objective of this chapter 
was to overcome the issues mentioned above by generating a library of all possible ternary 
liquid-liquid phase diagrams from a list of preferred solvents. Furthermore, the objective 
was to quantify the solubility of a solute and those of preferred solvents to find the best 
solvent for the solute and then identify a suitable solvent system of the best solvent from 
the library.   
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3.1.1 Ternary liquid-liquid phase equilibrium diagrams 
A solvent system suitable for CCC must consist of two immiscible phases. For that a 
solvent mixture of at least two solvents is required, which are at maximum partly soluble in 
each other. However, when adjusting the composition of solvent mixtures to provide better 
compound distribution, the liquids can become one liquid phase. In such cases, ternary 
phase diagrams can help determining whether a particular solvent combination at a certain 
temperature will give one or two phases.  
The composition of ternary solvent mixtures can be presented on triangular diagrams. In 
Figure 3-1 diagram A, pure components are represented by the apexes of the equilateral 
triangle; signified by W (water), S (second immiscible solvent with W), and M (a blending 
solvent, which is miscible with both W and S). In this diagram, mixtures of solvents are 
represented by points along the perimeters of the triangle and points within the area 
represent mixtures of all three components. As shown in Figure 3-1 diagram A the 
percentage of each component is read along a line perpendicular to the side opposite the 
apex. The sum of the coordinates of any point on the diagram will always be 100%. 
Preferably, mole or weight fractions should be specified, but volume percentages, which 
neglects the small volume contraction commonly observed when mixing different solvents, 
were used in this example. (Conway, 1990)   
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Figure 3-1: Ternary phase diagrams (Conway, 1990). 
 
There can be three types of ternary diagram found for CCC applications; type 1, type 2 and 
type 0 (see Figure 3-2). Obviously, in order to provide partitioning, the suitable solvent 
percentages must be inside the two phase region. (Foucault et al., 1998)   
 
Figure 3-2: Three examples of ternary phase diagrams of solvent combinations suitable for CCC 
(adapted from Foucault et al., 1998). 
 
As can be seen in the type 1 solvent mixture in Figure 3-2 the tie lines do not cross each 
other. Additionally they are not parallel to the base of the triangle or to each other. At the 
plait point, the compositions of the upper and lower phases are identical as the mixture 
mutually dissolves. The phase system becomes miscible at every point on the solubility 
curve. (Conway, 1990)  
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According to the lever rule, respective volumes of the phases are inversely proportional to 
the lengths of the tie line segments on either side of the system composition points. That 
means a mixture such as x in diagram a in Figure 3-2, the relative phase volumes are 
determined as: 
y
z
V
V
org
aq =  (assuming solvent 1 is chloroform, solvent 2 is methanol, and 
solvent 3 is water). 
3.1.2 Predicting liquid-liquid equilibria of solvent mixtures with UNIFAC 
Liquid-liquid phase equilibrium prediction and physical property information is very useful 
for designing separation processes. These can be predicted by group contribution methods 
or by describing the thermodynamic behaviour of fluids. A large number of models for 
these can be found in literature. 
UNIFAC is a model of the group contribution methods and provides procedures for 
calculating activity coefficients in terms of constants reflecting the size and surface areas of 
individual functional groups and parameters representing energetic interactions between 
groups. An activity coefficient is a factor to account for deviations from ideal behaviour in 
mixtures of chemical substances.  The group-contribution concept was successfully used 
for estimating a variety of pure component properties such as liquid densities, heat 
capacities, and critical constants. The fundamental idea is that there are thousands of 
chemical compounds, whereas the number of functional groups which constitute these 
compounds is much smaller. Therefore, it is assumed that if the physical property of a fluid 
is the sum of contributions made by the molecule’s functional groups, a possible technique 
for correlating its properties in terms of a much smaller number of parameters, which 
characterise the contribution of individual groups, can be obtained. The fundamental 
assumption of this method is additivity. Hence, the contribution made by one group is 
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assumed to be independent from that made by another group – it is only valid if the 
influence of any group is not affected by the nature of another group within that molecule. 
(Fredenslund et al., 1975) Therefore, any group-contribution technique is approximate 
because the contribution of a given group in a molecule is not necessarily the same as that 
in another molecule. The accuracy of correlation improves with increasing distinction of 
groups. In order to utilise this approach practically, a compromise must be attained; the 
number of groups must remain small but not too small to neglect significant effects of 
molecular structure on physical properties. 
Estimation of thermodynamic properties of liquid systems from group contribution was 
first suggested by Langmuir (1925). However, little attention was given to it until Redlich 
et al. (1959) utilised group contributions to correlate heats of mixing. After that, Wilson 
and Deal (1962) developed the solution-of-groups method for activity coefficients, which 
was expanded by Derr and Deal (1969) with their Analytical-Solution-of-Groups (ASOG) 
method. 
In principle, the UNIFAC model follows Derr and Deal’s (1969) ASOG model, where 
activity coefficients in mixtures are related to interactions between structural groups. In a 
fully equilibrated multi-component two phase system the product of each component’s 
mole fraction multiplied with its activity coefficient must be identical for both phases (Reid 
et al., 1987): 
L
i
L
i
U
i
U
i xx γγ =   (3-1) 
where x is the mole fraction, γ is the activity coefficient, superscripts U and L represent the 
upper and lower phase, respectively, and subscript i is the component indicator.  Using the 
UNIFAC model the activity coefficient is estimated by assuming that the activity 
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coefficient contains a combinatorial part, which is due to differences in size and shape of 
the molecules in the mixture, and a residual part, essentially due to energy interactions. 
Then functional group sizes and interaction surface areas are introduced from 
independently obtained pure-component molecular structure data. In a multi-component 
liquid system, the UNIFAC equation for the activity coefficient of component i is (the term 
labelled with C stands for combinatorial and R for residual parts):  
R
i
C
ii γγγ lnlnln +=  for i  = 1, 2, ... NC  (3-2) 
where NC is the number of components in the mixture. The combinatorial part can be 
determined by equation 3-3: 
∑
=
Φ
−+
Φ
+
Φ
=
NC
j
jj
i
i
i
i
i
i
i
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x 1
ln
2
lnln
θ
γ   (3-3) 
where 
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10=z   (3-4) 
where xi, Φi, θi are the mole, volume, and area fractions of component i, with   
∑ =
=Φ
NC
j jj
ii
i
xr
xr
1  
(3-5) 
and 
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∑
=
NC
j jj
ii
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xq
xq
θ
 
(3-6) 
In the equations above ri and qi are measures of the van der Waals volumes and molecular 
surface areas. These are calculated by equation 3-7 and 3-8 using a weighted sum of group 
contributions (GC) to the overall molecular surface and volume. 
∑
=
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i
k
i
ki Rvr
1
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(3-7) 
∑
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i
ki Qvq
1
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(3-8) 
In the two equations above, vk
(i) is the number of occurences of a group of type k in 
component i; and Rk and Qk are obtained using van der Waals group volumes and areas 
(Bondi, 1968). 
The residual part of equation 3-2 can be calculated by equation 3-9:  
)ln(lnln )(
1
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k
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k
k
i
k
R
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Here θl is the area fraction of group l and can be calculated by equation 3-11:  
∑ =
=
NG
m mm
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l
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XQ
1
θ
  
(3-11) 
where 
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The residual part of the activity coefficient of group k in component i is shown below: 
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Xl
(i) is the fraction of groups of type l in component i: 
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The group-group interactions are represented by the term Ψmn which is calculated as  
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(3-16) 
UNIFAC was successfully employed to calculate phase compositions of CCC solvents (Li 
et al., 2003). Figure 3-3 shows an overlay of calculated and experimental ternary phase 
diagram of a system containing 1-hexane, ethanol, and water. This is an orthogonal 
representation of a ternary phase diagram. UNIFAC was able to predict ternary phase 
diagrams within acceptable accuracy. 
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Figure 3-3: Overlay of calculated and experimental ternary phase diagram for system 1-hexane 
(C6H14), ethanol (C2H6O), and water (Li et al., 2003). 
 
UNIFAC is accepted as a reasonably accurate predictive method for the calculation of 
activity coefficients and widely used (Senol and Sevgili, 2006), (Ízmen and Imge-
Senoymak, 2010). It is also implemented in many commercial process simulators (such as 
ASPEN), which has led to its wide use in industry. UNIFAC was considered for 
calculating ternary phase diagrams in this chapter. 
3.1.3 The solubility parameter  
The solubility parameter is based on the fundamental assumption that the amount of energy 
(joules) required to separate molecules from a liquid phase into a gas phase is a direct 
indication of the amount of van der Waals forces (newton) that holds the molecules in the 
liquid together. The cohesive energy density c is derived from the heat enthalpy of 
vaporisation ∆H (cal.cm-2), where RT is the ideal gas constant, T is the temperature, VM is 
the molar volume: 
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M
T
V
TRH
c
−∆
=    (3-17) 
The correlation between the heat of vaporisation and van der Waals forces also applies for 
correlation between vaporisation and solubility behaviour, because the same intermolecular 
attractive forces (i.e. van der Waals forces) have to be overcome to vaporise a liquid as to 
dissolve it. Materials with similar intermolecular forces, i.e. similar cohesive energy 
density values, are miscible and “like dissolves like”. 
Hildebrand (1936) proposed the square root of the cohesive energy density as a numerical 
value indicating the solvency behaviour of a specific solvent. This value was later termed 
the Hildebrand Solubility Parameter δ (see equation 3-18). (Hildebrand and Scott, 1950)  
2/1
2/1

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==
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T
V
TRH
cδ  (3-18) 
The Hildebrand Solubility Parameter proved to be inconsistent for a small number of 
solvents. Burrell (1955) proposed a scheme to overcome this inconsistency caused by 
hydrogen bonding. Even greater accuracy was possible when three forces were considered 
at the same time. Crowley (1966) implemented a three dimensional box to plot solubility 
information; the three dimensions consisted of the Hildebrand value, dipole moment, and 
hydrogen bonding value. 
Hansen (1967a; 1967b; 1967c; 1967d; 1969) developed the three parameter system, for 
which he divided the total Hildebrand value δt into three parts: dispersion force δd, 
hydrogen bonding δh, and a polar component δp. These three parameters are additive and 
can be written as: 
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2222
hpdt δδδδ ++=   (3-19) 
3.1.4 Group contribution methods for estimating solubility 
Hoftyzer and van Krevelen (1976) established an approach for estimating partial solubility 
parameters for polymers and pure organic compounds from group contributions. They 
estimated the individual parameters as following: 
V
Fdi
d
∑=δ    (3-20) 
V
Fpi
p
∑
=
2
δ    (3-21) 
V
Ehi
h
∑=δ   (3-22) 
where Fdi are the group contributions of type i to the dispersion component Fd, Fpi are the 
group contributions of type i to the polar component Fp, and Ehi is the hydrogen bonding 
energy per structural group i. Group contribution tables are provided in literature. 
(Hoftyzer and van Krevelen, 1976) 
The solubility parameter approach appears to be a simplified method; the parameters are a 
mere approximation, and molecular shape and induced dipoles are not included. However, 
it has a thermodynamic foundation based on the enthalpy of vaporisation. Furthermore, due 
to the availability of group contribution parameter data tables, the approach proved to be a 
quick and easy method to deal with solubility related problems. For several decades it has 
been successfully used in the industry of paints and coatings. (Hansen, 1967a, 1967b, 
1967c, 1995) The solubility parameter is temperature dependent. This is convenient as 
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CCC experiments are conducted at controlled temperature (recommended use of CCC 
instruments at 30 °C). 
The Teas graph (Teas, 1968) was adapted to translate the three component data onto a two-
dimensional graph using a set of fractional parameters mathematically derived from the 
three Hansen parameters. The construction of this graph is based on the hypothetical 
assumption that all materials have the same Hildebrand value. Hence, the solubility 
behaviour is not determined by differences in total Hildebrand value, but by the relative 
amounts of the three component forces, which contribute to the total Hildebrand value. 
Accordingly, this allows accounting for percentages rather than unrelated sums. A typical 
example of a Teas graph is shown in Figure 3-4 and is basically the same type of graph, 
which is used for displaying ternary liquid-liquid equilibrium phase diagrams.  
 
Figure 3-4: Solubility parameters of solvent groups presented in a Teas graph, where fh is the 
hydrogen bonding fractional parameter, fp is the polar component fractional parameter, and fd is the 
dispersion force fractional parameter  (Teas, 1968; Burke, 2008). 
 
The axes represent the fractional parameters of the three solubility components, which are 
calculated using equations 3-20 to 3-25. Previous attempts to display the three components 
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in two dimensions were done by ignoring one of the parameters and sacrificed a certain 
amount of accuracy. Teas’ fractional parameters indicate the percent contribution that each 
Hansen parameter contributes to the whole Hildebrand value: 
100×
++
=
hpd
d
df δδδ
δ
 (3-23) 
100×
++
=
hpd
p
pf δδδ
δ
  (3-24) 
100×
++
=
hpd
h
hf δδδ
δ
  (3-25) 
The sum of all fractional parameters, which are dimensionless, is always the same (i.e. 
100). This is a relative approach and assumes that all materials have the same sum of 
fractional parameter values: 
100=++ hpd fff  (3-26) 
 
3.2 Chapter aim and objectives 
The aim of this chapter was to establish a method to find a solvent system for a compound 
of interest from a list of preferred solvents. This approach is based on the so called best 
solvent methodology (as described in section 2.1.3.4, page 34). These solvent systems can 
be used as an alternative to an established solvent series (such as the HEMWat solvent 
series). The HEMWat solvent table is known as one of the most systematic solvent series 
that is used for CCC. Its popularity is based on its selectivity for the empirically 
moderately polar to moderately non-polar range. However, due to the existence of only 
four solvents in certain ratios per polarity region, in some cases solubility issues might be 
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encountered. Also compounds to be purified, which are present in any solvent (mother 
liquor, fermentation broth etc.) other than the four in HEMWat, must be concentrated up 
and the sample must be loaded in HEMWat solvents in order to facilitate stable stationary 
phase retention and enable successful separation. This procedure works for small scale 
separations; nevertheless if CCC needs to be integrated into an existing process on a larger 
scale, it is highly desirable to use a CCC solvent system based on the solvent in which the 
sample is most readily soluble or already dissolved in.  
Furthermore, a quick and methodical way of determining which solvent system to use, can 
save time and resources. If the HEMWat solvent systems prove to be unsuitable for the 
given sample, trialling alternative solvent systems can take several days. Therefore, a 
systematic way of finding alternative solvent systems, which improves solubility while 
covering a range of polarities, is highly desirable.   
Figure 3-5 shows a flow chart that is proposed for selecting potential CCC solvent systems 
for a given compound based on the solubility parameters. The entry points to this chart are 
the grey boxes; at first a list of preferred solvents, which are commonly used, and the 
compound of interest are required. Their solubility parameters are determined from their 
chemical structures. Whereas the solubility parameters of solvents are generic and can be 
used repeatedly for new samples, the solubility parameter of every new target compound 
needs to be calculated. Therefore, after producing a solvent solubility parameter template, 
the time spent on calculating a sample’s solubility parameters is negligible. The solubility 
parameters of solvents and the compound to be purified can be overlaid on a ternary 
solubility plot to visualise the closest solvent to the target compound. 
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Figure 3-5: Flow chart for identifying potential CCC solvent systems for a compound by using the 
solubility parameter of a list of solvents and the target compound; grey boxes designate entry points. 
 
The list of solvents is also used to identify ternary solvent combinations that give two 
immiscible liquid phases and to determine their ternary liquid-liquid phase equilibrium 
diagrams. This can be done using activity coefficient calculations in process modelling 
software (such as UNIFAC parameters in Aspen) or experimentally in the lab. The latter is 
very time consuming, but more accurate. Process modelling software such as Aspen, has 
built in models and interaction parameters for pure components. Hence calculating ternary 
phase diagrams theoretically can be done quickly using such tools, but these must be 
validated. Establishing ternary phase diagrams is again a one-off task and the generic 
information can be used for many samples. 
After finding the solvent with the closest solubility parameter to that of the target 
compound, ternary phase diagrams of this solvent need to be found. The most suitable 
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ternary systems are the ones, where the best solvent distributes equally between two other 
immiscible solvents (i.e. if the best solvent is represented by the top angle in the ternary 
phase diagram, the tie-lines should be parallel to the hypotenuse). This implies the target 
compound follows the best solvent and distributes evenly between the two liquid phases. 
Solvent ratios to make up the CCC solvent system can be obtained from the ternary phase 
equilibrium diagram. These can then be used to carry out distribution experiments (see 
shake flask method as described in section 2.1.3.1, page 27). Using this straightforward 
approach several solvent systems can be determined quickly for screening by the shake 
flask method. The suggested approach is suited for CCC novices as no experience in 
selecting a CCC solvent system is required. 
If no suitable solvent system can be identified from the existing ternary phase diagrams, it 
might be necessary to extend the preferable solvent list and the ternary phase diagram 
collection. Also, if the best solvent for a compound of interest is water, it will be 
challenging to find two other solvents in which water distributes equally. In this case, the 
use of aqueous two phase solvents (Diamond and Hsu, 1992) should be investigated. 
Overall, the suggested approach can provide a quick way of finding potential CCC solvent 
systems for a compound of interest. It also allows utilisation of many solvents that are 
currently not included in existing CCC solvent systems. This method presents a selective 
choice of solvents with regards to the solubility of the target material in a CCC solvent 
system. Additionally, this method is easy to use, can be extended further and automated 
(this is discussed in more detail in Future work – see section 6.3). 
One drawback of the suggested approach is that it aims at finding solvent systems 
composed of three solvents. As opposed to these ternary solvent systems, established 
H. Güzlek – PhD Thesis 3 A solubility driven approach for selecting solvent systems 
Imperial College London 73 
quaternary solvent system series, such as the HEMWat, have a larger selectivity and thus 
are more applicable to a wider solute polarity range. Also the density differences of most 
upper and lower phases of the HEMWat solvent systems facilitate high stationary phase 
retentions. However, the objective of the proposed approach was to find a solvent system 
for a target compound. Thus a wider selectivity range was not required.  
3.3 Materials and Methods 
3.3.1 General 
All solvents were analytical grade (supplied by Fisher Scientific, UK) and stored at room 
temperature. The standards had a purity of greater than 95% (purchased from Sigma 
Aldrich).  
The properties of solvents and solutes used in this section are shown in Table 3-1 and 
Table 3-2, respectively. The given solvent properties were used to convert mole fractions 
into volume fractions for the experimental implementation. Solvents were combined 
according to volume ratios given in Table 3-3. The total volume of the solvent mixtures 
was 20 mL. 
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Table 3-1: Properties of commonly used solvents
structures were obtained from ChemSpider (http://www.chemspider.com/)
Solvent 
Water 
Methanol 
1-heptane 
Ethyl acetate 
1-Butanol 
Toluene 
Acetone 
Ethanol 
1-Propanol 
Acetic Acid 
Isopropyl acetate 
Acetonitrile 
Propionitrile 
Methyl isobutyl ketone 
Methyl tert-butyl ether 
                                                
* at 20°C 
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 that will be considered in this chapter
. 
Structure 
Molecular weight 
(g.mol-1) 
 18.020 
 32.042 
 
100.202 
 
88.105 
 
72.122 
 
92.138 
 
58.079 
 46.068 
 
60.065 
 
60.052 
 
102.132 
 
41.052 
 
55.079 
 
100.159 
 
88.148 
 
 
74 
; the chemical 
Density* 
(g.cm-3) 
0.998 
0.753 
0.695 
0.898 
0.805 
0.871 
0.772 
0.780 
0.795 
1.068 
0.888 
0.747 
0.771 
0.800 
0.750 
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Dichloromethane 
Tetrahydrofuran 
2-Methyltetrahydrofuran 
 
Table 3-2: Properties of standards used in this chapter
Figure 2-3, page 32. 
Solute Molecular formula
Aspirin C9
Chlorogenic acid C16
Coumarin C9
Ferulic Acid C10
Naringenin C15
Quercetin C15
Salicylic acid C7
Umbelliferone C9
Vanillin C8
 
Table 3-3: Volume ratios of 
diagram validation (see Figure 
 Methanol (% v)
1 0.35 
2 0.04 
3 0.12 
4 0.12 
5 0.29 
6 0.44 
7 0.13 
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84.933 
 
72.106 
 
88.150 
; their chemical structures can be found in 
 Molar Mass (g.mol-1) Molar Volume (cm
H8O4 180.1574 
H18O9 354.3087 
H6O2 146.1430 
H10O4 194.1840 
H12O5 272.2528 
H10O7 302.2357 
H6O3 138.1207 
H6O3 162.1421 
H8O3 152.1473 
methanol, ethyl acetate, and 1-heptane for calculated ternary phase 
3-10 on page 89). 
 Ethyl acetate (% v) 1-Heptane (% v)
0.47 0.18
0.29 0.67
0.11 0.77
0.23 0.65
0.29 0.42
0.17 0.39
0.47 0.40
 
 
75 
1.252 
0.904 
0.863 
3.mol-1) 
139.592 
214.500 
117.097 
147.467 
183.200 
167.900 
100.393 
115.527 
123.500 
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Table 3-4: Potential solvent systems for test samples and their volume ratios for distribution 
experiments. 
Compound Best solvent Solvent combination Volume ratios (v/v/v) 
Coumarin isopropyl 
acetate 
acetonitrile/isopropyl acetate/ 1-
heptane 
0.32/0.17/0.51 
Chlorogenic acid 
Salicylic acid 
Quercetin 
methanol water/methanol/ethyl acetate 0.38/0.11/0.51 
Naringenin 
Ferulic Acid 
Umbelliferone 
ethanol water/ethanol/toluene 0.25/0.26/0.48 
Vanillin 1-propanol water/1-propanol/toluene 0.18/0.37/0.44 
Aspirin acetic acid water/acetic acid/ toluene 0.25/0.27/0.48 
 
 
3.3.2 Solubility parameters 
The solubility parameters of solvents (Table 3-1) and standards (Table 3-2) were calculated 
using the molecular functional group components presented in Table 3-5. Therefore, the 
molecular structures (see Figure 2-3, page 32, and Table 3-1, page 74) were divided into 
functional groups as given in Table 3-5 and the component parameters were summed up 
according to equations 3-20 to 3-22 (page 67). These solubility values were used to 
calculate the fractional solubility parameters using equations 3-23 to 3-25 (see page 69).  
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Table 3-5: Solubility parameter group components for each functional group (Hoftyzer and van 
Krevelen 1976b). 
Functional group Fdi (J
1/2.cm3/2.mol-1) Fpi (J
1/2.cm3/2.mol-1) Ehi (J.mol
-1) 
-CH3 420 0 0 
-CH2- 270 0 0 
>CH- 80 0 0 
-C- -70 0 0 
=CH2 400 0 0 
=CH- 200 0 0 
=C< 70 0 0 
-Cl 450 269 96 
-OH 210 500 20 000 
-O- 100 400 3 000 
-CO- 290 770 2 000 
-COH 470 800 4 500 
-CN 430 1 100 2 500 
-NH- 160 210 3 100 
-N< 20 800 5 000 
-Cl 450 269 96 
 
For the solubility parameter calculation of HEMWat upper and lower phases, the solubility 
parameter of each solvent was averaged by its volume, which is given in Table 3-6. 
SigmaPlot 10.0 (2006, Systat Software, Inc) was used to create ternary solubility plots of 
solvents and compounds.  
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Table 3-6: Upper and lower phase compositions of HEMWat solvent systems shown in % volume (courtesy of Brunel University). 
 
Composition of upper phase Composition of lower phase 
% 1-Hept % EtOAc % MeOH %BuOH % Water % 1-Hept % EtOAc % MeOH %BuOH % Water 
1 0.00 0.00 0.00 83.84 16.16 0.00 0.00 0.00 8.87 91.13 
2 0.00 15.53 0.00 67.21 17.26 0.00 2.29 0.00 7.60 90.12 
3 0.00 32.92 0.00 50.35 16.73 0.00 4.27 0.00 6.22 89.51 
4 0.00 52.23 0.00 33.78 13.99 0.00 5.80 0.00 4.60 89.61 
5 0.00 74.33 0.00 16.48 9.19 0.00 6.91 0.00 2.74 90.35 
6 0.00 96.86 0.00 0.00 3.14 0.00 7.83 0.00 0.00 92.17 
7 5.11 92.05 0.76 0.00 2.08 0.00 8.26 4.60 0.00 87.13 
8 10.30 86.66 1.35 0.00 1.69 0.00 8.42 9.10 0.00 82.48 
9 15.08 81.93 1.81 0.00 1.18 0.00 8.37 13.01 0.00 78.62 
10 16.89 79.84 2.05 0.00 1.22 0.00 8.79 14.79 0.00 76.42 
11 20.76 75.77 2.40 0.00 1.07 0.00 9.21 17.89 0.00 72.90 
12 26.70 69.62 2.80 0.00 0.88 0.00 10.33 22.07 0.00 67.60 
13 30.69 65.4 3.14 0.00 0.77 0.00 10.54 25.23 0.00 64.23 
14 37.37 58.82 3.27 0.00 0.54 0.01 12.72 28.09 0.00 59.18 
15 46.70 49.95 2.93 0.00 0.42 0.03 15.20 33.12 0.00 51.65 
16 55.71 41.40 2.57 0.00 0.33 0.13 17.70 36.90 0.00 45.27 
17 63.44 33.86 2.41 0.00 0.29 0.25 18.99 40.91 0.00 39.85 
18 71.20 26.72 1.90 0.00 0.18 0.36 19.70 43.31 0.00 36.63 
19 78.44 20.03 1.43 0.00 0.10 0.49 19.57 48.10 0.00 31.83 
20 84.77 14.13 1.03 0.00 0.06 0.73 18.04 53.94 0.00 27.29 
21 89.01 9.98 0.97 0.00 0.04 1.07 16.22 59.32 0.00 23.40 
22 91.09 8.00 0.88 0.00 0.03 1.23 15.02 62.88 0.00 20.87 
23 93.26 5.86 0.86 0.00 0.02 1.80 12.38 68.44 0.00 17.37 
24 94.82 4.47 0.69 0.00 0.02 2.63 10.82 72.46 0.00 14.09 
25 95.17 3.95 0.86 0 0.02 3.16 9.54 74.79 0 12.5 
26 96.67 2.43 0.89 0 0.01 5.12 6.71 79.57 0 8.6 
27 97.2 1.32 1.46 0 0.01 9.95 3.45 82.26 0 4.34 
28 97.51 0 2.49 0 0 25.58 0 74.42 0 0 
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Table 3-7: Number of occurrence of each functional group for solvents and standards used in this chapter. 
 -CH3 -CH2- >CH- -C- =CH2 =CH- =C< -Cl -OH -O- -CO- -COH -CN -NH- -N< -Cl 
Methanol 1 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 
1-heptane 2 5 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
Ethyl acetate 2 1 0 0 0 0 0 0 0 1 1 0 0 0 0 0 
1-Butanol 1 3 0 0 0 0 0 0 1 0 0 0 0 0 0 0 
Toluene 1 0 0 0 0 5 1 0 0 0 0 0 0 0 0 0 
Acetone 2 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 
Ethanol 1 1 0 0 0 0 0 0 1 0 0 0 0 0 0 0 
1-Propanol 1 2 0 0 0 0 0 0 1 0 0 0 0 0 0 0 
Acetic Acid 1 0 0 0 0 0 0 0 1 0 1 0 0 0 0 0 
Isopropyl acetate 3 0 1 0 0 0 0 0 0 1 1 0 0 0 0 0 
Acetonitrile 1 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 
Propionitrile 1 1 0 0 0 0 0 0 0 0 0 0 1 0 0 0 
Methyl isobutyl 
ketone 
3 1 1 0 0 0 0 0 0 0 1 0 0 0 0 0 
Methyl tert-butyl 
ether 
4 0 0 1 0 0 0 0 0 1 0 0 0 0 0 0 
Dichloromethane 0 1 0 0 0 0 0 2 0 0 0 0 0 0 0 0 
Tetrahydrofuran 0 4 0 0 0 0 0 0 0 1 0 0 0 0 0 0 
2-Methyl-
tetrahydrofuran 
1 3 1 0 0 0 0 0 0 1 0 0 0 0 0 0 
Aspirin 1 0 0 0 0 4 2 0 1 1 2 0 0 0 0 0 
Chlorogenic acid 0 2 0 1 0 8 3 0 6 1 2 0 0 0 0 0 
Coumarin 0 0 0 0 0 6 2 0 0 1 1 0 0 0 0 0 
Ferulic Acid 1 0 0 0 0 5 3 0 2 1 1 0 0 0 0 0 
Naringenin 0 1 1 0 0 6 6 0 3 1 1 0 0 0 0 0 
Quercetin 0 0 0 0 0 5 9 0 5 1 1 0 0 0 0 0 
Salicylic acid 0 0 0 0 0 4 2 0 2 0 1 0 0 0 0 0 
Umbelliferone 0 0 0 0 0 5 3 0 1 1 1 0 0 0 0 0 
Vanillin 1 0 0 0 0 3 3 0 1 1 0 0 0 0 0 0 
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3.3.3 Aspen 
Liquid-liquid equilibria of ternary solvent combinations were determined using Aspen 7.2 
(2010, Aspen Technologies Inc.). For the Aspen calculation of all ternary phase diagrams 
the temperature was set to 30°C and the pressure was set to 1 bar. The process type 
common and the UNIFAC property type were chosen. UNIFAC models with Redlich 
Kwong Equation of State and Henry’s law were selected for the computation of ternary 
phase diagrams in Aspen Properties User Interface. After selecting a list of preferred 
solvents, Aspen calculated ternary liquid-liquid phase equilibria (at 30 °C) of triplets where 
possible.  
3.3.4 DETHERM 
The DETHERM database provides thermophysical property data for a large collection of 
pure compounds and mixtures. The experimental data points of ternary phase diagrams for 
systems water – acetone – 1-heptane and water – acetone – toluene were retrieved from 
DETHERM v2010.2 by DECHEMA. These results were overlaid with the Aspen 
calculated datapoints using SigmaPlot v10.0.  
3.3.5 HPLC 
Distribution studies were carried out using pre-mixed solvent systems, which were kept in 
a 30°C water bath. The standards were dissolved in equal amounts of upper and lower 
phases to give a concentration of 1 mg.mL-1. The mixture was vigorously shaken using a 
vortex mixer and left in the 30°C water bath for equilibration for 30 minutes. During this 
time, the vials were taken out from the water bath, shaken on the vortex and left again in 
the water bath three times at regular intervals. 0.1 mL aliquots of each phase were 
transferred into HPLC vials. 0.4 mL methanol was added, the mixture was shaken and 
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checked for phase splitting; no phase splitting occurred in the examples described here. 
Samples were analysed by a reverse phase HPLC gradient method with acetonitrile/ water 
using a Phenomenex Gemini NX C18 column, 4.6 x 50 mm, 3 µm, 110 Å. The gradient 
was achieved by increasing the acetonitrile content of the HPLC mobile phase from 10% to 
80% in 6 minutes. The HPLC system was equipped with two Varian ProStar 210 pumps. 
The mobile phase flow rate was 1 mL.min-1. The HPLC analysis was monitored using a 
Varian UV/VIS detector; detection wavelength was set to 254 nm for all standards. 
Experiments were carried out in triplicates.  
3.4 Results and Discussion 
A list of preferred solvents (Table 3-1) and compounds (Table 3-2) were compiled and the 
solubility parameters of these were plotted. According to Figure 3-5 (page 71) the best 
match for a compound and its solubility parameter was determined. Ternary phase 
equilibrium diagrams were used to find potential CCC solvent systems and distribution 
studies were carried out to check if their partition ratios in the proposed solvent systems lie 
within an acceptable range (as suggested in the literature). 
3.4.1 Solubility parameters of HEMWat solvent systems 
As a starting point for this section, the solubility parameters of the HEMWat solvent 
systems were calculated to investigate their properties from a solubility point of view. 
Therefore, first the structures of each solvent (1-heptane, ethyl acetate, methanol, 1-butanol 
and water) were divided into functional groups given in Table 3-5, page 77. The individual 
solubility parameters were calculated by adding up the group components of each 
functional group using equations 3-20 to 3-22, page 67. The solubility parameters of each 
solvent mixture were computed by adding up the solubility parameters of each solvent 
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according to the phase composition. If a solvent mixture composed of 20% solvent A (with 
the solubility parameters δdA, δpA, δhA), 30% solvent B (with the solubility parameters 
δdB, δpB, δhB), and 50% solvent C (with the solubility parameters δdC, δpC, δhC), the total 
solubility parameters of the mixture was calculated according to the volume ratios of 
individual solvents, i.e. the dispersion force was δdM= (20∗δdA+30*δdB+50∗δdC)/100. The 
fractional solubility parameters were then determined using equations 3-23 to 3-25, page 
69.   
It was expected that the some limitations of the HEMWat solvent series can be explained 
from a new perspective. The HEMWat solvent systems’ upper and lower phase solubility 
parameters for solvent systems 1 to 5 are shown in Table 3-8 and Table 3-9 respectively. 
The fractional solubility parameters of upper and lower phases were plotted in ternary 
solubility diagrams. Figure 3-6 displays the solubility plot of the butanol containing 
HEMWat solvent systems, which are solvent systems number 1 to 5. In this figure, the 
solubility parameters of water, 1-butanol and ethyl acetate were also plotted as a 
comparison.  
Table 3-8: Solubility parameters of HEMWat solvent systems number 1 to 5 upper phases. 
HEMWat # δd (J1/2.cm-3/2) δp (J1/2.cm-3/2) δh (J1/2.cm-3/2) fd fp fh 
1 15.618 7.139 19.193 37.230 17.018 45.752 
2 15.564 7.787 18.316 37.354 18.688 43.958 
3 15.507 8.326 16.849 38.117 20.466 41.417 
4 15.446 8.697 14.627 39.840 22.433 37.727 
5 15.379 8.947 11.626 42.777 24.885 32.337 
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Table 3-9: Solubility parameters of HEMWat solvent systems number 1 to 5 lower phases. 
HEMWat # δd (J1/2.cm-3/2) δp(J1/2.cm-3/2) δh(J1/2.cm-3/2) fd fp fh 
1 15.512 15.063 39.855 22.025 21.386 56.588 
2 15.508 15.035 39.404 22.171 21.494 56.335 
3 15.500 15.037 39.085 22.264 21.599 56.138 
4 15.497 15.101 38.997 22.267 21.698 56.035 
5 15.490 15.217 39.115 22.185 21.793 56.021 
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Figure 3-6: Ternary solubility plot of upper (●) and lower (○) phases of HEMWat 1 to 5 solvent 
systems and individual solvents (water, 1-butanol, and ethyl acetate (▲)) for comparison. 
 
As can be seen, the solubility parameters of the HEMWat lower phases 1 to 5 do not 
change significantly and are focussed mainly on one spot in the graph. This is due to the 
relatively high water content of the HEMWat 1 to 5 lower phases, which consists of around 
90% water and only small amounts butanol, ethyl acetate, or a mixture of both. As a result 
the solubility parameters for all HEMWat 1 to 5 lower phases are very close to those of 
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pure water. In comparison to this, the solubility parameters of the HEMWat 1 to 5 upper 
phases change considerably as the solvent mixture composition goes from mainly butanol 
to ethyl acetate. In terms of compound distribution in these solvent systems, this means 
only the upper phase selectivity changes significantly in HEMWat solvent systems 1 to 5. 
In Figure 3-6 it also becomes evident that the changes in upper phase solubility parameters 
are not uniformly distributed between 1 and 5; there is a small difference between upper 
phase compositions of solvent systems 1 and 2. As a result, a linear relationship between 
these solvent systems and the partition ratio of a solute in these solvent systems should not 
be expected. Table 3-10 and Table 3-11 list the upper and lower phase solubility 
parameters of HEMWat solvent systems 6 to 28. The fractional solubility values were 
charted in a ternary solubility plot (see Figure 3-7). This figure also contains the solubility 
parameters of individual solvents – i.e. water, methanol, ethyl acetate, and 1-heptane – as a 
comparison. 
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Table 3-10: Solubility parameters of HEMWat solvent systems 6 to 28 upper phases. 
HEMWat # δd (J1/2.cm-3/2) δp (J1/2.cm-3/2) δh (J1/2.cm-3/2) fd fp fh 
6 15.312 9.078 8.247 46.916 27.816 25.268 
7 15.301 8.572 7.620 48.585 27.220 24.195 
8 15.292 8.102 7.198 49.987 26.485 23.528 
9 15.283 7.656 6.744 51.489 25.792 22.719 
10 15.280 7.505 6.663 51.888 25.486 22.627 
11 15.274 7.162 6.385 52.996 24.850 22.154 
12 15.265 6.634 5.952 54.810 23.819 21.371 
13 15.259 6.283 5.678 56.059 23.081 20.859 
14 15.251 5.679 5.139 58.504 21.784 19.713 
15 15.243 4.834 4.381 62.323 19.765 17.912 
16 15.236 4.020 3.654 66.503 17.548 15.949 
17 15.227 3.328 3.064 70.436 15.392 14.172 
18 15.221 2.618 2.397 75.219 12.937 11.844 
19 15.216 1.958 1.783 80.267 10.327 9.406 
20 15.209 1.382 1.258 85.211 7.741 7.048 
21 15.207 1.004 0.940 88.665 5.854 5.481 
22 15.205 0.817 0.775 90.525 4.861 4.614 
23 15.202 0.623 0.613 92.478 3.790 3.732 
24 15.202 0.480 0.477 94.075 2.971 2.954 
25 15.200 0.454 0.477 94.228 2.814 2.957 
26 15.199 0.321 0.371 95.645 2.022 2.333 
27 15.194 0.290 0.415 95.565 1.824 2.611 
28 15.190 0.293 0.540 94.804 1.826 3.369 
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Table 3-11: Solubility parameters of HEMWat solvent systems 6 to 28 lower phases. 
HEMWat # δd (J1/2.cm-3/2) δp (J1/2.cm-3/2) δh (J1/2.cm-3/2) fd fp fh 
6 15.485 15.440 39.547 21.973 21.910 56.117 
7 15.451 15.213 38.443 22.358 22.013 55.629 
8 15.421 15.012 37.463 22.712 22.110 55.178 
9 15.394 14.849 36.675 23.004 22.190 54.806 
10 15.380 14.744 36.160 23.204 22.243 54.553 
11 15.358 14.582 35.373 23.515 22.326 54.159 
12 15.327 14.324 34.118 24.035 22.463 53.502 
13 15.305 14.175 33.392 24.343 22.546 53.112 
14 15.281 13.896 32.032 24.965 22.703 52.332 
15 15.241 13.502 30.114 25.895 22.940 51.165 
16 15.210 13.147 28.414 26.792 23.158 50.051 
17 15.179 12.865 27.083 27.535 23.337 49.128 
18 15.161 12.695 26.292 27.999 23.445 48.556 
19 15.126 12.478 25.290 28.596 23.591 47.813 
20 15.089 12.302 24.527 29.063 23.696 47.241 
21 15.056 12.151 23.918 29.449 23.768 46.783 
22 15.031 12.058 23.534 29.692 23.820 46.488 
23 14.995 11.918 23.070 30.000 23.844 46.156 
24 14.969 11.727 22.443 30.462 23.866 45.672 
25 14.952 11.634 22.184 30.658 23.854 45.487 
26 14.920 11.321 21.369 31.339 23.778 44.883 
27 14.893 10.667 19.917 32.749 23.455 43.796 
28 14.907 8.745 16.135 37.467 21.980 40.553 
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Ternary solubility plot of HEMWat 6 to 28
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Figure 3-7: Ternary solubility plots of upper (●) and lower (○) phases of HEMWat 6 to 28 solvent 
systems and individual solvents (water, methanol, ethyl acetate, and 1-heptane (▲)) for comparison. 
 
The figure above shows that the solubility parameters of HEMWat lower phases 6 to 28 
mainly stretch between those of water and methanol according to the phase compositions. 
This is due to the presence of water or methanol as the largest constituents in these 
mixtures. There is a significant distance between the lower phases 27 and 28, when 
compared to the rest of the series. This is due to the absence of water, which is the most 
polar solvent and hence makes the largest contribution to the hydrogen bonding component 
in this solvent system. Other than that, the transitions among the other lower phases appear 
to be even and relatively steady. In contrast to the lower phases, the solubility parameters 
of upper phases cover a larger solubility range when moving from HEMWat upper phase 6 
to 28. This is due to the larger difference of solubility parameters between that of 1-heptane 
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and ethyl acetate.  However, the transition from one upper phase solubility parameter to the 
next is not as even as for the lower phase solubility parameters. The change of solubility 
parameter values for upper phases 6 to 13 and 22 to 28 are comparable to those of lower 
phases 6 to 27. The solubility parameter steps of intermediate upper phases – 14 to 21 – are 
significantly larger in comparison to the previously mentioned ones (in Figure 3-7 
HEMWat upper phase 17 was labelled). Therefore the partition ratio difference of a solute 
is expected to be higher in the solvent systems 14 to 21. 
3.4.2 Validating predicted ternary liquid-liquid phase equilibrium diagrams 
Within the scope of this chapter, ternary phase diagrams of solvents listed in Table 3-1 
were generated using UNIFAC models and interaction parameters in Aspen. Some of these 
ternary phase diagrams were tested experimentally and can be seen in Figure 3-8, Figure 
3-9, and Figure 3-10. The first two of these figures display an overlay of the calculated 
plots and experimental ternary phase diagrams from literature. An experimental ternary 
phase diagram for system methanol – ethyl acetate – 1-heptane was not found in the 
literature. A summary of all ternary combinations and where possible their ternary phase 
diagrams of the preferred solvents can be found in the appendix.  
First, the ternary system water – 1-heptane – acetone (Figure 3-8) was overlaid with 
experimental results from literature (Treybal and Vondrak, 1949). The experimental data 
points were retrieved from Detherm 2010.2 (by DECHEMA) and overlaid using SigmaPlot 
10.0 As can be seen, the Aspen ternary liquid-liquid phase equilibrium diagram predicted 
using UNIFAC models seems to be accurately determined. 
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Figure 3-8: Ternary phase diagram overlay of experimental (Treybal and Vondrak, 1949) and 
predicted results of the system water – acetone – 1-heptane; generated using UNIFAC models in 
Aspen. 
 
The computed ternary phase diagram for the system water – toluene – acetone  was 
overlaid with the experimental results (Walton and Jenkins, 1923) from literature. Figure 
3-9 demonstrates that UNIFAC models predicted the plait point higher than demonstrated 
experimentally. 
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Figure 3-9: Ternary phase diagram overlay of experimental (Walton and Jenkins, 1923) and calculated 
results of the system water – acetone – toluene; generated using UNIFAC models in Aspen. 
 
A ternary phase diagram for system methanol – ethyl acetate – 1-heptane could not be 
found. Hence, this system was validated by mixing respective ratios of these solvents as 
designated in Figure 3-10; here the M marking indicates that the solvents were fully 
miscible, whereas X designates phase splitting. Figure 3-10 shows that the methanol/ethyl 
acetate/1-heptane ternary phase diagram was not predicted accurately using UNIFAC 
models. The two-phase region is only a small fraction of what was calculated with Aspen. 
An explanation for this could be attributed to the absence of water in the solvent system; 
water is arguably the most important solvent and thus the selected models and interaction 
parameters are much more precise and hence give a reasonable prediction for its behaviour. 
In order to improve the prediction accuracy for this system, the binary interaction 
parameters can be optimised. 
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Figure 3-10: Ternary phase diagram of the methanol – ethyl acetate – 1-heptane system, generated 
using UNIFAC models in Aspen; experimental validation by combining ratios: M designates solvent 
ratios that are fully miscible, X designates solvent ratios that give two liquid phases. 
 
Three theoretically predicted ternary phase diagrams were used for validation purposes. 
Experimental results showed that the accuracy of Aspen predictions using UNIFAC 
interaction parameters varied when the same models and settings were used for different 
solvent systems. Overall, Aspen provides a quick and simple method of generating ternary 
phase diagrams. Also, in this chapter solvent systems were mixed in advance for carrying 
out distribution experiments. Hence this provides a check point for inaccurately predicted 
ternary phase diagrams. Therefore Aspen with UNIFAC models was used in the following 
section. 
3.4.3 Solubility parameters of solvents and standard compounds 
The solubility parameters of 18 commonly used solvents and nine standard compounds 
were calculated using the respective equations (see materials and methods) and values from 
Table 3-5. These values were given in Table 3-12 and Table 3-13, respectively. 
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Table 3-12: Solubility parameters of 18 commonly used solvents calculated using Hoftyzer and van 
Krevelen (1976b) group components and equations 3-20 to 3-25 (page 67 and 69). 
Solvents δd (J1/2.cm-3/2) δp (J1/2.cm-3/2) δh (J1/2.cm-3/2) fd fp fh 
Water 15.500 16.000 42.300 21.003 21.680 57.317 
1-Butanol 15.640 5.431 14.739 43.676 15.165 41.158 
Ethanol 15.240 8.467 18.403 36.191 20.106 43.702 
Methanol 14.807 11.751 21.681 30.695 24.361 44.945 
1-Propanol 15.484 6.617 16.269 40.354 17.245 42.400 
Isopropyl acetate 15.057 7.552 6.597 51.555 25.858 22.587 
Ethyl acetate 15.306 8.854 7.143 48.897 28.285 22.818 
Propanenitrile 15.678 15.398 5.916 42.382 41.626 15.992 
Acetonitrile 15.474 20.025 6.746 36.629 47.402 15.969 
MIBK 15.200 6.160 4.000 59.937 24.290 15.773 
Acetone 15.031 10.243 5.158 49.393 33.657 16.949 
Acetic acid 16.377 16.343 19.790 31.189 31.124 37.687 
Toluene 14.095 0.000 0.000 100.000 0.000 0.000 
1-heptane 15.200 0.000 0.000 100.000 0.000 0.000 
MtBE 14.566 3.407 5.055 63.252 14.796 21.952 
2-Me THF 14.142 4.012 5.485 59.824 16.971 23.204 
THF 14.794 5.015 6.133 57.028 19.331 23.641 
DCM 17.257 7.935 1.683 64.212 29.526 6.262 
 
 
Table 3-13: Solubility parameter components of nine standard compounds calculated using Hoftyzer 
and van Krevelen (1976b) group components and equations 3-20 to 3-25 (page 67 and 69). 
Compound δd (J1/2.cm-3/2) δp (J1/2.cm-3/2) δh (J1/2.cm-3/2) fd fp fh 
Aspirin 16.118 11.948 13.906 38.401 28.465 33.134 
Chlorogenic acid 19.674 15.831 24.333 32.878 26.457 40.664 
Coumarin 14.786 7.416 6.537 51.449 25.805 22.746 
Ferulic Acid 16.546 8.978 17.469 38.486 20.883 40.632 
Naringenin 16.321 9.459 18.836 36.581 21.201 42.218 
Quercetin 13.520 15.761 25.007 24.904 29.032 46.064 
Salicylic acid 16.435 12.572 20.454 33.229 25.417 41.353 
Umbelliferone 15.667 8.669 14.711 40.125 22.201 37.674 
Vanillin 12.470 5.185 13.647 39.838 16.564 43.598 
 
Figure 3-11 shows the overlay of ternary solubility plots of solvents and standard 
compounds. The solutes were designated with following numbers: 1 – aspirin, 2 – 
chlorogenic acid, 3 – coumarin, 4 – ferulic acid, 5 – naringenin, 6 – quercetin, 7 – salicylic 
acid, 8 – umbelliferone, 9 – vanillin. From this diagram, the nearest (best) solvent for each 
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standard compound was identified and ternary phase diagrams of this solvent were 
generated with Aspen, where the best solvent was the blending solvent. Aspen divided the 
two-phase region into 10 evenly distributed tie lines (see Figure 3-10, page 91). The 
compositions of the respective fourth tie-lines were considered to carry out distribution 
experiments for all compounds, because these contained considerable amounts of the best 
solvent to promote selective distribution of the standard compound. Solvent systems with 
higher best solvent content are not likely to be stable (i.e. no phase splitting) when a 
considerable amount of sample is dissolved in them. Additionally, they might not be 
retained in a CCC column, because the density difference can be insufficient if too much 
blending solvent is present in both phases. It was previously mentioned that in order to 
retain the stationary phase in the column, the density difference between the mobile and 
stationary phase should be at least 0.1 g.mL-1 (Mandava and Ito, 1985).   
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Figure 3-11: Ternary solubility plot overlay of commonly used solvents (●) and selected standard 
compounds (○) numbered accordingly: 1 – aspirin, 2 –chlorogenic acid, 3 – coumarin, 4 – ferulic acid,  
5 – naringenin, 6 – quercetin, 7 – salicylic acid, 8 – umbelliferone, 9 – vanillin; in this plot coumarin 
and isopropyl acetate spots overlap. 
 
Subsequently, ternary phase diagram of solvents, where the best solvents distribute evenly 
between two other immiscible solvents, were investigated. Successfully identified ternary 
phase diagrams can be seen in Figure 3-12 to Figure 3-16. In these diagrams, the first tie-
lines overlap with the hypotenuses and these compositions contain the two immiscible 
solvents only; i.e. without the best solvent. The solubility parameters of several compounds 
had very similar values. Hence, the same solvent system was used for carrying out 
distribution experiments of those solutes. 
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Figure 3-12: Ternary phase diagram of the system 1-heptane (HEPTANE) – isopropyl acetate (IPAC) – 
acetonitrile (MECN) generated using UNIFAC models in Aspen. 
 
The predicted ternary phase diagram of system water – 1-propanol – toluene had 
intersecting tie lines (see figure below).  This could be an indication of the occurrence of 
three phases. However, experimental results from literature (Letcher and Siswana, 1992) 
did not indicate an occurrence of three phases. 
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Figure 3-13: Ternary phase diagram of the system water – 1-propanol (1-PROH) – toluene generated 
using UNIFAC models in Aspen. 
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Figure 3-14: Ternary phase diagram of the water – acetic acid (HOAC) – toluene system generated 
using UNIFAC models in Aspen 
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Ternary map for WATER/METHANOL/ETHYLACE
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Figure 3-15: Ternary phase diagram of the water – methanol – ethyl acetate (ETHYLACE) system 
generated using UNIFAC models in Aspen. 
Ternary map for WATER/ETHANOL/TOLUENE
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Figure 3-16: Ternary phase diagram of the water – ethanol – toluene system generated using UNIFAC 
models in Aspen. 
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3.4.4 Distribution experiments of compounds in predicted solvent systems 
Distribution experiments of test compounds were carried out in the respective solvent 
systems as shown in Table 3-4, page 76. The results are given in Table 3-14 and visualised 
in Figure 3-17. In this section a partition ratio of 0.2 and 5 was selected as advised by 
Conway (1990). It can be seen that partition ratios of six out of nine compounds were 
within the usable range for a CCC separation. Despite the fact that most compounds used 
in this section contained one or more ionisable groups, no pH modifiers were added to the 
liquid mixture in order to keep consistency. Only Aspirin contained acetic acid as the best 
solvent, which in the presence of water controlled the pH of the mixture.  
 
Table 3-14: Partition ratios of compounds in solvent systems, which were identified using the solubility 
parameters of solvents and solute (see Figure 3-11). 
Compound Solvent system Partition ratio (KD) 
Aspirin water/acetic acid/ toluene 2.1 
Chlorogenic acid water/methanol/ethyl acetate 1.4 
Coumarin acetonitrile/isopropyl acetate/ 1-heptane 5.4 
Ferulic Acid water/ethanol/toluene 5.0 
Naringenin water/ethanol/toluene 1.6 
Quercetin water/methanol/ethyl acetate 0.0 
Salicylic acid water/methanol/ethyl acetate 0.1 
Umbelliferone water/ethanol/toluene 2.9 
Vanillin water/1-propanol/toluene 0.5 
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Figure 3-17: Distribution experiment results of 9 compounds for which the solvent system to use was 
determined by the solubility parameter; shaded area indicates partition ratio range useful for a CCC 
separation (i.e. KD 0.2 to 5). 
 
In CCC, pH control of compounds with ionisable groups is advisable to prevent peak 
broadening or even multiple peaks of the same compound due to the existence of more than 
one charged states of the target compound; this may affect the retention times. However, in 
CCC no systematic way of using common pH modifiers for specific charged functional 
groups has been developed and this task is not within the objective of this chapter (see 
chapter 6 Final conclusions and further work). Nevertheless, distribution experiments of 
quercetin and salicylic acid were repeated using aqueous 0.1% (v/v) trifluoroacetic acid 
(TFA) solution instead of water in order to test the hypothesis. Coumarin does not have 
ionisable groups and was therefore not considered. The partition ratios of quercetin and 
salicylic acid were effectively improved and were 0.3 and 0.4 (when aqueous phase was 
stationary phase), respectively. 
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Figure 3-18: Distribution experiment results with pH controlled solvent systems for Quercetin and 
Salicylic acid; shaded area indicates partition ratio range useful for a CCC separation (i.e. KD 0.2 to 5). 
 
Using the postulated method, potential CCC solvent systems were predicted for six out of 
nine test compounds and eight of nine test compounds when using pH controlled solvent 
systems for charged compounds. If a less stringent partition ratio range would be 
considered (as suggested by Conway (1990)), the partition ratios of all nine compounds 
would lie in an acceptable range.  
Bearing in mind the complexity of phenomena occurring during liquid-liquid equilibria, the 
described approach provided a rapid indication of potential CCC solvent systems. Even 
using Friesen and Pauli’s (2005) more stringent threshold, four out of nine compounds 
were in the sweet spot. 
This approach is very promising and has the potential to lead to a rapid CCC solvent 
system selection from a large range of solvents. These solvent systems can be used as 
alternatives for existing solvent series such as the HEMWat solvent systems table. 
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However, it has to be borne in mind that the predicted solvent systems might not be 
retained in a CCC column. Nevertheless, a filter-step can be incorporated into the 
suggested system, where the densities of upper and lower phases can be calculated and 
checked if they are within the recommended range in order to facilitate stationary phase 
retention.  
3.5 Conclusion 
Within the scope of this chapter a solvent selection method based on the solubility of a 
compound was derived. Using this methodology, suitable CCC solvent systems can be 
determined quickly. Moreover, the described approach holds the potential for counteracting 
solubility issues that can be encountered when using existing solvent series, and hence 
improve loading on the CCC column.  
A systematic CCC solvent selection methodology based on the existing “best solvent” 
approach, which was previously deemed as intuitive, was suggested in this chapter. Using 
the solubility parameters of a series of preferred solvents and target compounds, potential 
CCC solvents were selected for carrying out distribution experiments. In order to prove the 
concept, it was applied to the prediction of potential solvent systems of nine standard 
compounds and could indicate solvent systems for six out of nine compounds, in which the 
target molecules had partition ratios suitable for a CCC separation.  
The proposed method delivered good results without the need for further changing the 
solvent ratios. It is a simple and easy to use approach with a wide applicability for using 
numerous preferred solvents for CCC and indicating the best solvent to use for CCC. 
Additionally, the process can be further extended by incorporating a pH modifier selection 
for specific functional groups, an upper and lower phase density calculation step to filter 
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out solvent systems outside the recommended range to facilitate stationary phase retention. 
Furthermore, the indicated solvent systems can be used to develop ternary and quaternary 
solvent series as alternative solvent systems for the HEMWat solvent series.  
A drawback of the proposed system is that the solubility parameters of the two fully 
immiscible solvents (solvents other than the best solvent) in a ternary liquid-liquid mixture 
are neglected. It is assumed that if the best solvent is equally miscible with the other two 
solvents in the ternary system, it will distribute evenly between the two liquid phases. 
Likewise, if the solubility parameter value of the target compound is close to that of the 
best solvent, the target compound will exhibit a solubility behaviour similar to the best 
solvent and therefore distribute evenly between the two phases. Hence, the two immiscible 
solvents might not influence the partitioning of a solute as the target compound is probably 
equally little soluble in them and their primary objective is to facilitate two immiscible 
liquid phases. This was most likely the case in the examples shown in this chapter. 
Also, the accuracy of the calculated ternary phase diagrams varied among tested systems. 
In this chapter, the solvent systems where pre-mixed to test if phase splitting occurred. 
However, it is desirable to obtain accurate ternary phase diagrams. This would also give 
more accurate results for density difference calculations of the phases, which are required 
to check if the respective solvent system would be retained in the CCC column. Therefore, 
as future work alternatives to UNIFAC might be worth investigating. 
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4 Performance comparison of J-type CCC instruments 
“A man does not know what he knows, until he knows what he does not know.” 
Laurence Johnston Peter (1919-1990) 
 
The next objective of this thesis aimed to understand how instrument and operational 
parameters affect the separation performance. Hence, the performances of different J-type 
CCC instruments were investigated. Due to the number of variables in CCC instruments, 
comparing their performance is difficult. Variables include speed of rotation, rotor radius, 
β-value, column bore, and column length all of which can be chosen during the design of 
an instrument and are intrinsically linked. This study evaluated two different units using 
the GUESS mixture (Friesen and Pauli, 2005) and contrasted the performance, solvent 
consumption and throughput of the two instruments. 
4.1 Background and literature review 
4.1.1 Rotational speed and g-level in CCC 
The g-level, which is a result of the column rotation around its axis, is one of the most 
important instrumental characteristics of a CCC instrument. The g-level of a J-type CCC 
instrument is the ratio of the centripetal acceleration at the rotor radius (R) to that of the 
earth’s acceleration due to gravity (9.81 m.s-2). It is thus taken at the centre of the bobbin 
around which columns are wound.  Hence, the calculation is based upon the rotor radius R 
and the rotational speed, ω (see equation 4-1). 
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g-level 
81.9
2ωR
=   (4-1) 
The rotor radius R is measured in metres, the rotational speed ω in radians per second and 
9.81 is the acceleration due to earth’s gravity at sea level measured in metres per second 
squared (m.s-2).  
4.1.2 Hydrodynamics in J-type instruments 
In all advanced forms of CCC, the liquid stationary phase is kept in the column by a 
centripetal acceleration. The same Archimedean screw effect enables the mobile phase to 
flow through, while the stationary phase is kept inside the column. In order to provide 
efficient mass transfer between the two immiscible phases, sufficient mixing and settling 
must occur inside the CCC column. The synchronous J-type CCC instrument mixes the 
two phases in fluctuating acceleration vectors (see figure below). (Sutherland et al., 1987) 
 
Figure 4-1: Wave mixing as in J-type CCC columns (Sutherland et al., 1987). 
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4.1.3 Chromatographic efficiency and resolution 
4.1.3.1 Resolution in CCC 
In chromatography, resolution (RS) is a measure of separation performance. The resolution 
of two peaks can be calculated using equation 4-2, where W is the peak width and t is the 
retention time at peak maximum as shown in Figure 4-2. W is estimated by drawing 
tangents to the sides of the peak as shown in Figure 4-2. A baseline separation is achieved 
when the resolution of two peaks is greater than 1.5. 
)(
)(2
21
12
WW
tt
Rs +
−
=  (4-2) 
 
Figure 4-2: Retention times and peak widths of two chromatographic peaks (Conway, 1990). 
 
4.1.3.2 Efficiency or number of theoretical plates 
The chromatographic peak shape is that of a Poisson distribution, but for columns with a 
very large number of theoretical plates it can be approximated by a normal distribution. 
Equation 4-3 is commonly used to estimate the efficiency or number of theoretical plates, 
N, where 4σ is the base width (W) of a peak in the chromatogram. In this equation, Vr 
represents the eluted mobile phase volume (or the solute retention volume) at peak 
maximum.  
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Considering the equation below, 4σ resolution means a resolution of 1.0 ( RS = 4 / [(4+4)/2] 
= 1.0 ); whereas a baseline separation is achieved with 6σ resolution ( RS = 6 / [(4+4)/2 = 
1.5 ). (Conway, 1990) 
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From the number of theoretical plates Menet et al. (1995) derived an equation to calculate 
the number of orbital turns (or number of revolutions) per theoretical plate to compare 
different J-type CCC instruments.  
4.1.3.3 Capacity factor, separation factor & Knox equation  
The capacity factor k’ is the ratio of the time spent by a solute in the stationary phase to 
that in the mobile phase; these are designated as ts and tm in equation 4-4. It is a 
dimensionless quantity. The higher a compound’s partition ratio is, the longer time it 
spends in the stationary phase. Thus the capacity factor is directly related to the partition 
ratio. 
m
s
t
t
k =′  (4-4) 
The separation factor α (see equation 4-5) is defined by the ratio of the partition ratios of 
two solutes and is related to the solvent system selectivity. This ratio can be determined 
non-chromatographically, and it does not on its own indicate the separation efficiency, 
resolution or the instrument performance. (Conway, 1990) 
1
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K
=α  (4-5) 
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The Knox equation summarises the major determinants of chromatographic resolution (see 
equation 4-6). It is a convenient guide for separation optimisation, because values of each 
term can be determined separately from the chromatogram. However, this approximate 
equation only applies to small values of resolution (because k1’@k2’). (Said, 1981) 
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4.2 Chapter aim and objectives 
The aim of this chapter was to gain insight into how instrument and operational parameters 
affect separation performance. Therefore, a series of experiments using the same sample 
were required. The GUESS mixture was an obvious sample candidate as the standards 
were readily available and a separation method using a J-type instrument was already 
described in the literature (Friesen and Pauli, 2005). Hence, the first task was to reproduce 
the HSCCC separation carried out by Friesen and Pauli (2005) on an HPCCC instrument 
using the same mobile phase flow rate and g-level. This was expected to demonstrate 
transferability of developed methods across different CCC instruments. Due to the inherent 
ability of a HPCCC to operate at higher g-levels, it can achieve higher stationary phase 
retentions. Thus, the next objective was to increase the rotational speed and then the mobile 
phase flow rate gradually to observe how separation performance was influenced by these 
parameters.  
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4.3 Materials and methods 
4.3.1 General 
All standard compounds were ordered from Sigma Aldrich UK and had a purity of at least 
95%. Solvents were HPLC quality (VWR UK, Sigma Aldrich UK) and were stored at 
room temperature.  
4.3.2 CCC 
The CCC instrument employed was the HPCCC Spectrum equipped with two sets of two 
multilayer columns on two bobbins, i.e. four columns on two bobbins. These two sets were 
designated as analytical and semi-preparative columns, respectively. Their internal 
diameter (I.D.) was 0.8 mm for analytical columns and 1.6 mm for semi-preparative 
columns, respectively with 22 mL and 136 mL total column volumes. In this study the 
semi-preparative columns were employed. The β-value of these columns varied from 0.52 
to 0.86. The rotational speed of this instrument can be varied up to 1600 rpm and the 
instrument has an integrated temperature controller that was set to 30 °C for all runs. The 
system was equipped with two Waters 510 pumps, one dedicated for the stationary phase 
and one for the mobile phase and a Waters (Milford, MA, USA) PDA996 photodiode array 
detection (DAD) system. A typical set up diagram is shown in Figure 1-6 (page 14). The 
solvent system was composed of 1-hexane/ ethyl acetate/ methanol/ water at 2:3:2:3 
volume ratios. The solvents were thoroughly mixed and equilibrated in a separatory funnel 
at room temperature. The two phases were separated shortly before use.  Friesen and Pauli 
reported a loading of 1 to 5 mg of each compound onto their Pharma-Tech HSCCC 
column. For the injection onto the Spectrum, a mixture was prepared with 5 mg of each 
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compound and mixed into 4 mL of the phase system described above (2 mL of each phase). 
This sample was mixed thoroughly and loaded into the 5 mL sample loop.  
All solvent mixtures were thoroughly mixed, vented and allowed to settle into two distinct 
phases before being separated and used. The two preparative HPCCC columns make a 136 
mL column volume. They were first filled with the stationary phase. The columns were 
rotated up to 1600 rpm, dependent on the desired g-level (see Table 4-1). The mobile phase 
was then pumped at the set mobile phase flow rate for each separation (see Table 3-2). In 
order to observe the retention of the stationary phase in the column, the stationary phase 
displaced was collected into a measuring cylinder. When the collected volume of stationary 
phase remained constant, dynamic equilibrium had been reached. The stationary phase 
retention was calculated by subtracting the stationary phase volume which was eluted from 
the start of pumping mobile phase until the dynamic equilibrium, from the total system 
volume (column volume plus extra column volume; the system volume was 145 mL), and 
dividing it by the column volume. After that, the sample in the sample loop was injected 
into the column and the separation was monitored. Fractions were collected and analysed 
by HPLC to identify the peaks.  
The dimensions of the Pharma-Tech HSCCC and HPCCC Spectrum can be found in Table 
4-1. The rotational speeds and resulting g-levels, rotor radius, column volume (Vc) and 
internal diameter (I.D.), number of columns connected in series, and β-values of both 
instruments were given in this table.  
  
H. Güzlek – PhD Thesis 4 Performance comparison of J-type CCC instruments 
Imperial College London 110 
Table 4-1: Instrument parameters and operational variables of the two CCC instruments to be 
compared (Friesen and Pauli, 2005). 
Instrument 
Rotational 
Speed 
(rpm) 
g -level 
(m.s-2) 
Rotor 
Radius 
(mm) 
Vc 
(mL) 
Column 
I.D. 
(mm) 
Number 
of 
columns 
β-value 
Pharma-Tech HSCCC 800 54 75 320 1.6 3 0.47-0.73 
Spectrum HPCCC 751 54 85 136 1.6 2 0.52-0.86 
Spectrum HPCCC 918 80 85 136 1.6 2 0.52-0.86 
Spectrum HPCCC 1600 243 85 136 1.6 2 0.52-0.86 
 
4.4 Results and discussion 
4.4.1 Separations performed at 54 × g (751 rpm) 
The first task was to reproduce the GUESS mixture separation described by Friesen and 
Pauli (2005) on the HPCCC Spectrum. Therefore, the rotational speed of the Spectrum was 
adjusted to 751 rpm and yielded 54 × g, which was the same g-level as the Pharma-Tech 
HSCCC. After that, the rotational speed of the Spectrum was increased to obtain 80 × g 
and then to 243 × g, which is the recommended speed of this HPCCC instrument. 
Figure 4-3 shows the results of the direct comparison (i.e. same g-level, mobile phase flow 
rate, and sample loading) of HSCCC and HPCCC. The stationary phase retention using the 
DE Spectrum was 73% as opposed to the reported 68% on the Pharma-Tech (Friesen and 
Pauli, 2005). A difference in the stationary phase retention is expected as column designs 
and dimensions vary. The separation on the Spectrum (dashed trace in Figure 4-3) was 
carried out quicker, but the resolutions of the peaks were better on the HSCCC (solid 
trace), both of which are due to the column length and volume. The Spectrum has a smaller 
column length and volume, and so using the same mobile phase flow rate, compounds 
eluted quicker. The Pharma-Tech instrument has a longer column; so solutes had more 
time to separate from each other, and hence were better resolved. Additionally, in the 
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Spectrum experiments the largest possible loading was injected onto the Spectrum, i.e. 5 
mg of each component, as opposed to “1–5 mg of each compound” as reported by Friesen 
and Pauli (2005). Thus, the loading on the Spectrum was at least the same or most probably 
higher than on the Pharma-Tech. An implication of the higher loading is that peaks can 
elute broader and hence, the resolutions can be worse. The performance of separations was 
quantified by comparing the resolutions between ferulic acid and umbelliferone, and 
umbelliferone and aspirin + vanillin peaks (see Table 4-2, page 116). The resolution of the 
Pharma-Tech separation for ferulic acid and umbelliferone peaks was 1.88, while the 
resolution of the Spectrum at an acceleration of 54 × g for the same peaks is only 1.10. 
Table 4-2 also contains resolution data for the umbelliferone and vanillin peaks, which was 
0.85 for Pharma-Tech and 0.43 for Spectrum. The HSCCC separation was stopped after the 
elution of vanillin. Using Spectrum HPCCC aspirin and vanillin co- eluted. Interestingly, 
Friesen and Pauli (2005) mentioned that in the normal phase separation aspirin and vanillin 
co-eluted, but in RP mode no co-elution was reported.  
 
Figure 4-3: Overlay of Pharma Tech HSCCC and Spectrum HPCCC chromatograms using the same 
loading, g-level and mobile phase flow rate (adapted from Friesen and Pauli, 2005). 
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The number of orbital turns per theoretical plate for the ferulic acid peak can be found in 
the last column of Table 4-2. When comparing the values of Pharma-Tech and Spectrum at 
54 × g, the one of the Pharma-Tech has a higher value for the number of orbital turns per 
theoretical plate. However, this difference is not as significantly large as the difference in 
the number of theoretical plates for the ferulic acid peak, which is 790 for the Pharma-Tech 
and 288 for the Spectrum. This considerable difference is a result of the shorter column 
length of the Spectrum. The Spectrum gave a relatively low number of theoretical plates. 
This showed that using the Spectrum under these conditions was sub-optimal, as this 
instrument was designed to run at higher rotational speeds. 
4.4.2 Separation performed at 80 × g (918 rpm) 
After the direct comparison at 54 × g, the separation was repeated at 80 × g (918 rpm) and 
243 × g (1600 rpm), respectively. The chromatogram in Figure 4-4A presents the result of 
the separation at 80 × g at 1.5 mL/min and with 60 mg sample loading. At these conditions, 
the stationary phase retention was 0.77 and the runtime approximately 130 min (elution of 
aspirin and vanillin), the resolution was 1.06 for the ferulic acid and umbelliferone peaks 
and 0.55 for the vanillin and umbelliferone peaks (see Table 4-2). Then the mobile phase 
flow rate was doubled to 3 mL/min (see Figure 4-4B). While the stationary phase retention 
dropped to 0.64, the separation time was ca. 60 min and the resolution increased slightly 
(0.97 for ferulic acid and umbelliferone; 0.58 for umbelliferone and vanillin) despite 
reduced Sf. Figure 4-4C shows the initial mobile phase flow rate quadrupled to 6 mL/min. 
The stationary phase retention fell further to 0.53 and separation time was about 32 min. 
This mobile phase flow rate did not resolve the umbelliferone peak from the aspirin and 
vanillin peaks. The number of orbital turns per theoretical plates decreased as expected 
with increasing the mobile phase flow rate (Table 4-2).  
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Figure 4-4: Separation of the GUESS mixture as described by Friesen and Pauli (2005)
HPCCC at 80 × g (918 rpm), 136 mL column volume, 
2/3/2/3 (v/v), lower layer as mob
= 0.77 % (1.5 mL/min), 64% (3 mL/min) an
4.4.3 Separations performed at 243 × 
The results of the separation at 243 × 
(Figure 4-5A) of this series shows that the separation time was reduced to 10
the resolution increased to 1.27. Here, the resolution of ferulic 
peaks was 1.84, and that of umbelliferone and 
243 × g and 1.5 mL/min, the stationary phase retention was an impressive 
separation had a better resolution of ferulic acid and umbelliferone peaks 
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Figure 4-4A (RS = 1.06), than the resolution of the 80 × 
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Figure 4-5: Separation of the GUESS mixture as described by Friesen and Pauli (2005) using Spectrum 
HPCCC at 243 × g (1600 rpm), 136 mL column volume, 
2/3/2/3 (v/v), lower layer as mobile pha
= 0.88 (1.5 mL/min), 85% (3 mL/min) and 73% (6 mL/min), monitored at 254 nm
Comparing these results to the results of 
Spectrum maintained nearly t
about a third of the separation time. This resolution was achieved 
smaller column length and volume of the Spectrum, and was a result
and stationary phase retention that is generated at 243 × 
of 1.5 mL/min. 
4 Performance comparison of J-type CCC instruments
g separation at the same loading 
 
1-hexane – ethyl acetate 
se, at mobile phase flow rates 1.5 (A), 3 (B) and 6 mL/min (C), 
.
 
Pharma Tech HSCCC, it becomes clear that 
he same resolution for ferulic acid and umbelliferone, but in 
despite the significantly 
 
g and at a mobile phase 
 
114 
 
– methanol – water 
Sf 
 
of the high g-level 
flow rate 
H. Güzlek – PhD Thesis 4 Performance comparison of J-type CCC instruments 
Imperial College London 115 
The next step was to set the mobile phase flow rate to 3 mL/min at 243 × g. Even at double 
the mobile phase flow rate, the 243 × g yielded 0.85 stationary phase retention and a 
resolution of 1.14 for umbelliferone and aspirin+vanillin peaks. The chromatogram (Figure 
4-5B) demonstrates that the peaks were still resolved and the elution of vanillin took less 
than 60 min. This separation had the same separation time as the result shown in Figure 
4-4B but with approximately double the resolution of 0.55 (see Table 4-2). 
A further increase of the mobile phase flow rate to 6 mL/min was carried out. At this 
mobile phase flow rate the stationary phase retention was 0.81 prior to injection. After 
loading the sample onto the column, some more stationary phase was displaced and the 
final stationary phase retention was 0.74. This run successfully separated the standards of 
the GUESS mixture, while the separation time was reduced to 30 min (Figure 4-5C). 
Comparing this result to that of 54 × g (see Figure 4-3) shows that the stationary phase 
retentions were very nearly the same (0.74 and 0.73) but the resolution of umbelliferone 
and aspirin+vanillin increased by a factor of 2.4 (1.04/0.43), while the separation time 
decreased by a factor of 4.3 (130/30). At 243 × g this value decreased more significantly 
than at 80 × g level. This might be mainly due to better stationary phase retentions (up to 
0.40 higher at 243 × g than 80 × g) using the Spectrum at 243 × g. 
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Table 4-2: Stationary phase retention (Sf), Separation time (end of the aspirin and vanillin peak as reference) and Resolution (RS) results for various g-levels and 
mobile phase flow rates (F); (*not measurable). 
Instrument g -level (m.s-2) F (mL.min-1) Sf  Sep. Time (min) RS (F and U) RS (U and A+V) N (F) 
Pharma-Tech, Fig 1 54 1.5 0.68 320 1.88 0.85 790 
Spectrum, Fig 1 54 1.5 0.73 130 1.10 0.43 288 
Spectrum, Fig 3a 80 1.5 0.77 130 1.06 0.55 330 
Spectrum, Fig 3b 80 3.0 0.64 60 0.97 0.58 379 
Spectrum, Fig 3c 80 6.0 0.53 32 * * 435 
Spectrum, Fig 4a 243 1.5 0.88 105 1.84 1.27 358 
Spectrum, Fig 4b 243 3.0 0.85 60 1.60 1.14 451 
Spectrum, Fig 4c 243 6.0 0.74 30 1.60 1.04 469 
 
 
H. Güzlek – PhD Thesis 
Imperial College London 
The number of theoretical plates for ferulic acid in the 80 × 
plotted against the mobile phase flow rate (see
plates achieved was higher on the 243 × 
separations had higher effic
retentions as a result of the higher 
sample set increased with inc
phase retentions. According to equation 4
of theoretical plates to a greater extent than the decreasing solute retention time; where 
both phenomena are a result of i
plates were achieved at high 
Figure 4-6: Plot of number of theoretical plates for ferulic acid (calculated using equation 
mobile phase flow rate of the 54
 
4 Performance comparison of J-type CCC instruments
g and 243 × 
 Figure 4-6). The number of theoretical 
g separations, which indicated that these 
iencies. This is mainly due to the higher stationary phase 
g-levels. The number of theoretical plates 
reasing mobile phase flow rate despite decreasing stationary 
-3, the narrowing of the peaks affects the number 
ncreased mobile phase flow rate. Hence, highest theoretical 
g-levels and high mobile phase flow rates. 
 × g, 80 × g and 243 × g separations. 
 
117 
g separations were 
of each 
 
4-3) vs. 
H. Güzlek – PhD Thesis 4 Performance comparison of J-type CCC instruments 
Imperial College London 118 
4.5 Conclusion 
In this chapter it was successfully demonstrated that a CCC separation can be repeated on 
different instruments using the same solvent system and sample. Transferring the same 
mobile phase flow rate and g-level from the Pharma Tech HSCCC to the Spectrum 
HPCCC yielded worse efficiencies on the Spectrum, because the latter was designed to 
operate at higher g-levels. Furthermore, the effect of operational parameters such as 
rotational speed and its effect on the stationary phase retention and the mobile phase flow 
rate on separation efficiency was investigated. Separation resolutions increased with higher 
stationary phase retentions and decreased with increasing mobile phase flow rates. 
Whereas the efficiency or the number of theoretical plates as calculated using equation 4-3 
increased with increasing mobile phase flow rate. Most efficiency indicating methods 
provide a way of comparing the results of different CCC separations. Nonetheless, these 
methods cannot give absolute efficiencies or predict the performance of a CCC instrument 
from scratch. Generally, only one phenomenon takes place in a CCC separation, the 
repeated distribution of a compound between two liquid phases. Thus, one of the most 
important efficiency factors is the number of equilibrium stages, which represents the 
number of theoretical plates.  However, this has not been determined so far. Hence, one 
aim of the next chapter was to attempt a way of determining the performance of CCC 
columns, which is strongly affected by the number theoretical plates of a column. 
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5 Modelling the performance of CCC 
“Discovery consists in seeing what everyone else has seen and to think what no one else 
has thought.”  
Albert Szent-Györgyi (1893-1986) 
  
5.1 Background and literature review 
In the previous chapter separations carried out on two different J-type CCC instruments 
were compared and quantified using approaches described in the literature. It became 
apparent that the existing methods were unable to predict the performance of a CCC 
instrument. Thus the aim of this chapter was to determine the performance of a CCC 
instrument from scratch using instrument parameters only. 
5.1.1 Column motion and resulting mixing zones 
In CCC, the cardioid motion (as described in section 1.1.2.1, page 10) generates a series of 
sequential mixing and settling zones along the length of a J-type column. The mixing 
pattern was revealed using photographic studies by Conway and Ito (1983). When the 
column is rotating, every loop of tubing around the bobbin contains a mixing zone (region 
of loop closest to the central axis) and a settling zone (region of loop farthest from the 
central axis), see Figure 5-1A. In synchronous J-type CCC instruments with every full 
rotation of the column a mixing zone moves forward one loop in the column. In Figure 
5-1B the column is presented as unwound tubing and areas of mixing are localised in 
rotational positions I, II, III, and IV; it is shown that the mixing wave always moves in one 
direction depending on the column rotation. (Ito, 2005) 
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Figure 5-1: (A) Schematic demonstration of the mixing zones’ motion inside a multilayer column, 
where 1 and 2 indicate the inlet and outlet of the column; O is the central axis, Ob is the orbital axis; 
(B) mixing zone travels from 1 to 2 as displayed in positions I, II, III, and IV in an unwound column 
(adapted from Ito, 2005). 
 
Conway (1990) reported that the instantaneous volume ratio between mixing and settling 
zones is determined by the β-value. The β-value is the ratio of planet (column) radius, rB, 
to the orbital (rotor) radius, R (see equation 5-1).  
R
rB=β   (5-1) 
The angle of the sector where the mixing starts and ends can be calculated using equation 
5-2 as demonstrated in Figure 5-2.  
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Figure 5-2: Mixing start and end positions in a CCC column are determined by the angle γr*; are 
dependent on the β-value and can be calculated using equation 5-2 (Conway, 1990). 
 
5.1.2 Stationary phase retention in a CCC column 
In CCC the stationary phase retention is the relative amount of stationary phase in 
comparison to the total column volume; i.e. how much of the stationary phase was 
displaced by mobile phase until reaching the hydrodynamic equilibrium. Currently, the 
stationary phase retention of a particular solvent system cannot be predicted theoretically 
from first principles. Wood et al. (2003b) derived an equation (see equation 5-3) that can 
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calculate the stationary phase retention when column bore dC, column length L, flow rate F, 
dynamic viscosity of the mobile phase µm and the total pressure drop across the column ∆P 
are known. Currently, the pressure drop across the column must be determined 
experimentally.  
F
P
L
d
S m
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f ∆
−=
π
µ2800
100
2
  (5-3) 
  
5.1.3 Existing CCC models 
A sparse number of CCC modelling papers can be found in the literature. These are 
described in the following sections. 
5.1.3.1 Longitudinal mixing cell and CCD 
One modelling concept suggested using a discrete staged-cell model to describe axial 
dispersion and a continuous diffusion model to represent longitudinal mixing. (Kostanian, 
2002) It was known that when the rate of longitudinal mixing was low, which is the case 
when column length L to diameter d ratio is greater than 100 (L/d > 100), the discrete and 
continuous models gave the same results. (Levenspiel, 1965) (Rozen and Kostanian, 1988) 
Kostanian (2002) considered the cell model and started off using a mass balance equation 
for an individual cell assuming the system reaches perfect equilibrium. This equation was 
further transformed to represent residence time distributions in a chromatographic column. 
The cell model approach described was conceptually strong, but could not be used directly 
to predict elution profiles due to the missing number of equilibrium stages, i.e. number of 
theoretical plates.  
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5.1.3.2 Eluting counter-current distribution model 
Another significant approach reported in the literature was adapting the counter-current 
distribution theory. (Sutherland et al., 2003)  In this model, the CCC column was modelled 
using an array of positions representing a chain of test tubes in one dimension and mixing, 
settling, and transfer activities in the other. The CCC column was represented as a series of 
consecutive test tubes containing two phases. The mobile phase was assumed to be 
successively transferred from one tube into the next until it was eluted from the chain. In 
the course of a separation the whole chain was mixed and allowed to settle assuming 
instantaneous mixing. It was also assumed that ideal mass transfer has taken place between 
the two phases. The model was further extended to simulate other operation modes such as 
co-current and dual flow CCC. (de Folter and Sutherland, 2009) It was validated 
successfully in analytical as well as production scales and proved to yield accurate results 
for peak retentions. A major drawback of this model was that the number of test tubes in 
the series was empirically calibrated or estimated to give the “best fit” to an existing 
chromatogram. Hence, it cannot calculate elution profiles from scratch and cannot predict 
the performance of a CCC column.  
5.2 Chapter aim and objectives 
The aim of this chapter was to devise a novel model to predict the performance of a CCC 
column. This model can then be used to calculate the elution profile of a CCC instrument 
from column and operational parameters. As a starting point for modelling CCC two 
approaches were considered; one was based on the equilibrium wave theory, which is used 
to model solute movement in a packed column. The other one was based on mass balances 
in a series of continuous-stirred tank reactors (CSTRs). First, both approaches were 
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investigated to establish which was more appropriate for modelling CCC. After comparing 
these two approaches, the more suitable was chosen. 
The fundamental basis for existing CCC models is general solid phase chromatography 
theory and the counter-current distribution equation, which calculates solute elution time 
from its retention volume. These models are not based on what is actually happening in the 
column, and thus cannot predict the performance of a column from its dimensions and 
operational settings. A new model is necessary to understand and describe the process and 
the influence of column and operational variables, so as to provide a priori predictive 
power. 
5.3 Materials and methods 
5.3.1 gPROMS 
The model equation system was developed and solved using gPROMS v3.2.0 (Process 
Systems Enterprise Ltd, London UK). gPROMS (general PROcess Modelling System), 
which is an advanced equation-oriented process modelling software by Process Systems 
Enterprise Ltd. It solves a system of algebraic equations, partial differential equations, 
integral equation or mixed systems of these types of equations using fast and robust 
numerical solution techniques. (Barton and Pantelides, 1994) For all simulations a 
tolerance of 10-5 was used. All simulations were performed on a 2.4 GHz Intel Core Duo 
CPU with 4 GB RAM. 
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5.3.2 Counter-current chromatography  
5.3.2.1 Apparatus 
Experimental CCC results reported in the literature were used for the model validation. 
These results were obtained using a range of CCC instruments from Dynamic Extractions 
(DE, Slough, UK) and two prototype instruments by (Sandlin and Ito, 1985). The 
specifications for these instruments are presented in Table 5-1. The angle of the mixing 
zone segment was calculated using equation 5-2 and the average arc length of the mixing 
zone. This was used to calculate the average mixing zone volume. Then, the number of 
CSTRs was calculated using equation 5-15.  
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Table 5-1: Specification for a series of CCC instruments used for model validations. 
Instrument type 
Rotor radius 
(mm) 
Number 
of spools 
Column 
bore (mm) 
Column 
length (m) 
Column 
volume (mL) 
Number of 
Loops 
Recommended 
rotational speed 
β-value 
range 
Number of 
CSTRs 
CSTRs 
per loop 
DE Mini  50 1 0.8 35.8 18 200 2100 0.50-0.76 540 2.7 
DE Millie 50 1 0.8 35.8 5.4 51.5 2100 0.50-0.76 132 2.6 
DE Spectrum 85 2 1.6 67.6 136 190 1600 0.52-0.86 497 2.6 
DE Midi  110 2 4 72.6 912 168 1400 0.51-0.88 346 2.1 
DE Maxi 300 2 10 58.6 4,600 40 600 0.70-0.84 101 2.5 
DE New Maxi 300 2 10 229.2 18,000 168 600 0.53-0.92 433 2.6 
Sandlin & Ito 1 150 1 5.5 30 750 61* 300 0.50-0.55 177* 2.9* 
Sandlin & Ito 2 150 1 5.5 30 750 116* 300 0.25-0.30 846* 7.3* 
*These are approximate values as the numbers of loops for these columns were not mentioned; hence they were determined dividing the 
column length by the average column loop radius, which was calculated considering the average column radius from the β-value. 
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5.3.2.2 Experiments for validation 
The ratio of the mixing zone velocity νmix (m.s-1) and the mobile phase velocity νMP (m.s-1) 
as in Table 5-2 was calculated using equations 5-4 and 5-5. The mixing zone velocity was 
derived from the assumption that a mixing zone moves forward one loop for with every 
column rotation. It is independent of the stationary phase retention. The mobile phase 
velocity is calculated considering the mobile phase flow rate (volume of mobile phase 
pumped into the column over time) and the cross sectional area of the mobile phase in the 
column. 
speedrotationalLv Loopmix *=  (5-4) 
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The mixing zone velocity is directly proportional to the rotational speed of a CCC column; 
whereas the mobile phase velocity depends on the mobile phase velocity, internal diameter 
of the column, and the stationary phase retention. Higher mobile phase flow rates and 
higher stationary phase retentions both result in high mobile phase velocities. Higher 
mobile phase velocities give lower νmix:νMP ratios. 
The GUESS mixture as described by Friesen and Pauli (2005) was used and contained red 
new coccine, caffeine, nicotinic acid, ferulic acid, umbelliferone, aspirin, and vanillin. In 
the previous chapter, this mixture was used to evaluate the effect of rotational speed and 
mobile phase flow rate on the resolution of a CCC separation. These results were 
considered among other published results for validating the developed model. All 
operational and experimental details that were used for model validations can be found in 
Table 5-2 and Table 5-3. 
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The effect of β-value was validated using experimental results obtained by Sandlin and Ito 
(1985). For the development of large-scale preparative CCC machines Sandlin and Ito 
(1985) investigated the effect of increasing the diameter of the column. The resulting β-
values and other column parameters for these columns can be found in Table 5-1. The 
experimental data was plotted in a spreadsheet and overlaid with the theoretical results. 
Since the same compounds, detector and flow rate were used and the compounds had very 
similar molar absorbance, the modelling results could be normalised (see next section for 
absorbance normalisation) by determining the absorption factor, which was 7 for all shown 
comparisons in section 5.4.2.3. 
In order to validate different CCC instrument scales, scale-up results by Wood et al. (2007) 
and Sutherland et al. (2009) were selected. In this case a separation carried out using a 
0.0054 L column volume instrument was scaled up directly to two pilot scale instruments 
with 4.6 and 18 L column volumes, respectively. Sutherland et al. (2009) used a mixture of 
benzyl alcohol and p-cresol as the sample mixture for this scale up. 
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Table 5-2: Operational parameters of experiments used for model validations, F is flow rate, vmix is the velocity of mixing wave (m.s
-1), vMP is the mobile phase 
velocity (m.s-1), Sf is the stationary phase retention, Vsample is the sample volume. 
Separation  Instrument F (mL.min-1) 
Ratio 
vmix:vMP 
Sf  
Extra column volume 
(mL) 
Vsample 
(mL) 
Absorption factor 
GUESS 243 × g – A DE Spectrum 1.5 24 0.88 2 4 3 500 000 
GUESS 243 × g – B DE Spectrum 3.0 30 0.85 2 4 3 500 000 
GUESS 243 × g – C DE Spectrum 6.0 51 0.74 2 4 3 500 000 
GUESS 80 × g – A DE Spectrum 1.5 26 0.77 2 4 3 500 000 
GUESS 80 × g – B DE Spectrum 3.0 41 0.64 2 4 3 500 000 
GUESS 80 × g – C DE Spectrum 6.0 53 0.53 2 4 3 500 000 
Sandlin & Ito A Ito & Sandlin 1 8.3 149 0.65 Not mentioned 20 7 
Sandlin & Ito B Ito & Sandlin 1 8.3 47 0.79 Not mentioned 20 7 
Sandlin & Ito C Ito & Sandlin 2 8.3 68 0.84 Not mentioned 20 7 
Sandlin & Ito D Ito & Sandlin 2 8.3 29 0.87 Not mentioned 20 7 
Wood et al. A DE Millie 1 88 0.64 0.94 1.07 6.9 
Wood et al. B DE Maxi 850 45 0.47 483 920 6.4 
Sutherland et al.  DE New Maxi 850 27/55* 0.66/0.31* Not mentioned 1 100 0.3 
*It was reported that the stationary phase retention was 0.66 after reaching the hydrodynamic equilibrium; however further stationary was 
displaced in the course of the experiment; 0.31 stationary phase was left in the column at the end of the separation. 
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Table 5-3: Solvent systems and partition ratios KD of compounds used for model validations. 
Compound Solvent system (v/v) Mobile phase Instrument KD Mass (mg) 
Red new coccine 1-hexane/ethyl acetate/methanol/water, 2/3/2/3 Lower phase DE Spectrum 0.00 5 
Caffeine + nicotinic acid 1-hexane/ethyl acetate/methanol/water, 2/3/2/3 Lower phase DE Spectrum 0.14 5 + 5 
Ferulic acid  1-hexane/ethyl acetate/methanol/water, 2/3/2/3 Lower phase DE Spectrum 0.57 5 
Umbelliferone 1-hexane/ethyl acetate/methanol/water, 2/3/2/3 Lower phase DE Spectrum 0.83 5 
Aspirin + vanillin 1-hexane/ethyl acetate/methanol/water, 2/3/2/3 Lower phase DE Spectrum 1.07 5 + 5 
DNP-ala Chloroform/acetic acid/ 0.1N hydrochloric acid, 2/2/1 Lower phase Ito&Sandlin 1&2 2.00 500 
DNP-ala Chloroform/acetic acid/ 0.1N hydrochloric acid, 2/2/1 Upper phase Ito&Sandlin 1&2 1.92 500 
DNP-glu Chloroform/acetic acid/ 0.1N hydrochloric acid, 2/2/1 Lower phase Ito&Sandlin 1&2 0.50 500 
DNP-glu Chloroform/acetic acid/ 0.1N hydrochloric acid, 2/2/1 Upper phase Ito&Sandlin 1&2 0.42 500 
Benzyl alcohol 1-heptane/ethyl acetate/methanol/water, 1.4:0.1:0.5:1.0 Lower phase DE Mini 0.62 45 
p-Cresol 1-heptane/ethyl acetate/methanol/water, 1.4:0.1:0.5:1.0 Lower phase DE Mini 1.43 21.4 
Benzyl alcohol 1-heptane/ethyl acetate/methanol/water, 1.4:0.1:0.5:1.0 Lower phase DE Maxi 0.85 38 600 
p-Cresol 1-heptane/ethyl acetate/methanol/water, 1.4:0.1:0.5:1.0 Lower phase DE Maxi 1.60 18 400 
Benzyl alcohol 1-heptane/ethyl acetate/methanol/water, 1.4:0.1:0.5:1.0 Lower phase DE New maxi 0.60 46 200 
p-Cresol 1-heptane/ethyl acetate/methanol/water, 1.4:0.1:0.5:1.0 Lower phase DE New maxi 0.86 22 000 
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5.3.2.3 Absorbance normalisation 
All experimental separations were monitored with a UV/VIS detector. Depending on the 
flow cell, the signal strength varied among detectors. Hence, in order to align the ordinate 
(y-axis) scales of simulated and experimental results, a normalisation factor was necessary. 
Therefore the signal output in absorbance was normalised by dividing the experimental 
values by the absorption factor for chromatograms generated by a detector. The absorption 
factor was determined by overlaying the experimental and simulation results and dividing 
the highest experimental y-axis value by the highest simulation y-axis value. 
5.3.2.4 Individual and additive simulation profiles 
The described gPROMS model calculated the elution profiles of individual solutes 
separately. These results (concentrations) were added up (additive simulation results) in a 
similar fashion as the signal output of a detector, thus a better comparison of simulated and 
experimental resolutions could be obtained.   
5.3.2.5 Resolution error calculation 
Resolutions were calculated as described in section 4.1.3.1. The error (in %) for resolutions 
were calculated by dividing the absolute difference between experimental and simulation 
resolutions by the experimental resolution. 
5.3.3 Integration of areas 
For model results, it is expected that the peak area corresponds to the injected mass. 
Integration of peak areas gave the same value (accuracy of four decimal places was 
considered) as the introduced pulse. The equations were solved numerically, hence 
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accuracy of the peak integration was provided by choosing small steps between calculation 
intervals (typically 0.2 min). 
5.4 Results and discussion 
5.4.1 Modelling CCC based on solute movement 
In this modelling version, the velocity of a solute passing through a CCC column was 
calculated. Therefore it was assumed that a known concentration was introduced into a 
known length of tubing filled with two phases, one of which was the mobile phase and the 
other one was the stationary phase (see Figure 5-3). The solute was assumed to move with 
the mobile phase and eventually eluted from the column according to its affinity to the 
mobile and stationary phases (i.e. the partition ratio). Plug flow was assumed; it was also 
assumed that no dilution and no diffusion occurred inside the column. Based on the 
equilibrium wave theory, the solute movement in a packed column can be calculated using 
equation 5-6. (Seader and Henley, 2005) 
 
Figure 5-3: Diagram of a section of unwound CCC column that contains mobile and stationary phase; 
mobile phase (upper phase) flow direction as indicated with the arrow. 
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In equation 5-6, cMP and cSP was the solute concentration (g.L
-1) in the mobile and 
stationary phase, respectively, Sf was the stationary phase fraction and (1 – Sf) is the mobile 
(5-6) 
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phase fraction in the CCC column, F was the mobile phase flow rate (L.s-1), u was the 
velocity of the solute (L.s-1), A was the cross section area of the column (m2) and KD was 
the partition ratio. The equation above was rearranged and multiplied with the flow rate to 
give equation 5-7 as following: 
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Using equation 5-7 a solute’s velocity inside the CCC column can be calculated, when 
mobile phase flow rate, stationary phase retention and the solutes partition ratio are known. 
This equation was validated using the GUESS mixture components.  
Table 5-3 (see page 130) contains partition ratios of the GUESS compounds, column 
volume, and stationary phase retention from experimental data. Figure 5-4 shows an 
overlay of the 243 × g, 1.5 mL.min-1 mobile phase flow rate experimental results and the 
solute retention times of the seven components calculated using equation 5-7. The results 
show that using the same variables as in the experiment, the elution times of these 
compounds were predicted. 
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Figure 5-4: Overlay of 243 × g, 1.5 mL.min-1 mobile phase flow rate experimental results (dotted trace) 
and calculated elution times (solid trace) using equation 5-7 of red new coccine (R), caffeine (C), 
nicotinic acid (D), ferulic acid (F), umbelliferone (U), and aspirin (A) and vanillin (V). 
 
The solute movement model gave accurate results in terms of solute retention times at peak 
maximum. Solute retention times in a CCC column can already be predicted using equation 
2-2 in section 2.1.6, page 42. The simulated peaks (displayed as concentration in Figure 
5-4) have the same width and height as the injected pulse. In this model peak shapes 
(widths) can be adjusted using practical data, but this would mean the simulations need to 
be calibrated using experimental results. Hence, the outcome would not be a predictive 
approach.  
In CCC, solutes distribute between two phases and hence become more dilute, the higher 
their partition ratios are. Thus, peaks are broader the higher their partition ratios are. Also, 
the solute movement model does not take solute concentrations changes over time into 
account, which is key to describing the behaviour of a solute in CCC column.  This makes 
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it particularly difficult to relate model parameters to process parameters and the model 
quickly becomes very complicated. Thus, the next task was to investigate the suitability of 
the CSTR model for predicting the CCC elution profile. 
5.4.2 Modelling CCC using CSTR mass balance equations 
The first task in this section was to model CCC using the continuous stirred tank reactor 
(CSTR) mass balance equations. At first, this seems unsuitable, as the CCC column is 
made of a length of tubing and there are no well-mixed physical chambers present. 
However, when the instrument is in operation, i.e. the column rotating, a mixing wave with 
a distinct volume, which is created by non-uniform acceleration vectors, moves along the 
length of the column in a definite direction. Using the CSTR model this mixing wave was 
represented as a series of individual reactors. In comparison to the solute retention model, 
the CSTR model was more difficult to start off with, because the parameters of the CSTR 
mass balance equation had to be related to column dimension. Therefore, the following 
assumptions were made:  
In CCC the velocity of a mixing wave, vmix, is considerably higher than the mobile phase 
velocity (or flow rate), vMP, because a mixing wave moves forward the length of one 
column loop with every column rotation and typical rotational speeds are several hundreds 
to thousands revolutions per minute. By contrast, a mobile phase increment usually 
proceeds only by a limited number of loops per minute. This means in the time a mobile 
phase increment moves forward the entire length of the mixing area, it experiences tens to 
hundreds of mixing and settling cycles. The mobile phase increment was assumed to be the 
length of one mixing wave, and because of the large vmix: vMP ratio, this segment was 
assumed to be fully equilibrated. Hence, the entire length of the column was considered as 
a series of fully equilibrated CSTRs.  
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The vmix:vMP ratio determines how many mixing and settling zones a mobile phase segment 
experiences. The minimum value for this ratio, which is required for a solute concentration 
in the mobile phase segment to reach perfect equilibrium, is not known. If it was known, 
this would mean that below this value either the mobile phase proceeds too quickly with 
respect to the mixing zone velocity, or the mixing zone velocity is too slow for the given 
flow rate, thus not achieving perfect equilibrium within one mixing zone. However, there is 
a limit for both: if the mobile phase flow rates is too high or the column does not rotate 
above a certain speed, no stationary phase would be retained inside the column. Hence, 
another model assumption was that as long as stationary phase was retained in the J-type 
column, the behaviour of a solute concentration in the column can be represented by the 
CSTR model. In the CSTR model the rotational speed of the column affected the stationary 
phase retention, but did not directly influence separation efficiency when using low to 
medium viscosity solvents. For high viscosity solvents column modifications can be 
required to retain stationary phase in the column. In such cases the model assumptions need 
to be revised and adjusted according to these column parameters. 
The number of CSTRs was directly proportional to the number of instantaneous mixing 
zones. It was determined by the number of column loops and the β-value. 
In the literature review it was stated that the volume of a mixing zone in a multilayer 
column depended on the loop size and β-value (Conway, 1990), hence mixing zone 
volumes in outer loops are larger than in inner loops. In order to simplify the model, the 
mixing zone volumes were averaged and considered to be of equal size.  
Therefore the CSTRs were assumed to have identical volumes and to be filled with 
stationary and mobile phases while respecting the stationary phase retention for a given 
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solvent system in the CCC column (see Figure 5-5). The mobile phase flow rate F, 
stationary and mobile phase volumes VSP and VMP, the solute concentration cin, and its 
partition ratio KD are known. The pulse (sample injection) is introduced into the first CSTR 
in the series; from the second tank onwards the outlet concentration of the previous CSTR 
(cout,n-1) is the inlet concentration of the next (cin,n).  
 
Figure 5-5: Series of n identical CSTRs containing two liquid phases, solute injected into the first 
CSTR (n=1), from second reactor on (n≥2), the outlet of the previous was the inlet concentration of the 
next CSTR (cout,n-1=cin,n). 
The stationary phase remained in each CSTR, whereas the mobile phase was continuously 
washed through according to the mobile phase flow rate. The solute entered the mixing 
zone, distributed between the two phases as per the partition ratio and left this zone 
successively with the mobile phase. Ideal mixing and instantaneous distribution of the 
solute between the two phases were assumed. The mass balance in an individual CSTR 
over time was described as: 
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Because KD was the concentration of the solute in the stationary phase divided by its 
concentration in the mobile phase, equation 5-8a was transformed into equation 5-8b. 
iMPiin
iMP
DSP
iMP
MP cFcF
dt
dc
KV
dt
dc
V ,,
,, *** −=+   (5-8b) 
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The volumes of the mobile and stationary phases in each CSTR were calculated using 
equation 5-9: 
Sf
V
VVV SPMPSPCSTR =+=
 
 (5-9) 
Since perfect mixing and instantaneous equilibrium were assumed, the solute concentration 
in the mobile phase (cMP,i) in a CSTR was also the outlet concentration from this CSTR. In 
CSTR series the outlet concentration of one CSTR was the inlet concentration of the next, 
therefore cin,i= cMP,i-1. Hence, the mobile phase concentration in the last CSTR represented 
the outlet concentration from the CCC column. 
The CSTR volume, VCSTR, which was represented by the mixing zone volume, was 
calculated using equation 5-10, rotor radius R, average bobbin radius rB, average β-value, 
βB, and internal diameter dc of the column, and length of the mixing zone LCSTR: 
CSTR
c
CSTR L
d
V π2)
2
(=    (5-10) 
The length of a mixing zone LCSTR was calculated using equation 5-11: 
180
παB
CSTR
r
L =    (5-11) 
Where the angle α = 360 – 2θ* where θ* as shown in Figure 5-2 (page 121); α indicates 
the start and the end of the mixing zone, depends on the β-value and was calculated using 
equation 5-12: 
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The column loop volume VLoop and its length LLoop were calculated from column 
dimensions: 
Loop
c
Loop L
d
V π2)
2
(=    (5-13) 
BLoop rL π2=     (5-14) 
The next step was to calculate the VLoop to VCSTR ratio in order to determine how many 
consecutive CSTRs there are in one loop. This ratio is then multiplied with the number of 
loops nLoop in a column to determine the number of CSTRs (nCSTRs) for a given column:  
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Some parameters cancelled out and ultimately, equation 5-15 indicated that the number of 
CSTRs depended on the number of column loops and the average β-value. It has to be 
borne in mind that this equation represented the approximate number of CSTRs, and was 
used to simplify the model. In order to calculate the exact values, loop volumes and 
respective VCSTR had to be calculated individually for every layer of tubing, which then had 
to be simulated individually. 
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The gPROMS CSTR model consisted of two individual model entities; the oneCSTR entity 
and the Connector entity (see Figure 5-6). The oneCSTR entity contained the mass balance 
equation, which calculated the outlet concentration cout for a given inlet concentration cin of 
a CSTR. The Connector entity consisted of a programmatic loop of n inlet and outlet 
streams for every individual CSTR in the series; where i was an increment between 1 and 
n. It supplied the oneCSTR entity with the inlet concentration cin,i and obtained the outlet 
concentration cout,i, which was then fed back into the oneCSTR model as cin,i+1. The first 
inlet concentration cin,1 for the first CSTR in the series was the concentration introduced 
into the column cin. The programmatic loop was then repeated until the outlet 
concentrations for all CSTRs were calculated. This meant in the course of a simulation the 
inlet and outlet concentrations of all CSTRs and therefore the entire length of the column 
was monitored. The outlet concentration of the final CSTR was assumed to be the solute 
concentration eluting from the column. 
 
Figure 5-6: Model diagram, the CSTR model comprises two model entities, the Connector and the 
oneCSTR entities; the oneCSTR entity contains the mass balance equation of a CSTR; the Connector 
supplied the inlet concentration, cin,i and obtains the outlet concentration cout,i, and creates a loop of 
inlet and outlet streams for every individual CSTR in the series of nCSTRs; these streams are indexed 
with i where i is an increment between 1 and nCSTRs; the concentration introduced into the column is cin, 
this is used by the connector to create the first inlet stream cin,i; the oneCSTR model calculates the cout,i 
concentration, which is used as cin,i+1 for the next CSTR in the series by the connector model. 
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The initial and boundary conditions were given in equations 5-16 to 5-18:  
0)( 0 =tcin    (5-16) 
0)( 0 =tcout    (5-17) 



≤
<
=
(Elution)t             t0
)(Injection   t   t(t)c
)(
E
injin
tcin    (5-18) 
The first inlet variable cin could be reset after a certain time, i.e. zero if injection started 
straight away or after a certain time to include extra column volume between the sample 
loop and the column. In order to include the extra column volume, the time it took for the 
sample to reach the column could be calculated by dividing the extra column volume by 
the mobile phase flow rate. The inlet concentration was reset to zero after the injection time 
(tinj), which was the sample loop volume divided by the mobile phase flow rate. After 
resetting the inlet concentration the model ran for the set elution time tE. 
The model was validated using the solute retention equation derived by Conway (1990) 
and several experimental results from chapter 4 as well as literature. These results are 
discussed in the following sections.  
5.4.2.1 Solute retention time 
The initial validation of the model was carried out to verify if solutes with different 
partition ratios eluted according to equation 2-2 (page 42). Therefore, a simulation of four 
solutes with partition ratios 0, 0.5, 1, and 2 was carried out using following operational 
parameters: 18 mL column volume, 0.90 stationary phase retention, 1 mL.min-1 mobile 
phase flow rate, 0.5 mL extra column volume between injection and column, and 540 
CSTRs in the series. The number of CSTRs was calculated using equation 5-15 and the DE 
Mini dimensions in Table 5-1 (page 126). The introduced pulse contained 5 mg.mL-1 of 
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each compound and the injection volume was 1 mL; the pulse profile of an individual 
compound is displayed as the solid trace in Figure 5-7. 
 
Figure 5-7: Pulse injected into the column (solid trace): concentration was 5 mg.mL-1; injection took 
place between 0.5 and 1.5 minutes; dashed or dotted traces are elution profiles of four solutes with 
partition ratios 0, 0.5, 1, and 2 (simulated retention times at peak maxima is noted in the graph); 
column volume was 18 mL, stationary phase retention was 0.90, mobile phase flow rate was 1 mL.min-
1, number of CSTRs in series was 540. 
 
The retention times of solutes in Figure 5-7 were compared with retention times calculated 
using equation 2-2 (see Figure 5-8). There was a strong correlation between the residence 
times; the systematic difference of 0.5 minute was due to the sample injection time of one 
minute in the CSTR model. In this case the residence times of peaks were related to the 
centre (peak maximum) of the injected pulse (which in this case is 0.5 minute). Equation 2-
2 does not take injected sample volume into consideration; therefore the solutes were 
assumed to be introduced and eluted from the column as an infinitely high, sharp pulse 
with tinj=0.  
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Figure 5-8: Comparison of theoretical solute retention times tr,t calculated using equation 2-2 (Conway, 
1990) and tr,s from simulation using the CSTR model. 
 
The CSTR model accurately predicted solute retention times, when column parameters, 
mobile phase flow rate, stationary phase retention in the column, the solute’s injection 
mass, volume, and partition ratio were known. It also accounted for the sample injection 
time, whereas equation 2-2 did not. 
5.4.2.2 Effect of mobile phase flow rate and rotational speed 
The model was further validated using experimental results from chapter 4 where a CCC 
separation of a mixture with seven components using different mobile phase flow rates and 
rotational speeds were reported. Operational parameters of these separations were 
considered in the CSTR model. The number of CSTRs was calculated using equation 5-15 
and the Spectrum dimensions as given in Table 5-1, and was 497 for these experiments. 
This value is similar to the number of theoretical plates obtained for the ferulic acid peak in 
the experimental results from chapter 4. The mean of the number of theoretical plates from 
experimental results was 404.  
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In Figure 5-9 to Figure 5-11 the overlay of experimental and simulation results can be 
found. The experimental results were normalised as described in section 5.3.2.3, page 131.  
Solute retention times and peak resolutions of experimental and simulated results were 
compared. Predicting the resolution was a major challenge for the CSTR model. Previously 
reported models could not predict peak widths and resolutions from scratch and had to be 
calibrated using experimental results. It was valuable to predict resolutions, since the 
resolution determines the purity of a fraction collected over time when carrying out a 
separation. If the resolution of a separation can be determined accurately, other operational 
parameters of the separation can be optimized easily using the CSTR model. This can save 
time and material when optimising a CCC separation. 
In Figure 5-9 to Figure 5-11 the overlaid experimental (for individual and additive results) 
and model results of the 80 × g separations were presented. The solute retention times were 
predicted accurately and peak widths were very similar. The peak heights varied due to 
distinct molar absorbances of solutes; the first two experimental peaks (R and C+D peaks) 
did not resemble a peak as the detector flow cell was saturated and the peak shape was 
truncated. Ferulic acid (peak F) had a very high molar absorption; thus the experimental 
peak was significantly higher than the theoretical peak. The simulation results 
demonstrated peak shapes according to the concentration and hence mass of the eluting 
solute. Table 5-4 (page 152) shows experimental resolutions for peaks F and U, and U and 
A+V from chapter 4 and simulated resolutions for respective chromatograms. The 
comparison of later eluting peaks was particularly important, because the error for peak 
retentions as well as peak widths was expected to be larger the higher the partition ratio of 
a solute was. The experimental resolutions for the GUESS 80 × g – A separation were 1.06 
for F and U, and 0.55 for U and A+V, whereas simulated resolutions were 1.13 and 0.67, 
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respectively. This meant the errors were 6.6% for
average resolution error for the 80 
experimental detector output was a value
peaks overlap, the detector responds by summing the absorbances of both solutes. The 
model output was a concentration and hence, simulated and displayed the elution profile of 
each solute individually. This mea
quantitatively. Therefore, experimental peak resolutions of closely eluting compounds were 
smaller than those of simulated peaks. However, the elution profiles of solutes were added 
up to give a cumulative elution profile. 
Figure 5-9: GUESS 80 × g – A, Overlay of experimental (dotted trace), individual simulation (solid 
trace) and additive simulation (dash
phase retention, 497 CSTRs in the model series; compounds red new coccine R, caffeine C, nicotinic 
acid D, ferulic acid F, umbelliferone U, aspirin A, and vanillin V; the additive simulation (dash
trace) is displayed for the area betwee
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 for absorbance; therefore if two consecutive 
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n U and A and V peaks. 
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The overlay of experimental and simulated results of the GUESS 80 
shown in Figure 5-10. The peak retention times and wid
again it became apparent that the experimental and simulation resolutions varied due to the 
nature of traces, which were recorded as total absorbance and individual elution profiles. 
The comparison of experimental and si
previous (GUESS 80g – A) overlay (see 
Figure 5-10: GUESS 80 × g – 
trace) and additive simulation (dash
retention, 497 CSTRs in the model series; compounds red new co
ferulic acid F, umbelliferone U, aspirin A, and vanillin V
 
The last result set of the 80 
simulated retention times and peak widths of the R and C
the experimental results. The effect of UV detection can be seen very clearly in this 
example: in the simulation results the peaks of U and A
5 Modelling the performance of CCC
× g 
ths were accurately predicted. Here 
mulation resolutions gave a similar error as the 
Table 5-4). 
B, Overlay of experimental (dotted trace), individual simulation (solid 
-dot trace) results, flow rate was 3 mL.min-1, 
ccine R, caffeine C, nicotinic acid D, 
. 
× g separations was shown in Figure 5-11
+D peak differed slightly from 
+V can be distinguished clearly, 
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whereas the experimental peaks of these two solutes almost merged to give one peak and 
resolutions could not be determined. 
 
Figure 5-11: GUESS 80 × g – C, Overlay of experimental (dotted trace), individual simulation (solid 
trace) and additive simulation (dash-dot trace) results, flow rate was 6 mL.min-1, 0.63 stationary phase 
retention, 497 CSTRs in the model series; compounds red new coccine R, caffeine C, nicotinic acid D, 
ferulic acid F, umbelliferone U, aspirin A, and vanillin V. 
 
Figure 5-12 to Figure 5-14 present experimental results carried out at 243 × g overlaid with 
model results using respective operational parameters. Retention times of solutes for these 
separations were predicted relatively accurately. Also peak shapes of experimental and 
theoretically calculated peaks looked very similar.  
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Figure 5-12: GUESS 243 × g – A, Overlay of experimental (dotted trace), individual simulation (solid 
trace) and additive simulation (dash-dot trace) results, flow rate was 1.5 mL.min-1, 0.88 stationary 
phase retention, 497 CSTRs in the model series; compounds red new coccine R, caffeine C, nicotinic 
acid D, ferulic acid F, umbelliferone U, aspirin A, and vanillin V. 
 
In Figure 5-13 in the experimental trace, the red new coccine peak was missing; the small 
peak between 10 and 12 minutes indicates the solvent front and this was where this 
compound would have eluted. 
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Figure 5-13: GUESS 243 × g – B, Overlay of experimental (dotted trace), individual simulation (solid 
trace) and additive simulation (dash-dot trace) results, flow rate was 3 mL.min-1, 0.85 stationary phase 
retention, 497 CSTRs in the model series; compounds red new coccine R, caffeine C, nicotinic acid D, 
ferulic acid F, umbelliferone U, aspirin A, and vanillin V. 
 
0
0.5
1
1.5
2
0 10 20 30 40 50 60
C
o
n
c 
(m
g
.m
L-
1
) 
/N
o
rm
a
li
se
d
 A
b
so
rp
ti
o
n
Time (minutes)
simulation
experiment
additive simulation
C
D
F
R
U
A
V
H. Güzlek – PhD Thesis 5 Modelling the performance of CCC 
Imperial College London 150 
 
Figure 5-14: GUESS 243 × g – C, Overlay of experimental (dotted trace), individual simulation (solid 
trace) and additive simulation (dash-dot trace) results, flow rate was 6 mL.min-1, 0.74 stationary phase 
retention, 497 CSTRs in the model series; compounds red new coccine R, caffeine C, nicotinic acid D, 
ferulic acid F, umbelliferone U, aspirin A, and vanillin V. 
 
The peak resolutions were simulated relatively accurately for the 243 × g separations; the 
largest discrepancy was for the 6 mL.min-1 separation between F and U with an error of 
12.50%. Here it has to be noted that the experimental results exhibit an unusual trend; the 
resolution was expected to decrease with increasing flow rate as is the case for the 1.5 
mL.min-1 and 3 mL.min-1. However, the resolution between F and U peaks remains the 
same when increasing the mobile phase flow rate from 3 mL.min-1 to 6 mL.min-1. The 
theoretical results decrease in an expected manner for these flow rates; therefore the values 
for resolution for F and U at 6 mL.min-1 gave the largest error. The resolutions between U 
and A+V peaks were very similar even though there was a larger error expected for 
resolutions of later eluting peaks. Despite the largest error of 12.50%, the overall average 
error was only 3.69% for all 243 × g separations. This error was much smaller than the 
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average error obtained for the 80 × g separations. This is very likely to be due to the overall 
improved peak resolutions at 243 × g. As mentioned before, in a UV chromatogram, 
absorbances of two overlapping solutes add up, whereas individually separated peaks give 
a chromatogram that is directly proportional to the single solutes concentration eluting 
from the column (as indicated by the Lambert-Beer rule).  
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Table 5-4: Comparison of peak resolutions of the ferulic acid peak from experimental results (chapter 4) and from theoretical results using the CSTR model. 
Mobile phase flow 
rate (mL.min-1) 
g-force 
(m.s-2) 
Experim. resolution 
(F and U) 
Simulation resolution 
(F and U) 
Error 
(%) 
Experim. resolution 
(U and A+V) 
Simulation resolution 
(U and A+V) 
Error 
(%) 
1.5 80 1.06 1.31 23.6 0.55 0.8 45.5 
3 80 0.97 1.14 17.5 0.58 0.83 43.1 
6 80 n.a. 0.89 - n.a. 0.41 - 
1.5 243 1.84 1.84 0.0 1.27 1.21 4.7 
3 243 1.60 1.58 1.2 1.14 1.12 1.7 
6 243 1.60 1.40 12.5 1.04 1.02 1.9 
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5.4.2.3 Effect of β-value 
Sandlin and Ito (1985) investigated the effect of the β-value on a separation with the aim of 
developing large-scale preparative CCC columns. A 0.55 cm I.D. tubing was coiled around 
two holders with 7.5 and 15 cm diameter to obtain different β-value columns, which had 
the same volume. The rotor diameter was 30 cm, hence the resulting β-values of these 
columns varied between 0.25-0.30 and 0.50-0.55. For the evaluation of these columns they 
used a mixture of dinitrophenyl amino acids and separated them using the same rotational 
speed (300 rpm) and mobile phase flow rate (500 mL.h-1). They demonstrated that the 
resolutions were significantly higher on the low β-value column. The CSTR model 
complied with this finding, because if the same length of tubing was wound around a 
smaller diameter holder, the column will have a higher number of loops. Also the angle γ*r, 
which determines the start and end of the mixing area in the column, is larger the smaller 
the β-value is. This means the mixing zone volume is smaller the smaller the β-value is. 
Hence in two equal volume columns with different β-values the column with a smaller β-
value will have a larger number of CSTRs with smaller mixing zone volumes. This is 
expected to affect the resolution so that the lower β-value column will show sharper peaks 
and the resolution will be higher. Another supporting argument that proves the CSTR 
model to be valid is the νmix:νMP ratio. In the early CCC apparatus, the rotational speeds 
were relatively low, but this was compensated by using these columns at lower mobile 
phase flow rates, which resulted in long separation times. Sandlin and Ito (1985) used a 
low rotational speed and kept the mobile phase flow rate relatively low. Despite a higher 
νmix:νMP ratio the high β-value column gave a smaller resolution than the low β-value 
column.  
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The number of loops was not mentioned by Sandlin and Ito (1985), so it was estimated by 
considering the average wound radius. This was used to determine the average perimeter of 
one loop, which was then used to divide the column to obtain an approximate number of 
column loops. From the total length of the column, which was 30 m, the number of loops 
was calculated and was 116 for β-value 0.25-0.30 and 61 for 0.50-0.55. Furthermore, the 
numbers of CSTRs were calculated using equation 5-15 and were 847 and 177, 
respectively. 
For the simulation the average partition ratios were determined from CCC chromatograms 
and was 0.42 for DNP-glu and 1.92 for DNP-ala when upper phase was mobile phase and 
0.50 DNP-ala for and 2.00 DNP-glu when lower phase was mobile phase. 
The experimental and theoretical chromatograms were very similar for the high β-value 
results (see Figure 5-15 and Figure 5-16). The peak widths of the low β-value simulated 
results differed slightly from the experimental results (see Figure 5-17 and Figure 5-18) – 
especially for the later eluting peak. This was very likely to be due to the high number of 
CSTRs in the series, which resulted in sharper peaks and increased resolution. The 
numbers of loops of these columns were not known and hence calculated using the column 
length and the average column holder diameter. The error is very likely to be larger for the 
smaller holder. More accurate peak widths for the low β-value column could potentially be 
obtained if the actual number of loops were known. Despite an estimated value for column 
loops, the CSTR model accurately predicted the elution profile for different β-value 
instruments. These examples demonstrate that the CSTR model can be used for instrument 
parameter optimisation.  
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Figure 5-15: Overlay of experimental results from Sandlin and Ito (1985) and modelling results; 750 
mL column volume, 500 mL/h flow rate, upper phase as mobile phase, 0.65 stationary phase retention, 
β-value 0.25-0.30; 847 CSTRs in the model series. 
 
Figure 5-16: Overlay of experimental results from Sandlin and Ito (1985) and modelling results; 750 
mL column volume, 500 mL/h flow rate, upper phase as mobile phase, 0.79 stationary phase retention, 
β-value 0.50-0.55; 177 CSTRs in the model series. 
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Figure 15: Overlay of experimental results from Sandlin and Ito (1985) and modelling results; 750 mL 
column volume, 500 mL/h flow rate, lower phase as mobile phase, 0.84 stationary phase retention, β-
value 0.25-0.30; 847 CSTRs in the model series. 
 
Figure 16: Overlay of experimental results from Sandlin and Ito (1985) and modelling results; 750 mL 
column volume, 500 mL/h flow rate, lower phase as mobile phase, 0.87 stationary phase retention, β-
value 0.50-0.55; 177 CSTRs in the model series. 
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Another important observation here was that the vmix:vMP ratio did not seem to affect the 
resolutions. Despite a larger νmix:νMP ratio of the high β-value column, the resolution in this 
column did not improve. This means that above a certain value for the νmix:νMP ratio, the 
number of mixing and settling zones that a column segment experiences does not improve 
resolution. The resolutions are mainly determined by the size and number of the mixing 
zones and thus by the β-value and number of column loops. 
5.4.2.4 Modelling different scales 
The next step was the validation of the CSTR model on different scale CCC instruments. 
Wood et al. (2007) reported a scale up of benzyl alcohol and p-cresol from an analytical 
scale column (Millie, 0.0054 L column volume) to a production scale column (Maxi, 4.6 L 
column volume – see materials and methods for full description of experimental 
conditions). Sutherland et al. (2009) later carried out the same separation on another larger 
production scale column (New Maxi, 18 L column volume). These results were plotted and 
overlaid with simulated results that were produced using the described experimental 
conditions. 
The number of column loops was 51.5 for the Millie and with that the number of CSTRs 
was 132. The overlay of the experimental and modelling results of the analytical scale 
separation can be seen in Figure 5-17. In this figure, the experimental results were 
presented in UV absorbance. It became apparent that p-cresol had a much higher molar 
absorption than benzyl alcohol, because the p-cresol peak was significantly taller despite 
having less than half of the mass of benzyl alcohol in the injected sample mixture. Since 
the model output was concentration rather than absorbance, the proportion of injected 
masses can be clearly seen in the peak areas of the simulation. The experimental and 
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simulation resolutions were 0.69 and 1.07 respectively (Wood et al., 2007). Since this was 
an analytical scale experiment, the separation output was reported as UV absorption only. 
Due to the saturated absorbance of the p-cresol peak it was challenging to visually compare 
this chromatogram with the simulated chromatogram. However, the other experiments, 
which were carried out on production scale instruments, were presented as single solutes’ 
HPLC peak areas in respective fractions. This made the comparison with simulated areas 
significantly easier. 
 
Figure 5-17: Overlay of experimental results (dotted trace) from Wood et al. (2007) and modelling 
results (solid trace); 5.4 mL column volume, 1 mL.min-1 mobile phase flow rate, lower phase as mobile 
phase, 0.64 stationary phase retention, β-value 0.69-0.74; 132 CSTRs in the model series. 
 
Figure 5-18 demonstrates an overlay of the first production scale result, which was 
produced with a DE Maxi, with the simulated results. The number of CSTRs in the series 
was 101. In this case the peak shapes compare better, because the experimental 
chromatogram was produced by plotting HPLC peak areas of respective fractions. 
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Therefore, peaks in the experimental chromatogram are represented as individual traces of 
the two solutes rather than their combined absorbance in the overlapping area. By that, the 
experimental and model traces compared better than a UV monitoring of the column 
eluate, which was the case for the separation in Figure 5-17. Furthermore, the experimental 
and simulation resolutions were compared and gave 0.71 and 0.74, respectively.  
 
Figure 5-18: Overlay of experimental results (dotted trace) from Wood et al. (2007) and modelling 
results; 4.6 L column volume, 850 mL.min-1 mobile phase flow rate, lower phase as mobile phase, 0.47 
stationary phase retention, β-value 0.69-0.74; 101 CSTRs in the model series. 
 
In Figure 5-19 the experimental and simulated chromatograms of the largest column were 
overlaid. The number of CSTRs for this simulation was 433. Here again the experimental 
chromatogram was created by plotting HPLC peak areas of respective fractions. In this 
experiment further stationary phase was displaced after sample injection. The stationary 
phase retention was 0.66 prior to injection, but only 0.31 at the end of the separation. In 
order to account for this change, the slope of the stationary phase retention for this 
separation was determined (0.66 stationary phase retention at solvent front to 0.31 at the 
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end of the run). The stationary phase retentions for each peak maximum were calculated by 
linear interpolation using this slope and were 0.60 for the benzyl alcohol peak and 0.43 for 
the p-cresol peak. The solutes were simulated individually with respective stationary phase 
retentions. The experimental resolution was 1.85 as stated by Sutherland et al. (2009) and 
the simulation gave a resolution value of 1.48. However from the overlay of the 
chromatograms the peak shapes and resolutions look very similar and the peak resolution 
looks like just below 1.5 (a resolution greater than 1.5 gives baseline separation). Therefore 
the resolution value for the experimental result was recalculated from the chromatogram 
and gave 1.43, which is very similar to that of the model output. The peak resolutions for 
the industrial scale instruments were precisely predicted and demonstrate the CSTR 
model’s strength and robustness across different scales. 
 
Figure 5-19: Overlay of experimental results from Sutherland et al. (2009) and modelling results; 18 L 
column volume, 850 mL.min-1 mobile phase flow rate, lower phase as mobile phase, 0.66 stationary 
phase retention (only 0.31 left in the end of the separation), β-value 0.69-0.74; 124 CSTRs in series. 
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5.4.2.5 Effect of column length 
It is a general chromatography principle that doubling the column length increases the 
resolution by a factor of √2; Du et al. (1998) established experimentally that this is also 
applicable for CCC columns. A theoretical relationship between the column length and the 
resolution has not been reported so far. In order to test if the CSTR model conformed with 
Du et al.’s (1998) findings, a separation with two solutes (KD1=1 and KD2=2) was simulated 
on three different columns. The respective column volumes were 11 mL, 22 mL, and 44 
mL; whereas the column lengths doubled, the tubing bore was the same. This meant that 
the number of CSTRs in the series doubled, but the volume of the mixing zones did not 
change. Table 5-5 displays the solute retention times tr, the respective peak widths W, the 
simulated resolutions RS, the calculated resolutions RS
*, and the error in %. RS
* of a column 
was calculated by multiplying the resolution for the smaller column with √2. The obtained 
error was very low (average error 2.2%) and proves that the CSTR model complies with 
Du et al.’s (1998) findings. In the CSTR model peak widths were primarily determined by 
the column length and the number of column loops (and with that the number of CSTRs), 
partition ratio, and the mixing zone (i.e. CSTR) volume. The last factor was comparable to 
the bead size in solid phase chromatography, which determines the efficiency of a 
separation. Hence it can be concluded that in a CCC experiment, if the partition ratio and 
the volume of the mixing zones (CSTRs) are the same, the peak widths depend on the 
column length. 
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Table 5-5: resolutions of peaks obtained on three different lengths of instruments, RS is the resolution 
obtained using the respective number of CSTRs, RS
* is the resolution obtained using the previous 
column (half number of CSTRs) multiplied by √2. 
nCSTRs 
Column 
volume 
(mL) 
tr peak 1 
(minutes) 
tr peak 2 
(minutes) 
W peak 1 
(minutes) 
W peak 2 
(minutes) 
RS RS
*
 
Error 
(%) 
207 11 11.5 21.3 3.45 6.1 2.05 - - 
414 22 22.5 42.2 4.7 8.6 2.96 2.90 2.0% 
828 44 44.5 84 6.1 12.3 4.29 4.19 2.4% 
 
5.5 Conclusion 
In this chapter two modelling approaches were investigated for modelling CCC. From 
those, the more suitable one was used to devise a novel model that can predict the elution 
profile of a CCC column from scratch using instrument and operational parameters only. 
The model input variables were column specifications such as column length, internal 
diameter, β-value, and number of column loops as well as operational parameters such as 
the mobile phase flow rate, stationary phase retention, a solute’s partition ratio and mass, 
and the injection volume. Using the instrument specifications, the number and volume of 
CSTRs were calculated, which are specific for each column and determine its performance. 
The CSTR model was validated using experimental results produced using a wide range of 
CCC instruments, which included early proto-type columns, analytical, semi-preparative, 
and production scale instruments from various research laboratories. For the first time, it 
was possible to predict the elution profile of a CCC instrument from column dimensions 
and experimental settings, without resorting to empirical calibrations of the model. Peak 
retentions as well as resolutions were predicted accurately for all separations. The newly 
implemented model allows predicting the performance of a CCC column from its 
specifications.  
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Using the newly implemented model, elution profiles of components in a mixture can be 
predicted in three steps: 
1. Determine the partition ratio of all solutes experimentally. When measuring the 
partition ratios of solutes experimentally, the sample must be in the same concentration 
and composition as the sample injected into the CCC column. This accounts for 
concentration dependencies of a solute’s partition ratio and the partition ratio changes 
as a result of the presence of contaminants. 
2. Calculate the number of CSTRs for the CCC column. Therefore, the β-value, length 
and internal diameter of the column, and number of column loops must be known. 
3. Predict the elution of solutes in a mixture using the intended sample mass and volume, 
mobile phase flow rate, and the stationary phase retention. If the stationary phase 
retention of the solvent system in the CCC instrument is not know, it must be 
established prior to modelling the elution profile. Also, an assumption for this 
procedure is that the sample does not cause stationary phase displacement (i.e. further 
elution of stationary phase after sample injection). In order to successfully model the 
elution profile of samples that do cause further stationary phase displacement, the 
reduced stationary phase retention must be known and used in the model – as 
demonstrated in section 5.4.2.4, page 157. 
This model not only allows elution profiles to be predicted prior to carrying out a 
separation but can also help in building better performing CCC columns. Virtual 
separations can be produced when evaluating column dimensions, such as the column 
length and radius, number of loops, or β-value. This model provides valuable knowledge to 
optimise time and materials used in CCC operations, whilst contributing to establish CCC 
as a more generally applied chromatographic technique. 
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6 Final conclusions and further work 
One objective of this research project was to understand the factors affecting the 
performance of a CCC column. Therefore, column dimensions and operational parameters 
of several CCC separations were investigated and a novel CCC model was established. 
This model was validated and could quantify the column performance from column 
dimensions only. Previous model were not able to do so and relied on the availability of 
experimental data for empirical calibration of the model.  
The implemented model is based on the assumption that the sequential mixing and settling 
occurring in the course of a CCC separation can be represented using a CSTR series. It is 
hence referred to as the CSTR model. However, a CCC column is made up of a length of 
tubing wound around a holder and there are no physical chambers present. Therefore, the 
biggest challenge was to determine the number of CSTRs in the series for a given column. 
Since the CSTRs were assumed to be perfectly mixed and fully equilibrated, the number of 
CSTRs represents the number of equilibrium stages or theoretical plates in a CCC column. 
The number of CSTRs was found to be dependent on the β-value that determines the length 
of the mixing zone, column length, and number of column loops. Also, the number of 
CSTRs calculated from instrument dimension was similar to the number of theoretical 
plates calculated from a chromatogram using general chromatographic theory. This was a 
very good indication of the validity of the derived equation to calculate the number of 
CSTRs. 
It was also found that the settling did not need to be accounted for in the CSTR model. This 
was due to the high ratio of vmix:vMP, which implies that by the time a mobile phase 
segment moves forward its entire length, it will have experienced several tens to hundreds 
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of mixings and settlings. Therefore this mobile phase segment can be taken as fully 
equilibrated, and it enters the next segment without any delay. Consequently, there is no 
need to take settling zones into consideration in the model.   
After determining the number of theoretical plates in a CCC column, a solute’s elution 
profile can be predicted by instrumental and operational parameters only. However, there 
are two operational parameters that can present a challenge for the CSTR model: the 
stationary phase retention at hydrodynamic equilibrium and the partition ratio of a solute. 
The stationary phase retention of a system in a column can currently not be predicted from 
first principles. Therefore, it must be measured for a particular solvent system prior to 
using it as a parameter in the CSTR model. The solute’s partition ratio must be predicted 
experimentally. Current liquid-liquid phase equilibrium predictions, such as the COSMO-
RS approach (as reported in section 2.1.3.6, page 36) are not accurate enough to predict 
solute retentions and resolutions without resorting to laboratory experiments.     
Another objective of this research project was to improve the CCC solvent system 
selection. The objective was to facilitate quicker solvent selection approaches as well as 
implement novel solvent series. Therefore, approaches to select a suitable solvent system 
from existing solvent series and from a list of preferred solvents were suggested. First, a 
solvent system selection approach from the existing HEMWat solvent series was proposed. 
This was accomplished by combining two methodologies from literature. Then a solvent 
system selection from a list of preferred solvents was derived. It was based on the existing 
“best solvent approach” that was previously deemed as intuitive, because it required 
experience and knowledge of solutes’ and solvents’ solubility behaviour. By quantifying 
the solubility of a solute in a series of solvents, the existing approach was made more 
systematic and accessible to CCC novices. 
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The objectives of the research project were achieved successfully and it is hoped that these 
studies contributed to the body of knowledge in CCC by implementing new approaches to 
determine instrument performances as well as aiding new solvent system selection 
strategies. Hopefully, this will stimulate further development in this field to improve 
column efficiencies and establish new solvent series, which can be used as HEMWat 
alternatives. 
There are a few suggestions that can be carried out in the future to further improve the 
systems described in this thesis. These are described in the following sections. 
6.1 Further validation of the CSTR model  
The implemented CSTR model was validated using numerous experimental results from 
literature. In these validation examples, the experimental peak heights were normalised, 
because the published experimental results were presented as UV detector traces as 
opposed to concentations. In order to demonstrate a more direct comparison and to 
circumvent the normalisation step, it is worth validating the model using a test mixture 
with known compounds and known quantities. In this experiment also the partition ratios 
of the solutes in the mixture should be determined using the shake flask approach and the 
same compounds in the same concentrations as the injected sample.  
The elution of the CCC column should be collected in regular time intervals and the 
compounds in these fractions should be quantified so that a plot of the solute elution 
concentrations over time can be produced. This can be overlaid with the results from the 
CSTR model and peak heights and peak widths of simulated. This would be very 
interesting as it would be the first a priory validation of the CSTR model.  
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6.2 CSTR model & high viscosity solvent systems 
In chapter 5 it was assumed that as long as stationary phase was retained in a column, the 
number of CSTRs could be calculated using the given equation. However, this has not been 
validated for high viscosity solvent systems. Hence, it would be useful to elucidate whether 
the assumption mentioned before applies for higher viscosity solvent systems. Therefore, 
separations using a high viscosity solvent system can be modelled to validate the 
assumption.  
6.3 UNIFAC alternatives for the prediction of liquid-liquid equilibria 
In chapter 3 the accuracy of predicted ternary phase diagrams varied when UNIFAC 
models in Aspen were used. Better results could potentially be achieved using alternative 
approaches, which are suggested in this section. These should be evaluated and compared 
to the results obtained in chapter 3.  
6.3.1 Statistical Associating Fluid Theory (SAFT) 
SAFT is a physically based equation of state (EoS) that was developed in the late 1980s. 
(Jackson et al., 1988) (Chapman et al., 1990) It is based on the first order thermodynamic 
perturbation theory (TPT) of Wertheim. (Wertheim, 1984a; Wertheim, 1984b; Wertheim, 
1986a; Wertheim, 1986b) SAFT models molecules as chains formed of bonded spherical 
segments, some of which may have association sites. The SAFT equation of state can be 
represented as the Helmholtz free energy of the system as a sum of expressions to account 
for the effects of repulsion and dispersion forces as well as for association. Since SAFT 
accounts for different molecular contributions, it provides an accurate representation of 
thermodynamic properties and phase behaviour of pure compounds as well as mixtures. 
Hence, it can also make accurate phase behaviour predictions of high pressure systems. 
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While group contribution versions of SAFT exist (McCabe and Galindo, 2010), parameter 
tables are not sufficiently filled in yet, and thus SAFT is not commonly available in Aspen 
for phase equilibrium predictions. 
6.3.2 Volume Translated Peng Robinson (VTPR) 
The Peng Robinson (Peng and Robinson, 1976) and Soave-Redlich-Kwong (Soave, 1972) 
equation of states are widely used in the chemical industry. These in combination with 
group contribution methods proved to yield reliable predictions of phase equilibria over a 
wide pressure and temperature range. However, poor results were obtained for liquid 
densities and excess enthalpies hE. In order to overcome these limitations, Martin (1979) 
and Peneloux et al. (1982) proposed the volume translated Peng Robinson equation of 
state. This significantly improved the description of liquid densities of pure compounds and 
mixtures in comparison to that obtained with the previous models. Ahlers and Gmehling 
(2001) proposed a group contribution version of the equation, which has shown promise. 
Nevertheless, currently the VTPR group interaction parameter matrix is relatively small in 
comparison to the more established UNIFAC approach. 
The above alternatives to the UNIFAC method might improve the prediction of liquid- 
liquid equilibria. They can also be used to predict the density differences of upper and 
lower phases, and thus enable ruling out solvent systems unsuitable for stationary phase 
retention in a CCC column. 
6.4 Predicting potential CCC solvent systems from table using a 
scoring matrix 
Another suggestion was to generate a list of preferred solvents and the upper and lower 
phase composition of solvent combinations that give two phases. Furthermore, a table 
H. Güzlek – PhD Thesis 6 Final conclusions and further work 
Imperial College London 169 
containing the solubility parameters of individual phases can be created. Since the 
solubility behaviour of a solvent mixture is like the sum of its contributing solubility 
parameters, suitable CCC solvent systems could be predicted using the solubility parameter 
of a target compound. The solvent system solubility table can be further extended to 
contain a scoring matrix, so that five to seven different solvent systems can be obtained 
when the solubility parameter of the target compound is considered. 
Once such a scoring table is generated, it can be used repeatedly and extended further. One 
drawback of this method is that the suggested solvent systems will most like not be a 
consecutive series composed of varying ratios of the same solvent (such as the HEMWat 
series). Nevertheless, as long as the target has a suitable partition ratio in one of the 
suggested systems, a gradual selectivity is not required. 
6.5 Manipulating existing solvent systems to improve solute 
distribution 
It would be an important contribution to know how to modify existing solvent systems so 
that compounds distribute differently between the two phases. Some compounds, both 
ionisable and electrostatically neutral, such as carbohydrates, are so polar that even when 
using the most polar solvent combinations of the HEMWat system, their distribution into 
the organic phase is insufficient. The suggestion is to use three approaches, pH control, 
ion-pairing and ionic strength, to address this issue. The first two will only influence 
ionisable species and the last is expected to improve the distribution of both ionisable and 
electrostatically neutral species.  
• pH Control: Ionisable compounds are least hydrophilic in their uncharged state. The 
distribution of such species can be controlled by pH manipulation. Therefore, 
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considering the pKa of a compound, buffers can be added to the solvent system to 
regulate the compound’s charge state and thus its distribution into the less 
favourable phase. 
• Ion-pairing: Ionisable compounds such as amines, acids and phenols can be paired 
with hydrophobic counter-ions. Hence, the use of mono- and polybasic counter-ions 
should be investigated for these types of compounds.  
• Ionic strength: When distribution between aqueous and organic phases is attempted, 
polar compounds usually distribute exclusively into the aqueous phase. However, 
when salts such as sodium chloride or ammonium sulphate are added to such a 
system, distribution into the organic phase becomes much more favoured. This 
approach will allow controlling the distribution of electrostatically neutral and 
ionisable compounds. Additionally, totally miscible solvent mixtures such as 
isopropanol, acetonitrile and water can be rendered biphasic by the addition of salts. 
Thereby may also be of use in the discovery of novel solvent systems.  
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The table below shows ternary solvent combinations of preferred solvents and which one of 
those gave two liquid phases according to Aspen (UNIFAC models were chosen). 
Table 8-1: Ternary solvent combinations of preferred solvents that gave two liquid phases (x) using 
UNIFAC models in Aspen; (o) designates combinations where no phasesplitting occured 
 
1-
Pr
op
an
ol
 
Is
op
ro
py
l a
ce
ta
te
 
Pr
op
an
en
itr
ile
 
A
ce
to
ni
tr
ile
 
M
IB
K
 
A
ce
to
ne
 
A
ce
tic
 a
ci
d 
T
ol
ue
ne
 
1-
H
ep
ta
ne
 
M
T
B
E
 
THF/Water/ x x x x x x x x x o 
THF/1-Propanol/  o o o o o o o o o 
THF/Isopropyl acetate/  o o o o o o o o 
THF/ Propanenitrile/  o o o o o o o 
THF/ Acetonitrile/  o o o o x o 
THF/ MIBK/  o o o o o 
THF/ Acetone/  o o o o 
THF/ Acetic acid/  o x o 
THF/ Toluene/  o o 
THF/ 1-Heptane/  o 
MTBE/Water/ x x x x x x x x x 
MTBE/1-Propanol/  o o o o o o o o 
MTBE/Isopropyl acetate/  o o o o o o o 
MTBE/ Propanenitrile/  o o o o o o 
MTBE/ Acetonitrile/  o o o o x 
MTBE/ MIBK/  o o o o 
MTBE/Acetone/  o o o 
MTBE/Acetic acid/  o x 
MTBE/Toluene/  o 
1-Heptane/Water/ x x x x x x x x 
1-Heptane/1-Propanol/  o o x o o x o 
1-Heptane/Isopropyl acetate/  o x o o x o 
1-Heptane/ Propanenitrile/  x o o x o 
1-Heptane/ Acetonitrile/  x x x x 
1-Heptane/ MIBK/  o x o 
1-Heptane/Acetone/  x o 
1-Heptane/Acetic acid/  x 
Toluene/Water/ x x x x x x x 
Toluene/1-Propanol/  o o o o o o 
Toluene/Isopropyl acetate/  o o o o o 
Toluene/ Propanenitrile/  o o o o 
Toluene/ Acetonitrile/  o o o 
Toluene/ MIBK/  o o 
Toluene/Acetone/  o 
Toluene/Acetic acid/ 
Acetic acid/Water/ o x x x x o 
Acetic acid/1-Propanol/  o o o o o 
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Acetic acid/Isopropyl acetate/  o o o o 
Acetic acid/ Propanenitrile/  o o o 
Acetic acid/Acetonitrile/  o o 
Acetic acid/ MIBK/  o 
Acetone/Water/ o x x x x 
Acetone/1-Propanol/  o o o o 
Acetone/Isopropyl acetate/  o o o 
Acetone/ Propanenitrile/  o o 
Acetone/Acetonitrile/  o 
MIBK/Water/ x x x x 
MIBK/1-Propanol/  o o o 
MIBK/Isopropyl acetate/  o o 
MIBK/Propanenitrile/  o 
Acetonitrile/Water/ o x x 
Acetonitrile/1-Propanol/  o o 
Acetonitrile/ Isopropyl acetate/  o 
Propanenitrile/Water/ x x 
Propanenitrile/1-Propanol/  o 
Isopropylacetate/Water/ x 
 
In the following pages, ternary phase diagrams of some solvent combinations (Table 8-1) 
calculated using Aspen and UNIFAC models can be found. 
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Ternary map for THF/WATER/TOLUENE
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Ternary map for MTBE/MECN/N-HEPTAN
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Ternary map for N-HEPTAN/WATER/MIBK
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Ternary map for N-HEPTAN/WATER/TOLUENE
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Ternary map for N-HEPTAN/MECN/MIBK
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Ternary map for N-HEPTAN/MECN/ACETONE
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Ternary map for N-HEPTAN/MECN/HOAC
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Ternary map for N-HEPTAN/ACETONE/HOAC
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Ternary map for TOLUENE/WATER/IPAC
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Ternary map for TOLUENE/WATER/PRNC
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Ternary map for TOLUENE/WATER/MECN
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Ternary map for TOLUENE/WATER/MIBK
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Ternary map for TOLUENE/WATER/HOAC
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Ternary map for HOAC/WATER/IPAC
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Ternary map for HOAC/WATER/PRNC
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Ternary map for HOAC/WATER/MIBK
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Ternary map for ACETONE/WATER/IPAC
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Ternary map for ACETONE/WATER/PRNC
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Ternary map for ACETONE/WATER/MECN
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Ternary map for ACETONE/WATER/MIBK
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Ternary map for MIBK/WATER/IPAC
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Ternary map for MIBK/WATER/PRNC
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Ternary map for MIBK/WATER/MECN
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Ternary map for PRNC/WATER/IPAC
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