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論文内容の要旨
本論文は連想記憶処理方式を電子計算機に導入することを目的に システムのモデル化と解析なら
びに構成法を論じたものである。
第 1 章では，本研究の目的と本研究に関連した諸研究の現状を概説し，本研究の位置づけ，ならび
に工学上.の意義について述べている。
第 2 章では，連想形記憶の連想特性を解析するための新しい評価法を提案している。又，この評価
法を用いて代表的な分散形連想記憶のモデルであるアソシアトロン形の連想形記憶モデルの持つ連想
特性を解析している。こごで提案する評価法を用いれば，モデルに記憶する記憶情報の量，次元数，統
計的な性質ならびに入力情報の正確さなどの諸量と連想によって読出される情報の正確さとの関係を
定量的にぷすことができる。
第 3 章では，連想形記憶の性質を二つの面から明らかにしている。その一つは，連想形記憶に特定の
記憶情報を多重記憶させた場合の連想特性の解析である D 又，他の一つは，形式の異なる入力情報に
対して記憶情報との聞の平均相互情報量を考え，この平均相互情報量と連想形記憶の連想能力との関係
を考察したものである。以上の二つの面からの考察結果は，連想形記憶を実際に利用する場合に有用
である。
第 4 章では，高い連想能力を持つ新しい分散形連想記憶のモデルを提案している。このモデルは連
想を写像と見倣すことにより，連想、の際の平均誤り率を最小にするように構成したもので，第 2 章で、
明らかとなった従来の連想形記憶モデルが持つ種々の欠点を改善したモデルになっている。なお，モ
デルの構成に際してはベイズの識別規則を用いている。このモデルでは，どのような統計的性質を持
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つ記憶情報に対しでも，又，不完全な入力情報からでも高い連想読出しが可能であるということを計
算機シミュレーションにより確かめている。
第 5 章では，連続値信号に対する連想形記憶モデルの構成方法を示している。ここで示す方法は，
T.Kohonen により提案された連想形記憶モデルの構成理論を発展させたもので情報の記憶方法が非常
に容易になること，又，不完全な入力情報に対しでも情報の読出しの際の平均二乗誤差が最小となる
ことなどの利点を持つ。
第 6 章では，本研究によって得られた結果をまとめ，今後の課題について述べている。
論文の審査結果の要旨
電子計算機の機能を飛躍的に向上させ，人間のもつ知的機能に接近させるための一つの方法として，
連想記憶方式の導入が提案されてきている。しかし現在までのところ，この種の問題についての研究
は，抽象的な議論の域からは脱していない。
本論文は連想記憶処理方式を電子計算機に導入することを目的に，システムのモデル化と解析なら
び、に構成法を論じたものであって，主な成果を要約すると次の通りである。
(1 )従来提案されている連想形記憶の各モデルに対して連想記憶，および処理可能な条件を解析的
に求め， さらに各モデルの連想能力を定量的に評価する測度として・般的な読出し確率を提案す
ることにより，各モデルの持つ連想特性を明らかにしている。
(2) 学習理論ならびに情報理論の立場から連想形記憶モデルの連想特性を解析し，これらの分野か
ら見た連想形記憶の種々の性質を明らかにし，システム構成に対する多くの示唆を与えている。
(3) 離散値信号に対する連想形記憶モデルとして，読出しの際の平均誤り率を最小にする最適なモ
デルの構成方法を提案し，このモデルが従来のモデルに比べ高い連想処理能力を持つことを計算
機シミュレーションにより明らかにしている。
(4) 連続値信号に対する連想形記憶モデルとして，読出しの際の平均二乗誤差を最小にする最適な
モデルの構成方法を提案し，このモデルが，連想能力という面ばかりではなく情報の記憶方法の
容易さという面でも従来のモデルに比べ優れていることを示している。
以上のように，本論文は，連想記憶処理方式に関する詳細な解析を行い，多くの新しい知見を得て，
次世代の電子計算機のあり方に多くの示唆を与えており，情報工学の発展に寄与するところが大き\，) 0
よって本論文は博士論文として価値あるものと認める口
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