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Abstract
We investigate the theory of observers in the quantum mechanical world by using a
novel model of the human brain which incorporates the glial network into the Hopfield
model of the neural network. Our model is based on a microscopic construction of
a quantum Hamiltonian of the synaptic junctions. Using the Eguchi-Kawai large N
reduction, we show that, when the number of neurons and astrocytes is exponentially
large, the degrees of freedom of the dynamics of the neural and glial networks can be
completely removed and, consequently, that the retention time of the superposition of
the wave functions in the brain is as long as that of the microscopic quantum system
of pre-synaptics sites. Based on this model, the classical information entropy of the
neural-glial network is introduced. Using this quantity, we propose a criterion for the
brain to be a quantum mechanical observer.
∗E-mail address: konishi.eiji@s04.mbox.media.kyoto-u.ac.jp
1 Introduction
Today, in the community of quantum physicists, the standard interpretation of quantum
mechanics is based on the theory of the Copenhagen school.[1, 2, 3, 4] This states that, first,
each quantum system (in the following we just write system) is described by a complex-
valued wave function which obeys unitary time development as a solution of the Schro¨dinger
equation (causal and continuous development) and, second, in the measurement of an ob-
servable of a system, the wave function |ψ〉 of the measured system collapses in a non-unitary
time development to an eigenfunction |a〉 of the observable with the probability |〈a|ψ〉|2
(stochastic interpretation). However, the Copenhagen interpretation contains the famous
measurement problem concerning the paradoxical consequences of a complex system com-
posed of a measured quantum system and its measurement system. The time development
of the wave function due to the measurement in this system is unitary and non-unitary,
which is contradictory. This is due to an ambiguity in the borderline between the con-
cepts of measured systems and their measurement systems that involves the definition of
observers. A resolution of this problem can be seen, for example, in von Neumann’s infinite
regress of measurements, that introduces the observer as an abstract ego and assumes the
projection hypothesis such that the process of reading a datum in the regression by the
abstract ego completes the measurement process.[5, 6, 7] Nevertheless such the abstract
egos have not been part of the study of physics.
Fifteen years ago, R. Penrose and S. R. Hameroff proposed a scenario describing ob-
server systems, which in this paper are human brains, to be a clue to the resolution of this
unsatisfactory feature of the Copenhagen interpretation.[8, 9] Among their ideas, the one
relevant to our study can be summarized as follows.
i) The conscious activities of the human brains contain a non-computable and non-
algorithmic process.
ii) As far as is known, a candidate for such a process is the collapse of a superposition
of wave functions, and they adopt it.
iii) Quantum gravity effects concerning the fluctuation of time increments cause the ob-
jective reduction of wave functions.
When we generalize their statement i) to include the singular measurement property of the
observers, their description of quantum mechanics does without the concept of an abstract
ego. The measurement activity of the abstract ego, that is, the projection hypothesis,
is replaced by the quantum fluctuation of the time increment. Then, the system of the
quantum mechanical world plus quantum mechanical observers can be seen in total as an
object of study in quantum physics. A brief account of the physics part of this thesis by
Penrose[10] is given in Appendix A.
Penrose and Hameroff associated the location of the state reduction, which is recognized
as a conscious activity, with the microtubules in the brain. This is because the quantum
states of the microtubules are able to be macroscopically coherent due to the ordered forms
of the microtubules and thus have a long enough retention time of the superposition of
the wave functions (decoherence time). On the other hand, based on today’s consensus
between brain scientists, which has much experimental support, it is necessary to include
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the functional system consisting of spike activities with their threshold structure in any
model of the brain which, directly or indirectly, explains consciousness.[11] Besides this
point, the coherent assemblies of neuronal cells are also observed in neuroscience, not just
the spike activity of single cells.[12, 13] Thus, we apparently need to revise their original
model to use the fields of spike activities and the coherent activities of assemblies of neuronal
cells.
In this paper, we pursue the Penrose-Hameroff scenario of the quantum theory of ob-
servers by considering a model based mainly on the neural and glial networks rather than
microtubules. In this model we invoke the mechanism of the Eguchi-Kawai large N reduc-
tion that originated in lattice gauge theory[14]. Such a model has never been discussed in
the original literature[8, 9]. Here, the neural network is based on a microscopic construc-
tion of a quantum Hamiltonian of the synaptic junctions according to Ricciardi-Umezawa
theory, which will be reviewed in Section 2.[15, 16, 17] Throughout this paper, we refer to
the network of astrocytes, which are one of the glial cells in the human brain, as the glial
network.
The goal of this paper is to understand why this singular property of observers, that is,
quantum state reduction, occurs without any ambiguity in the definition of the observers
whose activities consist of spikes, by showing that the retention time of a superposition
of quantum states in the neural-glial system is as long as that of the pre-synaptic sites.
The borderline between measured systems and measurement systems is defined by the
classification of quantum systems according to their decoherence time.
Our main physical subject is, as will be explained in the next section, a globally coherent
quantum field theoretical ground state in the brain, which describes as classical fields a
macroscopically steady electro-magnetic field and the macroscopic electric dipole field of
water molecules (i.e., a field describing a macroscopic number of the electric dipoles that
have a coherent direction and strength) caused by ferroelectric and hydrophilic materials
such as cell membranes and the dendrites of neurons. We will show that this ground state
describes a network of Josephson currents over the whole of the brain where the coherent
regions are bridged by microtubules and other cytoskeletal structures as a superradiative
circuit through non-coherent regions.[18, 19] From this ground state, for n neurons, we
express the excitatory or inhibitory neural states, and their junctions proportional to the
expectation values of the polarization currents of the ions between post- and pre-synaptic
site junctions, which couple to neural states in the Hopfield type Hamiltonian[20, 21].
We assume a homogeneity criterion for the dynamics of the phase of the neural state
(in the neural-glial system), as will be explained in Sections 3 and 5. Due to this criterion
and the assumption of the existence of the glial modulation of the synaptic transmission,
we can model the neural-glial networks so that there exist gauge symmetries with a rank of
the order of the logarithm of n. If this rank times the time span of the function of the brain,
counted by spikes, is large (in a qualitative sense, as it is used in the original Eguchi-Kawai
large N reduction argument in elementary particle physics[14]), all of the classical degrees of
freedom (d.o.f.) are reduced. Consequently, the retention time of the superposition of wave
functions of the brain, in the sense of the Penrose thesis, is globally retained as long as the
behavior of each pre-synaptic site and the quantum coherence property is still consistent
with the global functions of the brain which consist of spike activities and the coherent
activities of large masses of neurons and glia cells[12, 13]. As will be explained in Section 2,
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the coherence property of the pre-synaptic site is related to that of the microtubules, which
can be recognized as cylindrical wave guides of the coherent photons[18, 22].
As a consequence, we can explain the physical origin of the observers that make mea-
surement processes in the quantum mechanical world description by invoking the Penrose
thesis about state reduction[10].
The structure of the rest of this paper is as follows. In Section 2, we give a review of
the quantum field theoretical model of the brain based on the works by Jibu, Pribram and
Yasue and Vitiello.[19, 23] In Section 3, based on the ground state in the brain given in
Section 2, we give a quantum field theoretical derivation of the neural network model. In
Section 4, we incorporate the glial network into the neural network based on its function of
maintaining the homeostasis of the concentrations of ions, neurotransmitters and water in
the synaptic gaps. In Section 5, we give a condition under which the Eguchi-Kawai large
N reduction works. In the final section, we discuss the quantum theoretical definition of
observers.
2 Ricciardi-Umezawa Theory: A Review
Many decades ago, L. M. Ricciardi and H. Umezawa hypothesized the existence of inter-
acting quantum field d.o.f. in the human brain and interpreted the codes of memories
as the vacuum expectation values of macroscopic coherent quantum fields, for instance,
Bose-Einstein condensate and laser under the assumption that the Hamiltonian possesses
spontaneously broken symmetries.[15, 16, 17] They made this proposal to explain efficiently
the stability and non-locality properties of memory due to these properties of the ground
state in quantum field theory. From the exhaustive study by Jibu, Pribram and Yasue[19],
which is based on the papers by Fro¨hlich and the early papers about the role of dipole wave
quanta in living matter[22, 24, 25, 26, 27], these interacting macroscopic quantum fields
are identified, in the framework of quantum electrodynamics, with the electromagnetic field
and the electric dipole fields of the ordered water molecules around the ferroelectric and
hydrophilic materials such as cell membranes and dendrites of neurons. A notable point of
their theory is that it is based on the quantum field theoretical description of macroscopic
scale (micro-meter order) objects. Such a description is possible due to the infiniteness of
the d.o.f. of the quantum fields and quantum mechanics with finite d.o.f. cannot describe
them except at the microscopic scale (less than nano-meter order).
In this section, we review the Ricciardi-Umezawa theory in order to construct the quan-
tum field theoretical ground state in the brain. We use thermal dissipative quantum d.o.f.
to describe the electric dipole fields of water molecules and of the polarizations of the intra-
cellular and extracellular ions (Na+, K+, Cl− and Ca2+) which have their ion channels in
neurons or astrocytes. To simplify the situation, our model of the brain assumes that the
kinds of dipole field are unique.
The following description is based on thermo field dynamics (TFD)[28, 29] since the
considering system is a dissipative one. The TFD formalism necessary to describe the
dissipative nature of the brain dynamics has been firstly introduced by Vitiello’s paper[23,
30], where the dissipative quantum model of brain was first formulated as an extention to
the dissipative dynamics of the Ricciardi-Umezawa model in order to cure the very small
capacity of memory of that model. In the framework of TFD, one introduces bosonic
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annihilation and creation operators for the original modes and for mirror modes which are
independent from the original modes
aκ , a
†
κ , a˜κ , a˜
†
κ , (1)
where the tilde conjugation ∼ satisfies
(A1A2)
∼ = A˜1A˜2 , (c1A1 + c2A2)∼ = c∗1A˜1 + c
∗
2A˜2 , (2a)
(A˜)∼ = A , (A†)∼ = A˜† , (2b)
for arbitrary operators A1, A2 and A and c-numbers c1 and c2. The mirror modes are
introduced in order to describe mixed states of a single quantum d.o.f. as pure states of
a double quantum d.o.f. formed from the original and its mirror. Here κ is a label for
the d.o.f. of quanta, for example, spatial momentum. These operators satisfy the bosonic
canonical commutation relations (CCR)
[aκ, a
†
λ] = δκλ = [a˜κ, a˜
†
λ] , [aκ, a˜λ] = 0 = [a
†
κ, a˜
†
λ] . (3)
In TFD,[28, 29] the thermal expectation value A¯ of any observable Aˆ is rewritten in the
form of an expectation value of it in the ground state |0(β)〉, that is, the zero energy pure
eigenstate of the free part of the Hamiltonian of the system for temperature T = 1/(kBβ)
as
A¯ = 〈0(β)|Aˆ|0(β)〉 . (4)
The time development of the ground state |0(β)〉 is given by the dissipative Schro¨dinger
equation:
ih¯
∂
∂t
|0(β)〉 = Hˆtfd|0(β)〉 , (5)
where the total Hamiltonian of the quantum system of the electromagnetic field and the
electric dipole fields of the ordered water molecules and of the polarizations of the intracel-
lular and extracellular ions in the perimembranous region of the neurons, which is tildian
(i.e., i times it is invariant under the tilde conjugation), can be split into two terms,
Hˆtfd = Hˆdq + Hˆem . (6)
As shown later, the interaction term in Hˆem spontaneously breaks the rotational symmetry
of the dipole field. We denote the creation and annihilation operators of the dipole field
and dipole wave quanta (Goldstone bosons) by σ†κ and σκ, and by χ
†
κ and χκ, respectively.
In order to rewrite the dissipative system in a clean form,[31] we define the operators
Σκ =
σκ + σ˜κ√
2
, Σ˜κ =
σκ − σ˜κ√
2
, Xκ =
χκ + χ˜κ√
2
, X˜κ =
χκ − χ˜κ√
2
, (7)
and their canonical conjugates Σ†κ and Σ˜
†
κ, and X
†
κ and X˜
†
κ. The new operators satisfy the
bosonic CCR
[Σκ,Σ
†
λ] = δκλ = [Σ˜κ, Σ˜
†
λ] , [Σκ, Σ˜λ] = 0 = [Σ
†
κ, Σ˜
†
λ] , (8a)
[Xκ,X
†
λ] = δκλ = [X˜κ, X˜
†
λ] , [Xκ, X˜λ] = 0 = [X
†
κ, X˜
†
λ] . (8b)
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The free part of the Hamiltonian of the dipole field in the perimembranous region of the
neurons is
Hˆdq =
∑
κ
h¯Ωκ(Σ
†
κΣκ − Σ˜†κΣ˜κ) , (9)
where Ωκ is the frequency of the dipole field quantum (dq).
The Hamiltonian of the electromagnetic fields in the perimembranous region of the
neurons consists of a free part and an interaction part,[19]
Hˆem = Hˆfree + Hˆint . (10)
The free part is
Hˆfree =
∑
κ
∑
p=1,2
h¯ωκ(a
†
κ,paκ,p − a˜†κ,pa˜κ,p) , (11)
where ωκ is the frequency of photons and a
†
κ,p and aκ,p are the creation and annihilation
operators of photons with polarization p. The Hamiltonian for the interaction between
radiative photons and dipole field quanta is
Hˆint =
∑
κ
∑
p=1,2
ig(s+,κA
†
κ,p − s−,κAκ,p) , (12)
where g is coupling constant and we have defined Aκ,p = aκ,pa˜κ,p and
s+ = Σ
†Σ˜† , s− = ΣΣ˜ , s3 =
1
2
(Σ†Σ+ Σ˜†Σ˜ + 1) . (13)
The operators s+, s− and s3 form an su(1, 1) algebra due to the bosonic CCR for the dipole
fields.
As a result of the interaction in Hˆint, the rotational symmetry of the dipole field is bro-
ken. Simultaneously, the electromagnetic fields also acquire non-zero vacuum expectation
values. By recognizing our system as a quantum dissipative one of the damped Goldstone
bosons, as performed in Ref.23, the Hamiltonian Hˆint can be rewritten as the one for the
dissipation of dipole wave quanta:
Hˆdis =
∑
κ
ih¯Γκ(X
†
κX˜
†
κ −XκX˜κ) , (14)
where Γκ is the damping constant of the dipole wave quantum, which is formed from the
coupling constant g and the vacuum expectation values of electromagnetic fields.[31]
The ground state |0(β)〉 satisfies Glauber’s condition for a coherent wave function that
carries an SU(1, 1) group factor:[32]
|0(β)〉 = exp(−iG(ϑ))|0(β)〉0 , G(ϑ) = −i
∑
κ
ϑκ(X
†
κX˜
†
κ −XκX˜κ) , (15)
with
Xκ|0(β)〉0 = X˜κ|0(β)〉0 = 0 . (16)
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The representations of two vacua and the CCR of the operators (X†,X, X˜†, X˜) are unitarily
inequivalent in the infinite volume limit, if and only if the sets of eigenvalues of the particle
number operators of Goldstone bosons and those of the mirror modes
NXκ = X†κXκ , NX˜κ = X˜†κX˜κ , (17)
are not equal. The shifts between unitarily inequivalent representations of CCR may be
associated with the imprinting of memory, since both processes are accompanied by the
violation of time reversal symmetry. The foliations of the wave function under such pro-
cesses can possess infinitely many distinguishable codes N . Under time development by
exp(−iHˆdist/h¯) the quantity NXκ −NX˜κ is a constant of motion since
[Hˆdq, Hˆtfd] = 0 , (18)
holds. We note that these codes N have an SU(1, 1) group factor since
NXκ = sinh2ϑκ . (19)
This mechanism was first discovered to be a natural consequence of dissipative quantum
field theory by Vitiello.[23] Due to this mechanism in the dissipative system, the capacity
of memory codes, which are defined in the sense of the Ricciardi-Umezawa proposal, is as
large as the number of varieties of trajectories of time development of the wave function,
and can be infinite.[23]
The ground state of the system, whose spatial localization is the set of normalized quan-
tum field states |Ci〉 of the quanta of the electric dipole field, photons and Goldstone bosons
in the perimembranous region of the synaptic site of the i-th neuron Ci, i = 1, 2, . . . , n, has
the structure
|0(β)〉 = φi|Ci〉 in Ci , i = 1, 2, . . . , n , (20)
for real-valued coefficients φi. The phase factor of φi|Ci〉 is absorbed into |Ci〉. (Of course,
there is an ambiguity of a factor ±1 in the phase. This factor plays a very important
role in our model, as will be explained in the next section.) This ground state |0(β)〉
stores memories as its order parameters in the spontaneous symmetry breakdown.[15, 16,
17, 23] The results in this section can be summarized by the structures of the ground
states in Eq.(20). Each quantum state |Ci〉 may be macroscopically coherent due to the
general collective behavior of the dipole field quanta of water molecules as a laser and the
spontaneous breakdown of the rotational symmetry of the ground state of quantum dipole
fields around ferroelectric and hydrophilic materials such as cell membranes and dendrites
of neurons.[19, 33] Here, we use the term quantum field state highlight the fact that we are
not talking about the classical field. The classical field is defined by the criterion
∆n
n
≪ 1 , (21)
where n is the particle number and ∆n is its quantum fluctuation.[34]
Actually, from the exhaustive study by Jibu, Pribram and Yasue of the dynamics of wa-
ter molecules in the perimembranous region of the neurons, it has been shown theoretically
that Bose-Einstein condensates of evanescent photons with high enough critical temperature
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exist. The evanescent photons are generated by absorbing the Goldstone mode into the lon-
gitudinal mode of the radiation field as in the Higgs mechanism.[19, 22] Moreover, at each
synaptic site the superconducting currents across the Josephson junction (i.e., Josephson
currents), that produces a quantum tunneling between two such macroscopically quantum
coherent regions of dendrites, whose coherence lengths are about 50 micrometers, separated
by a thin enough quantum incoherent region, are theoretically predicted.[19] Between the
pre- and postsynaptic cells is a gap about 20 nanometers wide[11], and the unit of the den-
dritic net falls within these coherence lengths. Consequently, in the brain a global tunneling
circuit exists[19] and in this sense the global nature of Eq.(20) is satisfied.[22, 35] We quote
the original arguments from their paper.
“..... As those boson condensates of evanescent photons are directly related to the macro-
scopic quantum dynamics of the radiation field, certain superconducting phenomena could
take place there. Indeed, the longitudinal mode of the radiation field plays the role of the
order parameter characterizing the macroscopic dynamics of superconducting media, be-
cause it is locked to the phase of any matter field with electric charge through the gauge
transformation.
Recall that the dendritic membrane is composed of two oppositely oriented phospholipid
molecules. Thus, not only the outer layer provide for hydrophilic extracellular processing,
but the inner layer also makes possible an ordered water medium within the dendrites (and
their spines).
Consequently, we can expect that, within the patch (or compartment) of dendrite (in-
cluding its spine) that falls within the coherence length of the ordered water, a couple of
outer and inner perimembranous regions separated by a thin layer of cell membrane form a
Josephson junction, that is, a sandwich-structured junction of two superconducting region,
weakly coupled with each through the membrane by means of quantum tunneling mechanism.
.....”
We make a few comments on the relevance of the microtubules to the Ricciardi-Umezawa
theory. In the perspective proposed by Hameroff,[36] the microtubules are thought to act like
dielectric waveguides for photons, that is, quantum dynamical modes of an electromagnetic
wave. Based on this perspective, in the paper by Jibu et al[18], the microtubules and other
cytoskeletal structures are theorized to play the roles of non-linear coherent optical devices
by a quantum mechanical ordering phenomenon termed by superradiance with characteristic
times much shorter than those of thermal interaction.[22] We quote the original consequent
arguments from the paper by Jibu et al.[18]
“..... Superradiance and self-induced transparency occuring in ordered water within the
hollow core of cylindrical microtubules behaving as waveguides will result in coherent pho-
tons. This coherence, estimated to be capable of superposition states among microtubules
spatially distributed over hundreds of micrometers, which in turn are in superposition with
other microtublues hundreds of micrometeres away in other directions and so on, could ac-
count for a coupling of microtublues dynamics over wide areas. This in turn could account
for a unity of thought and consciousness. .....”
In the final section, in order to estimate the decoherence time of the individual pre-
synaptic site, we will refer to this argument.
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In the quantum field description, the real parts of the c-number coefficients φ of the
localized wave functions in Eq.(20) correspond to the neuron states, also denoted by φ,
in the semi-classical model Eq.(36). Because of the reduction of the dynamical d.o.f. of
spikes by Eq.(53) shown later as our original argument, it is obvious that the informational
representations of spike activities in the brain depend on the quantum field states |Ci〉 as
well as the Shannon representation of the bits of spikes in the brain.[37]
3 Derivation of the Neural Network
In this section, we derive the neural network of the spike activities from the quantum field
theory of the Ricciardi-Umezawa framework.
Today, the definite formulation of spike activities is based on the Hodgkin-Huxley
model.[38] This models the cell membrane and ion-channels of a neuron by the condenser
and dynamical registers in an electric circuit. The voltage-dependent sodium (Na+) and
potassium (K+) ion channels are embedded in neuronal cell membranes and keep the equi-
librium electric potential by adjusting the ion concentrations inside and outside of the
neurons. Each voltage-dependent ion channel has probability factor for its opening. This
circuit obeys simple non-linear differential equations for the conservation of electric currents
via the electric potential and inflowing currents. This depolarization of membrane poten-
tials induced by a sodium ion current greater than a threshold value is termed a spike. After
the generation of spikes, the membrane potential repolarizes and returns to the resting state
by the inactivation of the sodium channel and the activation of the potassium channel.
The mechanism of the emission of the neurotransmitters is as follows.[11] When a spike
(i.e., a depolarization) arrives at the pre-synaptic site, the voltage-gated calcium channels
open. Then, the outer calcium ions (Ca2+) flow into the pre-synaptic site, and due to the
action of these calcium ions, a vesicle will couple to the pre-synaptic membrane. Then, the
neurotransmitters in the vesicle are emitted into the synaptic gap. The number of emitted
neurotransmitters is proportional to the concentrations of calcium ions in the pre-synaptic
site and the time span of the opening of the voltage-gated calcium channels.
The dynamics of spikes in the Hodgkin-Huxley theory essentially consists of non-linear
oscillations. This activity is compatible with the Hopfield model[20, 21] of the neural net-
work in a statistical mechanical fashion and can be encoded in its discrete variables. The
neural network models are recognized as models of learning and associative memory. Here,
associative memory indicates that the system will settle down to stable patterns of the ex-
citatory neurons (i.e., the memories in these models) which are determined by the types of
the inputs. There are various neural network models of learning with synaptic plasticity: for
example, the multilayer perceptron model and the mutually coupled model.[39] In mutually
coupled models, such as the Hopfield model, learning processes quadratically strengthen
the excitatory couplings of neurons by the synaptic plasticity for the patterns of memories
embedded in these couplings, according to the Hebbian learning rule. Unlearning processes
strengthen the inhibitory couplings by random patterns.[40, 41] In this paper, to make a
reasonable simplification of our arguments, we will not study the learning functions of the
neural network.
Since the neural network system can be regarded as a non-linear electric circuit of spikes,
the energy of this circuit is given by the summation of the products of the expectation value
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of the electric charge density of the ions mediating spikes and the post synaptic potentials
over all of the synaptic sites. However, the ground state constructed in the last section is
effective only in the perimembranous regions of the synaptic sites. So, we pay attention
to the fact that the intracellular and extracellular ions, and the water molecules in the
perimembranous regions of the synaptic sites[19], create currents that are proportional to
the post synaptic potentials in the brain. Using this clue, we make a new attempt to
construct the neural network Hamiltonian from quantum field theory.
The Hamiltonian of the neural network, which is added to Eq.(6), is given by products of
the expectation value of the electric charge of the ions mediating spikes, the electric synaptic
resistance and the operator of the polarization current in the perimembranous regions of
the synaptic sites:
Hˆnet = 1
2
∑
κ
Qh¯(n · κ)(Σ†κΣκ − Σ˜†κΣ˜κ) , (22)
where the time dependent total electric charge of the ions mediating spikes in the neural
network is denoted by Q, and n is the unit vector field of the transverse directions of the
axons at the synaptic junctions from one neuron to another. The orientation of n is given
by the sign of the electric charges of the messenger ions in the excitatory or inhibitory
synapses. In Eq.(22), we assume two simplifications. First, the density of the polarization
dipoles reflects that of the ions mediating spikes. In the present model, we simplify this
reflection to be an identity relation. Second, the expectation values of Eq.(22) reflect the
number of calcium ions (Ca2+) flowing in through the voltage-dependent calcium channels at
the pre-synaptic sites, and reflect indirectly the synaptic inputs on the other neurons via the
neurotransmitters. In the present model, we simplify these reflections to be proportionality
relations. For convenience, we select the unit of electric charge and the unit of resistance
to be those of the unit dipole and synaptic resistor.
In the neural network model, we define memories in the quantum field description by
incorporating the definition in the Hopfield model, that is, Hebb’s law on the plasticity of
the synapses, in the sense that both of them assign the role of memories to the strengths
J of neuron junctions in the Hamiltonians.[20, 21] In the quantum field description, we
replace the classical values of Jij by the time dependent expectation values of the quantum
neural network Hamiltonians Hˆj→inet
Jij = −2〈Cj→ij |Hˆj→inet |Cj→ii 〉 , (23)
on the common domains Cj→i of two neurons Ci and Cj at the synaptic junction of i-th
neuron where the expectation values of Hˆj→inet do not vanish. Since the variables |Cj→i〉 and
φi are independent of each other, Jij also is independent of φi. We note that the definition of
memories in Eq.(23) is descended from both the Hopfield theory and the Ricciardi-Umezawa
theory.
For the neural states φi in Eq.(20) and the junctions Jij between them, with i, j =
1, 2, . . . , n, the vacuum expectation value of the Hamiltonian of the neural network in
Eq.(22) has a Hopfield form:
Hhop = −1
2
〈φ, Jφ〉 , (24)
where 〈A,B〉 denotes the inner product of Ai and Bi on their index i = 1, 2, . . . , n, and
in analogy with the time development in the Hopfield model, the presence or absence of a
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spike of the i-th neuron is expressed as φi > 0 or φi < 0, respectively. Due to Eq.(20), the
n-dimensional vector φi and the wave function Eq.(20) are normalized, i.e.,∑
i
φ2i = 1 . (25)
This condition is equivalent to the normalization of the wave function |0(β)〉.
When a set of neurons S is given, the time developments of the phases ϑi[k + 1] of the
neural states φi[k+1], whose absolute value is defined by Eq.(20), are ruled to be given by
the recursion equations:
φi[k] = e
iϑi[k]φˆi[k] , ϑi[k] ∈ {0, pi} , φˆi[k] ∈ R≥0 , (26)
with
eiϑi[k+1] = sign
(
−
∑
j
Eije
iϑj [k]
)
= sign
(∑
j
Jijφj[k]
)
, (27)
due to actually φˆ > 0, where [k] with k = 1, 2, . . . , N − 1 represents the temporal steps
and φ[1] = φ and Eij is the synaptic part of the potential energy of the synaptic junction
between two neurons Ci and Cj
Eij = −1
2
φˆiφˆjJij . (28)
In Eq.(27), the corresponding threshold potential energy value to produce a spike at the
post-synaptic site of i-th neuron is given by −∑j Eij and may be time dependent. Here, we
recall that the number of emitted neurotransmitters is proportional to the concentration of
calcium ions in the pre-synaptic site. Since the calcium channel is voltage dependent (here,
we must not confuse the active membrane potential with the potential of the synaptic
current),[11] we can simplify the model so that the concentrations of calcium ions are
common between all pre-synaptic sites of a neuron without losing the physical essence of
the model. Due to Eq.(27), we can treat φ as the dynamical variables. In Eq.(26), eiϑi
expresses whether there is a spike or not by +1 or −1 respectively and φˆi describes the
semi-classical behavior of the ions mediating spikes and gives the expectation value of their
electric charge density. We define the vector of the temporal set of neural states
(ϕ[k])i = φi[k] , k = 1, 2, . . . , N , (29)
for a total number of temporal steps N . We refer to these temporal steps of the redefinitions
of the neural states as renormalizations.
In Eq.(27), the time developments consist of two parts. The first part is the quantum
mechanical unitary or non-unitary transformations of the ground state |0(β)〉 and the second
part is the non-linear threshold time development on eiϑ in the conventional model of the
neural network. The dynamical d.o.f. of our neural network model is that of temporal
transformations indexed by [k], k = 1, 2, . . . , N .
Regarding the phase factor of the neural states eiϑ, we assume the following homogeneity
criterion on the neural state dynamics.
10
Homogeneity Criterion The n distinct configurations of the sites of neuron i can be
represented by the signs of their renormalized states. Namely,
S ≃ {sign(ϕi[k])| i = 1, 2, . . . , n , k = 1, 2, . . . , N} , (30)
holds.
In the neural network (not in the neural-glial network) it may not hold exactly but only
in a weaker form. This criterion first requires that in any pair of neurons its elements
have different time developments of eiϑ. Besides this condition, this criterion requires the
periodicity condition on neural dynamics. In Section 5, this criterion will be generalized
for generalized neural states (see Eq.(39)) and its second condition will be expressed as
the integrability of the neural-glial system. Thus, by considering the glia’s physiological
functions, which will be explained in the next section, the second condition of this criterion
is natural in the neural-glial system. Throughout this paper, to simplify our arguments, we
assume that the dynamics of the system considered is constrained to satisfy this criterion
exactly by initial conditions. Practically, we assume the first condition of this criterion.
Due to this assumption, the site information of neurons is coded in an N -dimensional
vector of signs of neuron states. The total number of steps is
N = ⌊log2 n⌋ , (31)
where n = dimφ+ 1 and Gauss’ symbol is defined by
x− 1 < ⌊x⌋ ≤ x , ⌊x⌋ ∈ Z . (32)
We will revisit this criterion in Section 5 after we take into account the glial degrees of
freedom.
4 Neural-Glial Network
During the past two dacades, a revolution has occurred in the recognition of the functions
of astrocytes.[42, 43, 44, 45, 46] Our new statistical model of the neural and glial network
takes into account this new view.
The astrocytes have recognized to have mainly three functions from the physiological
view point:[46] the modulation of the synaptic transmission, the neural synchronization and
the regulation of cerebral blood flow. Between them, the one of interest here is focused on
the first function including the maintenance of the homeostasis of the concentrations of ions,
neurotransmitters and water. We explain it through the following three processes.[44, 46]
(a) As has been recently discovered, each astrocyte communicates with the others through
gap junctions via the calcium ion (Ca2+) wave produced by the calcium-induced cal-
cium release from the intracellular calcium stores of astrocytes.[47, 48, 49, 50, 51]
Consequently, the activation of a glial receptor by release of neurotransmitters (glu-
tamate) from the pre-synaptic site results in the modulation of distant synapses by
release of neurotransmitters (glutamate and ATP) from other astrocytes via the cal-
cium ion waves. This means that the modulation of synaptic junctions (see (b)) among
different synapses is done globally.
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(b) The neurotransmitters (glutamate) flowing at the synaptic sites are modulated by the
astrocytes[52, 53, 54, 55, 56, 57]. The activation of glial receptors of astrocytes by
the release of neurotransmitters (glutamate) from the pre-synaptic site, where this
release is evoked by every spike event, inputs to the intracellular concentrations In(t)
into the calcium store at a time t, and the output to the extracellular concentrations
of the neurotransmitters (glutamate) of astrocytes Out(t), that is, the activation of
the pre- and post-synaptic receptors with the regulation of the synaptic transmitter
release can be modeled to satisfy
Out(t) = C(1)In(t) , Out(t) =
M∑
k=1
C
(2)
k (t)Out(t− (k − 1)t0) , (33)
for constant C(1), time interval of spikes t0
† in the order of 1ms to 100ms[11] and time
span Mt0 of the modulation, without losing the physical essence of the model. In(t)
and Out(t) are vectors at every time, with indices corresponding to the synapses, and
C(1) and C
(2)
k (t) are matrices. These modulations maintain the homeostasis of the
concentrations of ions, neurotransmitters and water in the synaptic gaps.[58] So, there
are constraints on C
(2)
k (t).
(c) When the astrocytes bridge different synapses via their calcium ion waves and mod-
ulate them, the glial action describes the feedforward and feedback properties of the
regulation of pre-synaptic junctions. These properties are due to the cyclic activa-
tion, via the modulation by astrocytes, of more than one synaptic junction, such as
heterosynaptic depression and the potentiating of inhibitory synapses etc.[56, 57]
To define the model of the astrocytes mathematically, we consider two points. First, the
energy of the system (see Eq.(36)) always tends to decrease towards the minimum. Second,
the glia’s function of the maintenance of the homeostasis (a) and (b) and the feedback
or feedforward type of their modulations (c), denoted by G, means that the glial outputs
Out(t), which are temporally accumulated in the synaptic gaps by the temporal changes of
the neural states, are linearly averaged in a time range‡
I0 = t0 × [1,M ]N , (34)
by the linear transformation exp(G) on the correspondingM inputs via the temporal neural
state vector ϕ. We note that this linear transformation should be recognized not as the
modulation of the neural states at different times but the modulation of the glial outputs
Out(t) to the synapse accumulated in the synaptic gaps at different times. Due to (c),
these outputs reflect the future inputs by the feedback or feedforward property of the glial
modulations. (Here, based on the glia’s function of the maintenance of homeostasis (a),
that is, the globality of the astrocyte action on the synapses and (b), the glial actions G are
defined to be Lie algebra valued, with a linear basis that is related by Noether’s theorem to
the modes of their modulations as constants of motion in the modulation of the synaptic
†For the simplicity of the model, we model the time intervals between spikes to be constant.
‡This is because the glial network has no threshold structure.[42]
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junctions. Due to arguments that will be explained soon, we assume that this variable G
takes its value in the orthogonal Lie algebra o(M).) The time range I0 determines the time
span of the maintenance of homeostasis. In this paper, to simplify the case, we assume
that the time range is unique. Our modeling is more advanced than averaging by adding a
kinetic term to the Hamiltonian since the latter approach does not incorporate such a time
span. Let us assume this time range I0 is equal to the one of the periodic cycles of the
neural states in the neural-glial system (see Eq.(39)), that is,
M = N . (35)
This assumption is under the following logic. First, if the periodic cycles of the neural
states in the neural-glial system N exist, their unit time span is longer than the time span
of the maintenance of homeostasis due to the definition of the latter, M ≤ N . Second,
for the latter time span M , since such the gilal action makes the neural system tend to
be linear, approximately N ≤ M . Then, at least under this approximation for the second
logic, Eq.(35) holds.
By keeping in mind the temporal decrease of the value of the Hamiltonian, under the
two-fold structure with Eq.(24), we define the Hamiltonian written using the bilinear form
of ϕ to be
H = − 1
2N
〈〈ϕ, exp(∆)ϕ〉〉 , (36)
where 〈〈A,B〉〉 denotes the inner products of Ai[k] and Bi[k] by contracting on both i =
1, 2, . . . , n and k = 1, 2, . . . , N − 1. We have also introduced the covariant difference
∆ϕ = δϕ + Gϕ , (37)
with
δϕ[k] = ϕ[k + 1]− ϕ[k] . (38)
By analogy with the dynamics of the Ising model at zero temperature, we find from Eq.(36)
a recursion equation for the generalized neural state vector ϕˆ of the neural-glial system,
which no longer satisfies the normalization condition,
ϕˆ[1] = ϕ[1] , ϕˆ[k + 1] = exp(∆)ϕˆ[k] , k = 1, 2, . . . , N − 1 . (39)
When we normalize ϕˆ, it is interpreted as the same expression of the neural state by ϕ and
will be used to classify the non-linearities of the neural-glial system in Section 5. The glial
variable G, whose full condition is
Gkl ∈ o(N) , (40)
has indices k and l representing time values. We assume that the span I0 represents a
periodic pattern to retain the homogeneity criterion. Namely, the summation
∑
l Gklϕ[l]
over l = 1, . . . , N for a resulting index k, which is actually k′ + pN for a natural number
k′ ∈ (I0/t0) and a natural number p, means the summation of past elements over the time
range t0× [k′+(p−1)N +1, k′+pN ]Z . We note that Eqs. (24) and (36) represent different
physical systems. The latter system is larger than the former system by the number of
degrees of freedom of the astrocytes.
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The glia’s activity is originally defined in the infinite time span and irrelevantly to the
periodic time span N of the neural states at that stage of Section 3. However, due to
Eq.(35), it is related to N and the constants of motion associated to the basis of o(N) mean
that G is the unit of the periodic pattern in the o(∞) matrix.
We remark on the relation of Eq.(36) to the neural network Eq.(24). For the unitary or
non-unitary time promotion operator Uˆ of the states in Eq.(20), using the relation between
the orthogonal matrices with the sizes n and N as will be seen in Eq.(43), the replacement
δ → ∆ , (41)
in Eq.(37) is recognized as a temporal redefinition of Uˆ and eiϑ that absorbs the new degrees
of freedom of the astrocytes. We note that, due to the rule Eq.(27), this replacement reflects
the glia’s function on the modulation of synaptic transmission and exp(δ) is sufficient to
represent the coupling of neural states with the J matrix.
Owing to the homogeneity criterion Eq.(30), our model Eq.(36) has local O(N) symme-
try transformations Or, whose spatial variables are defined to be the signs of the N -vector
ϕˆ, on the index k (the renormalization steps):
ϕ→ Orϕ , G → OrGOtr − (δOr)Otr , Or ∈ O(N) , (42)
where δOr is the variation of the dependence of Or on the site of neuron by the variation of
the neuron site δϕ defined by Eq.(30). The generators of this gauge symmetry are related
to the constants of motion in the glial modulation of the synaptic junctions. Due to the
local property of the symmetry, the glial variable G is recognized as a gauge field.
This gauge symmetry of Eq.(42) in Eq.(36) means that, due to the modulation of synap-
tic junctions, the distinction between the neurons corresponding to the variable sites of the
local symmetry transformations Or by the time process labeled by the index [k] loses its
validity.
The reasons why we model the glial gauge group to be O(N) and construct the sym-
metry transformations in Eq.(42) are as follows. Due to Eq.(25), the neural states φ[k] are
O(n) vectors. Then, the O(n) global transformation O on the neural state is also a trans-
formation of the Hamiltonian in Eq.(36) for an O(N) matrix (Or)i with the local index
i = 1, 2, . . . , n, which corresponds to the site of i-th neuron, such that the O(N) vector part
(renormalization part) of the variables ϕ satisfies the identity
Oϕ = Orϕ . (43)
Eq.(43) which is explicitly written as∑
j
Oijφj =
∑
l
(Or)kli φi[l − k + 1] , i = 1, 2, . . . , n , (44)
for k = 1, 2, . . . , N has at least one solution Or except for the N = 1 case, since against
n equations there are nN(N−1)2 degrees of freedom. The solutions of Eq.(44) are distinct if
the vectors φ[k], for k = 1, 2, . . . , N , are linearly independent.
It should be noted that the idea of gauging the synaptic connection in classical and
quantum neural network models was initially proposed and investigated in three papers[59,
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60, 61]. However, we note that our context for the gauge symmetry is independent of theirs
and our approach is new in the sense of that we incorporate the glial network into our
model of the neural network based on the recently discovered roles and activities of the
astrocytes.[42, 43, 44, 45, 46]
5 Homogeneity Criterion on the Neural-Glial Network
To extend the homogeneity criterion of the neural network to the neural and glial networks,
we start with the definition of the classical information entropy of the neural and glial
networks. Here, the extension is done by the replacement of ϕ in Eq.(30) by ϕˆ in Eq.(39).
In the neural network model, the spike of the neuron has been considered as a bit of
information, and by itself we can consider a closed information structure. This is seen in the
Boltzmann machine-type neural network model[62], which is an extension of the Hopfield-
type neural network model incorporating stochastic processes. However, when we take into
consideration the glial network, it is more natural to define the information entropy using
the interaction between the neuron states φi and the glia state G. We introduce the classical
entropy of the neural and glial networks by
H(t) = −
∑
s∈I(t)
∫ ∫
dϕsdG(pt(st0) log2 pt(st0)) , (45)
where t labels the time evolution of the neural states ϕ by a certain threshold structure as
seen in the non-linear Hopfield model, t0 is the unit of time (the interval between spikes)
and s indexes the time value. In Eq.(45), we define the set I(t) of s, which is associated
with the time t, as
I(t) = Z≥0 ∩
[
0,
t
t0
]
. (46)
The time distribution of the modulation of synaptic transmission by astrocytes is given by
the probability
pt(st0) =
1
Zt
exp
(
β
1
2
〈ϕs, (exp(∆)ϕ)s〉
)
, (47)
with ∑
s∈I(t)
∫ ∫
dϕsdG(pt(st0)) = 1 . (48)
The reason why we adopt pt(st0) as the probability is that exp(β(1/2)〈φ, Jφ〉) is the prob-
ability of the time evolution of the Boltzmann machine-type neural network[62] and it is
generalized to Eq.(47) by the generalization of the synaptic junction J to the glial action
exp(∆). In Eq.(47), the normalization factor 1/Zt is the inverse of the partition function of
the neural-glial system. The renormalization index k is replaced by s in Eq.(46), and the
renormalizations are made by the time evolutions of Eq.(27).
We classify the non-linear behavior of neural-glial network using the classical information
entropy in Eq.(45). When
H(t) ∼ log2 t , (49)
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the classical system is linear or periodic (i.e., integrable); otherwise it shows chaotic behav-
ior. Simultaneously, the extended homogeneity criterion on the neural-glial network holds.
Here, we use a relation for almost all trajectories of time evolution with time variable t and
the probability pt(st0) on the sample space of the neural and glial states in Eq.(48):[63]
H(t) ≃ K(t) , (50)
where K is the algorithmic complexity of a trajectory over a time t. K is the length
of the smallest program able to reproduce the trajectory on a universal classical Turing
machine.[64, 65]
For the property of being an observer, if the system satisfies the criterion in Eq.(49),
we define an index N which takes into account the time span of the brain function being
considered:
N ≡
(
∆t
t0
)
× ⌊log2 n⌋ , (51)
and if
N ≫ 1 , (52)
the dynamical d.o.f. for the brain function, which does not appear till we observe it during
a time span ∆t, is reducible by the Eguchi-Kawai large N reduction.[14]
The statement of the Eguchi-Kawai large N reduction is that, if we assume a large
number of local symmetry generators (of course the Eguchi-Kawai large N reduction is not
valid for a global symmetry) and the existence of unbroken U(1) phase symmetries between
the gauge fields and their Hermite conjugates (in our case this latter assumption is not
necessary), then the spatial d.o.f. can be completely removed from the partition function
of the system due to the factorization properties[66] of the loop correlation functions. We
apply this statement to our model Eq.(36). We define the O(N) vector part ϕN of the
O(Nn) vector 1√
N
ϕ, which is obtained by quenching the other degrees of freedom. Then,
the functional integrals over the quenched neural state variable ϕN and the glial variable
G in the partition function are reduced, in the large N limit, to matrix integrals over the
O(N) matrix Φ and the glial O(N) matrix Γ, due to the relation tr(ϕtOϕ)=tr(Oϕϕt):
Z[β, J ] =
∫ ∫
DϕNDGe−βH[ϕN ,J,G] =
∫ ∫
dΦdΓe−βˆTrHmat[Φ,J,Γ] , (53)
where Hmat is the Hamiltonian of the reduced matrix model corresponding to Eq.(36) and
βˆ = β/N . This means that, for the variable ϕ, the number of dynamical d.o.f. is reduced
from O(nN ) to O(Nn): the sites of neurons change from being variables to being merely
indices. The other d.o.f. of the O(Nn) vector still survive. In the Eguchi-Kawai large
N reduction, the value βˆ is kept constant.[14] Here, we have used the thermal variable
Tˆ = 1/(kB βˆ). The Eguchi-Kawai large N reduction in Eq.(53) leads to the globalization of
both the quantum correlations of the operators and the quantum mechanical properties of
the neurons at their pre-synaptic sites.
6 Summary and Discussion
As explained in the Introduction, in quantum mechanics, the measurement of any observable
induces a non-unitary time development of a quantum system — the collapse of the super-
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position. As seen in von Neumann’s infinite regress of measurement processes, to describe
the concept of measurement of observables, we require an observer. Now, we can define
what an observer is. Here, we invoke Penrose’s state reduction thesis, which claims that the
non-unitary processes of measurement result from the quantum variance of the increment
of time ∆t due to quantum fluctuations caused by the effects of quantum gravity.[10] We
denote the decoherence time of the neuron’s pre-synaptic site and the brain’s spatial domain
D (not of the superradiative circuit but of the neural network) by τps and τbr, respectively.
Then, our scheme for defining an observer is simply
τbr ∼ τps 6= 0 , (54)
even though the volume of the domain D belongs to the classical limit of the wave function
of each pre-synaptic site. Eq.(54) is compatible with the functions of the neural network.
We note that Eq.(54) does not always imply that there is a macroscopic superposition of
the brain wave functions |0(β)〉.
On the basis of the scheme in Eq.(54), an observer would become just a quantum system
in which the superposition of the wave functions is maintained during a non-zero time span
as well as in the microscopic system, and in which memories are the vacuum expectation
values of order parameters of its wave function.
In the following, we briefly explain the scenario of the completion of a measurement
process by an observer, which is expected from this scheme and the idealized roles of the
neural network.
We assume an objective quantum system with a superposition of l wave functions, which
are the eigenstates of an observable Oˆ with eigenvalues Λi for i = 1, 2, . . . , l. In contrast
to an ordinary quantum system, the real human brain can recognize each eigenvalue of the
observable Λi in the informational database of neural state configurations, denoted by Φi
for i = 1, 2, . . . , l.
First, by the brain’s recognition, the information about Oˆ would be translated into the
information of the bits of spikes in the neural network. This process needs to be done
between the superposed quantum states of the objective quantum system and the observer,
since the classical informational mediation in the brain takes too long to make the collapses
of the quantum superpositions coincide. The superposition of |0(β)〉 corresponding to that
of the objective quantum system will be generated by a unitary transformation on |0(β)〉
via Eq.(26).
Second, the superposition of the wave functions of the objective quantum system would
collapse due to the quantum variance of the time increment. Simultaneously, due to the
common quantum variance of the time increment, the superposition of |0(β)〉 would collapse
within a wide enough time span τbr. (If the time span τbr were vanishingly short, the
coincidence of the collapses of the superpositions of the objective quantum system and the
observer would be a rare occurrence.) Here, we recognize that free will, constrained by the
probability law of the state reduction, works. Then, the neural state configuration, as a
coefficient of the superposition of |0(β)〉, would be chosen from Φi, i = 1, 2, . . . , l.
Consequently, within the observer’s conscious experience, the observer and the objective
quantum system would enter the same world branch. The reason why their world branches
are same is that the stochastic variable is not the wave function but the time increment δt.
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The results of the measurement processes would be recorded in the memories J . Due to its
expression in Eq.(23), J is determined by the foliation of the collapsed branches of |0(β)〉.
This scenario of the completion of measurement processes by a human brain summarizes
our studies so far on the logical level. However, to close this paper, we need to point out also
that there are unfinished issues which are beyond the scope of the present paper and can
be regarded as separate from our principal original ideas. As will be seen in what follows,
there has already been some valid and original research concerning these issues.
First, to complete this scenario for the completion of measurement processes, there
are more aspects to be considered. Such an aspect, we raise the conditions of the state
reduction of the quantum state of each pre-synaptic site, which may be the same as the
original microtubule scenario of Penrose and Hameroff[8, 9] since, as mentioned in Section
2, the role of microtubules as the wave guides of the photons in a superradiative circuit in
the brain was theorized, so, the decoherence time of the pre-synaptic site is estimated to be
equal to that of the microtubules. In the paper by Hagan et al[67], which is the response
to the criticism by Tegmark[68], the decoherence time of the microtubules is calculated
to be in the order of 10ms to 100ms due to the ordering of water around microtubule
bundles. From this result, we confirm that the quantum theory may be still relevant to
real conscious activities. Besides this aspect, numerical simulations are also required to
understand the reflections of the initial data of the neural-glial system and the coherences
of the pre-synaptic sites to the state reduction of the brain wave function according to our
model. A numerical simulation of the decoherence time of the microtubules has been done
by Hiramatsu et al.[69]
Second, besides the role of the completion of measurement processes of physical quan-
tities as explained above, there may be the high-order roles of the state reduction on intel-
lectual brain activities, which have been discussed in Penrose’s celebrated articles.[70, 71]
In this sense, our present theory of the quantum mechanical observers is primitive. How-
ever, since the purpose of the present theoretical investigation is to explain the physical
definition of observers, in the present paper we do not discuss these details. As explained
in the Introduction, the essential role is that the state reduction can be associated with the
non-computable and non-algorithmic activities of the brain.
I hope to take up some of the issues in future.
A Brief Account for the Penrose Thesis
In this appendix, we present a brief account for the Penrose thesis on the role of the effects
of quantum gravity on the state reduction.[72] In order to find the concrete form of the
statement of the Penrose thesis, for a Hamiltonian Hˆ and the wave function ψ(x, t), we
rewrite the inverse of the derivative by time t in the Schro¨dinger equation
ih¯
∂ψ(x, t)
∂t
= Hˆψ(x, t) , (55)
as an average over a normal stochastic variable δt:
〈ψ(x, t)〉 = exp
(
− it
h¯
Hˆ − σt
2h¯2
Hˆ2
)
〈ψ(x, 0)〉 , (56)
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where the average is defined by the following recursion equation
〈ψ(x, µ)〉 =
∫
dt′ exp
(
− iδt
′
h¯
Hˆ
)
f(δt′)〈ψ(x, 0)〉 . (57)
In Eq.(57) we make an average over a normal stochastic variable δt with quantum variance
σ, mean µ and distribution function f(δt′). In the text, we often refer to the second
exponential factor in Eq.(56) as the quantum variance of the time increment δt.
In quantum mechanics, a Hamiltonian Hˆ is a Hermitian operator. Thus for the eigenval-
ues {λ} of Hˆ, there exists a unique spectral family {dHˆ(λ)}, and the spectral decomposition
is
Hˆ =
∫
λdHˆ(λ) . (58)
From the elementary property of the spectral components Hˆ(λ) in Eq.(58),
Hˆ(λ1)Hˆ(λ2) = δλ1,λ2Hˆ(λ1) , (59)
it follows that,
Hˆ2 =
∫
λ2dHˆ(λ) , (60)
and the time development in Eq.(56) satisfies the properties of a contraction semigroup in
the parameter t.
The d.o.f. of collapses of the superposition of wave functions
ψ =
∑
λ
cλψ
λ , (61)
is the spectral component Hˆ(λ). In the superposition of Eq.(61), each component ψλ is
distinguished from the others by the spectral components Hˆ(λ) such that
if Hˆ(λ)ψλ1 6= 0 , then Hˆ(λ)ψλ2 = 0 , (62)
for λ1 6= λ2 and the state space V of the system. Concretely, the spectral component
Hˆ(λ) is defined by the restriction of Hˆ on the part which lies within the eigenspace Vλ for
eigenvalue λ,
Hˆ(λ) = Hˆ|Vλ , V =
⊕
λ
Vλ , (63)
which induces a non-unitary action on the wave function within the non-zero quantum
variance of the increment of time as an operator of the contraction semigroup in the time
evolution. We identify the cause of the state reduction with this non-unitary action on the
wave function.
As an easy but a very important remark, due to Eq.(56), the decoherence time tends to
zero for the macroscopic objects.
19
References
[1] P. A. M. Dirac, The Principles of Quantum Mechanics, Oxford University Press, Oxford
(1935).
[2] W. Pauli, Die allgemeine Prinzipien der Wellenmechanik, Springer-Verlag, Berlin
(1933).
[3] M. Jammer, The Philosophy of Quantum Mechanics, Wiley, New York (1974).
[4] B. d’Espagnat, Conceptual Foundations of Quantum Mechanics, Benjamin, Reading
(1976).
[5] J. von Neumann, Math. Ann. 104, 570 (1931).
[6] J. von Neumann, Mathematische Grundlagen der Quantenmechanik, Springer-Verlag,
Berlin (1932).
[7] E. Wigner, Am. J. Phys. 31, 6 (1963).
[8] S. R. Hameroff and R. Penrose, Math. Comp. Sim. 40, 453 (1996).
[9] S. R. Hameroff and R. Penrose, J. Consciousness. Studies. 3, 36 (1996).
[10] R. Penrose, Gen. Rel. Grav. 28, 581 (1996).
[11] E. R. Kandel, J. H. Schwartz and T. M. Jessell, Principles of Neural Science, 4th ed.,
pp. 178-180. McGraw-Hill, New York (2000).
[12] W. J. Freeman, How Brains Make up their Minds, Weidenfeld and Nicholson, London
(1999).
[13] W. J. Freeman, Mass Action in the Nervous System. Examination of the Neurophys-
iological Basis of Adaptive Behavior through the EEG, Academic Press, New York
(1975).
[14] T. Eguchi and H. Kawai, Phys. Rev. Lett. 48, 1063 (1982).
[15] L. M. Ricciardi and H. Umezawa, Kybernetik. 4, 44 (1967). A reprint is published in:
G. Globus, K. H. Pribram and G. Vitiello (Eds.), Brain and Being. At the Boundary
between Science, Philosophy, Language and Arts, pp. 255-266. John Benjamins Publ.
Co., Amsterdam (2004).
[16] C. I. J. M. Stuart, Y. Takahashi and H. Umezawa, J. Theor. Biol. 71, 605 (1978).
[17] C. I. J. M. Stuart, Y. Takahashi and H. Umezawa, Found. Phys. 9, 301 (1979).
[18] M. Jibu, S. Hagan, S. R. Hameroff, K. H. Pribram and K. Yasue, Biosystem. 32, 195
(1994).
[19] M. Jibu, K. H. Pribram and K. Yasue, Int. J. Mod. Phys. B 10, 1735 (1996).
20
[20] J. J. Hopfield, Proc. Nat. Acad. Sci. USA 79, 2554 (1982).
[21] J. J. Hopfield, Proc. Nat. Acad. Sci. USA 81, 3088 (1984).
[22] E. Del Giudice, S. Doglia, M. Milani and G. Vitiello, Nucl. Phys. B 275, 185 (1986).
[23] G. Vitiello, Int. J. Mod. Phys. B 9, 973 (1995), arXiv:quant-ph/9502006.
[24] H. Fro¨hlich, La Rivista del Nuovo Cim. 7, 399 (1977).
[25] H. Fro¨hlich, in: L. Marton and C. Marton (Eds.), Advances in Electronics and Electron
Physics, 53, pp. 85-152. Academic Press, New York (1980).
[26] E. Del Giudice, S. Doglia, M. Milani and G. Vitiello, Phys. Lett. A 95, 508 (1983).
[27] E. Del Giudice, S. Doglia, M. Milani and G. Vitiello, Nucl. Phys. B 251, 375 (1985).
[28] Y. Takahashi and H. Umezawa, Collective. Phenomena. 2, 55 (1975).
[29] H. Umezawa, Advanced Field Theory: Micro, Macro, and Thermal Physics, American
Institute of Physics, New York (1993).
[30] G. Vitiello, My Double Unveiled. An Introduction to the Dissipative Quantum Model
of Brain, John Benjamins Publ. Co., Amsterdam (2001).
[31] E. Celeghini, M. Rasetti and G. Vitiello, Ann. Phys. 215, 156 (1992).
[32] J. R. Klauder and E. C. Sudarshan, Fundamentals of Quantum Optics, Benjamin, New
York (1968).
[33] E. D. Giudice, G. Preparata and G. Vitiello, Phys. Rev. Lett. 61, 1085 (1988).
[34] H. Umezawa and Y. Yamanaka, Adv. Phys. 37, 531 (1988).
[35] E. Del Giudice, S. Doglia, M. Milani, C. W. Smith and G. Vitiello, Physica. Scripta.
40, 786 (1989).
[36] S. R. Hameroff, Am. J. Chin. Med. 2, 163 (1974).
[37] C. E. Shannon and W. Weaver, The Mathematical Theory of Communication, The
University of Illinois Press, Urbana (1949).
[38] A. L. Hodgkin and A. F. Huxley, J. Physi. 117, 500 (1952).
[39] For the original papers on the various Hopfield-type model, see the references in J. M.
Zurada, Introduction to artificial neural networks, West Publishing Company (1992).
[40] F. Crick and G. Mitchison, Nature. 304, 112 (1983).
[41] J. J. Hopfield, Nature. 304, 158 (1983).
[42] H. Kettenmann, B. R. Ransom, Neuroglia, 2nd ed., Oxford University Press, Oxford
(2005).
21
[43] P. G. Haydon, Nature. Rev. Neuro. 2, 844 (2001).
[44] E. A. Newman, Trends. Neurosci. 26, 536 (2003).
[45] M. V. L. Bennett, J. E. Contreras, F. F. Bukauskas and J. C. Sa´ez, Trends. Neurosci.
26, 610 (2003).
[46] A. Volterra and J. Meldolesi, Nature. Rev. Neuro. 6, 626 (2004).
[47] A. H. Cornell-Bell, S. M. Finkbeiner, M. S. Cooper and S. J. Smith, Science. 247, 470
(1990).
[48] E. A. Newman and K. R. Zahs, Science. 275, 844 (1997).
[49] A. Verkhratsky, R. K. Orkand and H. Kettenmann, Physiol. Rev. 78, 99 (1998).
[50] E. Scemes and C. Giaume, Glia. 54, 716 (2006).
[51] A. Verkhratsky, Acta. Physiol. (Oxf). 187, 357 (2006).
[52] D. Rochon, I. Rousse and R. Robitaille, J. Neurosci. 21, 3819 (2001).
[53] D. S. Auld and R. Robitaille, Neuron. 40, 389 (2003).
[54] N. J. Allen and B. A. Barres, Curr. Opin. Neurobiol. 15, 542 (2005).
[55] O. Pascual, K. B. Casper, C. Kubera, J. Zhang, R. Revilla-Sanchez, J. Y. Sul, H.
Takano, S. J. Moss, K. McCarthy and P. G. Haydon, Science. 310, 113 (2005).
[56] J. Kang, L. Jiang, S. A. Goldman and M. Nedergaard, Nature. Neurosci. 1, 683 (1998).
[57] Y. Yang et al, Proc. Nat, Acad. Sci. USA 100, 15194 (2003).
[58] M. Simard and M. Nedergaard, Neuroscience. 129, 877 (2004).
[59] T. Matsui, in: W. Janke, et al. (Eds.), Fluctuating Paths and Fields, pp. 271-280.
World Scientific, Singapore (2001), arXiv:cond-mat/0112463.
[60] M. Kemuriyama, T. Matsui and K. Sakakibara, Physica A 356, 525 (2005),
arXiv:cond-mat/0203136.
[61] Y. Fujita and T. Matsui, Proceeding of 9th ICNIP, arXiv:cond-mat/0207023.
[62] D. H. Ackley, G. E. Hinton and T. J. Sejnowski, Cogn. Sci. 9, 147 (1985).
[63] A. K. Zvonkin and L. A. Levin, Russ. Math. Survey. 25, 83 (1970).
[64] A. N. Kolmogorov, Russ. Math. Survey. 38, 29 (1983).
[65] G. J. Chaitin, Algorithmic Information Theory, Cambridge University Press,
Cmabridge (1987).
22
[66] For general planar diagram theory and the factorization property, see E. Brezin, C.
Itzykson, G. Parisi and J. B. Zuber, Commun. Math. Phys. 59, 35 (1978); O. Haan,
Phys. Lett. B 106, 207 (1981).
[67] S. Hagan, S. R. Hameroff and J. A. Tu´szynski, Phys. Rev. E 65, 061901 (2001),
arXiv:quant-ph/0005025.
[68] M. Tegmark, Phys. Rev. E 61, 4194 (2000), arXiv:quant-ph/9907009.
[69] T. Hiramatsu, T. Matsui and K. Sakakibara, Int. J. Mod. Phys. C 19, 291 (2008),
arXiv:quant-ph/0602144.
[70] R. Penrose, The Emperor’s New Mind: Concerning Computers, Minds, and The Laws
of Physics, Oxford University Press, Oxford (1989).
[71] R. Penrose, Shadows of the Mind: A Search for the Missing Science of Consciousness,
Oxford University Press, Oxford (1994).
[72] To write this presentation, I referred to K. Yasue, Ryoˆshi no Michikusa, 2nd ed., pp.
57-58. Nihon Hyoronsha, Tokyo (2009) (in Japanese).
23
