ABSTRACT Task scheduling is the key to the full utilization of heterogeneous cloud capabilities for parallel processing of big graphs. Most graph processing systems adopt single-granularity scheduling mechanisms without considering the heterogeneity of the cloud, leading to poor performance. To alleviate it by learning from the excellent directed acyclic graph (DAG)-based scheduling techniques accumulated in traditional parallel computing, we first present a streaming DAG-construction heuristic. It transforms a big graph along with graph traversal algorithms to be carried out into a DAG. We then propose a three-phase heterogeneousaware cluster-scheduling algorithm to schedule the DAG into a heterogeneous cloud for parallel processing. In the first phase, we design a parallel linear clustering algorithm to cluster the DAG into a series of linear clusters with different granularities. In the second phase, we design a heterogeneous-aware load balancing algorithm to map these clusters to different computational nodes of the cloud. In the last phase, we design a task ordering algorithm to assigns these clusters as-early-as-possible start times. The experimental results show that our scheme can generate high-quality schedules and improve the efficiency and performance of parallel processing of big graphs in the heterogeneous cloud.
I. INTRODUCTION
The size of modern graph datasets generated from various domains such as social networks, e-Commerce, the Web, and smart cities, is very big and increasing dramatically [1] . For example, as a famous social network, Facebook had over 2.32 billion vertices and 179 billion edges as of December, 2018 [2] . These big graphs have big value. Mining the value of big graphs by using graph algorithms has become an important topic. However, running algorithms with even
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simple operations over big graphs is time-consuming. A single personal computer with limited capability is incompetent for this mission. Cloud, which can provide powerful computing capability and massive storage capacity, has gradually become the mainstream solution. Task scheduling is the key to the full utilization of cloud capabilities for parallel processing of big graphs, and thus is attracting more and more researchers from both industry and academia [3] .
Task scheduling is the spatial and temporal assignment of tasks to computational nodes of parallel computing systems. In traditional parallel computing, classical scheduling theory often represents a parallel application as a DAG (Directed Acyclic Graph). Except for a few cases, scheduling a DAG to a parallel computing system to minimize the processing time, is an NP-hard problem [4] . A large number of excellent scheduling algorithms have been proposed. They can generally be divided into list-and cluster-scheduling algorithms [5] . List-scheduling ones usually sort the subtasks of a DAG according to specific priorities, then map and schedule them to different computational nodes of a parallel computing system in one pass. Representatives include HEFT [6] , CPOP [6] , MCP [7] , and ETF [8] . Cluster-scheduling ones often have multiple phases, where subtasks of a DAG are first clustered into a series of coarse-grained clusters with different granularities and schedules are developed from them. Representatives include LC [9] , DSC [10] , DCP [11] , and MD [12] . The most significant difference between these two types of scheduling algorithms is that the former target for the parallel computing system with a bounded number of computational nodes while the latter an unbounded number of nodes. Recently, many graph processing systems [13] - [17] have been proposed and deployed onto clouds. Scheduling algorithms adopted by these systems include batch scheduling [13] , incremental scheduling [14] , [15] , and priority scheduling [16] , [17] . They select the tasks corresponding to the processing of a single vertex, edge, or subgraph as the scheduling units. As two vertices, edges, or subgraphs often have the same scale, the above algorithms are named the single-granularity scheduling algorithms. They do not consider the computation and memory access behaviors of graph algorithms and the heterogeneity of the cloud. Thus, they cannot fully exploit the cloud capabilities to speed up parallel processing of big graphs, leading to poor performance.
Considering that there are many excellent DAG-based scheduling algorithms in traditional parallel computing, we learn from them and propose a cluster-scheduling algorithm for scheduling big graph traversal task in the heterogeneous cloud based on the DAG transformation. The reason why graph traversal algorithms are selected is that they are often used as the building block of more sophisticated ones. Ahead of scheduling, a big graph and a graph traversal algorithm are combined to be transformed into a DAG by our proposed streaming DAG-construction heuristic SDC (Streaming_DAG_Construction). Then the DAG are scheduled to different computational nodes of the cloud for parallel processing by the proposed three-phase heterogeneous-aware cluster-scheduling algorithm PHC. Phase one clusters the DAG into a set of clusters with different granularities. Phase two maps these clusters to nodes with the aim of general load balancing. And phase three assigns as-early-as-possible start time for each cluster. Our main contributions are as follows:
(1) We propose a novel DAG-based scheduling scheme for big graph traversal tasks. It learns from classical scheduling theory accumulated in long-term parallel computing to improve the performance and efficiency of big graph parallel processing in the heterogeneous cloud;
(2) We design a streaming DAG-construction heuristic that transforms big graphs along with graph traversal algorithms into DAGs. This transformation prepares for the following DAG-based scheduling; and (3) We present a three-phase heterogeneous-aware clusterscheduling algorithm. It clusters a DAG into clusters with appropriate granularities and schedules them by trading-off between communication overhead and parallelism to fully exploit the capabilities of the heterogeneous cloud.
The remaining of this work is organized as follows: Section 2 discusses the background and motivation; Section 3 introduces basic concepts closely related to big graph parallel processing. Section 4 presents the streaming DAG-construction algorithm. Section 5 presents our threephase scheduling algorithm. Section 6 conducts experiments to demonstrate the performance of the proposed scheme. Section 7 reviews the related work on DAG construction and scheduling algorithms. Section 8 concludes this work with future directions.
II. BACKGROUND AND MOTIVATION

A. CURRENT GRAPH PROCESSING SYSTEMS
Parallel graph processing systems can be divided into two kinds: general ones and dedicated ones. The former does not take into account special requirements of big graph processing and thus have poor performance. The most famous representative is MapReduce [18] . According to the kinds of programming models adopted, dedicated big graph processing systems can be classified into TLAV (Think Like A Vertex) [14] , [15] , [19] ones, TLAE (Think Like An Edge) [20] ones, TLAP (Think Like A Path) [21] ones, TLAC (Think Like A Component) [22] ones, TLAB (Think Like A Block) [23] ones, and TLAG (Think Like A subGraph) [17] ones. For all these systems [14] , [15] , [17] , [20] - [23] , users only need to program procedures for processing a single vertex, edge, path, component, block, or subgraph through programming interfaces provided by these systems, respectively. These procedures or tasks are then submitted to graph processing systems as the scheduling units for parallel processing. Scheduling algorithms used in these systems include batch scheduling [13] , incremental scheduling [14] , [15] , and priority scheduling [16] , [17] . The first two kinds are often adopted by synchronous graph processing systems, where graph tasks are decomposed into a series of iterations. In each iteration, these scheduling algorithms schedule all procedures or only the ones who receive messages in the last iteration. While priority scheduling algorithms are usually used in asynchronous graph processing systems with no global synchronizations. These scheduling algorithms sort procedures and schedule the one with the highest priority to run to improve the performance and efficiency of these systems.
B. MOTIVATION
The scheduling algorithms used in the above graph processing systems [14] , [15] , [17] , [20] - [23] all select the procedures programmed by users as the scheduling units and schedule them for parallel processing. However, different VOLUME 7, 2019 graph algorithms have different computation and memory access behaviors, and thus require different granularities of scheduling units. For a specific graph algorithm, some of the scheduling units may be too fine-grained such as those in TLAV [14] , [15] , [19] and TLAE [20] , while others may be too coarse-grained such as those in TLAC [22] and TLAG [17] . For fine-grained scheduling unit, the degree of parallelism is high, but the communication and scheduling overhead is huge. For coarse-grained scheduling unit, the degree of parallelism is low, but the communication and scheduling overhead is small. Also, these single-granularity scheduling algorithms cannot fully exploit cloud capabilities.
Regarding the shortcomings of task scheduling in existing graph processing systems, we cannot help but ask whether they can be solved by excellent DAG-based scheduling algorithms accumulated in long-term traditional parallel computing? If big graphs along with graph algorithms to be run can be transformed into DAGs, then the above problem is readily solved by using classical DAG-based scheduling algorithms. That is the main idea of this work.
III. BIG GRAPH PARALLEL PROCESSING ENVIROMENT A. BIG GRAPH AND GRAPH ALGORITHMS
Big graphs are large-scale datasets with complex structures. They are difficult to be processed by a single personal computer within a tolerable period of time. Big graphs may be directed or undirected, weighted or unweighted, connected or disconnected, regular or random or power-law. Without loss of generality, we assume that the big graph studied in this work is an undirected, unweighted, connected power-law graph. Often it is denoted as G = (V , E), where V = {v 1 , v 2 , . . . , v n } and E = {e ij |v i , v j ∈ V } ⊆ V × V , represent the vertex set and edge set, respectively. G i = (V i , E i ,) is a subgraph of G where V i ⊆ V and E i ⊆ E. ∀v j ∈ V , its degree and neighbors are denoted as deg (v j ) and N (v j ) = {v k |v k ∈ V ∧e jk ∈ E}, respectively. G is stored as the adjacency matrix on a huge-capacity storage device. The scale scale (G) of G is defined as the number of vertices of G, i.e., scale(G) = |E|.
Graph algorithms are essentially computer programs for solving graph theory problems such as connectivity, minimum spanning tree, single source shortest path, and graph matching. They take one or more graphs as input and modify the graph attributes and/or topologies through one or more iterations. There are various types of graph algorithms. According to the number of iterations executed, they can be divided into graph traversal ones and iterative ones; according to whether or not the distribution of active vertices is determined by the graph topology, they can be divided into topology-and data-driven ones. Without loss of generality, this work selects graph traversal algorithms as our research object because of their widespread use.
B. TRADITIONAL PARALLEL PROCESSING FLOW OF BIG GRAPHS
Big graph parallel processing is the use of multiple computational nodes of a parallel computing system to process a big graph for the purpose of speeding up of processing. The common processing flow shared among most graph processing systems are: (1) they load a big graph from a huge-capacity storage device and partition it into a series of subgraphs with approximately equal scale, which are then distributed to different nodes of the system, and (2) they employ TLAV [14] , [15] , [19] , TLAE [20] , TLAP [21] , TLAC [22] , TLAB [23] , or TLAG [17] , through which users program procedures expressing their graph algorithms. These procedures are the scheduling units for parallel processing. Take TLAV [14] as shown in Fig. 1 for example. Users of this model only need to write a procedure corresponding to the processing of a vertex to express their graph algorithms. Every procedure takes as input a vertex and its neighborhood and modifies their attributes parallelly. ∀v j ∈ V , suppose that its neighborhood is denoted as NH(v j ). Then the procedure can be abstracted as:
where Alg is the graph algorithm to be run;
function defined on V , and w l (v) denotes the state of vertex v after running Alg. For example, it denotes whether v has been visited in BFS or the current shortest distance from v to the source vertex in SSSP. h v j is often named the vertex processing task or simply task, which is the scheduling unit. For other programming models such as TLAE [20] , TLAP [21] , TLAC [22] , TLAB [23] , and TLAG [17] , procedures can also be abstracted similarly and thus omitted.
C. A NEW DAG-BASED PARALLEL PROCESSING FLOW OF BIG GRAPHS
To solve the inefficiency of single-granularity scheduling mechanisms by learning from classical DAG-based scheduling theory accumulated in traditional parallel computing, we propose a new processing flow as shown in Fig. 2 . Unlike the traditional one, it introduces a DAG transformer and a DAG-based scheduler. The transformer transforms a big graph along with a graph traversal algorithm to be run into a DAG. This transformation prepares for the following DAG-based scheduling. The scheduler, which learns from excellent traditional scheduling algorithms, first clusters the DAG into a series of clusters with different granularities, and then schedules them for parallel processing. The multi-granularity scheduling mechanism provides opportunities for the exploitation of capabilities of parallel computing systems to speed up of processing.
The DAG is the key element of the proposed processing flow. It will be introduced in the next subsection. The graph transformer and task scheduler are highlights of this work. They will be described in detail in Sections 4 and 5, respectively. Regarding the parallel computing system, we assume it to be a heterogeneous cloud ARC consist of m computational nodes connected by a high-speed network with arbitrary topology. It can be modeled as a four-tuple ARC = (P, L, S, B), where P = {p i |i = 1, 2, . . . ., m} is the set of computational nodes; L = {l uv |u, v = 1, 2, . . . ., m} is the set of communication links; S = {s i |i = 1, 2, . . . ., m} is the set of computing speeds of the nodes, and s i represents the computing speed of p i ; B = {b uv |u, v = 1, 2, . . . ., m} is the set of bandwidths of communication links, and b uv represents the bandwidth of l uv . In addition, we assume that: (1) ARC is a dedicated system only used for parallel processing of big graphs; (2) each computational node is a dedicated node and executes a task at a time and cannot be preempted; (3) a dedicated communication subsystem is responsible for internode communication, liberating the node from the communication task; and (4) intra-node communication cost between subtasks within the same node is negligible, and inter-node communication is performed concurrently and does not consider the link contention. Task) : It consists of a set of subtasks with precedence constraints and often can be modeled as a threetuple DAG = (T , O, w l , ds), where T = {t i |i = 1, 2, 3, . . . , n} is the set of subtasks; Fig.2 shows a DAG with only a single entry and exit subtasks. Actually, there may be more than one entry and exit subtasks in a DAG. It can be transformed into the DAG with only a single entry and exit subtasks by adding a virtual entry subtask, a virtual exit subtask, and necessary edges with zero weights. We all refer to the latter type of DAG unless stated otherwise in this work.
D. CONCEPT OF DAG AND PROBLEM FORMULATION
Definition 1 (DAG
Definition 2 (Granularity): ∀t i ∈ T , its granularity is defined as the ratio of its computational workload to communication workload. The granularity of a DAG task is defined as the ratio of its overall computational workload to overall communication workload.
Let grain(t i ) and grain(DAG) denote granularities of t i and a DAG, respectively, then grain(
. Whengrain(DAG)<0.1, ≥0.1 and <1, or ≥1, it is called fine-, medium-, or coarsegrained tasks, respectively [24] .
Definition 3 (Path and Critical Path):
A path is a finite alternating sequence of vertices and edges of a DAG with vertices as the beginning and ending. Suppose that a path is denoted as The schedule length sl(S) of S is defined as the difference between the maximal subtask finish time and minimal subtask start time, i.e., sl(S) = max
Here τ e (t i ) denotes the finish time of t i . As all schedules in this work start at time 0, then sl(S) = max t i ∈T (τ e (t i )) = τ e (t exit ). The problem we study in this work is to find the best schedule S * of minimal schedule length for the DAG transformed from big graph G along with graph traversal algorithm Alg to be run the heterogeneous cloud ARC. It can be formalized as: (4) indicates that a subtask cannot start to run before it receives all its dependent inputs.
IV. TRANSFORMING BIG GRAPH ALONG WITH GRAPH TRAVERSAL ALGORITHM INTO DAG
DAG transformation is a prerequisite for learning from traditional DAG-based scheduling algorithms to solve the problem of poor performance of big graph parallel processing brought by single-granularity scheduling mechanisms. In this section, we propose a streaming DAG-construction heuristic. It transforms the big graph G along with the graph traversal algorithm Alg into a DAG during the process of graph loading from a huge-capacity storage device into the heterogeneous cloud ARC.
A. MAIN IDEA
G is an undirected and unweighted graph, and a DAG is a weighted directed acyclic graph. We need to solve two problems to transform the former along with the graph algorithm Alg into the latter. One is to direct all edges in G, and the other is to weight all vertices and edges. Considering that G needs to be loaded from a huge-capacity storage device into cloud ARC before parallel processing, we propose a streaming DAG-construction heuristic. Its main idea is to transform G into a DAG in the unit of vertex during the process of graph loading in a specific order. For each vertex v j , it is transformed into a subtask t j = h v j (Alg, NH(v j )), which is then placed onto computational nodes of the cloud ARC according to some rules. The weights of t j and edges belonging to NH(v j ) are determined by Alg to be run on vertex v j . The directions of edges belonging to NH(v j ) are determined by the order in which the graph is loaded. Finally, each vertex of G is transformed into a subtask and all the subtasks on computational node p i form a subtask graph TG i . In turn, all these subtask graphs distributed on nodes of ARC form a directed and weighted task graph TG. We will demonstrate later that there are no cycles in TG and thus it is a DAG. The whole process of transformation is shown in Fig. 3 . Without loss of generality, this work assumes that the G is loaded in the order of BFS.
B. STREAMING DAG-CONSTRUCTION HEURISTIC
The key to transforming G along with Alg into a DAG is to transform a vertex v j into a subtask t j . ∀v j ∈ V , the workload of performing operations required by Alg over v j is denoted as ω, and the workload of communicating dependent data between v j and v k through edge e jk is denoted as θ . Both the above two variables can be obtained from actual instrumentation. Regarding directing edge directions, if v j is the first vertex loaded, then all edges incident to it are directed from v j to its neighbors; otherwise edges with one vertex having been loaded are directed from this vertex to v j , and the rest edges are directed from v j to its neighbors. Suppose that the incoming and outgoing edge sets of v j are denoted as
Based on the above discussion, the pseudocode of the proposed heuristic is shown in Algorithm 1.
Theorem 1: TG is a DAG. Proof: FIt is easy to see that TG is a directed and weighted graph. We only need to demonstrate that TG is acyclic. This is because (1) the graph is loaded in BFS and thus each vertex is loaded once and only once; and (2) each edge is directed from a vertex that has been placed to the one not yet.
For convenience, we denote the TG as DAG f . The subscript f indicates that TG is a fine-grained DAG, where each subtask corresponds to a procedure for processing a single vertex.
Theorem 2: The time complexity of SDC is O(n + |E|), where n denotes the number of vertices of big graph G.
Proof: During the streaming loading of big graph G, each vertex and edge is processed once and only once. Thus, the time complexity is O(n + |E|).
V. CLUSTER-SCHEDULING BIG GRAPH TRAVERSAL TASK BASED ON DAG
Scheduling is the climax of big graph parallel processing. Learning from traditional scheduling techniques in parallel computing, we in this section design a threephase heterogeneous-aware cluster-scheduling algorithm for scheduling big graph traversal tasks in the heterogeneous cloud ARC based on DAG.
Algorithm 1 (Streaming_DAG_Construction, SDC)
Input: G; v 0 ; ω, θ; and ARC; //v 0 is the first vertex to be //loaded; See others' notations in prior Sections Output:
visited(v j ) ← false; 4: Q ← {v 0 }; 5: Do until Q empty //load G in the order of BFS 6: { for all v j ∈ Q 7:
{ Q ← Q−{v j }; 8:
visited(v j ) ← true; 10: Cluster-scheduling is one of the most classical scheduling algorithms in traditional parallel computing. This type of algorithms often follow the idea that if some subtasks of a DAG are scheduled to execute on a same computational node of an ideal parallel computing system with unbounded number of nodes(UBP), they should also be scheduled to the same node of any actual parallel computing system with bounded number of nodes(BNP) [4] . Thus, the core of this type of algorithms is to find which subtasks should be grouped together. Candidates for grouping includes subtasks that depend on each other, especially those of the critical path. For BNP, cluster-scheduling algorithms usually consist of several phases: (1) clustering phase; (2) mapping phase; and (3) scheduling phase. The first phase coarsens the DAG into a coarse-grained one with the aim of reducing the overall communication workload; the second phase maps the coarsened DAG to computational nodes of BNP to maximize the degree of parallelism; the last phase allocates start time for all subtasks. Drawing on the above idea, we propose a three-phase heterogeneous-aware cluster-scheduling algorithm PHC for big graph traversal tasks in the heterogeneous cloud ARC. Its pseudocode is shown in Algorithm 2.
B. PARALLEL LINEAR CLUSTERING ALGORITHM
The DAG f transformed directly from G along with Alg is too fine-grained to be suitable for scheduling. This because that the more fine-grained a subtask is, the higher the scheduling and communication overheads are. Clustering of the DAG f into a coarse-grained one is needed to reduce the communication workload and to improve the scheduling efficiency. DAG clustering is essentially a schedule of the DAG on a UBP, wherein all subtasks on each computational node form a cluster. Let C i = {t j |t j ∈ T ∧assgt(t j ) = p i } be a cluster and C = {C 1 , C 2 , . . . , } be a clustering of DAG f = (T , O, w l ). To obtain a coarse-grained DAG, we design a parallel linear clustering algorithm PLC(Parallel_Linear_Clustering). Before presenting the main idea of our algorithm, we first give the definitions of linear and nonlinear clusterings.
Definition 6 (Linear and Nonlinear Clusterings):
Suppose that C = {C 1 , C 2 , . . . , } is a clustering of DAG f = (T , O, w l , ds) and subtasks in cluster C i are arranged in topological order with subtasks t i,s and t i,e being as the beginning and ending. ∀C i ∈ C, it is a linear cluster if and only if there is a path from t i,s to t i,e which includes all subtasks of C i and nonlinear otherwise. C is said to be a linear clustering if and only if all of its clusters are linear and nonlinear clustering otherwise.
Compared to nonlinear clustering, linear clustering can ensure that the communication workload is reduced without increasing the scheduling length [4] . Our proposed PHC learns from this property and clusters the DAG f incrementally starting from C 0 = C, of which each subtask is a linear cluster. In the following steps, it continuously searches for a critical path consisting of unchecked edges and linear clus- C i+1 ← (C i − C mgr ) ∪ C mgr ; //C mgr is the set of //clusters merged 27:
i ← i + 1; 28: } 29: return C ult = C i ; 30: } ters, which are then clustered into one cluster by zeroing weights of these unchecked edges. This process continues until all edges have been checked. To prevent the cluster from expanding endlessly, we use a threshold parameter δ to control the merging process. The pseudocode of PHC is shown in Algorithm 3.
It is easy to see that ∀C j ∈ C ult , it is a linear cluster and thus C ult is a linear clustering. Then a coarsegrained DAG DAGc DAG f = (CT, CO, w l , ds) can be constructed by treating each cluster C j as a super subtask and creating an edge co− → jk between C j and C k if ∃t u ∈ C j and
This coarse-grained DAGc is the base on which we perform scheduling in the following two phases.
C. HETEROGENEOUS-AWARE MAPPING ALGORITHM
PLC clustered the DAG f into C ult = {C 1 , C 2 , . . . , C ult } with the object of minimizing the communication workload. Often the number of clusters of C ult is much larger than that of computational nodes of the heterogeneous cloud ARC, i.e., ult m. Thus, it is necessary to map these clusters to nodes for parallel processing. As task scheduling is a trade-off between minimizing the communication workload and maximizing the degree of parallelism of task execution, the mapping phase aims to maximize the degree of parallelism. This objective is equivalent to balancing the workload across computational nodes of ARC. Considering the heterogeneity of ARC, in the mapping phase we design a mapping algorithm named HALB (Heterogeneous_Aware_Load_ Balancing) with the aim of minimizing the general load balance factor [1] . It is defined as ρ = max
is the expected workload that should be allocated to computational node p i . The main idea of PLC is to map clusters in non-increasing order of their computational workload to the most imbalanced node. Ties are broken by choosing the nodes with higher computing speed. The pseudocode of HALB is shown in Algorithm 4.
D. CLUSTER ORDERING ALGORITHM
So far, each cluster of C ult of DAG c has been uniquely mapped to one computational node of the heterogeneous cloudARC, and there is at least one cluster on a single node. The last thing we need to do is to allocate start times for these clusters distributed on nodes of ARC so as to minimize the schedule length while satisfying dependencies between clusters. This problem is NP-hard [25] . To solve it, we propose a cluster sorting algorithm CTO (Clustered_Task_Ordering) by drawing on the classical list-scheduling algorithm HEFT [6] . The main idea of CTO is to sort all these clusters in non-increasing order of computation bottom levels and allocate them as-early-as-possible start times. By computation bottom level, we mean that the weights of clusters and edges are the processing time and communication time, respectively. Suppose that two dependent clusters C j , C k ∈ C ult are assigned to computational nodes p x , p y ∈ P, respectively. Let the earliest start time of C j and the idle time of node p i ∈ P are denoted as τ est (C j ) and τ idle (p i ), respectively. Then we have: for all p i ∈ P 15:
P ord ← non_decreasing_sort(P, ρ);
16:
P alt ← deP(P ord ) //P alt is the set of the most //imbalanced nodes 17:
. (11) where parameter α uv in Eq. (7) 
VI. EVALUATION RESULTS
This section conducts a series of experiments to verify the effectiveness of our proposed DAG-based scheduling mechanism for running big graph traversal tasks in the heterogeneous cloud. First, the experimental setup including graph datasets, graph traversal algorithms, and our heterogeneous cloud is introduced. Second, four evaluation metrics are designed. Finally, experiments are carried out, and experimental results are discussed.
A. EXPERIMENTAL SETUP 1) GRAPH DATASETS
We gather three big graphs from different sources and store these graphs on our huge-capacity disk array. The first two are the Webs from the Laboratory for Web Algorithms website [26] . They are collected by using the frameworks of WebGraph [27] and LLP [28] . The last one is a big synthetic graph generated by using the R-MAT tool. See Table 1 for more details.
2) GRAPH TRAVERSAL ALGORITHMS
We select BFS and SSSP as graph traversal tasks to test the effect of our proposed DAG-based scheduling mechanisms.
(1) BFS. It takes as input big graph G and a source vertex v 0 to travel G in the bread-first order. This algorithm is a building block for many other sophisticated graph algorithms. (2) SSSP. It takes as input big graph G and a source vertex v 0 to find the shortest path between it and every other vertex. The algorithm has been widely used in navigation, location-based services, route planning, and so on.
3) HETEROGENEOUS CLOUD
Our heterogeneous cloud ARC is deployed on a cluster of hardware machines by using the Pike version of OpenStack as an Infrastructure as a Service software with bare metal provisioning enabled. By leveraging this technique, the cloud can provide high-performance computing clusters while retaining the advantages of auto-scaling and easy-tomanage of traditional cloud. The hardware machines including a T.t Desktop server, a 4-node PowerEdge 6850 server, a 4-node Transwarp TxData-4 server, and a Wuzhou S920G2 5-blade server, are connected through the Gigabit Ethernet. For convenience, these machines are numbered from 1 to 14. See Table 2 for detailed configurations. Besides, a Sun StorageTek TM 5320 NAS system with 60 TB storage capacity is connected to ARC with fiber channel cables that support the transfer rate of up to 5 Gbps. This system is used for storing big graph datasets.
4) GRAPH PROCESSING SYSTEMS
We develop a prototype system (DAG-based big graph processing, DAGP) by implementing the proposed SDC and PHC and integrating them into the advanced Apache Giraph 1.1.0 [30] . We set up a cluster on the OpenStack bare metal cloud ARC and deploy the DAGP on it to run graph traversal algorithms. For comparison, we choose native Giraph and Goffish [17] . They are the state-of-the-art vertex-centric and subgraph-centric graph processing systems, respectively. The granularities of their scheduling units are at the two opposite extremes.
B. EVALUATION METRICS
We establish an evaluation system consisting of the following four evaluation metrics to evaluate the proposed DAG-based scheduling mechanism. (1) Turnaround time τ t : it refers to the total time between the submission of big graph algorithms to heterogeneous cloud ARC for parallel processing and the return of the results to users. (2) Scheduling effectiveness θ : it equals to the ratio of the processing time spent on the execution of graph traversal tasks to the time spent in performing the effective operations, i.e., θ = (m · sl)/ C j C ult p x (C j ). (3) NSL(Normalized Schedule Length) [31] : it is equal to the ratio of the actual schedule length to the sum of the shortest possible processing time of all subtasks on the critical path, i.e., NSL = sl/ c j CP min
represents a possible lower bound of the scheduling length. The smaller the NSL is, the closer the actual schedule length is to the optimal schedule. (4) Average running time τ avg : it refers to the time consumed by the algorithm to generate an effective schedule.
C. EXPERIMENTS AND ANALYSIS
We design three experiments in this section. The first is to tune the cluster threshold parameter δ in our DAG-based cluster-scheduling algorithm; the last two are to evaluate the performance and efficiency of the proposed scheduling algorithm from different perspectives with δ being fixed to the optimal values found in the first experiment. All these experiments are conducted for five times, and the average results are presented. 
Experiment 1:
This experiment is designed to tune the clustering threshold δ to guide the proposed cluster-scheduling algorithm to generate the optimal schedule for big graph traversal tasks. The indicator is the turnaround time. We run BFS and SSSP over three different datasets with a series of typical thresholds and record the turnaround times. Experimental results are shown in Fig. 4 .
It can be seen from Fig. 4 that the optimal cluster threshold δ* is not the same for different datasets and graph algorithms. Its value is related to both the types of big graphs and the graph traversal algorithms. Generally, the less computeintensive the graph traversal algorithms are and the higher the average degree of big graphs is, the larger δ* is. This is because the granularity of the scheduling unit in this case is too fine to be suitable for scheduling. A larger δ* is needed to increase the cluster granularity by absorbing more vertices and zeroing more edges to reduce communication workload and improve scheduling efficiency. Take the dataset RMAT as an example. The value of δ * corresponding to the BFS is larger than that of the SSSP. This is because SSSP is more compute-intensive compared to the BFS. When the algorithm 
is calculated //according to Eq. (8) 14:
τ idle (p x ) ← τ e (C j ); //C j was assigned to p x 16:
Flist← Flist∪{C k }; 22: } 23: } 24: return S; 25: } is BFS, the value of δ * will increase as the average degree of big graphs increases.
Experiment 2: This experiment is designed to evaluate the performance of the proposed DAG-based cluster-scheduling algorithm in terms of the turnaround time and scheduling effectiveness. Given the optimal cluster thresholds, we run BFS and SSSP over three different datasets and record the corresponding results. For comparison, we choose the vertex-centric Giraph and the subgraph-centric Goffish. They use single-granularity scheduling mechanisms. Experimental results are shown in Fig. 5 .
It can be seen from Fig. 5 that our propose scheduling algorithm achieves the best performance in terms of both the turnaround time and the scheduling effectiveness for running BFS and SSSP graph algorithms over all three graph datasets. Moreover, the improvement for SSSP is more obvious than for BFS. For example, when running BFS and SSSP algorithms over RMAT, the turnaround time is 49.4% and 25.6% lower than that of Giraph and Goffish, respectively; the scheduling effectiveness is 41.9% and 18.7% lower than that of Giraph and Goffish. This is because both Giraph and Goffish use single-granularity scheduling mechanisms. The scheduling granularity of the former is too fine-grained while that of the latter is too coarse-grained. They both do not make a reasonable trade-off between task parallelism and communication workload. These single-granularity scheduling algorithms limit the full utilization of capabilities of the heterogeneous cloud. This argument is also supported by Figs. 5(c) and 5(d). Take the dataset RMAT for example. The performance of our proposed scheduling algorithm on metric θ is 60.5%, 28.3% and 55.8%, 24.1% lower than that of Giraph and Goffish for running BFS and SSSP, respectively. We believe that the reason why improvement for SSSP is more obvious than for BFS is that SSSP is more sensitive to the execution order of the clusters than BFS.
Experiment 3: This experiment is designed to evaluate the performance of the proposed DAG-based cluster-scheduling algorithm in terms of the NSL and average running time. For comparison, we replace the first phase of PHC with two classical clustering algorithm and denote them as LC + P2,3 and DSC + P2,3, respectively. Experimental results are shown in Fig. 6 .
From Fig. 6 , we can see that PHC proposed in this work has outstanding performance in terms of NSL and average running time compared with the other two cluster-scheduling algorithms LC + P2,3 and DSC + P2,3. For example, when running BFS and SSSP over the dataset RMAT, the NSL of the scheduling scheme generated by PHC is 17.8%, 50.9% and 19.2%, 56.3% lower than that of LC + P2,3 and DSC + P2,3, respectively. At the same time, the average running time of PHC itself is very short, which is 29.4%, 47.5% and 21.4%, 43.1% lower than that of LC + P2,3 and DSC + P2,3. We obtained a higher quality schedule at a lower cost. The high quality is achieved by tuning the cluster granularity instead of letting it expand blindly. Because a clustering with too coarse-grained clusters will reduce the degree of parallelism and thus increase the NSL. The fast speed is obtained by the parallel clustering technique. Besides, we also found that the higher the average degree of big graphs are, the larger the NSLs are. The possible reason is that the communication workload between clusters is large and cannot be ignored when mapping these clusters in the second phase.
VII. RELATED WORK A. DAG GENERATION
There are two main methods for generating a DAG from an application. One is by manual generation, which highly depends on experience. The other is by automatic generation with software tools. However, the process of both these two methods are similar: (1) determine the size of the basic block; (2) analyze data and control dependencies between blocks; (3) construct a program dependency graph; and (4) eliminate the possible loops to obtain a DAG. For example, Adve and Vernon [32] study the DAG generation for computeintensive applications in traditional parallel computing. They generate DAGs by writing scripts based on manual analysis of data and control dependencies. Data-intensive applications in grid computing are often modeled as a scientific workflow, which is essentially a DAG except that vertices are divided VOLUME 7, 2019 into data vertices and subtask vertices. The DAG is often automatically constructed by workflow management systems such as UNICORE [33] and Condor DAGMan [34] . In the cloud computing era, big data processing jobs such as those in MapReduce [18] and Dryad [35] are usually modeled by data flow graphs. These graphs automatically generated by the big data processing systems are also DAGs. To the best of our knowledge, there are no parallel graph processing systems with built-in support for DAG generation. The above DAG generation techniques give us some enlightenment on the designing of our proposed SDC.
B. DAG-BASED SCHEDULING
(1) List-scheduling. HEFT [6] first sorts all subtasks of a DAG task in non-increasing order of bl s and assign each subtask to the computational node of the parallel computing system which starts the earliest. Different from HEFT, CPOP [6] sorts subtasks in non-increasing order of the sum of their tl s and bl s. Besides, CPOP [6] adopts an insertion strategy to determine start times of subtasks. MCP [7] is similar to CPOP [6] except that subtasks are scheduled in non-decreasing order of the latest possible start time. ETF [8] prioritizes subtasks with the smallest earliest-start-time and breaks ties by choosing subtasks with higher computation bl s. (2) Cluster-scheduling. LC [9] adopts a bottom-up strategy starting with each subtask as a linear cluster. In each of the subsequent iterations, it searches for a critical path and merges all the vertices and edges on the path into a single cluster. This process terminates when all edges are checked. It often used as an initialization step for more advanced scheduling algorithms. Unlike LC [9] , DSC [10] dynamically maintains a dominant sequence which is, in essence, the critical path of the partially scheduled DAG at each step. It schedules the highest ready subtask to the computational node which allows the earliest start time. Like DSC [10] , DCP [11] assigns dynamic priorities to subtasks at each step based on the dynamic critical path. It selects suitable a computational node for the subtask with the highest priorities by using the looking ahead technique. MD [12] and DCP [11] are similar to each other except that they use different methods to identify subtasks on the critical path. They achieve better schedule performance at the cost of longer running time. The proposed PHC learns from the above scheduling algorithms and better than them. For example, phase one of PHC improves LC [9] by introducing a clustering threshold to prevent clusters from expanding infinitely and by using parallelizing technique to speed up the clustering. Phase two takes into account the heterogeneity of the cloud. Phase three borrows the idea from HEFT [6] .
C. SCHEDULING IN EXISTING PARALLEL GRAPH PROCESSING SYSTEMS
(1) Batch-scheduling. It decomposes a big graph processing task into a series of iterations. In each iteration, all vertices are executed completely concurrently in any order and then enter the next iteration. This process terminates when the maximum number of iterations is reached, or the converge condition is met. However, many graph algorithms converge asymmetrically. For example, the PageRank values of the majority of vertices do not change after only a single iteration. Rescheduling these converged vertices for running cause considerable overhead. (2) Incremental-scheduling. Unlike batch-scheduling, it schedules only active vertices in each iteration to improve the system efficiency and performance. For example, Pregel [14] implements this scheduling technique by introducing a function to deactivate vertices with no messages received in the last iteration to avoid scheduling them. (3) Priority-scheduling. It priorities subtasks to accelerate the convergence speed of graph algorithms. These single granularity scheduling algorithms do not take into the computation and memory access behaviors and the heterogeneity of the cloud, leading to poor performance. Our proposed PHC solves it by learning from DAG-based scheduling techniques.
VIII. CONCLUSIONS
Most of big graph parallel processing systems adopt singlegranularity scheduling algorithms and cannot fully utilize capabilities of the heterogeneous cloud. To solve this problem by drawing on excellent DAG-based scheduling algorithms, we first design the SDC heuristic to transform a big graph along with a graph traversal algorithm into a DAG. To schedule it for parallel processing, we propose the three-phase heterogeneous-aware cluster-scheduling algorithm PHC. Compared with the scheduling algorithms in vertex-centric and subgraph-centric big graph parallel processing systems, our proposed cluster-scheduling algorithm schedules graph traversal tasks with different granularities and thus can better utilize the capabilities of the heterogeneous cloud. The shortcoming of this work is that we only consider graph traversal algorithms. However, many graph algorithms are iterative ones. How to scheduling this type of graph algorithms for parallel processing is our future work. VOLUME 7, 2019 
