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A Unified Log-Based Relevance Feedback
Scheme for Image Retrieval
Steven C.H. Hoi, Student Member, IEEE, Michael R. Lyu, Fellow, IEEE, and Rong Jin, Member, IEEE
Abstract—Relevance feedback has emerged as a powerful tool to boost the retrieval performance in content-based image retrieval
(CBIR). In the past, most research efforts in this field have focused on designing effective algorithms for traditional relevance feedback.
Given that a CBIR system can collect and store users’ relevance feedback information in a history log, an image retrieval system
should be able to take advantage of the log data of users’ feedback to enhance its retrieval performance. In this paper, we propose a
unified framework for log-based relevance feedback that integrates the log of feedback data into the traditional relevance feedback
schemes to learn effectively the correlation between low-level image features and high-level concepts. Given the error-prone nature of
log data, we present a novel learning technique, named Soft Label Support Vector Machine, to tackle the noisy data problem.
Extensive experiments are designed and conducted to evaluate the proposed algorithms based on the COREL image data set. The
promising experimental results validate the effectiveness of our log-based relevance feedback scheme empirically.
Index Terms—Content-based image retrieval, relevance feedback, log-based relevance feedback, log data, user issues, semantic
gap, support vector machines.

1 INTRODUCTION
1.1 Image Retrieval
WITH the rapid growth of digital devices for capturingand storing multimedia data, multimedia information
retrieval has become one of the most important research
topics in recent years, amongwhich image retrieval has been
one of the key challenging problems. In the image retrieval,
content-based image retrieval (CBIR) is one of the most
important topics which has attracted a broad range of
research interests in many computer communities in the
past decade [36]. Although extensive studies have been
conducted, finding desired images from multimedia data-
bases is still a challenging and open issue. The main
challenges are due to two gaps in CBIR [36]. The first is
the sensor gap between the object of the world and the
information represented by computers. The second one is
the semantic gap between the low-level visual features and
high-level human perception and interpretation. Many early
year studies on CBIR focused primarily on feature analysis
which mainly aimed at solving the sensory gap [21], [37].
However, because of the complexity of image under-
standing and the challenge of semantic gap, it is impossible
to discriminate all images by employing some rigid simple
similarity measure on the low-level features. Although it is
feasible to bridge the semantic gap by building an image
index with textual descriptions, manual indexing on image
databases is typically time-consuming, costly and subjec-
tive, and hence difficult to be fully deployed in practical
applications. Despite the promising process recently re-
ported in image annotations [3], [22], [25], fully automatic
image annotation is still a long way off. Relevance feedback,
as an alternative and more feasible technique to mitigate the
semantic gap issue, has been intensively investigated in
recent years [33].
1.2 Relevance Feedback
Relevance feedback originated from text-based information
retrieval is a powerful technique to improve the retrieval
performance [35]. In order to approach the query targets of
an user, relevance feedback is viewed as the process of
automatically altering an existing query by incorporating
the relevance judgments that the user provide for the
previously retrieved objectives. In image retrieval, relevance
feedback will first solicit the user’s relevance judgments on
the retrieved images returned by CBIR systems. Then, it
refines retrieval results by learning the query targets from
the provided relevance information. Although relevance
feedback was originated from text retrieval, it is a little bit
surprising to see later on it attracted much more attentions
in image retrieval. In the past decade, various relevance
feedback techniques have been proposed, ranging from
heuristic methods to many sophisticated learning techni-
ques [7], [19], [44].
The early relevance feedback for image retrieval was
typically inspired by traditional relevance feedback in text
retrieval. For example, Rui et al. [33] proposed to learn on the
ranks of the positive and negative images along the feature
axis in the feature space, which is similar to the idea of
learning on “term frequency” and “inverse term frequency”
in text retrieval domain [32]. Later on, more systematic and
comprehensive schemes were suggested to formulate the
relevance feedback problem into an optimization problem.
For example, MindReader formulated the feedback task as
an optimization problem inwhich parameters are learned by
minimizing the sum of overall distances from the query
centroid to all relevant samples [20]. Rui et al. proposed a
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more rigorous approach called “Optimizing Learning” that
systematically formulates the relevance feedback as an
optimizing problem and suggested a hierarchical learning
approach rather than a flat model like the one from
MindReader.
Recently, along with the rapid development in machine
learning, a variety of machine learning techniques have
been applied to the relevance feedback problem in image
retrieval, including Bayesian learning [43], decision tree
[26], boosting techniques [40], discriminant analysis [50],
[19], dimension reduction [38], [50], ensemble learning [16],
[39], etc. Moreover, some unsupervised learning techniques,
like SOM [24] and EM algorithms [45], were also studied in
the literature. Recently, Support Vector Machines (SVMs)
[42] have been widely explored in machine learning, which
enjoy superior performance in the real-world applications
of pattern classification. A lot of research work has applied
SVMs to relevance feedback in CBIR [41], [47], [18], [15].
Previous studies have shown that SVM is one of the most
promising and successful approaches for attacking the
relevance feedback problem.
1.3 Motivation of Our Work
Given the difficulty in learning the users’ information needs
from their feedback, multiple rounds of relevance feedback
are usually required before satisfactory results are achieved.
As a result, the relevance feedback phase can be extremely
time-consuming. Moreover, the procedure of specifying the
relevance of images in relevance feedback is usually viewed
as a tedious and boring step by most users. Hence, it is
required for a CBIR system with relevance feedback to
achieve satisfactory results within as few feedback steps as
possible, preferably in only one step. Despite previous efforts
to accelerate relevance feedback using active learning
techniques [41], traditional relevance feedback techniques
are ineffective when the relevant samples are scarce in the
initial retrieval results. From a long-term learning perspec-
tive, log data of accumulated users’ relevance feedback could
be used as an important resource to aid the relevance
feedback task in CBIR. Although there have been a few
studies carried out on the exploitation of users’ log data in
document retrieval [1], [9], little research effort has been
dedicated to the relevance feedback problem in CBIR [17]. To
our best knowledge, there has been no comprehensive work
on integrating log of users’ feedback into the learning process
of relevance feedback in CBIR. Several recent studies related
to our work are either too heuristic or lacking empirical
evaluations from real-world users [14], [13], [49]. For
example, the work in [13] suggested learning a semantic
space by mining the relevance feedback log in CBIR.
However, only the positive feedback was considered; the
negative feedback examples,which canalso be informative to
users’ information needs, were ignored.
In this paper, we present a novel framework for
integrating the log data of users’ relevance feedback with
regular relevance feedback for image retrieval. In our
framework, we compute the relevance information between
query images and images in the database using both the log
data and the low-level features of images and combine them
to produce a more accurate estimation of relevance score. In
order to make the learning algorithm more robust to
erroneous log data in real-world applications, we propose
a novel support vector machine (SVM) algorithm, named
Soft Label SVM, to tackle the noisy data problem.
The rest of this paper is organized as follows: Section 2
provides an overview of our framework for the log-based
relevance feedback problem, followed by a formal defini-
tion and a unified solution for the problem. Section 3 gives a
background review of SVMs from the regularization
perspective and presents the Soft Label SVM that will be
used to solve the log-based relevance feedback problem.
Section 4 presents a log-based relevance feedback algorithm
based on the Soft Label SVM technique. Section 5 discusses
our experimental testbed and the methodology for perfor-
mance evaluation of the log-based relevance feedback
algorithm. Section 6 describes our empirical results for the
log-based relevance feedback algorithm. Section 7 addresses
the limitation of our scheme and the challenging problems
for our algorithm, as well as the possible solutions in our
future work. Section 8 concludes this work.
2 A UNIFIED LOG-BASED RELEVANCE FEEDBACK
FRAMEWORK
2.1 Overview of Our Framework
We first give an overview of our proposed framework for
log-based relevance feedback that systematically integrates
the log data of users’ relevance judgments with regular
relevance feedback for image retrieval. Fig. 1 shows the
architecture of the proposed system. First, a user launches a
query in a CBIR system for searching desired images in
databases. Then, the CBIR system computes the similarity
between the user query and the image samples in database
using the low-level image features. Images with high
similarity measure are returned to the user. Next, the user
judges the relevance of the initially returned results and
submits his or her judgements to the CBIR system. A
relevance feedback algorithm refines the initial retrieval
results based on the user’s relevance judgments, and
returns an improved set of results to the user. Typically, a
number of rounds of users’ relevance feedback are needed
to achieve satisfactory results.
Unlike traditional relevance feedback, we propose a
unified framework that combines the feedback log with the
regular relevance feedback. In Fig. 1, we see that the online
relevance feedback from users is collected and stored in a
log database. When feedback log data is unavailable, the
log-based relevance feedback algorithm behaves exactly
like a regular relevance feedback algorithm, which learns
the correlation between low-level features and users’
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Fig. 1. The architecture of our proposed system.
information needs through the feedback image examples.
When feedback log data is available, the algorithm will
learn such a correlation using both the feedback log data
and the online feedback from users. Thus, the log-based
relevance feedback scheme is able to accomplish the
retrieval goal in only a few iterations with the assistance
from the log data of users’ feedback.
2.2 Log-Based Relevance Feedback: Formulation
and Definition
Before formally describing the problem of log-based
relevance feedback, we need to systematically organize
the log data of users’ feedback. Assume a user labels
N images in each round of regular relevance feedback,
which is called a log session in this paper. Thus, each log
session contains N evaluated images that are marked as
either “relevant” or “irrelevant.” For the convenience of
representation, we construct a relevance matrix (R) that
includes the relevance judgements from all log sessions.
Fig. 2 shows an example of such a matrix. In this figure, we
see that each column of a relevance matrix represents an
image example in the image database, and each row
represents a log session from the log database. When an
image is judged as “relevant” in a log session, the
corresponding cell in matrix R is assigned to the value
þ1. Similarly, 1 is assigned when an image is judged as
“irrelevant.” For images that are not judged in a log session,
the corresponding cells in R are assigned to zero values.
Based on the above formulation, we now define the log-
based relevance feedback problem. Let us first introduce the
following notation:
. q: a user query.
. Nl: the number of labeled images for every log
session.
. Nimg: the number of image samples in the image
database.
. Nlog: the number of log sessions in the log database.
To retrieve the desired images, a user must first present a
query q, either by providing a query image or by drawing a
sketch picture. Let Z ¼ fz1; z2;    ; zNimgg denote the identity
of images in the image database. Let X ¼ ðx1;x2;    ;xNimgÞ
denote the image database, where each xi is a vector that
contains the low-level features of the image zi. Let R ¼
ðr1; r2;    ; rNlogÞT denote the log data in the log database,
where each ri contains relevance judgements in the ith log
session. Let L ¼ fðz1; y1Þ; ðz2; y2Þ; . . . ; ðzNl ; yNlÞg be the col-
lection of labeled images acquired through the online
feedback for a user. Then, the definition of a log-based
relevance feedback problem can be given as follows:
Definition 1. Log-Based Relevance Feedback. A log-based
relevance feedback problem for image retrieval is to look for a
relevance function fq that maps each image sample zi to a real
value of relevance degree within 0 and 1,
fq : Z 7! ½0; 1;
based on the feature representation of imagesX, the log data of
users’ feedback R, and the labeled images L acquired from
online feedback.
According to the above definition, both the low-level
features of the image content, i.e., X, and the log data of
users’ feedback, i.e.,R, should be included to determine the
relevance function fq. Meanwhile, to reduce the number of
iterations of online relevance feedback, a good learning
algorithm should require only a small number of labeled
image examples from the online relevance feedback, i.e., jLj.
2.3 Solution to the Problem
Given that the relevance function depends on bothR andX,
a simple strategy is to first learn a relevance function for
each of these two types of information, and then combine
them through a unified scheme. Let fRðziÞ denote a
relevance function based on the log data of users’ feedback
and fXðziÞ denote a relevance function based on the low-
level features of the image content. Both of them are
normalized to ½0; 1, respectively. Then, the overall relevance
function can be the combination of these two functions as
follows:
fqðziÞ ¼ 1
2
ðfRðziÞ þ fXðziÞÞ: ð1Þ
In the following, we will describe how to acquire the
relevance functions fRðziÞ and fXðziÞ separately.
Let us first consider the log data of users’ feedback.
When two images have similar content, we would expect
different users to express similar relevance judgements for
these two images. On the other hand, for two images with
dramatically different content, there should be no correla-
tion in their relevance judgments in log data. Hence, to
estimate the similarity between two images zi and zj, we
suggest a modified correlation function to measure their
relevance judgments in the log data, i.e.,
ci;j ¼
X
k
k;i;j  rk;i  rk;j; ð2Þ
where k;i;j is defined as follows:
k;i;j ¼ 1 if rk;i þ rk;j  0;0 if rk;i þ rk;j < 0:

ð3Þ
Note that k;i;j is engaged to remove ð1;1Þ pairs among
ðrk;i; rk;jÞ in the computation of similarity. This is because it
is difficult to judge the similarity of two images when they
both are marked as “irrelevant” to users’ information needs.
Evidently, image zi and image zj are relevant when cij is
positive, irrelevant when cij is negative. When cij is around
zero, it is usually hard to judge if one image is relevant to
the other.
Based on the above similarity function, we can develop
the relevance function based on the log data. Let Lþ denote
the set of positive (or relevant) images in L, and L denote
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Fig. 2. The relevance matrix for representing the log information of user
feedback. Each column of the matrix represents an image example in
the image database and each row of the matrix corresponds to a log
session in the log database.
the set of negative (or irrelevant) samples. For an image in
the database, we compute its overall similarities to both
positive and negative images, and the difference between
these two similarities will indicate the relevance of the
image to the user’s query. More specifically, the overall
relevance function can be formulated as follows:
fRðziÞ ¼ max
k2Lþ
ck;i
maxj ck;j
 
max
k2L
ck;i
maxj ck;j
 
: ð4Þ
Despite its simple form, our empirical studies have shown
that the above relevance function is effective in practice [17].
Remark. So far, we assume the above relevance function is
calculated on the fixed log data. Toward a long-term
learning purpose, it is important to develop an incre-
mental method to deal with the new added log session.
For the method proposed above, it is natural to provide
an incremental solution. For example, we can create a
correlation matrix CM ¼ ½ci;jNimgNimg which marks down
the correlation values between images based on the
history log data. When a new log session is added to the
log database, we can update the element in the
correlation matrix as follows:
ci;j ¼ ci;j þ k0;i;j  rk0;i  rk0;j; ð5Þ
where rk0 is the new log session, k0;i;j is defined in (3). Note
that only the element ci;j satisfying rk0;i 6¼ 0 and rk0;j 6¼ 0
will be updated.
After obtaining the relevance function on the log data,
we can use it in learning the relevance function on the low-
level image features. Learning the relevance function on the
image features is a standard relevance feedback problem in
content-based image retrieval. Dozens of suitable algo-
rithms have been proposed in the literature [19]. Among
them, support vector machine (SVM) is one of the most
effective techniques in practice. As a state-of-the-art
classification technique, SVM enjoys excellent generaliza-
tion capability which has shown superior performance in
many applications. Although it is able to function with
small numbers of training samples, the performance of
SVM will usually deteriorate significantly when the number
of training samples is too small. This is a general issue with
any discriminative classifier as pointed out in [28]. Given
that the number of labeled samples in L is small, applying
SVM directly to L may not achieve the desirable perfor-
mance. One possible solution is to boost the performance
using unlabeled samples by the Transductive SVM [23].
However, difficulties such as high training cost [23] and
unstable performance [48] prevent its application to the
relevance feedback problem.
Hence, we propose enriching training samples by
employing the relevance function based on the log data in
(4). One simple approach is to calculate the relevance scores
of image samples to the query target using (4) and augment
training examples with the image samples that have large
relevance scores. Although this approach can be straight-
forwardly handled by the standard SVM algorithm, it may
suffer from performance degradation, providing that image
samples with high relevance scores may not be relevant to
the targeted query. To deal with this noisy data problem,
we propose a novel learning algorithm, named Soft Label
Support Vector Machine. Unlike the standard SVMs in
which all the training examples are labeled as either “+1” or
“-1,” our algorithm does not require absolute confidence
about the labels of the selected training samples. In fact, the
relevance scores of images reflect the uncertainties in
determining their labels. Thus, instead of using hard binary
labels, we introduce the “soft label” for the training samples
that use the relevance scores computed from (4). By
combining the soft-labeled samples with the labeled
samples acquired from the online user feedback, we can
train a Soft Label SVM classifier. The final relevance
function on the low-level image features will be constructed
based on the decision function of the trained classifier. In
the following section, we first introduce the background of
SVM and then formulate the Soft Label SVM technique in
detail.
3 SOFT LABEL SUPPORT VECTOR MACHINES
3.1 Overview of Regularization Framework and
Support Vector Machines
Support Vector Machines (SVMs) enjoy solid theoretical
foundations and have demonstrated outstanding perfor-
mance in many empirical applications [5]. In theory, SVM
can be interpreted from the solid regularization theory
framework which has been used in many machine learning
problems [10]. In order to provide a rigorous justification of
Soft Label Support Vector Machine, we here provide a brief
overview of regularization framework and Support Vector
Machines.
In a general setting of learning from examples, we are
given a training set of l independent and identically
distributed observations
ðx1; y1Þ; ðx2; y2Þ; . . . ; ðxl; ylÞ;
where xi are vectors produced by a generator and yi are the
associated responses by a supervisor. A learning machine
estimates a set of approximated functions f to approach the
supervisor’s responses. It is an ill-posed problem to
approximate a function from sparse data, which is solved
by the regularization theory in a typical way [10]. The
classical regularization theory formulates the learning
problem as a variational problem of finding the function f
which tends to minimize the following functional:
f ¼ arg min
f2HK
1
l
Xl
i¼1
ðyi  fðxiÞÞ2 þ kfk2K; ð6Þ
where kfk2K is a norm in a Reproducing Kernel Hilbert
Space (RKHS) H defined over the positive definite function
K and  is the regularization parameter.
The classical regularization theory has been justified by
the significant work of Vapnik’s theory [42]. Based on the
framework of Vapnik’s theory, a more general regulariza-
tion framework is suggested to find the function f via the
functionals
f ¼ arg min
f2HK
1
l
Xl
i¼1
V ðxi; yi; fÞ þ kfk2K; ð7Þ
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where V ð; ; Þ is a loss function, and the penalty norm kfk2K
imposes smoothness conditions on the solution space. Based
on the above regularization framework, many well-known
algorithms, such as regularized networks, support vector
machine regression, and support vector machine classifica-
tion can be interpreted in terms of different loss functions.
Here we give three different choices of loss functions which
correspond to three state-of-the-art algorithms:
. Regularized Least Squares Networks (RLS):
V ðxi; yi; fÞ ¼ ðyi  fðxiÞÞ2; ð8Þ
. Support Vector Machine Regression (SVMR):
V ðxi; yi; fÞ ¼ ðyi  fðxiÞÞ; ð9Þ
. Support Vector Machine Classification (SVMC):
V ðxi; yi; fÞ ¼ ð1 yifðxiÞÞþ; ð10Þ
where ðÞ is the Vapniks epsilon-insensitive norm [42], ðÞþ
is the hinge loss in which ðaÞþ ¼ a if a is positive and zero
otherwise, and yi is a real number for both RLS and SVMR,
and takes þ1 or 1 for SVMC. To avoid confusion, we limit
our further discussion on classification and retrieval
problems.
The loss function in (10) is also named as the soft margin
loss function for SVM classification. But, SVM practitioners
may be familiar with another alternative formulation
involving the C parameter as follows:
OPT 1—Standard SVM (Soft Margin Nonseparable)
min
w;;b
1
2
kwk2 þ C
Xl
i¼1
i
subject to yiðw  ðxiÞ  bÞ  1 i;
i  0; i ¼ 1; 2;    ; l;
ð11Þ
where C is a regularization parameter, which is equivalent
to 12l where  is the parameter in the above regularization
framework, and ðÞ is a kernel mapping function, labels yi
are either þ1 or 1 for a regular binary classification
problem.
3.2 Soft Label Support Vector Machines
According to the regularization framework in (7), it is
critical to define an appropriate loss function that fits in
with the nature of the application. In standard SVMs for
classification applications, the given training samples are
normally assumed noise-free. When this assumption is not
satisfied, the original loss function may not be the best
choice. This motivates us to study the Soft Label Support
Vector Machines for the cases of noisy labels. To facilitate
the following discussion, we denote the regular support
vector machine for noise-free cases as “Hard Label Support
Vector Machine” (SVM), and the noise-appearing cases as
“Soft Label Support Vector Machine” (SLSVM).
Suppose we are given the training data as follows:
ðx1; s1Þ; ðx2; s2Þ; . . . ; ðxm; smÞ;
where the label si is a real number and 0 < jsij < 1.1 In the
above setting, the sign of each label si, i.e., sgnðsiÞ, indicates
the binary class label of the corresponding sample. The
magnitude of label si, i.e., jsij, represents the confidence of
the assigned label. We call these labels “soft labels” to
distinguish them from the binary labels. Our goal is to learn
a reliable SVM classification model from the data points
that are “softly” labeled.
A straightforward approach is to convert a Soft Label
learning problem into the one with hard labels. However,
this will discard the confidence information related to the
soft labels, which may significantly degrade the perfor-
mance of the classifier. In order to develop a more robust
scheme for exploiting the information of soft labels, we
propose to modify the loss function of SVMs in (10). Our
first formal definition of the Soft Label loss function is given
as follows:
V ðxi; si; yi; fÞ ¼ jsij  ð1 yifðxiÞÞþ: ð12Þ
Different from (10), the loss term is weighted by jsij, i.e., the
confidence of the assigned label. The larger the confidence
jsij is, the more important the loss term of the sample will
be. We further expand the loss function defined in (12) by
including the hard-labeled data, i.e.,
V ðxi; si; yi; fÞ ¼
CH  ð1 yifðxiÞÞþ if jsij ¼ 1;
CS  jsij  ð1 yifðxiÞÞþ if 0 < jsij < 1:
 ð13Þ
In the above definition, we assume the hard-labeled data
points correspond to the case when jsij ¼ 1. Two weight
parameters CH and CS are introduced to balance the
importance between hard-labeled data and soft-labeled
data. Usually, we set CH > CS > 0. This is based on the
intuition that the cost of misclassifying a hard-labeled
example should be significantly higher than the cost of
misclassifying a softly labeled example. By carefully
choosing the value of CS and CH , our SVM algorithm is
able to, on the one hand, fully take advantage of the soft-
labeled examples to narrow down the best location for the
decision boundary, and on the other hand, avoid being
misled by the potentially erroneous labels in the soft-
labeled data.
Now, assume fðxÞ ¼ w  ðxÞ  b. By substituting the
definition of loss function in (13) into the general frame-
work in (7), we have
min
w;b
1
2
jjwjj2 þ CH
Xl
i¼1
ð1 yiðw  ðxiÞ  bÞÞþ
þ CS
Xlþm
i¼lþ1
jsijð1 yiðw  ðxiÞ  bÞÞþ:
ð14Þ
To simplify the above problem, we introduce a slack
variable i ¼ ð1 yiðw  ðxiÞ  bÞÞþ for every labeled ex-
ample (including both hard-labeled instances and soft-
labeled instances), which leads to the following optimiza-
tion problem:
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1. If a training sample is given with si ¼ 0, it will be treated as an
unlabeled data instance which is excluded from our learning machine.
OPT 2—Soft Label Support Vector Machine
min
w;b;
1
2
kwk2 þ CH
Xl
i¼1
i þ CS
Xlþm
i¼lþ1
jsiji
subject to yiðw  ðxiÞ  bÞ  1 i;
i  0 ; i ¼ 1; . . . ; lþm;
ð15Þ
where l andm are, respectively, the number of hard-labeled
training data and the number of soft-label ones (with
jsij < 1), CH and CS are weight parameters for hard-labeled
and soft-labeled training data, respectively. For softly
labeled examples, yi ¼ sgnðsiÞ. Note that when all jsij ¼ 0,
the above optimization problem is reduced to a standard
SVM in OPT 1.
The solution to the above optimization problems can be
found by introducing the Lagrange functional technique,
similar to the method of solving standard SVMs [42]. Here,
we simply state the final result:
max

Xlþm
i¼1
i  1
2
Xlþm
i;j¼1
ijyiyjðxiÞ  ðxjÞ
subject to
Xlþm
i¼1
iyi ¼ 0
0  i  CH; i ¼ 1; 2; . . . ; l;
0  i  jsijCS; i ¼ lþ 1; lþ 2; . . . ; lþm:
ð16Þ
More details are referred to the appendix. Notice that the
upper bounds of the weights i for softly labeled examples
are proportional to the confidence of their class labels. As a
result, the misclassification cost is directly proportional to
the confidence of labeling examples. Apparently, this is
consistent with our common intuition. Similar to standard
SVMs, the optimization problem in (16) is a typical
quadratic programming problem that can be solved
effectively by available techniques [29].
4 LOG-BASED RELEVANCE FEEDBACK USING SOFT
LABEL SVM
In Section 2, we provide a unified framework for develop-
ing a log-based relevance feedback algorithm in general.
The key idea is to first identify a relevance function based
on the log data of users’ feedback, i.e., fRðxÞ. Then, the log-
based relevance function is used to aid the learning task of
the relevance function based on the low-level image
features, i.e., fXðxÞ. Finally, these two relevance functions
are combined together to rank all the images. Given the
erroneous log data, applying traditional techniques to the
log-based relevance feedback may be problematic on
account of the noise in the data.
To develop an effective log-based relevance feedback
algorithm, a modified SVM technique, i.e., the Soft Label
SVM, was proposed in the preceding section to attack the
noise problem. In contrast to standard SVMs, the Soft Label
SVMs incorporates the label confidence into the learning
task. In this section, we develop a practical algorithm for
log-based relevance feedback using Soft Label SVM, which
we refer to as LRF-SLSVM. It can be summarized in four
steps as follows:
1. Calculate relevance scores fRðzÞ for all image samples.
The relevance scores are computed using (4) to
evaluate the initial relevances of images in the
database based on the log data. Despite its simple
form, (4) is empirically effective.
2. Choose training samples with Soft Labels based on their
relevance scores. Image samples with large relevance
scores obtained in Step 1 will be chosen as pseudo-
training samples and their relevance scores are
normalized to serve as the “soft label” for Soft Label
SVM.
3. Train a Soft Label SVM classifier on the selected training
samples with Soft Labels, i.e., fSLSVMðzÞ. Given the
labeled samples acquired from online feedback and
the softly labeled examples acquired in Step 2, a Soft
Label SVM classifier is trained according to OPT 2 in
(15).
4. Rank images based on the combination of the two relevance
functions fRðzÞ and fSLSVMðzÞ. The two relevance
functions fRðzÞ and fSLSVMðzÞ will first be normal-
ized and then combined together to form the overall
relevance function, i.e., fqðzÞ ¼ fRðzÞ þ fSLSVMðzÞ.
Fig. 3 provides the pseudocode of the algorithm of log-
based relevance feedback by Soft Label SVM, in which the
relevance function fRðzÞ is represented by ðRpðzÞ RnðzÞÞ.
Implementation details of the proposed algorithm will be
discussed in the following experimental section.
5 EXPERIMENTAL METHODOLOGY
5.1 Overview of Experimental Testbeds
The experimental testbeds and settings are critical to
evaluating the performance of log-based relevance feedback
algorithms. So far, there is not a benchmark data set
available for the log-based relevance feedback problem.
Thus, we must design a set of objective and practical
experimental testbeds which not only accurately evaluate
our algorithms but also adequately facilitate real-word
applications.
Aswe have known, empirical evaluation of a CBIR system
by humans may be somewhat subjective. Hence, it is
necessary to develop an automatic mechanism to evaluate
the retrieval performance of CBIR. However, several pre-
vious studies on log-based relevance feedback simply
generate user data through simulations, which may not
reflect the true challenges of real-world applications. To
address this problem, in our experiment, a testbed is carefully
built to allow for the objective evaluation of content-based
image retrieval, while maintaining close analogy to real-
world applications. In particular, our testbeds include three
components: imagedata sets, low-level image representation,
and the collection of users’ log data.
5.2 Image Data Sets
To perform empirical evaluation of our proposed algo-
rithm, we choose the real-world images from the COREL
image CDs. There are two sets of data used in our
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experiments: 20-Category (20-Cat) that contains images
from 20 different categories and 50-Category (50-Cat) that
includes images from 50 categories. Each category in the
data sets consists of exactly 100 images that are randomly
selected from relevant examples in the COREL image CDs.
Every category represents a different semantic topic, such
as antique, antelope, aviation, balloon, botany, butterfly, car, cat,
dog, firework, horse, and lizard, etc.
The motivation for selecting images in semantic cate-
gories is twofold. First, it allows us to evaluate whether the
proposed approach is able to retrieve the images that are
not only visually relevant but also semantically similar.
Second, it allows us to evaluate the retrieval performance
automatically, which will significantly reduce the subjective
errors relative to manual evaluations.
5.3 Low-Level Image Representation
Image representation is an important step in the evaluation
of relevance feedback algorithms in CBIR. Three different
sets of features are chosen in our experiments to represent
the images: color, edge, and texture.
Color features are widely adopted in CBIR for their
simplicity. The color feature extracted in our experiments is
the color moment. It is close to natural human perception,
whose effectiveness in CBIR has been shown in many
previous research studies. Three different color moments
are used: color mean, color variance, and color skewness in
each color channel (H, S, and V), respectively. Thus, a nine-
dimensional color moment is adopted as the color feature.
Edge features can be very effective in CBIR when the
contour lines of images are evident. The edge feature used
in our experiments is the edge direction histogram [21]. To
acquire the edge direction histogram, an image is first
translated to a gray image, and a Canny edge detector is
applied to obtain its edge image. Based on the edge images,
the edge direction histogram can then be computed. Each
edge direction histogram is quantized into 18 bins of
20 degrees each. Hence, an 18-dimensional edge direction
histogram is employed to represent the edge feature.
Texture features are proven to be an important cue for
image retrieval. In our experiments, we employ the
wavelet-based texture technique [27], [37]. A color image
is first transformed to a gray image. Then, the Discrete
Wavelet Transformation (DWT) is performed on the gray
image using a Daubechies-4 wavelet filter [37]. Each
wavelet decomposition on a gray 2D-image results in four
subimages with a 0:5  0:5 scaled-down image of the input
image and the wavelets in three orientations: horizontal,
vertical, and diagonal. The scaled-down image is then fed
into the DWT to produce the next four subimages. In total,
we perform a three-level decomposition and obtain 10 sub-
images in different scales and orientations. One of the
10 subimages is a subsampled average image of the original
image and, thus, is discarded. For the other nine subimages,
we compute the entropy of each subimage separately.
Hence, a wavelet-based texture feature of nine dimensions
in total is computed to describe the texture information of
each image.
In sum, a 36-dimensional feature vector is used to
represent an image, including nine-dimensional color
histogram, 18-dimensional edge direction histogram, and
nine-dimensional wavelet-based texture.
5.4 Log Data Collection of User Feedback
Collecting the log data of users’ feedback is an important
step for a log-based relevance feedback scheme. In our
experiment, we have developed a CBIR system with a
relevance feedback mechanism to collect the relevance
feedback from real-world users. Fig. 4 shows the Graphical
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Fig. 3. The algorithm of log-based relevance feedback by Soft Label
SVM.
User Interface (GUI) of our CBIR system for collecting
feedback data. Through the GUI, a user can provide his or
her relevance judgements by simply ticking relevant images
from the retrieval pool. We describe the details on the
collection of the feedback log data and the definition on the
format of the log data as follows:
For a retrieval task in CBIR, a user begins a query session
by presenting a query example. In our experiment, a user
will first randomly select a query image from the image
database as the query goal. Then, the user submits the
query example to the CBIR system and obtains a set of
initial retrieval results from the CBIR system after a query-
by-example execution. Based on the retrieval results, the
user can tick the relevant images in the retrieval pool. After
the relevant samples are ticked in a relevance feedback
session, the user can submit his or her judgement results to
the CBIR system, in which the feedback results will be
stored in the log database. To quantitatively analyze the
retrieval performance, we define a log session as the basic
unit of the log data. Each log session corresponds to a
regular relevance feedback session, in which 20 images are
judged by the user. Thus, each log session contains
20 labeled images that are marked as either “relevant
(positive)” or “irrelevant (negative).”
One important issue with the log data is its noise
problem, which is caused by the subjective judgments from
the human subjects involved in our study. Given the fact
that different users are likely to have different opinions on
judging the same image, the noise problem in log-based
relevance feedback is inevitable in real-world applications.
In order to evaluate the robustness of our algorithm, we
collect log data with different amount of noise. The noise of
log data is measured by its percentage of incorrect relevance
judgments Pnoise, i.e.,
Pnoise ¼ Total number of wrong judgements
Nl Nlog  100%; ð17Þ
whereNl and Nlog stand for the number of labeled examples
acquired for each log session and the number of log
sessions, respectively.
In our experiment, 10 users help us collect the log data
using our CBIR system. Two sets of log data with different
amount of noise are collected on both data sets in the
experiment: log data with low noise that contains fewer than
10 percent of incorrect relevance judgments and log data
with high noise that contains more than 15 percent of
incorrect relevance judgments. Table 1 shows the two sets of
collected log data for both data setswith different amounts of
noise from real-world users. In total, 100 log sessions are
collected for the 20-Category data set and 150 log sessions for
the 50-Category data set. Based on these log data with
different configurations, we are able to evaluate the effec-
tiveness, the robustness, and the scalability of our proposed
algorithm.
6 EXPERIMENTAL RESULTS
6.1 Overview of Performance Evaluation
The experiments are designed to answer the following
questions:
1. Are log-based relevance feedback schemes more effective
than traditional relevance feedback methods? To this end,
we compare the performance of log-based relevance
feedback algorithms with that of traditional rele-
vance feedback algorithms. Two relevance feedback
algorithms are used as our baseline, namely, the
query expansion approach and the classification
approach based on support vector machines.
2. Is the proposed algorithm for log-based relevance feedback
more effective than other alternatives? To address this
question, we will compare the Soft Label SVM based
approach for log-based relevance feedback to other
approaches that also utilize the log data to improve
the performance of image retrieval. The two meth-
ods included in this study are the query expansion-
based approach and the SVM-based approach.
3. Is the Soft Label SVM-based approach more resilient to
noisy log data than the standard SVM based approach?
The noise problem is inevitable in log data. To
examine the robustness of the proposed algorithm,
we evaluate the performance of the Soft Label SVM-
based approach against log data with different levels
of noise and compare it with the log-based relevance
feedback approach that engages the standard SVM.
Since the choice of two weight parameters CS and
CH can have significant impact on the final retrieval
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Fig. 4. The GUI of our CBIR system with relevance feedback. A user can
simply TICK the relevant images from the retrieval pool to provide his/
her feedback. The ticked images are logged as positive samples; others
are regarded as negative samples.
TABLE 1
The Log Data Collected from Users on Both Data Sets
results, we also conduct experiments with different
CS and CH to see how they affect the robustness of
the proposed Soft Label SVM.
6.2 The Compared Schemes
In our compared schemes, a simple Euclidean distance
measure approach (RF-EU) serves as the baseline method.
Two traditional relevance feedback schemes are engaged in
our comparisons, i.e., relevance feedback by query expan-
sion (RF-QEX) [30] and relevance feedback by support
vector machine (RF-SVM) [41], [47]. In addition to the Soft
Label SVM-based approach, we also develop two methods
for log-based relevance feedback based on our suggested
framework by using the traditional query expansion
technique (LRF-QEX) and standard SVMs. The details of
the compared schemes are given as follows:
6.2.1 Euclidean
This is recorded as a reference of performance comparison.
In our approach, Euclidean distances between query images
and images in the database are first measured, and images
with small distances are then returned to the users. Despite
the fact that there have been many other more sophisticated
distance measures investigated in CBIR [2], the Euclidean
distance scheme is employed in our experiment because of
its simplicity and its robustness.
6.2.2 RF-QEX
Query expansion for relevance feedback originates from
traditional information retrieval [46], [34]. A lot of different
approaches have been proposed to formulate relevance
feedback algorithms based on the idea of query expansion
[31], [19]. Query expansion can be viewed as a multiple-
instance sampling technique [20], in which the returned
samples in the next round are selected from the neighbor-
hood of the positive samples of the previous feedback
round. Many previous studies have shown that query
expansion is effective in relevance feedback for image
retrieval [31]. In our experiment, we implement the similar
relevance feedback approach in [31] for image retrieval.
Specifically, given Nl samples labeled by a user in a
relevance feedback round, the images with the smallest
Euclidean distances to the Nl positive samples are retrieved
to the results. Meanwhile, the negative labeled samples are
excluded from the retrieval list if they fall in the selected
nearest neighbor of any positive samples.
6.2.3 RF-SVM
Relevance feedback by support vector machine is one of the
most popular and promising schemes used in image
retrieval [15], [16], [41], [47]. In our experiment, we
implement the SVM-based relevance feedback scheme
using the Gaussian kernel.
6.2.4 LRF-QEX
Query expansion has been shown to be effective in
exploiting user query log data in traditional document
information retrieval [8]. In our experiment, we extend it to
log-based relevance feedback for image retrieval. More
specifically, log-based relevance feedback with query
expansion can be described as follows: We first compute
the relevance score fR;LðziÞ for each image zi using (4). Then,
for each image in the database, and for every image zþj that is
positively labeled by the user, we measure their Euclidean
distance fEUðzi; zþj Þ based on the low-level image features.
The final relevance score fqðziÞ for each image zi is
determined by the combination of fEUðzi; zþj Þ and fR;LðziÞ,
i.e., fqðziÞ ¼ fR;LðziÞ minj fEUðzi; zþj Þ. Images with the
largest relevance scores will be returned to the users. As
with the query expansion approach for standard relevance
feedback, images that are already labeled as negative will be
excluded from the retrieval list.
6.2.5 LRF-SLSVM
The algorithm of the log-based relevance feedback by Soft
Label SVM is given in Fig. 3. To train the Soft Label SVM
classifier, similar to standard SVMs, we apply the sequen-
tial minimum optimization (SMO) approach [6].
6.2.6 LRF-SVM
To examine the effectiveness and robustness of the Soft
Label SVM, we also implement a method for log-based
relevance feedback using standard SVMs, which is similar
to the algorithm in Fig. 3.
6.3 Experimental Implementation
The implementation of SVMs in our experiments is based on
the public LIBSVM library available at [6]. To implement the
Soft Label SVMalgorithm,wemodify the library basedon the
optimization in (16). It is a well-known fact that kernels and
their parameters play an important role in the performance of
SVMs. In our experiment, the Radial Basis Function (RBF)
kernel is used in both the Soft Label SVMand standard SVMs,
which is given as Kðx;x0Þ ¼ expðkx x0k2Þ, where  is a
positive constant. The reason for choosing the RBF kernel is
that it has been shown to be very effective in multimedia
retrieval problems in many previous studies [41], [15].
Besides the kernel selection, the choice of regularization
parameters in the standard SVM and the Soft Label SVM is
also critical to the retrieval performance. In our experimental
implementation, the parameter C in the standard SVM and
the two parametersCH andCS are chosen empirically using a
separate validation data set.
For a retrieval task, it is important to define a suitable
metric for performance evaluation. Two metrics are em-
ployed in our experiments as follows:
1. Average Precision, which is defined as the percen-
tage of relevant images among all the images that
have been retrieved, and
2. Average Recall, which is defined as the percentage
of relevant images of retrieved images among all
relevant images in the data set.
In our experiment, all compared schemes are evaluated
on 200 queries randomly selected from the data set. The
reported results of Average Precision and Average Recall are
obtained by taking an average over the 200 queries. For each
query, the number of labeled samples acquired from the
online user feedback is 10, and the top 100 samples are
returned to be evaluated for all compared schemes. To
observe the overall performance, Mean Average Precision
(MAP) is measured on top ranked images, ranging from the
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top 20 images to the top 100 images. Finally, all the
compared schemes are evaluated on both the 20-Category
and the 50-category data sets.
The experimental platform is on Windows and all
algorithms are implemented in MS Visual C++ for the
purpose of efficiency. The hardware environment of all
experiments is a PC machine with a 2.0G Pentium-4 CPU
and 512MB memory.
6.4 Effectiveness of Our Log-Based Relevance
Feedback Scheme
In order to verify the effectiveness of our log-based relevance
feedback scheme, we evaluate two log-based relevance
feedback algorithms and two traditional relevance feedback
algorithms. The algorithms for traditional relevance feed-
back are the query expansion approach (RF-QEX) and the
SVM approach (RF-SVM). The two algorithms for log-based
relevance feedback include log-based relevance feedback by
query expansion (LRF-QEX) and log-based relevance feed-
back by Soft Label SVM (LRF-SLSVM). These algorithms are
evaluated on the log data with low noise, i.e., 7.8 percent
noise for the 20-Category data set and 7.7 percent noise for
the 50-Category data set.
Fig. 5 and Fig. 6 show the experimental results of the
compared algorithms using this log data. The horizontal axis
is the number of top ranked images used in evaluation, and
the vertical axis is the Average Precision and Average Recall
measured on the top ranked images. As these figures show,
it is evident that the two log-based relevance feedback
algorithms (LRF-QEX and LRF-SLSVM) substantially out-
perform the two algorithms with traditional relevance
feedback (RF-QEX and RF-SVM). For example, on the 20-
Category data set, the average precision of the LRF-QEX
algorithm achieves an 18.0 percent improvement over the
regular RF-QEX algorithm on the top 20 images. By contrast,
the absolute improvement of the LRF-SLSVM algorithm
over the regular RF-SVM algorithm is 20.8 percent on the top
20 images. With reference to the MAP on average, the LRF-
QEX algorithm has an 11.7 percent improvement over the
RF-QEX algorithm, and the LRF-SVM algorithm has a
12.6 percent improvement over the RF-SVM algorithm.
The results on the 50-Category data set are similar, but the
improvement is slightly smaller than the 20-Category one.
This is because the content of the 50-Category ismore diverse
than the 20-Category one, since the former contains more
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Fig. 5. Performance evaluation on the 20-Category data set with small noise log data. (a) Average precision. (b) Average recall.
Fig. 6. Performance evaluation on the 50-Category data set with small noise log data. (a) Average precision. (b) Average recall.
semantic categories than the latter. As a result, the relevance
function based on the log data of users’ relevance feedback
will less accurately reflect similarity between two images,
leading to the degradation in retrieval performance. Never-
theless, we still observe significant improvements with the
50-Category data set. The average improvement in MAP
measure is 8.2 percent for the LRF-QEX algorithm over the
RF-QEX algorithm, and 10.5 percent for the LRF-SVM
algorithm over the RF-SVM algorithm.
Based on the above observations, we conclude that the
algorithms for log-based relevance feedback can be ex-
pected to outperform the regular relevance feedback
schemes.
6.5 Performance Evaluation on Small Log Data
In a real-world CBIR application, it may be difficult to
collect a large amount of log data, particularly early in the
life of a CBIR system. Hence, it is important to evaluate the
performance of a log-based relevance feedback algorithm
with a small amount of log data. To this end, we evaluate
the compared schemes by varying the amount of log data.
In particular, for each data set, only half of its log data is
used for log-based relevance feedback. This amounts to
50 log sessions for the 20-Category data set, and 75 log
sessions for the 50-Category data set. The empirical results
for the reduced log data are shown in Table 2 and Table 3.
According to the two tables, we observe that the log-
based relevance feedback algorithm by Soft Label SVM
(LRF-SLSVM) achieves a promising improvement even
with a limited amount of log data. Most impressively, the
mean average precision (MAP) of Soft Label SVM using
only half of the log sessions is better than the LRF-QEX
approach that uses all the log sessions. For the 20-Category
data set, with only 50 log sessions, the LRF-SLSVM
algorithm outperforms the baseline algorithm (RF-QEX)
by 25.8 percent and also enjoys a 6.9 percent improvement
over the regular RF-SVM algorithm. The improvement on
the 50-Category data set is again less than the 20-Category
one. But, the LRF-SLSVM algorithm still outperforms the
RF-QEX algorithm by 15.5 percent and has a 5.5 percent
improvement over the RF-SVM algorithm with only 75 log
sessions.
6.6 Performance Evaluation on Noisy Log Data
The presence of noise in the log data is unavoidable when
the data is collected from a real-world CBIR application. It
is therefore important to evaluate whether a good log-based
relevance feedback algorithm is resilient to the noise
present in the log data.
In this section, we conduct experiments to evaluate the
robustness of algorithms on the log data with different levels
of noise, meanwhile we compare the performance of SLSVM
using different regularization strategies. Two sets of log data
on both data sets, with different noise percentages, are
employed to evaluate the algorithms. For each of the twodata
sets, two sets of log data are provided. The noise levels for the
20-Category data set are 7.8 percent and 16.2 percent,
respectively, and 7.7 percent and 17.1 percent, respectively,
for the 50-Category data set. In addition to varying the
amount of noise in the log data, we also conduct experiments
for the proposed algorithm LRF-SLSVMwith different setup
of the twoweight parametersCS andCH . Two configurations
ofCS andCH are used in this experiment:CS ¼ CH , whichwe
refer to as ðLRF SLSVMSRÞ, and CH > CS , which we refer
to as ðLRF SLSVMDRÞ.
Table 4 and Table 5 show the comparison results on the
data sets with different noise percentages. As expected,
performance of the algorithms degrades when a large
amount of noise is present in the log data. Compared with
other approaches, the Soft Label schemes are more tolerant
to the noisy log data. Both the two Soft Label algorithms, i.e.,
LRF-SLSVMSR and LRF-SLSVMDR, achieve better perfor-
mance than the standard SVM algorithm. More impress-
ively, we observe that the performance of the LRF-SLSVMDR
scheme with highly noisy log data is comparable to or
better than that of the standard SVM using log data of low
noise. Specifically, on the 20-Category data set, the standard
SVM method (LRF-SVMDR) enjoys a 25.9 percent improve-
ment in MAP over the baseline algorithm under the
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TABLE 2
Performance Comparisons (Average Precision) on Different Amounts of Log Data on the 20-Category Data Set
The baseline algorithm is the regular query expansion algorithm (RF-QEX).
low noisy log data, while the LRF-SLSVMDR method
achieves a 27.5 percent improvement even with the highly
noisy log data. Similar results can also be observed on the
50-Category data set. Based on the above observation, we
conclude empirically that the Soft Label SVM scheme is
more tolerant to the noise than the standard SVM. Finally,
comparing the two different configurations of LRF-SLSVM,
we observe that LRF-SLSVMDR performs slightly better
than LRF-SLSVMSR for both data sets. This is consistent
with our hypothesis, i.e., it is more important to correctly
classify the hard-labeled examples than the ones with soft
labels.
6.7 Computational Complexity and Evaluation of
Time Efficiency
Although we have observed significant improvement of our
log-based relevance feedback scheme from the above
experimental results, it is evident that our scheme requires
extra computational cost compared with a regular relevance
feedback scheme. Hence, it is necessary to analyze the
computational complexity of the log-based relevance feed-
back scheme and empirically evaluate the time efficiency of
our proposed scheme. In our log-based relevance feedback
framework, there are two main components that contribute
the most to the computational costs. One is the computation
of the relevance function on the feedback log data, and the
other is the learning of the relevance function on the low-
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TABLE 3
Performance Comparisons (Average Precision) on Different Amounts of Log Data on the 50-Category Data Set
The baseline algorithm is the regular query expansion algorithm (RF-QEX).
TABLE 4
Performance Comparisons (Average Precision) on the Log Data with Different Amounts of Noise on the 20-Category Data Set
The baseline algorithm is the regular query expansion algorithm (RF-QEX).
level image features by the Soft Label SVM. It is
straightforward to calculate the computational complexity
for the former component, which is OðNl Nimg NlogÞ.
Since Nl, i.e., the number of labeled images acquired from
online user feedback, is regarded as a small constant, the
time complexity in computing the log information is
OðNimg NlogÞ. The major cost for the latter component is
in training the SVM; this is determined by the implementa-
tion of the optimization problem in the SVM algorithms. In
our experiments, the implementations of the SVM algo-
rithms are based on the public libsvm library, for which
more detailed analysis of computational cost can be found
in [6]. Given that the computational cost for training SVM is
highly dependent on the characteristics of the training
examples, in the following, we will evaluate the efficiency
of the proposed algorithm empirically.
To evaluate the time efficiency, we run 200 executions of
relevance feedback with random queries, and record the
time costs for both the RF-SVM algorithm and the LRF-
SLSVM algorithm. Table 6 shows the experimental results
of the time costs. The results indicate that extra time costs
must be paid for running the LRF-SLSVM compared with
the regular RF-SVM scheme. However, the results also
suggest that the time costs of the LRF-SLSVM algorithm are
still acceptable. For example, for the 50-Category data set
with 150 log sessions, only 32.94 seconds are required for
200 relevance feedback executions, which amounts to only
0.165 seconds for each execution of feedback.
7 LIMITATION AND FUTURE WORK
Based on the promising results achieved from the extensive
evaluations, we can empirically conclude that our log-based
relevance feedback scheme is an effective way to improve
the traditional relevance feedback techniques by integrating
log data of users’ relevance feedback. Moreover, the Soft
Label SVM algorithm has been demonstrated to be more
resilient to the noise problem when solving the log-based
relevance feedback problem. However, we must address
the limitations of and the challenging issues with our
scheme, as well as provide feasible directions for solving
these problems in our future work.
The first limitation of our scheme may be the computa-
tional complexity problem. Two main computational costs
are inherited. One is the relevance computing of log data;
and the other is the training cost of Soft Label SVM. For the
formal one, the computational cost can be critical when the
number of log sessions are huge. Fortunately, our proposed
incremental method in (5) can partially solve the problem.
For the latter one, we can study more efficient decomposi-
tion techniques to solve our optimization problem, e.g., the
parallel SVMs [11].
Second, it may be possible to learn the relevance function
more effectively. In the current scheme, we only consider
the classification model in the space of image features. It
would be possible to apply the method in the reverse
direction by first computing the soft labels from the image
features and then building a classification model in the
space of the users’ relevance judgement. Furthermore, these
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TABLE 5
Performance Comparisons (Average Precision) on the Log Data with Different Amounts of Noise on the 50-Category Data Set
The baseline algorithm is the regular query expansion algorithm (RF-QEX).
TABLE 6
Time Costs of the Proposed Schemes (Seconds)
two approaches can be integrated together through a
cotraining algorithm [4].
Third, we realize that the selection of parameter CH and
CS in the Soft Label SVM algorithm has a major impact on
the final retrieval results when deploying the algorithm in
the log-based relevance feedback problem. Although our
empirical approach for choosing CH and CS has resulted in
satisfactory performance, we plan to investigate other
approaches in principle for tuning these two parameters
effectively, e.g., the entire regularization path approach for
studying the parameters [12].
Finally, the noise problem could be handled in other
ways. For example, to alleviate the negative effect from
noisy log data, we can modify the Soft Label SVM by
enforcing an upper bound on the error terms in the
optimization of the Soft Label SVM.
8 CONCLUSIONS
We have proposed a unified log-based relevance feedback
framework for integrating log data of user feedback with
regular relevance feedback for image retrieval. Our frame-
work first computes the relevance function on the log data
of user feedback and then combines the relevance informa-
tion with regular relevance feedback for the retrieval task.
In order to address the noisy log data problem in real-world
applications, we propose a novel learning algorithm to
solve the log-based relevance feedback problem. The
proposed algorithm, named Soft Label Support Vector
Machine, is based on the solid regularization theory. We
have conducted an extensive set of experiments on a
sophisticated testbed for evaluating the performance of a
number of algorithms on our log-based relevance feedback
scheme. The promising experimental results have con-
firmed that our proposed algorithms are effective in
improving the performance of traditional relevance feed-
back in image retrieval.
The important contributions to the field in this work can
be summarized as follows: First, we present a unified
framework for studying the log-based relevance feedback
problem. To the best of our knowledge, this work is among
one of only a few pioneering investigations on incorporat-
ing both log data of users’ feedback and online relevance
feedback to improve image retrieval performance. Second,
we propose a modified SVM algorithm, i.e., Soft Label SVM,
to deal with the problem of noisy log data. Although we
employ the Soft Label SVM only in the log-based relevance
feedback problem, it can also be applied to other applica-
tion areas, such as information filtering. Third, we have
presented a comprehensive set of experimental procedures
for evaluating image retrieval, and for examining various
aspects of retrieval algorithms, including effectiveness,
efficiency, robustness, and scalability.
APPENDIX
THE DERIVATION FOR THE DUAL OF OPT 2
Let us introduce the positive Lagrange multipliers
i; i ¼ 1; 2; . . . ; lþm, one for each of the inequality con-
straints in the OPT 2, and i for enforcing positivity of i.
Then, the Lagrangian functional can be formulated as
follows:
Lðw; ; b; ; Þ ¼ 1
2
kwk2 þ CH
Xl
i¼1
i þ CS
Xlþm
i¼lþ1
yisii

Xl
i¼1
iðyiððxiÞ w bÞ  1þ iÞ

Xlþm
i¼lþ1
iðyiððxiÞ w bÞ  1þ iÞ 
Xlþm
i¼1
ii:
ð17Þ
By taking the partial derivative ofLwith respect tow, i, b,
and 	, we can obtain the following equations, respectively:
@L
@w
¼ w
Xlþm
i¼1
iyiðxiÞ ¼ 0) w ¼
Xlþm
i¼1
iyiðxiÞ
8i ¼ 1; . . . ; l
@L
@i
¼ CH  i  i ¼ 0) 0  i  CH;
8i ¼ lþ 1; . . . ; lþm
@L
@i
¼ yisiCS  i  i ¼ 0) 0  i  yisiCS;
@L
@b
¼
Xlþm
i¼1
iyi ¼ 0)
Xlþm
i¼1
iyi ¼ 0:
By substituting the above equations into (18), one can
derive the dual of the original optimization problem as
follows:
max

Xlþm
i¼1
i  1
2
Xlþm
i;j¼1
ijyiyjðxiÞ  ðxjÞ
subject to
Xlþm
i¼1
iyi ¼ 0
0  i  CH; i ¼ 1; 2; . . . ; l;
0  i  yisiCS; i ¼ lþ 1; lþ 2; . . . ; lþm:
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