Abstract. We will study the dependence of eigenvalues of the one-dimensional p-Laplacian on potentials or weights. Two results are obtained. One is the continuity of eigenvalues in potentials with respect to the weak topologies of L γ spaces, 1 ≤ γ ≤ ∞, and the other is the continuous differentiability of eigenvalues in potentials with respect to L γ norms. As applications, we will study some extremal problems of eigenvalues by developing some analytical methods.
Introduction
Given an exponent 1 < p < ∞, define the mapping φ p : R → R by Here λ 0 (q) may be void for some boundary conditions. See, for example, [4, 28, 29] . The eigenvalues λ m (q) are also dependent on the exponent p and the boundary data c ij .
In this paper we will study the dependence of the eigenvalues λ m (q) on the potentials q. As usual, one typical topology on the space L γ of potentials is the L γ topology induced by the L γ norm, denoted simply by · γ = · L γ [0, 1] . Besides this, we will also consider the weak topologies in these spaces. More precisely, for γ ∈ [1, ∞), we use w γ to indicate the topology of weak convergence in the Banach space (L γ , · γ ), and for γ = ∞, by considering the space ( L ∞ , · ∞ ) as the conjugate space of the Banach space ( L 1 , · 1 ), one has the topology w ∞ induced by the weak * convergence in ( L ∞ , · ∞ ). In a unified way, g n → g 0 in (L γ , w γ ) if and only if For eigenvalues of the p-Laplacian with potentials, we can establish two fundamental results. The first one is the continuity of eigenvalues in weak topologies.
Theorem 1.1. Given γ ∈ [1, ∞] and an admissible m, the following functional is continuous:
(
This theorem is a generalization of the results in [24, 30] . See also [22] for some related results on eigenvalues of Dirac operators.
The second result is the differentiability (in the sense of Fréchet) of eigenvalues in potentials with the L γ norms. 
The differentiability result is a generalization of the works [23] where the differentiability of simple eigenvalues of linear differential operators is proved using an approach different from here. It is interesting to notice that formula (1.3) for differentials of eigenvalues can be expressed simply by using the associated eigenfunctions.
Consider the scalar equation Let y = −φ p (x ) and introduce the following p-polar coordinates:
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where C p (θ) and S p (θ) are the so-called p-cosine and p-sine functions whose properties will be collected in Lemma 2.1. In order to prove Theorems 1.1 and 1.2, we will mainly study in Section 2 the dependence of θ = θ(t; ϑ, q), the argument of equation (1.5) , on the potential q. It will be proved that the argument θ(t; ϑ, q) is continuous in q with respect to w γ and is continuously differentiable in q with respect to · γ . See Theorem 2.3 and Theorem 2.5, respectively. The complete proofs of Theorems 1.1 and 1.2 will be given in Section 3. In this section, by considering q ∈ L γ as 1-periodic potentials, we will also prove that the rotation number (q) of (1.5) (see [29] ) and the variational 1-periodic and 1-anti-periodic eigenvalues of (1.1) (see [5, 6] ) are also continuous in q ∈ (L γ , w γ ). See Theorem 3.5 and Theorem 3.6, respectively. It is well known that even for the linear case p = 2, the latter objects are not continuously differentiable at all q ∈ (L γ , · γ ). In this sense, the results in Theorems 1.1 and 1.2 are optimal. In Section 4, taking the Dirichlet problem as an example, we will give a partial generalization of Theorems 1.1 and 1.2 to weighted eigenvalues of the onedimensional p-Laplacian
with the Dirichlet boundary condition
Here the weight ω ∈ L γ \{0}. When the weight ω = ρ is (positive-) definite, i.e.,
it is well known [15, 28] We think the results of this paper will be important in many problems concerned with eigenvalues. As an example, in Section 5, we will present an application of the results of this paper to a basic extremal problem of weighted eigenvalues. Roughly speaking, the continuity of eigenvalues in weak topologies can yield the existence of minimizers and maximizers if only the domains are compact in weak topologies, while differentials of eigenvalues can be used to deduce the critical equations for minimal and maximal potentials or weights, as done in [31] for the smallest periodic eigenvalues of linear Hill's equations. Compared with the traditional approach to extremal problems of eigenvalues in [16, 18, 20, 25] , the approach here is quite different and is easy to handle. Some further applications to extremal problems of eigenvalues will be undertaken in future works.
The p-polar coordinates and the arguments
Given an exponent p ∈ (1, ∞) and a potential q ∈ L γ , γ ∈ [1, ∞], let us consider the scalar equation (1.5) . By setting y = −φ p (x ), equation (1.5) can be rewritten as a planar system (2.1)
In the (x, y)-plane, let us introduce the p-polar coordinates (1.6), where (C p (θ), S p (θ)), θ ∈ R, is the unique solution of
satisfying (x(0), y(0)) = (1, 0). These functions C p (θ) and S p (θ) are the so-called p-cosine and p-sine because they possess properties similar to those of the standard cosine and sine as shown in the following lemma. 
In the p-polar coordinates (1.6), system (2.1) is transformed into the following equations for r and θ:
Notice that A(t, θ; q) is independent of r. Moreover, both G(t, θ; q) and A(t, θ; q) are π p -periodic in θ, and A(t, θ; q) is continuously differentiable in θ:
For the detailed constructions, one can refer to [29] . In the following we first consider equation (2.3) for the argument θ. For any ϑ ∈ R, denote by θ(t; ϑ, q), t ∈ [0, 1], the unique solution of (2.3) satisfying the initial condition θ(0; ϑ, q) = ϑ.
The solution θ(·; ϑ, q) is a function in the space
In this paper, in order to prove Theorem 1.1, we will actually show that θ(·; ϑ, q) has a stronger continuity in the potential q. From the characterization of sequentially compact subsets in the space ( L 1 , w 1 ) (see [10, p. 294] ), one has the following important observation on weak convergence in ( L 1 , w 1 ).
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It is obvious that {h n } n≥0 ⊂ C 0 . We have the following conclusions.
Now we can give one of the main results of this section on arguments. 
Proof. At first, let us notice that if γ ∈ (1, ∞], then one has
Thus it suffices to prove the theorem only for the case γ = 1.
We need to prove that
Step 1. Since θ n (t) is the solution of equation (2.3) with q = q n , we get
where, for n = 0, 1, 2, . . . ,
Step 2. Now we are going to apply Lemma 2.2 (i) to (2.7) and (2.8). For the sequence (2.7), let f n (t) = q n (t), n ≥ 0, and
is also relatively compact. In conclusion, by formula (2.6), the sequence
Step 3. Let {θ n } be any subsequence of {θ n } n≥1 . From Step 2, one has a subsubsequence {θ n } of {θ n } such that, as n → ∞, it follows that
As C p and S p are continuous, the corresponding sequences {|C p (θ n (t))| p } and
, respectively. Now applying Lemma 2.2 (ii) to these sub-subsequences, we know from the right-hand sides of (2.5) that
. From the uniqueness of the limit of {θ n }, by (2.9) and (2.10), the limit θ * (t) satisfies
This shows that θ * (t) is just the solution of (2.3) with q = q 0 . We conclude that
Step 4. Equality (2.11) shows that the limit θ 0 ∈ C 0 is independent of the choice of subsequences {θ n } and {θ n }. Consequently, the sequence {θ n } n≥1 itself is convergent to θ 0 in (C 0 , · ∞ ), proving the theorem.
Remark 2.4. (i) By similar arguments as in the proof of Theorem 2.3, we can obtain a little bit stronger continuity result. That is, the following mapping,
is jointly continuous in (ϑ, q).
(ii) Notice that the solutions θ(t; ϑ, q) = θ(t; ϑ, q, p) are also dependent on the exponent p. If we consider the exponent p as another parameter, then
is also jointly continuous in (ϑ, q, p).
Now we can give the continuous differentiability of solutions θ(t; ϑ, q)
in potentials q with respect to the L γ norms. Without loss of generality, we only consider solutions at t = 1. Given ϑ ∈ R, let us define the solution functional Θ :
Theorem 2.5. Let γ ∈ [1, ∞] and ϑ ∈ R be fixed. (i) The following functional is continuously differentiable:
(ii) Define
, is the following function:
Proof.
Step 1. Let q ∈ L γ be fixed. We first compute the directional derivative of Θ(ϑ, q) along the direction h ∈ L γ , which is defined as
For simplicity, let us write
Thus θ(t, ε) is continuously differentiable in ε. For simplicity, let us denote
Thus ψ(0) = 0 because θ(0, ε) ≡ ϑ. Moreover, by differentiating (2.17) with respect to ε at ε = 0, we have the following variational equation for ψ(t):
See (2.2)-(2.4) and the notation for θ(t) in (2.16). As ψ(0) = 0, the unique solution of the linear equation (2.18) is
In particular,
where X(t; ϑ, q) is as in (2.14). Since
Step 2. In order to prove the continuous differentiability of Θ(ϑ, q) in the potential q ∈ (L γ , · γ ), it suffices to prove that the bounded linear functional D q is continuous in q. More precisely, we need only to prove that the following mapping,
is continuous. In Corollary 2.6 below, we will prove a stronger continuity result. Now (2.20) can be explained as the equality (2.15) for the differential of Θ(ϑ, q) in q.
Step 3. Finally, let us prove that X(t; ϑ, q) is a solution of equation (1.
5). Recall that θ(t; ϑ, q) is a solution of (2.3). It follows from equation (2.2) that r(t; ϑ, q)
is a solution of (2.2) satisfying r(1; ϑ, q) = 1. Let us write the first factor of (2.14) as
By (2.19), we have the equality
Now the function X(t; ϑ, q) of (2.14) can be rewritten as
Using the p-polar coordinates (1.6), we know that X(t; ϑ, q) is a solution of equation (1.5).
Corollary 2.6. Given γ ∈ [1, ∞] and ϑ ∈ R, the following mappings are continuous:
Proof. It suffices to prove (2.23), because the continuity of (2.24) is simply a consequence of (2.23). Let
By the first formula of (2.22), we need only to prove
Notice that
By Lemma 2.2 (ii), we have
By formula (2.21), one has
These results were proved in [29] using the comparison result for solutions of the first-order ODEs (2.3). They can also be obtained from (2.15) because the differentials are positive functionals.
Eigenvalues of the p-Laplacian with potentials
3.1. Equations for eigenvalues. It is well known that separated eigenvalues of (1.1)-(1.2) can be obtained by solving equations concerned with the arguments. To this end, let us write the separated boundary conditions (1.2) in the following way:
where the boundary data α, β can take in any interval of length π p . In this paper, we assume that α, β ∈ [−π p /2, π p /2). For example, the Dirichlet boundary condition corresponds to α = β = −π p /2. In the p-polar coordinates (1.6), we have
Then the boundary conditions (3.1) can be rewritten as
where k, l ∈ Z. In terms of Θ of (2.13), λ ∈ R is an eigenvalue of problem (1.1)-(3.1) if and only if λ ∈ R satisfies
The range of m depends on the boundary data β. To describe this, some well-known properties of θ(t; ϑ, q) and Θ(ϑ, q) are listed in the following lemmas.
Here m ∈ Z. In particular,
Consequently, (3.2) has some solution λ = λ m (q; α, β) when and only when
Namely, all the eigenvalues of problem (
In particular, for the Dirichlet boundary conditions, the zeroth eigenvalues λ 0 (q) are meaningless. For detailed proofs of these results, see [4] and [5, Theorem 1.1].
Continuity of eigenvalues and eigenfunctions in weak topologies.
Proof of Theorem 1.1. Let α, β and m ∈ N β be specified. Suppose that
We need to prove that ν n → ν 0 as n → ∞. If not, passing to a subsequence, we assume that there exists ε 0 > 0 such that
Without loss of generality, we may assume further that
By the monotonicity in Lemma 2.7, we obtain from (3.3) and (3.4) that
Letting n → ∞ in (3.5) and noticing that ν 0
Such a contradiction proves Theorem 1.1. 
is jointly continuous in (q, α, β, p).
For any admissible α, β, m, for simplicity, denote λ m (q) := λ m (q; α, β). Let us defineÊ
One knows from Theorem 2.5 (ii) that x(t) =Ê m (t; q) is a solution of
Moreover, combining (2.22) and (3.2), which determines λ m (q), one knows that x(t) =Ê m (t; q) satisfies the boundary condition (3.1). ThusÊ m (t; q) of (3.6) is an eigenfunction and E m (t; q) of (3.7) is a normalized eigenfunction associated with λ m (q), respectively. These eigenfunctionsÊ m (t; q) and E m (t; q) also have a very strong continuous dependence on the potentials q. 
Proof. The proof combines the continuity results of Theorem 1.1 and Corollary 2.6. Let us first considerÊ m (·; q).
Next, (3.8) implies that
Now (3.8) and (3.9) can yield
3.3. Differentiability of eigenvalues in L γ norms. Given admissible α, β and m, from (2.15) and (3.6), we have the equality
Proof of Theorem 1.2. Equation (3.2) for λ = λ m (q) can be rewritten as the following implicit function equation:
See (2.20) . Applying the Implicit Function Theorem to (3.11), we conclude that the
Differentiating this equality in ε at ε = 0, we get
where (3.10) is used. Thus
See definition (3.7) for E m (s; q). Therefore we have ∂ q λ m (q)(t) = −|E m (t; q)| p . This proves (1.3) and (1.4).
Since the differentials (1.3) of the eigenvalues define negative linear functionals of (L γ , · γ ), the eigenvalues possess the following monotonicity in potentials:
These can be proved using the monotonicity of Θ(ϑ, q) in Lemma 2.7. For details, see [29] .
Rotation numbers. Given
defines a dynamical system. In the p-polar coordinates, one has (2.2)-(2.3). Now the argument θ(t; ϑ, q) is well-defined for t ∈ R. The evolution of θ(t; ϑ, q) defines the rotation number of equation (3.12), or of equation (2.3), by
It is independent of the initial value ϑ ∈ R. See [13, 17] . In the present case, (q) ∈ [0, ∞). See [26, 29] . Due to the 1-periodicity of q(t), we know that θ(t; ϑ, q) satisfies θ(t + n; ϑ, q) = θ(t; θ(n; ϑ, q), q), θ(t; ϑ + 2nπ p , q) = θ(t; ϑ, q) + 2nπ p for any n ∈ Z.
Theorem 3.5. As a functional, the rotation number
is continuous in the weak topology of potentials.
Proof. Let us introduce
Homeo(R) := h : R → R : h is an orientation-preserving homeomorphism of R such that h(ϑ + 2nπ p ) ≡ h(ϑ) + 2nπ p for all ϑ ∈ R and n ∈ Z .
The metric on Homeo(R) is defined as
It is known that for each h ∈ Homeo(R), the rotation number
is well-defined and independent of ϑ. Moreover,
is continuous [17, Proposition 11.1.6]. By Remark 2.4, for each q ∈ L γ , the solution θ(t; ϑ, q) defines a homeomorphism Θ(q)(·) := θ(1; ·, q) ∈ Homeo(R). Due to the continuity of (2.12), one sees that
is continuous. Now (3.13) shows that
For the case p = 2, Theorem 3.5 was proved in [30] . For some continuity result of random dynamical systems on the circle, see [19] .
Periodic and anti-periodic eigenvalues. Given q ∈ L
γ . One can consider the periodic boundary condition (3.14)
and the anti-periodic boundary condition
In case p = 2, the structure of the eigenvalues of problem (1.1)-(3.14) and problem (1.1)-(3.15) is more complicated than the linear case p = 2. See [5, 6] . It is known that for each q ∈ L γ , problems (1.1)-(3.14) and (1.1)-(3.15) have the so-called variational eigenvalues, denoted by
such that λ m (q) and λ m (q) are the eigenvalues of (1.1)-(3.14) (of (1.1)-(3.15), respectively) when m is even (odd, respectively). Notice that λ 0 (q) is valid. In the linear case p = 2, these have exhausted all periodic and anti-periodic eigenvalues for any potential q(t). See [21] . The eigenvalues in (3.16) are also called the rotational eigenvalues in [29] , because they can be characterized using rotation numbers in the following way: (3.19) where m ∈ N. See [29, Theorem 3.3] . It is remarkable that there is some potential q ∈ L ∞ such that besides these eigenvalues in (3.16), problem (1.1)-(3.14) will admit some non-variational eigenvalues [5, 6] . Some characterization different from (3.17)-(3.19) on those non-variational eigenvalues was given there. In this paper we are only interested in variational eigenvalues because they are easily handled and are more useful [1, 9, 14] .
Theorem 3.6. As functionals of potentials, variational eigenvalues are also continuous in weak topologies. That is, the following mappings are continuous:
Proof. As in [30] , due to the rotation number approach (3.17)-(3.19), we can introduce the functionals Θ, Θ :
From the continuity of (2.12), one sees that both functionals Θ and Θ are continuous in (L γ , w γ ). Now
See [29, Theorem 3.3] . Equalities (3.21) and (3.22) are the equations for variational eigenvalues. One may compare them with equations (3.2) for separated eigenvalues. In the proof of the continuity of separated eigenvalues in weak topologies, the crucial fact we used was the monotonicity (3.5) of Θ(α, λ + q) in λ. By Lemma 2.7, it is easy to see from (3.20) that both Θ(λ + q) and Θ(λ + q) have the monotonicity as (3.5). Now the continuity of λ m (q) and λ m (q) in q ∈ (L γ , w γ ) can be obtained in a similar way.
Remark 3.7. Since λ 0 (q) is a simple eigenvalue, the following mapping,
is continuously differentiable at all potentials q. Moreover, it can be proved that
where E 0 (t; q) is a normalized eigenfunction associated with λ 0 (q). For higherorder variational eigenvalues, due to the so-called coexistence of periodic and antiperiodic eigenvalues [7] or the so-called parametric resonance [3] , λ m (q) and λ m (q), m ∈ N, cannot be continuously differentiable in q ∈ (L γ , · γ ) at all potentials. For example, λ m (q) and λ m (q), m ∈ N, are always not continuously differentiable at constant potentials. Similarly, the rotation number (q) is also not continuously differentiable at some potentials such as q = 0. See [30] .
Eigenvalues of the p-Laplacian with weights
Continuity of weighted eigenvalues in weak topologies
Given a definite weight ρ ∈ W γ , we consider the eigenvalue problem
with the Dirichlet boundary condition (1.8). In the terminology of (3.1), condition (1.8) corresponds to α = β = −π p /2. Since ρ 0, the eigenvalue problem is clear. That is, the weighted eigenvalues of (4.1)-(1.8) are:
For detailed proofs, see, for example, [15, 28] .
Since we are only considering the boundary condition (1.8), for q ∈ L γ , we make use of the following simple notation:
Now the eigenvalue μ = μ m (ρ), m ∈ N, is determined by the following equation:
By the monotonicity of Θ(·) of Lemma 2.7, one also has the following monotonicity results for weighted eigenvalues.
Lemma 4.1. Let m ∈ N be specified. Then
Besides the usual topology induced by · γ , one also has the weak topology w γ in the space W γ .
Theorem 4.2. Given γ ∈ [1, ∞] and m ∈ N, the functional
Proof. The proof is similar to that of Theorem 1.
We aim to prove that ν n → ν 0 as n → ∞. Notice that ν 0 > 0. If ν n → ν 0 , passing to a subsequence, we assume that there exists ε 0 ∈ (0, ν 0 ) such that
By Lemma 2.7 and equalities (4.3), we have
Letting n → ∞ and noticing that
, we know from Theorem 2.3 and Lemma 2.7 that
because ρ 0 0 and (ν 0 − ε 0 )ρ 0 ≺ ν 0 ρ 0 . However, this contradicts the equality for ν 0 . See (4.3) with n = 0.
Continuously differentiable extension of weighted eigenvalues.
The space (L γ , · γ ) for potentials is a Banach space. However, the space W γ for positive-definite weights is only a cone of (L γ , · γ ). In case γ ∈ [1, ∞), due to the restriction ρ 0, W γ does not have any interior point in the space (L γ , · γ ). To make sense of the differentials of μ m (ρ) in ρ, we must extend functionals μ m (ρ), ρ ∈ W γ , to some open subset of (L γ , · γ ). This will lead to weighted eigenvalues of indefinite weights [2, 8, 11] . Now let ω ∈ L γ \{0}, which may be sign-changing. Consider the weighted eigenvalue problem (1.7)-(1.8). In terms of the argument Θ(·), μ ∈ R is an eigenvalue of (1.7)-(1.8) if and only if μ satisfies
Hence all eigenvalues of (1.7)-(1.8) are necessarily non-zero. Though it is a classical problem, different from the eigenvalue theory for the p-Laplacian with potentials, it seems that the eigenvalue theory for (1.7)-(1.8) has not been completely established for general integrable sign-changing weights from L γ , γ ∈ [1, ∞). In order to state some known results, let us introduce the following notation. For any ω ∈ L γ , we write
In case γ = ∞ and ω ∈ W ∞ + , the authors of [2] have applied the minimax technique to prove that all positive eigenvalues of (1.7)-(1.8) are given by
For piecewise continuous weights which are necessarily in L ∞ , an ODE approach is given in [11] . See also [8] for the study of the (positive) principal eigenvalues μ 7)-(1.8) , though the desired results can be expected. Considering this, we need to write the results of Theorem 4.3 in a moderate way. These will be used in the study of extremal problems in the next section.
is an open subset. Recall that, for any m ∈ N fixed, the following functional is well-defined:
We have the following local extension of the functional μ m (·). 
is an eigenfunction associated with μ + m (ω) and satisfies the following normalization condition:
Proof. Since μ + m (ω) ∈ (0, ∞) will be constructed from equation (4.5), it is necessarily a weighted eigenvalue of (1.7)-(1.8).
Step 1. The existence of B δ (ρ) and μ + m (·) will be proved by applying the Implicit Function Theorem to equation (4.5). By Theorem 2.5, Θ(μω) is continuously dif-
. In order to apply the Implicit Function Theorem, we need only verify the following condition:
More generally, let ω ∈ L γ be fixed. The derivative of Θ(μω) with respect to μ is
See (2.15) and (2.20) . Recall that X(t; μω) satisfies X(0; μω) = 0 and
Multiplying by X(t; μω) and integrating over [0, 1], we can get
because X(0; μω) = 0. Substituting into (4.11), we get another equality: 
, where (h) ∈ R is linear in h. Now we get from (4.5) that
Differentiating this with respect to ε at ε = 0, using the eigenfunctionẼ m (t; ω), we can apply (2.15) and (2.20) 
Thus (4.14) (4.12) . We have
We can define an eigenfunction associated with μ 
Applications to extremal problems of eigenvalues
In this section, we will present some applications. Further work will be undertaken in other papers.
The extremal problem of Krein.
The following is a classical extremal problem, which was solved by Krein [18] for the Laplacian case and by Yan and Zhang [25] for the p-Laplacian case.
Let 0 < r ≤ h < ∞ be fixed. Define the set
Given an exponent p ∈ (1, ∞), for any ρ ∈ E r,h , we use μ m (ρ), m ∈ N, to denote the weighted Dirichlet eigenvalues of (4.1). Notice that they depend on p as well.
The following extremal problems,
have been solved in [18, 25] , where there are two crucial steps. The first step is to prove that both extremal values of (5.2) can be attained by some weights in E r,h . This step is now quite easy by the weak continuity of Theorem 4.2, because the set E r,h of (5.1) is a sequentially compact subset of L 1 with respect to the weak topology w 1 . In fact,
is an order interval and is sequentially compact in ( L 1 , w 1 ), and
is a sequentially closed subset of ( L 1 , w 1 ). Notice that the restriction h on the heights of weights is necessary to ensure that E r,h is sequentially compact in ( L 1 , w 1 ). The second step is to find the minimizers and maximizers. This step is very tricky, depending on the problem studied. For the L 1 potentials and weights, theIn fact, these two important extremal values can be evaluated explicitly by using r, as done in [31] for the case p = 2. Due to the continuity result of Theorem 3.5, one can study the following extremal problem for the rotation number:
} . Like the consideration in [12] for the case p = 2, we can obtain the following upper bound:
Here C(γ, p) is some constant which can be evaluated using the Sobolev constant K(pγ * , p) of (5.19) below. However, problem (5.7) remans open.
5.
3. An extremal problem on non-compact sets. Notice that the problems above are all defined in sets which are sequentially compact in weak topologies.
In this subsection, we will give a complete solution to an extremal problem on a non-compact set of weights. Of particular interest is that we will use some methods which are completely different from those in [16, 18, 25] . Given γ ∈ [1, ∞] and r ∈ (0, ∞), one can define the positive semi-sphere
Different from the previous two problems, the set E γ r of weights is not sequentially compact even in the weak topology w γ .
Let p ∈ (1, ∞) be given. We use μ m (ρ), m ∈ N, to denote weighted Dirichlet eigenvalues of (4.1) with ρ ∈ W γ . We are interested in the following extremal value:
which is well-defined and is positive [28] . Of particular interest is the case γ = 1. In Theorem 5.6 below, we will give an answer to L m,γ (r). In particular, we have the following result. Case γ ∈ (1, ∞) . The values L m,γ (r) can be evaluated using the critical equations.
As E γ r is not sequentially compact in w γ , the existence of minimizers of (5.8) cannot be obtained directly from the continuity in the weak topology. 
