We present a compact model of the pn-junction for power device analysis using a physically based and numerically stable version of the approach proposed by Linvill in the 1950s. Problems with the original Linvill formulation have been eliminated by using quasi-Fermi potentials instead of mobile carrier densities as system unknowns and by adopting the Scharfetter-Gummel stable difference approximation. The model naturally accounts for high-level injection and reverse recovery effects and is based on physical parameters such as doping densities, recombination life-times, and geometry rather than empirical parameters such as knee current and relaxation time. The model is implemented in Verilog-A and is verified by dc, small-signal, and large-signal simulations.
I. INTRODUCTION
Modeling of power semiconductor devices for integrated circuit (IC) design is challenging. Key regions of power devices are lightly doped, to enable high voltage withstand capability, and during on-state operation these regions can be flooded with mobile carriers to minimize the on-state resistance. Switching losses depend in part on diffusion and recombination of the carriers in those regions, and accurate modeling of those phenomena can be difficult. Analytical approximations using the relaxation time approximation have been proposed [1] , [2] , however they require extraction of parameters from experimental data and do not allow investigation of performance changes from variation in doping or device dimensions.
To provide more accurate, physically-based models of power devices we have resurrected the "Linvill lump" approach to modeling [3] , [4] , extending it to encompass high-level injection and to significantly improve its numerical robustness. Here we provide details of our formulation using the pn-junction diode as an example. Our model incorporates multi-element, physical models of quasi-neutral (QN) regions coupled through a space-charge (SC) region model, and is implemented in Verilog-A. A small number of lumps are used for QN region modeling, and an analytical model is used for the SC region, rather than numerically solving Poisson's equation. The approach naturally accounts for high-level injection, the effect of ohmic resistive drops, and modeling of non-quasi-static phenomena such as reverse recovery, without the need for empirical parameters.
The structure of the paper is as follows. Section II reviews the Linvill approach and presents enhancements that overcome limitations and numerical problems encountered in the original formulation; this is our basis for QN region modeling. Section III details the boundary conditions we use and how we analytically model a SC region, which leads to a physical model of the pn-junction diode. Section IV presents how we model recombination and depletion charge. Section V gives details of our Verilog-A implementation, and Section VI demonstrates the effectiveness of our model by comparison with dc, small-signal, and large signal data.
II. IMPROVED BASIC LINVILL LUMP MODEL
Consider a semiconductor region divided into discrete elements, or "lumps," as in Fig. 1 [3] , [4] . The carrier densities, n and p for electrons and holes, respectively, and electrostatic potential ψ, are assumed to be uniform within a given element and equal to their values at the midpoint of the element. Fig. 2 represents the electron J n and hole J p current flows between adjacent elements, along with the net recombination R within each element. There are 3 unknowns associated with each element, therefore we need 3 independent equations to be able to solve for the unknowns.
The electron and hole continuity equations are:
and
where q is the magnitude of the electronic charge, μ is mobility, and φ n and φ p are the electron and hole quasiFermi potentials, respectively. We assume non-degenerate doping so that the Boltzmann relations hold, i.e.,
where n ie is the effective intrinsic concentration and φ t =kT/q is the thermal voltage, k being Boltzmann's constant and T the temperature in Kelvin. Integrating (1) over the lump located at x i in Figs. 1 and 2 gives for electrons
and an analogous form for holes follows from the integral of (2) over the lump. The variables associated with each lump are ψ i , φ n,i , and φ p,i , the values of the electrostatic and carrier quasi-Fermi potentials at x i . The original Linvill formulation is in terms of n and p. However, typical numerical values of these quantities span many orders of magnitude, which can introduce numerical problems when implemented in a circuit simulator that has convergence tolerances based on voltages of order a few V and currents in the range of nA to mA. Using quasi-Fermi potentials instead, as was done in [5] and is recommended in [6] for compact models, obviates that issue. Equation (4) and the equivalent for holes are implemented as nonlinear equations, to be solved by the circuit simulator. The time dependent term and the net recombination term are the "storance" and "recombinance" elements of Linvill. In [3] and [4] the drift and diffusion components of J nx are considered as separate terms, denoted driftance and diffusance, respectively. However, from the field of device simulation using these terms directly is known to be numerically unstable. We therefore compute J nx using the well-known Scharfetter-Gummel stable difference approximation [7] . In its original form 
where zcsch(z) = z · csch(z). Evaluating this function as
is accurate to 16 digits of precision and involves only exponentials of negative arguments, so there is no possibility of numerical problems from exponential overflow. The equivalent for hole current density is
One additional equation is needed to relate the quasiFermi potentials and the elctrostatic potential at each lump. Either the quasi-neutrality condition or Poisson's equation could be used. We have found no difference in the results when either is implemented. Enforcing quasi-neutrality is significantly simpler so that is the approach we adopted.
Space-charge neutrality in a QN p-region implies that
where N A is the net acceptor doping concentration, assumed uniform. While it is possible to directly substitute from (3) into (9) , that leads to differences of large, similar numbers which is numerically undesirable. Rather, from (3) 
This constraint holds everywhere in the QN p-region, specifically it must hold at each x i . Equating this to the second part of (3) leads to the quasi-neutrality condition for a p-doped region
A similar analysis for space-charge neutrality in a uniformly n-doped QN region gives, at each x i in that region,
where N D is the net donor doping concentration. Note that (12) and (13) naturally embody high-level injection. Moreover, the potentials are of the order of unity, so they are numerically well scaled and they are also numerically well behaved (we use the first listed form in each equation when φ p,i −φ n,i < 0 and the second form when φ p,i −φ n,i > 0, i.e., for reverse and forward bias conditions, respectively, so evaluation of the exponentials involves only negative arguments, eliminating the possibility of exponential overflow).
In high-level injection the exponential terms in the second forms become negligible, therefore
which also follows from (3), as p→n in high-level injection. Kirchhoff's current law (KCL) based on (6) and (8), with (12) for p-type material or (13) for n-type material, are the 3 numerically robust equations that we formulate in Verilog-A to solve for ψ i , φ n,i , and φ p,i at each QN Linvill lump. Note that, in contrast to the original approach of [3] , (12) and (13) are not defined in terms of electrical equivalents to shoe-horn into the KCL nodal analysis formulation that forms the basis of circuit simulators. Rather, they recognize that simulators are general differential algebraic equation (DAE) solvers so (12) and (13) are implemented via the technique described in [6] .
III. BASIC pn-JUNCTION MODEL: BOUNDARY CONDITIONS AND THE SPACE-CHARGE REGION
To model a 1-dimensional pn-junction the device is partitioned into separate QN regions coupled by an ideal SC region, see Fig. 3 . Details of carrier transport through the SC region are ignored; it is represented as a single analytical "coupling" element between two opposite polarity QN regions, so unlike TCAD models we do not spatially discretize and solve Poisson's equation and the carrier continuiy equations through the SC region. Each QN region is modeled as a series of Linvill lumps sandwiched between a contact and one boundary of the SC region element; the more QN region lumps used the more accurate the model. The length of each QN lump is taken to be the same and the lengths of the QN portions of contact and SC region lumps are one half of that value. To simplify explanation of our basic approach we will defer inclusion of recombination until the next section.
At each contact we assume space-charge neutrality and an infinite surface recombination velocity so [8] φ p = φ n = V applied (15) and for n-type material
or for p-type material
Defining boundary conditions for the SC region is more involved; there has been some controversy in the literature as to what appropriate conditions are and recently it has been shown that in many standard text books the representations of potentials through a pn-junction are incorrect [9] . The presence of significant drift currents leads to ohmic drops in the QN regions and hence variations in potentials, so for the SC region these quantities must be considered as unknowns and not as specified by the applied terminal voltages. The classic Shockley diode analysis [10] does not account for high-level injection and assumes any change in externally applied voltage is directly reflected in carrier quasi-Fermi potential splitting across the SC region. Heasell [11] provides a summary of inconsistencies in treatments of the differences between externally applied voltage and changes in potentials across the SC region, and [12] for a "narrow-base" p + −n diode under high forward bias. Unfortunately, these analyses are targeted at compact models of the complete diode, under specific assumptions such as the majority carrier current being zero, not for the general situation where (to enable NQS modeling of stored charge) there are multi-lump models of the QN regions.
Although there are really transition regions, of the order of 10 Debye lengths [13] , between the edges of the "classic" depletion region and the point where the field vanishes, detailed physical simulations have shown that, serendipitously, the effect of the variation in ψ through the transition regions is essentially equivalent to, and to a large extent offsets, the effect of variation in φ n and φ p through the SC region [13] . This is extremely important, because it means that the SC region can be modeled as having constant quasi-Fermi potentials and being space-charge neutral at its boundaries.
For the SC region lump there appear to be 6 unknowns: the potentials at its p-and n-region boundaries, ψ p , φ p,p , φ n,p and ψ n , φ p,n , φ n,n , respectively, where the added subscript indicates the doping type of the SC region boundary. The assumption, just discussed, of constant electron and hole quasi-Fermi potentials through the SC region gives
Therefore, there are really only 4 unknowns; we need 4 independent equations to relate these quantities. Fig. 3 shows this by having a single value for each quasi-Fermi potential for the SC region element. Quasi-neutrality, i.e., zero field as discussed above, at the edges of the SC region mean that eqs. (12) and (13), for the p-and n-type region edges, respectively, provide two of the equations we need to link our 4 unknowns for the SC region.
The electric field in the SC region is high, and the mobile carrier concentration there is low, so the carriers are swept through it at close to their saturated speed. This means that the recombination and charge storage terms in (4), and its equivalent for holes, are negligible. The flux of one type of carrier entering one side of the SC region must therefore (instantaneously) equal the flux of the same carrier type exiting the other side; this gives the two remaining equations needed to solve the 4 SC region unknowns. Fig. 3 depicts this, and the conditions (18), by the solid "wire" that connects the associated quasi-Fermi potential nodes across the SC region.
The edges of the SC region are not fixed but vary with the potential difference ψ across the SC region. We take the metallurgical junction in Fig. 3 to be at x=0, the SC region then extends over the range −w p <x<w n where
Here s is the permittivity of silicon. In our model the absolute length of all lumps is modified as w p and w n vary, the relative length is kept the same (a contact lump and each side of an SC region lump are each half the length of a QN region lump). In other words, relative spacing between the points where the potentials are calculated is kept the same, it is not just modified at the edges of the SC region as w p and w n vary. Again, we stress that although we use the "ideal" depletion region width (19), which does not account for transition regions between the SC and QN regions, it was established in [13] that using that approximation in concert with the assumptions of (a) constant carrier quasi-Fermi potentials though the SC region, and (b) space-charge neutrality at the edges of the SC region, leads to serendipitous cancellation of errors from each separate assumption.
IV. RECOMBINATION CURRENT AND DEPLETION CHARGE
Recombination must be included to properly model low level currents [14] and NQS phenomena such as reverse recovery. Fortunately, it is easily included in the Linvill lump aproach. As noted previously, carrier densities in the SC region are low, so recombination there is negligible, and the contacts are assumed to be in equilibrium. Therefore, we only include recombination in QN region lumps and for the QN portions of SC region lumps.
The recombination current density in a p-type lump is
where x is the width of the lump, n is computed from lump system variables using (3), and τ n is the electron lifetime.
In an n-type lump
where again p is computed from lump system variables using (3) and τ p is the hole lifetime.
VOLUME 4, NO. 2, MARCH 2016 93
The recombination current is included as the dotted arrows in Fig. 3 . Note that for each side of an SC region lump x is half what it is for a QN region lump.
The magnitude of the depletion charge per unit area in the SC region is easily computed as
In an SC lump the depletion widths are already calculated from (19) so it is simple to use (22) to calculate Q depl , then ∂Q depl /∂t gives the depletion capacitance current per unit area. This flows between the SC region φ p and φ n nodes, see the dot-dash arrow in Fig. 3 .
V. VERILOG-A IMPLEMENTATION
In the Verilog-A implementation different building-block models are defined for lumps that abut a contact, for the SC region lump, and for "normal" QN region lumps. Each lump has unknowns ψ, φ n , and φ p associated with it (two ψ values for an SC region lump) and these are used to code equations for all current components: transport (from (6) and (8)); recombination (from (20) and (21)); depletion charge (from (22)); and charge storage (the ∂/∂t terms from (4) and its equivalent for holes). The components of electron and hole currents are summed at the φ n and φ p nodes, respectively, which forces the simulator to converge to a solution that satisfies KCL for each carrier type. The charge storage and depletion charge terms are ddt() contributions, connected topologically as Fig. 3 shows.
Equations (12) and (13), for p-and n-type regions, respectively, are implemented internally, as described in [6] , which essentially forces solution for ψ; this is done both for QN region lumps and for ψ on each side of an SC region lump. The boundary conditions defined in Section III are implemented at contact lumps, and the sum of the electron and hole current is used to form the total terminal current at each contact.
We have a generator that automatically constructs models with a specified number of lumps. The inputs to the model are the length and doping concentration of each region, and mobility and lifetime for both electrons and holes. The length of all lumps is dynamically adjusted during simulation through the variation of w n and w p . Because care was taken during formulation of our model all calculations are robust, numerically well behaved, and scale to values consistent with typical simulator convergence criteria, so no special tricks are required to get reliable convergence.
VI. RESULTS
To verify our model we compare it with detailed 1-dimensional TCAD simulations [15] , previously reported results, and analytical expressions. The TCAD simulations were done with constant mobility, constant doping profiles and an abrupt junction, to be consistent with our Linvill lump model.
The simplest possible lump model comprises two contact lumps and one SC region lump, with no QN region .834 V and high-level injection on the n-side starts when the applied bias reaches φ hn =2φ t ln(N D /n i )=0.596V, recombination is ignored for now, T=27 C, and V C =0 V. Fig. 4 shows quasi-Fermi potentials in the SC region, as well as the difference between them 1 ; the results are essentially identical. φ p increases linearly with applied bias since the p-side is significantly more heavily doped than the n-side and does not go into high-level injection, hence from (2) we have ∇φ p ≈0 through the p-region. φ n stays approximately at 1 . The quasi-Fermi potentials at the contacts are set equal to the applied potentials, see (15) , so for clarity are not shown. the potential applied to the cathode, 0 V, until φ p −φ n through the SC region approaches φ bi . For higher applied bias the ohmic drop across the n-region causes φ n to increase. Fig. 5 shows the electrostatic potentials at both the contacts and the edges of the SC region. From (16) and (17) ψ at the n-contact is constant and at the p-contact increases linearly with the applied bias V AC , and since there is little ohmic drop across the p region because of its high doping ψ at the p-side SC region edge essentially tracks its value at the contact. In the n-region ψ at the SC region edge increases once the n-side goes into high-level injection, from (3) to pull n above N D because, per Fig. 4 , φ n is still near zero. The slope ∂ψ/∂V AC increases further when the ohmic drop FIGURE 9 . Effect of recombination. J rec is the recombination current density, which is the same for electrons and holes, and p-SC and n-SC indicate the p and n sides of the SC region, respectively. across the n-region becomes observable and φ n increases as V AC increases. Fig. 6 shows the mobile carrier densities at the edges of the SC region. p on the n-side varies from low-level injection to well into high-level injection. Moreover, n clearly adjusts to maintain quasi-neutrality. The p-side remains in low-level injection. Fig. 7 shows (normalized) hole and electron current densities through the SC region. Three regions are apparent: low-level injection for V AC <φ hn ; high-level injection for φ hn V AC φ bi ; and where the ohmic drop in the lightly doped n-region is significant for V AC >φ bi . These regions are more distinct if the derivative of the current density is plotted, see Fig. 8 .
Despite the simplicity of the model with two contact lumps, one SC region lump, and no QN region lumps, Figs. 4 through 7 show that it agrees quite well with much more detailed TCAD simulations.
Adding recombination, with τ n =τ p =0.1 μs, gives the results of Fig. 9 . From (20) and (21) the majority of the recombination will be on the n side, and will increase the electron current density, compare Figs. 7 and 9. The slight decrease in J p is not visible in these plots. In Fig. 9 we include negative and low forward bias across to pnjunction, to verify that our model works reliably for these biases.
Detailed analysis of potentials and carrier concentrations through a p + n-junction under both low-and high-level injection conditions were provided in [16] . To further verify the accuracy of our approach we generated a model with 20 QN region lumps per side using the same material parameters as [16] : W n =20 μm, μ p =490 cm 2 /(V·s), μ n =1360 cm 2 /(V·s), τ n =0.3 ns, and τ p =0.84 ns. Figs. 10 and 11 show the potentials and carrier concentrations through the diode in low-level injection, with a current density of 10 A/cm 2 (V AC =0.645 V), and Figs. 12 and 13 show the same quantities under high-level injection, with a current density of 10 4 A/cm 2 (V AC =5.725 V). The results match those of [16] , and show the expected behavior. In particular, under high-level injection the increase in the mobile electron concentration on the n-side, to maintain quasi-neutrality as the injected hole concentration exceeds N D , is apparent, as is the significance of the ohmic drop through the lightly doped n region. Our model is intended for circuit simulation, not TCAD type simulation, but because of its physical nature is capable of the latter (but with an analytical, not numerical, model for the SC region). In reverse bias the capacitance per unit area of an abrupt pn-junction should be
where m is the grading coefficient, 0.5 for an abrupt junction, and
is the zero-bias capacitance per unit area. Fig. 14 compares results from our model (using 5 QN region lumps per side) with the analytical model (23); the results are essentially identical, as expected because our SC region model is based on the same assumptions that underly (23). The reactance of a strongly forward biased pn-junction can become more complicated, as discussed by Laux and Hess [13] . For a narrow-base diode, the reactance not only drops, but it can become negative, displaying an inductive behavior. Fig. 15 shows that our model correctly exhibits this behavior.
Our final model verification test is for the transient response of a diode that is switched from the onstate to the off-state; this is the well-known reverse recovery behavior. We use a diode with an area of 1.0 cm 2 , four QN lumps for each side, and:
.03, 3.0, and 300.0 μs. Fig. 16 shows the circuit schematic. Initially, the diode and series resistor are forward biased with +5.1V. At t=0 the voltage source is switched to −10 V. At this point, the current through the diode reverses direction. During the storage period the current remains constant. After the storage time has been reached, the diode enters the recovery phase, during which the current current decays to zero. As Fig. 17 shows, our Linvill lump based model exhibits the same qualitative behavior as detailed TCAD simulation (fine details of the simulation are not reproduced exactly because the TCAD simulations use significantly more sophisticated recombination, and other, models than (20) and (21), and have a significantly finer spatial discretization).
VII. CONCLUSION
We have successfully applied and extended the Linvill approach to physically model pn-junctions. Numerical problems with the original Linvill formulation were eliminated by adopting quasi-Fermi potentials instead of mobile carrier densities as system unknowns and by using the Scharfetter-Gummel stable difference approximation. We also used charge neutrality, rather than solving Poisson's equation, to determine ψ and significantly improved modeling of the space-charge region. The model was implemented in Verilog-A and verified by comparison with dc, smallsignal, and large-signal results from detailed numerical simulations. Although the approach involves mapping the basic semiconductor equations into a difference form for QN region lumps, akin to a TCAD model, rather than an analytical solution, it converges robustly and runs fast enough for use in circuit simulation. We are using the approach as the basis for physical modeling of IGBTs and power bipolar transistors for circuit design, and plan to investigate its applicability for pin-diodes.
The main assumptions that affect the accuracy of our model are: abrupt junctions; a simplified model of the SC region; ideal contacts; constant mobility; constant lifetimes; constant doping density in each QN region; and negligible impact ionization. The first two of these are inherent in our model formulation. The next three can be implemented fairly simply, with only a small impact on model complexity. The final two are not as simple to include without significantly increasing model simulation time, and we are looking into efficient ways to incorporate them, without compromising computational efficiency.
