ABSTRACT. We apply the notion of generalized MV -algebra (GMV -algebra, in short) in the sense of Galatos and Tsinakis. Let M be a complete GMV -algebra and let α be a cardinal. We prove that M is α-distributive if and only if it is (α, 2)-distributive. We deal with direct summands of M which are homogeneous with respect to higher degrees of distributivity.
Introduction
Higher degrees of distributivity have been frequently investigated in the theory of lattices, Boolean algebras and lattice ordered groups. For detailed references, cf. the monographs Birkhoff [1] , Sikorski [13] and Darnel [3] . The case of M V -algebras was dealt with by the author [7] .
We apply the notion of generalized M V -algebra (GM V -algebra, in short) in the sense introduced and studied by Galatos and Tsinakis [4] . In a different meaning, this term was used by Rachůnek [11] .
Direct summands of GM V -algebras were investigated by the author [8] .
If M is a GM V -algebra, then we denote by M and (M) the underlying set or the underlying lattice of M, respectively. The analogous notation will be applied also for other types of ordered algebraic structures.
(i) M α,β is a direct summand of M;
(ii) if M is (α, 2)-distributive, then it is (α, α)-distributive.
Let us apply the following terminology. Lattices L 1 and L 2 will be said to be equivalent with respect to higher degrees of distributivity (d-equivalent, in short) if, whenever α is a nonzero cardinal, then
Two GM V -algebras M 1 and M 2 are d-equivalent if the lattices (M 1 ) and (M 2 ) are d-equivalent.
A GM V -algebra M is homogeneous with respect to higher degrees of distributivity (d-homogeneous, in short) if, whenever L 1 and L 2 are intervals of (M) having more than one element, then L 1 and L 2 are d-equivalent.
We prove that if a GM V -algebra is complete and dually orthogonally complete, then it can be expressed as a direct product of d-homogeneous GM V -algebras.
Preliminaries
For GM V -algebras we apply the terminology and the notation as in [4] . We recall the basic definitions.
A GM V -algebra is defined to be an algebra
M = (M ; ∧, ∨, ·, \, /, e)
of type (2,2,2,2,2,0) which satisfies the following conditions:
(i) (M ; ∧, ∨) is a lattice;
(ii) (M ; ·, e) is a monoid;
We will often write xy instead of x · y for x, y ∈ M . Let G = (G; ∧, ∨, ·, e) be a lattice ordered group. For x, y ∈ G we put x\y
Let L γ be a filter of the lattice (G − 1 , ∧, ∨), where G 1 is a lattice ordered group. Assume that for each
Let B and C be subalgebras of a GM V -algebra A. Suppose that the map f : B × C → A defined by f (x, y) = x · y is an isomorphism of the direct product B × C onto A. Then we write A = B ⊕ C and we say that A is a direct sum of B and C. The subalgebras B and C are direct summands of A.
The following fundamental theorem was proved in [4] . 
In this situation we say that M was obtained by a truncation construction from the pair (G, G 1 ).
The direct product i∈I A i of GM V -algebras A i is defined in the usual way.
Completeness
A GM V -algebra M is complete if each nonempty bounded subset of M has a supremum and an infimum. In other words, M is complete if the underlying lattice (M) of M is conditionally complete.
Let M be a GM V -algebra and let us apply the notation as in Theorem 2. 
and if x y, then ϕ 1 (x) ϕ 1 (y) and ϕ 2 (x) ϕ 2 (y). Let us write x 1 and x 2 instead of ϕ 1 (x) and ϕ 2 (x), respectively. Let ∅ = X ⊆ [h, e], X = {x i } i∈I . We denote 
(ii) There exist complete lattice ordered groups G and G 1 such that M can be obtained by a truncation construction form the pair (G, G 1 ).
P r o o f. This is a consequence of Theorem 2.1 and Lemmas 3.1, 3.2, 3.3 and 3.6.
Let α be an infinite cardinal. A GM V -algebra M is α-complete if, whenever X is a nonempty bounded subset of M with card X α, then inf X and sup X exist in (M). An analogous definition is applied for lattice ordered groups.
It is easy to verify that all results of the present section remain valid if the notion of completeness is replaced by the notion of α-completeness.
The (α, β)-distributivity
For the sake of completeness and for fixing the terminology, we recall some definitions.
A lattice L is infinitely distributive if it satisfies the following condition (c 1 ) and the condition (c 1 ) dual to (c 1 ):
Let α and β be nonzero cardinals. Further, let T and S be sets with card T α, card S β. The symbol S T denotes the system of all mappings of the set T into the set S.
The lattice L is said to be (α, β)-distributive if it fulfills the following condition (c 2 ) and the corresponding dual condition (c 2 ):
holds identically in L whenever all joins and meets standing in (1) 
If L is (α, β)-distributive, then each its convex sublattice is (α, β)-distributive as well; if α 1 and β 1 are nonzero cardinals with
The following result is well-known (cf., e.g. [5] ).
Ä ÑÑ 4.1º Assume that L is an infinitely distributive lattice which fails to
The analogous result concerning the condition (c 2 ) is also valid. If u and v are as in Lemma 4.1 then we say that the interval
It is well-known that if G is a lattice ordered group, then the lattice (G) is self-dual. Hence in view of Lemma 4.1 we have Ä ÑÑ 4.2º Let G be a lattice ordered group. The following conditions are equivalent:
By a simple calculation we obtain:
An analogous result is valid for intervals of type d 0 (α, β). Let G 1 be like in Lemma 3.3 and L γ be as in Theorem 2.1.
Ä ÑÑ 4.4º
The following conditions are equivalent:
In view of Lemma 3.3 there exist elements
we arrived at a contradiction.
If (G) is (α, β)-distributive then we say that G is (α, β)-distributive. An analogous terminology will be applied for GM V -algebras.
If a lattice L is self-dual then it is (α, β)-distributive iff it satisfies the relation (1).
In general, the lattice (L γ ) need not be self-dual. Nevertheless, applying an analogous argument as in the proof of Lemma 4.4 we obtain:
ÈÖÓÔÓ× Ø ÓÒ 4.5º The following conditions are equivalent: 
In [5] it was remarked that combining a result of Pierce [10] and Scott [12] the following result is obtained: for each regular cardinal α there exists a lattice ordered group G which is β-distributive for each β < α and which is not α-distributive. The following result is due to Pierce [10] .
Ì ÓÖ Ñ 4.8º A Boolean algebra is α-distributive iff it is (α, 2)-distributive.
In [6] , it was proved: Ì ÓÖ Ñ 4.9º A complete lattice ordered group is α-distributive iff it is (α, 2)-distributive.
Again, let G 1 be like in Lemma 3.3 and L γ be as in Theorem 2.1. Assume that the lattice ordered group G 1 is complete. Then in view of Section 3, L γ is a complete GM V -algebra and conversely, if L γ is a complete GM V -algebra, then G 1 is a complete lattice ordered group. Thus according to Proposition 4.6 and Proposition 4.9 we obtain:
Hence applying Theorem 2.1 we get:
It is well-known that each GM V -algebra is infinitely distributive. Hence, analogously as in the theory of Boolean algebras (cf. Sikorski [ 
13, §19]) we infer that if α is finite then M is (α, β)-distributive for each cardinal β; also, M is (α, 1)-distributive for each cardinal α. Thus by dealing with (α, β)-distributivity
for GM V -algebras, we will restrict ourselves always to the non-trivial cases when α is infinite and β 2.
A GM V -algebra M is singular if for each a ∈ M with a < e there exists b ∈ M such that a b < e and the interval [b, e] of (M) is a Boolean algebra.
The analogous (dual) notion for lattice ordered groups was investigated by Conrad [2] and for M V -algebras by the author [7] .
By simple examples we can verify that a complete GM V -algebra need not be singular, and that a singular GM V -algebra need not be complete.
Nevertheless, the following result analogous to Corollary 4.11 is valid. For a related result concerning M V -algebras, cf. [7] , Proposition 3.3.
HIGHER DEGREES OF DISTRIBUTIVITY IN COMPLETE GENERALIZED MV -ALGEBRAS

On (α, β)-distributive direct summands
We start by proving some auxiliary results concerning lattice ordered groups. For the terminology, cf., e.g., [3] . For any lattice ordered group H we denote by c(H) the system of all convex -subgroups of H. This system is partially ordered by the set-theoretical inclusion. Then c(H) is a complete lattice.
Let , β) -distributive. From this and by the obvious induction we conclude that the sublattice of (H) with the underlying set
is (α, β)-distributive. The set A is, at the same time, the underlying set of the convex -subgroup A of H which is generated by the element a. For x ∈ H we put, as usually,
(ii) both the intervals Now, let us consider a GM V -algebra M; we apply the notation as in Section 2. It is well-known that each polar of a complete lattice ordered group is a direct factor. In view of Section 3, M is complete iff the lattice ordered group H is complete. Therefore from Proposition 5.6 and Theorem 2. A related result concerning M V -algebras was proved in [7] .
d-homogeneity
Assume that L is a lattice that fails to be completely distributive. Then there exists a cardinal γ such that
(ii) L is γ 1 -distributive for each cardinal γ 1 with γ 1 < γ.
We denote γ 1 = dL.
Let H be a complete lattice ordered group. We put card H = α 0 and 2
Let I be a nonempty set of indices. A system (x i ) i∈I of elements of a partially ordered group is orthogonal if x i(1) ∧ x i(2) = e whenever i(1) and i(2) are distinct elements of I. The notion of dual orthogonality is defined analogously.
A lattice ordered group is orthogonally complete if each its orthogonal system possesses the supremum. The dual orthogonal completeness is defined similarly. An analogous terminology is applied for GM V -algebras.
In Now let us assume that H fails to be a one-element set. We put I 1 = {i ∈ I : card H i > 1}.
In view of the condition (iii) from Theorem 6.1 we obtain I 1 = ∅. Moreover, the assertions (iii) and (iv) of Theorem 6.1 remain valid if the set I is replaced by the set I 1 . We also have In what follows we suppose that M is a GM V -algebra which is complete and dually orthogonally complete. In view of the definition of G * (cf. Section 2) each direct product decomposition of G yields a direct product decomposition of G * . Thus from Proposition 6.4, Proposition 6.5 and Lemma 6.6 we infer
