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In this thesis, we utilise the framework of Bayesian statistics to discriminate between models
of the cosmological mass function. We first review the cosmological model and the formation
and distribution of galaxy clusters before formulating a statistic within the Bayesian framework,
namely the Bayesian razor, that allows model testing of probability distributions. The Bayesian
razor is used to discriminate between three popular mass functions, namely the Press-Schechter,
Sheth-Tormen and normalisable Tinker models. With a small number of particles in the simula-
tion, we find that the simpler model is preferred due to the Occam’s razor effect, but as the size of
the simulation increases the more complex model, if taken to be the true model, is preferred. We
establish criteria on the size of the simulation that is required to decisively favour a given model
and investigate the dependence of the simulation size on the threshold mass for clusters, and
prior probability distributions. Finally we outline how our method can be extended to consider
more realistic N -body simulations or be applied to observational data.
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CHAPTER 1
Introduction
The Λ−Cold Dark Matter (ΛCDM) is referred to as the standard model of the big bang cos-
mology since it attempts to explain the existence and formation of large-scale structure and the
cosmic microwave background (CMB). This model, along with many others, is based on the
observational evidence that on large scales the universe is homogeneous and isotropic. This is
known as the cosmological principle. Many cosmological observations support a flat ΛCDM
model. The total energy density in this model is very close to the critical density and a universe
that has precisely a density equal to the critical density is said to be flat or Euclidean. Geometry,
however, is not the only feature of the universe, and there is evidence to suggest we currently live
in an era in which our universe contains matter in two principal forms namely, baryonic and dark
matter. Dark matter only interacts through gravitational attraction and is non-visible, therefore it
is inferred from to its gravitational interaction with other baryonic matter. Clusters of galaxies
are largely made of dark matter.
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The observed dimming of type Ia supernovae is interpreted as the accelerated expansion of
the universe, provided that the universe is described by the Friedmann-Robertson-Walker met-
ric. The universe is expanding faster than it should be according to conventional knowledge of
physics. This phenomenon has perplexed many cosmologists. The accelerated expansion is as-
sumed to be caused by either of two phenomena, the first being due to modified gravity where
general relativity is modified in a way that leads to the observed accelerated expansion [1; 2; 3].
The second is a result of a mass-energy component called dark energy. If the latter explanation is
true it implies that dark energy constitutes most of the mass-energy (≈ 71%) in the universe and
there is no compelling theoretical explanation for the value of this component, therefore we are
forced to rely on observational evidence to understand the nature of dark energy. Cosmological
observations however, cannot distinguish between the two cases [4].
There are various observational techniques that are promising in determining the presence
and nature of dark energy, respectively exploiting the phenomena of: Baryon Acoustic Oscil-
lations (BAO); Galaxy Clusters (CL); Weak Lensing (WL); and Supernovae (SN). Dark energy
is usually parameterised by an equation of state, and constraining the dark energy parameters
means a deeper understanding of the true behaviour and nature of dark energy. The four ma-
jor techniques that are proposed will begin to constrain these parameters and combining these
techniques will further tighten these constraints [5]. These techniques incorporate surveys that
detect the effect of dark energy on the relation between a measurable and observable quantity
in the survey. The SN survey for example, detects the effect of dark energy on the luminosity
distance-observable relation [6] while the CL survey detects the effect of dark energy on the
mass-observable relation [7].
Galaxy clusters can be observed in various ways such as optically [8], via x-ray emission
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[9; 10], the Sunyaev-Zel’dovich effect [11] or by weak gravitational lensing [12; 13; 14]. Optical
detection relies on photon emission from the cluster’s member galaxies while x-ray detection
involves x-ray emission from the hot electrons contained within the gravitational potential well.
These hot electrons also up-scatter the CMB photons leaving an apparent deficit of the low fre-
quency CMB flux in their direction. This effect is called the Sunyaev-Zel’dovich effect. Regions
of high concentrations of mass can cause the photon’s path to curve around it resulting in a bend-
ing of light. This results in the image of the photon source being distorted and this phenomenon
is known as gravitational lensing.
Poor forecasts of systematic error levels inhibit our ability to assess future capabilities of
these techniques. In galaxy cluster surveys, these problems can be solved by combining lensing,
Sunyaev-Zel’dovich and x-ray observations of large numbers of galaxy clusters to constrain the
galaxy cluster mass-observable relationship. The direct measurement of cluster mass is difficult,
therefore we require an accurate relation of mass to a proxy or observable quantity instead. For
instance, the galaxy counts, the Sunyaev-Zel’dovich decrement or x-ray flux could be used as
proxies depending on the type of survey. Observation of clusters have already made inference
on cosmological parameters [15; 16; 17; 18; 19; 20]. Simulations of cluster formation provide
a framework in which theoretical predictions can be compared to accurate observations in order
to explain the evolution of galaxies and growth of cosmic structure. The Millennium N -body
simulation [21] is an example of a large simulation that modelled a range of cosmic structures.
These simulations were modified by [22] to analyse scaling relations for halo properties.
The mass function is an important ingredient in galaxy cluster counting since it measures the
abundance of clusters of a given mass in the universe. The mass function is sensitive to dark
energy due to its comoving volume element dependence, and cluster counts also depend on the
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expansion history. The mass function is sensitive to the amplitude of density fluctuations since
galaxy clusters serve as indicators of such variations in the early universe, and constraints on dark
energy have been made using observed density fluctuations [23]. There are various models of
mass functions: purely analytical; semi-analytical; and fitting functions to N -body simulations.
The Press-Schechter model [24], is the pioneering mass function as it combines spherical top-hat
collapse with the growth function for linear perturbations. The standard for precision determina-
tion of the mass function from simulations was initially set by producing a fitting function for the
halo abundance accurate to ∼ 10 − 20% [25; 26]. This mass function has thereafter been used
to provide constraints on the normalisation of the density fluctuation power spectrum, σ8 [7], the
mean matter density, Ωm, and the dark energy equation of state parameter, ω [16]. Improved
models have been developed since then, namely, the Sheth-Tormen [27] model and Tinker [28]
model. These models have proven to be the most popular in the cosmology community. With
various models of mass functions available at present, and an expected increase in the future,
one is faced with the task of optimally selecting the appropriate model that will describe the ob-
servations. In recent times, fitted-functions to N -body simulations [25; 27; 28] has become the
preferred choice over analytic mass functions. The question however remains, as to how large a
simulation is needed in order to discriminate one model over another. To answer this question
we resort to Bayesian statistics.
The Bayesian statistics methodology has increased its popularity in the cosmology and as-
trophysics community [29]. This has been motivated by the increase in large and more complex
data sets as well as the computational power available at present. The method was first intro-
duced over 200 years ago [30], and eventually developed into the subject of Bayesian probability
theory, used in a wide range of fields such as econometrics and biostatistics, to name a few.
Cosmology is the most recent field to utilise the methodology, which proves to be quite suitable
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given the large data sets currently available from experiments. There are many difficulties in
cosmology, for example, the complexity of modelling theory to match observations is becom-
ing more difficult. The accuracy of measurements must be well within a specified uncertainty
since this could change the outcome of the result. Experiments are extremely costly in terms
of resources, therefore we want to gain as much information from them as possible. Even very
sophisticated experiments produce data that is of limited quality. Statistical analysis provides a
means to overcome these problems and persistence in refining these methods has been recently
motivated [31].
The statistic used in Bayesian model selection is called the evidence. This quantity is nearly
always a multi-dimensional integral depending on the number of parameters within a model.
It is for this reason the evidence becomes difficult to calculate and much work on numerical
techniques has been devoted to efficiently evaluate this complex integral. The Nested sampling
algorithm, [32] is widely used in cosmology [33; 34; 35; 36]. Recent computer codes based on
the nested sampling algorithm, called CosmoNest [33; 34] and MultiNest [37] have been devel-
oped that simplifies this computation. MultiNest is used to explore multiple peaked functions, a
problem often encountered when computing the evidence, and has proven quite efficient [37; 38].
Much work has been done on possible evidence for competing models to the ΛCDM model
using various data such as WMAP3 [39; 40], Supernovae Type Ia [41; 42] as well as combina-
tions of data sets such as WMAP1, Sloan digital sky survey (SDSS) and two-degree field galaxy
redshift survey (2dFGRS) [43]. Models are sometimes nested within other models i.e. they are
obtained from fixing certain parameters in the more complicated model to obtain the simpler one.
This type of model selection can also be studied to determine whether addition of parameters is
warranted by the data and is ideally suited for the Bayesian statistics approach rather than the
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frequentist approach of null hypothesis testing [44]. This is because the latter approach does not
take into account the information gained from the data and may provide contradictory results to
the Bayesian statistics approach.
In this thesis we investigate how Bayesian statistics can be used to select between models,
specifically we answer the question of how many particles are sufficient in a numerical simula-
tion in order to discriminate between two competing models of the cosmological mass functions.
We employ the Bayesian statistics approach and implement the Bayesian razor introduced by
Balasubramanian [45]. The Bayesian razor assigns merit to a probability distribution, therefore
comparing the razor of two distributions can provide a quantitative way to discriminate between
distributions. We derive probability distributions for the mass functions considered in this thesis
in order to apply the Bayesian razor to these models.
In chapter 2, we review the cosmological model. We discuss the physics of galaxy clusters,
particularly the growth and properties of clusters. The statistics of large-scale structure is re-
viewed in this chapter since it forms the basis for the theory behind the mass function. We then
introduce the various models of the mass function that we will compare in chapter 4.
In chapter 3, we look at the Bayesian statistics methodology to gain an understanding of
how it can be used in model selection. We briefly review the theory of probability as well as
properties of probability distribution functions and how these are relevant for model selection by
referring to some examples. A more detailed example with mock data has been used to improve
our understanding of the use of Bayesian evidence in assigning merit to a model. We then look
at the Fisher information matrix and examine how it can be used to explore probability distribu-
tions. At the end of the chapter we review the Bayesian razor and its relevance in model selection.
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Chapter 4 is devoted to applying the Bayesian razor to competing mass functions in order
to determine how variations in simulation size affect the preference of one model over another.
We obtain the relevant probability distribution functions, and the Bayesian razors for each of
the three mass functions that we consider. We then analyse the razor ratio as a function of the
number of particles in order to determine the size of the simulation needed. Our results consider
the effect of varying different factors such as the minimum mass limit of a cluster, the fiducial
model and the prior distribution, that all play a role in the computation of the razor.
In a concluding chapter we discuss how our method can be modified and extended to in-
corporate more realistic N -body simulations as well as how it can be applied to observational
data.
CHAPTER 2
The cosmological mass function
2.1 The cosmological model
Cosmological models aim to explain the evolution and expansion of our universe. The big bang
model is accepted by most cosmologists as the leading cosmological model, and is referred to
as the standard cosmological model. The standard cosmological model has been supported by
observational evidence such as the existence of the cosmic microwave background (CMB), Hub-
ble’s law that describes the expansion of the universe, and the abundance of light elements that
were produced in an early hot and dense phase of the universe. Cosmological models in general
provide the foundation for various theories and observations, and are dependent on several cos-
mological parameters. Among those parameters, is the Hubble parameter which is dependent on
the scale factor a(t), and describes the expansion of the universe. We have from Hubble’s law
that
v = H(t)d, (2.1.1)
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where d is the distance between two galaxies and v is the velocity at which these galaxies move
apart. Hubble determined that the farther a galaxy is away from Earth, the faster it accelerates
away. We generally use two methods to measure the distances to other galaxies, namely, Cepheid
variables and Type Ia supernovae. Cepheid variables are examples of stars that vary in bright-
ness but have a definite relation between distance and luminosity. We can determine the distance
by comparing a star’s absolute magnitude with the apparent magnitude of brightness. Cepheid
variables are dimmer than Type Ia supernovae, therefore the supernovae allows us to measure the
distances of galaxies further away. The luminosity of Type Ia supernovae are approximately the
same therefore we can compute the distance to a galaxy by measuring the apparent brightness
of Type Ia supernovae in that galaxy. The preferred unit of length in cosmology is the parsec
which is approximately just under 31 trillion kilometers. Other units of length are also used
such as astronomical units (au) and light-years (ly). If galaxies are close by then d is the usual
Euclidean distance, but the greater the seperation then the concept of distance must be defined to
avoid ambiguity. Luminosity distance is then used in this measurement.





where ȧ refers to the derivative of a with respect to time t. At the present time t0, H(t0) = H0 is
known as the Hubble constant and is parameterised by h defined via
H0 = 100h km. s−1Mpc−1
where h = 0.71 ± 0.07 [46]. The evolution of the scale factor for a homogeneous and isotropic
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This equation is known as the Friedmann equation. The symbol ρ represents the mass-energy
density while p is the pressure resulting from that mass-energy. The symbol Λ represents the cos-
mological constant and accounts for the accelerated expansion of the universe. These quantities
may be composite: The sum of several fluid species. The term K is the curvature of the universe








The symbol c represents the speed of light and can be scaled to 1 by using a geometric unit











where Λ has been set to zero. The local energy conservation equation is given by
ρ̇ + 3H(ρ + p) = 0. (2.1.4)
The second term in equation (2.1.4) corresponds to the dilution of ρ due to the Hubble expansion
and the third term represents the work done by the pressure of the fluid. So far we have three un-
known quantities, i.e. ρ, p and a, therefore we require another equation relating these parameters.
The third equation relates ρ and p by
p = ωρ, (2.1.5)
where ω = ω(ρ) depends only on the local energy density, and is known as the linear equation
of state. The cosmological constant can be modelled by another fluid with ω = −1. In this case,
the Λ term is set to zero, as in (2.1.3). For a flat universe (K = 0) dominated by only one fluid
2.1 The cosmological model 11
with equation of state ω = constant, we solve for ρ using (2.1.5) and (2.1.4) to obtain
ρ ∝ a−3(1+ω). (2.1.6)
We use (2.1.6) to determine how ρ is related to the scale factor depending on which compo-
nent dominates the energy density of the universe, namely, matter, radiation or the cosmological
constant (Λ).
Matter: ω = 0, ρ ∝ a−3, (2.1.7)
Radiation: ω = 1
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, ρ ∝ a−4, (2.1.8)
Λ: ω = −1, ρ ∝ constant. (2.1.9)
We now derive an equation that describes the acceleration of the scale factor. We start by differ-





















(ρ + 3p), (2.1.11)
which is known as the acceleration equation or Raychaudhuri equation [47].
We can relate the scale factor to time depending on the dominant component. It is convenient
to normalise the scale factor so that it equals 1 at present time t0 i.e. a0 = 1. We know from
2.1 The cosmological model 12













To solve this, we suppose a follows a power law, a ∝ tq; therefore ȧ ∝ tq−1. In the right hand














so the universe expands faster if matter dominates instead of radiation. Similarly in a Λ domi-
nated universe,
a(t) ∝ et (2.1.16)
and we have exponential growth.
The density parameters are generally shown as dimensionless quantities when we relate them
to the critical density ρcrit = 3H
2
8πa2G
. We use subscripts r,m and Λ to denote the radiation,
matter and dark energy component respectively to simplify the notation. The density parameters


























These quantities are constrained by
Ωr + Ωm + ΩΛ + ΩK = 1, (2.1.21)
which is a dimensionless form of the Friedmann equation. The current density ρ0, excluding
curvature, in terms of the current critical density is given by
Ω0 = Ωr0 + Ωm0 + ΩΛ0, (2.1.22)
where Ωr0, Ωm0, and ΩΛ0 are the current density for radiation, matter and the dark energy compo-
nent respectively. The Friedmann equation is an important equation in cosmology as it describes
the expansion of the universe. The scale factor is related to the redshift of distant objects by
a = (1 + z)−1, (2.1.23)
where we have set a0 = 1 as mentioned previously. Using this relation, we can write the Fried-




3 + Ωr(1 + z)




This equation explains how the different components of the universe scales with redshift. Since
redshift is analogous with time, equation (2.1.24) shows that radiation was the dominant com-
ponent during the early universe and the cosmological constant will dominate eventually. The
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determination of these densities are therefore vital in our understanding of the evolution of our
universe. Matter is made of two non-relativistic components, namely, the visible baryonic and
cold dark matter components such that Ωm = Ωb + ΩCDM where Ωb and ΩCDM are the baryonic
and cold dark matter densities relative to the critical density respectively. Cold dark matter has
many candidates, namely: WIMPs, Axions, WIMPzillas and Primordial black holes [48]. In a
similar way, radiation is made up of relativistic photons and neutrinos. The CMB photons are the
dominant source of photons in the universe and we therefore neglect those generated from stars
since their contribution to the density is very small. We denote the density of CMB photons and
neutrinos as ΩCMB and Ων respectively with Ωr = ΩCMB + Ων .
2.2 Growth of clusters
Most of the matter in the universe is dark matter, which comprises the majority of the content of
galaxies. The process of galaxy formation is initiated by perturbations in the density distribution
of cold dark matter. The density distribution in the initial perturbation will determine the rate
of increase in the growth of matter. These perturbations result in matter accumulating through
the gravity of dark matter. The gravitational pull slows down the expansion of matter resulting
in a deviation from the Hubble flow. Eventually the structures that form undergo gravitational
relaxation and stop expanding. This process forms a gravitational well, accreting more matter to
eventually form a cluster at the center of these perturbations.
Previous work emphasised that anisotropic collapse characterises the evolution of structure
in a universe filled with pressureless matter [11]. Self-similar collapse solutions with high den-
sity regions exhibiting spherical symmetry were explored to explain this process [49]. These
solutions provide insight into results from numerical simulation.
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For a perfectly spherically symmetric geometry, the behaviour of an individual mass shell in
the presence of a homogeneous ΩΛ field can be described by the equation of motion,
r̈sh = −GMsh
r2sh




0 (1 + z)
3(1+ω)rsh, (2.2.1)
where rsh is the radius of the shell, and Msh is the mass enclosed within the shell. We obtain
a parametric solution for rsh by assuming Msh is constant and ΩΛ is negligible during the early
evolution of the density perturbation. This parametric solution is given by,
rsh = rta [(1− cosθM)/2] , (2.2.2)
with
t = tc [(θM − sinθM)/2π] , (2.2.3)









with tc being the time it takes for a shell to collapse to the origin. After collapse, the mass and
radii of the shell may vary due to shells on different trajectories crossing. As time progresses, the
gravitational potential changes causing the velocities of in-falling particles to follow a velocity
distribution where the temperature is proportional to the particle mass. This process is known as
violent relaxation, and results in the following relation between total kinetic energy Ek and the
total potential energy EG,
EG + 2Ek = 4πPbr
3
b , (2.2.5)
where Pb is the effective pressure due to in-falling particles at the boundary radius rb. This state
in (2.2.5) is called virial equilibrium. The virial theorem suggests that the bounding radius of the
cluster, after it collapses and relaxes, should be approximately rta/2.
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2.3 Clusters as cosmological probes
The evolution of cluster properties provides insight into the evolution of dark matter and dark
energy. Certain cosmological models explain how structure formation is influenced by dark mat-
ter. By using cluster observations, we are able to measure these model’s parameters, such as the
matter density Ωm, the density due to the cosmological constant ΩΛ, the present Hubble parame-
ter h, normalisation of density perturbations σ8, and the equation of state that characterises dark
energy ω. Surveys of galaxy clusters are a useful method for testing models of structure for-
mation in the universe since galaxy clusters enable us to constrain the cosmological parameters.
The constraints on these cosmological parameters are dependent on our ability to determine the
mass of galaxy clusters, which is calculated from an observable physical effect that is related to
mass. In order to accurately measure the parameters of the cosmological model we would there-
fore require the uncertainty in the observable-mass relation of clusters to be reduced as much as
possible. These surveys promise to be competitive with Supernovae and CMB surveys [50].
Galaxy cluster surveys are carried out using various methods, among which the most widely
used are the near-infrared (NIR) optical light from galaxy clusters, the cluster X-ray emission,
the weak lensing of background galaxies, and the effect that hot electrons within clusters have
on the CMB photons. Examples of galaxy cluster surveys include the optical NIR ESO Imag-
ing Survey (EIS) [51], the X-ray XMM-Newton Large Scale survey (XMM-LSS) [52] and the
Planck thermal Sunyaev-Zeldovich all sky cluster survey (tSZ) [53]. The Deep Lens Survey is an
example of a weak gravitational lensing survey used to produce unbiased maps of the large-scale
structure of the mass distribution at extremely high redshifts [54]. In what follows, we briefly
discuss each survey method and their ability to determine the mass of clusters.
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The optical observing power of clusters continue to grow due to technological advancements.
Cluster catalogues by George Abell and collaborators [55] formed the foundation for much of our
understanding of clusters today. Cluster identification techniques have been refined and modi-
fied since then to incorporate galaxy colours, which aid in identifying distant clusters since many
galaxies appear redder than other galaxies at a similar redshift due to the amount of star forma-
tion within the cluster. Optical surveys of galaxy clusters are useful probes since the mass of the
cluster can be related to its luminosity.
Cluster masses can also be measured through gravitational lensing of background galaxies
[56]. The mass of the cluster deflects photons toward our line of sight through the cluster’s cen-
ter thereby distorting the image of the photon source. Since the unlensed galaxy is generally
unknown, the shear distortion and redshift distribution of an entire field of background galaxies
is used to determine the mass of the cluster. Weak lensing techniques are however hindered by
the mass-sheet degeneracy transformation therefore techniques that combine strong and weak
lensing can break this degeneracy [57].
X-ray surveys are useful in determining the properties of galaxy clusters as well since clusters
are rich X-ray sources. The baryonic gas in the intergalactic medium is compressed by the deep
potential wells of galaxy clusters causing the gas to increase to energies in the X-ray range. The
temperature indicates the depth of a cluster’s gravitational potential well, and the spectrum also
indicates the pressure of the baryonic gas. The pressure is then related to its density, thereafter
the mass of the cluster is determined from its relation to the temperature and density of the heated
baryonic gas. This is based on the assumption of spherical symmetry and that the baryonic gas is
isothermal. Isothermal equilibrium is essential when using the β-model to determine the temper-
ature profile, however we are not restricted to this model as hydrostatic equilibrium is also used
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to determine the matter-density profile [58].
The effect of the hot intergalactic gas on CMB photons creates a signature that enables the
gas to be detected. The baryonic gas Compton scatters the CMB photons to higher energies
thereby distorting the virtually perfect black body spectrum of the CMB. This effect on the CMB
spectrum is called the Sunyaev-Zeldovich (SZ) effect [11]. The SZ effect is nearly independent
of distance to the cluster and allows clusters to be detected at high redshifts. The distortion of the
spectrum is quantified by a parameter that depends upon the probability that a photon will un-
dergo Compton scattering while passing through the cluster and the amount of energy a scattered
photon may gain. Integrating this parameter over the cluster’s projected surface area provides a
measure of the cluster mass.
2.4 Statistics of large-scale structure
Semi-analytic techniques have been developed recently that predict the properties and abundance
of different galaxy types. The Press Schechter theory [24] forms the basis for this work. Galactic
scales that are smaller than 10hMpc−1 have already gone non-linear and this poses a problem for
predicting the number density of galaxies, however there have been recent work on nonlinear
growth of structure [59] including non-standard cosmology [60]. Galaxy clusters arise from an
initial perturbation in a region that is overdense and clusters with mass up to 1015M¯ arise from
perturbations on just the right scales. The perturbation can be quantified as the difference in the
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where ρ(x) is the density of that region and ρ̄(x) is the average density of the background. The












where δ(k) is the Fourier component of δ(x). From isotropy, we have all the xi as being identical
and the perturbation distribution can be characterised by the power spectrum,
P (k) =
〈|δ(k)|2〉 , (2.4.4)
where 〈.〉 is the expectation over many realisations. If δ follows a Gaussian distribution then
the power spectrum provides a complete description of the perturbations since we know that the
mean of δ(k) is zero, and the variance is given by the power spectrum. For a smoothing spherical





δ(x)W (|x− r|)d3x. (2.4.5)









We use the convolution theorem to relate the variance to the power spectrum and window func-
tion in Fourier space. From (2.4.3), the normalising constant of the Fourier transform of δ(x) is
given by 1
(2π)3
. Taking the expectation of | δM
M

















P (k)|W (k)|2d3k, (2.4.7)
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where W (k) is the Fourier transform of W (r).




where δc is the critical overdensity for spherical collapse and is dependent on time, that is,
δc = δc(z). If we extrapolate it to the present time δc = 1.69 for an Einstein-de Sitter cos-
mology.
We quantify the fraction of collapse by combining spherical top-hat collapse with the growth
function for linear perturbations. If the average inhomogeneity in a particular volume is zero,
then significant deviations from this average can cause gravitational collapse in those regions,
which is why galaxies form in these regions of overdensity. Particles in this region are now
trapped in the local gravitational field. The fraction of collapse is given by [24],







where R = (3m/4πρ̄)1/3 is the radius over which the density field has been smoothed, and
σ(R, z), given by





P (k)|W (k, R)|2d3k, (2.4.10)
is the variance in the initial density fluctuation field when smoothed with a top-hat filter of scale
R, extrapolated to the present time using linear theory. The function, W (k, R) = 3(sin kR −
kR cos kR)/(kR)3, is the Fourier transform of a spherical top-hat window function that encloses
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mass M . Here we assume that all density perturbations continue to grow according to the linear
growth rate D(z). The power spectrum is normalised so that σ(M8, 0) = σ8 for
M8 ≡ (8h−1Mpc)3H20ΩM/2G = 6× 1014ΩMh−1M¯.
The fraction of collapse (equation (2.4.9)) resembles a Gaussian distribution and since we are in-
tegrating from δc, we are in essence considering only the regions of overdensity, i.e. the regions
of collapse. The possible issues with this formula are that it assumes the distribution of inhomo-
geneities are Gaussian and that we have ignored non-linear effects. Numerical simulations and
recent work however have justified this formula [61; 62].
2.5 The cluster mass function
Cosmological time scales are long which makes it difficult to observe how individual clusters
evolve but the demographics of the entire cluster population provide insight into the evolu-
tion since the properties change with redshift. This is why the cluster mass function, denoted
n(m, z, δ), is so useful. The cluster mass function yields the number density (number per co-
moving volume element) of galaxy clusters with mass greater than m at redshift z. Previous work
[24] has led to a widely used semi-analytical method for expressing the cluster mass function in
terms of the cosmological parameters and has been refined and extended since then [63; 64; 65].
Here we assume that all clusters have the same density ρ̄.
A functional form of n(m, z, δ) is given by
n(m, z, δ)dm =
ρ̄
m
f(m, z, δ)dm, (2.5.1)
where we have multiplied the fraction of collapse, (2.4.9), by a small interval dm and divided by
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the total volume. This gives us the fraction of volume collapsed into objects with mass between
m and m + dm. This implies that the shape of the mass function depends only on the mass














Models have recently been developed that explain the shape and evolution of the mass function of
collapsed dark matter halos, as well as for the evolution of the spatial distribution of these halos
[27; 25; 28]. Many of these functions are derived as fitting functions to N−body simulations.


















The function f(σ) may be an analytic, semi-analytic, or reasonably fitted function to cosmological
N−body simulations. Recently mass functions have been developed in an effort to increase
statistical precision, with the Tinker mass function reaching errors that are less than 5% (for a
fixed cosmology at z = 0) [28]. In this work, however, we consider the normalisable Tinker












since this function is normalisable. This is because the mass function is well behaved and we
can compare like probability distributions with each other. This mass function contains four free
parameters, namely, d, e, g and h with B given by the normalising constraint,
∫
u(σ) d ln σ−1 = 1. (2.5.6)
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following [27]. This re-scaling allows the mass function to be written in a universal functional
form that is independent of redshift and the power spectrum. The NT mass function can be trans-
formed to ν as follows.





































equation (2.5.11) can then be expressed as
1
2ν
f(σ) = F (ν). (2.5.13)
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Other mass functions that have been extensively utilised in the literature are the Press-Schechter












where typically a = 0.707, and p = 0.3, measured from numerical simulations [27]. The
parameter A is given by the normalising constraint,
∫ ∞
0
FST (ν)dν = 1. (2.5.16)








which is free of parameters. The Sheth-Tormen model is a modification of the Press-Schechter
model that overcomes some of its shortcomings. We will later look at how to derive a probability




In this thesis we adopt the Bayesian methodology for model testing. Probability theory forms
the foundation for Bayesian inference. Richard Cox [69] proposed a way to express our beliefs
in the truth of various propositions, for example, the probability that there will be a car crash
on a certain freeway. This would depend on different factors, like the number of drivers on
the freeway that are under the influence of alcohol as well as the number of drivers that drive
excessively fast on that freeway. He suggested using real numbers in expressing probabilities
so that a quantitative value would enable us to compare our degree of belief. This presents the
problem that if there are several different ways of using the same information then it is possible
that we may arrive at different conclusions. He solved this problem by asserting two rules of
probability,
p(X|I) + p(X̄|I) = 1, (3.1.1)
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and
p(X, Y |I) = p(X|Y, I)× p(Y |I), (3.1.2)
where X stands for a proposition which asserts that something is true and X̄ for the same propo-
sition being false. The symbol ‘|’ means ‘given’ which implies that all symbols to the right of the
sign are taken to be true. The letter I in the brackets refers to the relevant background informa-
tion which is always present and affects our prior information of the proposition. There is always
information that would affect our state of knowledge of a proposition and it should therefore be
contained in I . The comma between the two propositions X and Y in (3.1.2) indicates that both
X and Y are true, therefore it can be referred to as an ‘AND’ operator in Boolean algebra. The
term p(X,Y |I) is also known as the joint probability of X and Y . Equations (3.1.1) and (3.1.2)
are known as the sum and product rule respectively. Equation (3.1.2) can also be written as
p(X,Y |I) = p(Y, X|I) = p(Y |X, I)× p(X|I), (3.1.3)
since (X,Y ) are interchangeable which implies the occurrence of both propositions. Equating
both right hand sides of equation (3.1.2) and (3.1.3) we obtain
p(X|Y, I) = p(Y |X, I)p(X|I)
p(Y |I) , (3.1.4)
which is known as Bayes’ theorem. This is the foundation of all Bayesian inference methods.
The denominator in equation (3.1.4) is the proportionality constant. Substituting X and Y for
hypothesis and data respectively, we obtain
p(hypothesis|data, I) = p(data|hypothesis, I)p(hypothesis|I)
p(data|I) . (3.1.5)
We are interested in calculating the term on the left hand side but is generally difficult to eval-
uate. It is easier to evaluate the right hand side of equation (3.1.5), and thereby indirectly
evaluate p(hypothesis|data, I). The terms in equation (3.1.5) have specific names. The term
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p(hypothesis|data, I) is known as the posterior probability of the hypothesis and the terms
p(data|hypothesis, I) and p(hypothesis|I) are known as the likelihood and prior probability
respectively. The marginal likelihood encapsulates the probability of obtaining the measured
data had our hypothesis been true. The prior probability represents our state of knowledge about
the hypothesis before analysing the data. This can be based on previous experiments for exam-
ple. The term in the denominator, p(data|I), is the proportionality constant and is important in
model selection. It is called the evidence. Suppose we have n number of hypotheses and let Hi
represent the proposition asserting the truth about a particular hypothesis for i = 1, 2, · · · , n. The
set of all Hi denoted {Hi} is called the hypothesis space. Suppose D is a set of N data points.
The probability of obtaining D, given Hi and I are true is denoted by p(D|Hi, I). This is the
likelihood function which can also be written as L(Hi). The prior probability for the respective
hypothesis is denoted by p(Hi|I) and the posterior probability of the hypothesis Hi is represented
by p(Hi|D, I). We derive an expression for the evidence, p(D|I), from the condition
n∑
i=1
p(Hi|D, I) = 1, (3.1.6)
which holds for the posterior probabilities. We evaluate p(D|I) by the following,
p(Hi|D, I) = p(D|Hi, I)p(Hi|I)
p(D|I) , (3.1.7)
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The condition
∑n
i=1 p(Hi|D, I) = 1 must hold since it is an extension of the sum rule where
there are more than just two outcomes. In the case of a continuous hypothesis space, the summa-





where we integrate over the entire hypothesis space, H . The hypothesis space encompasses the
volume in the parameter space that is occupied by all possible models.
We will often encounter problems where we are dealing with more than one parameter. Sup-
pose we have a set of discrete parameters given by θ1, θ2..., θn such that the joint probability
distribution function is denoted by p(θ1, θ2, ..., θn|D, I) = p(θ|D, I) where D and I are the
data set and prior information respectively as before. If we are interested in the probability
distribution of θ1 only, denoted p(θ1|D, I), then we can derive it from the joint probability dis-
tribution as follows. In this case we are not concerned with θ2, · · · , θn.
In Boolean algebra, the logical operator ‘OR’ is denoted by ‘+’, therefore the event of θ2 or
θ3 or · · · or θn being true is equivalent to (θ2 + θ3... + θn) being true. By stating the compound
proposition that θ1 and θ2 or θ3 or · · · or θn is true, we use the notation (θ1, [θ2 +θ3, + · · ·+, θn]).
The probability distribution of this proposition can be expanded using the product rule in (3.1.2)
to
p(θ1, [θ2 + θ3 + ... + θn]|D, I) = p(θ2 + θ3 + ... + θn|D, I)
× p(θ1|[θ2 + θ3 + ... + θn],D, I) (3.1.9)
The first term on the right hand side given by p(θ2 + θ3 + ... + θn|D, I) is equal to unity since
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the event is true. The second term in equation (3.1.9) reduces to
p(θ1|[θ2 + θ3 + ... + θn],D, I) = p(θ1|D, I) (3.1.10)
since [θ2 + θ3 + ... + θn] is true and is contained within our prior information I . Substituting
(3.1.10) into equation (3.1.9) and using the fact that
p(θ2 + θ3 + ... + θn|D, I) = 1,
we obtain
p(θ1, [θ2 + θ3 + ... + θn]|D, I) = p(θ1|D, I).
The proposition (θ1, [θ2 + θ3 + · · ·+ θn]) can be expanded using the following rule from Boolean
algebra:
θ1, [θ2 + θ3 + ... + θn] = θ1, θ2 + θ1, θ3 + ... + θ1, θn,
if we consider the ‘AND’ operator denoted by the comma as normal multiplication in arithmetic
which takes preference over ‘+’ represented by the ‘OR’ operator. Since these events are mutu-
ally exclusive, taking the probabilities of these events yields
p(θ1, [θ2 + θ3 + · · ·+ θ1, θn] |D, I) = p(θ1, θ2|D, I) + p(θ1, θ3|D, I) + · · ·
+ p(θ1, θn|D, I)
= p(θ1|D, I). (3.1.11)





This can be extended to the continuous case where we have a set of continuous parameters





p(θ1, θ2, · · · , θn|D, I)dθ2dθ3 · · · dθn.
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This problem is encountered in many cases and the parameters that we are summing or in-
tegrating over are generally referred to as nuisance parameters. In some scientific applications,
these nuisance parameters could be measurement errors for example. In high dimensional prob-
ability distribution functions (distribution functions with a large number of parameters), it is
difficult to visualize the function. We therefore marginalise over the parameters that we are not
interested, and project the distribution over the remaining parameter space to gain insight into
how the distribution function behaves in a particular parameter space or to determine any degen-
eracy between the parameters.
Our main application in Bayesian statistics will be model selection, that aims to determine
which model from a set of theoretical models is preferred.
3.2 Model selection
We first describe the Bayesian methodology and consider an example afterwards. In model se-
lection, one wishes to know which model is preferred, regardless of the parameter values. With
nested models this is in a sense the same as determining whether or not the data supports the
introduction of a new parameter in our model. An example [44] is whether CMB data supports
the inclusion of the spectral index of scalar perturbations.
Suppose the two models we want to compare are M0 and M1 and we have the data vector
D = d1, d2, · · · , dN for N data points. We denote parameters in M0 and M1 by θ0 and θ1
respectively. Using equation (3.1.4) and setting X = M0 as well as Y = D, we have
p(M0|D, I) = p(D|M0, I)p(M0|I)
p(D|I) , (3.2.1)
where p(M0|D, I) is the posterior probability of model M0 given the data. Similarly for M1,
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using the same argument,
p(M1|D, I) = p(D|M1, I)p(M1|I)
p(D, I)
. (3.2.2)




p(D|M1, I)p(M1|I) . (3.2.3)
The left hand side of equation (3.2.3) is not easy to evaluate. If we assume equal weighting on




p(D|M1, I) . (3.2.4)
For any model M , containing a set of parameters θ, the evidence can be written as,
p(D|M, I) =
∫
p(D|θ,M, I)p(θ|M, I)dθ, (3.2.5)




p(D|θ0, M0, I)p(θ0|M0, I)dθ0∫
p(D|θ1, M1, I)p(θ1|M1, I)dθ1
, (3.2.6)
where p(D|θi,Mi, I) is the likelihood function with respect to the parameters while p(θi|Mi, I)







and is given the special name of the Bayes’ factor. We must keep in mind that the ratio of the
posterior probabilities is equal to the ratio of the evidences provided that the priors for the models
M0 and M1 have equal weighting.
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The evidence for model M0 and M1, given by the numerator and denominator respectively
in equation (3.2.7), is computationally intensive to evaluate. The product of the likelihood and
the prior is integrated over the entire parameter space. It is difficult to determine the region in
parameter space where the integrand is peaked and in some cases, it may have multiple peaks
of equal amplitude. Calculation of the integrand at individual points in parameter space may
be computationally intensive and increases exponentially with the number of parameters. Since
ln B01 is used as the statistic of choice to select the preferred model by the data according to
table 3.1, the uncertainty in the calculation of equation (3.2.7) needs to be well below 2.5 on the
Jeffreys’ scale to ensure a reliable result, as it may determine whether a model is preferred or not.
Algorithms are available to evaluate the evidence to reasonable accuracy and have been
utilised in model selection of cosmological models. Among the algorithms that are used is nested
sampling [32] that has become popular in cosmological applications [33; 34; 35; 36]. The al-
gorithm explores the parameter space in an ascending likelihood order thereby ensuring that the
region of high likelihood is sampled. This is done by transforming the integral to a 1-dimensional
problem and using a modified version of the Monte Carlo sampling algorithm. Recently, code
has been developed called CosmoNest [34; 33], that uses nested sampling to calculate the evi-
dence accurately. A recently developed multimodal nested sampling algorithm called MultiNest,
[37], is used to explore functions of multiple peaks and is much faster than other methods such
as MCMC, when dealing with multimodal functions.
A recently proposed method using Markov Chain Monte Carlo algorithms, shows promising
results in cosmology [38] and is suitable for high dimensional functions. Another method is
parallel tempering, [70] that is designed to explore multiple peaked functions, for example, the
MultiNest algorithm. Thermodynamic integration provides accurate results but is not compu-
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tationally feasible; however the algorithm has been applied in cosmology [43] with reasonable
results. Approximation methods such as the Savage Dickey density ratio have also provided rea-
sonable results [44]. This method requires one model be nested within the other and that the
maximum of the more complex model be situated near the parameter value of the embedded
model. For the sake of simplicity, we analyse the evidence for very simple models with only a
single parameter in this chapter.
3.2.1 Model selection using the odds ratio
The odds ratio for N possible models is given by
Oij =
p(Mi|D, I)
p(Mj|D, I) . (3.2.8)









Note that the denominator of equation (3.2.2) for each model cancels out since it is the same for
each model provided that we are using the same set of data, D. In most cases the prior ratio
of the two models is taken to be unity since we assume the same amount of knowledge of each
model before looking at the data, therefore O01 = B01. From the same condition in equation
(3.1.6) a useful relation between the posterior probability of a model and the odds ratio can be
derived as follows. Given the condition
N−1∑
i=0
p(Mi|D, I) = 1,
and taking j = 1 in equation (3.2.8) we obtain,
Oi1 =
p(Mi|D, I)
p(M1|D, I) . (3.2.9)
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Taking the sum over all possible models and rearranging, gives
p(M1|D, I) = 1∑N−1
i=0 Oi1
, (3.2.10)
which is obtained from using the condition in (3.1.6). Combining equation (3.2.9) and (3.2.10)
we obtain the posterior probability of any model i as,
p(Mi|D, I) = Oi1∑N−1
i=0 Oi1
.
Since Oii = 1, the posterior distribution for M0 is
p(M0|D, I) = O01
1 + O01
. (3.2.11)
The above result is useful when we know the posterior probability of either model.
We now consider an example to illustrate the concepts that were discussed. Suppose we have
two theories about the age of the universe, namely, H0 and H1 which are,
H0: proposition that the age of the universe is 13 billion years.
H1: proposition that the age of the universe is 10 billion years.
We have obtained some data that indicates t = 13.5 billion years. The hypothesis H0 is equiv-
alent to H0 ⇒ t = t0 + e, where t0 = 13 billion years and e is some measurement uncertainty












where ‘Gyr’ represents a gigayear and is equal to 109 years. H1 is equivalent to, H1 ⇒ t = t1 +e
where t1 = 10 billion years. From Bayes’ theorem
p(H0|D, I) = p(D|H0, I)p(H0|I)
p(D|I) ,
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and
p(H1|D, I) = p(D|H1, I)p(H1|I)
p(D|I) .
Since we wish to compare the proposition of each theory or model we compute the odds ratio









= B01 × p(H0|I)
p(H1|I) . (3.2.12)
We assume that there is no prior information for either model to lead us to prefer one model over
the other, hence p(H0|I) = p(H1|I). The only term that plays a role in the model selection is
therefore B01. For O01 À 1, H0 is the preferred model and if O01 ¿ 1, then H1 is the preferred
model according to the data. We generally use the Jeffreys’ scale employed in [71] as a guideline.
The Jeffreys’ scale is illustrated in table 3.1.
Table 3.1: Jeffreys’ scale
ln |B01| ≤ 1 not worth more than a bare mention
1 < ln |B01| ≤ 2.5 substantial
2.5 < ln |B01| ≤ 5 strong to very strong
ln |B01| > 5 decisive
Note that the statistic used is ln B01 and not B01 with a positive value favouring H0 and a
negative value favouring H1. We evaluate the likelihood for H0 first. Model H0 is equivalent
to t = t0 + e and since p(D|H0, I) assumes H0 to be true, the only way that the data, t, could
be different from t0 is because of the measurement error e. This is equivalent to e = t − t0 and
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hence,







































Taking the natural log of (3.2.12) we obtain










= 6.00309 > 5.
According to table 3.1, model H0 is the preferred theory according to the data.
3.3 Choosing a prior distribution
We have only considered cases where the prior distributions for the models we wish to compare
are equal. This is not always the case. The prior distribution can affect the odds ratio signifi-
cantly thereby causing the data to favour a different model as compared to excluding the prior
contribution to the odds ratio. In chapter 4, we examine cases in which the choice of the prior
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distribution significantly contributes to the model selection results. The prior distribution is de-
pendent on the model parameters. There are two types of parameters, namely scale parameters
and location parameters. Scale parameters can only take on positive values from 0 to ∞ while
location parameters can take on both negative and positive values i.e. −∞ to ∞. An example of
a scale parameter would be the length L of a racetrack. If the units of length were later found to
be incorrectly taken in kilometers instead of meters then this should not affect our prior probabil-
ity function p(L|I). If p(L|I) was a uniform or flat distribution then clearly this change in units
would affect the probability distribution function (pdf). This problem is overcome by using the







for Lmin ≤ L ≤ Lmax,
0 otherwise,
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” for Lmin ≤ L ≤ Lmax,
0 otherwise.
The choice of prior is essential in Bayesian analysis and accounts for why our state of knowledge
or degree of belief is regarded as subjective. Generally this probability is acquired from previous
experiments or observations and is updated accordingly. When our prior probability distribution
is unknown, it becomes necessary that two people with the same prior information, I , should
assign the same pdf.
Consider the case where we have a location parameter X , which is the proposition that a
lighthouse is located in some vicinity of the shore, say x + dx. Furthermore the origin x, has
a pdf denoted by f(x). If later, knowledge has come to our attention that the origin has shifted
by an amount c, then we are interested in the probability distribution p(X ′|I) with X ′ being the
event that x′ = x + c. If no prior knowledge about the location was obtained, then the choice of
prior must be invariant to a shift in location. This is the same as saying,
p(X|I)dX = p(X ′|I)dX ′ = p(X ′|I)d(X + c) = p(X ′|I)dX, (3.3.2)
therefore,
f(x) = f(x′) = f(x + c), (3.3.3)
which means that f(x) = k = constant. Hence we obtain a flat pdf with the upper and lower






kdX = 1, (3.3.4)




xmax − xmin . (3.3.5)
The parameter limits xmax and xmin are important in model selection problems since it con-
tributes significantly to the Occam factor. If the limits of the parameter are unknown then p(X|I)
is referred to as an improper prior and can be used in parameter estimation problems but not
model selection.
As a simple example we let Y be the proposition that the distance between Earth and Mars lies
between y + dy astronomical units. If the unit of the distance is now changed to, say light years,
then we would need a prior pdf that would be invariant under different scales of the parameter.
If the initial prior pdf is denoted by p(Y |I) and the probability density of y is g(y) then under
some new information that comes to light, that suggests a new scale y′ = βy, we would need to
find a prior pdf that would be scale invariant. We want to find the prior pdf that satisfies
p(Y |I)dY = p(Y ′|I)dY ′ = p(Y ′|I)d(βY ) = βp(Y ′|I)d(Y ), (3.3.6)
therefore
g(y) = βg(y′) = βg(βy), (3.3.7)
which yields the solution g(y) = constant
y
, i.e.,
p(Y |I) = constant
y
. (3.3.8)
Hence, for an invariant prior pdf, it would be optimal to use the Jeffreys’ prior. Finally, the










” for ymin ≤ y ≤ ymax,
0 otherwise.
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3.4 Evaluating the evidence and Occam’s razor
In order to calculate the odds ratio we first need the evidence of each model. This is a measure of
how well the data fits the model and is simple in the case where the model has no free parameters.
The problem arises when the model has unknown parameters. We suppose a vector θ represents
the set of n parameters that is, θ = {θ1, θ2, · · · , θn}. We look at the case where model M1
has one unknown parameter θ. By marginalising the joint probability distribution and using the




p(D, θ|M1, I)dθ =
∫
θ
p(D|θ, M1, I)p(θ|M1, I)dθ. (3.4.1)
The second term in the integral, denoted by p(θ|M1, I) is the prior probability for the parameter
θ and if we have some idea of what the range of the possible parameter values are then we may






θmax−θmin for θmin ≤ θ ≤ θmax,
0 otherwise.
Later we study other possible choices of the prior probability distributions but for the purpose
of this example we use the simplest case which is the flat prior distribution. The first term in
(3.4.1) is the likelihood function L(θ) and we will assume that there is some value of θ say, θ̂,
that maximises L(θ), such that
L(θ̂) = Lmax(θ).
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If we assume that the likelihood follows a Gaussian distribution with characteristic width δθ,
































θmax − θmin × p(D|θ̂,M1, I),











 dθ = δθ
√
2π, (3.4.2)
which is the property of a Gaussian distribution provided the limits of θ are large enough to













We assume equal prior probabilities of each model, therefore the odds ratio becomes
O01 = B01 =
p(D|M0, I)
p(D|θ̂,M1, I)





The second fraction in equation (3.4.3) is the Occam factor and serves as a penalty function for
model M1 since it has a free parameter. The numerator, given by θmax − θmin indicates that the
greater the range (or uncertainty) of the parameter θ, the greater the penalty.
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Figure 3.1: The mock data with associated measurement errors used to discriminate between
model A (solid line) and model B (dashed line). In this plot the free parameter b in model B is
set to 0.25.
We use a concrete example with mock data to illustrate these concepts. In this example we
wish to discriminate between two competing models using the mock data that we have created
using 60 data points with measurement errors of 10%. The fiducial model and data set {Dk} is










The fiducial model is depicted by the solid line in figure 3.1. The models that we wish to
compare are








which we take to be our fiducial model and,
















with an unknown parameter b. The posterior ratio in this case is denoted by
posterior ratio =
p(A|D, I)
p(B|D, I) . (3.4.4)
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Our prior probabilities are p(A|I) and p(B|I) for models A and B respectively and indicates our
knowledge of the models before analysis of the data. Since we are just as ignorant for our theory
of model A as we are for model B we assume this ratio to equal unity. In evaluating p(D|A, I)
and p(D|B, I), we compare the predictions of each theory to the data. We assume our data set
is given by {Dk}, for k = 1, 2, 3, · · · , 60 i.e. we use 60 data points.









where σk is the respective measurement error for the kth datum and Fk is the model prediction.
Equation 3.4.6 is the sum of the square of the normalised residuals. The likelihood is approxi-
mated by
p(D|A, I) ≈ e−χ
2
2 . (3.4.7)
We find that p(D|A, I) = 1 since model A is the fiducial model. The likelihood for Model B
however, is not as straightforward to compute due to the parameter b as we cannot make predic-
tions without knowing b. We therefore use the sum and product rule to relate the probability we








p(b|B, I)× p(D|b, B, I)db, (3.4.8)
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bmax−bmin for bmin ≤ b < bmax,
0 otherwise,
where bmin and bmax are our minimum and maximum values of b respectively. We find a value
b̂ = 0 that maximises the likelihood for model B. The maximum of the likelihood will therefore
be denoted by p(D|b̂, B, I). A reasonable fit to the data can be represented by the Gaussian pdf







We now calculate σb from our fit. Substituting equation (3.4.9) in equation (3.4.8) together
with the prior distribution for p(b|B, I) yields
p(D|B, I) = 1


























is the property of a Gaussian distribution provided bmin and bmax are chosen to cover a large
enough range so as to incur a negligible error in the integral. We choose bmin = −1.1 and









db = 0.034, (3.4.11)
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hence we solve for σb using equation (3.4.10) and (3.4.11) to obtain σb = 0.01. The maximum




















The odds ratio is greater than 5, therefore we would be inclined to favour model A. This can also
be shown by looking at each model’s respective evidence individually. The evidence for model
A is given by p(D|A, I) which we found to be 1. The evidence for model B however is more
complicated to evaluate and is given by








Substituting the relevant values from above into (3.4.12) we obtain
p(D|B, I) = 0.01.
We can see that the evidence for model A is greater than the evidence for model B. We should
expect this as the maximum likelihood estimate, b̂, was equal to 0. With b = 0, this reduces
model B to model A which is the fiducial model we used to generate the data. The Occam factor







and penalises model B for the extra parameter, b. Generally the
model with more free parameters will have a greater probability of preference over the simpler
model but the Occam factor serves to penalise the model whose prior is less informative over the
likelihood space. In the next chapter we will study the behaviour when a model with more free
parameters is taken to be the fiducial model.
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3.5 Bayes’ factor in model selection
In the previous example, Model B had a free parameter, denoted by b. We now look at how the
log of the Bayes’ factor varies with models that differ by the fiducial value for b. The models we
wish to compare are
























where model Bb is specified by its fiducial value for b. We take a discrete sample of b values in
the range [−0.4, 0.4] to analyse the effect on ln B01. We use model A as the fiducial model. The




where D is the given data and I is the relevant background information as before. The Bayes’
factor indicates the preference of one model over another, according to the data. In this case
we are comparing model A to Bb. For B01 À 1, the data is inclined to favour model A and if
B01 ¿ 1 then it would favour model Bb, however, if B01 = 1 then not much can be said about
which model is a better fit to the data.
For illustrative purposes, we have plotted the inverse of the log Bayes’ factor i.e. (ln B01)−1.
We denote this quantity by
β = (ln B01)
−1. (3.5.1)
This transformation in conjunction with table 3.1 tells us that for β ≤ −1.2, model A is favoured
and if β > −1.2, it is inconclusive as to which model is preferred.
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Figure 3.2: The inverse of ln B01. The preference for model A over the various alternative models
follows a parabolic relationship. The inverse of the log of the Bayes’ factor for model A against
the various models is indicated by the diamond shapes. The dashed line indicates the critical
value for the Bayes’ factor that is used as a guideline to choose a model. Points below the dashed
line indicate decisive preference for model A.
Referring to figure 3.2 we see that model A is preferred when |b| ≥ 0.02. The Bayes’ factor
in the region |b| < 0.02 is not strong enough to indicate a model that should better fit the data,
hence for the alternate model Bb with−0.02 < b < 0.02, we are unable to decisively choose one
model over the other. When b = 0, model Bb reduces to model A. This is an example of model
selection between nested models where in this case, model A is said to be nested in model Bb.
3.6 Fisher information matrix
We now describe the Fisher information matrix since it plays a role in our model selection tech-
niques when considering different forms of the evidence, such as the distributions of section 3.7
and chapter 4. Suppose we have a model consisting of a parameter set θ = (θ1, θ2, · · · , θM) and
we wish to know how accurately we can estimate these parameters from a given data set. An
example of a data set is the counts-in-cells of a galaxy redshift survey. We denote the data set of
N real numbers by D = (d1, d2, · · · , dN) and likelihood denoted by L(D|θ) as before. If there
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is a minimum, then θ̂α is referred to as a Best Unbiased Estimator (BUE), of θα. If condition
(3.6.1) only is satisfied then θ̂α is just an unbiased estimator of θα.
The maximum likelihood estimator (MLE) is the parameter, say θ0, that maximises the like-
lihood, i.e. L(θ0) = Lmax. Since the MLE maximises the likelihood, we have
∂L
∂θ
|θ0 = 0. (3.6.2)
Expanding − ln L around the MLE estimates θ0 in a Taylor series yields
− ln L ≈ −(θα − θ0α)(θβ − θ0β) ∂
2 ln L
∂θα∂θβ
|θ0 − · · · , (3.6.3)
with higher order terms in the Taylor expansion neglected. If L is sharply peaked around the
MLE values, it would imply that the errors on the parameters are small enough for the third term
to be neglected. The likelihood function is therefore approximately Gaussian near the MLE. The
width of the distribution will depend on ∂
2 ln L
∂θα∂θβ
and tells us how sharply peaked the likelihood is
around its MLE values.








The Fisher information matrix is an important quantity because of the Cramer Rao inequality that
states that ∆θα ≥
√
F−1αα (for a proof of this refer to Appendix A). The Cramer-Rao inequality
places a lower bound on the uncertainty of the parameter estimates. Since the Fisher information
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matrix does not incorporate the data, the uncertainty bounds hold no matter which method is used
to determine the errors from the data. The MLE and BUE are linked to the Fisher information









then θ̂α is the BUE of θα. The lower bound on the marginal errors of the parameters are obtained




3.7 The Bayesian razor and the log razor ratio
We now extend our notion of the Bayes’ factor between two parametric models to that of the
Bayesian razor between two probability distributions. Suppose we have a set of N data generated
from a true distribution, that we are trying to model. The problem is that we have two models,
say M0 and M1, and we want to pick the one that best describes the true distribution. To
solve this problem, we use a statistic in the context of Bayesian inference that assigns a merit
to a model. This statistic is called the Bayesian razor and is an index of the accuracy and the
simplicity of a model family as a description of a given true distribution [45]. The razor is similar
to the evidence since both are integrated over the product of the likelihood and prior distribution
parameter space. The razor is the expectation of the evidence. In the case of the razor, we assume
that the data follows a true distribution denoted by ptrue(~ν), for some vector ~ν that represents the
physical quantity measured by the data. Suppose we have a distribution given by p(~ν|θ,M),
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where θ are the parameters contained within modelM. We expect this distribution to be in good
agreement with the true distribution. We have the following relationship for the likelihood:








is the Kullback-Liebler distance between two probability distributions a = a(~ν) and b = b(~ν).
The proportionality constant is not significant since it is the same for both models, therefore it
cancels out when calculating the ratio of the razors for both models. This form of the likelihood is
similar to our previous approximation where we use the χ2 statistic instead of D to measure the fit
to the data. The Kullback-Liebler distance is a non-symmetric measure of the distance between
two probability distributions and in our case, the distributions are ptrue(~ν) and p(~ν|θ,M). The
last component of the razor that is required is the prior distribution. We require the prior to be



























The razor can also be extended to use a flat prior instead, which we examine in chapter 4. The
log razor ratio is a form of the log evidence ratio, applicable to probability distribution functions,
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and can be used in the same way to discriminate between models. The form of the log evidence
ratio we use is the log razor ratio given by
R01 = ln R(M0)R(M1)
and we use the table 3.1 to discriminate between model M0 and model M1, treating R01 as the
Bayes’ factor B01. More details of the razor are given in the next chapter, when we calculate the
razor ratio for different cosmological mass functions.
CHAPTER 4
Discriminating mass functions using the Bayesian razor
In cosmology, N−body simulations are used to study the process of structure formation, such as
the process of forming galaxy halos from dark and baryonic matter. These simulations consist of
a number of particles with a particular minimum mass. The goal of this chapter is to determine
how many particles in a simulation would be required for the choice of the cluster mass function
to become relevant. In section 4.2 we use the log of the Bayesian razor, lnR01, reviewed in
chapter 3.7, as a statistic to discriminate between the mass functions described in chapter 2.5.
In section 4.1, we begin by establishing a probability distribution for the cosmological mass
function since this distribution is incorporated into the razor. We then use this methodology to
quantitatively discriminate between two mass functions, while also determining the number of
particles that would be required in order for the choice of the mass function to matter. Construct-
ing the prior and likelihood distributions may require intensive computation due to the number
of parameters in the mass function. This integration is therefore done numerically over a grid of
points in the parameter space, after which we use interpolation methods to obtain the functional
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form of the distribution. These distributions were computed using Mathematica software.
4.1 Probability distribution for a cosmological mass function
We wish to obtain a probability distribution for the mass function using the theory we have laid
out in chapter 3. The parameter set θ will refer to the parameters in the mass function, for exam-
ple, the parameters in the ST mass function will be θ = (a, p). The observations D are based on
the masses of clusters. In general, the mass function is dependent on the model parameters i.e.
n(m, z|M) = n(m, z|θ,M). To simplify our analysis, we ignore the dependence on redshift z
(reserving it for a future study) and will write n(m|θ,M) instead. The problem is complicated
since not all particles of mass are found in clusters. Those that are not in clusters are said to be
in dust. The question we want to ask is: if we pick a bit of mass, δm, at random in the universe,
what is the probability that this bit of mass is in a cluster of mass m or in dust? Our treatment
follows the notation used in [68].
To answer this question, we begin with the simplifying assumption that all mass are in clusters
so that there is no dust. The probability that a tiny bit of mass, δm, is in a cluster with mass
between m and m + dm is given by
p(m|θ,M)dm = m
ρ̄
n(m|θ,M)dm = F (ν)dν. (4.1.1)
This can also be thought of as the fraction of mass contained in clusters that have mass in the
range m to m + dm. We have
∫ ∞
0
m n(m|θ,M)dm = ρ̄, (4.1.2)
therefore ∫ ∞
0
p(m|θ,M)dm = 1, (4.1.3)
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which satisfies the normalisation condition. We suppose all the mass in a particular comoving
volume of the universe is divided into N particles that we label (P1, P2, · · · , PN), each of mass
δm. The probability that particle Pi is found in a cluster with mass between mi and mi + dmi
is thus p(mi|θ,M)dmi. Since the particles are independent, the joint pdf can be obtained by
multiplying out the individual pdfs for each mi,




We now introduce dust into the model. Suppose Nc is the total number of particles in clusters
above some minimum mass Mmin from a simulation of N particles. The number of particles in
dust is N −Nc = Nd. The likelihood is then given by,




We now change variables from mass, m, to a dimensionless version of mass, ν defined in (2.5.7).
In terms of ν, the mass function also gives the probability that a tiny particle with mass δm ¿ m
is in a cluster with a dimensionless mass parameter between ν and ν + dν, i.e.,
p(mj|θ,M)dmj = p(νj|θ,M)dνj, (4.1.6)
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where
fd(θ,M) = p(m ≤ Mmin|θ,M)





for some parameter νd where one can no longer distinguish among particles with ν < νd [68].
Taking the natural log of the likelihood,




4.2 Applying Bayesian statistics to cosmological mass func-
tions
We apply the Bayesian razor to the cosmological mass function in order to assign merit to the
models we consider. From chapter 3.7, we established that the razor is the integral over the
parameter space of the product of the likelihood and prior distribution. The likelihood is ap-
proximated using the Kullback-Liebler distance measure between two distributions and the prior
is calculated using the Fisher information matrix. We use the Jeffreys’ prior given in chapter
3.7. We therefore establish the Fisher information matrix for the cosmological mass function
which we use to derive a functional form of the Jeffreys’ prior. The final step is to establish the
Kullback-Liebler distance measure after which we derive the functional form of the likelihood.
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Refer to Appendix B for a derivation. In the trivial case of no dust this simply reduces to,
J








The probability distribution is just the cluster mass function, i.e.,
p(ν|θ,M) = F (ν|θ,M), (4.2.2)
where F (ν|θ,M) is given in chapter 2.5 for a given model of the mass function. The first
model that we will look at is the Sheth-Tormen model (MST ), whose mass function is given by
(2.5.15) where θ = (a, p), so the Fisher information matrix including dust is now dependent on




















The prior becomes more computationally intensive as the number of parameters increases. The
denominator of (4.2.3) is a normalising constant which ensures that
∫
dnθ p(θ|M) = 1.
The ranges for the parameters are a ∈ (0, 1.5] and p ∈ [0, 0.5). Figure 4.1 is a plot of the
Jeffreys’ prior including dust. Note that we have chosen an arbitrary limit of νd = 0.1 as in most
cases in this work. This limit has not been supported by observation or simulations and requires
calibration which will form part of work in the near future.














Figure 4.1: The Jeffreys’ prior for the Sheth-Tormen model, (MST ), given by (4.2.3). The prior
is a function of two parameters within the Sheth-Tormen model, namely, a and p and essentially
depends on the Fisher information matrix.
The Jeffreys’ prior increases significantly as a and p approach their region of singularity of
a → 0 and p → 1
2
.
Now that we have the prior distribution, the next step is to obtain the exponent of the
Kullback-Liebler distance since
L(θ|M) ∝ e−D, (4.2.4)
where for any model in general, the Kullback-Liebler distance, described in chapter 3.7, is given
by













Refer to Appendix C for a derivation. The computation of (4.2.1) and (4.2.5) is intensive due to
the number of parameters in a model. The computation becomes more intensive as the number
of parameters increase. An analytic evaluation proves too impractical since it requires an exces-
sively large amount of time. To compute (4.2.1), we consider a sample of points in the parameter
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space within the specified range and evaluate the Fisher information matrix at each point in the
sample, creating a table of points. We then interpolate the table of points to obtain a function
that is representative of the Fisher information matrix. The Kullback-Liebler distance measure
is evaluated using the same method as for the Fisher information matrix. A large enough sample
of points is chosen such that it captures the behaviour of the distribution at high density regions.
This can be done by visually examining the distribution, however for mass functions that have
more than 2 parameters, it is best to examine the behaviour in each individual plane of the pa-
rameter while holding the other parameters constant, preferably at the fiducial values.
We denote the Kullback-Liebler distance for MST as DST . We now compare two mod-
els given specific fiducial values for θ. The model we will compare with MST is the Press-
Schechter mass function, MPS , given by (2.5.17). Notice that MPS closely resembles that of
Sheth-Tormen. This is because MPS is nested within MST , i.e., we can obtain MPS by setting
a = 1 and p = 0 in MST . We consider the case of MPS being the fiducial model. Hence
θtrue = (atrue, ptrue) where atrue = 1 and ptrue = 0.
The Kullback-Liebler distance, forMST is a function of a and p. We now have the likelihood,
















where DST is given in (4.2.5) with θ = (atrue, ptrue). The integral in (4.2.6) is a function of the
number of particles, N , and is calculated numerically for different values of N .
We turn our attention to the razor for the Press-Schechter model. This is much simpler to
evaluate since MPS does not contain any free parameters, therefore there is no prior, or we can
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think of the prior as just being equal to unity. Therefore we need only focus on the Kullback-
Liebler distance. This is given by DPS = 0. This is because we assumed MPS to be the fiducial
distribution, hence, we are calculating the distance between the same distributions. The razor for
the Press-Schechter mass function is then simply
RazorPS = e−DPS = 1. (4.2.7)





















Figure 4.2: Plot of the log razor ratio for the Sheth-Tormen model versus the Press-Schechter
model (ln RazorST
RazorPS
) against the number of particles, N . Negative values for ln RazorST
RazorPS
indicate
preference for the Press-Schechter model. The fiducial model used is the Press-Schechter model.
Figure 4.2 is a plot of the log razor ratio forMST versusMPS against the number of particles
N . The log razor ratio for the Sheth-Tormen versus Press-Schechter model is given by
lnR01 = ln RazorST − ln RazorPS . (4.2.8)
If there is more merit assigned to the Press-Schechter model, then
ln RazorPS > ln RazorST , (4.2.9)
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which is equivalent to lnR01 < 0. Using the Jeffreys’ scale (table 3.1) to discriminate the mod-
els, the log razor ratio tends to −5 as N approaches 200 particles. This tells us that we would
need more than 200 particles in order to very strongly favour MPS over MST . The Press-
Schechter model is favoured as expected since we assumed it to be the fiducial model.
We now look at the outcome when considering MST to be the fiducial model with typical
values of atrue = 0.7 and ptrue = 0.3. The fiducial values will only affect DST and not the
prior, i.e., it will only be accounted for in the likelihood. We compute the razor as in (4.2.6) with














p(ν|θ,MPS) = FPS(ν), (4.2.11)





With a dust limit of νd = 0.1, we find fdPS = 0.248. The fraction of dust for the fiducial model














and setting a = 0.7 and p = 0.3 we find fd(θtrue) = 0.44262. The model we use will influence
the fraction of particles that are in dust, in this case we have more particles in dust when the
fiducial model is Sheth-Tormen. The resulting Kullback-Liebler distance for MPS is
DPS = 0.09682.
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Figure 4.3: Plot of the log razor ratio (ln RazorST
RazorPS
) for the Sheth-Tormen (MST ) versus the
Press-Schechter (MPS) model against the number of particles observed. The fiducial model
used is MST . Positive values indicate a preference for the Sheth-Tormen model over the Press-
Schechter model with ln RazorST
RazorPS
≥ 5 being a ‘decisive’ preference.
Figure 4.3 is a plot of the log razor ratio using MST as the fiducial model. It is evident that
the log razor ratio exceeds 5 when we have approximately more than 90 particles. The ratio
is initially negative but is still not significant (refer to table 3.1) before turning over to positive
values when N > 20 particles. The initial preference for MPS is due to the Occam’s razor
effect. In the presence of little data, the simpler model is preferred. The Press-Schechter model
is situated in the same plane of the parameter space as the Sheth-Tormen model, since it is
nested within MST . At low N , the likelihood is spread out over the parameter space for both
models. The razor is proportional to the likelihood divided by the volume of the prior. The
prior distribution volume for the simpler model, MPS , is less than the prior volume for the more
complex model, MST , since MST has more free parameters. At low N , the razor will therefore
favour the simpler model. At larger N however, the likelihood becomes more sharply peaked
for both models, and the likelihood contribution from MPS becomes negligible as compared to
the likelihood for MST . The increased likelihood space results in a higher razor for MST than
MPS at large N , hence favouring MST . It would be worth investigating the outcome if νd is
varied, which we study now.
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4.2.1 Changing the minimum mass limit
In this section we vary the dust limit, νd, and investigate the effect on the log razor ratio. We
vary the dust limit relative to νmax = 25 and plot the log razor ratio for two cases, namely, when
MPS and MST are the fiducial models. We refer to the log razor ratio plot for different dust
limits when MPS is the fiducial model, illustrated in figure 4.4. When the dust limit is 0.1% of
νmax the log razor ratio, ln RazorSTRazorPS , reaches a ‘decisive’ value of -5 in favour of MPS when the
number of particles, N , is approximately 180. When the dust limit is increased to 1% of νmax,
we require 250 particles to reach a log razor ratio of -5. Finally, when νd is 10% of νmax the
number of particles required is 600.
Figure 4.5 illustrates the log razor ratio for different dust limits whenMST is the fiducial model.
When νd is 0.1% and 1% of νmax, we require 58 and 130 particles respectively, to reach a ‘de-
cisive’ log razor ratio of 5 in favour of MST . When the dust limit is increased to 10% of νmax,
the log razor ratio is initially negative, indicating a slight preference for MPS . The preference
is not very strong since the log razor ratio reaches a minimum of -2.3 at N = 200, thereafter
increasing to obtain a log razor ratio of 5 at N ≈ 2500. We come to the conclusion that when the
dust limit is increased, more particles are required in order to strongly discriminate between the
two models. The reason this result occurs is because increasing νd implies that there are more
particles in dust and hence fewer clusters. With less clusters in the simulation, discriminating the
mass functions becomes inefficient.
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Figure 4.4: Variation of the log razor ratio with dust limit. The fiducial model is Press-Schechter.
The dust limits considered are 0.1%, 1% and 10% of the maximum dust limit, νmax = 25.




























Figure 4.5: Variation of the log razor ratio with dust limit. The fiducial model is Sheth-Tormen.
A log razor ratio of 5 indicates a decisive preference for the Sheth-Tormen model. When the dust
limit is 10% of νmax, the log razor ratio is initially negative, thereafter increasing to a value of 5
at approximately 2500 particles.
4.2.2 Flat prior vs Jeffreys’ prior
In the previous sections we used the Jeffreys’ prior for the Sheth-Tormen mass function. The
Jeffreys’ prior is generally computationally intensive to analyse due to the large parameter space.
In the case of the Sheth-Tormen model, the Jeffreys’ prior is dependent on two parameters but
there are other models that are dependent on more than two parameters which we examine in
4.3. Computing the Jeffreys’ prior for these high dimensional models can therefore take a long
time depending on the computational resources available. Hence it is good to compare the results
obtained thus far using the Jeffreys’ prior with those of other prior distributions. We now inves-
tigate what the outcome would be if we use a flat prior instead. The flat prior is much easier and
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less intensive to compute than the Jeffreys’ prior since the flat prior occupies a constant volume









∆θ1∆θ2 · · ·∆θn e
−D, (4.2.13)






(amax−amin)(pmax−pmin) for amin < a ≤ amax and pmin ≤ p < pmax,
0 otherwise.
The log razor ratio plots are similar to those in the Jeffreys’ prior case so we plot the case of both
priors on the same set of axes for comparison. The log razor ratio plot we obtained when consid-
ering MPS as the fiducial model for both prior distributions is shown in figure 4.6. We consider
the fiducial values a = 1, p = 0 when taking MPS to be the fiducial model. The Jeffreys’ prior
case is represented by the dashed line and the flat prior case is represented by the solid line.
Using a different prior changes the number of particles required to decisively favour MPS over
MST . The number of particles required is approximately 190 and 825 for the Jeffreys’ prior
and flat prior respectively, hence, using a flat prior distribution requires more particles to distin-
guish between the models whenMPS is the fiducial model. The model that depends on the prior
distribution is the Sheth-Tormen model since the Press-Schechter model is independent of free
parameters. Changing the prior distribution will therefore only affect the razor for MST .
Since the log razor ratio requires more particles to favour MPS for the flat prior case, the
razor for MST using a flat prior distribution must be greater than the razor when using a Jef-
freys’ prior. We project the relation of the prior and likelihood onto the p = 0 plane to get an
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understanding of why the razor, using a Jeffreys’ prior, for MST is lower than the razor using a
flat prior. Figure (4.7) is the projection of the product of the prior and likelihood, which we call
the integrand since it is integrated to yield the razor, onto the p = 0 plane. The solid curve is the
integrand for the flat prior case and the dashed curve is the Jeffreys’ prior case. From this plot, it
is evident that the area for the flat prior case is greater than the area for the Jeffreys’ prior case.
This explains why the razor ratio is lower when using a Jeffreys’ prior as compared to a flat prior.




















Figure 4.6: The log razor ratio between Press-Schechter and Sheth-Tormen as a function of the
number of particles in a simulation. The log razor ratio for different priors assuming Press-
Schechter as the fiducial model is illustrated in the plot. The solid line represents the flat prior
and the dashed line represents the Jeffreys’ prior. The dust limit used is νd = 0.1.
The razor favours a given model more when the model likelihood uses as much of the prior
volume of the model. The more informative the prior, the more volume of the prior is used by
the likelihood and the greater the razor. We plot the likelihood against each prior individually,
projected onto the p = 0 plane, in figure (4.8). The plot in the left panel is the Jeffreys’ prior
and the right panel is the flat prior. The prior distributions are shown by the dashed lines. By
looking at the shaded region we notice that the likelihood uses more of the flat prior space than
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Figure 4.7: The product of the likelihood and prior for the Sheth-Tormen model, MST . We
call this quantity the integrand of MST , since it is integrated to yield the razor for MST , hence
this quantity is proportional to the razor for MST . This model depends on two parameters,
namely a and p. The Jeffreys’ prior (dashed line) and flat prior (solid line) are projected onto the
p = 0 plane. The plot depicts the behaviour of the integrand over the parameter space for a. For
illustrative purposes, we considered 1000 particles.


















Figure 4.8: The prior distributions (dashed line) against the likelihood (solid line) projected onto
the p = 0 plane, for a fixed number of particles. The Jeffreys’ prior is illustrated in the left panel
with the flat prior in the right. The shaded region indicates the area of the prior that is used by
the likelihood.
the Jeffreys’ prior space. This results in a higher razor for the flat prior case.
In figure 4.9 we illustrate the the outcome of the log razor ratio when MST is the fiducial
model. When takingMST as the fiducial model, the razor ratio for the Jeffreys’ prior is less than
the razor ratio for the flat prior case for the same reason as just discussed. The difference is that
the razor forMST is greater than the razor forMPS , therefore ln RazorMSTRazorMPS > 0. In the flat prior
case, we would require slightly fewer particles to distinguish between models as compared to the
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Jeffreys’ prior. The behaviour at low N of a negative log razor ratio is due to the Occam’s razor
effect as discussed in chapter 4.2.




















Figure 4.9: Log razor ratio using a flat prior (solid line) and Jeffreys’ prior (dashed line) as a
function of the number of particles, N . The fiducial model is Sheth-Tormen. We would require
slightly more particles to favourMST when using the Jeffreys’ prior as compared to the flat prior
distribution. The Occam’s razor effect is evident at low N for both prior cases, where the simpler
model, MPS is slightly favoured.
4.3 Normalisable Tinker mass function against the Sheth-Tormen
mass function
We now examine the normalisable Tinker (NT) mass function, as discussed in chapter 2.5, com-
pared to the Sheth-Tormen mass function. The Sheth-Tormen model is nested within the NT
model by the following result that we establish now.
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that is dependent on four parameters a, b, c and t. The Sheth-Tormen mass function [27] is nested
within this model since it can be obtained by setting c = 1 and b = 0. The parameter A is derived
from the constraint ∫ ∞
0
F (ν) = 1. (4.3.2)
The model that we wish to compare to F (ν) is the NT mass function given by (2.5.14) in chapter


















From the above form of T (ν), it is not clear as to whether it can be obtained from a transformation











































































By comparing the coefficients of ν we obtain the relation between the parameters of the gener-





t = (1− d)/2, (4.3.7)
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b = (1− h)/2. (4.3.8)
The transformation of c, however, is not clear and we show the derivation below for reference.



























We want c in terms of the parameters in the NT mass function so using (4.3.7) and (4.3.8) we
have
t− b = 1
2
(h− d), (4.3.13)










Hence the NT mass function is equivalent to the generalised Sheth-Tormen (ST) mass function.
The fiducial values given in appendix C of [28] are listed in table 4.1 for ∆ = 200 (where ∆ is
defined such that the mass, M∆, is the amount of matter contained within a radius r∆ in which
the density of that enclosed region is ∆× ρcrit). Using (4.3.6), (4.3.7), (4.3.8), (4.3.14) and table
4.1, we can now obtain the fiducial parameter values of the NT mass function in terms of the
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Table 4.1: Fiducial values
∆
NT mass function generalised ST mass function
d e g h a b c t
200 1.97 1 1.228 0.51 0.86 0.245 0.519 -0.485
parameters of the generalised Sheth-Tormen model as
a = 2(1.228)/1.692 = 0.86 > 0 (4.3.15)
t = (1− 1.97)/2 = −0.485 < 1/2 (4.3.16)










These parameter values satisfy the boundary conditions of the generalised Sheth-Tormen model.
For completeness we also include the inverse transformation i.e., the transformation of the pa-
rameters of the NT mass function to the generalised Sheth-Tormen mass function, as follows:
h = 1− 2b















Now that we have a more convenient functional form of the NT mass function, we can com-
pare it to the Sheth-Tormen mass function (with two free parameters a and p) and discriminate
appropriately using the log razor ratio. Using the same approach as before, we compute the log
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razor ratio for the Jeffreys’ prior as well as a flat prior. The Jeffreys’ prior, as well as the likeli-
hood, for the NT mass function is much more computationally intensive to compute (compared
to the Sheth-Tormen mass function) due to the extra two parameters.
We use the log razor ratio as before to discriminate between the NT and Sheth-Tormen model.
We have already derived the prior distribution and likelihood for the Sheth-Tormen model in
section 4.1. In order to compute the razor for the NT model, we begin by deriving the Fisher
information matrix that is used in the Jeffreys’ prior. Using (4.2.1), with θ = (a, b, c, t) and




Jaa Jab Jac Jat
Jab Jbb Jbc Jbt
Jac Jbc Jcc Jct




since the Fisher information matrix is symmetric about the diagonal, i.e., Jij = Jji. The Jeffreys’
prior distribution for the NT model is then given by (4.2.3). For the flat prior distribution, we use
the functional form
p(θ|MNT ) = 1
∆a∆b∆c∆t
(4.3.19)
where MNT denotes the NT model. The likelihood is determined by (3.7.1), with the Kullback-
Liebler distance given in (4.2.5), hence the likelihood is now a function of four parameters
θ = (a, b, c, t). We look at the results for two cases, one in which the simpler model (Sheth-
Tormen) is the fiducial model, and the other in which the NT mass function is the fiducial model.
If we consider the case when the Sheth-Tormen mass function is the fiducial model, the num-
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ber of particles that is needed to strongly favour the Sheth-Tormen mass function is considerably
more, specifically N > 20000 when competing against the NT mass function (refer to figure
(4.10)) as compared to the Press-Schechter versus Sheth-Tormen case which required approxi-
mately 80 particles (refer to figure (4.9)).





















Figure 4.10: The log razor ratio for the Sheth-Tormen mass function against the NT mass func-
tion whenMST is the fiducial model. The dashed line represents the Jeffreys’ prior case and the
solid line is for a flat prior.
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Figure 4.11: Plot of the log razor ratio for the NT mass function versus the Sheth-Tormen mass
function. The fiducial model used is the NT mass function. We consider two prior cases, namely,
the Jeffreys’ prior (shown by the dashed line) and the flat prior (solid line). A log razor ratio of
-5 indicates a ‘decisive’ preference for the NT mass function (refer to table 3.1).
The second case we look at is when the fiducial model is the NT mass function (refer to figure
4.11). In this case the more complicated model i.e., the model with more parameters and hence
more degrees of freedom, is favoured. However this only occurs at large N , i.e., N > 25000.
At low N , the simpler model is favoured, but not enough to strongly rule out the NT mass func-
tion. This slight preference for the simpler model at low N is mainly due to the Occam’s razor
effect as discussed in chapter 4.2. At low N , the extra parameters in the NT mass function will
down-weight the razor which penalises the more complicated model for the prior space that is not
utilised. The prior distribution significantly affects the number of particles required to decisively
prefer one model over another. In this case, the razor for the NT model is stronger when using a
flat prior, compared to the razor when using the Jeffreys’ prior distribution. This occurs for the
same reason as discussed in chapter 4.2.2, where in this case, the likelihood of the NT model
uses more volume of the flat prior than the Jeffreys’ prior distribution.
When we use more complex models the number of particles required to discriminate between
models increases. The more free parameters in a model allow the model to better fit observa-
tional data, therefore two models that have many free parameters offer a reasonable fit. In order
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to distinguish between these models, we would require more data. We have seen that N can
range from 80 (Sheth-Tormen vs Press-Schechter) to more than 25 000 (NT vs Sheth-Tormen).
These numbers are small when compared to large N -body simulations which contain more than
a billion particles [21], however, this project considers more idealised conditions and focuses
on the effectiveness of the Bayesian methodology for distinguishing between cosmological mass
functions. Factors that would result in an increased number of particles being required are an
increased dust limit and inclusion of redshift dependence in the cluster mass function. More
realistic modelling of these factors will result in a more practical size of simulation required for
model selection. Moreover, we have not included the uncertainty due to baryonic physics which
is expected to affect our results. The inclusion of baryonic physics is expected to increase the
uncertainty in the mass function by more than 10% [22]. This will result in a larger number of
particles being required and hence, increase the size of the simulation. We have also assumed
the cluster mass function to be independent of redshift. For simulations, we have the mass func-
tion at z = 0 everywhere, however for real data, redshift evolution must be taken into account.
The dependence on redshift will be incorporated in the linear growth factor, D(z), which will
describe the evolution of the cosmological mass function with redshift. Our approach leaves
room for incorporating more realistic effects but the methodology used thus far is promising in
distinguishing between different cosmological mass functions.
CHAPTER 5
Conclusion
The first part of this thesis reviewed the fundamental theory of cosmology, specifically structure
in the universe and the cosmological model. The theory is based on the cosmological principle,
which refers to the universe being homogeneous and isotropic on large scales. We argued that
knowledge of the formation and properties of galaxy clusters can provide important information
in cosmology, and, specifically, constrain the nature of dark energy. Galaxy clusters have long
time scales and the demographics vary with redshift. Therefore, they can be used to constrain
cosmological parameters such as the normalisation of density perturbations, the density of the
universe and the dark energy equation of state. The mass function of galaxy clusters is an im-
portant ingredient for probing cosmology and is based on the statistics of large-scale structure.
We introduced three nested models of the mass function, namely the Press-Schechter (MPS),
Sheth-Tormen (MST ) and normalisable Tinker (NT) models.
Chapter 3 reviewed the theory of probability, placing an emphasis on Bayes’ theorem and
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the probability of the Bayesian evidence for assigning merit to a model. In light of data and us-
ing the odds ratio, the preference of one model over another was quantified. The Jeffreys’ scale
was used as a guideline with ln |B01| ≥ 5 indicating a ‘decisive’ preference. This methodology
was applied to two nested models using mock data to illustrate its effectiveness. A part of this
chapter investigated the role of the Occam’s razor in penalising a single parameter model for
the wasted parameter space of the prior distribution. It was discovered that even though a more
complicated model provides a better fit to the data, the Bayesian statistics approach incorporates
a natural way of penalising a more complicated model if the prior space is not utilised by the
likelihood. The theory behind the Fisher information matrix to describe the likelihood around its
maximum likelihood estimators was examined. The Fisher information matrix may also be used
as a lower bound for the uncertainty on the parameter estimates. This bound holds irrespective of
the method used to obtain those estimates, hence it is a good forecast of the minimum uncertainty
of the estimates. Finally the role of the Bayesian razor in model selection was explained. The
razor uses the Fisher information matrix as a component of its prior distribution, specifically for
the Jeffreys’ prior.
In chapter 4 the Bayesian razor was applied to different models of the mass function, which
involved assigning a probability distribution to the respective mass function. It was determined
that the log razor ratio, which was used to determine which mass function would be preferred
over another, varies with the number of particles in a simulation. The razor ratio always favoured
the model that is used as the fiducial model for a large enough number of particles. One could ask
why bother, given that the fiducial model is always the favoured model? The answer would be
that these techniques allow one to decide, given a simulation, whether it is worth bothering with
a more complicated mass function. The first two models that were compared were the Press-
Schechter and Sheth-Tormen mass function. It was discovered that less particles were needed
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to strongly favour one model over another when the fiducial model chosen is Sheth-Tormen, as
compared to when Press-Schechter was the fiducial model. Increasing the minimum cluster mass
limit resulted in more particles being required to discriminate models. This was due to the lack
of low mass clusters in the data making the log razor ratio dependent on more particles in high
mass clusters to discriminate mass functions.
The razor ratio for two different prior distributions, namely a flat prior and the Jeffreys’ prior,
was compared. The razor was found to be proportional to the volume of the prior that is used
by the likelihood, i.e., the more volume used by the likelihood, the more informative the prior.
The razor ratio for the NT model against the Sheth-Tormen model was analysed therafter, and
from our analysis it was found that the likelihood of the Sheth-Tormen and NT models used more
volume of their respective flat prior distributions as compared to the Jeffreys’ prior. There was
a significant increase in the number of particles required as compared to model selection with
simpler models. Models with more free parameters offer a better fit to simulations than simpler
models, hence comparing models with many free parameters will require more data in order to
decisively discriminate between these models.
Calculating the razor for higher dimensional models required more time since it is more com-
putationally intensive than the simpler model case. There are possible numerical techniques that
could make the computation more efficient, which will be studied in more detail in the near fu-
ture. Other possible issues to study in the future are incorporating redshift dependence into the
mass function for real data and calibrating the minimum cluster mass limit according to simu-
lations. The results in this work did not include the uncertainty due to baryonic physics. The
mass function is exponentially sensitive to errors in the calibration of the mass-observable rela-
tionship and this relationship requires precise baryonic physics. This is expected to increase the
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uncertainty in our result by 10% [22]. In order to incorporate this uncertainty, we shall consider
using a Gaussian distribution to represent the uncertainty and convolving this distribution with
our original probability distribution for the mass function. Future observational data will probe
the number of clusters in a particular survey. Therefore it would be more realistic to relate the
number of particles to the number of clusters, an investigation that we will undertake in future
work.
APPENDIX A
The Cramer-Rao inequality: proof for simple case







where L = L(x, θ) is the likelihood of a particular distribution that is dependent on some data
denoted by x, and a set of parameters denoted by θ. We use the Schwarz inequality to prove
the Cramer-Rao inequality. Suppose we have a distribution consisting of two parameters with





where ∆θ̂α ≡ θ̂α − θ0α is the difference between the estimate and the true value. Evidently
equation (A.0.2) holds for any λ. It is a minimum if we choose λ = −〈∆θ̂1∆θ̂2〉〈(∆θ̂2)2〉 from which we












We treat the simple case of one parameter, and the data x. For an unbiased estimator, θ̂, of a






(θ̂ − θ0)L(x, θ)dx = 0. (A.0.4)






L(x, θ)dx = 0. (A.0.5)
The last integral is equal to unity, therefore we write
〈





















































































〉 = F−1θθ . (A.0.11)
APPENDIX B
Fisher information matrix for the cosmological mass function
We assume that not all particles of mass are found in clusters. Those that are not in clusters are
said to be in dust. We have some lower mass limit, νd, such that there exist no clusters with mass











is the fraction of particles in dust and Nd and Nc is the number of particles in dust and clusters





































We will study each term individually. Looking at the first term, we see that Nd does not depend














The expectation of Nd however depends on θ. Since a particle is either in dust or not, Nd follows















since fd(θ,M) is independent of ~ν. The second term in (B.0.4) is slightly more complicated as it
has both a discrete and continuous random variable i.e. Nc and ~ν. We take the expectation over






















where fc(θ,M) = 1 − fd(θ,M) is the fraction of particles that are in dust and serves as a nor-
malising factor for the measure in the expectation integral. Since each variable νk is independent
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Using a similar argument for 〈Nd〉, the expectation for 〈Nc〉 =
∑N
Nc=0
p(Nc)Nc = N fc(θ,M).































The Kullback-Liebler distance for the cosmological mass
function









so if we take our set of assumed true parameter values to be A, and our arbitrary model M with






















= 〈ln p(~ν|A,M)〉 − 〈ln p(~ν|θ,M)〉 . (C.0.2)
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where fd(θ,M) is defined in (B.0.2) in appendix B. The discrete random variables, Nc and
Nd, are the number of particles in clusters and dust respectively. These random variables follow
a binomial distribution. Henceforth we drop M since the probability distribution holds for a
particular model. Substituting (C.0.3) in (C.0.2) we obtain
D (p(~ν|A)||p(~ν|θ)) =
〈
































≡ I1 + I2. (C.0.4)








p(Nd)Nd = fd(A)N, (C.0.5)
where we are taking the expectation with respect to the distribution of Nd. Hence I1 becomes















We take the expectation over Nc and ν since they are both random variables. Nc is a discrete
















where fc(A) = 1 − fd(A) serves as a normalising factor for the measure in the expectation















dν p(ν|A) ln p(ν|A)
p(ν|θ) , (C.0.9)
where the last step follows from the fact that 〈Nc〉 = Nfc(A). Hence, we have













[1] C. Deffayet, “Cosmology on a brane in Minkowski bulk,” Physics Letters B, vol. 502,
pp. 199–208, Mar. 2001, arXiv:hep-th/0010186.
[2] P. Binétruy, C. Deffayet, U. Ellwanger, and D. Langlois, “Brane cosmological evolution in
a bulk with cosmological constant,” Physics Letters B, vol. 477, pp. 285–291, Mar. 2000,
arXiv:hep-th/9910219.
[3] R. Maartens, “Dark Energy from Brane-world Gravity,” in The Invisible Universe: Dark
Matter and Dark Energy (L. Papantonopoulos, ed.), vol. 720 of Lecture Notes in Physics,
Berlin Springer Verlag, pp. 323–+, 2007.
[4] M. Kunz and D. Sapone, “Dark Energy versus Modified Gravity,” Physical Review Letters,
vol. 98, pp. 121301–+, Mar. 2007, arXiv:astro-ph/0612452.
[5] A. Albrecht, G. Bernstein, R. Cahn, W. L. Freedman, J. Hewitt, W. Hu, J. Huth,
M. Kamionkowski, E. W. Kolb, L. Knox, J. C. Mather, S. Staggs, and N. B. Suntzeff,
BIBLIOGRAPHY 89
“Report of the Dark Energy Task Force,” ArXiv Astrophysics e-prints, 2006, arXiv:astro-
ph/0609591.
[6] P. Astier, “Can luminosity distance measurements probe the equation of state of dark en-
ergy,” Physics Letters B, vol. 500, pp. 8–15, Feb. 2001, arXiv:astro-ph/0008306.
[7] G. M. Voit, “Tracing cosmic evolution with clusters of galaxies,” Review of Modern
Physics, vol. 77, pp. 207–258, Apr. 2005, arXiv:astro-ph/0410173.
[8] B. P. Koester, T. A. McKay, J. Annis, R. H. Wechsler, A. Evrard, L. Bleem, M. Becker,
D. Johnston, E. Sheldon, R. Nichol, C. Miller, R. Scranton, N. Bahcall, J. Barentine,
H. Brewington, J. Brinkmann, M. Harvanek, S. Kleinman, J. Krzesinski, D. Long, A. Nitta,
D. P. Schneider, S. Sneddin, W. Voges, and D. York, “A MaxBCG Catalog of 13,823 Galaxy
Clusters from the Sloan Digital Sky Survey,” Astrophys. J., vol. 660, pp. 239–255, May
2007, arXiv:astro-ph/0701265.
[9] C. L. Sarazin, “X-ray emission from clusters of galaxies,” Reviews of Modern Physics,
vol. 58, pp. 1–115, Jan. 1986.
[10] A. E. Hornschemeier, B. Mobasher, L. P. Jenkins, N. A. Miller, C. A. Kilbourne, M. W.
Bautz, and D. M. Hammer, “Deep X-ray (and Multiwavelength) Survey of the Coma Clus-
ter of Galaxies,” in Bulletin of the American Astronomical Society, vol. 38 of Bulletin of the
American Astronomical Society, pp. 1192–+, Dec. 2006.
[11] R. A. Sunyaev and Y. B. Zeldovich, “Small-Scale Fluctuations of Relic Radiation,” Astro-
phys. Space Sci., vol. 7, pp. 3–19, 1970.
[12] D. E. Johnston, E. S. Sheldon, R. H. Wechsler, E. Rozo, B. P. Koester, J. A. Frieman, T. A.
McKay, A. E. Evrard, M. R. Becker, and J. Annis, “Cross-correlation Weak Lensing of
BIBLIOGRAPHY 90
SDSS galaxy Clusters II: Cluster Density Profiles and the Mass–Richness Relation,” ArXiv
e-prints, Sept. 2007, 0709.1159.
[13] K. Umetsu, “Cluster Weak Gravitational Lensing,” ArXiv e-prints, Feb. 2010, 1002.3952.
[14] R. Mandelbaum, U. Seljak, T. Baldauf, and R. E. Smith, “Precision cluster mass determi-
nation from weak lensing,” Mon. Not. R. Astron. Soc., pp. 683–+, May 2010, 0911.4972.
[15] M. D. Gladders, H. K. C. Yee, S. Majumdar, L. F. Barrientos, H. Hoekstra, P. B. Hall,
and L. Infante, “Cosmological Constraints from the Red-Sequence Cluster Survey,” Astro-
phys. J., vol. 655, pp. 128–134, 2007, arXiv:astro-ph/0603588.
[16] A. Mantz, S. W. Allen, H. Ebeling, and D. Rapetti, “New constraints on dark energy from
the observed growth of the most X-ray luminous galaxy clusters,” Mon. Not. R. Astron. Soc.,
vol. 387, no. 3, pp. 1179–1192, 2008.
[17] J. P. Henry, A. E. Evrard, H. Hoekstra, A. Babul, and A. Mahdavi, “The X-ray cluster
normalization of the matter power spectrum,” Astrophys. J., vol. 691, no. 2, pp. 1307–1321,
2009.
[18] E. Rozo, R. H. Wechsler, E. S. Rykoff, J. T. Annis, M. R. Becker, A. E. Evrard, J. A.
Frieman, S. M. Hansen, J. Hao, D. E. Johnston, B. P. Koester, T. A. McKay, E. S. Sheldon,
and D. H. Weinberg, “Cosmological constraints from the sloan digital sky survey maxbcg
cluster catalog,” Astrophys. J., vol. 708, no. 1, pp. 645–660, 2010.
[19] A. Vikhlinin, A. V. Kravtsov, R. A. Burenin, H. Ebeling, W. R. Forman, A. Hornstrup,
C. Jones, S. S. Murray, D. Nagai, H. Quintana, and A. Voevodkin, “Chandra cluster cos-
mology project III: cosmological parameter constraints,” Astrophys. J., vol. 692, no. 2,
pp. 1060–1074, 2009.
BIBLIOGRAPHY 91
[20] A. Mantz, S. W. Allen, D. Rapetti, and H. Ebeling, “The Observed Growth of Mas-
sive Galaxy Clusters I: Statistical Methods and Cosmological Constraints,” ArXiv e-prints,
2009, arXiv:0909.3098.
[21] V. Springel, S. D. M. White, A. Jenkins, C. S. Frenk, N. Yoshida, L. Gao, J. Navarro,
R. Thacker, D. Croton, J. Helly, J. A. Peacock, S. Cole, P. Thomas, H. Couchman,
A. Evrard, J. Colberg, and F. Pearce, “Simulations of the formation, evolution and cluster-
ing of galaxies and quasars,” Nature, vol. 435, pp. 629–636, 2005, arXiv:astro-ph/0504097.
[22] R. Stanek, E. Rasia, A. E. Evrard, F. Pearce, and L. Gazzola, “Massive Halos in Millennium
Gas Simulations: Multivariate Scaling Relations,” ArXiv e-prints, 2009, arXiv:0910.1599.
[23] R. Opher and A. Pelinson, “Constraints on dark energy from the observed density fluc-
tuations spectrum and supernova data,” ArXiv Astrophysics e-prints, 2005, arXiv:astro-
ph/0505476.
[24] W. H. Press and P. Schechter, “Formation of Galaxies and Clusters of Galaxies by Self-
Similar Gravitational Condensation,” Astrophys. J., vol. 187, pp. 425–438, 1974.
[25] A. Jenkins, C. S. Frenk, S. D. M. White, J. M. Colberg, S. Cole, A. E. Evrard, H. M. P.
Couchman, and N. Yoshida, “The mass function of dark matter haloes,” Mon. Not. R. As-
tron. Soc., vol. 321, pp. 372–384, 2001, arXiv:astro-ph/0005260.
[26] A. E. Evrard, T. J. MacFarland, H. M. P. Couchman, J. M. Colberg, N. Yoshida, S. D. M.
White, A. Jenkins, C. S. Frenk, F. R. Pearce, J. A. Peacock, and P. A. Thomas, “Galaxy
Clusters in Hubble Volume Simulations: Cosmological Constraints from Sky Survey Pop-
ulations,” Astrophys. J., vol. 573, pp. 7–36, 2002, arXiv:astro-ph/0110246.
BIBLIOGRAPHY 92
[27] R. K. Sheth and G. Tormen, “Large-scale bias and the peak background split,”
Mon. Not. R. Astron. Soc., vol. 308, pp. 119–126, 1999, arXiv:astro-ph/9901122.
[28] J. Tinker, A. V. Kravtsov, A. Klypin, K. Abazajian, M. Warren, G. Yepes, S. Gottlöber,
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