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Résumé
Les besoins énergétiques de la population mondiale ne cessent d’augmenter. Les prévi-
sions indiquent par exemple une forte croissance de la demande du secteur du transport
aéronautique. La recherche de systèmes toujours plus performants et moins polluants
est nécessaire. Des nouveaux concepts pour la combustion ont été mis au point et
appliqués aux turbines à gaz. Parmi eux il existe ceux basés sur la combustion en
prémélange pauvre ou en prémélange pauvre pré-vaporisé dans le cas où le carburant
utilisé est liquide. Les nouveaux systèmes énergétiques basés sur la combustion en
régime pauvre sont prometteurs pour satisfaire les futures normes d’émissions pol-
luantes, mais ils sont plus sensibles aux instabilités de combustion qui limitent leur
plage de fonctionnement et peuvent détériorer irréversiblement ces systèmes. Dans
ce domaine il reste des questions à aborder. En particulier celle du comportement
des flammes tourbillonnaires en combustion diphasique soumises à des perturbations
acoustiques. La plupart des moteurs aéronautiques utilisent des flammes de ce type,
cependant leur dynamique et leurs interactions mutuelles, quand elles subissent les ef-
fets d’une perturbation acoustique, sont loin d’être bien comprises. Ce travail aborde
ces questions et apporte des éléments de compréhension sur les mécanismes pilotant la
réponse de l’écoulement diphasique et de la flamme, ainsi que des éléments de validation
des modèles de prédiction des points de fonctionnement instables.
TACC-Spray est le banc expérimental utilisé pour ce travail. Il a été conçu et développé
au sein du laboratoire CORIA lors de ce doctorat qui s’inscrit dans le cadre du projet
ANR FASMIC. Le système d’injection qui équipe ce banc expérimental reçoit trois in-
jecteurs tourbillonnaires alimentés en combustible liquide (ici n-heptane), développés
par le laboratoire EM2C. Ils sont montés en lignes dans le banc, celui-ci représentant
ainsi un secteur d’une chambre annulaire. Le montage étant complexe et nouveau,
un travail de développement de solutions techniques a été fait pour rendre possible
l’équipement du TACC-Spray avec des capteurs de pression, température, photomulti-
plicateur ainsi que des diagnostiques optiques performants (e.g. LDA, PDA, imagerie
à haute cadence).
Pour cette étude, le système énergétique, composé par l’écoulement diphasique et la
flamme, a été soumis à l’impact d’un mode acoustique transverse excité dans la cavité
acoustique. La réponse du système a été étudiée en fonction de son positionnement
dans le champ acoustique. Trois bassins d’influence du champ acoustique sur le sys-
tème énergétique ont été choisis, à savoir: (i) le ventre de pression acoustique caractérisé
principalement par des fortes fluctuations de pression, (ii) le ventre d’intensité acous-
tique présentant de forts gradients de pression et vitesse acoustique, (iii) le ventre de
vitesse acoustique avec de fortes fluctuations de vitesse où la fluctuation de pression
est résiduelle.
L’approche de cette étude a consisté à étudier en premier lieu le système de référence
en absence de forçage acoustique, les résultats sont recueillis dans la Partie I de ce
manuscrit. En deuxième lieu le système énergétique est placé à chacune des positions
d’intérêt dans le champ acoustique et la réponse de l’écoulement d’air sans combustion,
la réponse de l’écoulement diphasique avec combustion et finalement celle des flammes,
sont étudiées systématiquement. Les résultats de l’étude avec forçage acoustique sont
i
rassemblés dans la Partie II du manuscrit.
Des réponses axisymétriques ou dissymétriques de l’écoulement diphasique ont été ob-
servées. Elles dépendent des caractéristiques du champ de perturbation vu par le
système. Le comportement de la flamme présente lui aussi ces types de réponses en
concordance avec les observations de l’écoulement (pulsation de l’intensité de combus-
tion axisymétrique et non-axisymétrique). Des effets non-linéaires issus de l’acoustique
linéaire ont été aussi observés sur le comportement de la flamme. Des fonctions de
transfert de flamme ont été déterminées à partir de mesures faites dans la chambre de
combustion et dans le plenum d’air. Les éléments permettant de relier ces fonctions
sont analysés. L’étude de la réponse de la flamme à une large gamme d’amplitudes
de la perturbation de pression a permis de mettre en évidence un régime linéaire suivi
par un régime de saturation observé pour la première fois dans ce type de flammes. Le
mécanisme conduisant à ce régime est analysé.
Abstract
The energy needs of population around the word are continuously increasing. For
instance, forecasts indicates an important grow of the request of the aeronautic trans-
portation sector. It is necessary to continue the research efforts to get more performants
and less contaminating systems. New concepts for combustion have been developed and
introduced to the gas turbine industry. Among these concepts it is found technologies
based on lean-premixed combustion or lean-premixed prevaporized combustion when
liquid fuels are employed. These novel energetic systems, making use of lean combus-
tion, are promising to meet the future norms about pollutant emissions, but this make
them more sensitive to combustion instabilities that limit their operating range and
can lead to irreversible damage. In this domain, many questions still need to be consid-
ered. In particular that of the behavior of two-phase flow swirling flames subjected to
acoustic perturbations. Indeed most of aero-engines operate with this type of flames,
but the dynamics and mutual interaction of these flames, as they are submitted to
acoustic perturbation, are not yet well understood. This work addresses these issues
and gives some understanding elements for the mechanisms driving the response of the
flow and of the flame to acoustic perturbations and delivers data to validate models
predicting unstable operating points.
The experimental bench employed for this work is TACC-Spray. It has been designed
and developed in the CORIA laboratory during this PhD thesis which is inscribed in
the framework of the ANR FASMIC project. The injections system that equips this
bench is composed by three swirled injectors fed with a liquid fuel (here n-heptane),
developed by the EM2C laboratory. They are linearly arranged in the bench such that
this represents an unwrapped sector of an annular chamber. The setup, being new and
complex, needed technical solutions developed during this work and applied then in
order to equip TACC-Spray with pressure and temperature sensors, a photomultiplier
as well as adequate optic diagnostics (LDA, PDA, high speed imaging systems).
In this study, the energetic system, composed by the two-phase swirling flow and the
spray flame, has been submitted to the impact of a transverse acoustic mode excited
within the acoustic cavity. The system response has been studied as a function of its
location in the acoustic field. Three basins of influence of the acoustic field on the
energetic system have been chosen, namely: (i) the pressure antinode characterized
mainly by strong pressure fluctuations, (ii) the intensity antinode where important
acoustic pressure and velocity gradients are present, (iii) the velocity antinode with
strong velocity fluctuations where the acoustic pressure is residual.
The approach of the study presented here is to investigate in first place the energetic
system free of acoustic forcing. The results concerning this first study are presented
in the Part I of this manuscript. In second place, the energetic system is placed in
each of the location of interest within the acoustic field and the response of the air
flow without combustion, that of the two-phase flow with combustion and finally that
of the spray flames, are systematically investigated. The results of the study under
acoustic forcing are shown in Part II of the manuscript.
Axisymmetric or dissymmetric responses of the two-phase flow have been observed.
These responses depend on the characteristics of the acoustic disturbance field seen
by the system. The flame behavior shows responses congruent with those observed
on the perturbed flow (axisymmetric or non-axisymmetric combustion intensity pul-
sation). Non-linear effects resulting from the linear acoustic are also observed on the
flame behavior. Flame transfer functions have been determined from measurements
performed within the combustion chamber and in the air-plenum. Elements that allow
link these transfer functions are analyzed. The study of the flame response to a wide
range of pressure perturbation amplitudes allows highlight a linear regime followed by
a saturation regime observed for the first time in this type of flames. The mechanism
leading to the saturation regime is analyzed.
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Introduction
1.1 Context of this work
In recent years governmental and industrial sectors have agreed upon the need for
more energy-efficient combustion systems in order to protect our planet. This is to be
achieved by optimizing energy systems and reducing pollutant emissions. Particularly,
in the aviation sector, the High Level Group (HLG) on Aviation and Aeronautics Re-
search of the European Commission and the Advisory Council for Aeronautics Research
in Europe have set challenging goals, namely 75% fewer CO2 emissions, 90% fewer NOx
emissions and 65% less flying aircraft noise by 2050 compared to 2000 levels [2]. The
technology based on lean burn combustors (e.g. lean-premixed or lean-premixed pre-
vaporized combustors) is most favored to reach the target of the NOx mitigation while
limiting the formation of CO.
These energetic systems, featuring increased efficiency, promise to meet the future
requirements [3]. However this technology is not free of combustion instabilities which
hinder its development. Since more air is present in the injection system, the probability
of activating hydrodynamic instabilities is increased. Furthermore, the probability
of these hydrodynamic instabilities interacting with acoustic waves is also increased
[4]. Thus, in order to eliminate them at the design stage, fundamental mechanisms
leading to these instabilities must be well understood. Moreover, even today, industrial
combustion systems like rocket engines, aeronautical turbines or land based turbines
are subject to combustion unsteadiness, likely to interact with acoustics.
1.1.1 Gas Turbines
The propulsion or power generation rely on a gas turbine whose concept is introduced
just now. The turbine defined as a device rotating by means of the action of a fluid
able to produce some work was already present from the Antiquity through the use
of norias and the first watermills. From the Early Middle Ages, the watermills, but
also windmills, were going to be developed. In the 19th century, new concepts were
introduced based on thermodynamic cycles. This is the case of the gas turbine which
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operates under the Brayton cycle for which the most common working fluid is the air.
The first gas turbine engines were made at the beginning of the 20th century. They
are constituted with three main components through which the air passes successively:
an upstream rotating compressor, a combustor used to heat and increase the thermal
energy of the compressed gases, and a downstream turbine, sharing the same shaft
with the compressor, where gases expand down to the exhaust pressure. This process
is classically represented by a drawing as that given in Figure 1.1. According to the
domain, electrical power generation or aviation, where gas turbines are used, different
names are introduced. For example, in the land based applications it may be known
as a combustion turbine or turboshaft engine, while in aeronautics it is know as a jet
engine, turbojet or turbofan or a turboprop if used to drive a propeller.
The conception of a gas turbine can be divided into two main stages. The first one is
the nominal operation point design. But an engine has to work in several conditions
outside this point. This leads to the second stage, the off-design behavior study of the
engine. This will provide an eventual feedback to the first stage in order to improve the
original design of the jet engine components. Over the last few years the engine fan has
been greatly ameliorated, with two times fewer blades. Compressors are more compact
and robust. Turbines, components highly stressed by the very high temperature of hot
products, are made with newer materials. However, despite these advanced material
solutions, their cooling by the air issued from the compressor section, is still needed.
The combustion chamber appears as the core of the gas turbine engine.
Unfortunately, the amount of pollutants formed during combustion is directly linked
to the burned gases temperature in addition to the injected fuel mass. To reduce the
formation and emission of the pollutants, technologies based on new research and inno-
vation concepts were thought while keeping a high energetic efficiency and continuing
to exploit liquid fuels. Among the disruptive technologies, the one based on lean burn
combustors is one of the most promising to reach the objective of lessening the NOx
while limiting the formation of CO. Two basic concepts are presented beneath:
• the LDI concept (Lean Direct Injection): there the fuel is injected as a liquid
in the chamber where combustion is globally lean. The injectors are generally
constituted of swirlers in order to improve atomization and local mixing thanks
to a larger strain-rate.
Air inlet
Compressor
shaft
Turbine
Fuel
Products
Net work
out
Combustion
chamber
Figure 1.1: Gas turbine process schematic.
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• the LPP concept (Lean Premixed Prevaporized): air and fuel are mixed before
they are injected inside the combustion chamber. The lean combustion, due to
an air excess, leads to a diminishing of the temperature, which tends to reduce
the NOx production. When the fuel is liquid, it is prevaporized upstream the
chamber and follows the process mentioned above.
Unluckily, this technology presents some drawbacks. LPP combustors operating near
the lean extinction limit, they are sensitive to equivalence ratio fluctuations which can
lead to extinction or flashback. They are also more sensitive to combustion instabilities,
leading again to possible flashback and extinction, or structural damages. Two reasons
can be mentioned:
• Lean combustion structures are more easily extinguished by turbulent fluctu-
ations than the stoichiometric ones. The possible reignition of the flow sub-
sequently in the chamber implies that theirs structures may become acoustic
sources.
• Since more air is affected to the injection system, the probability of exciting
hydrodynamic instability is also increasing. The associated structures might lead
to unsteady combustion able to interact with acoustic waves and produce self-
excited combustion oscillations.
Combustion-driven oscillations are thus susceptible to reduce the degrees of freedom of
the engine operating domain. It is thus necessary to understand how they may appear
at each development stage of the engine to minimize their impact on the operating
domain.
1.1.2 Swirling flow field
Gas turbine systems largely employ swirl injectors because its favorable effects on the
flow allow to stabilize a high intensity combustion process and also lead to a more
efficient and clean combustion [5]. Authors in [3] present a wide review of this kind
of injectors. The degree of swirl imparted to the flow is characterized by the non-
dimensional swirl number S. A simplified approach consists in giving S as a global
number defined as the ratio of an axial bulk angular momentum, ΩR2 to a bulk axial
velocity Ub times R where R is a characteristic radius of the injector (e.g. in [6]).
This calculation is however too rough when transitions, as a result of the swirling
process, from a flow regime to another one are investigated and/or analyzed to depict
or predict the dynamic behavior of the studied system. In those cases, a more accurate
relationship defining S is needed. The definition of S is the ratio of the axial ”flux
of angular momentum” (Gφ) to the axial dynalpy (Gχ) times the nozzle characteristic
radius, based on local velocities calculated or measured on a characteristic surface. The
”flux of angular momentum” corresponds to the convective part of the rate of change
of the angular momentum [7]. The dynalpy is the sum of the convective part of the
rate of change of momentum and of the pressure term [8]. Thus, S is given by the
following equation:
S =
Gφ
GχR
(1.1)
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where the expressions of Gφ and Gχ are:
Gφ =
∫
Σ
ρrUzUθdΣ (1.2)
Gχ =
∫
Σ
ρU2z dΣ+
∫
Σ
pdΣ (1.3)
As typically an axisymmetrical assumption is adopted and because in practice the
pressure term is difficult to determine [9], the expressions of Gφ and Gχ are reduced
to:
Gφ = 2pi
∫ r2
r1
ρUzUθr
2dr (1.4)
Gχ = 2pi
∫ r2
r1
ρU2z rdr (1.5)
and so the classical definition of S is found (Eq. 1.6):
S =
∫ r2
r1
UzUθr
2dr∫ r2
r1
RU2z rdr
(1.6)
Often r1 and r2 are defined according to geometrical considerations of the injector type,
but generally, the integration is from r1 = 0 to r2 =∞.
The swirling flow is characterized by a tangential velocity Uθ, leading to centrifugal
effects. This creates positive pressure gradients (or a pressure deficit) in the radial
direction at any axial location (∂p/∂r = ρU2θ /r) [10]. At low swirl (commonly for
S < Sthreshold), they give rise only to a slight axial adverse pressure gradient without
any main modification of the flow. When S is ≥ Sthreshold, strong radial and axial pres-
sure gradients occur near the nozzle exit. A strong coupling is set up between axial and
tangential velocity components. A point is reached from which the kinetic energy of
the particles flowing in the axial direction cannot surmount the axial adverse pressure
gradient. This shows the appearance of the breakdown vortex phenomenon, a sudden
and abrupt structural change in the core of a concentrated vortex. A qualitatively
description of the physical mechanism of the vortex breakdown can be found in refer-
ences [7, 11]. Upstream of breakdown, all the flows were observed to be supercritical
while subcritical downstream. Several kinds of instabilities have been identified which
depend on the operation conditions, e.g. free/confined flows, low/high Reynolds num-
bers, types of vortices (wing-tip or leading-edge vortices [12], ...). They led to different
patterns of vortex breakdown such as nearly-axisymmetric bubble type, spiral type,
and double helix type [7]. A review on this subject can be found made by O. Lucca-
Negro and T. O’Doherty [13] who concluded that if many pertinent interpretations
were brought up by a large studies, they could not satisfy all the observed features
noted by the studies.
For turbulent flows, as those used in gas turbine combustors, the breakdown occurs for
Sthreshold about 0.6; it is accompanied in the development of a so-called axial bubble,
forming a central toroidal recirculation zone (CRZ). Numerical simulation by Choi et
al. [14] in the case of reactive flows showed that parameters like the tube length, end
conditions and exothermicity could delay the appearance of the CRZ compared to inert
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flows by increasing the critical level of the swirl ratio of the incoming flow chosen there
to describe the vortex breakdown. The flow field generated by a swirl injector features
three characteristics structures:
• the central recirculation zone, situated at the exit of the injector. It acts as an
aerodynamic blockage or a three-dimensional bluff body which serves to stabilize
flames [15, 16].
• The precessing vortex core (PVC) and its precessing vortex layer surrounding
the central recirculation zone (CRZ). The PVC is a three-dimensional unsteady
asymmetric flow structure that develops when the central vortex core starts to
precess1 around the axis of symmetry at a well-defined frequency [13]. It lies on
the boundary of the mean reverse flow zone between the zero velocity streamline
and the separation stream-CRZ line [5]. Normally, the PVC frequency increases
quasi-linearly with flow rate. A review about the role of the PVC in swirl com-
bustion systems can be found in [16].
• the outer shear layers originated at the edge of the injector inlet orifice.
For inert or reactive flow configurations, several experimental and numerical studies
investigated the structures of swirling flows, using either model swirl injectors (e.g.
[10, 17–22]) or swirl injectors of real combustion systems (e.g. [23, 24]).
First, Large Eddy Simulations were performed to reproduce phenomena experimentally
highlighted without combustion, examine various fundamental mechanisms dictating
the flow evolution, including vortex breakdown, Kelvin–Helmholtz instability and he-
lical instability, as well as their interactions. Calculations in inert flow configurations
were made in the vicinity of a single injector exit [23] or inside a complex-geometry
combustor, but still academic, supplied by a single industrial-size burner [25, 26]. The
flow field exhibited well-organized motion in a low swirl-number case, in which the
vortex shedding arising from shear instabilities drives acoustic oscillations. The flow
structures are much more complicated with increasing swirl number with each sub-
regime dominated by different structures and frequency contents. In particular, it was
found that higher swirl velocity enhanced the central recirculating flow as well as the
unsteady motion in the azimuthal direction, and subsequently suppresses the develop-
ment of the streamwise instability in the outer shear-layer region [23]. Concerning the
temporal evolution of the PVC, LES by Selle et al. [25] showed that the direction of
rotation of the whole spiral, as a structure, was that of the surrounding swirling flow,
but that of winding of this spiral was opposite to that of the swirl.
Secondly, LES were also carried out for flows with premixed combustion, first devel-
oping in academic chambers used for inert cases [25, 26], then in partial [27]2 or full
industrial multi-injection combustion chambers [28]. In some operation conditions, it
was shown that combustion could suppress structures that were present in the inert
flow. Thus the PVC mode which was very strong for the cold flow, disappeared with
combustion in both experiments and simulations [25]. In such complex-geometry com-
bustors, rotating modes could appear under both cold and reacting conditions, but
1Relative to a conical movement around a central point
2Partial means a three burner sector of an annular burner
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did not result from the same physical origins. If the cold flow rotating mode corre-
sponded to the PVC process, the rotating structures observed in the reacting case was
acoustically controlled. In other studies as those cited in [29], a strong PVC developed
and influenced flow and flame dynamics. The interaction of the PVC and combustion
instabilities has been the topic of several publications. Candel and co-workers have
investigated the nonlinear interaction between the PVC and acoustic oscillations in a
turbulent swirling flame for self-excited and forced thermoacoustic disturbances [30,31].
Without acoustic disturbances, the flame foot motion is piloted by the PVC, which in-
duces heat release rate disturbances along the flame, but they cancel out in the global
heat release. With acoustic disturbances, there is a coupling between PVC and helical
modes characterized by a frequency which is the difference of the frequencies of the
two individual mechanisms. However, self-sustained thermoacoustic instabilities in this
work were concluded as not driven directly by the helical mode.
In such a context, much efforts were also devoted to investigate inert or reactive swirling
flows when they underwent external disturbances. For instance, Wang et al. [32] showed
the responses of an inert swirling flow field when periodical longitudinal oscillations
were imposed to the mass flow rate at the injector entrance over a wide range of
frequencies. The impressed disturbances were decomposed and propagated in two
different modes because of their distinct propagating mechanisms in swirl injectors.
The flow oscillation in the streamwise direction travelled in the form of acoustic waves,
whereas the oscillation in the circumferential direction is convected downstream with
the local flow velocity3. The vortex breakdown was mainly controlled by the dynamics
in the core region near the axis. The dynamic response of the injector flow, however,
depends significantly on the forcing frequency in terms of the acoustic admittance and
the mass transfer functions. Energy can be transferred among the various structures
in the flow-field under external excitations, causing highly non-uniform spatial and
temporal distributions of the oscillatory flow properties at the injector exit. In another
work [34], Santhosh experimentally showed how longitudinal acoustic perturbations,
created upstream of the nozzle exit, could induce vortex breakdown modifications.
Durox and co-workers experimentally investigated dynamics of a swirling flame submit-
ted to harmonic longitudinal flow rate modulations. The swirl was created by a radial
swirler with movable blades that allowed changing the swirl number while keeping fixed
the mass flow rate, equivalence ratio and other system parameters [35]. Their results
showed that the phase of the flame transfer function between velocity perturbations
at the burner outlet and heat release rate strongly depended on the swirler blade an-
gle. Lieuwen et al. [36–40] studied the response of a swirling flow issued from a single
burner to a transverse acoustic field in both inert or reactive conditions, but the burner
presented a central bluff-body. The recirculation zone flush with the burner exit should
be interpreted as a wake mechanism rather than a breakdown vortex inherent to the
swirling process.
3This was also described experimentally and theoretically in the study of Palies et al. [33] in the
case of an annular swirling flow.
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1.1.3 Spray
1.1.3.1 Atomization and droplet characterization
Two main technologies found in the aeronautical combustors are the air blast and sim-
plex injectors. The former one is based on the impact of drops and ligaments resulting
from the primary atomization of a liquid jet, after it passes through a small orifice, on
the wall of the diffuser. There they form a liquid film which is then broken up into
droplets at the lip of the orifice by the air when the gas is blowing strongly enough to
ensure film atomization. This basic concept is improved by adding swirl flows and mul-
tipoint injection. The other technology involves pressurized swirl injectors. The fuel,
entering through swirler inlet slots, is ejected from the atomizer to form a spray with
a conical hollow sheet. The flow features inside the nozzle and the liquid sheet rupture
determine the characteristics of the resultant spray. The droplets size distribution is
then greatly dependent on the atomizer geometry and operating conditions [41]. As
for air blast injectors, some improvements can be added, for example by imparting a
coaxial swirl air flow.
To finely calculate the injection, primary and secondary atomizations have to be taken
into account. However, present LES simulations cannot ensure such an aim in the
framework of aeronautical combustors. A method was proposed by Martinez [42] for
full cone injectors and Sanjosé for hollow cone injectors [43]. There liquid and gaseous
velocity profiles can be imposed at the injector exit from profiles obtained farther
downstream, which avoids simulating both atomizations. The Fuel Injection Model by
Upstream Reconstruction (FIM-UR) and its modified version, explained by Hannebique
in [44], are proposed either by means of the Lagrangian formalism or the Eulerian
formalism to predict the profiles of the different aerodynamic quantities (flow and
spray). The improvement of that model is still a work-in-progress. Therefore, the
experimental description of sprays appears as essential to participate in simulations
validation, but also to highlight the fundamental physical mechanisms and to propose
their modelling.
To do that, basic quantities are introduced (see [45]). Usually, sprays are described by
mean of droplets diameters Da−bab =
∫ D0
Dm
Da(dN/dD)dD∫ D0
Dm
Db(dN/dD)dD
, where dN/dD is a number distri-
bution function that gives the number of particles of a given diameter D. No universal
functions are found. Some empirical functions are most frequently used when drop
size data are analyzed: Nukiyama and Tanasawa, Rosin-Rammler and modified Rosin-
Rammler functions. But also, if needed, drop size distributions may be represented by
a mathematical function such as normal or log-normal distributions. Two diameters
are commonly used:
(i) the length diameter D10 is the linear average values of all the drops in the spray;
(ii) the Sauter Mean Diameter D32 is the diameter of the drop whose ratio of volume
to surface area is the same as that of the entire spray. It controls the evaporation
rate.
In addition, Hannebique [44] made simulations with the FIM-UR modeling in the
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configuration of a hollow conical polydisperse spray. He showed that the smallest
droplets stayed in the center of the cone while the biggest ones were radially located
at the periphery of the spray.
Many studies have been addressed in the case of swirling spray flow in order to evaluate
liquid injectors performance, swirler configurations (axial or radial), droplets interac-
tion with the air flowfield, both in inert or reactive conditions. For instance, in a
recently work [46], Rajamanickam and Basu presented a detailed investigation of the
spray generation process of a hollow cone liquid sheet and the evolution of the liquid
sheet in the spatial domain of the swirling gas field coflow, by means of a combined
POD analysis of the air-flow with shadowgraphy of the liquid-phase. Another group of
works have been interested on the response of the swirl spray flow to external excita-
tions in the form of imposed harmonic modulations of the flow rate. A quite extensive
review on this subject can be found in [3].
In swirling two-phase flows, liquid particles may interact with the gaseous dynamics.
The capability of particles in a disperse phase to accurately trace the gas dynamics
is characterized by the Stokes number, St defined as the ratio of a characteristic time
of a particle (or droplet) τp to a characteristic time of the flow τf . τp is based on the
particle drag coefficient Cd(Rep) where Rep is the Reynolds number characteristic of
the particle, built with the velocity of the particle relative to the gas velocity (Rep =
Dp|up−ug|
νp
). It is expressed by the following relationship: τp =
4
3
ρp
ρg
D2p
Cd|up−ug|
. In the
Stokesian drag regime, τp =
ρpD2p
18µgas
. Otherwise, some correlations Cd(Rep) can be found
in the literature (for example see [44]). In [47], simulations for a liquid monodisperse
spray injected in a swirling gas jet showed that in the presence of a vortex breakdown
different features were observed depending on the droplet size distribution. When small
droplets (diameters ranging from 15 to 25 µm) were injected (Stokes number lower than
one), the central recirculation zone was more intense in the liquid phase field and the
liquid velocity profiles were closer to the gaseous ones. On the other hand, bigger
droplets (diameters higher than 25 µm) had a more ballistic behavior. This led to only
positive liquid velocity profiles with no longer indication on the presence of the central
recirculation zone in the gas. The Stokes number value appears as a true indication to
trace the flow even with a CRZ.
Despite the numerous works found in the latter review, their scope is still limited. A
lack of data is encountered in the case of swirling spray flows perturbed by a transverse
acoustic field. By means of LES, Ghani [29] succeeded in capturing transverse 1T-1L
and 2T modes in a swirled liquid kerosene/gaseous air combustor comprising a single
burner for which the flame was slightly lifted from the pilot injector. He showed that
acoustic modes interacted with hydrodynamic modes of the flow and especially, the
PVC. The strongest resonances were obtained when the frequency of the PVC (which
changed with flow rate) matched the frequency of the 1T-1L transverse mode of the
chamber. However, to our knowledge, it is not found detailed experimental data of
the spray behavior submitted to a transverse acoustic field, and even less in the case
of multiple swirl injectors configuration. In such a context the present work aims to
participate in filling this lack by providing experimental data of an inert swirling flow
and a reactive two-phase swirling flow, both undergoing the impact of a transverse
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acoustic field in the case of multiple swirl injectors.
1.1.3.2 Droplet evaporation models
In liquid fueled combustors it is essential to describe not only spray characteristics, but
also evaporation ones, since both phenomena play a major role in triggering two-phase
combustion instabilities. An example is reported by [48]: a gas turbine burner was
used with gaseous fuel and no combustion instabilities were observed while switching
to liquid fuel exhibited large self-excited pressure oscillations. This is all the more
important as the kind of sprays (dispersed or dense, monodisperse or polydisperse)
directly impacts evaporation process. In particular, Hannebique [44] showed by means
of 0D simulations of a Rozin-Rammler polydisperse spray and ten different monodis-
perse sprays that the temporal evaporation behavior of the polydisperse spray differed
from that of the monodisperse ones due to the large size droplets which greatly influ-
enced the mass evolution over time, characterized by a long evaporation time. One
consequence was no mean diameters seemed to be able to correctly characterize the
polydisperse spray. Nevertheless, whatever the approaches chosen to model the dis-
perse liquid phase, the system of equations includes a term of droplet mass evaporation
rate. Several models are proposed, among which some of them comprise the effects of
multi-component droplets [49]. However, the complexity of most of them leads to still
use evaporation models based on the Spalding mass-transfer model applied to an iso-
lated droplet. Three basic models of that family are introduced below with their main
assumptions whose a complete description can be found in [50]. These models are also
essential to find physical scenarios in order to depict the behavior of data obtained
from academic or more complex experiments. In the following, we are interested in the
droplet lifetime (the time until the total vaporization of the droplet) rather than the
droplet mass burning rate.
Model 1: Evaporation based on the mass transfer
The first one is known as the Spalding Model of mass transfer. It is based on the fuel
mass transfer from zones of high concentration, typically the droplet surface, to zones
of low concentration far away from the droplet surface, governed by the Fick’s law
where the diffusional flux of the droplet vapor is proportional to the binary diffusion
coefficient DF . The binary diffusion coefficient of fuel vapor into the environment is
evaluated from the next equation:
DF =
7.66 · 10−6
Pgas
(
T∞
300
)1.583
m2s−1 (1.7)
T∞ in Kelvin is the ambient temperature far from the droplet surface inside the com-
bustion chamber, and Pgas is the ambient pressure in bar. The droplets are therefore
injected within a hot ambient environment with a temperature (T∞) higher than the
fuel boil temperature Tboiling. At the injection, the temperature of the droplet is sup-
posed to be at some fixed value below the boil temperature of the fuel. The temperature
of the droplet surface at the injection is considered equal to the ambient temperature
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outside the combustion chamber. It is assumed that when the temperature of the
droplet surface increases, the entire droplet is instantaneously at that temperature.
Heat of the environment within the combustion chamber supplies the energy necessary
to vaporize the liquid fuel, and the fuel vapor then diffuses from the droplet surface to
the ambient surrounding gas.
For that mass transfer model, the droplet lifetime, tevap is based on the dimensionless
mass transfer number, Bm defined as:
Bm =
YF,s − YF,∞
1− YF,s (1.8)
YF,s is the mass-fraction at the droplet surface and YF,∞ the mass-fraction far from the
droplet surface is considered null. tevap is then given by
tevap =
ρFD
2
d,0
8ρgasDF ln(Bm + 1)
(1.9)
where ρF is the fuel density (considered constant) and Dd,0 the initial diameter of the
droplet. The fuel mass fraction YF,s included in the definition of Bm can be deduced
from the fuel molar fraction XF,s at the droplet surface by:
YF,s = XF,s
MWF
XF,sMWF + (1−XF,s)MWgas (1.10)
where XF,s is obtained from the Clausius-Clapeyron relationship:
XF,s =
Psat
Pgas
= exp
[
MWFhf,g
Ru
(
1
Tboiling
− 1
Ts
)]
(1.11)
Psat is the saturation pressure at TS,MWF the molecular weight of the fuel, hf,g the fuel
latent-heat of vaporization, and Ru the universal gas constant. Finally, the surrounding
gas density (ρgas) is evaluated considering a mean mixture molecular weight, MW , for
example, a mixture of air vitiated by burnt gases.
ρgas =
PgasMW
RuT∞
(1.12)
Model 2: Evaporation based on the heat transfer
The first model involved only mass transfer, since it is assumed that the droplet surface
temperature is a known parameter. For the present model, the evaporation time is
governed by the heat-transfer rate from the ambient at T∞ to the droplet surface at
Tboiling. There the entire droplet is at the temperature Tboiling. Heat, governed by
the Fourier’s law, is conducted from the hot environment to the liquid fuel droplet to
vaporize it.
For this model, the lifetime of the droplet is calculated on the basis of the following
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expression:
tevap =
ρF cp,gD
2
p,0
8kgln(Bq + 1)
(1.13)
where cp,g and kg are the gas-phase specific heat and the thermal conductivity of the
fuel respectively. The dimensionless heat transfer number (Bq) is defined as:
Bq =
cp,g(T∞ − Tboil)
hF,g
(1.14)
with the latent-heat of vaporization, hF,g.
Thermophysical properties are considered constant, while, in reality, they vary con-
siderably from the gas-phase at the droplet surface to the far away surrounding gas.
However, in order to deal with this, a usual standard technique is to introduce the
following approximations [50]:
cp,g = cp,F (T ) (1.15)
kg = 0.4kF (T ) + 0.6k∞(T ) (1.16)
where the subscript F represents the fuel vapor and T is an averaged temperature
defined as:
T = (T∞ + Tboil)/2 (1.17)
Model 3: Simple droplet combustion
This model combines the fuel mass transfer (Fick’s law) and the heat transfer (Fourier’s
law) to describe the droplet evaporation. Equal diffusitivities for heat and mass is
assumed, this is Lewis number equal to the unity:
Le = 1 therefore
kg
cp,g
= ρgasDF (1.18)
The subscript g means the gas-phase (fuel vapor) film around the liquid droplet, and
not the gas of the surrounding environment.
In that model, a diffusion flame, represented as an infinitesimally thin sheet (infinitely
fast chemical kinetics), surrounds the droplet. The gas-phase region is constituted of
two zones separated by the flame at the temperature Tf , a known value. The first zone
is an inner layer whose temperature increases from the droplet surface temperature, Ts,
to Tf . The second zone is an outer domain spreading from the flame sheet to a position
far away from the droplet where the temperature is T∞. The inner one is assumed to
be a stagnant film of combustion products through which the fuel vapor diffuses.
Five main quantities are identified: the flame temperature (Tf ), the flame position (rf),
the temperature at the droplet surface (Ts), the mass burning rate (m˙F ) and the fuel
vapor mass-fraction at the droplet surface (YF,s). The energy delivered by the flame is
used to heat and vaporize the fuel droplet. Finally the energy necessary to heat the
droplet from the injection temperature up to the surface temperature is assumed to be
negligible, meaning that the droplet does not present thermal inertia.
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This droplet burning model leads to the following droplet lifetime:
tevap =
ρF cp,gD
2
p,0
8kgln(1 +B0,q)
(1.19)
where the corresponding transfer number (B0,q) is defined as:
B0,q =
∆hc/ν + cp,g(T∞ − Ts)
hF,g
(1.20)
∆hc is the heat of combustion per unit mass of fuel, and ν the stoichiometric air-fuel
ratio. As in the case of the heat transfer model presented before, the appropriate
thermophysical properties. are defined by:
cp,g = cp,F (T ) (1.21)
kg = 0.4kF (T ) + 0.6k∞(T ) (1.22)
The thermal conductivity k∞ here is that of the oxyder. T is an averaged temperature
defined as:
T = (Tf + Ts)/2 (1.23)
On the other hand, the Clausius-Clapeyron relationship for the liquid-vapor interface
given by dPg
dT
=
Pghf,g
(Ru/MWF )T 2
, leads to the expression:
Pg = Aexp
[−B
T
]
(1.24)
with
A = exp
[
hf,g
(Ru/MWF )Tboil
]
(1.25)
and
B = hf,g/(Ru/MWF ) (1.26)
The fuel mass fraction needed into the Eq. (1.28), is obtained from:
YF,s =
B0,q − 1/ν
B0,q + 1
(1.27)
The temperature at the droplet surface is then obtained using the following expression:
Ts =
−B
ln
[
−YF,sPgMWpr
A(YF,sMWF−YF,sMWpr−MWF )
] (1.28)
The molecular weight for the fuel isMWF , andMWpr for the products. The fuel vapor
pressure is Pg = 1 atm. The constants A and B are the Clausius-Clapeyron constants,
evaluated at Tboil.
First the temperature Ts is treated as a known parameter. Assuming a value for Ts,
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Eqs. (1.19) and (1.20) can be evaluated. Eq. (1.28) is used to provide an improved
value for Ts. Then, Eqs. (1.19) and (1.20) can be re-evaluated. The process is repeated
until the convergence is obtained.
1.2 Thermoacoustic instabilities
1.2.1 Nature of the physical phenomenon
Understanding the mechanisms that control the combustion instabilities within the
gas turbines or rocket engines has been a major priority for several decades. Insta-
bilities are the result of resonant coupling mechanisms between two or more physical
processes leading to damaging effects. The main objective is to guarantee the system
energetic efficiency by avoiding operation ranges where instabilities could occurs. A
usual approach is to classify instabilities in three main families [51]:
a- Intrinsic instabilities: inherent to the combustion process where chemical and
thermo-diffusive effects can modify the flame propagation rate. In general, these
instabilities depend upon the properties of the reactants. For example it can be
mentioned the thermo-diffusive instability [52] or the Darrieus-Landau hydrody-
namic instability [53].
b- System instabilities: involving some or even all the components of the system,
from the fuel tank until the injection lines. This type of instability is character-
ized by pressure waves of low frequencies (from tens to some hundreds of Hz),
propagating within the system components as longitudinal modes.
c- Chamber instabilities: known also as high frequency instabilities they are
linked to the combustion chamber geometry. The pressure oscillations are coupled
with the resonant modes of the combustion chamber. As a consequence, the
characteristic frequencies of the instabilities are related directly to the chamber
dimensions. In the case of axisymmetric chambers, the resonant modes can be
standing or rotating.
Only the last family of instabilities is considered in this work
1.2.1.1 Acoustic modes within the combustion chamber
The combustion instability is linked to the resonance of the chamber the size of which
gives the instability wavelengths. In practice the frequency f of such an instability has
an order of magnitude of about 1 kHz and satisfies [54]:
f ∼ c
Lchamber
(1.29)
with c(T ) the speed of sound, dependent on the temperature inside the chamber.
Lchamber can be: (i) the chamber length L defined in the flow direction. This cor-
responds to longitudinal acoustic modes; (ii) a characteristic length of the chamber
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(a) (b)
(c)
Figure 1.2: Chamber resonant modes illustrations: (a) right section, (b) circular section
and (c) annular section
cross-section. For cylindrical or annular configurations this leads to spinning or stand-
ing azimuthal modes where Lchamber is the azimuthal distance and for square configura-
tions this leads to transverse modes; (iii) the width of an annular chamber or the radius
of the cylindrical chamber. This leads to radial acoustic modes. This is illustrated in
Fig. 1.2.
1.2.1.2 Thermoacoustic instability coupling loop
In the presence of extrinsic perturbations heat release rate (HRR) fluctuates leading to
unsteady volume expansion. The flame acts as a pulsating sphere or acoustic monopole
source. It generates acoustic waves corresponding to the so-called combustion noise4.
The time fluctuation of the unsteady HRR, ∂q˙/∂t, appears as a source term in the
acoustic pressure wave equation presented in a simple form in Eq. 1.30.
div
[
c2grad(p)
]
− ∂
2p
∂t2
= −(γ − 1)∂q˙
∂t
(1.30)
An efficient feedback may take place between the downstream region of combustion and
the jet-flow upstream of the flame, region where extrinsic perturbations are generated.
As only acoustic waves are able to go back through the flow, the feedback is ensured
4The heat release rate unsteadiness can also generates temperature variations creating entropy
waves. This leads to indirect noise or entropy noise [55]. This production of noise can participate in
the occurrence of thermoacoustic instabilities. Nevertheless this issue is not studied in the present
work
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Figure 1.3: Thermoacoustic coupling loop
by these waves propagation [56]. The pressure fluctuations can participate in the
development of aerodynamic perturbations, by activating intrinsic flow instabilities or
by inducing flow vortical structures. These aerodynamics perturbations then produce
fluctuations of the HRR. A basic model was developed by Crocco et Cheng [57] in
order to link aerodynamic perturbations to the unsteady HRR, namely the n − τ
model where n is the gain of the coupling and τ the time delay between the location
where the perturbations is created and the location where the flame is impacted by
the perturbation. Thus a coupling loop can occur which is represented by the scheme
in Fig. 1.3. This coupling generates a resonant phenomenon under certain conditions,
which is able to damage the chamber or blow out the combustion process.
1.2.1.3 Criterion for combustion instabilities
As mentioned above the coupling becomes dangerous as soon as an amplification of
the instability can take place. The quantification of such amplification is modeled by
the acoustic energy balance equation. Its local expression given per unit of volume is
reported hereafter (Eq. 1.31):
∂
∂t
(
ρ0
2
u2 +
1
2ρ0c20
p2
)
= −div(pu) + γg − 1
ρ0c20
pq˙ +Da (1.31)
The left hand member represents the temporal fluctuations of the acoustic energy per
unit volume constituted of the kinetic and potential acoustic energies. The right hand
member is composed of three terms: the acoustic flux per unit area, pu, the source
term per unit of volume, and a damping term. To increase the acoustic energy density
over time it is necessary to have a positive right hand member. For a given domain V
(e.g. the entire of the combustor), an instability will increase over time if the following
necessary condition is satisfied: ∫
V
(∫
time
pq˙dt
)
dV > 0 (1.32)
In the case of harmonic quantities modulated at the same frequency, the criterion
imposes to have a positive cosine of their relative phase. This corresponds to the
Rayleigh criterion.
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1.2.2 Longitudinal and azimuthal mode instabilities in gas-
phase combustion
Most of the times, combustion instabilities arise from the coupling between the heat
release rate (HRR) with longitudinal and/or azimuthal modes developing inside annular
chambers of the combustor [54, 58].
The longitudinal modes corresponding to the stream direction may develop as pro-
gressive waves with very low to medium frequencies. This mainly depends on the
longest dimension of the chamber, but the upstream plenum may also interfere. Lon-
gitudinal modes, detected in many energy systems, have been widely studied exper-
imentally, theoretically and numerically [59]. Their relatively low frequency range
facilitating their quantification. These studies were performed in several conditions of
environment and flow:
- laminar or turbulent flows,
- jet-flows with or without swirling
- acoustic fields in unconfined or confined fields
- single or multiple injectors
It has been shown that the acoustic perturbation acts on the system by inducing
a convective mechanism or/and a pure acoustic mechanism. The flame responds as a
low-pass filter leading in those cases to a slightly wrinkled or even unwrinkled front [60].
Experimentally, it has been highlighted that the variations of the flame front area is
important in order to obtain HRR fluctuations. In particular, emission and combustion
of pockets shed from the main flame front cause a strong HRR fluctuation [56].
For azimuthal mode studies, the same wide operation conditions and configura-
tions, as those mentioned for the longitudinal modes, are found but the number of
works is less important. In cylindrical or annular chambers, azimuthal modes may
appear as spinning or standing (transverse) waves, characterized by medium to high
frequencies [61, 62]. Particularly dangerous for combustor integrity, they have been
systematically studied only recently due to the difficulty to quantify their space-time
properties, in order to predict their triggering and growth numerically and to describe
them theoretically [28, 54, 58, 63, 64]. Bourgouin et al. develop an experimental work
on the basis of a laboratory annular chamber with multiple injectors. They showed
the existence of azimuthal instabilities, resulting from two counter rotating azimuthal
modes, but also of instabilities arising from the superposition of an azimuthal mode
and a longitudinal mode [59, 65].
As the transverse modes are very often observed in energy systems, their properties
must be well understood. Some of them have been investigated. Thus, it has been
identified a particular type of coupling between the flow and azimuthal instabilities
where transverse modes induce flow-rate fluctuations. This mechanism is referred to
as "injector coupling" in rocket literature [66]. An analogous injector coupling was
also identified as a dominant mechanisms in annular combustors of gas turbines. For
example, induced flow-rate pulsations were noted in LES calculations of a complete
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helicopter combustion chamber in the presence of a spinning mode [28]. A conversion
from an acoustic transverse mode of the cavity to a longitudinal mode, shown previously
by Baillot and Lespinasse [67] on a laminar flame or by Lieuwen and co-workers [38,68]
for a swirling flame, both forced by a transverse acoustic field, was noted in the case
of self-sustained instabilities in an annular chamber [65].
1.2.3 Interest of studying in open-loop acoustic forcing
As the mechanisms involved in thermoacoustic instabilities are complex, splitting up
the instability analysis into several elements occurring in the coupling loop is useful
to quantify the piloting phenomena. The feedback mechanism introduced previously
as the n-τ model still necessitates studies to improve instabilities understanding. In
particular, fine experimental investigations are needed to build physical scenarios and
validate models. Facilities have proposed to work in open-loop acoustic forcing as
reported in the review article [58]. The idea of these setups is to highlight and quantify
some fundamental mechanisms which cannot be obtained in industrial combustor but
also in academic ones. In that way, acoustic forcing imposed on the fluid system (flow
and flame) is used to investigate flow topology and its interaction with flames. An
illustration of this kind of investigation is given for transverse modes obtained in a semi-
opened cavity in the case of a laminar premixed inverse-conical flame reported in [67]. It
is shown that at the pressure antinode (PAN) flames are mainly driven by the dynamics
of the vortex arrays generated by the acoustics. A wide variety of flame responses was
investigated highlighting several physical mechanisms such as subharmonic strongly
rolled-up flames, elongated wrinkled flames, asymmetric wrinkling flames due to and
helical mode or aperiodic fluctuating flames. At the acoustic velocity antinode (VAN)
the flame response shows strong horizontal oscillating displacement. The flame front
moves laterally and periodically. When the fluid system is located at the acoustic
intensity antinode (IAN) where the pressure gradient is high, the flow field and the
flame front become non-axisymmetric.
By means of such forcing experiments it has been also possible to develop dynamical
models, known as low order models (LOM), relying on semi-analytical modelings of
the feedback mechanism. Indeed, a universal model able to represent how acoustic
waves can impose HRR unsteadiness is still not obtained. To overcome this difficulty,
different strategies, considering the flame as compact, can be chosen. Many works have
been devoted to premixed combustion in the case of longitudinal modes. Thus some of
them are based on analytical approaches [69], others on numerical calculations [27,70],
or on experimental methods leading to determine the flame transfer function (FTF) in
the linear case [71] or the flame describing function (FDF) in the non-linear case for
which the gain and phase of the FDF depend on the amplitude level of the input [72,73]
from measurements, at the frequency forcing, of the imposed acoustic perturbations
and the resulting global fluctuating HRR.
The obtention of the FTF or FDF is quite scarce in the case of azimuthal modes or
spray flames. It can be mentioned the LES work of Ghani who proposed in the presence
of azimuthal instabilities an extension of the relationship obtained for longitudinal
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acoustic modes where the local heat release perturbations were driven by orthoradial
velocity fluctuations and not axial velocities as assumed for longitudinal modes [29].
There the FTF for transverse modes assumed the time delay between the orthoradial
velocity and the unsteady heat release was imposed as a rotating field at a pulsation
ωPV C imposed by the flow. On the other hand, experimental FDF were measured
by Mirat et al. [74] in order to characterize acoustic responses of a swirling spray
flame performed in the case of steam assisted liquid fuel injectors. The spray flames
investigated featured a distinct response to a longitudinal forcing compared to those
obtained for premixed swirling flames. Another investigation is presented in [1] where
the method to carry out the FDF of a single spray flame issued from a simplex injector
is analyzed, again in the presence of a longitudinal mode. The FDF based on velocity
fluctuations gave interesting and usable results whereas the FDF measured with the
acoustic pressure radiated by the flame in the chamber was inappropriate, since the
pressure appeared as an output of the unsteady flame and could not be taken as an
input.
Once the link of the fluctuating heat release rate to the perturbations quantities is
known, the set of equations which describes the thermo-acoustic system is then closed.
Several ways of modeling can be advanced. Among them two general classes of low
order models are distinguished, depending on their formulation in the frequency or
time domain. This is introduced in the following sections.
1.2.3.1 Time domain representation
In the time domain, the perturbed quantities, pressure, velocity and HRR, are arbitrary
functions of time. This approach is appropriate when nonlinear phenomena dominate
such that the fluctuations depend on two or multiple acoustic modes, or develop during
a transient phase. The Green function technique is in general valid for linear stability
analyses of an oscillatory flowfield while the Galerkin method is employed for the
problem of nonlinear oscillations (see [54]). There are two types of time domain analysis
depending on the normality or non-normality of the systems modes.
In the case of normal modes expansion, the approximation is valid when the fre-
quencies and spatial variations of oscillations deviate only slightly from the solution
obtained without source terms. The spatial complexity of the model is reduced by
chosing the acoustic eigenmodes of a cavity as basis functions of the Galerkin expan-
sion to represent the acoustic quantities. The method was initially conceived by Zinn
and Powell (1970) [75] and explored by Culick (1988) [54]. For a single cavity system,
the acoustic pressure is written as follows:
p(t, x) =
∑
m
ηm(t)Ψm(x) (1.33)
where Ψm are the eigenmodes. The amplitudes ηm(t) of these eigenmodes satisfy second
order dynamical equations.
∂2ηm
∂t2
+ ω2mηm = Sm(t,x) (1.34)
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The source term Sm contains the effects of the flame dynamics, the damping and the
acoustic forcing.
Bourgouin [65] used an expression expanded to n acoustic cavities, where a priori two
modes Ψk and Ψl were orthogonal:
pn(t, x) =
∑
n,m
ηn,m(t)Ψn,m(x) (1.35)
In that case the heat release rate depends only on delayed values of acoustic velocity
such as:
q˙′ = G¯˙q
u′(t− τ)
u¯
(1.36)
In the case of non-normal modes, Balasubramanian and Sujith [64] have investigated
the role of non-normality and nonlinearity nature of thermoacoustic oscillations in a
Rijke tube. A system is said to be non-normal if its eigenvectors are not orthogonal.
Non-normality can lead to transient growth of oscillations before they eventually decay.
Further, non-normality leads to coupling between modes. This analysis allows energy
exchanges between the cavity modes.
1.2.3.2 Frequency domain representation
In the frequency domain, the pressure, velocity and HRR are considered as harmonic
quantities. The angular frequency is complex ω = ωr+ iωi, with ωr = 2pif0 the angular
frequency and ωi the growth rate. This model does not consider transient regimes
and eigenmodes do not interact with each other. The set of equations modeling the
system is closed by means of the knowledge of the link between the fluctuating HRR
and the perturbing quantities. This leads to a dispersion relation from which modal
growth rates and modal frequencies, defining the system dynamics, are determined.
Two types of frequency domain analysis have been developed depending on a linear
or non-linear approach. In the linear approach the Flame Transfer Function (FTF)
F relates the flame global dynamic response in terms of fluctuating HRR to a fixed
modulation level of the acoustic velocity fluctuations measured at a chosen point in
the flow. F is searched as function of a gain (n) and a phase shift (τ), each one as a
function of the angular frequency ω = 2pif0 with f0 the forcing frequency:
F(ωr) =
Q˙
′
¯˙Q
/
u′
u¯
= n(ωr)e
iτ(ωr) (1.37)
where the prime symbol represents the temporal fluctuation and q˙ is replaced by Q˙,
a global HRR considering the flame compact with respect to the acoustic wave. But
this analysis cannot predict amplitudes of oscillations at the limit cycle and can not
explain mode switching and instability triggering phenomena. So as mentioned above,
to include such nonlinear phenomena, the Flame Describing Function (FDF) can be
used. It is a method introduced by Dowling [76], generalized by Noiray et al. [72] and
improved by F. Boudy et al. [77]. In this non-linear approach, the FDF define a flame
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transfer function which depends on both input frequency and perturbation amplitude.
Thus, its formulation is:
F(ωr,
u′
u¯
) =
Q˙
′
¯˙Q
/
u′
u¯
= n(ωr,
u′
u¯
)eiτ(ωr ,
u′
u¯
) (1.38)
They are used as predictive tools of system instability range. Very recently, the exper-
imental work of Gaudron [78] on laminar and turbulent premixed flames, has brought
important elements in the complete modeling of the burner where self-sustained insta-
bilities can occur.
1.2.4 Instabilities in the presence of swirl and/or two-phase
flows
Even though numerical methods have become very attractive [28, 79–82], the systems
generally reach statistically preferred states which are difficult to predict. Thus, ex-
perimental studies remain essential to validate models and simulations. So far, much
of the research effort has been devoted to gaseous flame systems. Most of the work
concerns the coupling between combustion and longitudinal modes acting on single-
flame test facilities. Far fewer works involve azimuthal instabilities [36, 38, 67, 83, 84]
which are the most difficult to study in laboratory scale experiments, despite them
being the most detrimental in engines. Moreover, since industrial systems implicate a
set of flames, the study of the response of a single flame to thermoacoustic instabilities
is questionable, when the objective is to characterize combustion dynamics occurring
in annular combustors [61, 62].
Only some recent investigations report simulations of thermoacoustic instabilities in
annular chambers and only few well-controlled laboratory-scale experiments are ded-
icated to gas-phase combustion in annular combustors in the presence of azimuthal
perturbations [59, 61, 62, 85–87].
Investigations into the collective interactions between adjacent flames are essential in
order to correctly take into account the multiple injection system flame dynamics per-
turbed by the acoustic field. Even if laboratory scale annular chambers can reproduce
self-excited instabilities, a detailed investigation of the flows and flames is tricky to
carry out, especially due to geometrical considerations. Besides that, the control of
the occurrence and the persistence of self-excited instabilities are of great difficulty,
participating in the complexity of the quantification of the phenomenon.
In this context, developments involving an acoustic forcing to well control this acoustic
field over large ranges of amplitudes and frequencies of fluctuations have been made.
For example an open-loop method was applied successfully on a single flame system
in the presence of a transverse mode [83] which enabled a detailed and fruitful experi-
mental analysis. This approach was recently used to show that applying an azimuthal
forcing to flames developing in annular chamber [88] is a promising tool, in particular
for a chamber able to produce self-excited instabilities.
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Another important issue of interest, for power generation and aeronautical industries,
is that of the liquid-fueled-combustor flame structure, which differs from lean premixed
gas-fueled combustion [89]. However studies devoted to the response of swirl-stabilized
spray flames to acoustic disturbances are still scarce. It should be noted that a few
calculations [28, 79, 90] and a few experimental studies in the case of forced or self-
sustained turbulent reacting two-phase swirled flows powered by liquid fuelled injectors
[48, 91–94] do exist in literature. The few number of investigations in this area are
incapable to provide all the explanations needed to highlight the mechanisms driving
thermoacoustic instabilities, in particular for liquid fuel systems comprising multiple
swirling injectors.
During this work a new original experimental setup has been designed in which longitu-
dinal and/or transverse acoustic waves can be generated to perturb three air/n-heptane
flames issued from two-phase swirled flows. Forcing these flames gives us the ability to
follow the evolution of fundamental quantities and to produce a fine analysis of their
behavior. This will lead to an improved understanding of the mechanism of the origins
of thermoacoustic instabilities.
1.3 Objective and structure of the manuscript
The experimental setup designed and used for this work belong to the group of open-
loop acoustic forcing test rigs. It is called TACC-Spray, that stands for Transverse
Acoustic Combustion Chamber working with multiple two-phase swirling injectors.
Unlike some works (e.g. [39]), in our case there is not a centerbody at the injector outlet.
The 2T1L acoustic mode created within the chamber during our experiments is suitable
because it allows to study the response of the flow and flames at various position of the
acoustic field. Basically, there are three positions or basins of influence: the pressure
antinode (PAN), the intensity antinode (IAN) and the velocity antinode (VAN). TACC-
Spray is an important evolution of the test bench done by the CORIA team for an
inverted conical laminar premixed flame in the framework of the ANR MICCA project
[67, 83, 95]. The counterpart is the MICCA annular chamber of the EM2C laboratory,
used to examine combustion instabilities coupled by azimuthal acoustic modes in gas-
phase combustion [59, 65, 96] and recently also in spray conditions [1]. Unlike most
of the facilities designed for transversely forced experiments where neighboring flames
interaction cannot be studied [82], TACC-Spray will allow the investigation of this
phenomenon, that can lead to strong HRR pulsations, which up today was studied
only in full 360 degree combustors [61].
The current ANR FASMIC project, framework where this work is inscribed, is providing
experimental and numerical data about combustion thermoacoustic instabilities in the
case of two-phase flow swirling flames. As we have seen in the latter section, there is
a need to fulfill the lack of experimental and numeric data about this type of systems
since its interest for the future clean combustion technologies.
While currently, the CORIA team has also carried out studies concerning the spray
behavioral response in non-reactive conditions to strong acoustic perturbations (e.g.
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Figure 1.4: Unwrapped sector of an annular chamber designed for transversely forced
experiments. Adapted from [58].
[97]), this work focuses in providing experimental data about:
1 the characterization of the two-phase flow and the spray flame;
2 the two-phase flow behavior under acoustic transverse perturbations;
3 the responses of spray flames to those acoustic transverse perturbations when they
are placed in one of the three basins of influence (PAN, IAN or VAN) mentioned
above.
TACC-Spray is composed of three flames linearly arranged. It represents an "un-
wrapped" sector of a thin-gapped annular combustor (see Fig. 1.4), the MICCA-Spray
annular chamber, the adaptation of the MICCA annular chamber cited before. G.
Staffelbach in [27] showed that even considering only three burners of an annular gas
turbine gave information on flame stabilization that were not evidenced in the equiv-
alent single burner simulation. This was not the case in the cold flow configuration.
Accounting for the real geometry of a turbine appeared necessary in order to correctly
predict the flame stabilization process. In particular the flame presence changed the
burner behavior dramatically. A natural purely azimuthal mode of the set-up was
excited in the reacting flow case, which cannot be evidenced in a single-burner study.
The results presented in this manuscript are mainly extracted from the central flame.
The manuscript comprises two main parts which are described hereafter.
22
1.3. Objective and structure of the manuscript
Figure 1.5: Picture of the injector system mounted in the combustion chamber. The
three injectors in the center are reactive and those in the extremities are inert lines for
stabilization. Front wall was removed.
Part I: TACC-Spray equipment and characterization
The first part presents the experimental bench designed and developed for this inves-
tigation as well as the post-treatment tools developed to analyze and extract valuable
information about the two-phase flow and flame behaviors. This part begins with a
detailed description of the experimental setup and its possible configurations. Ba-
sis measurements of temperature and acoustic pressure in the bench are described.
Advanced optical diagnostics techniques used to characterize the two-phase flow prop-
erties, such as velocity field, fuel droplets sizing (e.g. LDA, PDA) and spray flow
structures (visualized by high speed laser tomography) are detailed in chapter 2 as
well as experimental methods implemented to characterize the spray flame dynamics.
These measurements are also exposed in that chapter.
In chapter 3 the injector system, composed of three identical independent burners,
is introduced. The main components are presented and its implementation in the test
bench is described (see Fig. 1.5). The innovative aerodynamical solution, found to
stabilize the three spray flames without the help of a strong confinement by walls
as usually done, is presented here. The acoustic response characteristics of a single
unconfined burner, called also as independent injector5, is also shown and explained
(section 3.2).The study in that section is made in natural conditions free of forcing.
The swirling air flow issued from an injector is characterized by its velocity profiles
and its structures (section 3.3). Experimental velocity profiles allow to evaluate the
swirl number S which indicates the swirl level imparted to the flow. In section 3.4
the atomizer performance is first characterized by means of a n-heptane spray. Then
the fuel droplets sizing is measured at the injector exit. In section 3.5 the flames
ignition protocol is described. The thermal behavior of the combustion chamber during
the ignition process is exposed by means of temperature measurements recorded at
several points in the bench. The attention is focused then in the fuel droplets behavior
during combustion (section 3.6). Both fuel droplets velocity profiles and fuel droplets
sizing have been investigated in a region located at the injector exit. In addition
fuel droplets spatial and temporal evolution is explored in a region that extends upto
several times the injector nozzle exit diameter. This is achieved by means of droplets
5In this work the injector refers to a single burner and does not refer to the atomizer.
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Figure 1.6: Picture of spray and flame when the laser tomographic technique is applied.
Vertical view on the left and horizontal on the right.
rate measurements and spray visualizations made in vertical and horizontal high speed
tomography planes (see Fig. 1.6). The spray is observed and studied by means of
the time resolved views, but also by averaged views. Possible droplet evaporation
mechanisms are also discussed and contrasted with the droplet rate measurements.
At the end of the chapter, the three spray flames characterized without acoustics are
presented. Their description will serve as a reference in the following. The central
one is studied by analyzing CH* and OH* chemiluminescence emissions. The influence
of operating conditions is analyzed by varying fuel flow rate, and consequently global
equivalence ratio.
In chapter 4 the methods developed to extract and analyze useful quantities from the
recorded two-phase flow images, as well as those of the flame are presented. The high
time resolution also gives the opportunity of performing class-averaged images defined
on the basis of short duration sampling windows. Original post-processing methods
applied to follow droplets are described.
Part II: TACC-Spray acoustic characterization and spray flame
dynamics under an open-loop transverse acoustic forcing
Waves existing in self-unstable combustors can simultaneously impose different dis-
turbances to the flames distributed inside the chamber. In particular when standing
waves are present, flames modulations depend on their positions in the acoustic field.
To bring fundamental elements of understanding, it has been chosen to place the system
composed of the three flames at three acoustic basins of interest in the 2T1L acoustic
resonant mode of the chamber: the pressure antinode (PAN), the intensity antinode
(IAN) and the velocity antinode (VAN). This part is dedicated to the presentation of
the results resulting from this investigation. It includes the description of the diverse
responses of the spray and flames and the explanations of the underlying mechanisms
that govern them. Part II is divided in four chapter.
The chapter 5, is devoted to the properties of the acoustic field. The study of
the acoustic response of the combustion chamber is presented in sections 5.1 and 5.2.
The experimental transverse mode is compared to numerical simulations and analytical
calculations. A peculiar attention is brought to the influence of the temperature field
on the acoustic response of the cavity and on the properties of the excited acoustic
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mode. A development of the acoustic pressure wave in the case of non constant speed
of sound is given in subsection 5.1.2. A simplified experimental procedure is proposed
to validate the existence of the 2T1L acoustic mode obtained under cold conditions
and then it is applied and validated under combustion condition (subsections 5.2.1 to
5.2.3).
The next two chapter present the effects of the acoustic mode on the energetic system.
The chapter 6 deals with the system response at the pressure antinode, while the
chapter 7 is concerned with the behavioral response of the system placed either at
the basin of influence of IAN or at the basin of VAN. The approach in both chapters
consists in investigating the swirling air flow, the spray and finally the flame response
for a wide range of imposed acoustic pressure perturbations.
The aerodynamics of the air flow seeded with olive oil or DEHS particles is quantified
under cold conditions by means of a LDA setup and the visualization of its main
structures (sections 6.1, 7.2.1). The three velocity components are measured at the
burner exit, allowing to calculate the swirl number S with and without acoustics. The
same quantities as those in Part I to characterize the spray behavior are now quantified
under forcing conditions (sections 6.3 and 7.2.2).
The flame dynamics is also quantified by means of CH* and OH* chemiluminescence
global emissions (sections 6.4 and 7.3). A method using line-of-sight images of the
flame gives access to its front evolution. Velocity and pressure fluctuations are simul-
taneously measured in the combustion chamber and within the air plenum along with
the flame global CH* emissions, which allows to determine transfer functions between
these quantities. This brings important elements in order to construct flame describing
functions in the case of a downstream transverse forcing configuration. On the basis of
results obtained at PAN, IAN and VAN locations, a mechanism of saturation is studied
in the last section of chapter 7. The chapter 8 summarizes the mains conclusions
and gives some perspectives for future works.
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TACC-Spray development and
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Chapter 2
Experimental setup
We introduce within this chapter a facility called the Transverse Acoustic Combustion
Chamber (TACC). Inside this chamber, the combustion is achieved by the ignition of a
two-phase flow, composed of liquid n-heptane atomized in a co-flow of swirling air. The
resulting flame is recognized as a spray-flame and thus this experimental bench takes
the name of TACC-Spray. At the conception stage of TACC-Spray it was desired to
achieve a maximum of modularity, while keeping handling simple and practical. The
result of this conception effort is presented below.
2.1 TACC-Spray set-up
This setup belongs to the class of open loop transverse forcing experiments. The
acoustic forcing system used allows to attain important levels of acoustic pressure
amplitudes. For this reason the entire setup is placed in an acoustically isolated room
provided with adequate passages for electric cables and pipes. The acoustic forcing
system is composed of:
• a signal generator HAMEG HM8150
• a frequency filter IMG STAGELINE
• an amplifier PEAVEY PV 900
• two compression drivers BEYMA CP850ND
A sinusoidal signal generated by the signal generator is sent to the frequency filter in
order to cut off frequencies below 500 Hz so that to protect the compression drivers.
The signal is then amplified by the amplifier before being sent to the compression
drivers. The vibration velocity of the compression driver membrane was controlled
with a POLYTEC 3000 series vibrometer. For the frequency range considered in this
work, the behavior of the membranes gives an almost constant acoustic power whatever
the frequency (see B).
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convergent passage
(a) (b)
Figure 2.1: (a): Characteristic dimensions of the combustion chamber. (b) Top view
sketch of the cavity: compression drivers (CD), injectors: in red (fuel/air), in blue
(only air).
The combustion chamber is where combustion takes place and, is also the acoustic cav-
ity since the acoustic field created by means of the acoustic forcing system is established
inside the chamber. Both expressions, combustion chamber and acoustic cavity, refer
to the same part of this setup. In this manuscript the choice of one of this terminology
will depend upon the context.
The Fig. 2.1 shows the setup composed of a bottom and two side and two front walls
which can be moved all together relative to the bottom by a sliding mechanism. If
needed, only the bottom can be moved leaving the walls fixed. Finally, for technical
reason linked to optic diagnostics, the entire cavity (bottom and walls) can slide to-
gether. All the walls are made of steel as well as the bottom. The compression drivers
are mounted, facing each other, on the side walls of the cavity (see Fig. 2.1(b)), on
which an orifice is present to let the acoustic wave enter the cavity. These orifices have
a diameter equal to 50 mm and their centers are placed at x = ±Lc/2, y = 0, z = 93.5
mm.
The cavity dimensions are defined by a width e of 55 mm, front walls height hc of
minimum 200 mm and adjustable length, Lc, as it is shown in Fig. 2.1. Lc is chosen
in order to force a 2T1L resonant chamber acoustic mode for a range of frequencies
between 500 and 1400 Hz. Any point inside the cavity can be specified by a Cartesian
coordinate system (Oc, x, y, z) where Oc is the center of the horizontal bottom plate;
axis (Oc, x) is horizontal and Oc, z is the vertical ascending axis.
A convergent element of exit width equal to 10 mm has been used to reduce heat
losses in the cavity. Indeed, it was verified that cold air was entrained in the cavity
in combustion conditions (see Fig. 2.2(a)). To track the movement of the air, the air
outside the cavity was seeded with incense smoke and illuminated by a vertical plane
laser sheet perpendicular to the front walls. Thus, it has been verified that without
convergent element there was an significant amount of cold air aspirated from the
outside of the cavity. The convergent element avoids almost totally this aspiration (Fig.
2.2(b)). As a consequence, the use of a convergent element increases the temperature
inside the cavity and homogenizes the temperature field as illustrated in Fig. 2.3, in
the case where the flames are centered inside the cavity.
30
2.2. TACC-Spray configurations
Attached to the bottom plate of the cavity is installed the injection system. This system
is composed of three reactive injectors (fuel + air) and two non reactive (only air) at
either side, that serve to stabilize the flames. The injection system characteristics are
developed in section 3.1. The liquid-lines, that feed the three reactive injectors, are
pressurized by a unique pump, namely the Tuthill DGS. Fig. 2.4 shows the diagram
of the liquid-lines feeding system. The liquid flow rate for each line is controlled by
a Coriolis mass flow meter CORI-FLOW from BRONKHORST; the air flow rate for
each line is given by a mass flow meter HASTING HFM-201. Operating conditions
range in 0.094 − 0.125 g/s for m˙fuel, the fuel mass flow rate, and in 1.51 − 2.26 g/s
for m˙air, the air mass flow rate. These conditions provide a global power P of about
4.2 kW to 5.6 kW for each flame. A single quartz window, or two facing each other, if
needed are assembled on the front walls allowing optical access to the injection zone.
The front walls are composed of removable plates allowing us to choose the Lc distance
and the position of the quartz windows depending on the zone of interest.
2.2 TACC-Spray configurations
Lc dimension is not varied continuously, but by increments corresponding to the set
of removable plates that can be used for the front walls. The length of these plates
goes from 20 to 200 mm. With this set of plates the maximum value of Lc that can be
reached is 800 mm. It is also possible to increase the height hc of the cavity up to 400
mm.
Each of the injectors used in the combustion chamber are fixed to the bottom plate.
The distance ainj between the center of these injectors can also be changed, to change
the distance between flames. All the results within this manuscript have been obtained
with ainj = 65 mm. The study of a shorter distance (ainj = 40 mm) is in progress.
In order to study the flames responses at different positions inside of the acoustic
field established inside the cavity, or in order to study a zone of interest within the
combustion chamber (e.g. recirculation zones), the position of the quartz windows
can also be changed. Furthermore, one of the quartz windows can be replaced by a
Front
walls
Incense
smoke
(a)
s
Incense
smoke
(b)
Figure 2.2: Cold air traced by incense smoke: (a) entering a combustion chamber with-
out convergent element; (b) barely entering a combustion chamber with the convergent
element.
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Figure 2.3: Temperatures measured in a half-cavity with the use of a top convergent.
Dashed lines: positions of two injectors with flames; dot-dashed line: position of a
non-reactive flow injector.
perforated plate where each perforation can receive a sensor in order to probe several
points of the zone of interest (see Fig. 2.5(a)).
2.3 Measurements and diagnostics techniques
Basic instrumentation of TACC-Spray is composed of thermocouples type K and mi-
crophones B&K type 4182. In some cases, a DISA type 55M01 hot-wire is installed
upstream of the injector exit in order to measure velocity fluctuations. Several optical
diagnostics were also used in this study. Some diagnostics are applied simultaneously if
necessary and if this was technically possible. All the measurements are synchronized
with the acoustic forcing signal. Signals of pressure, chemiluminescence recorded by
using a photomultiplier, and the hot-wire (when this is installed) are acquired at a
sampling rate of 100 times the acoustic forcing frequency by using a National Instru-
ments (NI) data acquisition card PCI-6123. The diagnostic setups and measurements
are detailed hereafter.
BM
C1
C2
C3
I1
I2
I3
R.V
R: n-heptane tank
P 12V: tank pump (12V 1A)
BM: 4-way block manifold
P.T.: pump Tuthill DGS
R.V: return valve
C(1 to 3): CORIOLIS mass flow meter
I(1 to 3): swirling injector
F: fuel filter
Fi: horizontal filter
F
Fi
Fi
Fi
Manometer
Figure 2.4: Diagram of the liquid-lines feeding system.
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M1 M2
PERFORATED PLATE
(a) (b)
Figure 2.5: (a) Picture of microphones mounted on the front wall and in a point of
the perforated plate. (b) Top view of the microphones position relative to the injectors
when these are in the middle of the cavity.
2.3.1 Pressure and temperature measurements
The thermocouples type K used can perform measurements from −210 to 1250◦C.
Here, measurements are recorded by using the ALMEMO 5690-2 acquisition system.
This system has 9 channels and allows recording with a frequency up to 100 Hz. When
multiple channels are used, measurements with a frequency higher than 10 Hz can
perturb their precision. Measurements presented in this work are for frequencies up to
2 Hz. The microphones B&K type 4182 have a frequency response between 1 Hz and
20 kHz and they are used along with their NEXUS signal conditioner type 2690. The
sensitivity for the acoustic pressure measurements was set using the signal conditioner,
to 3.16 mV/Pa for pressure amplitudes lower than 1000 Pa (zero to peak) and 1 mV/Pa
for higher amplitude levels.
Thermocouples and microphones are installed at various locations within the cavity.
In the absence of combustion a microphone is mounted on a traverse system. The
microphone access within the cavity by the top. Thus, in practice all the points within
the cavity can be probed, however limited by the traverse system displacement motor,
that have a step of 0.00625 mm. In this case, the temperature is constant within the
cavity.
During combustion, microphones and thermocouples, passing through one of the front
walls, are kept flush at the wall inner surface, at y/e = 0.5, and can be positioned at
several (x, z)-locations (Fig. 2.5). The location of M1 is at x/Lc = 0, z/hc = 0.025;
the M2 location is at x/Lc = −0.256, z/hc = 0.025 and the M3 location is at x/Lc =
−0.481, z/hc = 0.025.
The microphones are equipped with a stiff tube of a diameter dtube = 1.2 mm and length
Ltube = 100 mm. This is to keep the sensor away from the hot environment. The use
of the tube introduces a phase shift (ϕprobe) associated with the propagation of the
acoustic wave within the probe tube at c(T ) the speed of sound. T is the temperature
of the fluid where the sound propagates. In addition, a phase-shift of pi is added due
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to an intrinsic electronic inversion introduced by the microphone signal conditioner.
A complex formulation is used to express the pressure temporal signal. For example,
the local pressure fluctuations are denoted by the quantity pˆ′(x, t) with amplitude
|P ′|x,y,z. Thus pressure fluctuations pˆ′(x, t) can be deduced from probe measurements,
pˆ′probe(x, t) by the expression:
pˆ′(x, t) = pˆ′probe(x, t)e
iϕprobe. (2.1)
During combustion, the temperature field is non-uniform inside the cavity, and in
consequence, the temperature at the point of measurement of pressure fluctuations
must be taken into account to correctly calculate the phase shift, ϕprobe.
2.3.1.1 Determination of ϕprobe with and without combustion
For sake of precision, the acoustic pressure measurements (important to correctly iden-
tify the acoustic modes within the cavity) are corrected from the influence of ϕprobe,
without and with combustion. The phase shift, ϕprobe is induced by the distance, L
between the probe tube-end and the position of the probe membrane:
L = Ltube + Lm, (2.2)
where Lm = 13 mm is the length of the connecting element between the probe tube
and the membrane. Without combustion, the temperature (T ) is constant within the
cavity and within the tube. Thus, for a harmonic wave of angular frequency ω, we
have:
ϕprobe =
ωL
c(T )
+ pi. (2.3)
With combustion, the temperature field becomes non-uniform within the cavity as
well as within the tube. Thus it is necessary to consider the speed of sound inside
the tube, in order to determine the local pressure fluctuations. In order to do this,
the temperature variation was assumed to be linear along the length of the probe tube
(described by the coordinate ξ). Here, it is considered that L = 113 mm is small enough
to make this assumption reasonable. For a higher value of L, knowing the temperature
distribution within the probe tube is necessary. Taken this assumption into account to
rewrite Eq. 2.3, we get the following expression for the phase correction:
ϕprobe =
∫ L
0
ω
c(T (ξ))
dξ + pi (2.4)
Applying the boundary conditions, T (ξ = 0) = T (x) (the temperature inside the cavity
at the inner wall surface), and T (ξ = L) = TL (the temperature at the sensor inner
surface), we obtain:
T (ξ) = T (x) +
(TL − T (x))
L
ξ (2.5)
Substituting Eq. 2.5 into Eq. 2.4 and integrating the first term of the right hand side
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Figure 2.6: Phase shift (ϕprobe), induced on the pressure measurements by the use of
the probe tube, plotted as a function of the temperature TL when the temperature
within the cavity at the x-position is T (x) = 500◦C.
yields to:
ϕprobe =
2ωL
γrair(TL − T (x)) [c(TL)− c(T (x))] + pi (2.6)
where γ is the adiabatic index and rair is the specific gas constant. The Eq. 2.6 is
under an indeterminate form when TL = T (x). To remove the indeterminacy of this
equation, we made the following replacement:
c(TL) =
√
γrairTL (2.7)
c(T (x)) =
√
γrairTx (2.8)
Then, we multiply numerator and denominator by (
√
TL+
√
Tx). These steps give the
final expression for ϕprobe:
ϕprobe =
2ωL√
γrair(
√
TL +
√
Tx)
+ pi (2.9)
The first term of the right hand of Eq. 2.6 is plotted in Fig. 2.6 for three different
angular frequency values (ω), as a function of the temperature TL, and considering
T (x = 0) = 500◦C. The temperature T (x = 0) of this illustration is that measured at
the M1 position when the central injector is at the basin of influence of PAN. As we can
see from these equations, to calculate ϕprobe it is necessary to know the temperature
TL.
The temperature at the sensor inner surface (TL) has been measured, keeping the
microphone mounting but, replacing the corp of the microphone by a thermocouple.
We found values of TL between 80
◦C and 90◦C, when T (x) was approximately equal to
500◦C. To facilitate the determination of ϕprobe in the case with combustion, since TL is
not easily available, one can wonder if it is acceptable to consider that the temperature
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within the tube is constant and equal to T (x), This is, using the following equation:
ϕprobe =
ωL
c(T (x))
+ pi (2.10)
The precision of the ϕprobe calculus, using Eq. 2.10 is then evaluated. For instance,
the difference on the estimation of ϕprobe between the Eq. 2.9, considering TL = 80
◦C,
and the Eq. 2.10, is in a range of 0.059pi to 0.078pi for the range of frequencies of
Fig. 2.6. These differences represent a percentage of the acoustic forcing period in
the range of 2.95% to 3.92%. This means that, using Eq. 2.10 rather than Eq. 2.9,
have a low impact on the accuracy of the estimation of ϕprobe. If a temperature lower
than T (x = 0) = 500◦C is introduced in the two last equations, the difference between
the values of ϕprobe given by these equations is lower. In consequence, the accuracy
of the estimation of ϕprobe with Eq. 2.10 is better at lower temperatures. Because
the results obtained during combustion presented in this work belong to cases with
acoustic forcing frequencies from 760 to 830 Hz, the underestimation of ϕprobe induced
by Eq. 2.10 remains always lower than 4% of an acoustic forcing period. Therefore,
this equation was chosen to deduce pˆ′(x, t).
2.3.1.2 Attenuation ∆probe of the pressure signal
The attenuation depends on the length Ltube and the acoustic wave frequency (f0). A
law is obtained in [95] in cold condition for a probe length Ltube = 100 mm. This law
is given by:
∆probe = 20log10
( |P ′|
|P ′|ref
)
= −1.1 · 10−3f0 − 0.6 (2.11)
where |P ′| is the pressure amplitude measured with the microphone equipped with the
probe tube and |P ′|ref is a measured reference pressure amplitude; f0 is the frequency
imposed to the compression driver. Calculation using this law gives an attenuation
between −1.205 dB (13%) and −1.7 dB (18%) for frequencies between 550 and 1000
Hz. No corrections due to the attenuation have been applied to the pressure signals
presented in this manuscript.
2.3.2 Laser diagnostics setup
The air-flow and spray was investigated by means of several laser-based diagnostics.
Velocity profiles of the air flow within the cavity were obtained by means of a Laser
Doppler Anemometry system (LDA). A high-speed laser tomography technique is used
to visualize the air-flow structures and n-heptane droplet distribution. Droplet sizing
at the nozzle exit was carried out by means of a laser diffraction (Malvern system) and
by an imaging technique based on the transmission of a backlight diffuse-illumination,
both techniques applied without combustion, without acoustic forcing and in a open
field configuration. A Phase Doppler Analyzer (PDA) was used to quantify the n-
heptane droplets presence and diameters within the cavity in a zone localized above
the central injector, in the presence of the three flames.
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Figure 2.7: Setup of the imaging system based on backlight diffuse illumination.
2.3.2.1 Spray imaging by light transmission technique
The n-heptane spray issuing from a single injector was quantified in the presence of a
swirling air flow without combustion. In order to do this, an imaging technique with
backlight diffuse-illumination has been applied. This technique consists in placing the
object (the spray in this case) between a continuous diffuse light source and a camera.
The presence of the object between the light source and the camera causes a local
decrease of light transmission and the pixels on the image corresponding to the object
show a lower grey level respect to the background (see Fig. 2.9). The setup is composed
of a laser diode powered by a CAVITAR laser unit (laser wavelength 640 nm, maximum
pulse frequency 100 kHz, minimum pulse duration 20 ns), and a camera (see Fig. 2.7).
The parameters of the laser were controlled through the Cavilux control unit. The
laser diode has been synchronized with a Blue COUGAR-X camera equipped with a
macroscopic lens. The synchronization of both, laser unit and camera has been made
by means of the HAMEG signal generator. The signal applied is a 7 Hz and 1 volt
square wave. The images obtained have 2448×2050 pixels and a resolution of 297.5
pix/mm.
IR
 (
m
m
)
x (mm)
Depth of field = 1 mm
Figure 2.8: Impulse response from where 1 mm depth of field is obtained.
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(a) (b)
Figure 2.9: Example of a normalized image (a) and the two-level image with the
localized objects (b).
In addition, in order to correctly cover the spray thickness, the Point Spread Function
(PSF), commonly known as impulse response (IR), has been measured (see Fig. 2.8).
The PSF of an optical system is defined as the response of the imaging system to an
infinitesimally small source point. It is a function of the position of the object with
respect to the focus plane, and its width is minimum at the focus plane [97]. The PSF
measurement gives a depth of field of 1 mm and as a consequence five parallel vertical
planes separated by 1 mm have been taken. Thus, this technique is a tomographic-like
measurement method, even if it is a line of sight one, thanks to the determination of
the PSF width for each object. The optimal number of images have been searched
for and then fixed at 100 in order to obtain statistically correct results. The spray
images are first normalized with a background average image to avoid the influence
of any variation of the light source on the localization of n-heptane droplets (see Fig.
2.9(a) and 2.9(b)). The localization consists in counting the droplets in a volume of
section equal to that of the camera field of view: 56 mm2. Image post-processing is
performed with a software developed in [98]. The numeric droplet size distribution of
the droplets and the characteristics diameters can be calculated. Their evaluation is
crucial to quantify the fuel atomization and evaporation quality [99]. In particular, it is
interesting to evaluate the Sauter Mean Diameter (SMD)D32 due to its wide utilization
in spray and combustion. The SMD is a quotient of the total droplet volume divided by
the total droplet surface area, and reflects both the energy content and the evaporation
rate [100]. Details concerning the droplet size measurement by image processing can
be found in [101]. Results obtained with this method are presented in section 3.4.2.
2.3.2.2 Laser diffraction technique
This technique is based on the analysis of the diffraction patterns of a laser beam going
through the spray (forward diffraction). The principle of this technique is sketched in
Fig. 2.10. The system is composed of a helium-neon laser beam (670 nm), with a
diameter of about 13 mm, generated by a stabilized laser source, used to probe the
droplets cloud. In our setup the center of the laser beam is positioned at zs = 12.5
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Figure 2.10: Sketch of principle of the system based on the diffraction of a laser going
through the spray (Malvern system).
mm. A lens with a focal distance f = 200 mm, is installed in the receiver head in
order to measure the light intensity diffused by the spray. The spray is positioned at a
distance lower than or equal to 3f/2 from the lens. In our setup the distance between
the spray and the receiver was of 170 mm. In the receiver a CCD sensor records the
diffraction patterns. This CCD is composed of a set of photosensitive elements placed
concentrically.
The theory behind this technique states that the diameter of a droplet will be inversely
proportional to the angular position (θM), on the CCD sensor, of the first minimum
(referred to the light intensity) of the droplet diffraction pattern. This is then extended
to analyze an entire spray. The system gives a volumic droplet size distribution inte-
grated over a volume generated by the intersection of the laser beam and the spray. For
our system this volume has a section of about 132 mm2, which is that of the laser beam.
Data has been processed with the INSITEC RT Sizer software of Malvern Instruments.
Characteristic diameters are calculated and in particular the SMD diameter because
its interest to quantify the quality of the atomization. Results are discussed in section
3.4.2. Further details on this technique can be found, for instance, in reference [102].
2.3.2.3 Laser Doppler Velocimetry and Phase Doppler Particle Analyzer
The Laser Doppler Anemometry (LDA) technique requires the seeding of particles
in the fluid when the gaseous phase is studied. To quantify the n-heptane droplet
velocities, rate and diameters a Phase Doppler Analyzer (PDA) technique is applied.
The LDA/PDA system principle is sketched in Fig. 2.11. It is composed of a 4W
argon-ion laser source. From this source two wavelengths in the visible spectrum (390
to 700 nm) are selected and carried to the transmitting probe through a fiber. A
beam splitter is used in order to obtain two coherent laser beams from each single laser
beam. The laser beams are focused by a lens with focal-length of 500 mm that equips
the transmitting head. The beam spacing is 50 mm and the beam half-angle is 2.862◦.
The measurement volume obtained by the intersection of the two laser beams from
each single one is dx · dy · dz = 0.149 · 0.149 · 2.981 = 0.066 mm3. The two blue laser
beams at λb = 488 nm measure the vertical velocity and the two green laser beams at
λg = 514 nm measure the radial or azimuthal velocity component depending upon the
position of the measurement volume into the flow. The interference of the two laser
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Figure 2.11: Sketch of the LDA/PDA system principle [97].
beams creates fringes of high light intensity. The distance between two consecutive
fringes (df) is defined by the wavelength of the laser light and the angle θlda (half of
the LDV laser beams intersection angle) as df = λ/2sinθlda. As the particle traverses
the fringes the scattered light fluctuates in intensity at a frequency called Doppler
frequency (fD). The scattered light is collected by a photomultiplier that equips the
receiving probe, which produces an electrical current proportional to the light flux,
called Doppler burst. The system signal processor determines the Doppler frequency
of each particle. A Bragg cell produces a slight frequency shift (df) on one of the two
beams (see Fig. 2.11), making the fringes pattern moves at a constant velocity. This
allows to determine the direction of the particle velocity. Two particles with the same
velocity, but moving in opposite directions, will produce a measured frequency given
by fm = df ± fD, with the sign depending on the direction of the particle. Finally,
the particle velocity is obtained as V = df(fm − df). The receiving probe is mounted
to face the transmitting probe and collects the light scattered by the particles passing
through the measurement volume. In the PDA system the receiving probe is put in
FIBER mode having a scattering angle of 30◦ and focal length of 310 mm.
Velocity profiles of the air flow were obtained by means of the LDA system. In order to
achieve the measurements using this technique, the air was seeded upstream by DEHS
droplets of diameter dp < 5 µm and density ρp = 912 kg/m
3. The Stokes number, St,
is introduced to evaluate how the seeding is able to follow the air flow dynamics. It is
defined by St = τDEHS/τair with τDEHS = ρpd
2
p/18µair (with µair = 1.8 · 10−5 kg(ms)−1)
and τair = Dexit/Ub. Since St is lower than 0.25 for typical operation conditions, the use
of this tracer is satisfactory to investigate air flow properties. For this illustration, the
physical properties are taken at Tref = 293 K. As an example, the velocities measured
at a plane z = 3 mm, above the middle injector is shown in Fig. 2.12.
When the disperse phase is studied by using the PDA system, no seeding is required
since we are interested in n-heptane droplets. Radial profiles of the droplet Sauter
mean diameter (d32) and mean arithmetic diameter (d10) corresponding to various
z-positions have been calculated. Vertical and radial velocity profiles of n-heptane
droplets were also obtained in this mode and a variable Stokes number as function of
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n-heptane droplet mean arithmetic diameter d10 has been introduced. The results of
these measurements will be discussed in chapter 3.
2.3.2.4 High-speed Laser Tomography technique
Visualization of the swirling flow has been performed by means of a high-speed laser
tomography technique in order to study its structure and temporal evolution. This
technique has been applied in two cases:
• on the gaseous phase, seeded with DEHS particles and without liquid (n-heptane)
injection,
• on the spray with combustion
The n-heptane droplets, olive oil or DEHS particles, depending on the case, were
illuminated by a horizontal or vertical laser sheet created with an adapted optic lens
array. The laser source is a COHERENT Genesis MX series continuous wave (λg = 514
nm) with 1.1 W of output power. The scattered light from the flow tomography cuts
made by the laser sheet are recorded by means of a V2512 Phantom camera. This
camera has a 28 micron pixel size and 12-bit depth. It was equipped with a lens with
focal-length of 200 mm (f/8 and f/4 for horizontal and vertical tomography respectively)
and 20 mm extension tube. Some vertical tomographic views have been obtained also
with a Photron FASTCAM SA5 camera. Its pixel size is of 20 micron and capture
image with 12-bit depth. It was equipped with a lens with focal-length of 200 mm
(f/4).
Obtaining horizontal tomographic views in our experimental setup was challenging.
The camera for this setup can not be installed vertically over the flow because it must
not receive seeding particles, fuel droplets or burned gases from combustion. Thus, the
camera was installed outside of the flow, inclined at 45◦ from the x-y plane and it was
equipped with a Scheimpflug mount inclined at 20◦ with respect to the camera (see
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Figure 2.12: (a) Side view of the plane of measurements by LDA at z = 3 mm above
the nozzle exit plane and (b) mean velocity profiles of the seeded swirling air jet issued
from the middle injector: Umeanz (vertical), U
mean
r (radial), U
mean
θ (azimuthal), for
m˙air = 1.72 g/s (Ub = 28.6 ms
−1) and S = 0.68.
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(a) (b)
(c)
Figure 2.13: (a-b) Setup of the horizontal and (c) vertical laser tomography technique.
Fig. 2.13(a)). This setup is very sensitive to the camera inclination angle, in particular
due to the presence of the quartz window of the cavity. The focus process needed a
fine positioning system for the camera and the lens Scheimpflug mount, specially made
for this setup. Even with the camera installed outside the flow, a protection system
consisting in a steel screen with a quartz window was employed (see Fig. 2.13(b)) to
avoid seeding particles impinging on the camera and lens or avoid their exposition to
high temperature. Images in the x-y planes was captured for positions from z = 1.5 to
8.5 mm. In this setup, the camera was set to record images of 768× 768 pixels with a
spatial resolution of 0.031 mm/pixel at 35 kfps. The exposure time is 10 µs.
For the vertical views, the camera is positioned perpendicular to the x-z plane and the
vertical laser sheet intersects the flow at y = 0 (see Fig. 2.13(c)). In this setup the
V2512 camera was set to record images of 976× 1024 pixels with a spatial resolution
of 0.036 mm/pixel, at 20 kfps. When the FASTCAM SA5 camera was used it was set
to record images of 704× 520 pixels with a spatial resolution of 0.042 mm/pixel, also
at 20 kfps. For this setup, in the case of both cameras, the exposure time is fixed at
40 µs.
2.3.3 Flame front light emissions measurements
The flame dynamics is characterized through the analysis of the emission signal of OH*
and CH* radicals. The emission signal, noted I ′OH∗(t) or I
′
CH∗(t), is considered to be an
indicator of the combustion intensity. In the absence of soot, this signal can be directly
linked to the heat release rate of the combustion [74]. The time-resolved emission
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(a) (b)
Figure 2.14: Top view of the cavity with (a) a light intensifier plus a high speed camera;
(b) a photomultiplier (PM) equipped with an interference filter.
signals are registered by a photomultiplier (PM) HAMAMATSU H6779 equipped with
an interference filter centered at λ = 325 nm with a full width at half maximum
(FWHM) of 95± 2 nm for OH* or centered at λ = 430 nm with a FWHM of 20 ± 2
nm for CH*. The PM gain is adjusted to 0.435 · 105 and 0.600 · 105 for OH* or CH*
chemiluminescence emissions respectively (Fig. 2.14(b)) in order to reach similar signal
levels with both filters. The time response of this PM is 0.78 ns.
The middle flame is imaged on the PM by using a UV-spherical lens. A high speed
camera, Phantom V10, providing a 12-bit grey scale resolution is used to record flame
motions. A LAMBERT HICATT 25 Instrument image intensifier is mounted (see fig.
Figure 2.15: Synchronization diagram between the external harmonic excitation (acous-
tic forcing) and images acquisition with the PIMAX4 camera. Illustration for a case
with fr = 780 Hz and fcam = 4 Hz. *Delay with respect to the acoustic forcing.
**Delay (td) with respect to the image acquisition trigger pulse, with 0 ≤ td < 1/fr.
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2.14(a)) with an UV-48 mm lens and an interference filter centered at λ = 325 nm
to visualize OH* emissions. Intensifier gain remains constant during all experiments.
The camera is set to record images of 576 × 1000 pixels at 2773 fps when the three
flames are considered. When only the middle flame is followed, the camera sampling
rate is set to 6120 fps with 576 × 400 pixels. The spatial resolution in both cases is
0.16 mm/pixel. The exposure time is 160 µs.
Phase-locked images synchronized with the acoustic signal were recorded with a config-
uration that consists of a PIMAX4 emICCD camera, an UV-48 mm lens and interfer-
ence filters for OH* or CH*. This camera provides an image definition of 1024× 1024
pixels with a spatial resolution of 0.088 mm/pixel. A cycle of the acoustic forcing is
reconstructed using 10 equidistant time delays. For each delay a phase-averaged image
is computed over 100 images. A full cycle of the flame front motion is reconstructed
from these phase averaged images. The synchronization diagram between the acoustic
forcing and the image acquisitions with the PIMAX4 camera, is presented in Fig. 2.15,
using as illustration a case with acoustic forcing frequency fr = 780 Hz and acquisi-
tion rate fcam = 4 Hz. The synchronization signals are delivered by a delay generator
BNC Berkcley Nucleonics 575 series. The sinuous signal for acoustics is delivered by
a function generator HAMEG HM 8150. A trigger pulse, with a delay td, is sent to
the camera and to the NI acquisition card used to record pressure signals. For this
illustration, the time delay is td = (i−1)/(780 · 10) s where i represents the equidistant
phase-locked points from 1 to 10.
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2.3.4 Main measurement instruments and diagnostic techniques
The main instruments and diagnostic techniques employed in this work to study the
fluid system are listed in Table 2.1.
Table 2.1: Table summarizing diagnostics and measurements techniques applied in this
work.
Physical
property
Applied to
Instrument /
Diagnostic
Acoustic pressure
the cavity or air
plenum
Microphones
Temperature outer walls/cavity inside Thermocouples
Size distribution n-heptane droplets Laser diffraction
Size distribution n-heptane droplets Imaging
velocity profiles seeded injected air LDA
Size and velocity n-heptane droplets PDA
Trajectory and
streakline
n-heptane droplets
High-speed
Tomography
CH*/OH* light
emission
flame
Cameras and
Photomultiplier
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Chapter 3
Injection system
In this chapter we introduce the injection system that equips TACC-Spray bench. We
detail the components of the injectors and the setup of these injectors in the chamber
and we introduce the aerodynamic stabilization of the flame that plays the role of a
soft confinement for our flames.
Using the COMSOL simulation software we study the acoustic response of a single
injector and we compare the simulation results with experimental measurements using
a dedicated setup.
The air-flow, in non-reactive condition and without acoustic forcing, exiting from a
single injector, is characterized when the injector is placed inside the chamber with all
the injectors operating. In order to do this, we use a LDA system and laser tomography
views of the seeded air-flow.
Within the next section, the results of the characterization of the atomizer are present.
Next to this, the spray behavior without acoustic forcing is described, by means of the
results of PDA measurements and tomography views. Some basic evaporation models
are also presented and we discuss about its applicability to describe the n-heptane
droplets evaporation process in our case. Finally, in the last section, we introduce the
two-phase flow swirling flames without acoustic forcing.
3.1 Components and assembly in the combustion
chamber
The injection system consists of three independent linearly-arranged radial swirl injec-
tors separated by a center distance ainj = 65 mm. It is mounted on the fixed bottom
of the cavity (see Fig. 3.1). By using the sliding mechanism the injection system can
be placed at various specific locations of the controlled acoustic field. Each injector
is composed of a plenum, a distributor and a radial swirler for the air, and a simplex
atomizer for n-heptane, provided by EM2C laboratory (Fig. 3.2). The air distributor
is an element with six ducts circumferentially placed and regularly spaced connected
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Figure 3.1: Swirling injectors system. Arrows: red indicates a two-phase flow and blue
only air flow.
Atomizer
Grid
(a) (b)
Figure 3.2: (a) Single injector components and its two-phase flow swirling flame (middle
flame). (b) Cut of the radial swirler model, viewed from the top.
to the radial swirler. The swirler has also six inclined circular vanes to direct the air
into the nozzle. These vanes make the air rotate in the clockwise direction, viewed
from the top as it is shown in Fig. 3.2(b). Two swirlers, with circular vanes of two
different diameters, have been used during this work. The results presented within
this manuscript, have been obtained using the swirlers with vanes of diameter equal to
4.5 mm. The liquid fuel is transported through the air plenum, inside a linear tube of
outer diameter equal to 4 mm. Then, it is injected into the swirling air-flow by means
of the atomizer. The atomizer is set 5.36 mm back from the nozzle exit. The exit
nozzle of the two-phase flow injector has a diameter Dexit = 8 mm. The particularity
of the nozzle used for these injectors is its non-inverted cone trunk shape.
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3.1.1 Aerodynamic stabilization of the flames
In an annular chamber like that studied in [62, 87, 94, 103], the overall stabilization is
ensured by the fact that the swirled flames are distributed all around a circumference,
each flame being surrounded by two others. The three linearly-arranged flames cannot
be stabilized a priori due to the absence of an adequate confinement of the energetic
system. To resolve this difficulty an aerodynamic solution was found, able to guarantee
combustion persistence. It consists of additional swirling air jets, placed at the same
center distance ainj to the outer injectors (see blue arrows in Fig. 3.1). This soft
confinement creates the appropriate boundary conditions to well stabilize the spray
swirling flames in the cavity. Moreover the two non-reactive jets keep the flames away
from side walls, preventing overheating of the compression drivers mounted on these
walls. The driver performances are thus unchanged compared to ambient temperature
conditions. Compared to others experimental setups in the group with open-loop
acoustic forcing test-bench (e.g. [36, 104]), this stabilization solution avoids the need
of a strong wall confinement and, by preventing the compression drivers overheating,
reduce the complexity to drive and assess the acoustic injected into the cavity.
When the middle injector is placed at the center of the cavity, the stabilization injectors
are symmetrically placed relative to this position, so at the same distance from the
side walls and the stabilization injectors flow rates are identical. When the injection
system is not centered within the cavity, the flame stabilization is modified. In order
to keep three flames with similar shapes and sizes, the flow rate of the stabilization
injectors must be adjusted in order to compensate the distance between each side
wall and the respective stabilization injector. An illustration of a typical operating
condition for each position considered in this work is reported in the Table 3.1 for the
configuration Lc = 0.8 m. In this table, ”non-reactive left” identifies the stabilization
injector nearest to the side wall in the region x/Lc < 0. The reactive injectors have
typically the same flow rates regardless the position of the injector system within the
cavity. However, some results presented in this manuscript, correspond to cases where
the reactive injectors have different flow rates.
Table 3.1: Typical flow rates operating condition
Injector m˙fuel (g/s) m˙air (g/s) Equivalence ratio φ
Both non-reactive (PAN) — 3.23 —
Non-reactive left (IAN) — 2.58 —
Non-reactive right (IAN) — 3.23 —
Non-reactive left (VAN) — 2.43 —
Non-reactive right (VAN) — 3.45 —
Reactive Middle 0.097 1.72 0.85
Reactive Sides 0.097 1.72 0.85
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3.2 Acoustic response of the injectors
In this section we present the results of the modal analysis of a single injector achieved
by numerical simulations with COMSOL Multiphysics and by an analytic model and
also veriﬁed by experimental measurements. The study was performed without air
ﬂow. However, the inﬂuence of the air-ﬂow on the acoustic response will be discussed.
The eigenmodes are searched in order to know if there are modes able to be excited by
the transverse acoustic mode that will be generated within the acoustic cavity in the
frequency range of 0.5 to 1.4 kHz.
The 3D model considered for the simulation consists of the air plenum, the six ducts
of the air distributor, the six vanes of the swirler and the exit nozzle. This model takes
into account the presence of the atomizer, but the fuel line is not modeled. A sound
hard boundary condition has been applied to all the walls (Eq. 3.1). This condition
prescribes a boundary at which the normal component of the acceleration is zero:
n · 1
ρ0
gradp′ = 0 (3.1)
At the nozzle exit surface a sound soft boundary condition is applied, meaning that
the acoustic pressure vanishes (see Eq. 3.2):
p′ = 0 (3.2)
The mesh has been created applying the physics-controlled mesh option of COMSOL
(Fig. 3.3) with the size option Fine selected. This method adjusts the mesh element
size depending on the geometric characteristics of the diﬀerent regions of the model.
The origin of the Cartesian coordinate system of this model is placed at the center of
the bottom section of the air plenum which is circular with a radius equal to 15 mm.
A pressure probe is placed at a point deﬁned by (x, y, z) = (5, 0, 10) mm (Fig. 3.4(a)).
The ﬁrst seven eigenfrequencies are plotted in Fig. 3.4(b). The ﬁrst eigenfrequency is
Figure 3.3: Mesh of the 3D model used to study the eigenfrequencies of the single
injector.
50
3.2. Acoustic response of the injectors
(a) (b)
Figure 3.4: (a) Position of the probe point inside the single injector geometry and (b)
the normalized pressure for each of the seven eigenfrequencies. The maximum value
corresponds to 472 Hz.
(a) (b)
Figure 3.5: Pressure ﬁeld inside a single injector showing the response as Helmholtz
resonator at the ﬁrst eigenfrequency equal to 472 Hz: (a) at 0◦ and (b) 180◦ of a cycle.
found at 472 Hz. The other eigenmodes correspond to frequencies higher than 3.5 kHz,
so outside of the frequency range of our investigation. Furthermore, the eigenmodes
over 3.5 kHz are very weak compared to the ﬁrst eigenmode at 472 Hz. The pressure
ﬁeld obtained for the eigenmode at 472 Hz is shown in Fig. 3.5. At each instant of
the acoustic cycle, the acoustic pressure is uniform within the whole geometry, except
near the exit of the air distributor upto the nozzle exit, where the pressure amplitude
decreases to match the sound soft boundary condition. Taking as t/Tcycle = 0(0◦) the
pressure ﬁeld where the pressure amplitude is at its maximum, it is out-of-phase at
all the points of the geometry with the pressure ﬁeld at t/Tcycle = 0.5(180◦) where the
pressure amplitude is at its minimum. This mode is thus identiﬁed as a Helmholtz
resonator response.
The eigenfrequency of the Helmholtz resonator can be estimated by an analytical model
of the injector. The single injector can thus be modeled as illustrated in Fig. 3.6,
keeping the actual dimensions of the air plenum but considering an equivalent circular
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Figure 3.6: The single injector without a mean ﬂow, represented as bottle shape,
behaves as a Helmholtz resonator at fH = 420 Hz.
neck of constant cross section (Sn) and diameter equal to Dexit, instead of the real
geometry of the air distributor until the nozzle exit. The length of the neck (l) is the
actual length of the injector from the air distributor until the nozzle exit. The natural
resonance frequency of a Helmholtz resonator with this geometry is given by Eq. 3.3
(see appendix A.1), yielding fH ≈ 420 Hz. The discrepancy with the simulation can
be corrected by considering an end correction to account for the contribution of the
inertia of the acoustic ﬂow just outside the nozzle exit cross section. Adding to the
simulation model an end correction δ of about 0.65Dexit [105], the frequency obtained
is 420 Hz.
f 2H =
Snc
2
0
4pi2SbLbl
. (3.3)
The frequency response of the Helmholtz resonator is modiﬁed by the presence of a
mean ﬂow. When a mean ﬂow is considered, a damping rate (ε) appears in the solution
(see the appendix A.2). The modiﬁed resonance frequency is given by Eq. 3.4:
fr = fH
√
1− 2ε2 (3.4)
The condition to get an ampliﬁcation of the pressure ﬂuctuation in this case is ε < 1/
√
2
where the typical value of the damping rate in our experimental condition is given by:
ε =
Ub
2ω0l
≈ 0.18 (3.5)
for m˙air = 1.72 g/s, giving a bulk velocity based on the nozzle exit cross section
Ub = 28.6 ms−1. For this damping rate we ﬁnd fr ≈ 407 Hz. Actually, the air-ﬂow
used in this calculation corresponds to that of the reactive injectors which has been kept
virtually the same for all the experiments. In consequence, the resonance frequency
is slightly modiﬁed relatively to the case without air-ﬂow (fH). For the non-reactive
stabilization injectors, the air-ﬂow rate is higher, the damping rate grows and the
resonance frequency (fr) decreases to around 362 Hz.
Experimental measurements of the acoustic response of the single injector were carried
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Figure 3.7: Sketch of the setup for measurements of the acoustic response of a single
injector. LS: loudspeaker; SG: signal generator; M1 and M2: microphones.
out outside the combustion chamber, without conﬁnement and without a mean ﬂow.
A sinusoidal perturbation is imposed to the nozzle exit (see Fig. 3.7). A loudspeaker,
positioned 260 mm away from the injector vertical axis and with the acoustic axis 60
mm over the injector exit cross section, produces the sinusoidal perturbation with a
frequency in the range 40-1100 Hz. Two pressure signals are simultaneously measured
by means of two microphones. The ﬁrst microphone is placed 80 mm away from the
loudspeaker 30 mm below the acoustic axis. The second microphone is ﬂush installed
at the bottom of the air plenum. We deﬁne a transfer function between these two
signals as follow:
P ′M2(t)
P ′M1(t)
= Ginje
iϕinj (3.6)
where Ginj is the gain and ϕinj the phase of the transfer function.
The Fig. 3.8 shows the response of each of the three single injectors used as reactive
injectors. The gain of the transfer function (G) features a peak at 420 Hz. At this
frequency, the phase plot shows a value of ϕinj = pi indicating that p′ex and p
′
in are out-
of-phase. This behavior is recognized as a Helmholtz resonator. These measurements
agree very well with the predictions of the simulation and the theoretical calculation.
3.3 Air-flow characteristics without acoustic forc-
ing and without combustion
In this section, the main features of the swirling air ﬂow obtained without acoustic
forcing and without combustion are shown. Velocity proﬁles have been obtained by
means of a LDA system, and used to calculate the swirl number S. In our case S = 0.68.
A center recirculation zone (CRZ) has been detected, as expected for a swirl ﬂow with
S > 0.6, the value conventionally accepted as a threshold to get a CRZ in swirl injectors.
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Figure 3.8: Gain and phase of the transfer function calculate from measurements made
of each single injector. The peak in the Gain plot correspond to fH = 420 Hz.
3.3.1 Velocity profiles measured by LDA
The mean and RMS velocity proﬁles (Uz, Ur, Uθ) measured at various z-positions,
namely z/Dexit = 0.375, z/Dexit = 0.75 and z/Dexit = 1.125 are presented in Fig.
3.9. The mean data rate of 40, 000 droplets/s ensures the convergence of the measured
mean quantities. The mean vertical velocity proﬁle clearly presents a central recircu-
lation zone (CRZ) at each downstream location. The azimuthal component has the
same order of magnitude as the vertical component, indicating a strong swirl. The
experimental swirl number S is evaluated from Eq. 3.7 at z/Dexit = 0.375 [35]. Here
S equals 0.68, which is consistent with the CRZ detection. The reference radius in Eq.
3.7 is the radius of the nozzle exit (Dexit/2).
S =
∫R
0 UzUθr
2dr
R
∫R
0 U
2
z rdr
=
∑R
0 Uz(r)Uθ(r)r
2
R
∑R
0 U
2
z (r)r
(3.7)
The radial expand of the CRZ estimated from the mean vertical velocity proﬁles
goes from r/Dexit ≈ ±0.15 and slightly increases with z until r/Dexit ≈ ±0.2. At
z/Dexit = 0.375, the maximum values of the mean vertical velocity are located at
r/Dexit = ±0.4, and are equal to 35 m/s. This maximum decreases downstream and
the location expands in the radial direction. The azimuthal mean velocity proﬁle ob-
tained at z/Dexit = 0.375 shows its maximum magnitudes at r/Dexit = ±0.3. This
location almost does not change with z but the values decrease from 25 m/s to around
18 m/s. The maximum values of the radial velocity magnitude (≈ 5 m/s) are found
at r/Dexit = ±0.5. Downstream, the location of these maximums moves outward and
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Figure 3.9: Mean and RMS velocity proﬁles of the seeded swirling air jet above the
nozzle exit plane of the middle injector: Uz (vertical), Ur (radial), Uθ (azimuthal), for
m˙air = 1.72 g/s (Ub = 28.6 ms−1) and S = 0.68.
the values decrease.
The vertical, radial and azimuthal RMS velocity proﬁles are similar at each z position
and their values decrease downstream. The maximum magnitudes for the vertical
RMS proﬁle at z/Dexit = 0.375 are found at r/Dexit ≈ ±0.2. At r/Dexit = 0, the RMS
value close to 10 m/s, is similar to the mean velocity magnitude of the CRZ meaning
that at this position the velocity is not always negative and therefore the CRZ is not
always established. As the CRZ is induced by the vortex-breakdown phenomenon, the
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diminution of the CRZ could be linked to a disruption of the vortex breakdown or a
change of its position. A second maximum of the RMS velocity magnitude appears at
a radial position equal to r/Dexit = ±0.5 on the three velocity proﬁles. This is linked
to the shedding of Kelvin-Helmholtz vortices formed at the oriﬁce edge of the injector
exit nozzle. The air ﬂow structures are analyzed in more detail hereafter.
3.3.2 Air-flow structures without acoustic forcing
Averaged quantities could hide important details of what happens during a forcing
cycle. If time averaged quantities were enough, performing expensive DNS simulation
would not be necessary. As this is not the case, investigation of instantaneous quantities
is necessary, in order to better understand the physics behind observed phenomenon,
and to validate simulations.
Analyzing the high speed tomography images of the air ﬂow without acoustics, it is
possible to identify some coherent structures, both in the outer layer as in the inner
layer as well. At the outer layer, Kelvin Helmholtz type vortices are shedding with a
frequency, estimated from the vertical tomography views, between 2200 and 2500 Hz
(see Fig. 3.10). Due to the ﬂow swirl motion, these vortices form, in the 3dimensional
space, a helical structure turning with the swirl ﬂow. This is a known feature of
swirling ﬂows, reported in the literature (e.g. [6, 21]). At the center of the injector
exit, we can also periodically observe, two elliptical dark patterns axisymmetrically
formed and being convected (see the dashed ellipses on Fig. 3.10). These patterns
appear to be in fact the cross-section of a double helix vortex breakdown structure
which is precessing around the CRZ. This type of vortex breakdown has been found
experimentally [13, 106] and by DNS simulation [18]. Crossing the information from
vertical tomography views with horizontal ones, conﬁrms the presence of a double helix.
On the horizontal tomography views, recorded at z = 3 mm (z/Dexit = 0.375), we can
identify two dark patterns turning (or precessing) in the swirl ﬂow direction (Fig.
3.11). This is identiﬁed as the Precessing Vortex Core (PVC). The PVC frequency
(fpvc) can be roughly estimated counting the number of images, taken by the double
pattern identiﬁed on horizontal views, to make a revolution around the injector axis.
We have estimated a value for fpvc between 2.25 and 2.5 kHz. This range of frequencies
is representative of the characteristic frequencies of this region of the ﬂow ﬁeld found
in gas-turbine swirl injectors (e.g. [32]). As the double helix turns, this explains the
downstream convective-like motion of the dark pattern in the vertical views. Indeed,
this pattern is not always clearly formed, indicating its quasi-steady nature. As the
vortex breakdown is at the origin of the CRZ, this unsteady behavior could be analyzed
studying the velocity signal in this region.
The CRZ is recognized for the negative velocities of the ﬂow in this region as it is
shown by mean velocities measured by LDA. Nevertheless, the velocity is not always
negative as we can see on the velocity signal at r/Dexit = 0 in Fig. 3.12. Indeed,
large positive velocities values appear irregularly with time. The frequency spectrum
of this signal does not show any particular peak. From this signal, we have quanti-
ﬁed a ratio of the number of positive values of the vertical velocity of about 13.9%
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Figure 3.10: Vertical tomography views of the seeded air-ﬂow recorded at 20 kfps, in
cold condition without acoustic forcing. Kelvin-Helmholtz type vortices (1); central
recirculation zone (CRZ); the dark pattern, corresponding to a cross-section of the
double helix vortex breakdown, is enclosed in a dashed ellipse. Inner and outer shear
layer (SL).
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Figure 3.11: Horizontal tomography views of the seeded air-ﬂow recorded with a high
speed camera at 35 kfps, in cold condition without acoustic forcing, at the position
z = 3mm (z/Dexit = 0.375). Small streamwise vortices (2); small matter ejections (3);
the dark pattern, corresponding to a cross-section of the double helix vortex breakdown,
is enclosed in a dashed ellipse. In these views the dark pattern completes the half of a
revolution.
respect to the total. These observations attest the natural unsteady character of the
central recirculation zone and in consequence of the vortex breakdown occurrence. Two
possible explanations for these observations can be mentioned. One is that the vortex-
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Figure 3.12: Velocity signal of the seeded air ﬂow measured in the CRZ region
(z/Dexit = 0.375, r/Dexit = 0), without acoustic forcing and without combustion.
breakdown-induced CRZ is not always well formed due to the high level of turbulence
of the ﬂow. The other explanation could be that the entire structure (CRZ), being
always well formed, is radially displaced or tilted in a random way, also due to high
level of turbulence. A third reason could be a combination of the two former behaviors.
On the basis of a well understanding of the swirl ﬂow natural behavior analyzed here,
we can then investigate, in our case, how acoustic forcing will modify the swirl ﬂow ﬁeld
structure, in particular the vortex-breakdown-induced CRZ. It is known that acoustic
forcing can change the structure of the ﬂow ﬁeld [16, 107].
This is a key element to well understand the swirling ﬂame responses [39] in presence
of acoustic perturbations. Finally, in order to conclude this section, we can say that
the investigation of this case, without acoustic forcing and without combustion, can
bring some useful information to validate numerical simulation models. The ﬂow ﬁeld
will be investigated in chapter 6, with acoustic forcing, ﬁrst without combustion and
then in presence of the two-phase ﬂow swirling ﬂames.
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3.4 Spray characterization without acoustic forcing
and without combustion
In this section we present the results of the characterization of the spray, both with
and without combustion but always without acoustic forcing. No seeding was intro-
duced into the air line. First, some important operating features of the atomizers are
presented.
3.4.1 Flow rate and discharge coefficient of the atomizer
The atomizers have been installed and tested1, outside the cavity, without the swirling
air ﬂow, in order to verify if they all exhibit the same ﬂow rate as a function of the
injection pressure ∆P . The results shown in Fig. 3.13 exhibit a quasi linear dependency
between the ﬂow rate and the injection pressure, within our operating range. As ∆P
tends to zero, also Qm does, so is easy to draw a curve in (∆P )1/2, which is what is
expected (see Fig. 3.13). All the injectors have shown almost the same liquid ﬂow rate
for the same ∆P .
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Figure 3.13: Operating points for all the injectors. Three are used for the injection
system and the fourth is a backup. The solid line is the expected ﬂow rate as a function
of (∆P )1/2.
The discharge coeﬃcient Cd has been also calculated because it is a performance pa-
rameter of the atomizer. It is deﬁned as the ratio between the actual ﬂow rate Qm and
the theoretical one (3.8).
Cd =
Qm
3.6A0(
2∆P
ρfuel
+ V 21 )
1/2
(3.8)
where the nozzle exit oriﬁce area is A0, ρfuel is the liquid fuel density and V1 is the
inlet velocity. The parameters A0, ρfuel, V1 and ∆P are in SI units. The resulting
points are almost the same for all the injectors with an evolution of Cd with a mildly
descending slope (Fig. 3.14).
1A total of four injectors have been tested. The fourth one is a backup injector
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Figure 3.14: Discharge coeﬃcients for each injector as a function of the injection pres-
sure. Temperature of the n-heptane was constant at 293 K.
3.4.2 N-heptane droplet sizing without combustion
Droplet sizing at the nozzle exit was carried out by laser diﬀraction (Malvern system.
See section 2.3.2.2). In addition, the spray was investigated by means of an imaging sys-
tem based on backlight diﬀuse illumination (See section 2.3.2.1). These measurements
have been carried out outside the cavity, in open ﬁeld condition (without conﬁnement).
In all these tests the swirling coﬂow of air was present. The center of the laser beam
of the diﬀraction technique and the center of the camera ﬁeld of view are positioned
at zs = 12.5 mm. Both techniques give a volumic droplet size distribution from where
the Sauter Mean Diameter (SMD), d32, evolution is calculated as a function of the fuel
ﬂow rate (m˙fuel) with a ﬁxed air ﬂow rate (m˙air = 1.510 g/s), and as a function of the
Weber number We for various (m˙fuel). The Weber number is deﬁned as:
We = ρairU
2
bDexit/σ (3.9)
where Ub is the bulk air velocity at the injector nozzle exit and σ is the surface tension
of the n-heptane. Based on the chart of Lasheras and Hopﬁnger [108], the jet breakup
process is at the limit between the membrane breakup (We< 300) and ﬁber type
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Figure 3.15: (a) SMD vs. m˙fuel measured by laser diﬀraction (Malvern system) for each
injector for (We= 365); (b) SMD vs. We, obtained by laser diﬀraction and imaging for
a given m˙fuel.
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atomization (We> 300). The Reynolds number, deﬁned by Re = ρairUbDexit/µair
(with µair = 1.8 · 10−5 kg(ms)−1), falls within the range [1 · 104− 2.2 · 104]. The Weber
and Reynolds numbers are calculated with physical properties at Tref = 293 K.
The SMD are reported in Fig. 3.15. Comparison of the results obtained by means of
the two methods shows that the Sauter Mean Diameter (SMD) d32 is independent of
the liquid ﬂow rate m˙fuel for a given m˙air (Fig. 3.15(a)), and depends inversely on
m˙air. SMD varies here from 50 to 20 µm for m˙air ranging from 1.292 to 2.262 g/s.
The SMD as a function of the Weber number is reported in Fig. 3.15(b). It is noted
that the higher is We (as a consequence of a higher m˙air), the better is the injector
atomization. For the higher m˙air tested here it is found that d32 is between 19 and 30
µm. This is consistent with the characterization of the n-heptane d32 diameter made
by Prieur et al. [94] in a single burner equipped with the same air swirler and atomizer,
under cold ﬂow conditions without conﬁnement.
3.5 Flames ignition protocol in TACC-Spray
The chamber is equipped with a set of heating plates mounted on the external face
of the front walls. They have a height of 200 mm and three diﬀerent width: 50, 100
and 200 mm. They are used to preheat the cavity when starting the experiment,
thus facilitating the ignition process and also avoiding the condensation of water on
the walls and quartz windows. The number of heating plates depends on the cavity
conﬁguration. When spray ﬂames are centered in the cavity, the plates are placed
symmetrically to the middle of the cavity and set to 300◦C. When spray ﬂames are not
centered, the heating plates are mounted on the opposite side, in order to homogenize
the temperature in the cavity. In this case the heating plate temperature is set to
500◦C. The ignition process begins with preheating the chamber at least during 60
minutes in order to stabilize the temperature of the wall and within the chamber.
The ﬂames ignition starts with a premixed methane/air ﬂame used as pilot, conﬁned
by two auxiliary steel plates separated by a distance of 60 mm (see Fig. 3.16 (a)).
The operating condition of this premixed ﬂame is m˙air = 1.29 g/s (60 L/min) and
m˙fuel = 0.076 g/s (7 L/min). The pilot ﬂame can be stabilized on the central injector
or on one of the side injectors, thus the ignition can start from the central injector to
the sides, or from a side injector to the other side as is illustrated in the Fig. 3.16.
3.5.1 Steps to ignite one to three spray flames
Once the methane/air ﬂame is stabilized (Fig. 3.16 (a)), the injection of n-heptane
starts with a mass ﬂow rate of about 0.1 g/s. Immediately after n-heptane ﬂame is
ignited, the methane injection is cut oﬀ and the air mass ﬂow rate is progressively
increased to approximately 1.5 g/s (Fig. 3.16 (b)). The auxiliary plate is then moved
away such that the space between the two auxiliary plates covers also the next injector.
The second reactive ﬂow is auto-ignited when ﬂow rates are set (with the same values
as for the ﬁrst one) leading to the second spray ﬂame (Fig. 3.16 (c)). The auxiliary
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Figure 3.16: Instantaneous images of the ﬂames fronts (CH*) during the ignition proce-
dure, from (a) a methane/air premixed ﬂame until (e) the three n-heptane/air ﬂames
without strong conﬁnement. Injector system centered within the cavity (Lc = 800
mm).
plate is moved again in order to get a distance that covers the three injectors between
the two auxiliary plates. The same ﬂow rates are also set for the third injection and
the third spray ﬂame is then auto-ignited by the neighboring ﬂame. The three spray
ﬂames are stabilized thanks to the strong conﬁnement imposed by the auxiliary plates
now separated by a distant of about 200 mm (Fig. 3.16 (d)). The next step is to set the
desired nominal operating conditions on the three ﬂames. For the example of the Fig.
3.16, the nominal operating condition for the three spray ﬂames is m˙air = 1.724 g/s
and m˙fuel = 0.097 g/s. Once the nominal operating condition is reached, the auxiliary
plates are moved away from each other in order to introduce the additional swirling
air jets. Finally, the auxiliary plates are removed from inside the cavity and then the
convergent element is installed. It was noted that during this ignition process the
ﬂame fronts changed from a more smooth aspect when they are strongly conﬁned by
the auxiliary plates to a more granular aspect when the strong conﬁnement is removed.
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This seems to be due to an eﬀect of the temperature ﬁeld of the ﬂame regions that
impacts the evaporation process of the n-heptane droplets, since the temperatures are
higher with the strong conﬁnement.
3.5.2 Thermal behavior of the cavity during ignition
3.5.2.1 Temperature measurements and convergent element influence
The following illustrations are for nominal operating conditions of the side spray ﬂames
equal to m˙air = 1.724 g/s and m˙fuel = 0.11 g/s, and for the center spray ﬂame equal
to m˙air = 1.724 g/s and m˙fuel = 0.108 g/s. The spray ﬂames are centered in the cavity
which is set to Lc = 800 mm. Temperature measurements carried out during the
ignition process are presented in Fig. 3.17. The temperature within the cavity close to
the side wall (x/Lc = −0.48) is almost not sensitive to the presence of the ﬂames (see
Fig. 3.17). This is in particular due to the aspiration of cool air from outside of the
cavity as we have seen in section 2.1. The hot gases are extracted from the acoustically
isolated room by a large chimney placed over the cavity at a distance of 870 mm.
This chimney is equipped with a cooling system designed to reduced the temperature
of hot gases below 373 K (controlled by a thermocouple) and placed just before the
exhaust system. The cooling system consists in a frame made of copper tubes with
several perforations that inject fresh air within the hot gases that go within the frame.
The temperature measured by the thermocouple ﬂush mounted in the cavity wall at
(x; z)=(0; 5) mm, registers the temperature increase corresponding to the ignition of
each ﬂame (see Fig. 3.17). The temperature increases and stabilizes until the auxiliary
plates were moved away again in order to introduce the aerodynamic stabilization
ﬂows. During this step the temperature at x/Lc = 0 decreases because the strong wall
conﬁnement was removed and fresh air enters the ﬂame region.
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Figure 3.17: Temperature measurements during the ignition procedure and the ﬂame
stabilization without convergent element. Measurements inside the cavity are with
thermocouples ﬂush mounted in the front wall at z = 5 mm.
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Figure 3.18: Temperature measured during an ignition sequence starting from stabi-
lized methane/air premixed ﬂame condition (1). The cooling system of burned gases is
turned on at (2). The three n-heptane/air ﬂames are stabilized at (3) and the conver-
gent element is mounted at the top of the cavity at (4). The temperature of the front
wall external face is measured at (x; z)=(32; 40) mm. Measurements inside the cavity
are done with thermocouples ﬂush mounted in the front wall at z = 5 mm.
After removing the auxiliary plates from the cavity, the convergent element is mounted
at the top of the cavity. The eﬀect of the convergent element on the temperature
within the cavity is shown in Fig. 3.18. In this plot is added the temperature mea-
sured on a wall external face of the cavity, performed by a thermocouple positioned
at (x; z)=(32; 40) mm. The plot starts when the methane ﬂame is already stabilized
(label(1)). By the label (2) the eﬀect of the cooling system on the hot gases is indi-
cated. The temperature of hot gases decreases and then, coinciding with the ignition of
the spray ﬂames, it increases again until a constant value lower than 373 K. The time
interval corresponding to the spray ﬂames ignition is labeled as (3) on measurements
at x/Lc = 0. During this interval, the temperature at x/Lc = −0.48 and x/Lc = 0
stabilizes close to 400 K and 800 K respectively; the temperature at the wall external
surface reaches temperatures between 500 K and 600 K. The label (4) in Fig. 3.18
indicates the moment just after the convergent element is mounted. Its eﬀect is ﬁrst
registered by the temperature measurements at x/Lc = −0.48 because the aspiration
of cool air from the outside is immediately ceased. The temperature at x/Lc = 0 also
increases and stabilizes at ≈ 850 K. Finally, the wall external surface temperature sta-
bilizes at ≈ 650 K, approximately 10 minutes after the installation of the convergent
element. These measurements show that the temperature ﬁeld within the entire cavity
is augmented and also allow to determine the duration time after which the system
reaches a thermal equilibrium.
3.5.2.2 Radial profile of temperature at the injector exit
The following measurements correspond to a nominal operating condition for the three
spray ﬂames equal to m˙air = 1.724 g/s and m˙fuel = 0.097 g/s. Once the thermal
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equilibrium is reached, a thermocouple is installed through the front wall at the x-
position of the central ﬂame (x = 0) and at z = 5 mm (z/Dexit = 0.625). The
thermocouple is moved in the y-direction coinciding with a radial direction of the
central injector. Thus, several points are probed from close to the wall until near
of the injector axis. Each obtained temperature value has been registered when the
measurement reaches the equilibrium with a precision of about ±5◦C. The radial proﬁle
of temperature obtained is shown in Fig. 3.19. As expected, the temperature towards
the ﬂame is higher than the temperature close to the wall of about two times. But the
temperature suddenly decreases when the termocouple get into the spray ﬂow, showing
that the spray injection at the vicinity of the injector exit is not immediately at the
temperature imposed by the ﬂames and hot gases. This proﬁle of temperature is linked
with the position of the ﬂame foot which ﬂuctuates since the combustion is turbulent.
But on average the ﬂame foot, in conditions without acoustic forcing, is positioned at
a higher z-position than z = 5 mm, the position of these measurements.
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Figure 3.19: Temperature radial proﬁle within the cavity in the y-direction coincid-
ing with a radial direction of the central injector, at (x; z)=(0; 5) mm, obtained with
combustion.
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3.6 Aerodynamic characterization of the two-phase
flow during combustion
3.6.1 N-heptane droplets sizing and velocity measurements
A Phase Doppler Analyzer (PDA) was used to quantify n-heptane droplet diameters in
a zone localized above the middle injector in the presence of the three ﬂames. Several
operating conditions were examined near to stoichiometric and lean-fuel equivalence
ratios φ. Results are presented here for m˙air = 1.72 g/s, φLB = 0.95 and φLA = φLC =
0.97. Fig. 3.20 shows the proﬁles of the n-heptane droplet diameters d10, the arithmetic
mean diameter, and d32 the Sauter Mean Diameter (SMD). Measurements were carried
out at various downstream heights, z = 3 mm (z/Dexit = 0.375), 7.5 mm (z/Dexit =
0.937), 10 mm (z/Dexit = 1.25), 15 mm (z/Dexit = 1.875), 20 mm (z/Dexit = 2.5). The
radial location of measurement points were ranging from r/Dexit = −1.25 to +1.25 by
step of 0.0625.
The spatial distributions for diameters d10 and d32 are quite diﬀerent.At z/Dexit =
0.375, the layer limited by 0.3 ≤ r/Dexit ≤ 0.7 corresponds to the region of droplets
data rate maximums. Within this layer, the diameter d10 is between 5 and 10 µm
while d32 is around 20 µm. Droplets data rate measurements downstream show that
this layer moves outward as z increases (Fig. 3.21(a)). The droplets data rate was at
least 6, 800 droplets/s in this region. In the central region of the spray, occupied by
the CRZ, data rate rapidly drops down to ≈ 600 droplets/s for measurements at z = 3
mm, and even lower at higher z-positions. For the z-positions considered and within
the layer of droplets data rate maximums, both d10 and d32 diameter values remain in
the ranges of size mentioned previously.
To evaluate the ability of n-heptane droplets to follow the air ﬂow motion, a local
Stokes number (St) based upon the droplet mean diameter d10 was estimated from
Eq.3.10:
St =
ρfueld
2
10Ub
18µairDexit
(3.10)
This St is calculated assuming that the fuel density does not change at the injector
exit in the presence of combustion. The air dynamic viscosity was taken at 750 K
(µair = 3.5 · 10−5 kg(ms)−1). The variation of St along r-direction for z/Dexit = 0.375
is plotted in Fig. 3.21(b). It shows that droplets of d ≤ d10 should closely follow the
gaseous phase.
The velocity proﬁles (Uz, Ur, Uθ) obtained at the injector exit (z/Dexit = 0.375) based
on the n-heptane droplets (Fig. 3.22) have virtually the same aspect than the air-ﬂow
velocity proﬁles based on the seeded air. The radial locations of maximum magnitude
values are the same than for the seeded air-ﬂow. The maximum magnitude values of the
vertical and azimuthal mean velocities are the same while the maximum magnitudes
of the radial mean velocity is higher than the respective air-ﬂow velocity (see Fig.
3.9). This diﬀerence might be ascribed to the ballistic trajectory of droplets of large
diameter, that do not follow the air-ﬂow. Even though they are less in number they
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Figure 3.20: N-heptane droplet diameter proﬁles inside the cavity with combustion:
(a) arithmetic mean diameter d10 and (b) Sauter mean diameter d32 for z = 3 mm
(z/Dexit = 0.375) to 20 mm (z/Dexit = 2.5).
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Figure 3.21: (a) Data rate (droplets/s) for z = 3 mm, z = 7.5 mm and z = 10 mm.
(b) Plot of the local Stokes number based on d10 n-heptane droplets diameter at z = 3
mm.
inﬂuence the mean value of the velocity. The number of droplets per second measured
as a function of their size will be addressed in the section 3.6.2.
Another diﬀerence is found in the center recirculation zone where the mean vertical
velocity value is not negative but equal to ≈ 8 m/s, seems not to be reversed. The
RMS value at this position (r/Dexit = 0) is around 10 m/s indicating that there may be
negative velocity values. Once again the largest droplets aﬀect the mean velocity value.
In order to highlight this, we compare the vertical mean velocity proﬁles considering
all the droplet sizes to the vertical mean velocity proﬁle obtained only from droplets
of size in the range of 1 to 5 µm.
We ﬁrst veriﬁed that LDA and PDAmeasurements can be compared. The mean vertical
velocity proﬁles of n-heptane droplets obtained by LDA and PDA are plotted in Fig.
3.23(a), for the same operating conditions. As the proﬁles are correctly overlapped,
it is concluded that comparing the results from both techniques makes sense. In the
Fig. 3.23(b) is displayed the vertical mean velocity proﬁle of the n-heptane droplets,
obtained by PDA without discriminating the size, compared to the mean velocity proﬁle
of droplets of size in the range of 1 to 5 µm. The smallest n-heptane droplets have on
average a negative velocity value. Comparing this proﬁle with that of the seeded air-
ﬂow (without combustion, see Fig. 3.23(c)) we see clearly that the maximum velocity
values are the same and are located at the same radial location (r/Dexit±0.4). However,
the seeded air proﬁle is always under the n-heptane droplets proﬁle. As for this range
of size, both n-heptane and DEHS droplets, correctly follow the air-ﬂow, the diﬀerence
can be attributed to the presence of combustion. With combustion, as the temperature
is higher than in cool condition, the air-ﬂow expands faster downstream.
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We ﬁnish this section showing the velocity ﬁeld constructed using the PDA measure-
ments at the z positions mentioned before (z/Dexit = 0.375, 0.937, 1.25, 1.875, and
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Figure 3.22: Mean and RMS velocity proﬁles of n-heptane droplets at z/Dexit = 0.375
above the nozzle exit plane of the middle injector: Uz (vertical), Ur (radial), Uθ (az-
imuthal), for m˙air = 1.72 g/s (Ub = 28.6 ms−1) and m˙fuel = 0.108 g/s.
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Figure 3.23: Uz mean velocity proﬁles of n-heptane droplets: (a) comparison of the
measurement technique (LDA/PDA) and (b) comparison depending on the droplets
size, both for m˙fuel = 0.108 g/s and m˙air = 1.72 g/s; (c) comparison between the
proﬁle obtained by seeding the air ﬂow (w/o combustion) and by PDA considering
only the droplets of size in the range 1-5 µm.
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Figure 3.24: N-heptane droplets Uz and Ur velocity contours obtained by PDA and
sorted by droplet size groups.
2.5), with the radial step equal to r/Dexit = 0.0625 (Fig. 3.24). In these plots, the ﬁeld
is blank in regions with no drop counting. It is observed that the droplets with a lower
size reach the higher vertical mean velocity values, while the radial mean velocities
remain almost similar regardless the size of the droplets. The reversion of the ﬂow for
the smallest droplets is fairly well noted from this plots. The Uθ velocities were not
measured in this case.
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3.6.2 Spatial and temporal evolution of the spray
Tomographic horizontal visualizations of the ﬂow downstream reveal that whatever
the distance from the nozzle (z) the fuel spray pattern in a cross section of the ﬂow
is a donut-like pattern as usual for hollow cone sprays. For instance, this pattern
is clearly seen in the averaged image, obtained from horizontal tomography views at
z/Dexit = 0.375 (z = 3 mm), shown in Fig. 3.25(a). The size of the donut-like
shape increases downstream due to the spray cone angle which is of around 48◦ ± 4◦.
The averaged image, obtained from vertical tomography views, shown in Fig. 3.25(b)
reveals that the hollow cone is formed from the nozzle exit. Some droplets are visible
within the hollow region until z/Dexit ≈ 0.75 (z = 6 mm) but beyond this position
almost no droplet is present. The droplets sizing by PDA measurement presented in
the previous subsection, allow classifying the fuel droplets in four size groups of 5 µm of
width, beginning from diameters (d) lower than 5 µm, until d = 20 µm, and one group
of droplets diameters larger than 20 µm. Measurements are presented in the form of
droplets data rate ﬁelds (see Fig. 3.26). The color-bar is set to the range of values
for each size group in each plot. It is noted, for the size groups deﬁned here, that the
number of droplets in the spray decreases as the droplet diameter considered is larger.
The maximum number of droplets per second decreases from ≈ 8000 droplets/s for d ≤
5 µm, to ≈ 2000, ≈ 1800 and ≈ 1500 droplets/s for diameters in the range 5 < d ≤ 10
µm, 10 < d ≤ 15 µm and 15 < d ≤ 20 µm respectively. From the Fig. 3.26 we note
that the radial position of droplets depends on its size. The injection of the smallest
droplets is positioned towards the center whereas the injection of the larger is positioned
towards the outside, due to the ballistic trajectory of the latter. This is an important
spatial property of the spray within the swirling air ﬂow. Another property of the
spray, besides the hollow cone formation, is the injection axisymmetry. Considering
only the population of the smallest droplets (up to 10 µm), the corresponding data rate
plots from Fig. 3.26 show that the droplets are symmetrically injected at the left and
right side of the injector axis. However, the distribution of the largest droplets could
be non-axisymmetric as reveals the diﬀerent data rate ﬁeld found at the left and right
side of the injector axis, in the corresponding plots of Fig. 3.26. This can be attributed
to the atomizer performance which leads to some asymmetries in the formation of a
(a)
z   
(b)
Figure 3.25: Averaged images of the spray with combustion obtained by using high
speed tomography views: (a) vertical view; (c) horizontal view at z/Dexit = 0.375.
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Figure 3.26: N-heptane data rate (droplets/s) contour from measurements by PDA
and sorted by droplet size groups.
liquid sheet at the nozzle exit oriﬁce that yields to a primary atomization problem. An
illustration is given in the image of the Fig. 3.27. Thanks to the information given
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Figure 3.27: Atomization asymmetries seen by imaging, based on backlight diﬀuse
illumination, at the injector nozzle exit.
by the PDA measurements about the spatial distribution of the droplets relatively to
their size (see Fig. 3.26), the population of droplets visualized by the laser tomography
technique can be determined. An averaged image of the spray, obtained from vertical
tomography views, overlaps with the PDA data rate contour of two groups as can be
seen in the Fig. 3.28. Fig. 3.28(a) shows that while droplets with diameters d ≤ 5 µm
almost do not exist anymore (the data rate is lower than 10% of its maximum) beyond
z/Dexit = 2 (z = 16 mm), in the averaged view droplets are well visible. Moreover,
positions between PDA data rate contour and the averaged image does not match well.
However, Fig. 3.28(b) shows the PDA data rate contour of droplets with diameters
larger than 20 µm, matches quite well with the positions of the droplets in the averaged
image. The data rate is still high (≈ 40% of its maximum) at the limit positions of
(a) (b)
Figure 3.28: PDA data rate contour of droplets with (a) diameters d ≤ 5 µm and
(b) higher than 20 µm, superposed to an averaged image of the spray obtained by
using high speed tomography views. Both PDA data rate and averaged image are with
combustion.
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the contour plot indicating that droplets larger than 20 µm will be visible in the spray
averaged image at this position and even beyond. This means that the tomography
views are mainly representative of large droplets as the intensity of the light scattered
by a droplet is proportional to the square of its diameter.
3.6.2.1 Results of the application of evaporation models to our case
One could wonder if it is normal to still visualize fuel droplets far away from the nozzle
exit considering the presence of the ﬂame. In order to bring a response to this ques-
tion, three basic single droplet evaporation models2 (see section 1.1.3.2) were applied
to our experimental conditions (injection temperature Ts ≃ 298 K and environment
within the combustion chamber at a temperature T∞ = 713 K) to obtain an estimation
of the droplet lifetime as a function of the initial diameter of the n-heptane droplet
(Fig. 3.29(a)). In our case the n-heptane boil temperature is Tboil = 371 K. The ﬁrst
model applied, based on the mass transfer, predicts lifetime values several times higher
than the two others. The two others, based on the heat transfer and on the droplet
combustion respectively, predict lifetime values close to each other.
The evaporation distances predicted by the models have been calculated, using the
droplet lifetime and the mean vertical velocity by range of droplets size, obtained by
PDA (Fig. 3.29(b). Experimental evaporation distance can be estimated from PDA
data rate measurements (see Fig. 3.26). Then it can be compared the experimental
distances, as a function of the size groups, to the evaporation distance predicted by
the three models (see Fig. 3.29(b)). It is noted that model 1 overestimates the droplet
lifetime and in consequence also the evaporation distance. For instance, the model
predicts that fuel droplets with a diameter d = 10 µm will be present until 60 mm while
the PDA data rate indicates that droplets in the diameter range 5 < d ≤ 10 µm do not
exist (data rate lower than 10% of its maximum) beyond z = 19 mm (z/Dexit = 2.4).
In the case of the model 3, it underestimates the lifetime of the droplet and so the
evaporation distance. Indeed, this model represents a very vigorously evaporation
caused by the assumption of the ﬂame present surrounding the droplet. Relative to
measurements, droplets with a diameter d = 10 µm will be evaporated quite faster,
being totally evaporated at 4.3 mm. However, the model 2 predicts an evaporation
distance of about 12 mm for droplets with a diameter d = 10 µm. This is a no so far
prediction compared to the experimental data. The model 2 based on the heat transfer
works well for droplets larger than d = 5 µm.
Using the evaporation model based on the heat transfer (model 2), we have calculated
the droplet lifetime and the evaporation distance as a function of, not only the droplet
initial diameter, but also as a function of the environment temperature (T∞). Results
are reported on Fig. 3.30. We note that this model predicts the presence of droplets of
size equal or higher than 20 µm beyond a distance of 20 mm, even with temperatures
up to 1000 K. Hence, the predictions of the model 2 seem to be veriﬁed by the vertical
tomography views of the spray, since we expect to still ﬁnd droplets beyond z = 20
2More advanced models exist, which are not used in this work, where the evaporation and com-
bustion of multiple droplets are considered (e.g. [49, 109])
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mm (see Fig. 3.28).
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Figure 3.29: Comparison of droplet evaporation models: (a) lifetime and (b) evapora-
tion distance of n-heptane droplet depending on its diameter.(—) ﬂame foot position.
(- · ) Experimental evaporation distance.
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Figure 3.30: Droplet lifetime and evaporation distance calculated with the Heat Trans-
fer model as a function of the droplet diameter and the surrounding temperature far
from the droplet (T∞).
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3.6.2.2 Fluctuation of the fuel feeding system
From the high speed horizontal tomography views of the spray we can obtain a signal
related to the amount of droplets over time (the procedure is explained in chapter
4). An example of such a signal for a case without acoustic is shown in Fig. 3.31(a).
We note a slight low frequency modulation over time. This modulation is even not
detectable only observing the tomography views. The Power Spectral Density (PSD)
of this signal we found a small peak at 40 Hz that can corresponds to the slight
modulation. The small modulation is ascribed to our feeding pump Tuthill DGS (P
series) that works at 60% of its maximum rotation speed (4000 RPM) to provide the
fuel ﬂow rate. This rotation speed (2400 RPM) correspond to a frequency of 40 Hz.
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Figure 3.31: (a) Spray signal in number of pixels and (b) its PSD showing no particular
pic. Signal obtained from high speed horizontal tomography images of the droplets at
z/Dexit = 0.375. m˙fuel = 0.097 g/s and m˙air = 1.72 g/s.
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3.7 The swirling flames without acoustic forcing
In this section we present the main characteristics of the swirling ﬂames and their
chemical structure, without acoustic forcing deduced from the ﬂame emission, OH* and
CH* chemiluminescence signals. The signal I ′OH∗(t) from the middle ﬂame recorded by
the photomultiplier, is characterized by an average value I¯ ′
o
OH∗ of 2.14 (a.u.) while its
PSD does not show any signiﬁcant peak (Fig. 3.32).
Images from the OH* chemiluminescence signal are used to analyze the ﬂame fronts.
High speed images are recorded with a Phantom V10 camera. The high speed image
sequences are averaged in order to obtain the mean spatial shape of ﬂames. Fig.
3.33 shows an averaged image of the three swirling ﬂames, calculated over 1000 views
recorded at 2773 fps. Flames are slightly lifted around 8 mm above the nozzle exit.
They have a V-shape, due to the hollow cone spray, and a similar height. The ﬂame
angle (θouter), measured from the outer contour of the ﬂame front, is of about 60 ± 2
degrees, for the three ﬂames. These features show that the ﬂames are alike, as is
observed in an annular chamber (e.g. [94]). In consequence, this supports the fact
that our setup (three swirling ﬂames linearly arranged) can well model a sector of an
annular chamber.
In order to estimate the real shape of the ﬂame, an Abel transform of the OH* chemi-
luminescence mean image of the central ﬂame is presented on Fig. 3.34 (left), displayed
in false color. A half of the ﬂame front averaged image is deconvoluted and mirrored
to form the entire deconvoluted OH* emission image of the ﬂame. The highest OH*
emission intensities are located just downstream the liftoﬀ position of the ﬂame. It
is worth noting that the averaged image and its corresponding Abel transform rep-
resents the most statistically-probable ﬂame shape. The instantaneous ﬂame images
do not show a ﬂame front with a well formed V-shape, mainly due to turbulence, as
illustrated in Fig. 3.34 (right). The CH* chemiluminescence of the central ﬂame has
been recorded, using the Princeton Instrument PIMAX 4 intensiﬁed camera, equipped
with the appropriate interferential ﬁlter. Three operating points have been analyzed,
corresponding to three diﬀerent equivalence ratios.
The average images obtained for these three points are presented in Fig. 3.35. The
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Figure 3.32: (a) Flame OH* emission recorded by the PM in the case without acoustic
forcing and (b) its corresponding PSD spectrum. m˙fuel = 0.108 g/s and m˙air = 1.72
g/s.
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Figure 3.33: Averaged image of ﬂames ﬁltered for OH* without acoustic forcing. φLB =
0.95 for m˙fuel = 0.108 g/s and m˙air = 1.72 g/s, total power P≈ 14 kW. Flame angle
θouter = 60± 2 degrees.
Figure 3.34: Abel transform (false colors) of the central ﬂame averaged image, ﬁltered
for OH* (left), and an instantaneous OH* ﬂame front image (right), both without
acoustic forcing. φLB = 0.95 for m˙fuel = 0.108 g/s and m˙air = 1.72 g/s.
LB
(a) φLB = 0.85
LB
(b) φLB = 0.90 (c) φLB = 0.95
Figure 3.35: Averaged images of the central ﬂame (LB) ﬁltered for CH*:(a) φLB = 0.85
for m˙fuel = 0.097 g/s and m˙air = 1.72 g/s, power P= 4.3 kW; (b) φLB = 0.90 for
m˙fuel = 0.105 g/s and m˙air = 1.72 g/s, P= 4.7 kW; (c) φLB = 0.95 for m˙fuel = 0.108
g/s and m˙air = 1.72 g/s, P= 4.8 kW. Flame angle θouter = 52± 2 degrees.
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Figure 3.36: Abel transform of the central ﬂame averaged image (false colors), ﬁltered
for CH*, at three diﬀerent operating points without acoustic forcing: (a) φLB = 0.85,
(b) φLB = 0.90 and (c) φLB = 0.95.
V-shape is well deﬁned. The ﬂame angle based on the outer edge of the averaged
ﬂame front is almost the same for the 3 operating points, i.e. θouter = 52± 2 degrees.
However, Abel transforms of these images show a shift of the position and an increase
of the maximum CH* intensity as the equivalent ratio grows (see Fig. 3.36). For the
equivalent ratio equal to 0.90, the ﬂame starts to turn to a M-shape, the ”M” being
formed at the base of the ﬂame. For φLB = 0.95 the M-shape is more clearly deﬁned.
An opening angle (θmaxint ) is deﬁned on Abel transforms of CH* or OH* images as the
angle formed by two lines drawn on each side of the ﬂame deconvoluted image. Each line
connects the lowest point of the ﬂame foot to the region of maximum emission intensity.
This deﬁnition makes this angle smaller than θouter. The angle θmaxint diminishes when the
equivalence ratio grows as illustrated in Fig. 3.37 whereas it was previously observed
that θouter remains virtually unchanged.
In order to study the chemical structure of the ﬂame, Abel transforms of CH* and OH*
Figure 3.37: Comparison of the ﬂame open angles (θmaxint ) measured from the Abel
transform of the central ﬂame averaged images, ﬁltered for CH*, at three diﬀerent
equivalence ratios (φ) without acoustic forcing.
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Figure 3.38: (a) Abel transform of the CH* and OH* chemiluminescence, (b) maximum
radical emission intensity areas, (c) ﬂame angles (θmaxint ). Without acoustic forcing.
emission images are compared for the same operating point φLB = 0.95 in Fig. 3.38. We
note ﬁrst that the shape of the outer contours are similar, but the regions of maximum
emission intensity are not situated at the same place. While the OH* maximum region
begins from the ﬂame foot, the CH* maximum appears farther downstream, at a higher
z-position. However, the ﬂame foot position is farther downstream for OH* emissions
than for CH*.
The Abel transformed images of OH* and CH* emissions have been segmented to
determine the regions corresponding to emission larger than 50% of the maximum
emission. This regions are superimposed in Fig 3.38(b). The region for OH* (in red)
is larger than for CH* (in blue) which indeed appears as embedded in the OH* area.
The ﬂame angle, based on the maximum of the CH* emission intensity, is smaller than
for OH* (see Fig. 3.38(c)).
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Images analysis methods
The images recorded by low-speed and high-speed cameras presented in section 2.3, are
post-processed in order to enhance the visualization of the observed system behavior in
the space and time domain. Views from low-speed camera give access to instantaneous
insights and as they are not resolved in time, they can however serve to perform a
reconstruction of a mean behavior by means of phase-averaged images. From the high
speed images we can extract signals that could be analyzed in the frequency or time
domain. By taking advantage of the high time resolution, it is possible to reconstruct
a mean behavior by classifying the views into windows of short time duration and then
computing the average of each class. Thus, high-speed images contain the spatial and
temporal information of:
• the response of ﬂame emissions in the case of the ﬂame front visualization;
• the seeded-air behavior in non-reactive conditions or during combustion;
• the n-heptane droplet behavior during combustion.
Some physical properties are deﬁned from these signals. For the investigation of the
ﬂame response, the signals obtained from the ﬂame front visualizations represent the
evolution of radicals (OH* or CH*) chemiluminescence emissions. These emissions are
directly linked with the intensity of the combustion over time. In the case of the fuel
droplet visualization, the number, positions, dispersion and the number density per
surface area of droplets has been evaluated. In the case of the views of the seeded-air
without combustion, the structures of the perturbed or unperturbed air-ﬂow was lo-
calized and followed, during acoustic forcing. On the other hand, when we analyze the
seeded-air during combustion, a procedure to discriminate between the fuel droplets
and the seeded droplets that trace the gaseous phase (the air) was implemented. Once
this is made, we can extract the evolution of the seeded-air volumetric ﬂow rate, sep-
arately from the liquid injection evolution.
By analyzing in particular the high-speed images of the two-phase ﬂow, we can recon-
struct the spray behavior during combustion and acoustic forcing. As a consequence,
it is possible to provide valuable information to correctly understand the fuel droplets
spatial structuring and temporal development, with and without the acoustic perturba-
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tion. For this task, the visualization of the air-ﬂow structures formation and develop-
ment, in particular during acoustic perturbations, is essential. A better understanding
of the ﬂame response to acoustic perturbations, relies on a correct investigation of the
behavior of the spray. The main details behind the post-processing of these images,
are described hereafter.
4.1 Definition of the class-averaged images
The deﬁnition of a class-averaged image is inspired from the principle of the phase-
average analysis. For that reason, before deﬁning what we have named class-average
image, we brieﬂy recall the principle of phase-averaged images, in the case of image
recording synchronized with an external harmonic excitation (for instance the acoustic
forcing) signal at the frequency fr. We ﬁrst consider the case where the acquisition
rate of the camera (fcam) is much lower than fr (this is the case of the ICCD camera
PIMAX4). The limits of each cycle of the observed phenomenon can be determined
using as a reference the signal corresponding to the external excitation. The camera
is synchronized in order to make an acquisition at a particular phase of the cycle.
As fcam ≪ fr, the images can be recorded at each fr/fcam cycle (see Fig. 4.1 (a)).
By changing the time delay (td, lower than 1/fr) between the reference phase of the
external signal and the trigger of the camera, the observed phenomenon is explored
within a cycle. Thus, gathering the images recorded with the same time delay, i.e.
for the same phase, and calculating the average of them a phase-averaged image is
obtained. The illustration in Fig. 4.1(a) presents a reconstruction of a cycle with
three points per cycle and three images per point. In order to correctly reconstruct the
phenomenon, the total number of images (Nt) per point and the number of points per
cycle, must be high enough.
When the acquisition rate is higher than the external excitation frequency, fcam ≫ fr,
as is the case of high-speed cameras, and when fcam is a multiple of fr, several images
can be recorded during a cycle, and in the successive cycles the same number of images
will be recorded at the same phase delay. Thus, it is still possible to obtain a phase-
averaged image for each set of images recorded at the same phase. The illustration
presented in Fig. 4.1(b) shows how three phase-averaged images are obtained from
seven successive cycles and three images per cycle. The number of images per cycle
(i.e. is the number of points for the reconstruction) is fcam/fr.
For the case (fcam ≫ fr) where fcam is not a multiple of fr, we can not directly overlap
the recorded cycles of the observed phenomenon. Instead of this, we have deﬁned the
class-averaged images. In order to explain this, we take as example, a series of Nt high-
speed images. The total acquisition time (Nt/fcam), divided by the acoustic forcing
period (Tcycle = 1/fr), gives the total number of cycles recorded (Ncycle). Moreover,
the number of images (m) recorded during each forcing cycle is approximately1 equal
to fcam/fr. Here, we divide a cycle of the acoustic forcing in a number Nw of time
windows (or phase classes). The size of each time windows is Tw = Tcycle/Nw. Within
1Remember that fcam/fr is not integer because fcam is not a multiple of fr.
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Figure 4.1: Phase-averaged images reconstruction technique: (a) low-speed camera
(fcam ≪ fr) illustrated for a case with fr = 780 Hz and fcam = 4 Hz, giving a ratio
of 1 image acquisition over 195 cycles. The image acquisition trigger delay is td; (b)
high-speed camera (fcam ≫ fr), fcam is a multiple of fr. Three phase-averaged
images are obtained from seven successive cycles and three images per cycle.
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Figure 4.2: Class-averaged images reconstruction technique, with fcam ≫ fr and fcam
is not a multiple of fr. After classify the images that enter in the ﬁrst temporal window,
a class-averaged image is calculated.
each time window we classify all the images of the considered series, according to their
acquisition time (ti). Thus, the image i with a time ti = (i− 1)/fcam, is classed within
the jth windows if its acquisition time is such that:
Tw · (j − 1) ≤ (ti − (k − 1) ·Tcycle) < Tw · j (4.1)
In the Eq. 4.1 the counter i (1 ≥ i ≤ Nt) represents the image that is currently pro-
cessed and j (1 ≥ j ≤ Nw) indicates the time window number. Finally, the counter
k (1 ≥ k ≤ Ncycle) indicates the cycle to which the image i belongs. In consequence,
k goes from k = 1 to k = Ncycle. When all the images are classiﬁed within its re-
spective temporal class, a mean image is calculated with the images within each class,
giving the class-averaged image. Finally, we are able to reconstruct the observed phe-
nomenon behavior over a cycle with the Nw class-averaged images. An illustration of
this technique is presented in Fig. 4.2, where a cycle is reconstructed by considering
ﬁve temporal windows.
This type of image averaging smooths the observed phenomenon within the temporal
window. The incidence of this smoothing depends on the size of Tw relative to the
size of Tcycle. For Nw = 24 the smoothing span over 4.17% of Tcycle, leading to the
same relative uncertainty over the frequency range. Moreover, this averaging acts as
a low-pass ﬁlter. Thus, a phenomenon at fr = 540 Hz, will be characterized with an
accuracy of 20 Hz and with a low-pass ﬁlter of about 12.5 kHz. However this cut-oﬀ
frequency is far from the frequency range investigated (0.5 to 1.5 kHz).
In the case of high speed images of the ﬂame front recorded with the Phantom V10
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camera, we have chosen Nw = 24. For the reconstruction of a cycle of the acoustic
forcing of the n-heptane droplets visualized by means of high speed horizontal tomog-
raphy views, we have chosen Nw = 20. For all of the reconstruction made using high
speed vertical tomography views we have taken Nw = 50.
4.2 Post-processing of horizontal tomography im-
ages
4.2.1 Identification of the effective flow region in tomography
images
Tomography images are formed by the light scattered (Mie-scattering) by the droplets
illuminated by the laser sheet. The width of the laser sheet is of about 500 µm. The
size of the seeding particles is between 1 and 5 µm while about 9% of the fuel droplets
has a size larger than 20 µm.
The eﬀective ﬂow region visualized in the tomography views with the air ﬂow seeded,
is the intersection surface between the seeded ﬂow and the laser sheet. In the case
of horizontal views the images can be binarized and the eﬀective ﬂow region area
is quantiﬁed in a number of pixels in the resulting two-level image (Eq. 4.2). The
subscripts j and k indicate the pixel position in the image.
Aeff =
∑
npixj,k (4.2)
Thus, from a series of images, a signal Aeff (t) over time can be obtained, i.e. the
evolution of the eﬀective ﬂow region area. This signal is an indicator of the presence
of droplets.
The total intensity of the light scattered by the seeding particles (Lint(t)) over a series
of images is an indication of the evolution of the seeding particles concentration into
the laser sheet. It is linked to the number of droplets in the eﬀective ﬂow region area.
It is obtained as the addition of the grey-intensity level of all the pixels that form the
ﬂow region area (Eq. 4.3).
Lint =
∑
I(npixj,k ) (4.3)
These signals are computed within a region of interest (ROI) deﬁned in each image
of a series. Some illustration are given in Fig. 4.3. In this ﬁgure, views (a) and (b)
are used for the computation of Lint while the view (c) was binarized to compute Aeff .
The geometry of the ROI depends on the location of the injection, i.e. PAN, VAN or
IAN. For instance, when the disturbance ﬁeld is axisymmetric, typically at the basin of
the pressure antinode, the ROI can be circular or rectangular, in this case dividing the
image horizontally and taking into account for example the top half part. However,
when the air ﬂow is placed at the intensity antinode, the ROI is a circle that takes into
account the whole eﬀective ﬂow region (Fig. 4.3(a)). When the air-ﬂow is aﬀected by
the non-axisymmetric disturbance ﬁeld in the basin of the velocity antinode, the ROI
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is composed of two rectangular regions on the left and right sides of the injector axis
(Fig. 4.3(b)).
When the seeded air-ﬂow is investigated in combustion condition the Mie scattering
signal is constituted of two components, i.e. the signal produced by the seeding droplets
for the analysis of the air-ﬂow and an additional signal produced by the n-heptane
droplets (Fig. 4.4 (a)). In this case, the tomography views must be processed in order
to separate the two signals and determine the surface area corresponding only to the
seeding particles. The image is thus segmented in order to separate the n-heptane
droplets from the seeding particles. The fuel droplets are identiﬁed thanks to the fact
that the light intensity scattered by these droplets is higher than the light intensity
scattered by the seeding particles and also well localized, i.e they are identiﬁed as
bright spots in the image (Fig. 4.4 (a)). A peak extraction base on image opening
(morphological operator [110]) is applied to get an image of the fuel droplets only (Fig.
4.4 (b)). This is done with the open-source image processing software Fiji [111]. This
image is subtracted from the original image. To the pixels within the hole left at the
position of each droplet (see magniﬁcation, Fig. 4.4 (c1)), is assigned a mean value
based on the value of the pixels in its neighborhood (Fig. 4.4 (c2)). Then, this image
is segmented and labeled. The labeled objects found are sorted depending on their
area the smallest ones (number of pixels lower than of about 2000) being rejected. The
pixels of the retained objects are set to one and surrounding pixels are set to zero to
get a mask image (Fig. 4.4 (d)). This mask, is applied to the image with the holes
covered to get only the signal from the seeding particles and thus the pattern of the
seeded air-ﬂow with the original dark zones in its center (Fig. 4.4 (e)). In this image,
the fuel droplet signal has been replaced by an estimate of the seeding particle signal.
However, the integrated intensity Lint(t) delivered by these image was subject to some
discrepancies and the area count corresponding to the seeding particles Aeff(t) was
preferred to analyze the air-ﬂow pattern.
Finally, in the case of the horizontal tomography views of the n-heptane droplets with-
out seeding the air ﬂow, the eﬀective ﬂow region is the intersection of the fuel droplets
with the laser sheet. In this case the signal Aeff(t), computed within the correspond-
ing ROI, is linked to the number of droplets that passes through the laser sheet, even
(a) (b) (c)
Figure 4.3: Illustrations of the region of interests (ROI) in the case of the seeded air
(w/o combustion) placed at the basin of the intensity antinode (a), at the basin of the
velocity antinode (b). ROI in the case of the seeded air (during combustion) placed at
the pressure antinode (c).
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Figure 4.4: Intermediate views of the process to detect the seeded-air pattern during
combustion.
though the intensity of a pixel cannot be assimilated as the signal of one droplet. In-
deed, a bright spot in the image can cover several fuel droplets. As the light scattered
by the droplets generates a good contrast in the tomography views, they are easily
localized by applying morphological operators to the images.
4.2.2 Droplets number density
The n-heptane droplet number density is computed by using the horizontal tomography
views of the spray without seeding particles into the air-ﬂow and during combustion.
The droplet number density is calculated within a rectangular ROI deﬁned in a radial
direction perpendicular to the acoustic axis, on the top side of the image (see Fig. 4.5).
The ROI height is adjusted to ﬁt the radial expand of the zone covered by the considered
droplets (Fig. 4.5). The density is estimated only from top side, assuming that the
spatial distribution of the droplets, in horizontal views, is axisymmetric about the
injector axis. Despite some asymmetries introduced by the injection, this assumption
is veriﬁed in average as we have shown in the section 3.6.2. Moreover, when the injector
considered is positioned at the basin of inﬂuence of the pressure antinode, the acoustic
disturbance at this location is also axisymmetric. For the present work, the droplet
number density was estimated without acoustic forcing and with acoustic forcing only
in the case of the central injector positioned at the pressure antinode. The 2D fuel
droplets number density is estimated by the ratio of the active pixels (corresponding
to the light scattered by the fuel droplets) to the area of the rectangular ROI.
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Figure 4.5: Tomography views of the droplets at z/Dexit = 0.1875, for two diﬀer-
ent instants of the acoustic perturbation, with the injector positioned at the pressure
antinode. The droplet number density is calculated in a rectangular region of interest
(ROI) marked in grey on the images. The ROI is adapted to follow the position of the
droplets.
Figure 4.6: Example of tomography view of the droplets at z/Dexit = 0.1875, from
where the mid value of the droplets radial position is calculated.
4.2.3 Spatial distribution of fuel droplets
The distribution of the fuel droplets in the spray gives rise to a ”donuts” shape on the
images obtained with the horizontal tomography visualizations, as can be seen in Fig.
4.6. The spatial distribution of the fuel droplets is estimated by determining rmidd , the
mid radius of the donuts shape, and δr, the mean deviation from this mid radius. Two
rectangular ROI are deﬁned on the left and right sides of the injector axis, centered
on the acoustic axis, with height about 1.33 mm (≈ 0.166 ·Dexit). The mid radius of
the droplet spatial distribution (rmidd ) is deﬁned by Eq. 4.4 where r
first
d and r
last
d are
respectively, the position of the ﬁrst and last droplet within a deﬁned ROI, from the
center of the donuts, along a radial direction. The term ”mid” is employed because the
calculated position is situated in the middle of the segment deﬁned by rfirstd and r
last
d .
rmidd = 0.5 · (rfirstd + rlastd ) (4.4)
In Fig. 4.6 the distance from the injection axis to the mid radial position is indicated
with a shaded region and two red arrows.
The deviation from the mid radial position (δr) is deﬁned by Eq. 4.5. The sign of δr
determines whether most of the droplets are positioned inward (δr < 0) or outward
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(a) (b) (c)
Figure 4.7: Illustration of the processing of the high speed vertical tomography views
of the n-heptane droplets: original view (a), localized droplets and the ROI considered
(b), calculated radial mid positions forming the skeleton of the spray (c).
(δr > 0) of the mid radius.
δr =
∑
ROI(r
i
d − rmedd )
N
(4.5)
Here i indicates the position of each droplet in the ROI, N is the number of pixels
involved in the calculation and linked with the number of droplets. The mid value of
the droplets radial positions and its deviation are calculated for the cases where the
central injector is positioned at the basin of inﬂuence of pressure antinode and the
intensity antinode deﬁned in chapter 5.
4.3 Post-processing of vertical tomography images
4.3.1 Streaklines of fuel droplets
The cloud of fuel droplets is obtained by performing morphological operations as it has
be done in section 4.2.1. In this case the air-ﬂow is not seeded. The mid streaklines
of the fuel droplet spray are determined by computing row by row the mid radius of
the spray cloud. The left and right sides of the spray are treated separately in order
to obtain the left streakline and the right streakline. The mid value of the droplet
radial positions is calculated on the two-level images. For each row, detecting the ﬁrst
and the last droplet in the row is searched within a region of interest deﬁned on each
side of the injector axis (Fig. 4.7(b)). The mid radius position is deﬁned as the mean
between radial position of the ﬁrst and the last droplet. Assembling these mid radial
position, for all the rows, leads to the skeleton of the spray cloud as shown in Fig.
4.7(c). The skeleton images over time are classiﬁed in temporal classes (see section
4.1) and the images of each temporal class are gathered together. The location points
are then ﬁtted by polynomials to determine the mean streakline corresponding to a
given phase relative to the acoustic forcing. Then, these streaklines deduced from
the class-averaged images are used in order to perform the reconstruction of the fuel
droplets behavior during a full cycle of the acoustic perturbation.
The polynomial ﬁt was made to optimize the representation of the motion of the fuel
droplets during the acoustic perturbation. It was found that using a fourth degree
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curve better represents the positions points. This is illustrated in Fig. 4.8, where
diﬀerent ﬁtted lines are represented.
Figure 4.8: An example of some position lines ﬁtted to represent the droplets positions.
From these tests, a polynomial line ﬁtting of 4th degree have been chosen.
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Part II
TACC-Spray with an open-loop
transverse acoustic forcing
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Chapter 5
Acoustic characterization of
TACC-Spray
The chamber was built to be used as an acoustic cavity tuned to its second reso-
nant transverse mode (2T1L). In order to guarantee the presence of this transverse
mode within the cavity, simulations were performed with the software COMSOL Mul-
tiphysics. These simulations were used to support the design phase and to help interpret
the experimental results. Fig. 5.1 shows an illustration of the simulated acoustic ﬁeld
corresponding to the 2T1L resonant acoustic mode within the cavity. The main char-
acteristics of the 2T1L acoustic mode, obtained in cold condition, serve to subsequently
verify if this mode is well excited in combustion conditions. The 2T1L acoustic mode
presents three locations of interest along the x-direction, parallel to the acoustic axis,
are of our interest: the Pressure Antinode (PAN) situated at x/Lc = 0, the Veloc-
ity Antinode (VAN) situated at the basin of pressure minima (x/Lc ≈ ±0.25), and
the Intensity Antinode (IAN) situated at a region where the acoustic velocity and the
acoustic pressure, both present a strong gradient (x/Lc ≈ ±0.125 and x/Lc ≈ ±0.375).
Figure 5.1: Illustration of a simulated acoustic ﬁeld of the resonant cavity, in a plane
situated at y/e = 0. Dark red and blue correspond to high and low values of the
acoustic pressure amplitude respectively.
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These locations represent speciﬁc acoustic conditions to which spray and ﬂames can
be confronted within a real turbine combustor. The section 5.1 presents the modeling
of the acoustics in the cavity, the section 5.2 presents the experimental and numerical
validation of the 2T1L mode. In subsection 5.2.2 the case with combustion, and the
injection placed at PAN, is considered under an uniform temperature ﬁeld condition.
In subsection 5.2.3, a non-uniform temperature ﬁeld is considered with the injection
system is located at PAN, VAN and IAN.
5.1 Modeling of the acoustic pressure in the TACC-
Spray chamber
The response of the cavity to a mono-frequency excitation has been simulated with
the software COMSOL, and characterized also by an analytic study. In COMSOL,
acoustic wave propagation is modeled by equations from the linearized ﬂuid dynamics.
The physic quantities, as the pressure or the ﬂuid density, are expressed as the addition
of a mean part (Ψ0) plus an ﬂuctuating part (ψ):
Ψ = Ψ0 + ψ. (5.1)
Only the ﬂuctuating part of the quantities (except ρ) will be considered in the following.
The mean pressure will be taken as the atmospheric pressure and the mean velocity
will be set to null as swirl air ﬂows are not considered in this part1.
The aim of the simulation and also of the analytic calculation, is to help the recognition
of the second resonant transverse mode (2T1L) from the experimental characterization
of the chamber. The numerical geometry of the cavity includes the convergent element,
as is described in section 2.1. Each compression driver is represented as a cylinder of
length 20 mm and radius 24 mm, placed horizontally. The cylinders are closed on one
side and open on the other side connected to the acoustic cavity. A wide air volume,
extending beyond the cavity boundaries, is considered in the geometry in order to
prevent side eﬀects at these boundaries. The mesh for this geometry has been created
applying the physics-controlled mesh option of COMSOL (see Fig. 5.2(a)).
Simulations in cold condition have been performed taking the same temperature (am-
bient temperature equal to 293 K) for the volume of air outside of the cavity as well
as for the volume of air inside the cavity. When hot conditions were considered, only
the temperature ﬁeld of the volume inside the cavity was modiﬁed. Two cases were
considered for the hot conditions. For the ﬁrst case a constant temperature (T ) is
set in the cavity such that the peak of the frequency response obtained numerically
corresponds to the peak obtained experimentally. For the second case, in order to be
as close as possible to the real conditions, we have deﬁned a simpliﬁed but variable
temperature ﬁeld as a function of the ﬂame locations within the acoustic cavity. The
temperature ﬁeld was deﬁned by using temperature measurements, for three diﬀerent
ﬂame locations within the cavity, i.e. central ﬂame at PAN, VAN or IAN.
1All the numeric results presented in this work correspond to pure acoustic simulations
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5.1.1 Boundary conditions
The Sound Hard Boundary condition is applied to all the walls of the acoustic cavity.
The surfaces aﬀected by this boundary condition are shown in Fig. 5.2(b). This
condition prescribes a boundary at which the normal component of the acceleration is
zero:
n · 1
ρ0
gradp = 0 (5.2)
The impedance boundary condition is applied to the surfaces of the large volume of air
outside of the acoustic cavity. These surfaces are shown in Fig. 5.2(c). This conditions
is a generalization of the Sound Hard (and Soft) boundary condition, so in our case is
formulated as follows:
n · 1
ρ0
gradp = −iωp
Zi
(5.3)
where Zi is the acoustic input impedance of the external domain and is equal to Zi = ρ0c
(c is the speed of sound). Here the air impedance value at ambient temperature was
used, i.e. Zi = 1.2 · 343 = 411.6 [Pa · s/m].
The acoustic sources are introduced by imposing a normal acceleration boundary con-
dition on the closed side of the cylinders that represent the compression drivers. Thus,
this boundary condition represents the external source term. The assumption here is
that the velocity v of the ﬂuid (air in this case) is equal to the velocity w of the external
(a) (b)
(c) (d)
Figure 5.2: Geometry of the acoustic cavity model: (a) mesh, (b) faces with a sound
hard boundary condition, (c) faces of the outside air volume with an impedance bound-
ary condition and (d) one of the two opposite faces with a normal acceleration as
boundary condition, representing the mono-frequency acoustic forcing.
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acoustic source (a membrane) in contact with it. This is expressed as:
v ·n = w ·n (5.4)
Then, applying the temporal derivative on both sides of Eq. 5.4 yields Eq. 5.5:
∂v
∂t
·n = ∂w
∂t
·n (5.5)
Substituting the left hand side of Eq. 5.5 with Euler equation:
∂v
∂t
= −1
ρ
gradp (5.6)
yields the normal acceleration boundary condition:
− 1
ρ0
gradp ·n = an (5.7)
The pressure wave (p) created by the source is determined by the normal acceleration
input. Considering a progressive wave with an amplitude equal to A, the pressure wave
is:
p =
ρ0c
ω
Aei(ωt−kx) (5.8)
with k the wave number. The acoustic power injected in the cavity, by the inlet oriﬁce
of surface S, is then:
W =
p · p∗
ρ0c
S =
ρ0cA
2
ω2
S (5.9)
where the asterisk indicates the complex conjugate. Thus, in order to obtain a constant
power input regardless the frequency, the amplitude A entered as boundary condition,
is set proportional to ω (about this, see also section 2.1).
5.1.2 Acoustic pressure wave equations without combustion
The development of the equations considered in COMSOL is presented beneath. The
gaseous system, the air in the following, is constituted of a single species in the absence
of chemical reactions. The gas is assumed as a calorically perfect gas with constant
thermal properties (speciﬁc heats, thermal conductivity λc, etc.). Thus, the gas en-
thalpy per unit mass h is:
h = cpT + const. (5.10)
where the constant term contains the enthalpy of formation of the species per unit
mass. Here, we are interested in the eﬀects of the temperature ﬁeld on the acoustic wave
propagation. The expression of the wave equation written for the acoustic pressure is
obtained as follows.
First, we consider the balance equation of the enthalpy per unit mass (Eq. 5.11) given
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by:
ρ
dh
dt
=
dP
dt
− div(−λcgradT ). (5.11)
By using Eq. 5.10 it can be rewritten as:
1
T
dT
dt
=
1
T
[
1
ρcp
dP
dt
+
1
ρcp
div(λcgradT )
]
(5.12)
In parallel, the ideal gas law P = rgTρ, is introduced with rg the speciﬁc gas constant.
By performing its material derivative, the following expression is obtained:
1
P
dP
dt
=
1
ρ
dρ
dt
+
1
T
dT
dt
(5.13)
Substituting for the temperature term from Eq. 5.13 and for the density term from
the mass conservation equation ((1/ρ)(dρ/dt) + divv = 0) into Eq. 5.12 gives:
1
P
dP
dt
+ divv =
rg
cpP
dP
dt
+
rg
cpP
div(λcgradT ) (5.14)
From the thermodynamic relations cp − cv = rg and γg = cp/cv, the following classical
relationship is obtained:
rg
cp
= 1− 1
γg
(5.15)
Using this result leads to:
1
γgP
dP
dt
+ divv =
(
1− 1
γg
)
1
P
div(λcgradT ) (5.16)
Secondly, by considering the Euler equation for a perfect ﬂuid along with the ideal gas
law, the momentum equation can be expressed as:
dv
dt
= −1
ρ
gradP = −rgT
P
gradP = − c
2
γg
grad [ln(P )] (5.17)
where c is the speed of sound. Assuming that the Mach number M is very small
(M ≪ 1) and that v = v0 + v1, with the unperturbed state velocity ﬁeld v0 = 0, the
material derivative is reduced to its accumulation term:
d
dt
≡ ∂
∂t
(5.18)
Taking into account the latter hypothesis, Eq. 5.16 and Eq. 5.17 can be rewritten as
follows:
1
γg
∂ln(P )
∂t
+ divv =
(
1− 1
γg
)
1
P
div(λcgradT ) (5.19)
∂v
∂t
+
c2
γg
grad [ln(P )] = 0 (5.20)
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Calculating the time derivative of Eq. 5.19 and the divergence of Eq. 5.20, yields the
following equations:
1
γg
∂2ln(P )
∂t2
+
∂
∂t
(divv) =
(
1− 1
γg
)
∂
∂t
[
1
P
div(λcgradT )
]
(5.21)
div
(
∂v
∂t
)
+ div
{
c2
γg
grad [ln(P )]
}
= 0 (5.22)
The term in the right hand of Eq. 5.21 can be neglected, as given by the dimensional
analysis proposed by Kotake [112]. So performing the diﬀerence between Eq. 5.21 and
Eq. 5.22 leads to:
1
γg
∂2ln(P )
∂t2
− div
{
c2
γg
grad [ln(P )]
}
= 0 (5.23)
Pressure P is linearized as the sum of the uniform unperturbed-state pressure (P0) and
small terms of higher order of magnitude such that:
P = P0 + p(x, t) +O(2) with p≪ P0 (5.24)
The acoustic pressure perturbation p(x, t) characterizes the acoustic wave relative to
the initial state of the gas through which it propagates. These latter considerations
about pressure implies that:
ln(P ) = ln(P0) +
p
P0
(5.25)
By means of Eq. 5.25, Eq. 5.23 can be rewritten as:
∂2p
∂t2
− div
[
c2grad (p)
]
= 0 (5.26)
Eq. 5.26 is the expression of the wave equation given for the acoustic pressure ﬂuc-
tuations in the presence of whatever temperature ﬁelds. In the case of a uniform
temperature ﬁeld, the speed of sound is constant (c = c0) and the wave equation is
simpliﬁed as:
c20∆p−
∂2p
∂t2
= 0 (5.27)
If the temperature ﬁeld varies in space according to the function T = T (x), the speed
of sound is not constant anymore and evolves as c = c0(T (x)). The acoustic pressure
wave equation is therefore given by:
gradp ·gradc20 + c20∆p−
∂2p
∂t2
= 0 (5.28)
The ﬁrst term of the left hand of Eq. 5.28 is thus introduced in COMSOL as a
monopole source term when a variable temperature ﬁeld is considered. Depending on
operating conditions, equations Eq. 5.27 or Eq. 5.28 have been numerically solved
with COMSOL for harmonic pressure ﬂuctuations with angular frequencies ω = 2pif0
in order to evaluate the acoustic response of the cavity.
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5.2 Experimental and numerical cross-validation of
the 2T1L mode within the cavity
The characteristics of the 2T1L resonant transverse standing acoustic ﬁeld were de-
scribed in previous works [67, 83], for a semi-open cavity, where the environment was
unmodiﬁed by combustion. For f0 = fr, with f0 = ω/2pi the variable forcing fre-
quency and fr the frequency of the resonant mode, there exists a pressure antinode
(PAN) at x = 0, where the phase of the pressure ﬂuctuation is taken as the reference
(ϕp(f0, 0) = 0). Two velocity antinodes (VAN), associated to the pressure minima are
placed at xV A ≈ ±Lc/4. The phase of the pressure ﬂuctuations ϕp(fr, x) around xV A
evolves continuously from 0 to pi with ϕp(fr, xV A) = 0.5pi [95].
The range of forcing frequencies (f0) is set from 0.5 to 1.4 kHz in this study. The aim
is to excite the second transverse acoustic resonant mode of the cavity (2T1L) with
combustion. In order to achieve this, an experimental procedure has been developed
to set and recognize the 2T1L mode. This procedure requires the deﬁnition of a
normalized pressure amplitude which is introduced as follows:
|P ′|x,y,z
|P ′|refxi,yi,zi
(5.29)
The term |P ′| represents the zero to peak acoustic pressure amplitude. The term
|P ′|refxi,yi,zi, used for normalization in Eq. 5.29, may refer to the pressure value at a
speciﬁc reference location, like the center of the cavity, or it may refer to a speciﬁc
reference pressure, like a point of maximum or minimum pressure in the cavity. This
will be speciﬁed where it is needed. Some speciﬁc probe positions (xi, yi, zi) are:
(xi, yi, zi) =

(x1; y1; z1) = (0; 0; 0.025hc) (center of the cavity, PAN)
(x1; y2; z1) = (0; 0.5e; 0.025hc) (center of the cavity on the wall, PAN)
(x2; y2; z1) = (0.256Lc; 0.5e; 0.025hc) (VAN location on the wall)
(5.30)
The procedure is ﬁrst validated without combustion and then applied to the case with
the three spray ﬂames. The simulations results in cold condition (without combustion)
as well as in hot condition (representing the case with combustion) are corroborated
by the experimental measurements.
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5.2.1 Results without combustion
The procedure is presented through some representative examples. To ﬁnd the reso-
nant modes of the cavity, the frequency forcing f0 is varied progressively in the range
mentioned before, whilst measuring the acoustic pressure amplitude at the center of the
cavity (x = x1) and at the location of the velocity antinode noted xV A, i.e. |P ′|x1,y1,z1)
and |P ′|xV A,y1,z1). The phase ϕp(f0, x = xV A) of the pressure signal at xV A is deﬁned
relatively to the pressure signal at x = x1 that serves as the reference (ϕp(f0, x1) = 0).
Knowing the theoretical proﬁle of the pressure ﬁeld in the cavity, the xV A location is
chosen to be in the basin of pressure minima, namely xV A ≈ x2 = 0.256Lc, when the
2T1L mode is established. The measurements have been carried out for several cavity
lengths Lc. Fig. 5.3(a) shows an example at ambient temperature for Lc = 0.8 m.
For the normalized pressure amplitude |P ′|x1,y1,z1/|P ′|maxx1,y1,z1 (), the supscript "max"
refers to the maximum value obtained in the frequency range of investigation. In Fig.
5.3(a) a maximum of pressure (|P ′|maxx1,y1,z1) is found for f0 = 600 Hz. At the same time
and for the same frequency, at x2, a minimum of pressure is found (|P ′|minxV A,y1,z1) while
the phase is ϕp = 0.5pi (Fig. 5.3(b)). According to these features, the highest pressure
peak measured in the present frequency range can be recognized as the 2T1L resonant
mode of the cavity, this is fr ≈ f0 = 600 Hz.
A more complete identiﬁcation of the 2T1L mode can be done by considering Power
Spectral Density (PSD) at particular locations in the cavity. An example is given in
Fig. 5.4 for Lc = 0.34 m and a frequency of the resonant mode identiﬁed at fr = 1020
Hz. Experimental and numerical results are superimposed as illustrated in Fig 5.4
and serve as a cross-validation of the resonant mode identiﬁcation. In addition to
simulations, Fig. 5.4(a) presents experimental data for |P ′|x,y1,z1 obtained along the
x-axis (y = y1), normalized by |P ′|maxx1,y1,z1, as well as the Power Spectral Density (PSD)
in two points, i.e. where pressure oscillations are maximum (x = x1, middle of the
cavity) and minimum (xV A = x2, close to a quarter length of the cavity from the
origin). The spectral intensity at the mid point shows a clear response of the pressure
ﬂuctuations at the resonant frequency fr, whereas the ﬁrst harmonic is quite negligible.
Close to x2, the spectral intensities at fr and 2fr are still observed, but they are both
quite negligible. Also, it was veriﬁed that signals on both sides of a minimum were
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Figure 5.3: (a) Normalized pressure |P ′|x1,y1,z1/|P ′|maxx1,y1,z1 (). The fr is almost equal
to f0 = 600 Hz; (b) normalized pressure at xV A = x2: |P ′|xV A,y1,z/|P ′|x1,y1,z1 ()
with phase lag ϕp(f0, xV A) (). Lc = 0.8 m, without combustion, without convergent
element.
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Figure 5.4: Pressure amplitude measured along: (a) x-axis (y1, z1, w/o convergent
element) characteristic of a second order standing acoustic ﬁeld; (b) without convergent
element, and (c) with convergent element, both along z-axis (x1, y1) and showing a
proﬁle characteristic of a quarter wavelength resonator behavior. Figures (a) and (b):
fr = f0 = 1020 Hz, Lc = 0.34 m. Figure (c): fr = f0 = 555 Hz, Lc = 0.80 m.
out-of-phase. This is consistent with the main characteristics of a second transverse
mode of the cavity. These results indicate that the variation along x is associated with
a standing wave.
Results extracted from acoustic pressure measurements performed along the z-direction
(x = x1, y = y1) indicate that the variation is caused by a superimposition of a quarter
wavelength resonator behavior. Measurements along the z-direction have been carried
out with and without the convergent element and the results are reported in Fig. 5.4(c)
and 5.4(b) respectively. These ﬁgures show that the quarter wavelength behavior is
maintained in both cases, indicating that the presence of the convergent element does
not modify the acoustic boundary condition at the top of the cavity. For the case with
convergent element, two acoustic forcing levels have been tested: one for a pressure
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Figure 5.5: Acoustic pressure ﬁeld evolution when f0 approaches fr.
amplitude of 620 Pa, and the other one for a maximum pressure amplitude of 1470
Pa, both at (x, y, z) = (x1, y1, z1). The quarter wavelength mode is well excited in
both cases, regardless the acoustic forcing level. For the same Lc, when the convergent
element is added at the top of the cavity, the 2T1L mode resonant frequency decreases
compared to the case without it, since the cavity height is higher. Measurements
along the z-direction also indicate that the pressure amplitude is virtually constant
up to z/hc = 0.3, which is a distance greater than the height of the ﬂames2 (of about
z/hc = 0.24 corresponding to z/Dexit = 6). Moreover, it has been veriﬁed that |P ′|xi,y,z1
is constant in the y-direction for any given pair of coordinates (xi, zi).
Additionally, simulation data with and without convergent element, well match with
experimental data and corroborate the recognition of the 2T1L mode (see Fig.5.4).
The discrepancy close to x/Lc = ±0.5, in the illustration case of Fig. 5.4(a), comes
from the presence of the compression drivers mounted on the side walls, which deviates
the response from a pure closed resonator in the x-direction.
To fully complete the acoustic mode identiﬁcation, the theoretical acoustic pressure
amplitude, characterizing the mode 2T1L, whose frequency is expressed by Eq. 5.31,
is compared to the above-mentioned experimental and numerical data. Wavenumber
components kx, ky, kz in Eq. 5.31 are deﬁned by mx = 2, my = 0 and mz = 0,
respectively. The theoretical frequency obtained, taking c0 = 343 m/s, for the case
with Lc = 0.8 m and without convergent element (hc = 0.2 m, hCP = 0) is f2,0,0 = 606
Hz, while experimentally we have found fr between 590 and 600 Hz. For the same
Lc and with convergent element (hc + hCP = 0.26 m) we ﬁnd f2,0,0 = 541 Hz while
experimentally we have found fr in the range of 540 to 555 Hz.
fmx,my,mz = c0(T )
(mx
2Lc
)2
+
(
my
2e
)2
+
(
2mz + 1
4(hc + hCP )
)21/2 (5.31)
The theoretical solution presented in Fig. 5.4 (solid lines) agrees satisfactorily well
with experimental data, conﬁrming that the excited mode is the 2T1L of the cavity
leading to the generation of the associated transverse standing wave. The addition of
the convergent element at the top of the cavity does not change the open boundary
2A discussion about the flame compactness is presented in section 5.3
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Figure 5.6: Acoustic pressure ﬁeld measured in the near vicinity of the pressure min-
imum along the line y/e = 0, z/hc = 0.025: (a) pressure amplitude reduced by the
maximum: |P ′|x,y,z/|P ′|max0,y,z ; (b) phase lag ϕp(fr, x/Lc). fr = 600Hz, case without
combustion, Lc = 0.8 m.
condition considered for the analytic solution.
In the present study it has been noted that when the forcing frequency f0 is varied
by approaching fr (the 2T1L mode resonant frequency), the minimum of the pressure
amplitude moves its position (xmin) toward x/Lc = 0.25 while the pressure amplitude
|P ′|x1,y1,z1 in the center of the cavity grows up to |P ′|maxx1,y1,z1 . This is indicated by the
red arrows in Fig. 5.5, reporting an illustration of this behavior for the cavity set to
Lc = 0.75 m. During the pressure minimum’s displacement, its phase always satisﬁes
ϕp(f0, xmin) = 0.5pi.
To simplify the search and identiﬁcation of the 2T1L mode, the study can be carried
out in the frequency domain. |P ′|x1,y1,z1 is measured in the center of the cavity while
the phase (ϕp(f0, x)) of the pressure ﬂuctuations is measured at a point of coordinate
x chosen in the vicinity of x = 0.25Lc (y = y1, z = z1), located in the basin of the
pressure minima, as f0 is varied. The proﬁle of |P ′|x1,y1,z1 versus f0 shows a maximum
at f0 = fr while the proﬁle of the phase passes from 0 to pi. In consequence, identifying
a 2T1L mode is possible, provided that the two following conditions are satisﬁed as f0
is varied:
1- f0 is considered as the resonance frequency fr when the pressure amplitude mea-
sured at x = 0 is maximum (|P ′|x1,y,z = |P ′|maxx1,y,z).
2- the phase of the pressure ﬂuctuations (ϕp(f0, x)) measured at any ﬁxed point in
the vicinity of x = 0.25Lc (the basin of pressure minima) must vary from 0 to pi.
This procedure has been corroborated with the example presented previously in Fig.
5.3. Once the frequency fr is determined, the position of the velocity antinode (xV A)
can be identiﬁed by studying the response of the pressure ﬂuctuations in the spatial
domain, namely in the vicinity of x = 0.25Lc. It is localized where the pressure
amplitude is minimum3 with ϕp(fr, xV A) = 0.5pi. This is illustrated in Fig. 5.6 from
where we have extracted the position xV A = 0.256Lc. The results of the procedure
applied to conﬁgurations with combustion are presented below.
3It can be verified that this minimum is an absolute minimum among the local minima of the
pressure amplitudes obtained by varying f0.
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Figure 5.7: (a) Normalized pressure |P ′|x1,y2,z1/|P ′|maxx1,y2,z1 (), and simulations for
various constant temperatures (red solid, dash dot and dotted lines). Experimental
pressure peak at fr = f0 = 650 Hz; (b) normalized pressure at x = x2 = 0.256Lc:
|P ′|x2,y2,z1/|P ′|x1,y1,z1 () and phase lag ϕp(f0, x2) (). Lc = 0.8 m, without combus-
tion and without convergent element.
5.2.2 Results with combustion and uniform temperature field
hypothesis
The following results are given for a cavity length of Lc = 0.8 m, without convergent
element and for operating conditions corresponding to P= 5 kW (m˙fuel = 0.111 g/s
and m˙air = 1.72 g/s). Pressure is measured by implementing microphones at two
speciﬁc points, (x1; y2; z1) and (x2; y2; z1). Fig. 5.7(a) shows the experimental curve
|P ′|x1,y2,z1/|P ′|maxx1,y2,z1 versus f0. The maximum is found experimentally at f0 = 650 Hz.
The ratio |P ′|x2,y1,z1/|P ′|x1,y1,z1 and ϕp(f0, x2), are reported in Fig. 5.7(b) as functions of
f0. It is veriﬁed that ϕp(f0, x2) varies from 0 to pi and the proﬁle of |P ′|x2,y1,z1/|P ′|x1,y1,z1
has a minimum4. To complete the method, an equivalent thermal system with a
constant temperature T¯ is simulated such that its pressure amplitude response to the
forcing frequencies corresponds to the one obtained experimentally. For that purpose,
the mean speed of sound which depends on T¯ , an unknown temperature, is increased
until the frequency peak of the simulated proﬁle coincides with the experimental peak.
This is illustrated in Fig. 5.7(a) where the simulated proﬁles obtained for constant
temperatures T¯ = 353 K, 393 K and 413 K are added to the experimental curve.
The temperature leading to the good peak location, T¯ = 393 K, is congruent with
measurements carried out at diﬀerent points within the cavity (see Fig. 2.3). As the
2T1L mode is tuned while keeping unchanged the cavity geometry, k =
√
k2x + k
2
y + k
2
z
is also unchanged provided that the speed of sound is constant. Entering for c0(T ) the
value obtained from T¯ = 393 K in Eq. 5.31, gives fr = 686 Hz, a value consistent with
the experimental one.
For the same length Lc = 0.8m and with the convergent element at the top of the cavity,
the following results were obtained for ﬂow rates conditions equal to m˙fuel = 0.108
g/s and m˙air = 1.72 g/s (P= 4.8 kW). The experimental curve |P ′|x1,y2,z1/|P ′|maxx1,y2,z1
versus f0 presented a pressure maximum for f0 = 784 Hz while |P ′|x2,y2,z1/|P ′|maxx1,y2,z1
4Here, xmin = x2 = 0.256Lc is the position of a local minimum associated to the forcing frequency
710 Hz, but is not the velocity antinode position xV A of the searched 2T1L mode associated to 650
Hz. Here, the precise localization of xV A is not looked for.
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Figure 5.8: Acoustic pressure ﬁeld characteristics with ﬂames: (a) Reduced amplitude
measured () and simulated with a constant temperature T¯ = 723 K (dash dot line);
vertical arrows indicate the position of ﬂames (red) and non-reactive ﬂows (blue). (b)
phase lag ϕp(fr, x/Lc) corresponding to the points located in the near vicinity of the
pressure minimum. Lc = 0.8 m, fr = 784 Hz.
was minimum very close to that forcing frequency. The phase ϕp(f0, x2) continuously
increased from 0 to pi (rad). These two results meet the conditions for identiﬁcation of
the 2T1L mode. As seen in section 2.1, the convergent element causes the temperature
within the cavity to increase, leading therefore to a higher resonance frequency. To
fully validate the acoustic mode identiﬁcation, acoustic pressure ﬂuctuations have been
measured simultaneously by ﬂush-mounted sensors placed at several points located
on the front inner wall during combustion (see Fig. 5.8(a)). Pressure amplitudes
show maximums at the expected positions, x/Lc = 0 and x/Lc ± 0.5, and minimums
in the vicinity of x/Lc = ±0.25. The phase ϕp(fr, x) measured in the vicinity of
x/Lc = −0.25 (see Fig. 5.8(b)) varies from 0 to pi with the presence of an inﬂection
point, characterized by ϕ(fr, x = −0.25) ≈ 0.5pi (rad). Simulations performed using
an equivalent thermal system with a constant temperature T¯ = 723 K agree with the
experimental results. This temperature is congruent with temperature measurements
made by thermocouples (see ﬁg. 2.3).
5.2.3 Results with combustion and non-uniform temperature
field hypothesis
The following results are given for a cavity length of Lc = 0.8 m, with the convergent
element. The central ﬂame is positioned at each of the three locations of interest (VAN,
IAN, PAN). The operating conditions are equals to m˙fuel = 0.108 g/s and m˙air = 1.72
g/s, P= 4.8 kW, for the case at PAN. For the cases at VAN and IAN, the operating
condition is equal to m˙fuel = 0.097 g/s and m˙air = 1.72 g/s (P= 4.3 kW). In hot
conditions (with combustion), the temperature ﬁeld is modiﬁed and not uniform and
in consequence the speed of sound can not be considered as a constant anymore. We
have studied experimentally and numerically how the 2T1L acoustic mode is inﬂuenced
by the non-constant speed of sound condition. First, the temperature of the hot gases,
at some points inside the cavity, has been measured by thermocouples ﬂush mounted
through the lateral walls (at several x positions for y/e = 0.5 and z/hc = 0.025).
These temperature measurements have been carried out when the injection system
was positioned such that the central ﬂame was positioned at each of the location of
107
Chapter 5. Acoustic characterization of TACC-Spray
x/Lc
T 
(K
)
-0.5 -0.4 -0.3 -0.2 -0.1 0 0.1 0.2 0.3 0.4 0.5
200
400
600
800
1000
experimental
interpolated Temp. Field
(a) x/Lc = −0.256
x/Lc
T 
(K
)
-0.5 -0.4 -0.3 -0.2 -0.1 0 0.1 0.2 0.3 0.4 0.5
200
400
600
800
1000
experimental
interpolated Temp. Field
(b) x/Lc = −0.141
x/Lc
T 
(K
)
-0.5 -0.4 -0.3 -0.2 -0.1 0 0.1 0.2 0.3 0.4 0.5
200
400
600
800
1000 experimental
interpolated Temp. Field
(c) x/Lc = 0
Figure 5.9: Temperature ﬁelds within the cavity, deﬁned according to some experi-
mental temperature measurements, depending on the position of the ﬂames. Injector
system at the basin of inﬂuence of VAN (a), IAN (b) and PAN (c). The vertical lines
correspond to the position of the ﬁve swirling injectors: blue lines are non-reactive, red
lines are reactive. Lc = 0.8 m.
interest. Taking these measurements as a reference, for each case we have deﬁned a
temperature ﬁeld as a function of the position of the ﬂames within the cavity. The
temperature ﬁelds and the experimental temperature measurements are presented in
Fig. 5.9 for each location, namely the basin of inﬂuence of VAN (x/Lc = −0.256),
IAN (x/Lc = −0.141) and PAN (x/Lc = 0). In this ﬁgure, the vertical lines indicate
the position of each swirling injector. The blue lines correspond to the stabilization
non-reactive ﬂows while the red lines represent the injectors with a ﬂame. These
temperature ﬁelds are used for simulations, considering the speed of sound as a function
of the temperature c0(T ).
Results of the simulation are presented in Fig. 5.10. Experimental measurements of the
pressure amplitude performed at particular positions x and y/e = 0.5, z/hc = 0.025,
are also presented in the same ﬁgure for each case5. These experimental measurements
indicate that the 2T1L mode is always well established. The pressure signals measured
at x/Lc = −0.48 are out-of-phase relatively to the pressure signal measured at x/Lc = 0
for the three cases. Also at x/Lc = −0.48, the pressure amplitude is between 1 and 1.2
times the pressure amplitude at the center of the cavity as usually. An exception is the
case at IAN where the pressure amplitude on the side wall can reach up to 1.6 times
5The same experimental data are used for Fig. 5.10(c) and Fig. 5.8(a), whereas the simulations
correspond to the variable temperature field in Fig. 5.10(c) and to a constant temperature field in
Fig. 5.8(a).
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(a) x/Lc = −0.256 (b) x/Lc = −0.141
(c) x/Lc = 0
Figure 5.10: Experimental measurements of the pressure acoustic ﬁeld within the cavity
for three positions of the injection system, with the central ﬂame at the basin of
inﬂuence of VAN (a), IAN (b) and PAN (c) respectively. The arrows correspond to
the position of the ﬁve swirling injectors: blue arrows are non-reactive air-ﬂows, red
arrows are the ﬂames. Lc = 0.8 m. Simulations (dash dot line) are made using the
temperature ﬁeld deﬁned in Fig. 5.9.
the amplitude measured at the center of the cavity, as the acoustic level imposed by
the compression drivers is augmented. The signal of the acoustic pressure measured at
x/Lc = 0.256, for each case, has a maximum amplitude about 0.25 times the amplitude
measured at the center, so it can be considered as a minimum of pressure amplitude6.
Also, it has been veriﬁed that the phase ϕp is close to 0.5pi, therefore this position has
the properties of the basin of a velocity antinode.
The absolute pressure amplitude proﬁle obtained by simulations match fairly well with
the experimental data. The resonance frequency obtained for each case is quite close to
what is found experimentally. It is highlighted that in the case of PAN, the simulation
curve is still perfectly symmetric with respect to the center of the cavity. However, in
the case of VAN and IAN, the pressure amplitude proﬁle is slightly deformed towards
the region of lower temperatures7, the maximum pressure amplitude is slightly deviated
to the right (x/Lc > 0) and the two minimums of pressure amplitude corresponding to
the VAN positions are slightly displaced towards the right, but this is almost negligible.
These features, linked with the temperature ﬁeld, can be appreciated in Fig. 5.11 that
presents some of the simulated pressure acoustic proﬁles. Finally, it is possible to say
that the central injector of the injection system is placed, for each case, at the desired
basin of the acoustic ﬁeld.
6This is not the minimum minimorum but, what we want to show is that it is placed at the basin
of the pressure amplitude minima.
7This deformation, being very slight, seems to be accentuated in the case of VAN.
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Figure 5.11: Simulated acoustic pressure proﬁles as a function of the considered tem-
perature ﬁeld. The proﬁles, taken at y/e = 0, z/hc = 0.025, correspond to the cases
with an uniform temperature ﬁeld (solid red line), with a variable temperature ﬁeld
as the central injector is at PAN (dash dot red line) and at VAN (solid green line).
Lc = 0.8 m.
5.3 Acoustic compactness of the system
The injector compactness with respect to the acoustic ﬁeld is analyzed in terms of the
ratio of the injector exit diameter Dexit to the cavity length8 Lc, i.e. Dexit/Lc. In our
case this ratio gives 1%, indicating that the injector is acoustically compact. This is
appropriate as far as the injector is placed for instance at the basin of PAN where the
acoustic disturbance is symmetric for the injector.
This criterion is no longer adequate for the neighboring injectors as the central injec-
tor is positioned at PAN, the side injectors are aﬀected by a non-symmetric acoustic
disturbance ﬁeld. Therefore, the compactness should be analyzed in terms of the ratio
between the injectors inter-axis distance (ainj) and a half of the cavity length (Lc/2),
i.e. ainj/0.5Lc. The last ratio gives about 16% which can be considered as a limit
value for the compactness with respect to the acoustic ﬁeld. This means that as the
central injector is positioned at one of the basin of inﬂuence of the acoustic ﬁeld, the
side injectors are also aﬀected by the adjacent basins. An example can be found in the
Fig. 6.29 of section 6.4.3, for a case with the system positioned such that the central
injector is at the basin of the central PAN. It is noticeable that the ﬂame front behavior
of the central injector is not exactly the same than the motion of the left ﬂame front.
As the asymmetries of the temperature ﬁeld can slightly deform the acoustic ﬁeld, even
if the central injector remains well positioned at the basin of interest, the inﬂuence of
the adjacent basin on the side injector can be accentuated.
8Note that the reason of this choice is that Lc is the wavelength of the 2T resonant standing wave
established in the x-direction of the cavity.
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The central ﬂame is placed at the basin of inﬂuence of the pressure antinode (PAN)
of the transverse ﬁeld (see chapter 5). Experiments were carried out in the presence
of neighboring swirling ﬂames, such as those present in a full 360◦ combustor. In the
following, the length Lc of the cavity, characterizing the 2T1L mode, is ﬁxed at 800mm.
The space occupied by the two-phase ﬂow of an injector, and by the associated ﬂame
is small compared to Lc (Dexit/Lc = 1%) whatever the value of the resonant frequency.
Thus, the two-phase ﬂow and its ﬂame can be considered as spatially compact relatively
to the acoustic ﬁeld.
In order to improve the understanding of the mechanisms driving the ﬂame dynam-
ics response, a detailed analysis has been performed mainly on the central ﬂow and
ﬂame. First, the study of the gaseous air ﬂow (n-heptane is not injected) perturbed
by the acoustic forcing is presented (section 6.1). Tomography views and LDA veloc-
ity measurements were used to highlight the link between the main characteristics of
the perturbed ﬂow, namely the formation and development of coherent structures of
the ﬂow, and the pressure ﬂuctuations, and how the formed structures are convected
downstream into the ﬂow.
Next, we present results of the investigation of the perturbed two-phase ﬂow with
combustion (sections 6.2 and 6.3). Here, tomography and LDA measurements give
access to the two-phase behavior of the perturbed ﬂow. In particular the liquid phase
ﬂow is characterized by the time-space evolution of the droplet number per surface area,
the droplet distribution and the spray angle at the injector exit. These characteristics
have been followed during several cycles of the acoustic forcing. A spatially averaged
vertical velocity is calculated to quantify the global instantaneous modulation of the
ﬂow rate [36, 67].
When pressure ﬂuctuation amplitudes are high enough, ﬂames feature strong OH*
(CH*) emission oscillations at the forcing frequency along the injection axis. The
ﬂame response to the acoustic perturbations is characterized by measuring OH* or CH*
radicals emissions (section 6.4). Global radical ﬂame emission signals were obtained
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over time by means of a photomultiplier. In parallel radical ﬂame emission is captured
by means of either a high-speed camera able to follow the phenomenon evolution or
by a slower camera from which phase-averaged data are deduced. In all the cases, the
perturbed ﬂame motion was followed or reconstructed. Moreover from these images,
it was possible to extract local time or phase-averaged data. Information provided
by these emissions was adequately correlated with measurements of various perturbed
two-phase ﬂow quantities, e.g. the gaseous ﬂow structures or the droplet distribution.
Eventually, a correlation between acoustic pressure ﬂuctuations and ﬂame emissions
is found. It is characterized by a ﬂame response saturation. This non-linear behavior
has been already encountered in gas premixed ﬂames, but it is highlighted for the ﬁrst
time in the case of spray-ﬂames.
6.1 Air-flow behavior under acoustic forcing and
without combustion
The study of the air ﬂow without combustion provides data that help understanding
its behavior during combustion. Some of its basic features without combustion will
remain, even if the presence of the ﬂame could modify speciﬁc air-ﬂow characteristics
(e.g. thermal expansion, stream line deviation, addition of the evaporation process).
In section 3.3, the air ﬂow from the middle burner has been characterized without
acoustic forcing. In the following subsections, the air ﬂow is seeded with DEHS or
olive oil particles. It is investigated in the presence of the acoustic forcing, correspond-
ing to the resonant 2T1L mode, by means of tomography views and LDA velocity
measurements performed at various vertical z-positions above the burner exit. As the
acoustic compactness of the ﬂuid system from any nozzle was established, the cen-
tral injector located at PAN is considered to be submitted only to the inﬂuence of
symmetric acoustic pressure ﬂuctuations.
6.1.1 Air-flow structures characteristics
The air ﬂow of the central injector (line B) is seeded with olive oil such that laser
tomography images can be recorded in horizontal or axial vertical planes with a high-
speed camera. This allows to follow the spatial and temporal evolution of the main
structures of the air ﬂow perturbed by the pressure ﬂuctuations.
6.1.1.1 Flow Structure in the near vicinity of the burner exit
Horizontal views are captured in the vicinity of the exit burner at several heights (z)
ranging from 0.187Dexit to 1.062Dexit. All recordings are synchronized with the acous-
tic pressure signal measured by microphone M1 placed at the center of the cavity
length, i.e. at PAN (see subsection 2.3.1). An illustration is given in Fig. 6.1 for a
resonant acoustic forcing of frequency fr = 540 Hz and pressure amplitude |P ′| ≈ 2600
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Figure 6.1: (a) Horizontal laser tomography images recorded at z = 3 mm (z/Dexit =
0.375) at four diﬀerent times during a cycle of the acoustic forcing. (b) Synchronized
pressure perturbation signal. (c) The moment of the shedding of a large torus vortex,
captured by a vertical laser tomography image. Cut of the ring (1) formed by the large
torus vortex, with its cross-section (2); small vortical structures (3); small streamwise
vortices (4); large ejection of matter (5). |P ′| ≈ 2600 Pa, fr = 540Hz, m˙air = 1.72 g/s
(Ub = 28.6 ms−1), without combustion.
Pa1. Instantaneous views are speciﬁed over time by their phases ϕ (expressed in de-
grees) which are labeled on the pressure signal reproduced in Fig. 6.1(b). Phase ϕ =
0◦ is arbitrary chosen when the pressure signal is equal to 0 Pa and increasing. Four
signiﬁcant phases (ϕ = 0◦, 133◦, 199◦ and 227◦) are chosen to present a cycle in the
horizontal plane z/Dexit = 0.375, completed by a vertical view at ϕ = 199◦. In the
near vicinity of the burner exit, the jet deformation still remains axisymmetric on av-
erage, i.e. no speciﬁc direction is favored at the pressure antinode of the acoustic ﬁeld.
This feature was already highlighted by Baillot & Lespinasse [67], but for a laminar
non-swirling jet. It was shown that it came from the action of a strong longitudinal
mode induced at the pressure antinode by the transverse wave. During the forcing,
several vortical structures are generated, a consequence of the adaptation of the bulk
modulation of the ﬂow to the ﬂuctuating surrounding environment. Several structures
have been identiﬁed: a large vortex ring (1 and 2), periodically ejected at the forcing
frequency when the pressure ﬂuctuations become negative enough (ϕ ≈ 199◦); small
vortical structures (3) in the inner jet region initially occupied by the CRZ; stream-
wise vortices (4) ejected laterally, characterizing connected ﬁlaments initiated by 3D
1The laser sheet is introduced in the system from the top to the bottom of the image. To collect
sufficient information on the camera sensor, it has been necessary to concentrate the light by avoiding
a too wide sheet spreading in the x-direction. This induces a visual small elongation in the y-direction.
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secondary streamwise instabilities in the outer layer of the jet. The latter instabilities
are induced by the stretch of the jet, being particularly eﬃcient by the rolling-up of
the vortex ring. The formed ﬁlaments deform the jet braid (deﬁned as the jet–air
interface between two successive large vortices) and the large vortex, as explained by
Demare & Baillot [113]. In addition, an agglomeration of matter fed by the ﬁlaments
can form around the jet and grows (5); as it is pushed away from the jet periphery,
its convective velocity is then reduced. All of the structures (1 to 5) are submitted
to the swirling movement, which facilitates the destabilization of the above-mentioned
averaged axisymmetry, as the jet is convected downstream. Especially, this favors the
tilting of the large vortex, as also reported by Hansford et al. [40]. Thus in Fig. 6.1(a)
(199◦), only half of the annular ring is observed. This phenomenon also contributes to
the vortex breaking downstream, as seen afterwards.
6.1.1.2 Downstream Flow Structure development
To complete these ﬁrst observations, the air-ﬂow behavior observed in an axial vertical
plane is depicted for three acoustic pressure amplitudes: (a) 800 Pa, (b) 1400 Pa and
(c) 2100 Pa at the resonant frequency fr = 560 Hz. Three sequences of images are
reported in Fig. 6.2 (a), (b) and (c) corresponding to the above-mentioned levels. The
images serving as an illustration are extracted from series of vertical laser tomography
views distributed at six instants during a cycle. An image is then marked by the
number of a row (ranging from 1 to 6) and the letter of a column (a, b or c). The
times are marked in Fig.6.2(d). The white horizontal line seen at the bottom of images
comes from the light of the laser sheet scattered by the burner exit plate located in the
bottom wall of the cavity (z = 0). The region of interest extends up to z = 2.35Dexit
and has an horizontal length of 3.75Dexit.
General description
At the lowest amplitude (images (1-6) in Fig. 6.2(a)), if a large vortex is periodically
shed, most features of the non-forcing behavior of the swirling ﬂow still remain visible.
When the vortex ring is passing, it is possible to recognize Kelvin-Helmholtz type
vortices formed in the outer layer behind it. In the central zone, the double helix type
vortex breakdown is periodically damaged, but not totally disrupted. Thus the double
dark pattern, characteristic of the double helix, is well identiﬁed in image (2, a). The
periodic perturbation does not allow the double helix to be well formed. Concurrently,
some small vortices of Kelvin-Helmholtz type also form in the inner layer.
The inner Kelvin-Helmholtz vortices are better visualized at higher amplitude levels of
the pressure perturbation (see Fig. 6.2(b) and (c)). In these cases the center recircula-
tion zone (CRZ) induced by the vortex breakdown seems to be totally disrupted during
the ﬂow large vortex formation (images (1-2), b and c)). However, when the values
of the pressure amplitude are still low but growing, the vortex breakdown re-appears
and consequently so does the CRZ. The vortex breakdown is identiﬁed in the form of
a single spiral type rather than a double helix type (images (3-4), b and c).
114
6.1. Air-flow behavior under acoustic forcing and without combustion
Time (s)
P’
 
(P
a
)
0.004 0.005 0.006 0.007
-2000
-1000
0
1000
2000
(a)
(b)
(c)
652 3
1
4
(d)
Figure 6.2: Vertical tomography views of the seeded swirling air ﬂow during an acoustic
cycle for three forcing amplitudes: (a) |P ′| ≈ 800 Pa, (b) |P ′| ≈ 1400 Pa, (c) |P ′| ≈ 2100
Pa. (d) Pressure signals of the three series corresponding to columns (a), (b) and (c).
Labels 1 to 6: numbers of rows constituted of images extracted at the same phase for
the 3 amplitudes. fr = 560Hz, m˙air = 1.724 g/s, without combustion.
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In the case of the three levels studied, the inner vortices interact downstream with
the outer primary vortex. At the left side of the image (see for example image (3-5),
c), an inner Kelvin-Helmholtz vortex is entrained and stretched by the outer large
primary vortex, the two vortices ﬁnally merging with each other. At the right side of
the image (image (3-5), c), an inner vortex that comes afterwards, impacts the outer
primary vortex without any merging before it vanishes downstream. The impact leads
to a faster diminishing of the strength on the right side of the primary vortex than on
the left side. This scenario is noted systematically at each cycle of the acoustic forcing
studied. We veriﬁed that this non-axisymmetric behavior and the outer primary vortex
tilting, occur from z = 0.375Dexit even in the presence of the axisymmetric pressure
ﬂuctuating ﬁeld.
Large vortex dynamics
In an investigation of a non-reacting swirling ﬂow by Hansford et al. [40], the authors
explained the vortex tilting as a consequence of the inherent non-axisymmetric insta-
bility characteristics of the ﬂow ﬁeld. But they did not detail the mechanism by which
it occurred. Indeed, the manner in which the primary vortex is tilted, impacted and
which of its sides vanishes ﬁrst, should be the result of a complex interaction between
the characteristics of the non-forcing ﬂow ﬁeld, the swirl level and direction, the acous-
tic forcing frequency level, and maybe the direction of the acoustic forcing axis. Thus,
in the case of spray ﬂames, these parameters will play an important role on the ﬂame
front dynamics, and front wrinkle formation and propagation, as Acharya et al. pro-
posed in a study on premixed swirling ﬂames [114]. The side toward which the primary
vortex is tilted and how it is impacted by the inner vortices depend on the present di-
rection of swirl which is clockwise (seeing from the top). Therefore, in the vertical
views, the ﬂow turning motion is from the right to the left, whether the tomography
plane is on the acoustic axis (as in the Fig. 6.2(a)) or not. If the swirl direction is
changed while keeping the same order of magnitude of the forcing frequency, the same
vortex behavior would be observed but mirrored along the injector axis.
Convection velocity of the vortex core
As mentioned by Demare and Baillot [115], by following the vertical and horizontal
displacement of the core of the vortex, on high-speed vertical tomography images, one
can roughly estimate its convection velocity, during its lifetime. An estimation has
been made over several cycles for the three acoustic forcing levels, over 7 successive
images corresponding to 0.35 ms. We ﬁnd that the left side cross-section of the outer
large vortex is correctly traceable until approximately z/Dexit = 2.25, where it virtually
vanishes. The results give a vertical convection velocity (Uc,z) in a range of 12 to 15m/s,
and an almost negligible (Uc,x ≈ 0.5 m/s) horizontal convection velocity, regardless the
acoustic forcing level. Taking the bulk velocity (Ub), the convection velocity is found
to follow the classical correlation given by Bernal and Roshko [116]:
Uc,z = Ub/(1 + (ρair/ρjet)
1/2) (6.1)
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Figure 6.3: A cycle of the acoustic pressure ﬂuctuation (top) and the phase angle of
each velocity points measured by LDA deﬁned relative to this cycle. LDA measurement
made at r/Dexit = 0, z/Dexit = 0.375; fr = 568 Hz.
with ρair/ρjet = 1 and Ub = 28.6 m/s Eq. 6.1 leads to Uc,z = 14.3, which lies within
our estimated range from 12 to 15 m/s. Thus, the acoustic forcing level does not
signiﬁcantly change the dynamics of the primary vortex initiation. Instead, as seen in
Fig. 6.2, increasing the acoustic pressure amplitude modiﬁes the vortex topology2.
Robustness of the CRZ stability
It was mentioned in section 3.3.2 that without forcing, the CRZ shows instantaneous
positive vertical velocities at the nearest accessible location to the nozzle exit (z/Dexit =
0.375), even if the CRZ is deﬁned by a negative vertical velocity on average. Here, the
axial velocity measured at z/Dexit = 0.375 and r/Dexit = 0 with acoustic perturbations
(fr = 568 Hz and |P ′| = 1000 Pa) is analyzed. We have recorded 4 seconds of the
velocity signal, synchronized with the pressure signal. Such an analysis has been made
in the presence of the acoustic perturbation, in the plane z/Dexit = 0.375. Velocity
measurements are phased with the acoustic signal as done by Cala et al. [20], with the
origin (0◦) chosen arbitrarily to the time when the acoustic signal is null and diminishing
(see Fig. 6.3). The recorded signal reveals a periodic modulation at frequency fr of
the statistical occurrence of positive velocities. The increase in the number of the
positive values corresponds to the time-interval during which the pressure ﬂuctuation
is diminishing towards its minimum and the large vortex is formed.
In this ﬁgure we notice a cyclic variation of the velocity point cloud, governed by
the forcing. At the phase angle of ≈ 19◦, measurements present the same number
of positive and negative values. The ratio of the number of positive velocity to the
total of measurement points is maximum around the phase angle of ≈ 44◦, i.e. 58.1%
2Its shape and size with time.
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Figure 6.4: Periodic modulation of the ﬂow swirl level at fr. The Swirl number over
time has been calculated using the LDA velocity signals measured at z/Dexit = 0.375,
in the Eq. 3.7; fr = 568 Hz.
and its mean value over one cycle is 17.8%. This is 4% higher than the case without
forcing. These features show the competition between the natural structure of the
ﬂow and the forcing eﬀects on it. Indeed, in the CRZ, during the time-interval when
the pressure ﬂuctuations are diminishing towards its lower values, the axial pressure
gradient induced by the pressure gradient in the radial direction (this latter caused
by the centrifugal force due to the azimuthal velocity component [3]), is not enough
to reverse the air ﬂow, which is strongly accelerated (see also Fig. 6.9(c)). This
corresponds to the time-interval at which the large vortex is formed, seen in Fig. 6.2
(image (1-2), b-c). The periodic acceleration undergone by the air ﬂow is dominated
by the temporal ﬂuctuation which is necessarily at the forcing frequency, while the
convective component of the acceleration is 2fr. This is corroborated by the PSD of
the velocity signals along a diametrical segment at z/Dexit = 0.375, where the PSD at
fr has always a higher peak (Fig. 6.5).
Despite the continuous presence of the centrifugal force due to the azimuthal component
of the velocity ﬁeld of the ﬂow, at each cycle of the acoustic forcing, there is a time-
interval of the cycle during which the swirl level signiﬁcantly decreases as shown in
Fig. 6.4. Thus the vortex breakdown does not occur and the CRZ is not formed. As
the CRZ depends on the swirl level, its periodic disruption could explain the ﬂame
extinction shown by our team in [117]. The azimuthal velocity is weakly modulated
with respect to the vertical velocity which is strongly modulated periodically (see Fig.
6.6). In consequence, the swirl number S is not only periodically diminished but also
ampliﬁed. This modulation of S can lead to diﬀerent types of vortex breakdown, since
this phenomenon depends on the swirl level imparted to the ﬂow, as is noted by Lucca-
Negro and O’Doherty [13]. The mechanism is clearly seen within the tomography views
of our air-ﬂow under forcing, where two types of vortex breakdown seem to compete
(the single spiral type and the double helix type).
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Figure 6.5: PSD of velocity signals measured by LDA at z/Dexit = 0.375 for several
radial positions along a diametrical segment. fr = 568 Hz.
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Figure 6.6: LDA velocity signals measured at z/Dexit = 0.375 synchronized with the
acoustic pressure ﬂuctuation at PAN. Left: velocity signals at r/Dexit = 0.375. Right:
velocity signals at r/Dexit = 0. fr = 568 Hz.
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6.1.2 Kinematic behavior of the air flow
6.1.2.1 Air-flow-velocity measurements
The velocity proﬁles of the air ﬂow, seeded with DEHS particles, have been obtained
from LDA measurements made at z/Dexit = 0.375 and z/Dexit = 0.75 with an acoustic
forcing. Fig. 6.7 shows the mean and RMS velocity proﬁles corresponding to the
vertical (), radial (◦) and azimuthal () velocity components, measured for the 0-
peak amplitude |P ′| of the pressure ﬂuctuations ﬁxed at 1000 Pa.
At z/Dexit = 0.375, the proﬁle of the mean vertical velocity, Umeanz exhibits a central
recirculation zone (CRZ) within a region delimited by r/Dexit ≈ ±0.15. The maximum
value, of about 35 m/s, is found near of the burner lip at r/Dexit = ±0.4. The proﬁle of
the mean azimuthal velocity, Umeanθ shows extreme values equal to 25 m/s at r/Dexit =
±0.3. The radial mean velocity, Umeanr reaches its extreme of about 7 m/s (namely 20%
of the mean vertical velocity maximum), which is not negligible, at r/Dexit = ±0.5.
The RMS vertical velocity, URMSz shows maximum values at |r/Dexit| = ±0.25. They
reach a quite high value of about 20 m/s, (namely 57% of the mean vertical velocity
maximum). The proﬁles of the azimuthal and radial RMS velocities, URMSθ and U
RMS
r ,
reach their maximum values, of about 12 m/s, on the jet axis (r/Dexit = 0). They
present two additional (little) bumps symmetrically positioned at r/Dexit = ±0.55.
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Figure 6.7: Mean (left) and RMS (right) velocities’ proﬁles of the seeded swirling air
jet made above the exit plane of the middle nozzle: Uz (vertical), Ur (radial) and Uθ
(azimuthal) for m˙air = 1.72 g/s (Ub = 28.6 ms−1) and fr = 568 Hz.
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These bumps are related to the passage of the large vortex, formed in the outer layer
of the air ﬂow (r/Dexit = ±0.55), as shown in the previous section. The positions
of the mean and RMS extremes (including the bumps) positioned outside the z-axis
move outward with increasing z (see results for z/Dexit = 0.375 and z/Dexit = 0.75).
Moreover, the mean extreme values decrease with increasing z, which corresponds to a
spreading of the jet on average while the RMS extreme values remain quite constant.
It is interesting to note that although a complex structure of the ﬂow, it persists an
axisymmetric behavior on average with a slow diverging evolution.
Hereafter, these features are compared with those presented in section 3.3.1 for cold
conditions without acoustic forcing at z/Dexit = 0.375 and z/Dexit = 0.75 (see Fig.
3.9). First, comparison concerns mean properties. With acoustics, proﬁles of all the
velocity components radially spread with increasing z more than those observed with-
out forcing. Simultaneously to the spreading, the maximums of the mean vertical and
azimuthal velocities diminish while those of the radial velocity increase (for the present
illustration, the maximums of the radial velocity are about doubled, reaching 10 m/s
instead of 5 m/s.) The radial spreading and the modiﬁcation of the maximum values
are dependent on the periodic formation of the large vortex which rolls up outwardly
and engulfs matter as it is convected downstream (see Fig. 6.1(c)). Secondly, the
comparison with and without acoustic forcing indicates that the RMS vertical velocity
largely increases with acoustics. According to this illustration, the RMS vertical veloc-
ity maximums increase from 15 m/s to 20 m/s, while the RMS radial velocity proﬁles
are practically unchanged. This is consistent with the indirect longitudinal mode in-
duced by a transverse acoustic ﬁeld at PAN as shown in [67]. While the amplitudes
of the azimuthal RMS velocity maximums are practically the same for both conﬁg-
urations, their radial positions diﬀer. Indeed, under the forcing it is situated on the
injector axis whatever z, whereas with no-forcing the maximum is laterally positioned
at r/Dexit = ±0.2 beyond z/Dexit = 0.375. The RMS velocity maximum position
modiﬁcation is interpreted as an eﬀect of acoustics on the vortex breakdown formation
and on the induced CRZ, which are periodically disrupted as was explained in section
6.1.1.2. If the basic elements of the swirling ﬂow are still persistent, new characteristics
induced by the forcing can be noted particularly impacting the Mean and RMS vertical
velocity components.
6.1.2.2 Global flow rate fluctuations
In the preceding subsections, we have visualized the jet structure by means of the
tomography views. By using the velocity signals, which are measured by LDA at the
burner exit and synchronized with the pressure ﬂuctuations recorded in the cavity (at
x/Lc = −0.48), information on the global ﬂow rate modulated by the acoustic forcing
has been calculated in the form of a spatially axial velocity averaged along the radial
direction, across a diametrical segment of 1.25Dexit, ranging from r1 = −0.625Dexit to
r2 = 0.625Dexit, at the height z/Dexit = 0.375. Its expression in a linear Cartesian
approach is reported in Eq. 6.2 while another formulation in a cylindrical approach is
written in Eq. 6.3:
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< U > (t) =
∫ r2
r1
Uz(r, t)dr
r2 − r1 (6.2)
< U > (t) =
2
∫Dexit/2
0 Uz(r, t)rdr
(Dexit/2)2
(6.3)
Velocity proﬁles for a given time t are reconstructed from LDA measurements syn-
chronized with the acoustic forcing signal. As LDA velocity are measured randomly,
the missing points are interpolated by shape-preserving piecewise cubic polynomials.
Results are shown in Fig. 6.8. The spatially averaged axial velocity, reconstructed
according to Eq. 6.2 (curve a) and Eq. 6.3 (curve c), is presented in the bottom
of Fig. 6.8. The curve (b) in Fig. 6.8 corresponds to Eq. 6.2 where negative data
corresponding to the CRZ are omitted.
The three curves evolve in phase over time. Curves (b) and (c) are quite similar
in amplitude while curve (a) is shifted towards lower values. This results from the
inﬂuence of the negative data when summing the velocities values along the radial
direction. Indeed, the inﬂuence of the CRZ on the calculation of the curve (c) is
lower than on the calculation of the curve (a) since velocities are weighted by the
distance r where the measurement is performed. This is conﬁrmed by the curve (b)
for which negative data from the CRZ are omitted. The mean value of the curve
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Figure 6.8: Top: pressure signal synchronized with the spatially averaged vertical
velocity (< U > (t)). Bottom: comparison between the < U > (t) velocity obtained
taking into account all the points in the position range from r1 = −0.625Dexit to
r2 = 0.625Dexit (line a), the velocity obtained without the velocity signals of the
CRZ (line b), and the velocity obtained by Eq. 6.3 (line c). fr = 568 Hz, without
combustion.
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(a) is U¯aver = 14.5 m/s which is consistent with the mean value of the axial velocity
proﬁle obtained by LDA (see Fig. 6.7), equal to 16.4 m/s, as was expected because
the velocities of the CRZ are included. Otherwise, whatever the chosen calculations,
< U > (t) is well modulated at fr. It is globally out-of-phase with the pressure
signal. The coupling between the pressure ﬂuctuations associated with the acoustic
mode within the chamber and the modulation of the ﬂow rate from the injector, is
called ”injector coupling” in the rocket engines literature (e.g. [58, 66]).
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Figure 6.9: (a) Spatially averaged vertical velocity ﬁltered around fr and without ﬁlter.
(b) Filtered, spatially-averaged vertical velocity and the acceleration (γ) obtained with
this signal. (c) Pressure signal synchronized with γ. fr = 568 Hz, without combustion.
From this spatially averaged velocity signal we can obtain a global acceleration signal
(γ(t)) of the ﬂow. We ﬁrst apply a band pass ﬁlter to < U > (t), between 518 and 618
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Hz. The resulting ﬁltered velocity is illustrated in Fig. 6.9(a). Then, we compute its
temporal derivative (see Fig. 6.9(b)). The phase gap between the acceleration signal
and the pressure signal is of about 70◦ (see Fig. 6.9(c)). The maximum acceleration is
reached each time the pressure is near zero and gets negative. It is during this interval
of the acoustic period that the large primary vortex is shed. As the pressure starts to
grow, the ﬂow is greatly decelerated. The ﬂow is accelerated again when the pressure
ﬂuctuation is diminishing. This phenomenon, induced by the transverse acoustic ﬁeld,
is recognized as a ”plugging” eﬀect on the ﬂow rate [67, 83, 118].
6.2 Air-flow behavior under acoustic forcing during
combustion
The laser tomography technique and velocity measurements by LDA, are applied to
the two-phase ﬂow during combustion. Two kinds of two-phase ﬂow are investigated
: one with olive oil droplets seeded into the air ﬂow, in the presence of the n-heptane
droplets. The other one where only n-heptane droplets are traced. In the ﬁrst case
tomography images are post-treated in order to keep only the seeded air-ﬂow pattern.
The characterization of n-heptane droplet dynamics, during combustion and under
acoustic forcing, will be presented in the next section.
Structures of the air flow during combustion
The evolution of the seeded air-ﬂow pattern can be obtained after identifying and
removing the fuel droplets from the high-speed horizontal tomography views recorded
during combustion (for details about this procedure see section 4.2). From each image,
all the pixels that form the seeded air pattern are taken into account in order to obtain
a signal over time (Aeff(t)). Each point of Aeff(t) gives a surface value (measured in
pixels) linked with the amount of seeded air injected, excluding the n-heptane droplets
(see Fig. 6.10(b)). A signal thus obtained is then reduced by the mean value of a signal
obtained in the same way in the case without acoustic forcing. An illustration is shown
in Fig. 6.10(a) from a series of 2000 images (recorded at the plane z/Dexit = 0.375)
with combustion and an acoustic forcing with a pressure level of about |P ′| = 2000 Pa.
The labels (1 to 4) here correspond to the rows of Fig. 6.10(b) where the left and right
column correspond to the planes z/Dexit = 0.375 and z/Dexit = 1.062 respectively.
The proﬁle of the signal obtained is like a catenary curve. In Fig. 6.10(a), as the
acoustic pressure is growing from a minimum, the values of this seeded air signal are
the lowest. At z/Dexit = 0.375, a dark zone linked to the vortex breakdown can be
recognized in the seeded air pattern in some cycles of the recorded series, like what
was observed in 6.1.1. This is associated to the presence of the double helix pattern
competing with the single spiral. This is important because it means that the swirling
air-ﬂow with combustion behaves similarly to the case without combustion.
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Figure 6.10: (a) Aeff(t) signal from views recorded in the plane z/Dexit = 0.375 at
the pressure antinode, reduced by the mean number of pixels forming the seeded air
pattern without acoustic forcing, synchronized with the pressure perturbation signal.
(b) Horizontal tomography views (recorded at 35 kfps) of the seeded air-ﬂow pattern at
four diﬀerent times during a single cycle of acoustic forcing. |P ′| = 2000 Pa, fr = 760
Hz, m˙air = 1.724 g/s, m˙fuel = 0.097 g/s, φLB = 0.85.
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6.3 N-heptane droplets behavior during combus-
tion and acoustic forcing
In this section, the fuel droplets are characterized during combustion, under acoustic
forcing and without seeding the air ﬂow. This characterization is made by means of
the laser tomography technique, applied at various z-positions, and of LDA performed
at z = 3 mm (z/Dexit = 0.375) above the injector exit.
6.3.1 Fuel droplet velocity measurements at the injector exit
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Figure 6.11: Mean (left) and RMS (right) velocity proﬁles measured by LDA at z = 3
mm from the injector exit during combustion, with acoustic forcing. m˙air = 1.724 g/s,
m˙fuel = 0.108 g/s, φLB = 0.95, fr = 765 Hz, |P ′| ≈ 2000 Pa.
The proﬁles of the Mean and RMS velocities of the n-heptane droplets (Fig. 6.11),
obtained by LDA, are characteristic of the swirling ﬂow, similar to those seen previ-
ously (see Fig. 3.22 and 6.7). The vertical mean velocity maximums are positioned at
r/Dexit = ±0.3. They reach values up to 44 m/s. In the inner region the fuel droplets
do not correctly trace the CRZ region because of their size the Stokes number char-
acterizing these droplets being about 0.9 (see Fig. 3.21(b)). The vertical mean value
at r/Dexit = 0 is ≈ 16 m/s. This value is signiﬁcantly higher than that of the case
without acoustic forcing which is ≈ 8 m/s (see Fig. 3.22). The higher value can be ex-
plained by the periodic acceleration of the ﬂow due to the forcing (the plugging eﬀect)
and also because the ﬂuctuating position of the ﬂame foot. This latter causes a faster
evaporation of fuel droplets of lower size, which could better follow the CRZ dynamics,
the remaining droplets having larger diameters and a more ballistic trajectory. The
azimuthal mean velocity extremes are positioned between r/Dexit = ±0.2 and ±0.4.
Their values of about 20 m/s are virtually the same than the values without forcing.
The radial mean velocity values grow from r/Dexit = 0 to ≈ ±0.4, then remain almost
constant until ≈ ±0.7 and then decrease. The values decrease very slowly with r here
compared to the radial mean velocity proﬁle of the case without forcing.
The vertical RMS velocity proﬁle presents two maximums positioned at r/Dexit = ±0.2.
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Figure 6.12: Pressure signal synchronized with the spatially averaged vertical velocity
(Uaver), obtained from LDA measurements on the n-heptane droplets, at z/Dexit =
0.375. m˙air = 1.724 g/s, m˙fuel = 0.108 g/s, φLB = 0.95, fr = 765 Hz.
The maximums values (≈ 16 m/s) are higher compared to the case without forcing
(≈ 12 m/s), but their position is the same. The azimuthal RMS velocity proﬁle also
presents two maximums positioned at r/Dexit = ±0.2. The position of these maximums
is the same to what we have found without forcing. Their values (≈ 12 m/s) are almost
the same. Finally, the radial RMS velocity proﬁle presents a maximum of ≈ 8 m/s
at r/Dexit = ±0.2. This value is the same to that found in the case without acoustic.
According to the mean and RMS velocity proﬁles presented, the vertical component is
globally the most aﬀected by the acoustic forcing.
6.3.1.1 Global modulation of the fuel droplets injection
In order to evaluate the modulation of the fuel droplet injection, we have calculated the
spatially averaged vertical velocity (< U >), deﬁned in Eq. 6.2, using the axial velocity
signals of the fuel droplets in the radial direction, along a segment of 1.25Dexit, passing
through the center of the injector exit, from r1 = −0.625Dexit to r2 = 0.625Dexit, at
z/Dexit = 0.375. The same treatment has been applied to the velocity signals as that
explained in section 6.1.2.2, and the pressure signal is used as as time reference. The
result shows a periodic modulation of the fuel droplets injection at the frequency fr.
The signal < U > (t) is out-of-phase with pressure (Fig. 6.12), as was in the case of
the seeded air without combustion. In order to calculate the acceleration signal (γ(t)),
the < U > signal is ﬁltered with a band pass ﬁlter, between 715 and 815 Hz. The
acceleration (γ(t)) is in phase-quadrature with the pressure, so the droplets begin to
be accelerated when pressure starts to decrease (Fig. 6.13(c)). It is worth noting that
the modulation of fuel droplets injection has the same behavior with respect to the
pressure ﬂuctuation than the air-ﬂow rate modulation seen in section 6.1.2.2.
The periodic modulation will create a periodic burst of the fuel droplets that feed
the combustion process. As a consequence, the heat release rate (HRR) will be also
modulated. Since the droplets start to be evaporated from the moment they enter into
the chamber, the evaporation time (droplet lifetime) will intervene in the phase-lag
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Figure 6.13: (a) Spatially-averaged, ﬁltered (around fr) and unﬁltered vertical velocity.
(b) Filtered spatially averaged vertical velocity and the acceleration (γ) obtained with
this signal. (c) Pressure signal synchronized with γ. m˙air = 1.724 g/s, m˙fuel = 0.108
g/s, φLB = 0.95, fr = 765 Hz.
between the pressure signal and the HRR (ϕ). It has been shown in section 3.6.2 (see
Fig. 3.26) that the spray is mostly formed by fuel droplets of small size (up to 10
µm). Considering this population of droplets within an environment of temperature
T∞ = 713 K, and using the evaporation model 2 of the section 3.6.2 we have estimated
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a droplet lifetime of about ≈ 0.32 ms. This value could be overestimated for the case
with acoustic forcing considering that the ﬂame foot periodically goes towards the
injector exit which can increments the environment temperature seen by the droplets.
To the droplet lifetime it is also necessary to add the chemical time of the fuel [119]. The
addition of these two times will give a characteristic combustion time. The combination
of the droplet injection rate modulation and the characteristic combustion time will
determine ϕ. Thus, there can exist a resulting time delay that could lead to a positive
coupling (cos(ϕ) > 0) between the acoustic pressure perturbation and the HRR.
6.3.2 Temporal and spatial structuring of n-heptane droplets
6.3.2.1 Horizontal views exploration
Visualization of the injection modulation
Here, horizontal tomography views are only formed by the n-heptane droplets. The
intersection of the fuel droplets with the laser sheet gives the eﬀective droplet ﬂow area.
For each image of the series, pixels excited by the light scattered by the droplets are
summed giving the eﬀective area value (Aeff). Even though a pixel intensity cannot
be assimilated to the signal of one droplet, the signal Aeff (t) is linked to the number of
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Figure 6.14: Droplets signal, obtained from tomography images at z = 1.5 mm
(z/Dexit = 0.187), synchronized with the pressure ﬂuctuation signal. |P ′| = 1600
Pa, fr = 760 Hz, m˙air = 1.724 g/s, m˙fuel = 0.097 g/s, φLB = 0.85.
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Figure 6.15: Reconstruction of a cycle of acoustic forcing perturbation by mean of
phase averaged images of the droplets. Images at z = 1.5 mm (z/Dexit = 0.187),
|P ′| ≈ 1600 Pa, fr = 760 Hz, m˙air = 1.724 g/s, m˙fuel = 0.097 g/s, φLB = 0.85.
droplets and it can give information on its modulation over time (see section 4.2.1). A
series of 3000 images is recorded at 35000 fps with an exposure time of 10 µs. We must
keep in mind that with the laser tomography applied to the droplets, the visualization
of droplets with a diameter equal or higher than 20 µm is favored (see section 3.6.2).
As an illustration, we plot in Fig. 6.14 the droplet signal obtained at z/Dexit = 0.187.
The modulation of the droplet number is clearly noted. The images reveal that droplets
almost occupy the total surface of the injector exit when the pressure reaches is lowest
value. But while pressure is growing, the droplets are deviated radially outward and
its number decrease. It is noted that the behavior of the signal Aeff(t) with respect to
the pressure signal is the same than that of the air-ﬂow modulation in the case without
combustion seen in section 6.1.2.2. The spatially averaged velocity < U > (t) in the
case of the air ﬂow as well as Aeff(t) both are out-of-phase with the acoustic pressure
ﬂuctuations. This means that during the time interval when the air ﬂow is accelerated
also the fuel droplets are accelerated.
The fuel droplets behavior is well reproduced over time, so it can be highlighted by
means of the class-averaged images (Fig. 6.15). As the pressure is reaching its minimum
value (0◦ on image), on average there is always a dark region in the center of the spray.
This is the hollow cone characteristic of this kind of atomizer. When the droplets
are accelerated the hollow cone diameter decreases, but when the pressure grows the
hollow cone diameter increases until the droplets seem to vanish (see image at 198◦).
These images show that the droplet injection modulation is globally out-of-phase with
the acoustic pressure perturbation and in-phase with the spatially averaged velocity
(< U > (t)) obtained with the droplets vertical velocity signals (section 6.3.1.1).
Dynamics of the injection at several z-positions
The proﬁle of the droplet signal is like a saw wave, that sharply rises and smoothly
decreases. One can wonder why the signal proﬁle is not like the catenary, as was seen
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for the seeded air with combustion. A reason could be that the position of this signal
is far away from the ﬂame foot. Moving downstream the signal proﬁle is still more like
the saw wave, even though the decreasing time interval is shorter with increasing z (see
Fig. 6.16). This is due to the fact that the fuel droplets visualized do not evaporate
fast enough to cause the sudden decrease of Aeff (t) periodically observed in the case of
the seeded air with combustion. It was seen in section 3.6.2.1 that the visualized fuel
droplets belong to a population with a diameter size greater than 20 µm, so they need
to travel a longer distance to be totally evaporated. With the evaporation model 2,
and considering the fuel droplets within an environment of temperature T∞ = 713 K,
the evaporation distance estimation gives about 40 mm . This distance can be lower
if we consider that with acoustic forcing the ﬂame foot periodically go towards the
injector exit, which can impose upon the droplets a higher environment temperature
than T∞ = 713 K, but it will remain higher than 8.5 mm (z/Dexit = 1.062)(see Fig.
3.30(b)).
Transportation velocity and spatial structure of the spray
Another important issue is that the signals of droplets shown in Fig. 6.16 for dif-
ferent z-positions are not in-phase. There is a time delay between their maximums,
corresponding to the time needed to information to be transported downstream. The
velocity associated to this time delay is calculated by using the distance between two
horizontal tomography planes, and the time delay between two maximums identiﬁed
in each signal obtained in the considered planes. It is found a transportation velocity
of about 30 ± 1 m/s. This is a convective velocity 5% higher than the air-ﬂow bulk
velocity (Ub = 28.6 m/s).
We remember that, in the case of the seeded air without combustion, the perturba-
tion created by the acoustic forcing (fr = 550 Hz) is transported with a convection
velocity (≈ 15 m/s) where the large vortex passage is implicated, since this velocity
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Figure 6.16: Droplets signal, obtained from tomography images at various z positions
from 1.5 to 8.5 mm (z/Dexit = 0.187 to z/Dexit = 1.062), showing a phase lag between
signals. |P ′| ≈ 1600 Pa, fr = 760 Hz, m˙air = 1.724 g/s, m˙fuel = 0.097 g/s, φLB = 0.85.
Droplets signals are shifted of 30 kpixels.
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corresponds also to Uc,z, the vortex convection velocity. We are going to see next that
with combustion, when the air ﬂow is seeded, it is still possible to roughly follow the
vortex convection and to estimate a convection velocity. We anticipate that it has been
found a velocity Uc,z ≈ 18 m/s. This is a velocity value not so far from that of the
case without combustion. Thus, it is expected that the large vortex passage will be
implicated in the perturbation transportation in the air ﬂow with combustion. While
the perturbation in the air-ﬂow is transported at a velocity directly linked to the vortex
passage, this is not the case for the droplets visualized here at diﬀerent z-positions.
This could be explained by classifying the fuel droplets into three groups according to
the droplet size: droplets with a size small enough such that they are rapidly evapo-
rated; those becoming small enough to be rolled up by the large vortex; ﬁnally those
with a suﬃciently large size such that they are only deviated from their trajectory and
follow a rather ballistic trajectory. The droplets visualized in the tomography views
rather belong to the third group. Thus, the perturbed air-ﬂow aﬀects diﬀerently the
droplets depending on their size.
It was seen that, due to the modulation mechanism during the acoustic forcing, there
are periodic bursts of droplets that will modify the spray spatial structure and its
evaporation process with respect to the case without forcing. We intend to globally
quantify this modiﬁcation by calculating a distribution of the droplets number density.
The calculation is made as described in section 4.2. In Fig. 6.17(a) and 6.17(b), we
present an illustration of the density signal at various z-positions, and the correspond-
ing sliding-averaged values, calculated with a moving window of 5 cycles width and by
applying an overlapping of 50%.
Without acoustic forcing we note that at the injector exit and up to z = 5 mm
(z/Dexit = 0.625), the averaged droplet number densities have virtually the same
values, varying slightly around 0.3 (Fig. 6.17(c)). At the position z = 8.5 mm
(z/Dexit = 1.0625), the averaged density value drops down to 0.2. This may be as-
cribed to the expansion of the radial droplet positions and an increase of the droplet
dispersion, rather than the evaporation of the visualized droplets.
With acoustic forcing, we highlight a modiﬁcation of the averaged droplet number
density distribution along the z-positions (Fig. 6.17(d)). The averaged density reg-
ularly decreases downstream. From z = 1.5 mm (z/Dexit = 0.1875) to z = 8.5 mm
(z/Dexit = 1.0625), the values at every z-position are lower than those obtained without
acoustic forcing. This indicates a regular increase of the droplets dispersion ﬂuctua-
tions, called δr and deﬁned in section 4.2.3 as the deviation from the mid radius of the
droplet spatial distribution (rmidd ). The regular increase of δr is veriﬁed in Fig. 6.19
(see the left column). This increase can be explained by the passage of the primary
vortex that deviates fuel droplets from their initial trajectories.
In Fig. 6.18, we plot over time the mid radius of the droplet spatial distribution (rmidd )
deﬁned in section 4.2.3 and in Fig. 6.19, along with the droplet position dispersion
(δr), the evolution of the number of pixels linked with the number of droplets. By
using the horizontal high speed tomography views, the evolution over time of these
quantities has been computed within a rectangular region deﬁned in each image of a
series. The region extends on the acoustic axis direction, on the left and right sides of
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Figure 6.17: Signals of the droplets density and its sliding-averaged value, calculated
from the horizontal tomography images at z = 1.5 mm (z/Dexit = 0.1875), without
(a) and with (b) acoustic forcing. The sliding-averaged values calculated at various z
positions from 1.5 to 8.5 mm, without (c) and with (d) acoustic forcing. |P ′| ≈ 1600
Pa, fr = 760 Hz, m˙air = 1.724 g/s, m˙fuel = 0.097 g/s, φLB = 0.85.
the injector axis (see section 4.2). The zero values in the plots of Fig. 6.18 belong to
points where no droplet was detected in the region where calculation was made. These
points are also zero in the plots linked with the number of pixels, and they are not
accounted for in the dispersion calculation. It is noted that rmidd and the number of
pixels ﬂuctuate periodically at fr, the acoustic forcing frequency. With z-positions, the
amplitude of the ﬂuctuation of rmidd grows with z-positions (Fig. 6.18). Moreover, by
comparing the left and right sides at a given z-position, this quantity evolves globally
in phase and shows the same ﬂuctuations. It is seen that the ﬂuctuations of the number
of pixels does not change signiﬁcantly along the considered z-positions (see Fig. 6.19
right column (a) to (d)). The diﬀerence in the number of pixels between the left and
right side can be attributed to the asymmetries of the droplets injection inherent to
the atomizer.
6.3.2.2 Vertical views exploration
In order to complete the analysis of the two-phase ﬂow behavior, we have recorded a
series of vertical tomography views of the n-heptane droplets, either with the air-ﬂow
seeding with olive oil particles or not. Because the intensity of the light scattered by the
fuel droplets is higher than the intensity of the light scattered by the seeding particles,
it is now more diﬃcult to trace the seeded air structures than it was made previously
without combustion. The camera parameters have been chosen (the exposure time is
equal to 40 µs, and the camera speed is 20 kfps) here in order to get a satisfactory
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Figure 6.18: Evolution of the mid radius of the droplet spatial distribution (rmidd )
calculated from horizontal tomography views (for droplets size > 20 µm). Pressure-
perturbation amplitude measured by M1: |P ′| ≈ 1600. Central injector at the PAN
basin of inﬂuence. fr = 760 Hz, m˙air = 1.724 g/s, m˙fuel = 0.097 g/s , φLB = 0.85.
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Figure 6.19: Evolution of the fuel droplets dispersion, δr (left column) and the number
of pixels (right column) linked with the number of droplets, calculated from horizontal
tomography views (for droplets size > 20 µm). Pressure-perturbation amplitude mea-
sured by M1: |P ′| ≈ 1600. Central injector at the PAN basin of inﬂuence. fr = 760
Hz, m˙air = 1.724 g/s, m˙fuel = 0.097 g/s , φLB = 0.85.
136
6.3. N-heptane droplets behavior during combustion and acoustic forcing
Figure 6.20: Class-averaged images at four times of the acoustic forcing cycle, obtained
from vertical tomography views of the seed-air ﬂow and n-heptane droplets during com-
bustion: n-heptane droplets and seeded air-ﬂow (left), droplets mid positions (right).
(1) seeded air; (2) vortex ring; (3) the biggest droplets do not follow the seeded air; (4)
injection angle of the droplets, calculated at z/Dexit = 0.4. |P ′| ≈ 2200, fr = 785 Hz,
m˙air = 1.724 g/s, m˙fuel = 0.097 g/s , φLB = 0.85
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Figure 6.21: (a) Pressure perturbation signal corresponding to the central PAN. (b)
Droplets mid-position lines at several times of a cycle of the acoustic forcing. The
central injector is positioned at PAN. fr = 785 Hz, m˙air = 1.724 g/s, m˙fuel = 0.097
g/s , φLB = 0.85.
visualization of both, the seeded air and n-heptane droplets. By recording a series of
2000 tomography images of the n-heptane droplets and seeded air, it is possible to
reconstruct a full cycle of the acoustic forcing, calculating 50 class-averaged images as
shown in Fig. 6.20. The procedure to obtain a class-averaged image is explained in
section 4.1. With this procedure the visualization of the averaged image post-treatment
motion of the seeded air (Fig. 6.20 left) is quite improved. In particular, the primary
vortex formation can be highlighted (see the label 2 in Fig. 6.20 left). As the vortex
is formed and starts to be convected downstream, fuel droplets and seeded air both
evolve almost superimposed upstream the position of the large vortex (see images at
t/Tcycle = 1/50 and t/Tcycle = 13/50). In the region occupied by the large vortex, the
droplets are deviated from their trajectories. In the image at t/Tcycle = 25/50, it is
noted that the cloud of fuel droplets (indicated by the label 3) is no longer superimposed
with that of the seeded air (indicated by the label 1) which path is quite straightened
compared to that of the droplets.
Mid values of the droplet’s radial positions are extracted from both sides of the injector
axis, by detecting the ﬁrst and the last droplet in each row of the region of interest,
forming the skeleton of the spray (see section 4.3) in every images of a series. A full
cycle is reconstructed at the acoustic forcing frequency using 50 class-averaged images
(Fig. 6.20 right) in order to enhance the visualization of the droplets motion during the
acoustic forcing. Finally, a polynomial ﬁt of these mid positions is computed for the
left and right sides respectively. They are reported in Fig. 6.21(b). These ﬁts give a
simpliﬁed representation of the droplets positions along one cycle of acoustic excitation.
In Fig. 6.21(a) is reproduced the pressure signal simultaneously measured with the
series of images, which serves as a time base function for the cycle reconstruction.
The mid lines show that it is at the very exit of the injector that the pressure perturba-
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Figure 6.22: Evolution of the angle of injection formed by the n-heptane droplets at
the left and right side of the injector, in vertical tomography views of the n-heptane
droplets, at the injector exit: (a) Pressure amplitude |P ′| ≈ 1800 Pa, and (b) |P ′| ≈
2200. fr = 785 Hz, m˙air = 1.724 g/s, m˙fuel = 0.097 g/s, φLB = 0.85.
tion impacts the injection, and then this information is propagated downstream. The
lower ends of the lines corresponding to times t/Tcycle = 6/50 and t/Tcycle = 12/50,
are moving radially outwards when the pressure grows. Just after that, as the pressure
starts to decrease, the lower ends of the lines start to be straightened. The lower end
of the line corresponding to time t/Tcycle = 49/50, is straightened when the pressure
value is low. As the acoustic perturbation at PAN is axisymmetric, there is an induced
longitudinal perturbation propagating in an axisymmetric way [38]. Nevertheless, we
note that there is a slight phase shift between the line wrinkles on the left and on the
right side (take for example the lines t/Tcycle = 12/50 or t/Tcycle = 49/50). This is
caused by the asymmetry introduced by the swirling ﬂow that tilts the vortex ring (see
section 6.1.1), which aﬀects the droplet emission path, causing the mentioned phase
shift of line wrinkles.
Moreover, by using the instantaneous views of the spray skeleton, we have estimated
an injection angle of the droplets, at the injector exit, on the left and right sides of
its axis. This extraction was made for two levels of the pressure amplitude. Fig. 6.22
shows the results for |P ′| ≈ 1800 Pa (case (a)) and |P ′| ≈ 2200 Pa (case (b)). The
injection angle values characterizing the left and right sides evolve well in phase as
expected, since the acoustic perturbation is symmetrical. Moreover, the modulation of
the injection angle is out-of-phase with the acoustic pressure oscillations. While the
injection angle without acoustic forcing is 66◦±2◦, here we observe that the maximum
values of the injection angle reach 90◦ in both cases whereas the minimum values seem
to be diﬀerent. Indeed, in case (a), the value decreases down to 40◦, and seldom goes
below this limit. In case (b) the injection angle always decreases below 40◦ and can go
as low as 30◦.
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6.4 Flame behavior at PAN
In this section is analyzed the coupling between combustion intensity which is linked to
heat release rate (HRR) ﬂuctuations (described by OH* or CH* emissions) and pressure
ﬂuctuations within the chamber at the ﬂame location. An eﬀective coupling is obtained
if the Rayleigh criterion is satisﬁed, this is when the phase gap between pressure and
HRR harmonic oscillations is −pi/2 ≤ ϕ ≤ pi/2. If this condition is met thermoacoustic
instabilities could be driven. It has been shown that global HRR evaluated from OH*
and CH* chemiluminescence agrees very well in the case of laminar and turbulence
premixed ﬂames [120]. In spray ﬂames, OH* can be safely used while CH* emissions
can be also used to describe the HRR behavior over time providing that we do not
have sooty ﬂames [74].
For the study presented the ﬂame issued from the central injector is positioned at
the center of the cavity bottom plate, which corresponds to the pressure antinode
(PAN) location of the transverse mode. For the acoustic pressure amplitude reached
here the ﬂame never blows out. The maximum of |P ′|x,y,z measured by microphone
M1 at x/Lc = 0, y/e = 0.5, z/hc = 0.025, is approximately 2200 Pa with resonant
frequencies (fr) in the range 760-780 Hz, for the results presented in this part. The
results essentially focus on the dynamics of the central ﬂame.
6.4.1 Analysis of the flame emission signals
Figure 6.23(a) shows the signal I ′OH∗(t) and the acoustic pressure P
′(t) simultaneously
recorded by PM and by the microphone M1 respectively (see Fig. 2.5). It is noted
that the mean quantity I¯ ′OH∗ , calculated over a period of the recorded signal under
acoustic forcing, is systematically lower than I¯ ′
o
OH∗ obtained without forcing (for the
present illustration, I¯ ′OH∗ =1.81(u.a.) while I¯ ′
o
OH∗ = 2.14(u.a.)). This characteristic
was already noted for a single premixed ﬂame placed in an ambient temperature en-
vironment and perturbed by a transverse standing wave [67], but also for premixed
ﬂames self-excited by transverse modes of an annular chamber [94]. This phenomenon
truly appears as an objective feature caused by acoustics. One may think that dilution
of fresh gases by hot gases, is enhanced by acoustics, which decreases OH∗ emission
intensity. As expected, the PSD of I ′OH∗(t) shows a well pronounced frequency peak at
the forcing frequency, which coincides with that of the PSD of P ′(t) (see Fig. 6.23(c)).
In order to describe the ﬂame dynamics, ﬁrst is studied the behavior of the mean
OH∗ emission over time by using a sliding averaged value (< IOH∗ > (t)) over the
entire forcing duration (∼ 3880 cycles). In the example presented here, < IOH∗ > is
evaluated from 38 successive cycles with an overlap of 50%. While I¯ ′OH∗ is 1.81 (a.u.),
< IOH∗ > (t) evolves from 1.45 (a.u.) to 2 (a.u.) (see Fig. 6.23(a)). Second, the
evolution of the frequency response of the ﬂame is analyzed by performing a Short
Time Fourier Transform (STFT) of I ′OH∗(t). This calculation allows to add a temporal
component to the classical PSD calculations, by dividing the entire ﬂame emission
signal in signals of short duration. Here, each short signal corresponds to 50 cycles
of forcing with an overlap of 50%. It is thus possible to analyze the response of the
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Figure 6.23: (a) Acoustic pressure signal P ′(t) from microphone M1 at x/Lc = 0,
y/e = 0.5, z/hc = 0.025 and OH∗ emission intensity signal I ′OH∗(t) recorded by a PM.
(b) I ′OH∗(t), its sliding-averaged value < IOH∗ > (t) and STFT vs. time. (c) PSDs
of P ′(t) and I ′OH∗(t). (d)sliding OH
∗ PSD-intensity at 760 ± 1 Hz vs. < IOH∗ > (t)
during entire forcing. (e) Phase lag between P ′(t) recorded by M1 and I ′OH∗(t) during
entire forcing. |P ′| ≈ 1600 Pa, fr = 760 Hz, m˙air = 1.724 g/s, m˙fuel = 0.108 g/s,
φLB = 0.95.
ﬂame over time. Fig. 6.23(b) illustrates a result that shows the ﬂame response well-
established at fr. But, some variations in the main peak intensity of the PSDs obtained
from the STFT are noted. In particular some dips occur, which are associated with
low values of < IOH∗ > (t) (see for example time intervals delimited by the vertical
dashed lines in the Fig. 6.23(b)) while conversely, peaks of < IOH∗ > (t) are associated
with strong PSD-intensity values.
In order to verify such a link between intensity peaks and < IOH∗ > (t), a systematic
characterization of the overall signal was made. To that end, OH* PSD-Intensities
extracted at fr from the STFT calculation, are compared against < IOH∗ > (t). Data
reported in Fig. 6.23(d) show that the weak spectral eﬃciency (low OH∗ PSD Intensity
in the bandwidth 760±1 of the forcing) is linked to low averaged intensity < IOH∗ > (t).
In particular most of dips are associated to values of < IOH∗ > (t) lower than 1.8
(a.u.). A global trend is extracted from the data, highlighting that OH* PSD-Intensity
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Figure 6.24: (a) I ′CH∗(t) signal and its sliding-averaged value < ICH∗ > (t). (b) PSDs
of P ′(t) and I ′CH∗(t). (c) STFT vs. time. (d) Phase lag between P
′(t) recorded by M1
and I ′CH∗(t) during 1395 cycles of the acoustic forcing. |P ′| ≈ 1600 Pa, fr = 775 Hz,
m˙air = 1.724 g/s, m˙fuel = 0.097 g/s, φ = 0.85.
increases as < IOH∗ > (t) increases3
YOH∗−PSD = 4 · 10−8e(4.9<IOH∗>) (6.4)
The ﬂames have dimensions small enough to be considered as compact, relatively to
acoustics, at least to the main order. Taking this into consideration, data were pro-
cessed to obtain the relative phase (ϕ) at the forcing frequency between the acoustic
pressure (P ′(t)) measured at PAN and I ′OH∗(t). This quantity is essential, since it gives
access to the global Rayleigh criterion which indicates if instabilities could be ampli-
ﬁed. An evaluation was made from each 38 successive cycles (50 ms), with an overlap
of 50%, of the entire signals. Fig. 6.23(e) shows the evolution of ϕ over ∼ 3040 cycles
(4000 ms). The extracted mean value and deviation lead to an averaged phase lag ϕ
in radians equal to (0.57± 0.09) pi.
The same analysis has been conducted for ﬂame CH* emissions signals (I ′CH∗(t))
recorded by PM. It is noted that its mean signal value is lower than its mean value
without acoustic forcing, as it was observed for OH* emissions. The temporal evolution
of this signal shows same characteristics as OH* emissions: the variations of the sliding
averaged value (< ICH∗ > (t)) are also linked to the dips noted in the STFT calcu-
3Data has been fitted by means of an exponential curve presented in Eq. 6.4. This fitting is not
based on the least-squares method, but the fitting curve was defined in order to well represents the
cloud of intensity points.
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lation; the CH* emission response is well established at fr. The results are presented
in Fig. 6.24. The ϕ evolution leads to an averaged value equal to that obtained with
OH*, but with a relatively smaller dispersion of ±0.05 pi (see Fig. 6.24(d)).
For these illustrations at fr = 760 Hz, based on the measurements of both radicals and
according to Rayleigh criterion, the coupling between ﬂame OH*/CH* emissions and
pressure ﬂuctuations is at the limit to be positive and to amplify an instability. The
description of the HRR behavior made either by OH* or CH* chemiluminescence leads
to the same conclusion.
6.4.2 Relationship between combustion intensity and pressure
fluctuations
As veriﬁed in the latter section, it is possible to describe HRR ﬂuctuations by the
spray ﬂame CH* chemiluminescence emissions. The transfer function between the
ﬂame response and acoustic pressure ﬂuctuations is obtained from the CH* emission
recorded by PM and the acoustic pressure measured by M1 (see Fig. 2.14(b)).
Several measurements have been carried out as a function of the acoustic forcing level.
The measurements begin with the cavity free of acoustic forcing and subsequently the
acoustic forcing is applied with levels upto Prms = 1500 Pa, where Prms is the Root
Mean Square (RMS) value of the pressure perturbation amplitude. The ImeanCH∗ quantity
is the mean value calculated over each signal recorded during 1.3 s (1000 cycles at
fr = 780 Hz). The IrmsCH∗ quantity is the RMS amplitude calculated for fr using the
Matlab’s pwelch signal processing tool (see explanation in [121]).
As highlighted in section 6.4.1, the mean value of the ﬂame CH* emission decreases
with forcing with respect to the case without forcing. This is shown in Fig. 6.25(a)
for ImeanCH∗ vs. Prms. We can distinguish three distinct parts in the curve. Initially the
curve stays nearly constant with Prms upto a value of about 200 Pa. Beyond this point
the curve exhibits a strong decay upto Prms = 600 Pa after which only a mild decay is
noted.
On the other hand, data plotted in Fig. 6.25(b) show that IrmsCH∗ values grow linearly
with Prms until they saturate. Then, when the Prms value is close to 600 Pa, the values
of IrmsCH∗ begin to decrease, even if the amplitude of the pressure ﬂuctuations continues
to grow. Within this part of the plot, from Prms = 600 Pa upto the end, one can note
a growth in the spread of the data. This feature is not present in the ImeanCH∗ behavior.
Fig. 6.25(c) plots the normalized quantity IrmsCH∗/I
mean
CH∗ versus pressure ﬂuctuations
Prms. The results show a linear increase with respect to Prms until Prms = 600 Pa. Sub-
sequently, the normalized RMS amplitude saturates showing scattered values within a
range delimited by 0.05 ≤ IrmsCH∗/ImeanCH∗ < 0.15. This scattering is due to the behavior
of IrmsCH∗ values, already noted in Fig. 6.25(b). Thus, it is found that Prms = 600 Pa
corresponds to a value at which the ﬂame response saturates. This value is then called
Psat and is used in order to normalize pressure ﬂuctuations.
The nonlinear saturation of the heat release rate is a phenomenon commonly encoun-
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Figure 6.25: Evolution of ImeanCH∗ (a) and I
rms
CH∗ (b) as a function of Prms, the RMS value of
the acoustic pressure ﬂuctuation measured within the chamber by M1. (c) Relationship
between Prms and IrmsCH∗/I
mean
CH∗ , the normalized amplitude of the RMS value of the CH*
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, φLB = 0.85.
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β = 11.7 · 10−2, k = 1.728 · 10−2.
tered and well documented in the literature in the case of premixed ﬂames subjected
to velocity and pressure perturbations (e.g. [69,72,120,122–127]). Noiray et al. in [63]
propose to model this nonlinearity by a third order term that we write as:
Q˙
′
¯˙Q
= F (Prms) = β
Prms
Psat
− k
(
Prms
Psat
)3
(6.5)
where Q˙′/ ¯˙Q is the ﬂuctuating heat release rate normalized by its time-averaged value,
β is the source term and k represents the nonlinear coupling between the heat release
rate and the acoustic ﬁeld. We show in Fig. 6.26 that the experimental measurements
are adequately approximated by this model. The model matches very well during the
ﬂame response growth, and gives the good trend in the zone of data scattering. The
reason for this scattering has not yet been clariﬁed. These results suggest that the
saturation of the ﬂame response, in the case of spray ﬂames, can be well approached
by a third order term model, as has been done in [63] for a turbulent premixed ﬂame.
The possible mechanism that can explain the saturation in the response of the ﬂame
will be discussed in section 7.4.
6.4.3 Flame front motion
Following the ﬂame front motion with a high-speed camera brings to light important
features. Images are captured at 6120 fps with a Phantom V10 camera, exposure time
of 160 µs and a recording duration of 163.4 ms. Thus, the duration of the series is long
enough to give pertinent information. The PSD of the OH* emission signal, obtained
from 1000 images recorded at 6120 fps, is consistent with the signal recorded by the
PM. In Fig. 6.27(a), the peaks of fr on the PSD of both signals obtained from PM
and from images are clearly noted. A complete cycle showing the ﬂame perturbation
has been reconstructed by using 24 class-averaged images (the class-averaging method
is deﬁned in section 4.1).
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Figure 6.27: (a) PSDs of pressure ﬂuctuations registered by M121 and of OH∗ intensity
ﬂuctuations from images recorded by a high-speed camera. (b) Phase-averaged images
of middle ﬂame OH∗ emissions during a full cycle of the acoustic forcing. |P ′| ≈ 1600
Pa, fr = 776 Hz, m˙air = 1.724 g/s, m˙fuel = 0.108 g/s , φLB = 0.95.
An axial modulation of the front is clearly visible, while the averaged position of the
ﬂame bottom extremity in these images seems to be almost constant over the cycle
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Figure 6.28: (a) Evolution of the axial position (r/Dexit) of the left and right branches
of the ﬂame foot. (b) Evolution of the vertical position (z/Dexit) of the left and right
branches of the ﬂame foot. (c) Pressure signal synchronized with the phase-averaged
positions evolution. fr = 775 Hz, m˙air = 1.724 g/s, m˙fuel = 0.097 g/s, φLB = 0.85.
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(Fig. 6.27(b)). Using ten phase-averaged images of the ﬂame front CH* emissions,
averaged over 100 images, obtained at the positions of the pressure perturbation cycle
(labeled from 1 to 10) shown in Fig. 6.28(c), we can roughly follow the position of the
left and right sides of the ﬂame foot. Deﬁning a threshold value of the intensity level
in these images, over a level considered as noise, it is possible to identify the ﬂame
foot sides. It is diﬃcult to say if the radial position evolution during a perturbation
cycle is really correlated with the acoustic forcing (Fig. 6.28(a)). However, the axial
position of the ﬂame foot seems to slightly evolve with the acoustic perturbation. In
Fig. 6.28(b), when the pressure amplitude grows, the ﬂame foot sides move away
from the injector exit until z/Dexit = 0.6, since the reactive ﬂow rate entering into
the chamber decreases. As the pressure amplitude decreases, the ﬂame foot sides go
upstream to the injector until a value slightly lower than z/Dexit = 0.4, This is due
to the increase of the reactive ﬂow rate that enters into the chamber. It was shown
in section 3.5.2.2 that, without acoustic forcing and with the ﬂame foot stabilized on
average close to z/Dexit = 1, the temperature within the reactive ﬂow near to injector
axis at z/Dexit = 0.625, is equal to ≈ 64◦C. With forcing, the ﬂame foot position
ﬂuctuates lower than z/Dexit = 0.625 (between z/Dexit = 0.6 and z/Dexit = 0.4). This
may periodically modulate the temperatures in the region close to the nozzle exit.
Figure 6.29: DMD of the OH∗ emission intensity (false color) at the acoustic forcing
frequency. fr = 776 Hz, m˙air = 1.724 g/s, m˙fuel = 0.108 g/s , φLB = 0.95.
Dynamic Mode Decomposition (DMD) [128] was performed by using 101 images from
the series of high-speed images of the three ﬂame fronts during the forcing. In Fig.
6.29 the decomposition conﬁrms the axial periodic modulation of the OH*-intensity
of the middle ﬂame while ﬂame on the left side shows a less pure axial behavior. On
the left ﬂame the inﬂuence of the pressure gradient and of the non-negligible acoustic
velocity ﬂuctuations starts to be well noticeable. This behavioral response is studied
in section 7.3.1.
In addition, in order to assess the pertinence of the ﬂame ”global emission” assumption,
the OH* emission intensity has been computed over time for the middle ﬂame images of
the series at high-speed acquisition, in four horizontal bands of 10 mm height, starting
at z = 0 mm (Fig. 6.30(a)). The resulting intensities are divided by the size of the
147
Chapter 6. Study at the pressure antinode (PAN)
 20 mm
 30 mm
(a)
t/Tcyc
I O
H
*
 
(a.
u
.
)
O
H
*
 
in
te
n
s
ity
 
(a.
u
.
)
0 2 4 6 8 10 120
1
2
3
4
5
6
7
0
10000
20000
30000
40000
50000
60000 z= 40-50 mm
z= 30-40 mm
z= 20-30 mm
z= 10-20 mm
(b)
Figure 6.30: (a) Zones delimiting each band (image by a high-speed camera) and (b)
OH∗ emission signals of each bands shifted of 15k, 30k and 45k a.u beginning with
the 20-30 mm band. In red the PM signal I ′OH∗(t). fr = 765 Hz, m˙air = 1.724 g/s,
m˙fuel = 0.108 g/s , φLB = 0.95.
band (in pixels) in which they are computed. The signal s0 coming from the zone of
the ﬂame foot position (0-10 mm) is very weak, remaining almost constant relatively
to the other signals. The intensity density signals si coming from each band, starting
from region 10-20 mm, are presented against time in Fig. 6.30(b) along with the PM
signal. For the sake of clarity, except signal s1 corresponding to the zone 10-20 mm,
the three next signals are successively incremented by 15k (a.u.) from signal s2 to s4.
The lower zone (10-20 mm) has a weaker mean intensity than the others, which have
almost the same intensity level. The signals of the diﬀerent zones do not oscillate in-
phase. A phase-lag (τ), expressed in time units, can be estimated between consecutive
maximums of signals of diﬀerent zones. It has been veriﬁed that this phase-lag is almost
the same between two consecutive zones. The PM signal I ′OH∗(t) (in red) corresponding
to the global emission of the ﬂame is included in Fig. 6.30(b). Its phase is closer to
the phase of the signal from the zone 20-30 mm than the phase of the others signals.
By using τ and the distance between the center of two zones (∆z) it is possible to
calculate:
Uw =
∆z
τ
(6.6)
which is the speed of the propagation of the scalar information, in this case the intensity
of the ﬂame emission. The value obtained is Uw = 27.5 m/s which is nearly equal to
≈ Ub, the bulk velocity at the injector exit. This propagation is also illustrated in
Fig. 6.31 by means of iso-intensity lines extracted from the class-averaged images of
OH* emissions. These iso-lines reveal an axisymmetric region delimited by the higher
iso-intensity line propagating downstream. To estimate its propagation speed, one may
take the center of the region delimited by the higher iso-intensity line, and measure
its displacement ∆z between two images with time delay τ . By applying Eq. 6.6, is
obtained a speed value approximately equal to Ub = 28.6 m/s. These results conﬁrm
the convective nature of the perturbation propagation. The propagation velocity of
this perturbation is the bulk velocity (Ub).
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180
Figure 6.31: OH∗ emission iso-intensity lines extracted from images. |P ′| ≈ 1600 Pa,
fr = 776 Hz, m˙air = 1.724 g/s, m˙fuel = 0.108 g/s , φLB = 0.95.
6.5 Elements for the Flame Describing Functions
In this section we show ﬂame transfer functions from measurements of ﬂame chemilu-
minescence emissions and velocity and pressure ﬂuctuations both in the air plenum and
within the combustion chamber, and their link in the case of our downstream transverse
acoustic forcing. The Flame Describing Function (FDF) deﬁnes a ﬂame transfer func-
tion which depends upon both the input frequency and perturbation amplitude. The
FDF based on the velocity perturbation (u′), and on the acoustic pressure ﬂuctuations
(p′) are respectively deﬁned by:
Fu(ωr, u
′
u¯
) =
Q˙
′
¯˙Q
/
u′
u¯
(6.7)
Fp(ωr, p
′
p¯
) =
Q˙
′
¯˙Q
/
p′
p¯
(6.8)
FDFs have been measured by Prieur [1] in a range of forcing frequencies from 100 Hz to
900 Hz for a spray ﬂame stabilized in a round tube serving as a combustion chamber,
called SICCA-SPRAY. There the burner (nozzle, swirler, air distributor, atomizer) was
identical, but the air plenum diﬀered from the present one. The spray ﬂame, positioned
within the cylindrical combustion chamber, was subjected to an upstream longitudinal
acoustic forcing. p′ was measured in the cylindrical chamber at the burner exit and the
velocity perturbation, u′, upstream in the air plenum. In the case of the FDF model
deﬁned by Eq. 6.7, author corrected the phase diagram of this FDF in order to account
for the role of the injector on the stability. Making this, it is as if he used an equivalent
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Figure 6.32: Sketch of the setup of the hot wire and a microphone (Mp) inside the
plenum.
velocity signal situated at the burner exit, thus introducing the acoustic response of
the system (see [129]). So he added a measured injector admittance (δ) that shifted
their FDF phase diagram. Prieur found that δ was quite constant with the frequency,
having a value close to −pi/2. Thus, he has calculated potentially unstable bands from
where it is possible to obtain the frequency boundaries of potential unstable modes.
The ﬁnal calculation of the eﬀective FDF shows the stable and unstable regions of the
response of the system (Fig. 6.33).
Prieur found that the frequency of the self-sustained instability mode of their annular
chamber was well predicted. However, the gain was relatively low at this frequency.
It was expected that the mutual ﬂame interactions, an aspect not considered in the
calculation, might modify the FDF gain plot.
Using the model deﬁned by Eq. 6.8 same author has determined the FDF presented
in Fig. 6.34. He recovered a phase diagram of the FDF constant over most of the
frequency range considered. The phase value was nearly equal to pi/2. The gain of
this FDF has a diﬀerent shape with respect to the gain of Fig. 6.33. It decreased with
frequency and no peak could be detected. This FDF did not predict the self-sustained
instability of the annular chamber. As a consequence, authors concluded that p′,
measured in the chamber, is an incorrect input parameter for the FDF in the case of a
longitudinal forcing. This is true here in particular because they imposed an upstream
longitudinal forcing, but due to pressure drop caused by acoustic losses, the p′ measured
in the cylindrical chamber corresponds rather to the combustion noise induced by the
ﬂame. Gaudron et al. [129] shows that is with a downstream forcing where the FDF
determined by using the pressure signal in the chamber near of the burner exit can
be directly linked with the FDF based on pressure or velocity ﬂuctuations measured
upstream of the burner exit since acoustic pressure drop can be neglected. The link
between these two latter FDF is made simply through the acoustic impedance at the
velocity measurement position (see also [78]).
In our work, we have calculated the two FDF as a function of the amplitude of pres-
sure perturbations |P ′| from measurements performed at the angular resonant fre-
quency (ωr) and we have used the ratio I ′CH∗/I¯ ′CH∗ in order to represent Q˙
′
/ ¯˙Q. In
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Figure 6.33: Top: Phase of the FDF corrected with the burner admittance coupled
with the instability band in grey. Bottom: Gain and deduced position of the instability
bands. Reproduced from [1].
Figure 6.34: Phase (top) and Gain (bottom) of the FDF based on the acoustic pressure
ﬂuctuation within the cylindrical chamber. Reproduced from [1].
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the case of the FDF deﬁned in Eq. 6.7, the velocity ﬂuctuations (u′) are measured by
a hot-wire installed at 45 mm upstream from the nozzle exit in the air plenum (see
Fig. 6.32). For the FDF deﬁned in Eq. 6.8, the pressure ﬂuctuations are measured
within the combustion chamber at the exit of the central injector by microphone M1
at (x/Lc, y/e, z/hc) = (0; 0.5; 0.025) and is posed p′ = |P ′| to conserve the nomen-
clature in the FDF deﬁnition. A FDF also based on pressure ﬂuctuations has been
determined, this time by using measurements performed by the microphone Mp inside
the air plenum, at 45 mm from the nozzle exit (Fig. 6.32). In the case of FDF based
on pressure ﬂuctuations, we have replaced p¯ by
√
2Psat as the forcing pressure signal is
sinusoidal. Psat is the value found in section 6.4.2.
The amplitude of the pressure ﬂuctuations within the cavity has been progressively
varied within the range [100− 2100] Pa. By applying Eq. 6.8 with M1 measurements,
we ﬁnd that the gain, GI′CH∗/p′ , increases with the amplitude of the pressure ﬂuctuations
upto a value GI′
CH∗
/p′ ≈ 0.2 for a pressure amplitude of about 750 Pa (Fig. 6.35(a)).
From this |P ′| value, GI′CH∗/p′ decreases (Fig. 6.35(a) top). The same behavior is noted
for the gain based on pressure ﬂuctuations measured in the plenum byMp. In this case
the maximum value reached is GI′
CH∗
/p′ ≈ 0.26. In Fig. 6.35(a)(bottom), the phase plot
shows that ϕI′CH∗/p′ is slightly lower than −pi/2 and zero for the phase obtained with
measurements of M1 and Mp respectively. From these results is noted that the phase
is not dependent on the perturbation amplitude. HRR ﬂuctuates nearly in phase with
the pressure signal obtained in the plenum while there is a phase lag slightly higher
than pi/2 with pressure ﬂuctuations within the chamber. The gain is dependent on the
perturbation amplitude upto about 1350 Pa from where it is slightly dependent.
By applying Eq. 6.7 with the measurements of the hot wire in the plenum, we ﬁnd
that the gain GI′
CH∗
/u′ , grows from 16 to 22 where the perturbation amplitude is 750
Pa, then the gain decreases. From approximately |P ′| = 1350 Pa, GI′
CH∗
/u′ remains
virtually constant (Fig. 6.35(b) top). The proﬁle of this gain plot is similar to that
based on pressure ﬂuctuations. The phase plot shows that ϕI′
CH∗
/u′ evolves from −0.15pi
to a value of about −0.7pi with pressure amplitudes upto ≈ 750 Pa. From this value
the phase remains between −0.5pi and −0.8pi (Fig. 6.35(b) bottom). It is possible to
easily pass from the Fp of Fig. 6.35(a) to Fu of Fig. 6.35(b) by performing:
Fu = Z u¯
Psat
Fp (6.9)
where Z is the acoustic impedance at the hot wire position obtained as the transfer
function determined between signals measured byMp and the hot wire. Fig. 6.36 plots
Zu¯/Psat.
As deduced from the FDF determined before, I ′CH∗ is nearly in phase with the pressure
in the plenum while with pressure ﬂuctuations in the chamber the phase gap is of
about 0.6pi. The phase gap between pressure signals from M1 and Mp is of about 0.6pi
and remains constant. The phase gap between the pressure signal from M1 and the
velocity signal (u′) measured by the hot wire depends on the pressure perturbation
amplitude. For low values of the perturbation amplitude the phase gap is upto 0.45pi
while for higher it is lower than 0.2pi. The signals plotted in Fig. 6.37(b) corresponds
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Figure 6.35: (a) FDF, based on the acoustic pressure ﬂuctuations p′ measured at the
central injector exit by microphone M1 (ﬁlled symbols) and measured by microphone
Mp (blank symbols), in the case of the transverse forcing within the cavity. (b) FDF,
based on the velocity perturbation u′ measured by a hot-wire installed upstream in
the air plenum. In each sub-ﬁgure, the gain G (top) and phase ϕ (bottom) are plotted
as functions of the pressure perturbation amplitude measured by M1. Red symbols
were obtained using Eq. 6.12. fr = 780Hz, m˙air = 1.724 g/s, m˙fuel = 0.097 g/s ,
φLB = 0.85.
to |P ′| ≈ 1700. For these latter signals the phase gap obtained at fr = 780 Hz is lower
than 0.1pi.
Let determine a transfer function between I ′CH∗ and velocity ﬂuctuations within the
combustion chamber at the nozzle exit. In order to do this, one can use the LDA
velocity measurements on n-heptane droplets carried out at z/D = 0.375 from the
nozzle exit during combustion. As we have seen in section 3.6.1, the local St indicates
that the air velocity can be well traced by n-heptane droplets. This St, is calculated
using τair = Dexit/Ub. One may be led to believe that St needs to be calculated with
τac = 1/fr, rather than τair, however for the forcing frequencies used here, the results
indicate that the St values are even lower. We have chosen the U ′z velocity signal
measured at r/D = ±0.5, because at this point, the PSD spectrum of the velocity
signal shows a high response to the acoustic forcing at fr. A transfer function can be
calculated between this signal and the pressure ﬂuctuations p′ within the chamber. It
is deﬁned as:
U ′z
U¯z
/
p′
Psat
= GU ′z/p′e
iϕU′z/p′ (6.10)
With these transfer functions deﬁned by equations 6.7, 6.8 and 6.10, we are in a position
to obtain a relationship between the velocity U ′z and u
′ as well as, the relationship
between I ′CH∗ and U
′
z. The ﬁrst one allows us to obtain a phase corresponding to the
admittance (δ) of our injector plus a convective component δconv since U ′z is measured
3 mm (z/D = 0.375) from the nozzle exit.
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Figure 6.36: Z(u¯/Psat) transfer function between pressure (Mp) and velocity (hot wire)
ﬂuctuations both in the air plenum. Gain (top) and phase (bottom).
In order to illustrate this, an analytic application is made at ωr = 2pifr (fr = 780 Hz),
for a pressure perturbation amplitude of ≈ 1700 Pa. We recall that m˙air = 1.72 g/s
and the velocity ﬂuctuation ratio, within the air plenum, resulting from our transverse
forcing is then u′/u¯ = 0.0113. The ratio of the velocity ﬂuctuation, measured by LDA
at r/D = 0.5 and z/D = 0.375, inside the chamber, is U ′z/U¯z = 0.355.
The gain of the transfer function deﬁned by Eq. 6.10 is GU ′z/p′ = 0.15 while the
phase ϕU ′z/p′ = −0.77pi. The signals are plotted in Fig. 6.37(c). A transfer function
may be found between u′ measured by the hot wire and p′ measured by M1 in the
chamber, from equations 6.8 and 6.7 where Q˙
′
/ ¯˙Q is thus removed. By using this
latter transfer function one can then calculate the gain and the phase between the
velocities U ′z/U¯z and u
′/u¯. The result obtained shows a gain GU ′z/u′ = 20.05, and
a phase ϕU ′z/u′ = −0.664pi. We considered an acoustic propagation of the velocity
perturbation in the 15 mm distance between the measurement location of u′ and the
air distributor inlet. LES calculations of the SICCA-SPRAY burner presented in [1]
have demonstrated that velocity perturbation (u′) is transported at the speed of sound
upto a distance of about 80 mm from the air distributor inlet. The result of the phase
is thus:
δ + δconv = −0.664pi (6.11)
The convective component δconv can be obtained by using the time delay of the pertur-
bation transportation found in section 6.3.2. With a velocity of Uw = 30 m/s, the time
delay from the nozzle exit (z = 0) until the measurement location of U ′z is of about 0.1
ms. This corresponds to a δconv = −0.159pi which can be put into Eq. 6.11 to obtain
δ = −0.505pi. The admittance allows to pass from the transfer function between I ′CH∗
and u′ to one between I ′CH∗ and a velocity located at z = 0 (U
′
z=0), and inversely.
Another way is combining equations 6.8 and 6.10 to obtain the transfer function be-
tween I ′CH∗ and U
′
z. We found a gain value GI′CH∗/U ′z = 0.346, and a phase value
ϕI′CH∗/U ′z = 0.144pi. Then, as U
′
z is located at z = 3 mm, we consider δconv to obtain
the phase of U ′z=0 assuming that this signal diﬀers from U
′
z only in the phase. Thus
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Figure 6.37: (a) Signals of I ′CH∗/I¯ ′CH∗ and pressure ﬂuctuations. (b) Pressure ﬂuc-
tuation signal within the chamber and u′/u¯ signal within the plenum. (c) Pressure
ﬂuctuation signal within the chamber and the velocity signal U ′z measured by LDA
at the injector exit (z/D = 0.375, r/D = ±0.4). fr = 780Hz, m˙air = 1.724 g/s,
m˙fuel = 0.097 g/s , φLB = 0.85. Signals are not ﬁltered.
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we obtain ϕI′CH∗/U ′z=0 = −0.015pi. Let ﬁnd the transfer function between I ′CH∗ and u′
from the latter result and the injector admittance found previously by applying the
following formulation:
G(I′CH∗/u′)e
iϕ(I′
CH∗
/u′) =
(
GU ′z/u′ ·G(I′CH∗/U ′z=0)
)
e
i
(
ϕ(I′
CH∗
/U′
z=0
)+δ
)
(6.12)
For a pressure amplitude |P ′| = 1700 Pa Eq. 6.12 gives GI′
CH∗
/u′ = 6.9 and ϕI′
CH∗
/u′ =
−0.52pi. These results are indicated with red symbols in Fig. 6.35(b).
In the literature is accepted that the system is potentially unstable when the phase
of the FDF based on the velocity perturbation is bounded between pi and 2pi [mod.
2pi] [35,71].From the phase value ϕI′
CH∗
/U ′z=0
= −0.015pi and adding 2pi it is noted that
the system is inside and at the border of an instability band delimited by pi and 2pi.
From values of ϕI′
CH∗
/p′ the system is also at the border but outside of an instability
band delimited by −0.5pi and 0.5pi.
At this frequency, the FDF phase and gain based on pressure ﬂuctuations measure-
ments show a low dependency on the perturbation amplitude, evolving in a relatively
narrow band. Compared with FDF based on pressure ﬂuctuations, the FDF based on
velocity measurements inside the plenum presents a relatively higher dependence on
the perturbation amplitude.
Some sources of uncertainty in the FDF calculation should be mentioned:
• The estimation of δ, used in [1] to correct the FDF phase diagram, may vary with
the value of the air-ﬂow rate (m˙air). This was not considered in the calculation
of the FDF reproduced from [1].
• Another issue is that δ may be dependent on the condition of measurement,
in particular if it is made in cold condition or during combustion where the
temperature of the injector close to the chamber might be higher, therefore the
speed of sound will be higher and consequently the velocity of the perturbation
propagation will be modiﬁed.
• The experimental conﬁguration also plays a role. Calculations using measure-
ments from a single conﬁned injector may be quite diﬀerent from those using
measurements in presence of neighboring ﬂames. This is not only because of
the possible mutual front interactions, but also because adjacent ﬂames may in-
crease the temperature ﬁeld, causing gas expansion, impacting the fuel droplets
evaporation and by consequence the ﬂame response.
• As velocity measurements at the nozzle exit (z = 0) is experimentally diﬃcult
to perform, measurements often have to be at a higher location. For this reason
it has to be taken into account the convective transport of the perturbation
from z = 0 to the measurement location. This convective component may be
dependent on the operation condition and the way it is measured is source of
uncertainty.
The choice of the position of measurement for the velocity perturbation is still open
to discussion. The theory states that FDFs based on velocity perturbations should
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be calculated using a velocity signal measured as close as possible to the ﬂame. This
condition must to be fulﬁlled provided that the chosen signal has the least complex and
easiest to quantify characteristics [95]. Works of Gaudron et al. [129] conclude that the
best results will be obtained with measurements at z = 0− on the upstream side. We
have chosen to measure the velocity ﬂuctuations by LDA as close as the setup allows
from the nozzle exit, and at a point where the signal is highly sensitive to the acoustic
perturbation. Here, the normalization of U ′z by Ub, the bulk velocity, is not used for
the FDF calculation. This is proposed in the literature for FDF calculations, when
the velocity ﬂuctuation considered is measured at the exit of the burner. The reason
for our choice is that the Ub velocity is linked to the mass ﬂow rate injected into the
burner, but it does not represent a characteristic velocity of the swirling ﬂow.
6.6 Conclusion
A global picture of the eﬀects of the acoustic perturbation at the basin of PAN, on each
element that forms the energetic system is shown in Fig. 6.38. This ﬁgure presents,
by means of class-averaged images of the two-phase ﬂow and phase-averaged images of
the spray ﬂame, a reconstruction of their behavior at fr illustrated at four times of one
cycle of the acoustic forcing. Fig. 6.38 joins images of diﬀerent experiments with fr
between 760-790 Hz. The operating point corresponding to the spray is m˙fuel = 0.097
g/s and m˙air = 1.72 g/s. The spray ﬂame corresponds to an operating point equal to
m˙fuel = 0.108 g/s and m˙air = 1.72 g/s, giving an equivalent ratio equal to φLB = 0.95
and a power P equal to 4.8 kW. Even if these results were not obtained simultaneously,
the set of images presented in this ﬁgure are synchronized on the basis of the acoustic
forcing signal over time.
In Fig. 6.38: the row-a corresponds to the class-averaged images, obtained from high-
speed tomography views of the fuel droplets, recorded at the injector exit (z/Dexit =
0.187); the row-b corresponds to the class-averaged images, obtained from high-speed
tomography views of the spray when the air ﬂow was seeded with olive oil, during
combustion; the images of the radial mid position of fuel droplets, obtained from
tomography views of the spray without seeding the air ﬂow, are presented in the row-c;
the Abel transform of CH* emissions of the ﬂame front is presented in the row-c for
four times of one cycle of the acoustic forcing.
Main characteristics of the perturbed ﬂow ﬁeld in cold condition are found again during
combustion and allow understanding its behavior. Under the impact of the axisym-
metric disturbance ﬁeld of PAN the ﬂow ﬁeld behavior is virtually but not perfectly
axisymmetric due to the presence of the swirl. A large vortex is periodically formed at
the same moment at the injector exit but does not evolve in the same manner on each
side of the injector axis. A slight phase delay appears between the vortex ring observed
in tomographic views of the ﬂow seeded with olive oil. Regardless the perturbation
amplitude studied here this large vortex is convected almost at the same velocity. The
fuel droplets spatial evolution depends on their size. It is possible to classify three
groups: droplets with a size small enough such that they are rapidly evaporated; those
becoming small enough to be rolled up by the large vortex; ﬁnally those with a suf-
157
Chapter 6. Study at the pressure antinode (PAN)
Figure 6.38: Reconstruction of the behavior of the two-phase ﬂow and the spray ﬂame of
the central injector, during one cycle of the acoustic forcing: horizontal class-averaged
images of the droplet (row-a), vertical class-averaged images of the spray with the air
ﬂow seeded (row-b), vertical views of the mid radial position of the droplets (row-c),
images of the Abel transform of the CH* emissions of the ﬂame. A half of the ﬂame
was deconvoluted and symmetrically duplicated to generate the entire ﬂame (row-d).
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ﬁciently large size such that they are only deviated from their trajectory and follow
a rather ballistic trajectory. The droplets visualized in the tomography views belong
rather to the third group.
The ﬂow rate periodically modulated, accelerated and decelerated, and so the measured
Swirl number periodically varying (between 0.3 and 1.5 for |P ′| = 1000 Pa) generates
at least two type of vortex breakdown (single spiral or double helix type) and even the
periodic disruption of the CRZ induced by the vortex breakdown. As the CRZ is the
main mechanism by which the ﬂame is stabilized, its behavior directly impacts the ﬂame
response. The phase and class-averaged images of the ﬂame front have revealed an axial
pulsating motion at the forcing frequency. By the chemiluminescence signal recorded
for perturbation amplitudes in the range of 100 to 2100 Pa a saturation phenomenon has
been highlighted. Velocity and pressure ﬂuctuations measured within the air plenum
and within the chamber allowed to determine ﬂame transfer functions at fr in the case
of a downstream transverse forcing. In particular we have shown that FDF based on
velocity ﬂuctuations in the chamber can be linked with FDF determined from velocity
ﬂuctuations measured in the air plenum by the consideration of the measured injector
admittance and neglecting acoustic pressure drop, something not possible in upstream
forcing [129]. A convective term has been also considered as soon as the velocity
measurement within the chamber is not made in the nozzle exit section (z = 0).
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Chapter 7
Generalization of the approach and
the saturation phenomenon
In this chapter the investigation made at the pressure antinode is extended to the
intensity (IAN) and velocity antinodes (VAN). Each section, with the exception of the
last one, is divided in two parts related to IAN and VAN respectively. The last section
of this chapter addresses the saturation phenomenon, which was highlighted at PAN,
putting together results from PAN, IAN and VAN basins of inﬂuence.
Study at the intensity antinode (IAN)
As mentioned in chapter 5, the basin of inﬂuence of the intensity antinode (IAN)
is the region where the acoustic ﬂux reaches its maximums values. It is associated to
strong acoustic pressure and velocities gradients even though these are not at their
maximums. When injected in this region the ﬂow is therefore spatially disturbed over
time by a local distribution of the acoustic ﬁeld not axisymmetric with respect to
the injector geometry. Here, the basin is deﬁned in the spatial domain at 2/16 ≤
|x/Lc| ≤ 3/16. The central injector is positioned within the IAN region, at x/Lc =
−2.24/16 (Lc = 0.8 m). At this position, in addition to the non-axisymmetric impacts
of the acoustic ﬁeld, the ﬂow is submitted to the inﬂuence of the acoustic velocity
characterized by a lateral displacement presenting a non negligible spatial gradient. In
the ﬁrst section of this chapter we analyze the structure of the seeded air ﬂow by means
of tomography views. Subsequently, we use quantities based on droplet visualization
(median radial position of the spray, droplets dispersion, median vertical streaklines)
in order to describe the droplet spatial and temporal evolution during combustion.
In the last section of this chapter, quantiﬁcation of the ﬂame light emissions and the
characterization of its shape depict the perturbed ﬂame behavior in the IAN basin.
Study at the velocity antinode (VAN)
The basin of inﬂuence of the velocity antinode (VAN) is the region where the
transverse acoustic velocity reaches it maximum values. Firstly, the perturbed air-
ﬂow positioned at VAN, shows characteristics similar to those without acoustic (see
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section 3.3.2) predominating near to the injector exit. Downstream, the entire air-ﬂow
oscillates laterally at the forcing frequency, exhibiting a movement that can be a priori
assimilated to a rocking motion. Secondly, analysis is made with combustion. The
spray behavior during the acoustic forcing shows that the fuel droplets mostly follow
the air-ﬂow motion. The study of the ﬂame front behavior under acoustic forcing,
reveals the formation on average of wrinkles, alternatively generated on the left and
right sides of the ﬂame front. The combustion intensity, characterized by the OH*
or CH* chimiluminescence, features an intensity pulsation that moves diagonally from
the right to the left coinciding with the clockwise swirl turning direction imparted to
the spray ﬂow. These features reveal a more complex motion of the ﬂame front than a
simply lateral oscillation. Our observations suggest that the obtained ﬂame motion is
due to the wrinkles formed on its front that would follow a helical spiral path as result
of the ﬂow swirl motion along with its vertical velocity.
7.1 Theoretical acoustic velocity field within the
chamber
At the positions of IAN and VAN, the eﬀects of the acoustic velocity ﬁeld cannot be
neglected anymore, as was in the case at PAN. So, it is necessary to start deﬁning the
acoustic velocity ﬁeld.
Theoretically, pressure ﬂuctuations may be expressed as a sine wave function of time:
Pac(x, y, z, t) = Pac(x, y, z)cos(2pifrt) (7.1)
Considering that the acoustic pressure is constant along the y-direction and also in a
region of interest along z, in which the ﬂame is situated1, the acoustic pressure can be
written as:
Pac(x, t) = Pmaxcos(kxx)cos(2pifrt) (7.2)
with |Pmax| the pressure ﬂuctuation amplitude. The associated acoustic velocity ﬁeld
may be then obtained by Eq. 7.3:
Vac(x, t) = −1
ρ
∫
grad [Pac(x, t)] dt = Vmaxsin(kxx)sin(2pifrt)ex (7.3)
with Vmax = (Pmaxkx)/(ρ2pifr). An example of the theoretical acoustic ﬁeld is pre-
sented in Fig. 7.1. As it is possible to see from this latter ﬁgure and the precedent
formulations, acoustic velocity and pressure ﬂuctuations are spatially and temporally
in phase quadrature between each other.
1Measurements in chapter 5 show that pressure amplitude is almost constant up to z/hc = 0.3,
which is a distance larger than the flame height (z/hc ≈ 0.24).
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Figure 7.1: Theoretical acoustic ﬁeld vs. x/Lc for fr = 785 Hz, Lc = 0.8 m. The solid
line is the velocity amplitude |Vac| and the dashed dot line is the pressure amplitude
|Pac|, both calculated from Eq. 7.3 and Eq. 7.2 respectively.
7.2 Two-phase flow behavior under acoustic forcing
In the ﬁrst part of this section, the air-ﬂow seeded with olive oil particles is studied
without combustion, as it is subjected to the acoustic perturbations of the intensity
antinode basin of inﬂuence ﬁrst, and second perturbations of the velocity antinode
(VAN). Vertical and horizontal tomography views are analyzed in particular in order
to highlight the structure of the air-ﬂow during the acoustic forcing. The second part
of this section is devoted to the characterization of the n-heptane droplet behavior with
combustion, also by means of tomographic views. There, measurements are performed
in two cases, i.e. with and without seeding the air-ﬂow. The aim of this investigation is
to highlight the eﬀects of the acoustic ﬁeld on the ﬂow with respect of those seen with
the system located at PAN, since outside PAN the acoustic velocity ﬁeld inﬂuence is
not negligible anymore.
7.2.1 Air-flow structure characteristics without combustion
7.2.1.1 Intensity Antinode
Three levels of the acoustic pressure amplitude have been successively applied to the
central injector placed in the IAN basin. The pressure amplitude is measured at the M1
position (x/Lc = 0), each pressure signal is simultaneously recorded with the capture
of vertical tomography images by a high speed camera. The three signals are post-
phased in order to facilitate analysis and comparison between them and the associated
images. Fig. 7.2 shows the pressure signals and vertical images corresponding to the
three levels of forcing: (a) |P ′| ≈ 800 Pa, (b) |P ′| ≈ 1400 Pa, (c) |P ′| ≈ 2100 Pa at
the resonant frequency fr = 550 Hz. The theoretical pressure amplitude at the central
injector position (x/Lc = −0.14), is of about 52% of the amplitude measured by M1.
Three sequences of images are reported in Fig. 7.2(b) (a), (b) and (c) corresponding to
the above-mentioned levels. The images serving as an illustration are extracted from
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series of vertical laser tomography views distributed at six instants during a cycle. An
image is then marked by the number of a row (ranging from 1 to 6) and the letter
of a column (a, b or c). The times are marked in Fig. 7.2(a). The white horizontal
line seen at the bottom of images comes from the light of the laser sheet scattered by
the burner exit plate located in the bottom wall of the cavity (z = 0). The region of
interest extends up to z = 2.35Dexit and has an horizontal length of 3.75Dexit.
It is highlighted that at the lower amplitudes (columns a and b) the air-ﬂow conserves
some features of its natural behavior, like the formation of Kelvin-Helmholtz type
vortices at the outer layer, or the double pattern at the inner region, characteristic
of the double helix type vortex breakdown (row-1 of the column-a circled in red).
Nevertheless, in image of row-2 column-b, the overall ﬂow is slightly tilted to the
righ side. At the highest amplitude studied here, features of its natural behavior
are not clearly identiﬁed. In image of the Fig. 7.2(b) row 2 column-c, is also noted
that the overall ﬂow is slightly tilted to the right side. This is interpreted as an
eﬀect of the lateral acoustic velocity perturbation which is at its maximum and in the
positive x-direction when pressure is zero. Moreover, at the row-3, the instant where
the pressure amplitude is diminishing from its maximum, for the three levels of forcing
we note the formation of a vortex ring on the left outer layer at the injector exit (label
5 in the image). This structure belongs to a large primary vortex, similar to that
observed when the central injector is placed at PAN. But contrary to PAN, the vortex
is formed only at one side of the injector axis, namely the nearest side to the velocity
antinode. Nevertheless, next to its formation the vortex ring is rapidly distorted and
destroyed (see images in row-4). At this instant of the acoustic perturbation, the
pressure amplitude is zero and the transverse acoustic velocity is maximum but in the
negative x-direction. Thus, the air-ﬂow in the row 4 seems to be laterally buﬀeted and
in consequence deviated to the left. This can induce some matter ejections. The vortex
is formed as a consequence of the ﬂow acceleration, changing the swirl level of the ﬂow
(as we have explained in section 6.1.1), and causing a transient disruption of the CRZ
induced by the vortex breakdown. Then, when the pressure amplitude is at its lowest
value, the transverse acoustic velocity is close to zero and the ﬂow is only very slightly
tilted. At this moment of the acoustic perturbation, in row-6 column-a, the double helix
type vortex breakdown seems to be recovered. In the case of higher levels (columns
(b) and (c)), is possible to note the formation of Kelvin-Helmholtz type vortices at the
inner layer, followed by the restoring of a vortex breakdown which occurs rather as
single spiral type. This was already seen in the case of the axisymmetric perturbation
of the ﬂow at the basin of inﬂuence of the pressure antinode.
The competition between the double helix and single spiral types of vortex breakdown,
as was observed in the study at PAN, is also present at IAN. By looking at the horizontal
tomography views of the Fig. 7.3(b) rows 1 and 2, recorded at z/Dexit = 0.375, we
see a single dark pattern that becomes a double pattern. Then, the pattern vanishes
which is interpreted as the vortex breakdown disruption due to the ﬂow acceleration,
as was explained in section section 6.1.1.
In the IAN basin, the periodical tilting of practically the overall air injected caused
by the acoustic disturbance ﬁeld is well noted. Moreover, the large vortex structure is
not well formed neither convected, there is a little amount of seeded air rolled up, and
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Figure 7.2: (Top) Signals of the three diﬀerent levels of acoustic pressure amplitude
measured at the M1 location. Central injector at the IAN basin. Labels 1 to 6 corre-
spond to the image row number of the bottom ﬁgure. (Bottom) Vertical tomography
views of the seeded air-ﬂow, for 6 diﬀerent times, during a cycle of the acoustic forcing.
(a) |P ′| ≈ 800 Pa, (b) |P ′| ≈ 1400 Pa, (c) |P ′| ≈ 2100 Pa. (1) Kelvin-Helmholtz
type vortices; (3) matter ejected; (5) Cross-section of the ring of the primary vortex.
fr = 550 Hz, m˙air = 1.724 g/s, without combustion.
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Figure 7.3: (Top) Aeff signals from horizontal tomography views reduced by its mean
value, and pressure perturbation signal at the position of M1. Central injector at the
IAN basin. Labels 1 to 5: image row number of the bottom ﬁgure. (Bottom) Horizontal
tomography views of the seeded air-ﬂow, for 5 diﬀerent times, during a cycle of the
acoustic forcing, and for two z-positions. (2) Small azimuthal vortices; (3) ejection
of matter; (4) cut of the ring of a primary vortex. |P ′| ≈ 2100 Pa, fr = 550 Hz,
m˙air = 1.724 g/s, without combustion.
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the perturbation is not well transported by this structure to downstream regions. The
signals of Aeff (see section 4.2.1) reduced by its mean values are plotted in Fig. 7.3(a).
They were obtained from horizontal tomography views of the seeded air-ﬂow, at two
z-positions separated of 0.625Dexit. Despite the distance between these two planes we
see that the signals evolve in-phase.
As we can see in vertical tomography views, the large vortex periodically formed is
very distorted at z/Dexit = 0.375 and almost vanished by this z-position. In image of
Fig. 7.3(b) row-4 left column, the vortex ring is barely visible on the top and bottom of
the image while on the sides it is not recognized. The images recorded at z/Dexit = 1
are presented in the right column of Fig. 7.3(b). At this position, as the ﬂow expands
radially, the visualized seeded air-ﬂow pattern is extended toward the zones where the
intensity of the laser sheet (used for the tomography technique) decays (left and right
edges of the images). In order to still visualize the seeded air-ﬂow in these zones, the
brightness of the images of the right column has been enhanced. Whatever the instants
the air-ﬂow pattern does not show an identiﬁable coherent structure. What is noted is
that ﬂow pattern is deviated alternatively to the sides. The right image of the row-1
shows the ﬂow pattern deviated to the right and at the row 3 the pattern shows an
ejection of matter probably connected with the ejections visualized at z/Dexit = 0.375.
This tomography views highlight that the air-ﬂow is rather buﬀeted to the left, and
tilted to the right side. As the transverse acoustic velocity has the same amplitude
when it is positive or negative, one can wonder why this diﬀerence is noted. This is
because, when the pressure amplitude is zero and growing, the ﬂow rate was previously
accelerated, and now is being decelerated at the injector exit. But the air already
injected still owns an important impulsion. The impulsion can be estimated as ρ < U >
with < U >, the spatially averaged vertical velocity. When the ﬂow is accelerated it can
reach velocities of same order of magnitude than the air ﬂow bulk velocity (Ub = 28.6
m/s). Consequently, it is diﬃcult to deviate it since the impulsion imparted by the
acoustic velocity is ρVmax with the acoustic velocity amplitude Vmax of about 4 m/s.
In the other hand, during the time interval when the pressure is zero and decreasing,
the ﬂow rate is being accelerated at the injector exit but the air previously injected is
ﬂowing downstream with a low velocity. As a consequence, the ﬂow impulsion is lower
and the same acoustic impulsion is now more important compared to it. Hence, the
transverse acoustic velocity perturbation is able to greatly deviate (buﬀet) the air-ﬂow
during this time interval.
As a conclusion of this part, we observe that the air ﬂow positioned at IAN shows
behavioral eﬀects observed at PAN, but rapidly modiﬁed by the addition of a lateral
buﬀet and tilted motion caused by the transverse velocity perturbation. We highlight
that the vortex breakdown is periodically disrupted, even at the lowest level investi-
gated here, due to the periodic ﬂuctuation of the swirl level imparted to the ﬂow. This
leads to modiﬁcations of the center recirculation zone, and as a consequence, should
impact the ﬂame stabilization. It is expected that features highlighted in cold con-
dition will help to understand the ﬂow behavior during combustion, even though the
ﬂow structure is also modiﬁed by combustion The presence of the ﬂame will modify
what happens downstream due to the presence of hot gases products of the combustion
process.
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7.2.1.2 Velocity Antinode
Three levels of the acoustic pressure amplitude have been successively applied to the
central injector placed in the VAN basin. The pressure amplitude is measured at the M1
position (x/Lc = 0), each pressure signal is simultaneously recorded with the capture
of vertical tomography images by a high speed camera. The three signals are post-
phased in order to facilitate analysis and comparison between them and the associated
images. Fig. 7.4 shows the pressure signals and the vertical images corresponding to
the three levels of forcing: (a) |P ′| ≈ 800 Pa, (b) |P ′| ≈ 1400 Pa, (c) |P ′| ≈ 2100 Pa at
the resonant frequency fr = 550 Hz. The pressure amplitude measured at the central
injector position (x/Lc = −0.256), is not directly measured for this setup due to the
presence of the quartz windows. However, the local acoustic pressure is interpolated
from a measurement performed by the microphone M2 at x/Lc = 0.25, y/e = 0.5
and z/hc = 0.025, the position of the other velocity antinode. The amplitude of the
minimum of acoustic pressure found in cold conditions at this position can be up to
15% of the amplitude measured by M1, and so it is considered as residual.
Three sequences of images are reported in Fig. 7.4(b) (a), (b) and (c) corresponding to
the above-mentioned levels. The images serving as an illustration are extracted from
series of vertical laser tomography views distributed at six instants during a cycle. An
image is then marked by the number of a row (ranging from 1 to 6) and the letter
of a column (a, b or c). The times are marked in Fig. 7.4(a). The white horizontal
line seen at the bottom of images comes from the light of the laser sheet scattered by
the burner exit plate located in the bottom wall of the cavity (z = 0). The region of
interest extends up to z = 2.35Dexit and has an horizontal length of 3.75Dexit.
For the three levels of acoustic forcing, it is noted that the air ﬂow is periodically
and laterally blown to the left and right side at the forcing frequency, with increasing
amplitudes of the lateral displacement as the level of acoustic forcing is augmented.
This is clearly noted downstream, but near to the injector exit the air-ﬂow is rather
tilted, that is why the overall movement can be assimilated to the rocking motion.
Images in row-1 show that the air-ﬂow exits straight from the injector. These images
correspond to a moment where the amplitude of the acoustic pressure is minimum and
so the transverse acoustic velocity is null. Downstream, the air ﬂow deviated on the
left side corresponds to the lateral displacement of the previous acoustic forcing cycle.
As the amplitude of the pressure increases from its minimum value, the amplitude
of the acoustic velocity grows and the air-ﬂow close to the injector exit is tilted to
the right side (see images in rows 2 and 3). When the amplitude of the pressure is
maximum, the air ﬂow close to the injector recovers its straight position (images in
row-4). The air injected previously is now deviated on the right side of the images.
The formation of Kelvin-Helmholtz type vortices at the outer layer can be identiﬁed at
the lowest level of the perturbation (row-4, column-a). Images in row 5 show the air
ﬂow being ﬁrst tilted when exits the injector to be then laterally displaced on the left
side at the downstream zone (see images in row-6), whereas at the zone close to the
injector exit the air ﬂow recovers the straight position again. By analyzing the images
of each column during the forcing cycle, it is noted that there is a delay of about pi/2,
between the tilted of the air-ﬂow close to the injector exit, and the lateral deviation
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Figure 7.4: (Top) Signals of three levels of the acoustic pressure measured at the center
of the cavity by M1. Central injector at the basins of VAN. Labels 1 to 6: image row
number of the bottom ﬁgure. (Bottom) Vertical tomography views of the seeded air-
ﬂow, for 6 diﬀerent times, during a cycle of the acoustic forcing. (a) |P ′| ≈ 800 Pa,
(b) |P ′| ≈ 1400 Pa, (c) |P ′| ≈ 2100 Pa. (1) Kelvin-Helmholtz type vortices; (3) matter
ejected. fr = 550 Hz, m˙air = 1.724 g/s, without combustion.
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Figure 7.5: (Top) Aeff signals from the left and right sides of the horizontal tomography
images (z/Dexit = 0.375), reduced by its mean value, synchronized with the pressure
signal at the position of M1. Central injector at the basin of VAN. Labels 1 to 4:
image row number of the bottom ﬁgure. (Bottom) Horizontal tomography views of the
seeded air-ﬂow, for 4 diﬀerent times, during a cycle of the acoustic forcing and for two
z-positions. (3) Ejection of matter. |P ′| ≈ 2100 Pa, fr = 560 Hz, m˙air = 1.724 g/s,
without combustion.
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downstream.
For the three levels of the forcing, in several of the images, at the inner layer the
pattern characteristic of the double helix vortex breakdown is recognizable (see for
instance row-1 column-a). The vortex breakdown does not seem to be disrupted during
the acoustic forcing, but greatly deformed as the amplitude of the transverse acoustic
velocity increases (note for instance the double pattern in row-1 or row-4 both of column
c). No eﬀect is noted on the air-ﬂow behavior that could be attributed to the residual
acoustic pressure ﬂuctuation at the basin of VAN.
By using a series of horizontal tomography views, the left and right half of each view
were considered in order to obtain two signals over time, each one corresponding to
one side. Values of the signals (Aeff (t)) are the total light intensity resulting from the
contribution of all pixels within the left half and the right half of an image. Each signal
is then reduced by its mean value. As illustration, the two reduced signals of Aeff (t),
obtained from horizontal views at z/Dexit = 0.375, are plotted in Fig. 7.5 synchronized
with the pressure ﬂuctuation recorded at the central PAN. They evolve out-of-phase, as
expected, evidencing the lateral and periodic displacement of the ﬂow. Four high-speed
horizontal tomography views are plotted in Fig. 7.5 (bottom). These views correspond
to series taken at z/Dexit = 0.375 and z/Dexit = 0.625 respectively. Some dark patterns
are noted within the visualized seeded air. These patterns correspond to slice of the
vortex breakdown but, as the air-ﬂow is tilted and laterally displaced the slices do not
clearly form the pattern associated with the double helix vortex breakdown.
7.2.2 Spatial and temporal behavior of n-heptane droplets
during combustion
7.2.2.1 Intensity Antinode
Properties by means of horizontal views exploration
In Fig. 7.6 is plotted over time, for several z-positions, the radial mid position values
of the droplets rmidd . The droplet position dispersion (δr) and the evolution of the
number of pixels linked with the number of droplets are plotted in Fig. 7.7. By
using the horizontal high speed tomography views, the evolution over time of these
quantities has been computed within a rectangular region deﬁned in each images of a
series. The region extends on the acoustic axis direction, on the left and right sides
of the injector axis (see section 4.2). The zero values in the plot of Fig. 7.6 belong
to points where no droplet was detected in the region where calculation was made.
These points are also zero in the plots linked with the number of droplets, and they are
not accounted for in the dispersion calculation. The three quantities ﬂuctuate at the
acoustic forcing frequency (fr). Due to the cone injection, the radial mid position of
the droplets rmidd increases with z while the amplitude of its ﬂuctuations also increases.
By comparing the left and right sides at a given z-position, this quantity evolves in-
phase with a similar amplitude of ﬂuctuations. The same behavior with z is detected
for ﬂuctuations of the droplet position dispersion on the left and right sides (Fig. 7.6).
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Figure 7.6: Evolution of the radial mid position of the droplets (rmidd ) calculated from
horizontal tomography views (for droplets size > 20 µm). Pressure-perturbation am-
plitude measured by M1: |P ′| ≈ 1300 Pa. Central injector at the IAN basin. fr = 790
Hz, m˙air = 1.724 g/s, m˙fuel = 0.097 g/s , φLB = 0.85.
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Figure 7.7: Evolution of the fuel droplets dispersion δr (left column) and the number
of pixels (right column) linked with the number of droplets, calculated from horizon-
tal tomography views (for droplets size > 20 µm). Pressure-perturbation amplitude
measured by M1: |P ′| ≈ 1300 Pa. Central injector at the IAN basin. fr = 790 Hz,
m˙air = 1.724 g/s, m˙fuel = 0.097 g/s , φLB = 0.85.
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The dispersion δr is deﬁned in section 4.2.3 as the deviation from the mid radius of the
droplet spatial distribution (rmidd ). The left column of Fig. 7.7 shows that δr increases
with z-positions. Whatever the z position, δr presents a mean value of about zero over
time. As it is calculated using the radial mid position value of the droplets as reference,
this fact indicates that droplets are quite equally distributed around rmidd . The number
of pixels between the left and right sides of the injector axis is diﬀerent. This was also
observed with the injector at PAN, so this asymmetry is attributed to defects in the
liquid injection. Globally, the droplets behavior seems to be governed mostly by the
pressure amplitude ﬂuctuations, since no signiﬁcantly shift is noted in the ﬂuctuations
of these quantities between the left and right sides, that can be ascribed to transverse
velocity ﬂuctuations. As we have seen in the case without combustion (see section
7.2.1), eﬀects of the transverse acoustic velocity may be more important for higher
levels of the acoustic pressure amplitude applied within the cavity.
Properties by means of vertical views exploration
By using a series of 2000 high speed tomography images of the n-heptane droplets and
the seeded-air, we have performed a reconstruction of a full cycle of the acoustic forcing,
with 50 class-averaged images, calculated by the procedure explained in section 4.1. We
have set the camera with an exposure time of 40 µs and a recording speed of 20 kfps, in
order to obtain a satisfactory visualization of both n-heptane droplets and seeded-air.
Fig. 7.8(left) shows the averaged images at four instants of the acoustic forcing cycle.
The pressure ﬂuctuation amplitude measured by microphone M1 at the center of the
cavity is of about 2000 Pa. In these ﬁgures it is possible to distinguish between the
droplets (high intensity of the light scattered) and the seeded-air (low light intensity).
The seeded-air near the injector exit seems to envelope the droplets, but downstream
the seeding particles evaporate faster due to their smaller diameters compared to the
range of diameters of visualized fuel droplets (> 20µm). There is a vortex formation
only on the left side of the injector exit (label 2 in the image), which is rapidly deformed
when it is convected, due to the eﬀects of the transverse acoustic velocity. On the side
towards the PAN position the vortex ring is not recognized. This is similar to what
was observed in the case without combustion previously presented, where only a not
well formed half of the vortex ring (towards the VAN position) was recognized from
horizontal tomography views. Due to this vortex shedding the droplets are more or
less deviated according to their diameter sizes. The droplets of lower diameter size
could be greatly deviated by the vortex when it is formed. The magniﬁed views of Fig.
7.8 shows that emission lines of visualized droplets are greatly aﬀected by the vortex.
The exposure time is long enough to note that some fuel droplets describe a trajectory
close to the horizontal direction. Hence, the amount of n-heptane droplets that arrives
to the ﬂame front is spatially not uniformly distributed.
From the high speed vertical tomography views of the spray without seeding the air-
ﬂow, we calculate again the radial mid position value of droplets distribution, on the
left and right side of the injector axis. This is carried out row by row, by detecting
the ﬁrst and the last droplet in the row, within the region of interest deﬁned on each
side of the injector axis. By performing this, we get a series of vertical views of the
skeleton of the spray (see section 4.3). In order to enhance the visualization of the
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Figure 7.8: Class-averaged images at four instants of the acoustic forcing cycle, ob-
tained from vertical tomography views of the seed-air ﬂow and n-heptane droplets dur-
ing combustion: n-heptane droplets and seeded air-ﬂow (left), droplets mid positions
(right). (1) seeded air; (2) vortex formation; (3) droplets deviated by the vortex; (4)
injection angle of the droplets, calculated at z/Dexit = 0.4. |P ′| ≈ 2000 Pa measured
by M1, fr = 795 Hz, m˙air = 1.724 g/s, m˙fuel = 0.097 g/s, φLB = 0.85.
175
Chapter 7. Generalization of the approach and the saturation phenomenon
t/Tcycle
P’
 
(P
a
)
0 0.5 1 1.5 2
-2000
-1000
0
1000
2000
M1
(a)
r/Dexit
z/
D
e
x
it
-2 -1 0 1 20
1
2
3
4 t/Tcycle=1/50t/Tcycle=5/50
t/Tcycle=9/50
t/Tcycle=14/50
t/Tcycle=20/50
t/Tcycle=25/50
t/Tcycle=30/50
t/Tcycle=35/50
t/Tcycle=40/50
t/Tcycle=45/50
(b)
Figure 7.9: (a) Pressure perturbation signal measured at the central PAN (M1 posi-
tion). (b) Droplets position lines at several instants of a cycle of the acoustic forcing.
The central injector is positioned at the basin of IAN. fr = 795 Hz, m˙air = 1.724 g/s,
m˙fuel = 0.097 g/s , φLB = 0.85.
droplets motion during the acoustic forcing, by using the skeleton images of the spray,
a full cycle is reconstructed at the acoustic forcing frequency. The reconstruction is
made with 50 class-averaged images (as those in Fig. 7.8 right), each of them leading
to a region of radial mid positions along z. Finally, a polynomial ﬁtting is performed
on the data points of the regions associated to the left and right sides respectively.
Results are plotted in Fig. 7.9. For this level of the acoustic perturbation it is well
noted that the amplitude of the ﬂuctuation of rmidd of the left side is higher than that
of the right side. Fig. 7.9(b) indicates that this dissymmetry of the visualized droplets
is rather the consequence of the vortex formation on the left side of the injector exit
than the eﬀect of the transverse acoustic velocity. The ﬁtted lines of the left side at
IAN are similar to the ﬁtted lines found when the injector is positioned at PAN. By
using the series of vertical views of the skeleton of the spray, we estimate the evolution
over time of the injection angle deﬁned with respect to the horizontal axis and the mid
position of a droplet at z/Dexit = 0.4, on the left and right sides of the injector axis
(see Fig. 7.8). The injection angles evolve globally in-phase at the forcing frequency,
reaching maximum angle values close to 90◦. However, the left injection angle signal
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Figure 7.10: Evolution of the angle of injection formed by the n-heptane droplets at
the left and right side of the injector, in vertical tomography views of the n-heptane
droplets, at the injector exit. fr = 795 Hz, m˙air = 1.724 g/s, m˙fuel = 0.097 g/s ,
φLB = 0.85
at each cycle reaches lower values than the right signal. This is again an eﬀect of the
vortex formation at the injector exit. These results are plotted in Fig. 7.10, where the
injection angle signals are synchronized with the pressure ﬂuctuation signal measured
by M1 at x/Lc = 0.
The dissymmetry found on the spray ﬂow, is characterized by a discrepancy in the
vortex formation between the left and right sides of the injector axis. The side where
the vortex formation is clearly visualized is the nearest to the velocity antinode. This
feature is something similar to that found in [83] for a conﬁguration with a laminar
premixed jet V-ﬂame. In particular the nearest side to PAN was the most perturbed
while on the side nearest to VAN the vortex ring formation is better recognized. Au-
thors explain the symmetry rupture as the result of a cross contribution of the pressure
and pressure x-gradient. This implies that an important pressure gradient is necessary,
but also a pressure amplitude high enough to produce the most visible dissymmetry.
Thus, the cross-contribution of the acoustic pressure and its x-gradient, may explain
the dissimetry of the ﬂow response encountered here. We remember that the theoretical
acoustic pressure ﬁeld along the x-direction can be approximated by:
Pac = Pmaxcos(kxx) (7.4)
where the temporal term is omitted. The x-gradient of this acoustic pressure ﬁeld is:
∂Pac
∂x
= −Pmaxkxsin(kxx) (7.5)
where kx = 2pi/Lc. The product of the acoustic pressure by its x-gradient is in fact
the x-gradient of the acoustic energy density (eac), multiplied by ρc2. This is written
in Eq. 7.6, where the temporal term is omitted.
ρc2
∂eac
∂x
= −P 2maxkxcos(kxx)sin(kxx) (7.6)
We see in Fig. 7.11 that at the location x/Lc = 0.14, even if the absolute value of the
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acoustic pressure x-gradient is not maximum, the absolute value of Eq. 7.6 is close to
its maximum.
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Figure 7.11: Absolute values of the theoretical acoustic pressure (dash dotted line),
acoustic pressure x-gradient (dashed line) and the x-gradient of the acoustic energy
density (red solid line), versus x/Lc. For this plot |grad(Pac)| and |ρc2grad(eac)| are
divided by 10 and 1 · 104, respectively.
7.2.2.2 Velocity Antinode
The same procedure applied for the spray ﬂow analysis made for IAN is now applied to
analyze the series of vertical tomography views of the n-heptane droplets for the case
at VAN. The diagnostics applied also keep the same parameters used before. Class-
averaged images are again computed (see procedure in section 4.3) from 2000 high
speed tomography views of the air-ﬂow seeded with olive oil particles and also of only
n-heptane droplets. In Fig. 7.12(left) It is observed that at the downstream regions
where the lateral periodic displacement is more noticeable, the n-heptane droplets are
not displaced as much as the seeded air is. In order to enhance the visualization of the
droplets motion during the acoustic forcing, by using the skeleton images of the spray, a
full cycle is reconstructed at the acoustic forcing frequency. The reconstruction is made
with 50 class-averaged images (as those in Fig. 7.12 right), each of them leading to a
region of radial mid positions along z. Finally, lines ﬁt data of the regions associated
to the left and right sides respectively. Results are plotted in Fig. 7.13.
The ﬁtted lines clearly highlight that the spray is also impacted by the transverse
acoustic velocity which induces a periodic lateral displacement of the droplets. The
ﬂuctuation amplitude of the horizontal position of the droplets increases as we move
downstream. This implies a perturbation of the droplet position that propagates down-
stream as wave on the ﬁtted lines. They are alternatively formed on the left and right
sides of the injector axis as is revealed by the ﬁtted lines. Each of the ﬁtted lines
corresponds to a time of the position wave propagation. The estimation of an injection
angle deﬁned with respect to the horizontal axis and the mid position of a droplet at
z/Dexit = 0.4, on the left and right side of the injection axis, was made by using the
skeleton views of the spray. Thus, we obtain the evolution over time of the injection
angles. Here the ﬂuctuation of the injection angle during the acoustic forcing is smaller
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Figure 7.12: Class-averaged images at four times of the acoustic forcing cycle, obtained
from vertical tomography views of the seed-air ﬂow and n-heptane droplets during
combustion: n-heptane droplets and seeded air-ﬂow (left), droplets median positions
(right). (1) seeded air; (4) injection angle of the droplets, calculated at z/Dexit = 0.4.
The central injector is positioned at the basin of VAN. |P ′| ≈ 2000 Pa measured by
M1, fr = 830 Hz, m˙air = 1.724 g/s, m˙fuel = 0.097 g/s , φLB = 0.85.
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Figure 7.13: (a) Pressure perturbation signal measured at the central PAN (M1 po-
sition). (b) Droplets position lines at several times of a cycle of the acoustic forcing.
The central injector is positioned at the basin of VAN. fr = 830 Hz, m˙air = 1.724 g/s,
m˙fuel = 0.097 g/s , φLB = 0.85.
compared with the cases at PAN and IAN. The values are found essentially between
50◦ and 85◦. The injection angle is not strongly modulated at the forcing frequency. A
phase diﬀerence between the evolution of the injection angle on the left and right side
is not really noticeable because the oscillations of the radial position of the droplets at
the injector exit are small with respect to the downstream region.
7.3 Flame behavior
7.3.1 Intensity Antinode
The swirling spray ﬂame issued from the central injector is positioned at the basin of
inﬂuence of IAN (x/Lc = −0.14). Simulations considering a variable temperature ﬁeld
related to the position of the ﬂames, support the excitation of the 2T1L acoustic mode,
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Figure 7.14: Evolution of the angle of injection formed by the n-heptane droplets at
the left and right side of the injector, in vertical tomography views of the n-heptane
droplets, at the injector exit. fr = 830 Hz, m˙air = 1.724 g/s, m˙fuel = 0.097 g/s ,
φLB = 0.85
which is corroborated by experimental measurements within the cavity. Fig. 7.15(a)
shows a simulated proﬁle of the acoustic ﬁeld obtained at y/e = 0 and z/hc = 0.025.
In this ﬁgure is also plotted the normalized absolute amplitude of the acoustic pressure
measured at x/Lc equal to 0 (M1), 0.256 (M2) and −0.481 (M3), for y/e = 0.5 and
z/hc = 0.025. The simulated acoustic ﬁeld is constant along y whatever the position
x, z. It is also constant along z up to z/hc = 0.3 (z/Dexit = 7.5). The signals of the
acoustic pressure measured at these points are reported in Fig. 7.15(b). We note that
the signals of M1 and M3 are, as expected, out-of-phase. Minimums of the pressure
amplitude are found where the basins of VAN are expected, with a signal phase (ϕp)
close to 0.5pi (see section 5.2), taking the phase of the signal measured by M1 as a
reference. These features satisfy the cavity resonance at the 2T1L acoustic mode.
By using images of the CH* chemiluminescence recorded by the ICCD camera PIMAX
4, and by calculating phase-averaged images, a full cycle of the response of the ﬂame
front was reconstructed during the acoustic forcing. It is highlighted a pulsation of
the front ﬂame intensity in the injection direction. Four phase-averaged images syn-
chronized with the pressure signal measured by microphone M1 are used to illustrate
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Figure 7.15: Dynamic of the pressure acoustic ﬁeld within the combustion chamber.
(a) Pressure ﬁeld by simulation, considering a variable temperature ﬁeld (see section
5.2.3); open square symbols are the experimental measurements. (b) Pressure signals
inside the cavity measured at the position of M1, M2 and M3. Arrows indicate the
position of the injectors. fr = 775 Hz, m˙air = 1.724 g/s, m˙fuel = 0.097 g/s , φLB = 0.85
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Figure 7.16: (a) Four ﬂame front phase-averaged images (CH*, false color) along with
its intensity iso-contours (dark blue and yellow lines represent the low and high in-
tensities respectively), from a reconstruction of a full cycle of the acoustic forcing.
(b) Position in time of the four images with respect to the pressure signal measured
by microphone M1. (c) PSD of CH* emissions recorded by PM. The central ﬂame
is positioned at the basin of IAN. |P ′| ≈ 1400 Pa, fr = 775 Hz, m˙air = 1.724 g/s,
m˙fuel = 0.097 g/s , φLB = 0.85.
the intensity pulsation (see Fig. 7.16(a) top and Fig. 7.16(b)). This axial pulsation is
non-symmetric, contrary to what was noted for the ﬂame response at PAN. A periodic
intensity wave that propagates on the left side of the injector axis is highlighted. This
side is the nearest to the velocity antinode, where a vortex formation has been observed
on spray tomography images. The propagation of the intensity pulsation wave is ac-
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Figure 7.17: (a) Median lines of the ﬂame front, calculated from its phase-averaged
CH* emissions images, and (b) a phase-averaged CH* emission image of the ﬂame
front, during the acoustic forcing along with some of the points bˆl,z to obtain a median
line. fr = 775 Hz, m˙air = 1.724 g/s, m˙fuel = 0.097 g/s , φLB = 0.85.
companied by a visible wrinkle of the ﬂame front on the same side. The iso-intensity
contours of the CH* emission phase-averaged images, clearly show the intensity pul-
sation wave evolution and the wrinkle formation, both on the left side (Fig. 7.16(a)
bottom). The frequency of this intensity pulsation is corroborated by the PSD of the
CH* emission signal recorded by the photomultiplier (Fig. 7.16(c)).
The ﬂame front can be also described by means of the calculation of front median
lines. These lines are obtained from each of the phase-averaged images of the CH*
chemiluminescence. A median line is constituted of points (bˆl,z) which are barycentres
of horizontal segments delimited by the outer contour of the front. The contour has
been previously deﬁned by ﬁxing an intensity threshold value of about 20% of the
maximum intensity value (see Fig. 7.17(b)).
The points are chosen to be representative of the CH* light intensity integrated on the
line of sight of the camera. They are deﬁned as CH* intensity barycentres, obtained
from the following relationship:
bˆl,z =
∑
j I
j
CH∗rl,j∑
j I
j
CH∗
(7.7)
In Eq. 7.7, the sum are computed horizontally line by line along the segment delimited
by the ﬂame front contour. The position of each point of a segments is rl,j, while
the CH* emission intensity of each of these points is IjCH∗ . Thus, these lines give
information about the ﬂame front shape and spatial CH* emission intensity distribution
over time during a cycle of the acoustic forcing. In Fig. 7.17(a), the median line
obtained from a ﬂame front phase-averaged image without acoustic forcing (dashed
line) is used as a reference position from which the others median lines are plotted. Fig.
7.17(a) indicates the dissymmetry of the ﬂame with respect to the case without acoustic
forcing. The deviation on the left side of the ﬂame lowest zone is coherent with the
aerodynamic dissymmetry imposed to the two-phase ﬂow. However, this aerodynamic
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dissymmetry eﬀect cannot explains the ﬂame top region mean displacement over time
on the right side of the reference position. There is another eﬀect that is added to the
aerodynamic dissymmetry. This possible eﬀect is presented hereafter.
7.3.1.1 Effect of the radiation force
In [95], authors observed a deviation in the case of a front of a laminar premixed V-
shape ﬂame subjected to a transverse acoustic ﬁeld. Sevilla et al. [130] investigated this
phenomenon in the case of a droplet combustion. They observed the deviation of the
liquid fuel droplet, the ﬂame front and the burned gases, when the burner is located at
diﬀerent positions within a standing transverse acoustic ﬁeld, from the basin of VAN
up to near the basin of PAN. Previously, Baillot et al. [131] and Baillot et al. [132],
highlighted the deviation of a liquid jet as this is subjected to a high frequency (1 kHz)
transverse acoustic ﬁeld. Recently, the behavior of the injection of three liquid jet
subjected to a high frequency transverse acoustic perturbation has been investigated
by Ficuciello [97], both experimentally and theoretically. The authors show that the
liquid jet and droplets are deviated and this deviation can lead to strong interactions
between the jets. Moreover, they have developed an analytic model to explain the
mechanism behind the spray behaviors observed, depending on the position of the
injectors within the standing acoustic ﬁeld.
The observed deviation, either in the case of the ﬂame front, or the droplets, or hot gases
product of the combustion, is a stationary phenomenon consequence of a harmonic
acoustic ﬁeld. As the eﬀects of the linear acoustic are null on average, this phenomenon
is generated by a non-linear eﬀect of the acoustic [95]. This is manifested as a radiation
pressure (Prad) acting on a system that can be solid or ﬂuid. The resulting force, known
as the radiation force (F˜ ∗), is obtained from the integration of the radiation pressure
eﬀorts acting on the studied system placed within a standing acoustic ﬁeld. This
force is able to create the observed deviation. The characteristics of this deviation
phenomenon rely on the nature of the studied system, this one having a density ρ1 and
presenting an interface with the environment (of density equal to ρ0). The density of
the system and that of the environment, allow to introduce a parameter (η), deﬁned
as the ratio of the medium density over the object density (ρ0/ρ1). In [95, 97], it is
found a threshold value for this parameter that depends on the shape of the object that
represents the studied system. Considering a spherical object they found η = 2.5, while
for a cylindrical object they obtain η = 3. Let consider a cylindrical system located
for instance at the IAN basin within the standing acoustic ﬁeld. The radiation force
F˜ ∗(η) evolves from positive values to negatives, being null at the threshold value of η
(see Fig. 7.18(a)). Thus, with the system (solid or ﬂuid) considered as a cylindrical
object, placed within the standing ﬁeld it is obtained that:
• as the parameter η < 3, the radiation force deviates the system from the pressure
antinode (PAN) to the nearest velocity antinode (VAN).
• as the parameter η > 3, the radiation force deviates the system from the velocity
antinode (VAN) to the nearest pressure antinode (PAN).
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(c)
Figure 7.18: (a) Dimensionless radiation force per unit length F˜ ∗ at IAN acting on a
cylindrical object placed in a standing wave ﬁeld as a function of η. (b) Dimensionless
radiation force per unit length F˜ ∗ around a cylindrical object placed in a standing
wave ﬁeld as a function of h/λ (or x/Lc). For η < 3, F˜ ∗ is directed toward the nearest
VAN, whereas for η > 3 it is directed toward the nearest PAN (reproduced from [97].
(c) Spray and ﬂame sketched as a cylindrical object composed by two regions: fresh
injection and ﬂame front with burned gases.
As illustration, the magnitude and the direction of the radiation force, as a function of
the system position within the standing acoustic ﬁeld, is shown in Fig. 7.18(b).
When the studied system and the environment have the same density (η = 1), whether
if the system is spherical or cylindrical, the radiation force is never zero. However,
in [95] is shown experimental results for a system and environment with η = 1 where any
deviation is observed. Same authors mentioned that Gor’Kov in [133] have introduced
a corrective coeﬃcient C(η) in order to account for ﬂuid compressibility eﬀects. This
coeﬃcient shift the plot of the radiation force versus η leading to a zero force for η = 1
in accord with experimental observations in [95].
In the case of our system, the stationary deviation highlighted by means of the ﬂame
front median lines, is coherent with these radiation force phenomenological features.
Our system is considered as a cylindrical object with two regions, the ﬁrst one situated
at the injector exit, where a fresh ﬂow is injected within a hot medium, such that the
ratio of densities may be η < 1, since the injected ﬂow have a temperature of about
330 K while the environment is a approximately 700 K (see section 3.5.2). Thus, the
system may be deviated to the left, towards the nearest VAN, contributing with the
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Figure 7.19: Dynamic of the pressure acoustic ﬁeld within the combustion chamber
when compression drivers are out-of-phase. (a) Pressure ﬁeld by simulation considering
a constant temperature ﬁeld (T¯ = 723 K); (b) phase (ϕ) of the pressure signals deﬁned
relative to the signal measured at the center of the cavity. Open square symbols are the
experimental measurements. Arrows indicate the position of the injectors. fr = 520
Hz, m˙air = 1.724 g/s, m˙fuel = 0.108 g/s , φLB = 0.95
aerodynamic dissymmetry observed. The second region can be considered as composed
by the ﬂame front and burned gases, both within an environment with a lower tem-
perature. In this case the ratio of densities will be η > 1, causing the radiation force
deviates the system towards the nearest PAN as highlighted by the front median lines
of Fig. 7.17(a). Fig. 7.18(c) schematizes these observations.
7.3.2 Velocity Antinode
The response of the swirling spray ﬂame to the acoustic perturbation generated in
the basin of inﬂuence of the velocity antinode (VAN) is investigated in the case of
two conﬁgurations. The ﬁrst one consists in locating the central injector at the center
of the cavity and set the compression drivers to work out-of phase. This creates a
velocity antinode at the center of the cavity. The second conﬁguration, as all the
cases investigated up to now, which uses the actuators in phase, generates two VAN
at x/Lc ≈ ±0.25. In that case the central injector is located in the basin of the VAN
situated at x/Lc ≈ −0.25.
7.3.2.1 Compression drivers out-of-phase
When the compression drivers work out-of-phase a transverse standing acoustic ﬁeld
1T1L is excited. The wavelength (λ) of the 1T acoustic mode is equal to two times the
cavity length (2Lc). At the center of the cavity a velocity antinode is generated while
a pressure antinode is generated at x/Lc = ±0.5. The acoustic pressure ﬂuctuations
of the sides are out-of-phase between each other. Simulations of this case have been
performed by adjusting the normal acceleration boundary condition to be out of phase
(see section 5.1.1). It has been considered an uniform temperature ﬁeld equal to T¯ =
723 K. This ﬁeld is congruent with temperature measurements within the cavity (see
section 5.2.2).
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Pressure measurements verify the results of simulations of this case. These measure-
ments have been performed within the cavity during combustion. Microphones have
been installed at y/e = 0.5 and z/hc = 0.025 for three positions x/Lc, namely x/Lc = 0,
x/Lc = −0.48 and x/Lc = 0.44. The measured resonant frequency of this mode is
fr = 520 Hz. The simulation agree with the measured fr giving the same value. Am-
plitudes of the simulation are normalized by the maximum value of the pressure ﬁeld
while the measurements are normalized by the amplitude measured at x/Lc = −0.48.
The normalized experimental and simulated pressure amplitudes are reported in Fig.
7.19(a). The normalized pressure amplitudes (|P ′|/|P ′|x/Lc=−0.48) found experimentally
at the positions indicated previously, match with the calculated values at the same po-
sitions. Experimentally, it is found that the signals, corresponding to the acoustic
pressure on the sides of the cavity (x/Lc = −0.48 and x/Lc = 0.44) are out-of-phase,
as shown in Fig. 7.19(b) by a relative phase of ϕ = pi. The phase plot shows, taking as
reference the signal measured at center of the cavity, that the signal on the right has
a phase gap of ϕ = 0.7pi, while the signal on the left have ϕ = −0.3pi. This imbalance
means that, in reality, the exact position of the VAN is slightly on the right of the
center of the cavity. Nevertheless, the central ﬂame is at the basin of inﬂuence of the
VAN created at the center of the cavity.
The signals of the acoustic pressure measured by the microphones M1 (x/Lc = 0)
and M2 (x/Lc = −0.256) are presented in Fig. 7.20(a). The pressure amplitude
measured by M1 is of about 100 Pa that represents 9% of the maximum measured at
x/Lc = −0.48. Thus, this amplitude can be considered as residual and its eﬀects on the
ﬂow and ﬂame as negligible. The OH* chemiluminescence emissions signal, recorded
by means of the photomultiplier, is also plotted in Fig. 7.20(a). The Power Spectral
Density (PSD) of these signals are displayed in Fig. 7.20(b). The PSD of the pressure
as well as the OH* signal present a peak at 520 Hz, the forcing frequency.
By using a series of 1000 high-speed images of the OH* emissions (camera speed 6000
fps), 48 class-averaged images have been obtained in order to reconstruct the ﬂame
front response during a cycle of the acoustic forcing. As illustration, Fig. 7.21 shows
four class-averaged images of the ﬂame front during a full cycle of acoustic perturbation.
The result of the reconstruction also reveals a pulsation of intensity of emission OH*
that begins in the lower right part of the front and evolves diagonally towards the upper
left part of the front. The diagonal evolution in the direction of the swirl imparted to
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Figure 7.20: Signals and PSD of the acoustic pressure and OH* emission recorded by
the PM. fr = 520 Hz, m˙air = 1.724 g/s, m˙fuel = 0.108 g/s , φLB = 0.95.
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180 270
Figure 7.21: Flame front averaged images during a full cycle of the acoustic forcing
with compression drivers out-of-phase. Flames are positioned at the basin of VAN.
fr = 520 Hz, m˙air = 1.724 g/s, m˙fuel = 0.108 g/s , φLB = 0.95.
the reactive ﬂow is clearly captured by the Dynamic Mode decomposition presented in
Fig. 7.22. Please note that this representation is not the real motion of the ﬂame. It
is a reconstruction made by ﬁltering the series of ﬂame images at the frequency of the
highest mode (here 520 Hz) found by the DMD method. Instead, the reconstruction
made by using the phase or class-averaged images captures the averaged motion since
no mode decomposition is applied to the images in this case.
By using the class-averaged images, it is noted that wrinkles form alternatively on the
left and right side of the ﬂame bottom (see the white arrows in Fig. 7.21). In order to
investigate the dynamics of these wrinkles, four exploration windows have been deﬁned
in the series of high speed images of the ﬂame front OH* chemiluminescence (Fig. 7.23).
The windows are placed in order to detect light intensity variations linked with the
wrinkle passage on the edge of the ﬂame front image. Windows in the low zone of the
ﬂame front are labeled as (1) while those positioned higher are labeled as (2). Windows
labeled with (1) have the same z-coordinates as well as those labeled with (2). The
signals obtained in each of the windows are plotted in Fig. 7.24. Signals reveal that
the wrinkles form periodically with a frequency equal to fr. An illustration is given
in Fig. 7.25 where the PSD of the signal from an exploration window is plotted. The
phase gap between the left and right sides has been calculated for the two z-positions.
270 180
Figure 7.22: DMD of the OH∗ emission intensity (false color) when the ﬂames are posi-
tioned at the basin of VAN, during a cycle of the acoustic forcing with the compression
drivers out-of-phase. fr = 520 Hz, m˙air = 1.724 g/s, m˙fuel = 0.108 g/s , φLB = 0.95.
188
7.3. Flame behavior
Figure 7.23: Exploration windows positions deﬁned in high speed images of the ﬂame
front OH* chemiluminescence.
A phase gap of pi is found between the left and right side windows labeled with (1),
while the phase gap between the windows labeled with (2) is 1.23pi. Analyzing the
signals of windows on the same side, a phase gap of 0.328pi is obtained for the left side
and 0.55pi for the right side, both from the signals ﬁltered at fr = 520 Hz. It has been
calculated the wrinkled velocity for each side based on these latter phase gaps and the
vertical distance between the two respective windows. For the left side it has been
found a velocity equal to ≈ 35 m/s while for the right side the velocity is equal to ≈ 21
m/s. These velocities do not correspond to the wrinkle transportation speed but they
are trace velocities as it is explained hereafter.
The number of wrinkles formed, their amplitude and the phase gap between them,
depend mainly on the parameter σw, deﬁned as the ratio of the characteristic azimuthal
frequency (angular rate of swirl) and the frequency of acoustic forcing. This is proposed
in [114], where the authors develop a model that predicts the ﬂame front dynamics of a
swirling premixed ﬂame under the eﬀects of a non-axisymmetric harmonic excitation,
as a function of the parameter σw. The predicted motion is not a simply lateral
oscillation of the front, but a more complex behavior characterized by a helical spiral
motion of the wrinkles formed (see an illustration in Fig. 7.26). The axial cut of the
ﬂame shown in Fig. 7.26(b) indicates that the phase gap between the wrinkle on the
left and that on the right side is constant with z. Authors emphasize that the velocity
obtained with the phase gap between wrinkles on the same side seen in vertical axial
cuts, is an apparent convection speed that can not be always interpreted as physical
convection velocities. This is because, as the wrinkle is created, it is also aﬀected by the
swirl transport component of the velocity ﬁeld, resulting in an apparent phase between
consecutive wrinkles. Moreover, as in our case the phase-gap is obtained from ﬂame
images integrated along the horizontal direction and projected in a vertical plane, this
can explain the slight variation between the phase gap obtained from windows labeled
with (1) and that obtained from windows labeled with (2).
As it was done in the previous chapter, the ﬂame front evolution can also be described
by means of the calculation of median lines of the front. These lines are obtained from
each of the class-averaged images of the OH* chemiluminescence. A median line is
constituted of points (bˆl,z) which are barycentres of horizontal segments delimited by
the outer contour of the front. The contour has been previously deﬁned by ﬁxing an in-
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Figure 7.24: Signals obtained in each of the four exploration windows from high speed
images of the ﬂame front OH* emissions. Plots (a) and (b): signals of the left and right
sides at two z-positions. Plots (c) and (d): signals of the same side at two z-positions.
190
7.3. Flame behavior
F (Hz)
0 500 1000 1500 2000
O
H*
 P
SD
×1011
0
2
4
6
8
right1
Figure 7.25: PSD of the signal obtained in the exploration windows ”right1” showing
a peak at fr = 520 Hz.
Figure 7.26: Theoretical prediction of the front motion of a swirling premixed ﬂame
for a given σ: (a) ﬂame surface, (b) axial vertical cut of the ﬂame front showing its
sides. Reproduced from [114].
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Figure 7.27: Median lines of the ﬂame front, (a) without acoustic forcing and (b)
with acoustic forcing, calculated from its phase-averaged OH* emissions images (c).
fr = 520 Hz, m˙air = 1.724 g/s, m˙fuel = 0.108 g/s , φLB = 0.95.
tensity threshold value of about 15% of the maximum intensity value (see Fig. 7.27(c)).
The points are chosen to be representative of the OH* light intensity integrated on the
line of sight of the camera. They are deﬁned as OH* intensity barycentres, obtained
from the relationship 7.7 introduced in section 7.3.1.
The median lines of the ﬂame front have been calculated ﬁrst from a series of OH*
class-averaged images without acoustic forcing. The class-averaged images have been
obtained over a time equal to an acoustic period (Tcycle = 1/fr) even in the case without
acoustic forcing. Thus, these lines characterize the ﬂame front, on average, during a
time interval equal to Tcycle. As we can see in Fig. 7.27(a) for the case without forcing,
the median lines are overlapped over time revealing a symmetric shape of the ﬂame
front. It is observed a slight deviation of the upper end of the median lines, to the
right. This is because the right side of the ﬂame front is a little longer than the left
side. For the case with acoustic forcing, the lines position are plotted with respect to
a line without forcing. During a cycle of the acoustic forcing, the median lines of the
ﬂame front highlight a small lateral oscillation of the ﬂame foot. It has been veriﬁed,
by means of an animated stack made with each of the lines, that they traces a helical
path that seems to turn over time like a left-handed screw. This observation is coherent
with a helical spiral2 motion of the ﬂame front motion.
2By spiral we denote here the circular motion, around an axis, that trace a curve in the space with
an increasing diameter of its successive loops.
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7.3.2.2 Compression drivers in-phase
The compression drivers were working in-phase to generate the 2T1L transverse acous-
tic mode at the resonant frequency (fr). The injector system is moved such that the
central injector is placed at x/Lc = −0.256, the basin of inﬂuence of one of the VAN.
The simulated pressure acoustic ﬁeld presented in Fig. 7.28(a), is obtained by consid-
ering the non-uniform temperature ﬁeld introduced in section 5.2.3. It corresponds to
the 2T1L acoustic mode of the cavity for fr = 710 Hz. Experimentally, the resonant
frequency is determined by following the procedure explained in section 5.2. For the
present illustration a maximum response of the cavity was obtained at fr = 775 Hz.
The nature of the mode was veriﬁed by making pressure measurements simultaneously.
They were performed at y/e = 0.5, z/hc = 0.025, by microphones M1 (x/Lc = 0), M2
(x/Lc = 0.25) and M3 (x/Lc = −0.48). The found normalized pressure amplitudes
(|P ′|/|P ′|x/Lc=0) match well with the simulation results as seen in Fig. 7.28(a). The
values measured at the M2 position correspond to pressure amplitudes in a basin of
pressure minima. Its amplitude, of about 200 Pa, represents about 10% of the pressure
amplitude measured at x/Lc = 0. The acoustic pressure signals recorded by M1 and
M3 are out-of-phase and the signal recorded by M2 has a phase gap with respect to
x/L
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Figure 7.28: Dynamic of the pressure acoustic ﬁeld within the combustion chamber
when compression drivers are in-phase. (a) Pressure ﬁeld by simulation, considering a
variable temperature ﬁeld (see section 5.2.3); open square symbols are the experimental
points of measure. (b) Pressure signals inside the cavity measured at the position of M1,
M2 and M3. Arrows indicate the position of the injectors. fr = 775 Hz, m˙air = 1.724
g/s, m˙fuel = 0.097 g/s , φLB = 0.85
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Figure 7.29: (a) PSD of CH* emissions recorded by PM. The central ﬂame is positioned
at the basin of VAN of the 2T1L acoustic mode. (b) Flame front phase-averaged images
(CH*) during a full cycle of the acoustic forcing with compression drivers in-phase.
|P ′| ≈ 2000 Pa, fr = 775 Hz, m˙air = 1.724 g/s, m˙fuel = 0.097 g/s , φLB = 0.85.
the two others signals close to 0.5pi (Fig. 7.28(b). These features indicate that the ﬁeld
can be interpreted as the 2T1L acoustic mode at fr = 775 Hz.
First, the ﬂame front dynamics was followed by a photomultiplier equipped with a CH*
interferential ﬁlter. The PSD of the recorded signal reported in Fig. 7.29(a) shows
a peak at the forcing frequency fr = 775 Hz. Secondly, the ﬂame front motion was
reconstructed during a cycle of the acoustic forcing by using ten phase-averaged images,
each one obtained from 100 phased images recorded by a ICCD camera equipped also
with a CH* interferential ﬁlter. The reconstruction reveals the generation of ﬂame
front wrinkles alternatively formed on the left and right side of the front. The wrinkle
formed on the left protrudes more than the wrinkle formed on the right which is barely
visible. Four exploration windows are placed on the phase-averaged images as shown
in Fig. 7.30. The signals obtained from the exploration windows allow to roughly
estimate that the formation delay between the left and right wrinkle, is of about pi (see
Fig. 7.31), while in the case of the acoustic actuators working out-of-phase this delay
was around 0.5pi. This diﬀerence may be explained by the parameter σw presented in
the precedent subsection, which value is not the same between both cases since the
experimental swirl number (S = 0.68) does not change, but the resonant frequencies
are diﬀerent (fr = 520 Hz for actuators out-of-phase). The reconstruction also reveals
a lateral CH* emission intensity pulsation with an almost diagonal pattern in the swirl
direction. This pattern is more noticeable in the phase-averaged images at 180◦ and
252◦ of the cycle presented in Fig. 7.29(b).
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Figure 7.30: Exploration windows positions deﬁned in phase-averaged images of the
ﬂame front CH* chemiluminescence.
From each of the ten phase-averaged images is subtracted a reference images, being this
a mean image of the front obtained without acoustics. The intensities thus obtained
represent positions not occupied by the reference front or where the phase-averaged
front has a higher intensity. Then, from each resultant image iso-intensity contours
have been extracted (Fig. 7.32). In the image at 0◦ the contours on the left and right
sides are almost the same in size and intensity. There is a time interval where no
intensity is observed on the right (image at 180◦ and 288◦). On the left side the iso-
contours is always present evolving in size and intensity. These iso-contours indicate
that upper zones of the ﬂame laterally oscillate more than regions close to the injector
exit, with respect to its mean position without acoustic. These results exhibit the
intensity growing on the left side of the front, moving to the right side, passing by the
center of the image, to ﬁnally restart the cycle.
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Figure 7.31: Signals obtained in each of the four exploration windows from phase-
averaged images of the ﬂame front CH* emissions. Signals of the left and right sides
bottom (a) and top (b) exploration windows.
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Figure 7.32: Iso-contour images calculated from ﬂame front phase-averaged images
(CH*) during a full cycle of the acoustic forcing, with compression drivers in-phase. The
central ﬂame is positioned at the basin of VAN of the 2T1L acoustic mode. fr = 775
Hz, m˙air = 1.724 g/s, m˙fuel = 0.097 g/s , φLB = 0.85.
The median lines of the front, calculated as it was explained in the precedent subsection,
trace and helical path in the space (Fig. 7.33(a)). This can be veriﬁed by means of an
animated stack made with each of the lines, from which the lines seems to turn over
time like a left-handed screw. This is congruent with what was observed previously in
the case of OH* emissions.
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Figure 7.33: (a) Median lines of the ﬂame front, calculated from its phase-averaged
CH* emissions images, and (b) a phase-averaged CH* emission image of the ﬂame
front, both during the acoustic forcing. Compression drivers are in-phase. fr = 775
Hz, m˙air = 1.724 g/s, m˙fuel = 0.097 g/s , φLB = 0.85.
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7.4 The saturation phenomenon
Three campaign of measurements have been performed, with the central ﬂame posi-
tioned at PAN, VAN and IAN basin of inﬂuence. Results are obtained for imposed
acoustic pressure perturbations with varying amplitude at a given resonant frequency
fr. Acoustic pressure ﬂuctuations are recorded by means of the microphone M1 placed
at the pressure antinode of the center of the cavity. This position is considered as a
local position, and measurements there as the local pressure ﬂuctuations, when the
central ﬂame is positioned at PAN. Otherwise this position is the reference position of
pressure measurements. The RMS perturbation amplitude measured at the reference
position ranges from 100 to 1600 Pa. For cases with the central ﬂame at the basin of
IAN and VAN, measurements at the reference position for RMS pressure perturbation
amplitudes lower than 400 Pa were not performed. When the central ﬂame is posi-
tioned at the IAN basin, the local acoustic pressure ﬂuctuations at x/Lc = −0.14, is
interpolated from the simulated acoustic ﬁeld. The amplitude of the pressure ﬂuctua-
tion at IAN is 52%±12% of the amplitude at the central location PAN. The incertitude
of this value is related to temperature uncertainty since this pressure amplitude is in-
terpolated from simulation results with a variable temperature ﬁeld. When the central
ﬂame is positioned at the VAN basin, the local acoustic pressure ﬂuctuations is that
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Figure 7.34: Relationship between Prms and IrmsCH∗/I
mean
CH∗ , the normalized amplitude of
the RMS value of the CH* emission ﬂuctuations. (a) Prms is measured at the center of
the cavity. (b) Prms is a local pressure according to the position (PAN, IAN or VAN).
fr between 760 and 800 Hz, m˙air = 1.724 g/s, m˙fuel = 0.097 g/s , φLB = 0.85.
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(a) (b)
Figure 7.35: (a) Region of interest in high speed images of the ﬂame front for OH*
signal extraction. (b) Intensity proﬁle positions in class-averaged images: verticals are
on the injector axis, horizontals are at z = 7.5 mm (z/Dexit = 0.93). m˙air = 1.724 g/s,
m˙fuel = 0.097 g/s , φLB = 0.85.
recorded by means of the microphone M2 placed at x/Lc = −0.256, the basin of inﬂu-
ence of the velocity antinode. The combustion intensity is described by the ﬂame front
CH* chimiluminescence emission. The mean value of the CH* emission (ImeanCH∗ ), is
calculated from a signal recorded during 1000 cycles of the acoustic forcing. The RMS
amplitude of the CH* emission signal (IrmsCH∗) is calculated for fr using the Matlab’s
pwelch signal processing tool as is explained in [121].
Fig. 7.34(a) shows the experimental correlation found between IrmsCH∗, normalized by
ImeanCH∗ , and the amplitude of the RMS pressure ﬂuctuations measured at the reference
position. Data in the case of PAN reveal a linear behavior with the amplitude of
pressure ﬂuctuations up to Prms ≈ 600 Pa. From this value the ﬂame response saturates
showing scattered values. As seen in section 6.4.2 the data scattering is due to the
behavior of IrmsCH∗ with the pressure perturbations. Data in the case of the central ﬂame
at IAN show a low amplitude dependence with respect to the pressure perturbations
measured at the reference position. IrmsCH∗/I
mean
CH∗ points show a very slightly increase with
pressure amplitudes and can be considered as almost constant. Data acquired when
the central ﬂame is at the basin of VAN show a linear dependence with the pressure
perturbation with a low slope compared with data at PAN. Reporting the data of IAN
and VAN to the local pressure perturbation amplitude it is obtained a rather diﬀerent
behavior of the ﬂame CH* emission response (Fig. 7.34(b)). In the case of IAN data
reveal now a quite linear behavior with Prms. A slope, slightly lower than that for data
at PAN, is noted in the evolution of IrmsCH∗/I
mean
CH∗ . The slight dispersion of the data
may be explained by the fact that the local pressure amplitude is interpolated from
simulation results with a variable temperature ﬁeld. The IrmsCH∗/I
mean
CH∗ values increase
as Prms is augmented and for a value close to Prms = 600 Pa, the ﬂame response also
saturates, as seen for the case at PAN. The ﬂame CH* emission response at VAN shows
a linear behavior with Prms, with a slope similar to that found at IAN. In this case no
saturation IrmsCH∗/I
mean
CH∗ is reached.
In order to explore the underlying mechanism for saturation, two series of high speed
line-of-sight images of the ﬂame OH* emission are analyzed. The setup is composed
of a Phantom V2512 high speed camera, an image intensiﬁer LAMBERT HICATT
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Figure 7.36: OH* emissions signals, reduced by their mean values, and their PSD
obtained from high speed images of the central ﬂame located at PAN. fr = 790 Hz,
m˙air = 1.724 g/s, m˙fuel = 0.097 g/s , φLB = 0.85.
25 equipped with a UV-100 mm lens and an interference ﬁlter centered at λ = 325
nm. The images have been recorded at 20 kfps, exposure time of 40 µs and a spatial
resolution of 0.19mm/pixel. These images correspond to the case with the central ﬂame
positioned at the basin of PAN. Each series corresponds to a pressure perturbation
amplitude Prms, of about 600 and 1600 Pa, in the transition between the linear and
the saturation regime and in the saturation regime of the ﬂame response respectively.
Thus, results from the case at PAN are presented for the remainder of this section.
Investigation is focused in a region of interest (65× 70 mm) including only the central
ﬂame as shown in Fig. 7.35(a). Signals over time are extracted from the two series
of high speed images, computing the overall intensity of pixels within the ROI. In
addition, a signal from a series of images without forcing is also computed. Signals
and their respective PSD are presented in Fig. 7.36. The signal without forcing shows
oscillations which are consequence of the turbulent combustion, but as shown by its
PSD spectrum, there is no really strong organized oscillations at a given frequency.
The signal of the case at Prms = 600 Pa, in the transition regime, shows a strong
oscillation at the driving forcing frequency as it is veriﬁed by the strong peak at fr
in its PSD spectrum. Increasing the perturbation amplitude to Prms = 1600 Pa, in
the saturation regime, it is noted that the signal oscillation amplitude diminishes. Its
PSD spectrum conﬁrms this observation showing that the ﬂame response at the driving
resonant frequency importantly decreases.
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(a) (b)
Figure 7.37: Short time Fourier transform of CH* emission signals from the central
ﬂame located at PAN, recorded by PM. (a) |P ′|rms = 600 Pa and (b) |P ′|rms = 1600
Pa. fr = 790 Hz, m˙air = 1.724 g/s, m˙fuel = 0.097 g/s , φLB = 0.85.
In order to get a more complete insight on the ﬂame dynamics over time, STFT cal-
culations of CH* emission signals, recorded by a PM in the two cases analyzed here,
have been performed. The results presented in Fig. 7.37 show that both responses
are established at the driving frequency fr. But, the intensity of the response over
time at high perturbation amplitude (Fig. 7.37(b)) is much lower than the case in
the transition regime (Fig. 7.37(a)). From the STFT diagram of Fig. 7.37(a), the
response at fr appears, with some intermittences of very short duration, but the re-
sponse is strongly established over time. In contrast, the response at fr in the STFT
diagram of Fig. 7.37(b) presents intermittences of longer duration and so the response
is weakly established over time. Note from the STFT diagrams that in the case at the
transition regime (Fig. 7.37(a)) there is more energy transferred to low frequencies,
with some peaks that appear punctually but not established over time, compared to
the case in the saturation regime where there is almost no response at low frequencies
(Fig. 7.37(b)).
A reconstruction of a forcing cycle is carried out by means of 40 class-averaged images
from high speed views of the OH* ﬂame front for each case. Four class-averaged im-
ages of each reconstructed forcing cycle are presented in two columns and four rows
(Fig. 7.38 bottom). Left and right column correspond to cases in the transition regime
and saturation regime respectively. Class-averaged images of each case are synchro-
nized with its respective pressure perturbation signals (Fig. 7.38 top) and then post-
synchronized between them. The time (t/Tcycle) indicated on ﬂame images are with
respect to the pressure perturbation signal, being t/Tcycle = 0 the instant where the
pressure is zero and increasing. From images in the transition regime, the ﬂame shows
a fairly well deﬁned shape evolution with a stabilization points well noticeable. The
ﬂame in the saturation regime presents a quite diﬀerent structure. Its shape evolution
during the cycle of forcing is not well discernible and so it is diﬃcult to recognize
stabilization points.
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Figure 7.38: Top: Post-synchronized pressure signals measured at PAN, corresponding
to the bottom images. Bottom: Flame front OH* emission class-averaged images of
a reconstruction of a full acoustic forcing cycle for two levels of perturbation: (a)
|P ′|rms = 600 Pa and (b) |P ′|rms = 1600 Pa. fr = 790 Hz, m˙air = 1.724 g/s, m˙fuel =
0.097 g/s , φLB = 0.85. System at PAN.
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Figure 7.39: Class-averaged proﬁles of the ﬂame front OH* emissions along the: (a)
vertical line and (b) horizontal line deﬁned in Fig. 7.35(b). Proﬁles are extracted
from a image without forcing and from images of row 2 of Fig. 7.38(b). fr = 790 Hz,
m˙air = 1.724 g/s, m˙fuel = 0.097 g/s , φLB = 0.85.
Vertical proﬁles, obtained on the injector axis (see Fig. 7.35(b)), of the two cases
are compared with a proﬁle of a case without forcing (Fig. 7.39(a)). The proﬁles with
acoustic forcing correspond to images in row-2 of Fig. 7.38 (bottom). These proﬁles, at
almost the same time of the forcing cycle, reveal a diﬀerent front structure between the
two cases. By choosing I ′OH = 800 (a.u.) as a threshold to for the presence of the ﬂame,
it is noted that the ﬂame in the case at Prms = 600 Pa stabilizes closer to the nozzle
exit than the case at Prms = 1600 Pa. The maximum intensity is higher and appears
at a lower z-position for Prms = 600 Pa than for Prms = 1600 Pa. Both maximums
are lower than the maximum intensity of the case without forcing. Analyzing the
vertical proﬁles of the four images in the column (a) of Fig. 7.38 (bottom), it is noted
that the maximum value of intensity evolves spatially and in magnitude, indicating
the passage of an intensity wave (see Fig. 7.40(a)). The vertical proﬁle of the row-1
column (a) is very similar to the proﬁle without forcing (maximum value and position)
suggesting that, during a time interval, the ﬂame recovers the structure of a ﬂame
without forcing. The vertical proﬁles of the four images in the column (b) of Fig. 7.38
(bottom), show a lower evolution of the OH* intensity with a maximum of about 75%
of the maximum value without forcing (see Fig. 7.40(b)). The ﬂame in this case never
recovers a structure similar to that without forcing.
Horizontal proﬁles are obtained at z/Dexit = 0.93 from an image without forcing (see
Fig. 7.35(b)) and from images in row-2 (Fig. 7.39(b)). At this position and for this
instant of the forcing cycle, the ﬂame stabilization of the case at Prms = 600 Pa is
similar to that without forcing. In contrast, the proﬁle corresponding to the case at
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Figure 7.40: Vertical (top) and horizontal (bottom) proﬁles of the ﬂame front OH*
emission at four moments of a reconstructed acoustic forcing cycle. Proﬁles are from
class-averaged images of the four rows of Fig. 7.38(b). Proﬁles positions indicated in
Fig. 7.35(b). fr = 790 Hz, m˙air = 1.724 g/s, m˙fuel = 0.097 g/s , φLB = 0.85.
Prms = 1600 Pa shows intensity values lower than I ′OH = 800 (a.u.) along the entire
proﬁle. This denotes that ﬂame stabilization in this case is located higher downstream.
Analyzing the horizontal proﬁles of the four images in the column (a) of Fig. 7.38
(bottom), it is noted the evolution of the maximum intensity indicating a ﬂuctuation
of the ﬂame stabilization position (see Fig. 7.40(a)). Considering the threshold value
I ′OH = 800 (a.u.) it is possible to conclude that by this position the ﬂame is always
present. The proﬁles of the images in column (b) of Fig. 7.38 (bottom) also show
a ﬂuctuation of maximum values denoting the ﬂuctuation of the ﬂame stabilization
position (see Fig. 7.40(b)). However, based on the intensity threshold value, there
is only a time interval (corresponding to the image in row-1) when the stabilization
position hardly goes down to the position z/Dexit = 0.93.
The observed ﬂame behaviors suggest that the change between the ﬂame shape/structure
in the linear and transition regime of response and the shape/structure in the satu-
ration regime can explain the saturation of the response. Moreover, in the saturation
regime, the higher position of the ﬂame stabilization could be the reason of the weak
combustion intensity and this in turn may be the prelude of the ﬂame blowout. Thus,
the ﬂame response evolution at a given resonant frequency is associated to a change
in its shape/structure as the imposed perturbation amplitude is incremented, passing
from a wrinkled ﬂame response to a more chaotic behavior. The wrinkled response
observed here is characterized by symmetrical oscillations of the front about the in-
jection axis, whereas the chaotic response is characterized by a disordered response
and asymmetric oscillation of the ﬂame sides at the stabilization region. Bourehla
and Baillot in [60] already proposed this change, among others possibilities, in the
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ﬂame shape/structure to imposed velocity oscillations for a laminar conical premixed
ﬂame over a wide range of frequencies and perturbation amplitudes. In the case of
a single premixed swirling ﬂame longitudinally forced, the change of the stabilization
position from near of a centerbody to a position downstream is found as one of the key
mechanism behind the saturation process [134].
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Conclusions and perspectives
Within the domain of thermoacoustic instabilities, this work is placed among the ex-
perimental test benches in open-loop forcing. In particular, the focus of this study is
the dynamics of a system composed by a two-phase swirling ﬂow and its ﬂame, un-
dergoing the eﬀects of a downstream transverse acoustic perturbation. A new setup
has been designed to stabilize three ﬂames produced by swirling two-phase ﬂows lin-
early arranged in a combustion chamber. This combustion chamber mimics a sector
of the MICCA-Spray annular chamber of the EM2C laboratory [1]. An ingenious
aerodynamic injection arrangement, devised during this work, ensures the combustion
stabilization without strong wall strong conﬁnement. This is an important achievement
since until now investigation of neighboring ﬂames and their interaction in an open-
loop forcing setup mimicking a sector of an annular chamber was not possible [82].
The cavity, with an adjustable length Lc, has been conceived to obtain the resonance
of the 2T1L mode for any forcing frequencies f0 generated in the range 0.5− 1.4 kHz
by means of two compression drivers mounted on two opposite walls of the chamber.
The approach of this study has been to investigate ﬁrst the swirling air ﬂow, then the
spray and ﬁnally the ﬂame response, this last one to a wide range of imposed acoustic
pressure perturbations.
Identification of the 2T1L acoustic mode
The experimental response of the cavity with f0 is well reproduced by simulations,
both considering a mean constant temperature coherent with temperature measure-
ments and a 1D variable temperature ﬁeld deﬁned from measurements within the com-
bustion chamber. Along with simulations, theoretical calculations allow interpreting
the acoustic behavior of the chamber. For a given length Lc, as the forcing frequency
f0 is approaching the resonance frequency fr, the pressure amplitude in the center
of the cavity grows and the minimum of the pressure amplitudes moves its position
toward x/Lc = 0.25. Simultaneously, the phase ϕ(f0, x) measured at a ﬁxed point
in the vicinity of x/Lc = 0.25, passes from 0 to pi when the forcing frequency varies
from f0 < fr to f0 > fr. At f0 = fr, the pressure amplitude measured at the center
of the cavity deﬁnes the pressure antinode (PAN) of the 2T1L acoustic mode and its
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velocity antinode (VAN) is positioned at xV A where acoustic pressure ﬂuctuations are
and absolute pressure minimum satisfying that ϕ(fr, xV A) = 0.5pi.
Based on the aforementioned characteristics, a method has been proposed to determine
whether the the 2T1L mode is well excited with or without combustion. The deﬁned
criterion is based on pressure measurements made at two points in the forcing frequency
domain, namely at the center of the cavity and another one in the vicinity of x/Lc =
0.25. The maximum of pressure amplitude at the center of the cavity is searched by
varying f0. To conﬁrm that the identiﬁed frequency corresponds to a 2T1L mode,
ϕ(f0, x) have to pass from 0 to pi at any point x near to x/Lc = 0.25. The method was
validated ﬁrst in cold conditions and then during combustion.
Once the desired acoustic mode is established, the system composed by the spray
ﬂow and ﬂame was positioned at three acoustic basin of interest in the 2T1L acoustic
resonant mode of the chamber, namely the pressure antinode (PAN), the intensity
antinode (IAN) and the velocity antinode (VAN).
Two-phase flow behavior
The investigation of the swirling air ﬂow in inert conditions has allowed to describe its
natural characteristics. The determination of the level of swirl imparted to the ﬂow by
means of the swirl number calculation has shown the coherence of the swirl level with
the ﬂuid dynamical structures observed. The swirling ﬂow issued of the injector used
for this work, in the operating conditions investigated here, presents a well recognized
Central Recirculation Zone (CRZ), induced by a double helix type vortex breakdown.
A Precessing Vortex Core (PVC) has been identiﬁed with a frequency between 2.25 and
2.5 kHz. This frequency may depend on the ﬂow rate. Kelvin-Helmholtz vortices have
been recognized in the outer layer of the ﬂow. The characteristics of the air-ﬂow free
of acoustic forcing are still presents at low levels of perturbations, persist at medium
levels and are greatly aﬀected at high levels. It has been quantiﬁed the modulation
of the ﬂow rate at the injector exit when it is located at PAN. It is characterized by
an important periodic acceleration and deceleration of the ﬂow driven by the acoustic
forcing. All the velocity components of the swirling ﬂow are modulated by the forcing.
In particular the modulation of the vertical and azimuthal velocity components induces
an strong modulation of the level of swirl imparted to the ﬂow. This modulation
explain the evolution of the ﬂow pattern visualized at PAN. The pattern evolution
indicates that as the swirl number S is periodically modulated, at least two type of
vortex breakdown arises during a cycle of forcing including a time interval where the
CRZ is momentarily disrupted. In reactive conditions, fuel droplets sizing performed
in the spray ﬂow has shown that the spray is formed mostly by droplets of lower size
(1−10 µm). Nevertheless, fuel droplets with higher size are formed. By correlating fuel
droplets data rate contours with vertical tomography images, it its deduced that the
visualization of the spray are mainly representative of large droplets as the intensity
of the light scattered by a droplet is proportional to the square of its diameter. In the
presence of the acoustic forcing, the spray adapts to the perturbation depending on its
size population:
• droplets with a size small enough such that they are rapidly evaporated;
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• those becoming small enough to be captured by ﬂuid structures of the perturbed
ﬂow;
• ﬁnally those with a suﬃciently large size such that they are only deviated from
their trajectory and follow a rather ballistic trajectory. The droplets visualized
in the tomography views belong rather to the third group.
At PAN, the visualized spray is symmetrically perturbed close to the injector exit and
downstream the swirl component of the ﬂow tends to break this symmetry.
As the system is moved to other locations of interest in the acoustic ﬁeld, other eﬀects
arise as is in the case with the system at the intensity antinode (IAN). Here, the
important level of acoustic velocity and pressure gradient explain the dissymmetry
observed in the response of the air-ﬂow in cold conditions as well as in the response
of the spray. At VAN the overall ﬂow is laterally disturbed showing a rocking motion,
term borrowed from molecular vibrations with a similar motion. As at VAN, pressure
ﬂuctuations represent less than 10% of the amplitude in PAN, its eﬀects are considered
negligible. Very weak response to perturbations are noted close to the injector exit
but the amplitude of the periodic lateral oscillation is accentuated downstream. These
eﬀects are observed both in the inert air-ﬂow and the spray during combustion. Similar
eﬀects as those highlighted in this work were shown on a laminar premixed V-shape
ﬂame in the work by Lespinasse [95] Here, despite the high Ubulk velocity of the ﬂow
and its high level of swirl it manages to adapt to its environment disturbance condition
being the observed structures the results of that adaptation.
Spray flame dynamics
Without acoustic forcing it has been veriﬁed that the three ﬂame fronts, characterized
by CH* or OH* chemiluminescence emissions, have similar properties (e.g. heights and
open angles) and consequently they can well model neighboring ﬂames of an annular
chamber sector. The range of equivalence ratio used in this work does not introduce
major changes in the shape of the reference ﬂame.
Under the transverse acoustic forcing, the ﬂame dynamics were shown to respond at the
forcing frequency. The investigation was focused mainly in the central ﬂame dynamics.
The front response is characterized by a pulsation of the combustion intensity which
is at its turn dependent of the behavior of the perturbed spray ﬂow, both being driven
at the resonant frequency of the mode. Thus, under an axisymmetric disturbance
where the spray ﬂow is symmetrically aﬀected the pulsation motion of the front is also
axisymmetric. This is accompanied by front wrinkles symmetrically and periodically
formed. This pulsation shifted on a side of front with respect to the injection axis
when the ﬂame was submitted to high acoustic pressure and velocity gradient of the
IAN basin. This is in accord with the dissymmetry observed on the ﬂow within the
acoustic ﬁeld at this location. Added to this dissymmetry, a non-linear eﬀect has been
highlighted on the front. It is manifested as a stationary deviation of the front as it
is clearly highlighted by the barycentric lines of the front obtained during the acoustic
perturbation cycle. When the ﬂame front is submitted to a high transverse acoustic
velocity ﬂuctuations the combustion intensity pulsation has rather a diagonal pattern
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in the direction of the swirl as seen in the reconstruction of perturbation cycle. This
is accompanied by front wrinkles propagated on each side of the front viewed from
line-of-sight phase-averaged and class-averaged images. They are formed with a delay
between each side of the front and it has been veriﬁed that this delay is not the same
between two cases whit diﬀerent fr. It is suggested that the shape and motion of
the front is governed by a combined eﬀect of the ﬂow swirling level and the frequency
of the perturbation, similar to what it was theoretically predicted in the case of a
premixed swirling ﬂame by Acharya et al. [114]. The wrinkled formation along with
the barycentric lines of the front suggest a more complex motion than a simply lateral
oscillation. Indeed, the front might have a motion governed by the wrinkles which
traces in the space a helical spiral path.
The correlation between the CH* emissions and pressure perturbations reveals a linear
regime of the ﬂame response in the three acoustic basin studied. In this regime, the
slope of the response slightly decreases as the ﬂame passes from the PAN location to
IAN and VAN respectively. The diﬀerent slope in the ﬂame response is the consequence
of the particular characteristics of the combustion intensity at each location in the
acoustic ﬁeld. The linear regime is followed by a saturation regime observed at PAN
and IAN and not reached at VAN. In this regime, at the pressure antinode, it was noted
a change in the shape/structure of the ﬂame characterized by a shift of its stabilization
position to another position downstream. Thus, at the end of the linear regime it is
observed that the front shape remains well deﬁned while it is symmetrically perturbed.
The OH* signal of this ﬂame shows a clear response at fr. In contrast, in the saturation
regime the ﬂame shape become rather chaotic with a weak combustion intensity as
shown by the spectrum of its OH* signal where the peak of the response at fr comes
down even with higher amplitude of the pressure perturbation. Bellows et al. [134]
showed, in the case of a swirling premixed ﬂame, that a key mechanism governing the
saturation is the liftoﬀ of the ﬂame. At the IAN basin, the saturation regime of the
ﬂame response starts at a value close to that at PAN, but it is not necessarily the
same since the possible mechanism of saturation is superposed with the others eﬀects
highlighted at this position, thus maybe anticipating the saturation regime. In the
same way, at VAN and for higher levels of perturbation it is not evident if a saturation
regime will be arise since the disturbance ﬁeld here is completely diﬀerent to that at
PAN.
Perspectives
TACC-Spray conﬁguration modularity allows in particular change the distance between
injectors. The investigation of the ﬂame dynamics in the case of a lower distance
between injectors, started with the internship master degree work of A. Omri, is of
fundamental interest. The distance between injectors is reduced in order to favor
the ﬂame and ﬂow interactions. These interactions take place between neighboring
injectors and the response of multiple injectors is not known. In particular, there is
no indication when the response of these injectors can be considered decoupled from
each other. A reduced injector distance might modify the environment encountered by
the injected ﬂow. Possible recirculations of hot gases conﬁned by the ﬂame fronts in
contact can contributes to increase the environment temperature at the injector exit.
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This might impact the fuel droplets evaporation process. Forcing such a conﬁguration,
ﬂame responses diﬀerent to those reported in this manuscript could be found.
As mentioned in other works (e.g. [1,82]), diﬀerences between stability/instability pre-
dictions in a single ﬂame combustor and the instabilities encountered in annular cham-
bers may come from the need to consider the eﬀects of neighboring ﬂames. Thus, based
on the ﬂame transfer functions elements given in this work for a given operating condi-
tion, FDF determination can be extended to a wider range of frequencies. Results could
be compared with the behavior of the MICCA-Spray chamber of EM2C laboratory and
can be useful as a data base for other systems with similar conﬁgurations.
It has been seen that the behavior of the fuel droplets submitted to acoustic pertur-
bations plays an important role in the observed ﬂame dynamics. This behavior could
be diﬀerent depending on the physical properties of the fuel. Moreover, the evapora-
tion process of the fuel droplets also depend on the fuel properties. Since combustor
instability depends on the characteristics of the fuel spray, for example a fuel with
a lower evaporation rate can be used in order to investigate its impact on the ﬂame
dynamics [135].
The transition point and the subsequent saturation regime of the ﬂame response high-
lighted in this work might be linked with the power of the ﬂame. A saturation phe-
nomenon was not identiﬁed in the work of Prieur [1] where the spray ﬂame own the
same equivalence ratio but higher power than a single spray ﬂame in TACC-Spray.
It will be interesting to vary the power of ﬂames in TACC-Spray while keeping con-
stant the equivalence ratio in order to see the sensitivity of the ﬂame response to this
parameter, in particular the transition point from the linear regime to the saturation.
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Appendix A
Helmholtz resonator
A.1 The Helmholtz resonator without mean flow
The Helmholtz resonator is a non-uniform pipe in the shape of a bottle (Fig. A.1).
When the bottle is small compared to the acoustic wave length, the body of the bottle
acts as an acoustic spring while the neck is an acoustic mass [105]. The volume of the
bottle body is V = LbSb. If the cross-sectional area Sb of the bottle is large compared
to the cross-sectional area Sn of the neck, the acoustic velocities in the body can be
neglected compared to those in the neck. Thus the ﬁrst assumption is that the pressure
p′in and the potential ϕin in the bottle are uniform. As the bottle is small compared
to the wave length, this is kl ≪ 1, compressibility is neglected and Bernoulli applied
in the form:
ρ0
∂ϕin
∂t
+
1
2
ρ0u
2
in + p
′
in = ρ0
∂ϕex
∂t
+
1
2
ρ0u
2
ex + p
′
ex (A.1)
Assuming that uin = 0 and also uex = 0 because there is not a mean ﬂow, we rewrite
the last equation as:
ρ0
∂
∂t
(ϕin − ϕex) = p′ex − p′in (A.2)
The potential diﬀerence over the neck is ϕex − ϕin = lu′n, in which the velocity u′n
is considered to be uniform (frictionless incompressible ﬂow in a pipe with uniform
cross section). We consider here that distance (l) is the the neck length with the
end correction already added. For details about length correction lector can reference
to [105]. Now we can write:
ρ0l
du′n
dt
= p′in − p′ex (A.3)
The change of mass must be equal to the ﬂux through the bottle neck. In linearized
form we ﬁnd:
V
dρ′in
dt
= −ρ0u′nSn. (A.4)
Assuming an adiabatic compression of the ﬂuid in the bottle, ρ′in can be removed using
the constitutive equation p′in = c
2
0ρ
′
in. With the latter relationship and the Eqn. A.4
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into the Eqn. A.3 this yields:
d2u′n
dt2
+
Snc
2
0
V l
u′n = −
1
ρ0l
dp′ex
dt
. (A.5)
The natural resonance frequency of the Helmholtz resonator system is given by:
ω20 =
Snc
2
0
V l
. (A.6)
For a harmonic excitation p′ex = p̂exe
iωt we ﬁnd:
c0ρ0ûn
p̂ex
= − iωω1/ω
2
0
1− (ω/ω0)2 (A.7)
with ω1 = c0/l. We note that u′n and p
′
ex are in phase quadrature. When the angular
frequency of the external excitation is ω = ω0 the pressure ﬂuctuation inside the bottle
(p′in) will be ampliﬁed.
Figure A.1: Helmholtz resonator without a mean ﬂow.
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A.2 The Helmholtz resonator with a mean flow
The same bottle is considered, but in addition a continuous volume ﬂow Q0 = u0Sn, is
injected (Fig. A.2). For this situation the Bernoulli equation is written as:
ρ0l
du′n
dt
+
1
2
ρ0(u0 + u
′
n)
2 + p′ex = p0 + p
′
in (A.8)
Figure A.2: Helmholtz resonator with a mean ﬂow.
The left hand of this expression corresponds to a point at the exit section of the neck,
while the right hand corresponds to a point within the bottle body. Because Sb is large
compared to Sn, the velocity within the body (u′in) is negligible, but the mean ﬂow
creates a static pressure within the bottle body, that is linked with the mean velocity
in the neck (u0) as follow:
p0 =
1
2
ρ0u
2
0 (A.9)
Furthermore, in the bottle neck we have the velocities u0 + u′n, and at the neck exit
u0 + u
′
ex, in consequence u
′
n = u
′
ex. The Eqn. A.8 is then rewritten, neglecting second
order terms to obtain:
ρ0l
du′n
dt
+ ρ0u0u
′
n = p
′
in − p′ex (A.10)
Using the linearized mas conservation law:
V
dρ′in
dt
= −(ρ0u′n + ρ′exu0)Sn (A.11)
and the constitutive equation p′in = c
2
0ρ
′
in (p
′
ex = c
2
0ρ
′
ex), to remove ρ
′
in (ρ
′
ex) and p
′
in
from Eqn. A.10, we obtain:
d2u′n
dt2
+
u0
l
du′n
dt
+ ω20u
′
n = −
ω20M0
ρ0c0
p′ex −
1
ρ0l
dp′ex
dt
. (A.12)
In this expression M0 = u0/c0, and ω0 is that deﬁned in Eqn. A.6. The system
response depend on the damping factor induced by the mean ﬂow (cd = u0/l). In order
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to highlight this we rewrite the Eqn. A.12 as follow:
d2u′n
dt2
+ 2εω0
du′n
dt
+ ω20u
′
n = −
ω20M0
ρ0c0
p′ex −
1
ρ0l
dp′ex
dt
(A.13)
where we have introduced the damping rate:
ε =
cd
2ω0
(A.14)
For a harmonic excitation p′ex = p̂exe
iωt, we get:
c0ρ0ûn
p̂ex
=
−(M0 + iωω1/ω20)
1− (ω/ω0)2 + i2εω/ω0 (A.15)
where ω1 = c0/l. The last expression can be reformulated in terms of s = ω/ω0:
c0ρ0ûn
p̂ex
=
−(M0 + iωω1/ω20) [(1− s2)− i(2εs)]
(1− s2)2 + (2εs)2 (A.16)
We write the magnitude and the phase of the last expression, then we search the
condition to obtain a resonance of this system. The square of the magnitude and the
phase of the expression in the Eqn. A.16 are:
|c0ρ0ûn
p̂ex
|2 = M
2
0 + (ωω1/ω
2
0)
2
(1− s2)2 + (2εs)2 (A.17)
arg
(
c0ρ0ûn
p̂ex
)
= − arctan
(
2εs
1− s2
)
(A.18)
The condition for the resonance is found by satisfying:
d
ds
[
(1− s2)2 + (2εs)2
]
= 0 (A.19)
and the second derivative of the extremum is positive. The last derivative shows that
a resonance will exist if s =
√
1− 2ε2, with a damping ratio ε < 1/√2. The angular
frequency of resonance is therefore:
ωr = ω0
√
1− 2ε2 (A.20)
and the amplitude at the resonance is:
|c0ρ0ûn
p̂ex
|2 = M
2
0 + (ωω1/ω
2
0)
2
4ε2(1− ε2) (A.21)
For small values of the damping rate we have that ωr ≈ ω0. The phase expressed
in Eqn. A.18 is then ≈ −pi/2. Finally, we note that making ε = 0, this yields to
the solution of the Helmholtz resonator without mean ﬂow presented in the precedent
section.
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Compression Driver membrane
velocity
The modeling of the oscillation movement of a compression driver made by Donnini
and Quaranta in [136] leads to express its delivered acoustic power, for the range of
frequencies of this work, as follows:
Pac = Racv
2 =
ρSmema
2ω2
c
v2 (B.1)
where Rac is the acoustic resistance which can be written in terms of the air density ρ,
the area of the membrane Smem and its radius a, ω = 2pif with f the frequency of the
acoustic wave, c the speed of the acoustic wave and v the velocity of the membrane. It
is noted that if the behavior of v with the frequency is in 1/f then the acoustic power
will be constant.
Measurements have been carried out on the membrane of a compression driver that
equips TACC-Spray. For the task it has been used a POLYTEC 3000 series laser
vibrometer adjusted with a sensitivity equal to 1000 (mm/s)/Volt. The incertitude of
these measurements is of about 1%. In the setup, the laser beam was aligned normal to
the membrane surface impacting on it through a small hole made to its cover. Fig. B.1
reports the results for two conditions: (1) when the amplitude of the signal (VHAMEG)
of the HAMEG signal generator was kept constant giving a variable input tension
(VCD) in compression driver terminals; (2) when the amplitude of the signal (VHAMEG)
of the HAMEG signal generator was varied in order to kept constant the input tension
on the compression driver terminals. The condition (1) corresponds to the scenario
applied to study the acoustic response of the cavity with frequency. This condition
gives a result closer to a behavior in 1/f than the condition (2).
217
Appendix B. Compression Driver membrane velocity
f (Hz)
500 550 600 650 700 750 800 850 900
v 
(m
/s)
0
0.2
0.4
0.6
0.8
1
VHAMEG=1.4 Volt peak to peak
VCD=32 Volt peak to peak
  v=250 f -1
Figure B.1: Experimental measurements of the vibration velocity of the compression
driver membrane.
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Appendix C
Connection diagrams
C.1 Measurement instruments and a high speed
camera
Figure C.1: Connection diagram of the measurement instruments and a high speed
camera. The BNC pulse generator triggers the signals acquisition by means of the
PFI0 connector of the BNC connector block, and the image acquisitions by means of
the high speed camera. The Frequency Filter out signal is the signal that goes to the
compression drivers.
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C.2 Measurement instruments and the PIMAX4
ICCD camera
Figure C.2: Connection diagram of the measurement instruments and the PIMAX4
ICCD camera. The BNC pulse generator gives the signal frequency to the HAMEG
signal generator and so impose its internal clock to the acoustic forcing. Thus it
triggers and synchronizes a forcing cycle with the signals acquisition including images.
The Frequency Filter out signal is the signal that goes to the compression drivers.
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