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1
Introduction
Notes — Ce chapitre présente le contexte de l’étude relative au développement d’un outil de calcul de la
beauté d’un bruit périodique.
Nous appellerons « Suavité » cette note de beauté pour reprendre une terminologie « due à Euler » : certes, ce
n’est pas le terme le plus utilisé par Euler dans ses travaux, il préfère celui de « note de bonté », mais le terme sert
dès le titre de chapitre 2 de son tentamen novae theoriae musicae [E033] [12] qui est « De suavitate et principii
harmoniae ».
Une fois cette « beauté » objectivée (mesurée), on peut alors se passer (au moins pour partie) de jury d’écoute,
aussi bien pour caractériser un bruit, que (et surtout) pour essayer de l’améliorer en adaptant les traitements
acoustiques ou en ajoutant des bruits complémentaires... c’est en tout cas comme cela que m’a initialement été
lancé ce défi [1].
Ces travaux peuvent pour partie être appliqués à la musique et en sont inspirés ainsi que le vocabulaire, toutefois
ces termes seront redéfinis dans ce nouveau contexte au cours du rapport.
1.1 Contexte
Lorsque nos clients nous contactent, c’est parce qu’ils ont un problème de bruit. Leur première demande concerne
généralement le niveau sonore global, mais rapidement ils en viennent à s’intéresser à la qualité du son produit.
En effet, en toute première approche, après avoir identifié les sources, nous nous attaquons à réduire le niveau
de bruit arrivant jusqu’à l’utilisateur (soit en travaillant sur la source, soit en travaillant sur la propagation jusqu’à
l’utilisateur).
Toutefois, ce n’est aujourd’hui souvent plus suffisant : se conformer aux normes acoustiques en vigueur, même
drastiques, n’implique nullement la satisfaction du client. En effet, supporter un bruit pendant des heures, même si
celui-ci est d’intensité modérée, n’est envisageable que si celui-ci à certaines qualités, notamment une certaine
« beauté ». Il serait donc intéressant de disposer d’un outil qui propose une métrique pour mesurer cette beauté, i.e.
qui essaye de proposer une mesure « objective » de cette beauté.
De plus, nous sommes de plus en plus souvent confrontés à des situations d’urgence, ce qui veut dire qu’il
faudrait être capable de concevoir, développer et d’installer des solutions très rapidement. Dans ce cadre là, il n’est
pas possible de recourir à des essais/erreurs, ni même de demander au client son ressenti sur la solution : il faut
fournir la « bonne » solution en termes de niveau de bruit et de confort acoustique du premier coup...
1.2 Organisation du document
Ce rapport synthétise des articles et présentations déjà réalisés sur le sujet de la mesure de la beauté de bruits
périodiques.
Dans ce rapport, les indicateurs que nous avons définis seront présentés. J’en profiterai également pour inclure
un certain nombre de compléments que l’on peut considérer comme de la culture générale, mais qui répondent à
certaines questions qui m’ont été posées pendant ces travaux.
Enfin, notons qu’au-delà de l’aspect « métrique », un outil a bien été développé. Ce logiciel aujourd’hui encore
appelé SUAVITY au stade prototype, devrait changer de nom avant sa mise en utilisation.
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2
Indicateurs de beauté d’un
bruit périodique
Notes — Ce chapitre présente la méthode développée pour répondre à la question. Nous procèderons
progressivement : une première présentation des concepts, puis des phases de calcul correspondantes et
enfin le détail des algorithmes proposés.
2.1 Idées et concepts
Dans ce paragraphe, nous présentons les indicateurs de manière générale, puis les pas à suivre pour l’analyse (d’un
point de vue calcul). Les algorithmes en eux-mêmes ne seront présentés qu’au paragraphe suivant.
2.1.1 Hypothèses
Dans cette étude, les hypothèses suivantes sont faites explicitement ou implicitement :
— Nous proposons une méthode d’analyse de bruits industriels cycliques.
La recherche de théories décrivant la beauté de la musique a toujours existé. Nous ne pouvons bien sûr
pas les ignorer car elles nous fournissent une base de travail et parce que notre perception de la beauté
acoustique est sans aucun doute influencée par notre environnement culturel, et donc par la musique. Bien
que notre but ne soit absolument pas de formuler une théorie musicale, certains concepts présentés dans
cette étude pourraient être utilisés, au moins partiellement, pour l’étude de la musique (et vous pensez bien
que nous avons testé notre méthode également sur des morceaux de musique, mais nous n’entrerons pas
dans le discussion de savoir quel est le plus grand compositeur...).
— Nous étudions des bruits « neutres ».
Par cela, nous entendons des bruits qui ne présentent pas un contenu « émotionnel » ou « culturel » trop fort.
Par exemple, le bruit du moteur d’une voiture ne rentre pas dans cette catégorie. Il est bien trop connoté
culturellement. Ainsi selon les régions du monde, la puissance perçue du moteur sera liée soit aux basses
fréquences (États-Unis par exemple), soit au contraire aux hautes fréquences (Japon par exemple).
Nous nous contenterons de bruit neutres tels que ceux produits par un moteur de compresseur, une climatisa-
tion...
— Une première différence avec la musique concerne la durée des événements acoustiques étudiés.
Dans le musique, le temps entre deux accords successifs ne peut généralement pas être inférieur à 20 ms
(typiquement pour de la musique « jouée par des musiciens ») ; même si des durées inférieures peuvent être
trouvées dans des formes plus contemporaines de musique, comme mentionné dans les travaux d’Abraham
Moles[2] sur la perception des quanta (synthèse granulaire). De plus, Roads[3] a également montré que des
événements séparés par uniquement 1 ms peuvent être détectés par l’oreille humaine, confirmant ainsi les
limites déjà trouvées par Green[4].
Dans la mesure où nous étudions des phénomènes industriels dont la période est typiquement de l’ordre de
10 ms, il est aisé de comprendre qu’une limite inférieur de 20 ms doit être supprimée. Mais, en notant que
nous nous intéressons aux bruits cycliques, on comprend que la moindre partie du signal, même très courte,
a son importance car elle se répète indéfiniment.
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— Les signaux étudiés ne sont pas des signaux musicaux. Cela implique que leur contenu fréquentiel n’est
pas relié à une échelle absolue (la gamme). Il faudra donc adapter notre échelle à chaque signal. Ainsi, les
analyses faites aux phases 3 et 4 se feront-elles relativement au contenu fréquentiel du signal considéré.
— Toutefois, nous conservons le découpage d’une octave en 12 demi-tons.
En fait, cela revient à dire qu’une échelle musicale sera bien définie, mais dont le « la » sera ajusté à la
tonalité du signal.
Pourquoi 12 demi-tons ? Parce que même les plus anciennes théories musicales (connues), celles de Pytha-
gore, font déjà état de 12 demis-tons, et cela il y a plus de 2000 ans [5]. Sans vouloir dire que cette échelle
représente une réalité inhérente à l’oreille humaine, on la considérera comme telle, au moins pour les oreilles
européennes (voir la fin du rapport pour d’autres échelles).
— Nous n’entrerons pas non plus dans la controverse concernant les tempéraments musicaux.
Nous utilisons le tempérament égal, ce qui veut qui que tous les demi-tons ont la même valeur. Ce choix peut
sembler naturel, mais il faut savoir que la recherche est toujours active sur les échelles musicales. À titre
d’exemple, on peut citer l’échelle musicale proposée par Serge Cordier[6] en 1982 dans laquelle tous les
demi-tons sont égaux sauf le dernier, ce qui conduit à une augmentation de la valeur de l’octave (d’environ
0.02%).
Ce tempérament égal nous permettra de dire que deux notes successives sont donc séparées par un facteur de
12
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— Nous utilisons des termes issus du « vocabulaire musical » comme : tonalité, note, accord. Ils seront définis
au cours de ce document.
2.1.2 Suavité
Pour définir la beauté d’un signal acoustique (musique ou bruit), nous définissons les indicateurs suivants :
— Suavité rythmique :
Cet indicateur représente la régularité rythmique d’un signal. Il est basé sur une analyse temporelle du signal.
Considérons par exemple un moteur : il peut tourner de manière uniforme ou non, indépendamment du son
qu’il produit (on dit couramment qu’il « tourne rond » ou pas). Ce sentiment de régularité ou d’irrégularité
est déjà en lui-même une partie de la beauté de ce signal. Pour définir cet indicateur, nous proposons de
détecter les pulses à l’intérieur du signal considéré, i.e. de trouver où (à quels instants) les « événements
acoustiques » se produisent. À partir de là, il sera aisé de définir le nombre de pulsations correspondant au
l’ensemble du signal et de voir quelle est la régularité des pulses par rapport aux pulsations.
— Suavité tonale :
Cet indicateur représente la beauté de chaque événement acoustique par rapport à la tonalité du signal
acoustique (cette tonalité étant elle-même définie comme la note prédominante sur l’ensemble du signal).
Chaque événement acoustique sera considéré comme un « accord », et une méthode dérivée de travaux
d’Euler sera utilisée. On obtiendra la suavité tonale globale du signal acoustique global en effectuant la
moyenne pondérée des suavités tonales de chacun des accords par leur durée.
— Suavité harmonique :
Cet indicateur représente la beauté de la transition entre deux accords successifs. La suavité harmonique
globale sera la moyenne de ces suavités de transition entre les accords. Dans ce cadre, nous proposons une
approche qui diffère à la fois des règles de l’harmonie musicale et de la méthode d’Euler.
— Suavité globale :
Une synthèse des trois précédents indicateurs permettra d’obtenir la note globale de la beauté du signal
acoustique étudié.
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2.1.3 Phases de calcul
Dans ce paragraphe, nous présentons les phases principales nécessaires à l’analyse du signal acoustique considéré.
Les détails algorithmiques sont reportés au paragraphe suivant.
— Phase 1 (optionnelle) – détermination des cycles dans le signal acoustique :
L’outil développé est prévu pour l’étude d’enregistrement de bruits industriel. Ces bruits, émis par des
machines et impliquant des éléments rotatifs, sont périodiques. Par conséquent, il est nécessaire de pouvoir
extraire un seul cycle (une période) de l’enregistrement concerné afin de pouvoir l’analyser. Évidemment,
de nombreux outils existent déjà pour faire cela... on pourra donc également les utiliser et fournir comme
enregistrement d’entrée l’enregistrement d’un seul cycle. À partir de maintenant, on considérera que
l’enregistrement ne compte qu’un seul cycle (que celui-ci soit obtenu par l’outil développé ou d’une autre
manière).
— Phase 2 – détermination des pulses (événements acoustiques) dans le signal et calcul de la suavité rythmique :
Comme mentionné, le but est de déterminer les événements acoustiques présents au sein d’un cycle. Le jeu
consiste donc à déterminer les instants auxquels ces événements acoustiques se produisent. Ces instants
seront appelés pulses. De là la suavité rythmique sera calculée. Compte tenu du type de signaux étudiés,
nous proposons notre propre algorithme. En effet, nos sonogrammes d’enregistrements industriels sont plus
lisses (moins accidentés) que les enregistrement musicaux classiques (i.e. les pulses sont moins apparents).
— Phase 3a – détermination de la tonalité :
Il existe de nombreux travaux sur la détermination d’une « note équivalente » ou d’une tonalité d’un signal
acoustique. Nous retenons deux manières de procéder : 1) la méthode du pic de plus basse fréquence (lowest
frequency peak) et ii) la méthode de la fréquence proéminente (prominent frequency) qui correspond à la
fréquence la plus émergente dans l’analyse spectrale.
— Phase 3b – calcul de la suavité tonale :
À ce point, nous connaissons les instants auxquels se produisent les événements acoustiques (les pulses) et
la tonalité du signal. Nous appelons accord le signal compris entre deux pulses. Une analyse spectrale de
cet accord permettra d’en obtenir une représentation numérique à partir des travaux d’Euler. Celle-ci sera
utilisée pour le calcul de la suavité tonale de chaque accord, puis celle de l’ensemble du signal.
— Phase 4 – calcul de la beauté harmonique :
Les accords ayant été précédemment définis, nous allons maintenant les étudiés par couples (deux accords
successifs, plus le dernier accord suivi du premier pour les signaux périodiques). Nous commencerons par
identifier, si elle existe, une « transformation simple » d’un accord en son successeur. Nous appliquerons
ensuite l’algorithme de la phase 3b au reste (défini plus tard) de ces accords pour calculer la suavité
harmonique de ce passage. Une moyenne nous donnera finalement la suavité harmonique du signal.
— Phase 5 – calcul de la suavité globale :
Les suavités rythmique, tonale et harmonique seront combinées pour fournir une note de beauté du signal
acoustique.
2.2 Détail algorithmique de la phase 1 – détermination des cycles dans le signal
acoustique
Cette phase n’a évidemment pas de sens pour les signaux non-périodiques, ainsi que si l’on dispose déjà d’un
enregistrement ne comportant qu’un seul cycle.
La figure 2.1 présente un signal temporel typique tel qu’il est enregistré à partir d’une source périodique. Cette
représentation est issue du logiciel développé. La périodicité du phénomène est évidente sur la figure 2.1 ; mais cet
enregistrement réel nous fait prendre conscience que la durée des cycles varie très légèrement d’un cycle à l’autre.
Néanmoins, il nous faut extraire un cycle de ce signal.
√
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FIGURE 2.1: Enregistrement typique d’un signal périodique
Plusieurs stratégies peuvent être adoptées pour extraire un cycle. Nous avons opté pour la suivante, qui est
itérative :
1. On commence par faire une FFT sur les premiers 2n points du signal (la plus grande puissance de 2 donnant
un nombre de points inférieur à ceux présents dans le signal), ou sur 2048 points avec fenêtrage de Hanning.
Les deux méthodes donne le même résultats tant que min(2048, 2n) représente un nombre de points suffisant
pour obtenir la précision fréquentielle nécessaire.
2. Cela permet d’identifier la fréquence la plus basse dans le spectre. Toutefois, lors du premier pas, on choisit
le premier pic ayant une fréquence supérieure à 12 Hz (à cause de l’échantillonnage).
3. Cette première fréquence f0 est convertie en temps : cela représente la première estimation de la durée du
cycle D0.
4. On retourne ensuite au signal temporel. On cherche le premier (s’il y en a plusieurs) des temps t0 cor-
respondant au maximum du signal, et l’on cherche à nouveau les maxima situé à i cycles de ce premier
maximum avec une tolérance de ±20% (cette valeur peut être modifiée), i.e. on cherche des maxima aux
temps ti = t0 ± i.D0.
5. Si aucun maximum n’est trouvé dans ces plages de temps, cela signifie que le premier estimé D0 n’est pas
bon et qu’il faut utiliser le pic de fréquence suivant.
6. Si un maximum est trouvé dans chacun de ces intervalles, alors on vérifie que le premier estimé D0 n’est pas
lui-même un multiple de la durée réelle recherché (car nous avons débuté à 12 Hz) : i.e. on divise l’intervalle
de recherche par n (n = 2 à 5), et on cherche à nouveau si des cycles existent...
7. Si des cycles sont trouvés, cela signifie que notre premier estimé D0 n’était pas correct et on le remplace par
D0/n ; sinon on garde D0.
8. Les cycles étant déterminés par la distance entre les maxima dans le signal temporel, on peut définir
précisément la durée « réelle » de chaque cycle. On en profite pour calculer au passage leur moyenne et
écart-type.
Comme on peut le voir, cet algorithme est adapté aux signaux ayant une émergence à chaque cycle. Cela est
tout à fait cohérent avec le type de signaux étudiés (bruits périodiques émis par des machines tournantes).
Si cet algorithme n’est pas adapté au signal étudié, on supposera alors qu’un cycle a été extrait par une autre
méthode (ou manuellement), et, dans les phases suivantes, nous ne considèrerons qu’un seul cycle du signal (une
période).
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2.3 Détail algorithmique de la phase 2 – détermination des pulses et calcul de
la suavité rythmique
Comme mentionné, cette étape est réalisée sur une période (un cycle), bien que la méthode présentée puisse être
appliquée à un signal non-périodique ou a plusieurs cycles.
L’idée est de déterminer les pulses sur lesquels un bruit est émis afin de construire, pour ainsi dire, la « ligne
rythmique » du signal (puisque l’on veut analyser si cette dernière est régulière ou fluctuante).
2.3.1 Algorithmes existants
Les logiciels ayant une fonction « beat finder » utilisent souvent une approche dynamique (au sens musical) afin de
représenter les notion de début (ou d’attaque) et de fin d’une note. Les pulses, dans ce cas, sont les endroits où les
voies commencent à jouer. Cette notion peut être étudiée de manière spectrale.
Un simple coup d’œil à un enregistrement temporel de musique permet de comprendre que les notions de pulse,
début de note... peuvent être identifiées facilement.
Dans le logiciel AudioSculpt [7], les percussions sont trouvées en détectant les transitoires (attaques de notes).
Le logiciel propose plusieurs méthodes telles que « Transient Detection » ou « Spectral Flow Markers » qui
détectent une variation rapide de l’énergie du signal ou de la différentiation spectrale (positive ou négative) selon
que l’on cherche l’attaque ou la fin d’une note.
D’autres méthodes existent, comme par exemple celle implémentée dans le logiciel Audacity [8] qui consiste à
traquer les pentes supérieures à un seuil donné dans le signal temporel.
L’implémentation de méthodes basées sur la dérivée du spectre ou sur sa variation n’ont pas été fructueuses.
Pour les signaux périodiques courts (ce qui nous concerne), ces méthodes ne sont pas bien adaptées parce que les
notions de début et fin de notes n’existent pas vraiement : le signal est trop lisse... et baisser le seuil de détection
conduirait à des résultats instables. Pour la même raison, il n’est pas possible de découper le cycle en sous-parties
sur lesquelles par exemple une pente maximale est trouvée. Les méthodes de lissage (par exemple le moyennage
fenêtré) appliquées au signal conduisent aux mêmes problèmes de seuil.
2.3.2 Algorithme implémenté
Finalement, l’algorithme implémenté, illustré sur la figure 2.2, est le suivant :
1. Le cycle étudié est divisé en n intervalles égaux (n = 16 par défaut, mais modifiable) ;
2. La moyenne du signal est calculée sur chacun de ces intervalles ;
3. La direction de variation de ces moyennes (croissante, décroissante ou constante) est étudiée afin de détecter
les changement de décroissant ou constant vers croissant (ce qui correspond à l’attaque d’une note) ;
4. Le point d’inflexion exact est déterminé comme étant le minimum de la plage de signal temporel correspon-
dant à l’intervalle où se trouve l’inflexion ainsi que ses deux intervalles adjacents.
À partir de là, on peut alors considérer que les instants auxquels ont lieu les événements acoustiques sont
connus. Ces instant sont appelés les pulses ;
5. On cherche ensuite la pulsation maximale telle que chaque pulse ainsi que la durée du cycle soient des
multiples de cette pulsation ;
6. La suavité rythmique est alors égale au nombre de pulses divisé au nombre total de pulsations contenues
dans le cycle.
Avec une telle définition, la suavité rythmique est un réel compris entre 0 et 1.
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1) un cycle (signal temporel) 2) moyennes du signal dans chacun des 16 intervalles
3) variation des moyennes
4) intervalles (flèches horizontales) dans lesquels le mi-
nimum (encerclé) représente un pulse
FIGURE 2.2: Algorithme de détection des pulses (événements acoustiques)
2.4 Détail algorithmique de la phase 3a – détermination de la tonalité
Le calcul de la suavité tonale requiert de disposer de la tonalité (note représentative) du signal. Deux méthodes ont
été implémentées :
1. Méthode du pic de plus basse fréquence :
La tonalité du signal est définie comme le pic de plus basse fréquence. Nous utilisons une fonction de Bartlett
dans la FFT afin de favoriser les basses fréquences.
Le même type de méthode se trouve par exemple dans le logiciel AudioSculpt [7] qui cherche la fréquence
fondamentale par une analyse des pics spectraux. Lorsque cela est réalisé sur tout le signal (ce qui est le
cas ici), alors cette méthode fait sens. Notons que de plus, lorsque l’on s’intéresse aux machines tournantes,
prendre pour tonalité la fréquence fondamentale de rotation apparaît tout à fait adapté.
2. Méthode de la fréquence proéminente :
On peut utiliser aussi bien le « Tone to noise ratio » défini par la norme [9, 10], que le « Prominence ratio »
défini par la norme [10].
Une telle méthode se trouve dans le logiciel Adobe Audition[11] qui fournit une « fréquence émergente » du
signal (rapport de la fréquence à sa bande de fréquences comparé aux bandes de fréquences adjacentes, le
tout pondéré par la courbe de réponse de l’oreille humaine). Cette fréquence émergente ne correspond pas
au pic ayant le plus d’énergie, mais à la fréquence la plus aisée à entendre car isolée des autres fréquences
dans son voisinage.
Dans la suite du rapport, nous noterons f0 la fréquence correspondant à la tonalité du signal (quelque soit la
méthode retenue pour la calculée).
2.5 Détail algorithmique de la phase 3b – calcul de la suavité tonale
Le calcul de la tonalité tonale se fera en utilisant les travaux d’Euler [12, 13, 14] modifiés.
L’approche d’Euler du problème de la beauté musicale est parfois considérée comme trop (uniquement)
mathématique et semble vue comme une réponse pythagoricienne basée sur la beauté des nombres et leur magie. Il
faut tout d’abord remarquer que l’approche d’Euler est avant tout une approche de physicien [15]. En cela, elle
12 2. Indicateurs de beauté d’un bruit périodique
√
iM2
est d’ailleurs proche de celle d’Helmholtz. D’ailleurs la classification de la beauté des accords à deux notes est
exactement la même chez Euler [12] et Helmholtz [16].
Nous partons d’une version simplifiée des travaux d’Euler qui a un énorme avantage : dès lors que l’on a réalisé
la classification de la beauté des accords de deux notes, alors on peut l’étendre à n’importe quel nombre de notes
réparties surtout autant d’octaves qu’on le souhaite.
2.5.1 Notion de notes et d’accords
La phase 2 nous a permis de déterminer les pulses, i.e. les instants auxquels les événements acoustiques se
produisent (début de note). Nous appelons accord le contenu fréquentiel de la partie du signal comprise entre deux
pulses successifs.
Un accord est constitué de n notes. Ces notes sont les n fréquences les plus basses du spectre de la partie
du signal correspondant à l’accord. On peut donc noter que chaque note est définie par sa fréquence, qui n’est
aucunement assujettie à se trouver sur l’échelle des fréquences correspondant aux notes de musiques. Nous noterons
f1, f2, ..., fn les n fréquences correspondant à ces n notes constituant l’accord (on rappel que f0 est la tonalité du
signal, voir phase 3a).
2.5.2 Travaux d’Euler
C’est en lisant la bibliographie d’Euler écrite par A. Warusfel [17] que nous avons entendu parlé de ses travaux sur
la musique. C’est d’ailleurs dans cet ouvrage que nous avons trouvé le lien vers les « Euler Archives », site sur
lequel la (quasi) totalité des travaux d’Euler peut être consultée [18]. Pour une brêve et simple introduction de
l’approche physique du son (et des fréquences), on pourra par exemple se référer à ses lettres [15].
Dans ses premiers travaux [12], Euler présente la notion de fréquences comme le nombre de fois où le tympan
est heurté. De là il arrive à l’idée générale du plaisir musical : plusieurs sons arrivant à nos oreilles sont plaisants si
les rapports entre les nombres de fois où ils heurtent le tympan sont des entiers. Généralisant, il définit finalement
la beauté comme la capacité que nous havons de percevoir la « perfection », i.e. l’ordre qui régit ces sons. Bien
sûr, ce n’est qu’un résumé sommaire des travaux d’Euler, qui prennent en compte la hauteur (fréquence), durée et
intensité de chaque note.
Euler définit un « degré de douceur », i.e. une sorte de « facilité » (c’est ce terme que nous emploierons dans la
suite du document), qui est un indicateur : plus cet indicateur est bas, plus il est facile de percevoir l’ordre entre les
sons, et donc plus le son est beau.
Nous n’allons pas faire une revue complète de la théorie d’Euler. Le lecteur intéressé pourra gratuitement
consulter les œuvres [12, 13, 14, 15].
Notons que de la théorie d’Euler nous retiendrons les points suivants :
— Euler transforme les notes en nombres afin de calculer la facilité des accords (et donc d’une œuvre). Pour
cela, il construit des approximations des intervalles musicaux i.e. de l’échelle musicale. Dans [12], Euler
produit 17 approximations de l’échelle musicale, certaines ayant même plus de 12 demi-tons... mais nous
y reviendrons plus tard. L’approximation la plus naturelle de l’échelle musicale est celle présentée à la
table 2.1. Sa construction physique est détaillée dans [15].
— Euler définit l’exposant d’un accord comme étant le PPCM (Plus Petit Commun Multiple) des rapports des
fréquences par rapport à une fréquence donnée. Ainsi, en ce qui nous concerne, cela se traduit, en calculant
par rapport à la tonalité du signal :
exposantaccord = PPCM
(
f1
f0
, ..., fnf0
)
Afin de calculer le PPCM, nous devons utiliser des entiers... cela nécessite donc que tous les rapports fi/f0
soient multipliés par un coefficient adapté.
— L’exposant est décomposé en produit de facteurs premiers :
exposantaccord =
∏
k
pjkk (2.1)
où k est le nombre de facteurs premiers pk requis pour faire cette décomposition, et jk leur exposant. D’après
la table 2.1, il vient k = 3 et pk ∈ {2, 3, 5}.
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— Euler definit la facilité d’un accord comme :
facilitéaccord = 1 +
∑
k
jk(pk − 1) (2.2)
Il écrit le résultats de la facilité en chiffres romains, nous ferons de même.
— Dans des travaux plus tardifs, Euler introduit le nombre 7 dans sa décomposition [13]. Cela conduit à
12 demi-tons de plus dénommé demi-tons étrangers. Ceux-ci sont introduits afin de modifier le calcul de
l’exposant et prendre en compte de « nouvelles consonnaces » (nouvelles à l’époque).
— Nous ne détaillons pas ici la notion d’accord complet, mais le lecteur pourra facilement déduire ce que c’est
du calcul de l’exposant : il est possible d’ajouter des notes à un accord sans modifier le PPCM. Un accord
sera dit complet si aucune note ne peut être ajoutée sans modifier son exposant.
Dans ce rapport (plus exactement dans ce chapitre), nous illustrerons les méthodes en utilisant des exemples
musicaux. De plus, nous nous placerons en do majeur afin de ne pas avoir à nous occuper de l’armature. Ainsi, la
note do correspondant à la tonalité sera représentée par le nombre 1 (parce que cette note est également la tonalité,
donc est à l’unisson). La note do à l’octave supérieur sera représentée par le nombre 2 (parce que sa fréquence est
double de celle de la tonalité). La note fa, situé une quarte au-dessus de la tonalité, sera représentée par 4/3, qui
représente le rapport de sa fréquence relativement à la tonalité. Ces rapports des différentes hauteurs de notes par
rapport à la tonalité (que l’on appelle intervalles) sont donnés à la table 2.1.
Tableau 2.1: Échelle musicale d’Euler et facilité
Intervalle i i
√
2 Euler Erreur Facilité
unisson 0 1 1 0% 1
Seconde mineure 1 1,059463 16/15 0,680% 11
or 10/9 4.875% 10
Seconde Majeure 2 1,122462 9/8 0,226% 8
Tierce mineure 3 1,189207 6/5 0,908% 8
Tierce Majeure 4 1,259921 5/4 -0,787% 7
Quarte 5 1,33484 4/3 -0,113% 5
Quarte augmentée 6 1,414214 45/32 -0,563% 14
Quinte 7 1,498307 3/2 0,113% 4
Sixte mineure 8 1,587401 8/5 0,794% 8
Sixte Majeure 9 1,681793 27/16 0,339% 11
ou 5/3 -0.899% 7
Septième mineure 10 1,781797 16/9 -0,226% 9
Septième Majeure 11 1,887749 15/8 -0,675% 10
octave 12 2 2 0% 2
Quelques exemples de chiffrages d’accords sont donnés à la table 2.2.
On peut faire les remarques suivantes :
— Comme mentionné, il est nécessaire de multiplier les rapports (dont les approximations sont données à la
table 2.1) par un coefficient pour n’avoir que des entiers. Cela revient changer la tonalité utilisée pour faire
le chiffrage. Par exemple, si l’on considère le second accord de la table 2.2, il faut multiplier les rapports par
3 pour avoir des entiers. Cela correspond à changer la tonalité du do au fa deux octaves au-dessous.
— Toutefois, il est bon de préciser que dans la mesure où le même coefficient est utiliser pour le chiffrage de
tous les accords du signal, alors cela n’a qu’un impact relatif puisque le chiffrage est bien fait par rapport à
la même note pour tout le signal.
Par contre, cela signifie également que si ce coefficient est modifié au cours du calcul (i.e. si l’on fait le
calcul à la volée, en avançant dans le signal musical), alors les facilités déjà calculées doivent être mises à
jour.
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Tableau 2.2: Chiffrage d’accords selon Euler
Accord G ˇˇ G ˇˇ G ˇˇˇ
Rapport 2 4/3 5/4 et 3/2
Coefficient 1 3 4
Tonalité G ˇ I ˇ I ˇ
inchangée modifiée modifiée
Exposant PPCM(1 ;2)=2 PPCM(3 ;4)=12 PPCM(4 ;5 ;6)
= 21 = 22.3 = 22.3.5
Facilité 1+1 = II 1+2+2 =IV 1+2+2+4 =IX
2.5.3 Modification, extension
Si l’on ne souhaite pas modifier la tonalité utilisée pour le chiffrage (i.e. f0), alors il est nécessaire de modifier les
approximations des intervalles.
Le problème qui se pose est donc la suivante : Trouver un ensemble de nombres premiers tels que i) il soit
possible d’approximer correctement les racines douzièmes de 2, ii) n’ayant que des puissances de 2 au dénominateur
et iii) de sorte que les facilités obtenues pour les différents intervalles soient classées dans le même ordre que celles
proposées par Euler.
Une telle approximation est présentée à la table 2.3. Notre décomposition fait intervenir plus de nombres
Tableau 2.3: Échelle proposée et facilité
intervalle i i
√
2 Proposé Erreur Facilité
unisson 0 1 1 0% 1
Seconde mineure 1 1,059463 2−12.3.5.7.41 0,80% 65
Seconde Majeure 2 1,122462 2−7.11.13 0,47% 30
Tierce mineure 3 1,189207 2−4.19 0,14% 23
Tierce Majeure 4 1,259921 2−12.3.5.73 0,30% 37
Quarte 5 1,33484 2−8.73 -0,37% 27
Quarte augmentée 6 1,414214 2−10.31.47 -0,61% 87
Quinte 7 1,498307 2−12.35.52 1,01% 31
Sixte mineure 8 1,587401 2−10.53.13 0,03% 35
Sixte Majeure 9 1,681793 2−9.3.7.41 0,01% 58
Septième mineure 10 1,781797 2−12.32.5.7.23 0,73% 49
Septième Majeure 11 1,887749 2−9.3.11.29 0,99% 50
octave 12 2 2 0% 2
premiers que celle d’Euler, à savoir : 2, 3, 5, 7, 11, 13, 19, 23, 29, 31, 37, 41 et 47. Disons tout de suite que cela ne
rend pas le calcul ni plus compliqué ni plus lent, puisque la décomposition en facteurs premiers n’est pas calculée
mais directement obtenue par construction via la table 2.3.
Les facilités des intervalles correspondant à cette nouvelle décomposition ont des valeurs plus grandes que
celles d’Euler, mais respectent globalement le même ordre. Les secondes majeur et mineure « perdent quelques
places » dans cette classification et les septièmes majeure et mineur en gagnent : cela nous permet d’inclure les
derniers travaux d’Euler [13], et ainsi de mieux prendre en compte certaines consonances.
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2.5.4 Algorithme implémenté
L’algorithme implémenté dans le logiciel SUAVITY est le suivant (rappel : à ce stade, nous disposons de la tonalité
f0, des pulses et donc des accords) :
1. Détermination des notes de l’accord :
À partir du spectre du contenu fréquentiel correspondant à un accord (signal contenu entre deux pulses
successifs), nous extrayons les n fréquences les plus basses. Nous avons choisi n ≤ 10, et arrêtons de
chercher des fréquences au-delà de min(8000 Hz,Fréquence de Nyquist).
Nous disposons donc désormais de n fréquences fn correspondant aux n notes de l’accord.
2. Approximation des notes de l’accord :
Pour chaque fréquence fn, nous calculons kn = bln(fn/f0)/ ln(2)c, i.e. le nombre d’octaves entre fn et f0,
puis in = b12(kn − bknc) + 0.5c le demi-ton le plus proche de fn dans l’octave considérée. Si l’on est dans
le cas in = 12, on ajoute 1 à kn et in = 0. On a donc :
fn
f0
≈ 2kn .( 12
√
2)in
et ( 12
√
2)in est remplacé par son approximation selon les tables 2.1 ou 2.3.
3. Calcul de l’exposant de l’accord :
Chaque décomposition de fi/f0 est multipliée par un coefficient afin d’obtenir un entier, i.e. est multipliée
par le PPCM des dénominateurs des décompositions en facteurs premiers des tables 2.1 ou 2.3.
L’exposant est directement obtenu de la décomposition en facteurs premiers par la relation (2.1) :
exposantaccord =
∏
k
pjkk
avec k = 3 et pk ∈ {2, 3, 5} ou k = 13 et pk ∈ {2, 3, 5, 7, 11, 13, 19, 23, 29, 31, 37, 41, 47} ; et ji ≥ 0.
4. Calcul de la facilité de l’accord :
La facilité de l’accord est obtenue par l’équation (2.2) :
facilitéaccord = 1 +
∑
k
jk(pk − 1)
On rappelle que si la fréquence f0 est modifiée pendant le calcul, alors les valeurs des facilités déjà calculées
doivent être mises à jour (par exemple, baisser la tonalité d’une octave revient à ajouter 1 à la facilité).
5. Coefficients de normalisation :
Plus la facilité est basse, plus l’accord est agréable. Nous souhaitons que la suavité soit plus élevée pour un
accord plus agréable, et qu’elle soit décrite par un réel entre 0 et 1.
Toute d’abord, on peut remarquer que, pour un accord donné de n notes : 1 ≤ facilité ≤ b avec :
b = on + an (2.3)
où on est la borne supérieure de l’écart en octaves et an la borne supérieure de la facilité de l’accord à n
notes.
an = 1 +
∑
k
(
12
max
i=1
ji −
12
min
i=1
(0, ji)
)
(pk − 1)
= 28 si l’on utilise la 2.1
= 260 si l’on utilise la table 2.3
(2.4)
En ne considérant que les fréquences entre 1 et 10 kHz, alors on dispose de 14 octaves (car 214 est la plus
petite puissance de 2 plus grande que 10000), et donc il vient on = 14.
6. Calcul de la suavité de l’accord :
Finallement, la suavité de l’accord est définie par :
suavitéaccord = 1− facilité− 1
b− 1 (2.5)
qui est bien comprise entre 0 et 1 (1 étant le meilleur).
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7. La suavité tonale du signal est calculée comme la moyenne des suavités des différents accords pondérés par
leur durée :
suavitétonale =
∑
i
suavitéaccordi .duréeaccordi
durée total du signal
(2.6)
Ainsi, un accord harmonieux ayant une durée longue a plus d’impact sur la suavité tonale qu’un accord
discordant de courte durée. La suavité tonale est également un réel compris entre 0 et 1.
2.6 Détail algorithmique de la phase 4 – calcul de la beauté harmonique
2.6.1 Travaux existants
Dans ses travaux, Euler étend sa méthode afin de déterminer la beauté d’un ensemble d’accords ou d’une œuvre
musicale entière.
L’idée principale est la suivante : la transition entre deux accords est harmonieux si l’accord composé des notes
des deux accords est lui-même harmonieux (tel que défini à la phase 3). Par extension, cette méthode peut être
appliquée à un nombre quelconque d’accords et donc à une œuvre musicale complète.
Toutefois deux objections principales peuvent être faites :
1. une telle méthode donne une mauvaise note aux accords transposés, comme dans une marche.
2. Euler ne fait aucune distinction entre la beauté d’un accord et celle de plusieurs. En fait, la beauté de la
transition entre les accords est incorporée dans le calcul global. Nous pensons qu’il y a un intérêt à disposer
non seulement de la beauté de chaque accord (phase 3), mais également de celle de chaque transition entre
deux accords.
Pour illustrer le problème lié à une marche d’accords, considérons l’accord parfait do–mi–sol comme point de
départ d’une marche de cinq accords obtenus par des transpositions successives d’un demi-ton. Nous obtenons donc
les accords do–mi–sol, do#–fa–sol#, ré–fa#–la, ré#–sol–la#, mi–sol#–si (voir figure 2.3). Une telle marche n’est
absolument pas choquante à l’oreille, car un motif est immédiatement reconnu, motif qui est répété et transposé.
Avec la méthode d’Euler, nous devons considérer l’accord formé de toutes les notes des accords de la marche, i.e.
de l’accord do–do#–ré–ré#–mi–fa–fa#–sol–sol#–la–la#–si, i.e. constitué de tous les demi-tons : cet accord a une
facilité élevée et une suavité très mauvaise, ce qui est en accord avec ce que nous percevons (lorsque cet accord est
joué, pas en ce qui concerne la marche).
G ˇˇˇ 4ˇˇ4ˇ ˇ4ˇˇ 4ˇˇ4ˇ 4ˇˇˇ G ˇ4ˇˇˇ4ˇˇ ˇ4ˇˇ4ˇˇ4ˇ
FIGURE 2.3: Une marche de cinq accords obtenus par transposition du premier et accord équivalent correspondant
à la beauté de cette marche selon Euler
Il serait possible également d’utiliser les règles musicologiques relatives à la beauté de la transition entre les
accords (on parle parfois d’« accords en mouvement »). Dans cette approche, les accords sont qualifiés (stables ou
attractifs) et le mouvement de la basse est analysé par rapport au dégré de l’accord (i.e. la position de la basse par
rapport à la tonalité). Les règles sont toutefois très nombreuses et délicates. Elle nécessitent une analyse que l’on
peut qualifier de syntaxique, qu’il est quasiment impossible de programmer, surtout si l’on souhaite prendre en
compte les accords ayant plus de 6 notes (ce qui n’est pas possible avec cette théorie, et qui n’a musicalement que
peu de sens)...
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2.6.2 Approche développée
Nous proposons de simplifier les travaux d’Euler et de les combiner avec certaines règles issues de l’harmonie
musicale :
— De l’harmonie musicale, nous conservons le fait de chiffrer un accord par rapport à sa basse, sans tenir compte
des octaves (et nous n’incluons pas les accords plus contemporains de neuvième, onzième et treizième).
— Des travaux d’Euler, nous retenons l’idée selon laquelle la transition entre deux accords est harmonieuse si
l’accord formée des notes des deux accords l’est.
Toutefois, des différences sont à noter :
— Cette méthode ne sera appliquée qu’à la transition entre deux accords.
— La suavité tonale de chaque accord ayant déjà été calculée, nous n’avons plus besoin que de considérer le
second accord relativement à la basse du premier (donc même algorithme avec modification de f0).
— Nous résolvons le problème soulevé par les marches en supprimant du second accord la partie qui vient du
premier accord (dans un sens que nous allons définir en parlant de « transformations »).
Mais commençons tout d’abord par introduire quelques notions (connues) et quelques notations.
Groupes finis – notes
Lorsque l’on considère une note indépendamment de son octave et relativement à une note de référence, alors
celle-ci est caractérisée par l’intervalle qu’elle forme avec cette note de référence. Cet intervalle correspond au
nombre de demi-tons entre la note et la référence. Il peut être représenté par un entier naturel compris entre 0 et 11.
Cette manière de référencer une note correspond à compter modulo 12, i.e. de se placer dans le groupe cyclique à
12 éléments Z/12Z.
Ainsi, chaque note d’un accord peut être caractérisée par un tel entier (relativement à la basse de l’accord).
Représentation graphique – accord
Le groupe fini Z/nZ peut également être vu comme un polygone régulier à n côtés : un dodécagone dans notre
cas. Les 12 sommets du dodécagone représentent les 12 demi-tons possibles (relativement à la basse) pour une
note. Ce dodécagone est représenté à la figure 2.4.
0
1
2
3
4
5
6
7
8
9
10
11
FIGURE 2.4: Dodécagone des 12 demi-tons
Considérons l’accord do–mi–sol–do–mi, constitué de 5 notes. Si l’on ne prend pas en compte les octaves, alors
il se réécrit do–mi–sol, qui est sa forme compacte dans laquelle chaque note (forcément distincte des autres) est
représentée par un entier entre 0 et 11 et correspond à un sommet du dodécagone, comme illustré à la figure 2.5).
G ˇˇˇˇˇ G ˇˇˇ (0, 4, 7)
FIGURE 2.5: Représentations d’un accord : accord considéré / accord sous forme compacte / notation dans Z/12Z
/ polygone correspondant
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Ainsi, tout accord de n notes se réécrit sous forme compacte comme un accord de p notes distinctes caractérisées
par un entier entre 0 et 11 et correspondant à un sommet du dodécagone. Un accord est donc représenté par un
polygone à p côtés dont les sommets appartiennent au dodécagone.
Groupe diédral – unicité de la décomposition
Soit T un ensemble de p valeurs dans Z/nZ, ce qui est équivalent à un polygone à p côtés dont les sommets
appartiennent à un polygone régulier à n côtés.
Un accord de p notes sera donc représenté par un polygone à p côtés dont les sommets sont sur un dodécagone,
ou par un ensemble de p valeurs dans Z/12Z. Ainsi, T = (0, 4, 7) représente, dans Z/12Z, l’accord et le polygone
illustrés figure 2.5.
Notons que l’accord T = (0, 4, 7) correspond à n’importe quel accord dont la seconde note est située à 4
demi-tons de la première, et dont la troisième note est localisée à 7 demi-tons de la première (qui est également la
basse). Un tel accord peut être l’accord do–mi–sol, comme à la figure 2.5, mais également n’importe lequel de ses
transpositions (voir figure 2.3).
Le groupe diédral Dn est le groupe d’ordre 2n des isométries planes laissant le polygone régulier à n côtés
invariant. Dn est constitué des n rotations de centre le centre du polygone à n côtés et d’angles 2kpi/n, k ∈
{0, ..., n− 1} ; et des n symétries par rapport aux droites passant par le centre du polygone et d’angle kpi/n, k ∈
{0, ..., n− 1}.
Chaque rotationRk est obtenue en itérant k−1 fois la rotationR1, et chaque symétrie Sk est égale àRk−11 ◦S0,
où S0 est la symétrie par rapport à l’axe des abscisses.
Le groupe diédral Dn peut donc être écrit sous la forme :
Dn = {R0 = Id,R1, ..., Rn−11 , S0, R1 ◦ S0, ..., Rn−11 ◦ S0}
Cela présente un intérêt algorithmique car il suffit de disposer des transformations R1 et S0 pour parcourir tout le
groupe diédral.
Pour en revenir à D12, et d’un point de vue musical, on peut noter que :
— R0 = Id correspond à une transposition de l’accord T (comme pour une marche) ;
— Ri, avec i ≥ 1, correspond à une inversion de l’accord T (mêmes notes dans un ordre différent) avec
éventuellement une transposition ;
— S0 correspond à l’accord rétrograde de T (accord constitué par les mêmes intervalles mais pris dans la
direction opposée) avec éventuellement une transposition ;
— Ri ◦ S0, avec i ≥ 1, correspond à l’accord rétrograde de l’inversion de l’accord T avec éventuellement une
transposition ;
Bien que chaque transformation du groupe diédral soit différente des autres, cela n’implique pas que la
transformation d’un polygone T en un polygone V soit unique. Cela provient du fait que l’on s’intéresse à des
polygones qui ont moins de n sommets.
Si l’on considère par exemple les accords T = (0, 5, 10) (correspondant à do–fa–la) et V = (0, 2, 7) (corres-
pondant à ré–mi–la), alors V = R2(T ), mais également V = S0(T ).
Lorsque plusieurs transformations existent, alors on choisit celle qui apparaît en premier dans le classement
des transformations suivant :
Dn =
{
R0 = Id,R1, ..., R
11
1 , S0, R1 ◦ S0, ..., R111 ◦ S0
}
(2.7)
Cela revient à dire qu’il est plus facile de reconnaître une transposition, puis une inversion, puis un accord rétrograde
et enfin l’accord rétrograde d’une inversion.
Si une telle transformation existe, alors il est possible de donner une « note de beauté » à cette transformation,
qui sera un coefficient multiplicatif utilisé dans le calcul de la suavité harmonique. En première approche, nous
avons choisi les notes suivantes :
1 pour R0, 0.9 pour Ri(i ≥ 1), 0.8 pour S0 et 0.7 pour Ri ◦ S0(i ≥ 1). (2.8)
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2.6.3 Transformation d’un accord en un autre – composante diédrale D et composante non
congrueR
Considérons l’accord T = (0, 4, 7), qui peut représenter l’accord parfait do–mi–sol comme présenté figure 2.5.
Soit V l’accord mi–sol–do (une inversion de T ), représenté par (0, 3, 8).
Nous voulons déterminer s’il existe une transformation simple entre T et V , i.e. s’il existe un candidat (le
plus petit s’il y en a plusieurs) dans le groupe diédral. Il est certes possible de tester toutes les transformations du
groupe diédral, mais on peut remarquer que les seuls candidats possibles sont R0 = Id, R3 et R8 (si une rotation
doit transformer T en V , alors elle doit transformer son premier élément en l’un des éléments de V ).
De là on trouve R8(T ) = (0, 3, 8) = V , i.e. R8 est la transformation du groupe diédral transformant T en V .
Nous appellerons cette transformation la composante diédrale et nous la noterons avec la lettre D . Nous noterons
donc : DV (T ) = R8.
Nous avons comparé deux accords ayant le même nombre de notes (en représentation compacte). Intéressons-
nous maintenant au cas où les deux accords T et V n’ont pas le même nombre de notes :
— Cas 1 – le premier accord a moins de notes que son succeseur :
Considérons T = (0, 4, 7) et V = (0, 4, 8, 9) (i.e. les accords do–mi–sol et fa–la–do#–ré) comme montré
sur la figure 2.6.
Les candidats possibles parmi les rotations sont R0 = Id, R4, R8 et R9, mais aucune ne permet d’obtenir V .
On calcule alors S0(T ) = (0, 5, 8), et les rotations possibles transformant S0(T ) to V sont les mêmes. On
trouve R4(S0(T )) = (0, 4, 9) = V − {8}.
La composante diédrale est égale à DV (T ) = R4 ◦ S0.
Nous définissons maintenant la composante non congrue de V relativement à T , que nous noterons RV ,
comme le reste lorsque l’on « soustrait » de V sa composante diédrale DV (T ) : cela correspond dont aux
notes appartenant à V qui ne proviennent pas de la transformation de T .
Cette définition est somme toute très naturelle, et il vient :RV (T ) = +{8}.
Forme compacte Dans Z/12Z Graphe Transformation
G ˇˇˇ T = (0, 4, 7)
↓ V = DV (T ) +RV (T )G ˇˇ4ˇ ˇ V = (0, 4, 8, 9) DV (T ) = R4◦S0,RV (T ) = +{8}
FIGURE 2.6: Comparaison entre accords
— Cas 2 – le premier accord a plus de note que son successeur : méthode directe
Nous considérons à nouveau les accords définis et illustrés à la figure 2.6 : T = (0, 4, 7) et V = (0, 4, 8, 9).
Nous nous proposons cette fois de calculer la transformation de V en T .
Les rotations possibles sont R0 = Id, R4 et R7, et aucune ne permet d’arriver à T . Nous considérons donc
S0(V ) = (0, 3, 4, 8) et les rotation possible pour transformer S0(V ) en T sont les mêmes. Nous arrivons à
R4(S0(V )) = (0, 4, 7, 8) = T + {8}.
La composante diédrale vaut DT (V ) = R4 ◦ S0 et la composante non congrue est égale àRT (V ) = −{8}.
— Case 3 – le premier accord à plus de notes que son successeur : méthode inverse
L’approche inverse consiste à voir s’il existe une transformation permettant de passer du second accord au
premier : on se retrouve ainsi dans le cas 1. Du point de vue de la programmation, cela permet de n’avoir
qu’une seule méthode à implémenter.
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Nous verrons au prochain paragraphe qu’il existe un lien entre les transformations de T en V et celles de V
en T .
Lorsqu’aucune transformation n’existe entre les deux accords, alors la composante diédrale vaut D = ∅ et la
composante non congrueR est égale au second accord.
2.6.4 Arithmétique des transformations
Commençons par synthétiser ce qui a été vu au paragraphe précédent. Nous considérons un accord T et son
successeur V . Une manière d’écrire que V est issu d’une transformation de T est la suivante :
V = DV (T ) +RV (T ) (2.9)
L’équation (2.9) peut être vue comme une décomposition ou une division de V par T : V représente le
dividende, T le diviseur, DV (T ) le quotient at RV (T ) le reste. L’équation (2.9) peut aussi être écrite sous une
forme plus propre à l’arithmétique modulaire :
V ≡ RV (T ) mod [DV (T )]
L’équation (2.9) peut être inversée :
T = DT (V ) +RT (V ) (2.10)
avec : {
DT = D
−1
V
RT = −D−1V .RV = −DT (RV )
(2.11)
Puisque tout membre du groupe diédral peut s’écrire à partir de Ri ou Ri ◦ S0, alors (les indices appartiennent
à Z/12Z) : {
Si DV = Ri, DT = R−i
Si DV = Ri ◦ S0, DT = S0 ◦R−i
(2.12)
L’équation (2.12) montre que la « note de beauté » d’une transformation est la même que celle de son inverse.
Revenons sur les transformations de T en V et de V en T avec T = (0, 4, 7) do–mi–sol et V = (0, 4, 8, 9)
fa–la–do#–ré comme illustré à la figure 2.6. Plutôt que de réaliser des calculs directs, comme au paragraphe
précédent, nous allons utiliser les équations (2.11) et (2.12). Les résultats sont présentés à la figure 2.7.
G ˇˇˇ
V = DV (T ) +RV (T ) avec :
DV (T ) = R4 ◦ S0
etRV (T ) = +{8}
−−−−−−−−−−−−−−−−−−−−→
←−−−−−−−−−−−−−−−−−−−−
T = DT (V ) +RT (V ) avec :
DT (V ) = S0 ◦R8
etRT (V ) = −{8}
G ˇ4ˇˇ ˇ
T = (0, 4, 7) V = (0, 4, 8, 9)
FIGURE 2.7: Arithmétique entre accords
Sur cet exemple :
— Le calcul direct (paragraphe précédent) donne DV (T ) = R4 ◦ S0 etRV (T ) = {8},
— Le calcul direct (paragraphe précédent) donne DT (V ) = R4 ◦ S0 etRT (V ) = −{8}.
— Les équations (2.11) et (2.12) donnent DT (V ) = S0 ◦ R−4 = S0 ◦ R8 et RT (V ) = −(S0 ◦ R8)({8}) =
−S0({4}) = −{8}.
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Nous avons déjà mentionné que l’écriture deDT (V ) n’est pas unique, mais il faut remarquer que [R4◦S0](T ) =
[S0 ◦R8](T ). Par ailleurs, on remarque également que l’on trouve bien la même composante non congrueRT (V ).
Il est également important de noter que, lorsque l’on écrit l’équation (2.9) : V = DV (T ) +RV (T ), V est « la
base ». Inversement, lorsque l’on écrit l’équation (2.10) : T = DT (V ) +RT (V ) c’est T cette fois qui est « la
base ».
L’exemple illustré à la figure 2.7 montre que la transformation de T en V est décrite par l’équation : V =
(0, 4, 8, 9) = [R4 ◦ S0].T + {8} = (0, 4, 9) + {8}, ce qui signifie que les demi-tons sont comptés à partir de la
basse de V , et l’on a : fa–la–do#–ré = fa–la–ré + do#, ce qui est bien exact.
Inversement, la transformation de V en T est décrite par : T = (0, 4, 7) = [S0◦R8].V −{8} = (0, 4, 7, 8)−{8},
ce qui signifie que les demi-tons sont comptés à partir de la basse de T , et l’on a : do–mi–sol = do–mi–sol–sol# -
sol#, ce qui est encore une fois exact.
2.6.5 Suavité harmonique de la transformation entre deux accords
La suavité harmonique, correspondant à la beauté du passage d’un accord T à son successeur V , sera calculée
comme suit :
— S’il existe une transformation de T en V , alors :
— Si le nombre de notes de V est inférieur ou égal à celui de T (i.e. si la partie non congrue est inférieure
ou égale à zéro), alors la suavité harmonique est égale à la note de beauté de la transformation (donnée
à la relation 2.8) ;
— Si le nombre de notes de V est strictement supérieur à celui de T (i.e.si la partie non congrue est
strictement plus grande que zéro), alors on calcule la suavité tonale de l’accordRV (T ) par rapport à la
basse de T (i.e. on remplace la tonalité du signal f0 par f1(T ) dans la phase 3b) ;
— S’il n’y a aucun transformation de T en V , alors : on calcule la suavité tonale de l’accord V par rapport à la
basse de T (i.e. on remplace la tonalité du signal f0 par f1(T ) dans la phase 3b).
Dans les cas où la phase 3b est nécessaire, la normalisation de la suavité tonale est faite en utilisant la relation (2.3)
avec on = 0 (car en notation compacte on ne considère qu’une seule octave), et an est inchangé.
La figure 2.8 reprend l’exemple de la figure 2.7 et donne l’accord résultant de la transformation étudiée.
L’accord résultant obtenu par la méthode d’Euler découle de l’application du paragraphe 2.6.1. Il est comparé avec
celui obtenu par la méthode présentée dans le paragraphe (accordR(T )+ basse de T ).
G ˇˇˇ ˇˇ4ˇ ˇ
Méthode d’Euler : Méthode proposée :
la suavité tonale de la somme des deux accords est
calculée. Aucune différence n’est faite entre la beauté
d’un accord ou d’une transition. Il faut donc calculer
la suavité tonale de l’accord résultant suivant :
La suavité tonale a été calculée à la phase 3b. La sua-
vité harmonique de la transition est calculée comme
étant la suavité tonale de l’accord résultant suivant :
G 6ˇˇˇ4ˇ ˇˇˇ G ˇ2ˇ
FIGURE 2.8: Accords résultants pour le calcul de la suavité harmonique de la transition
2.6.6 Suavité harmonique du signal
La suavité harmonique du signal est définie comme la moyenne des suavités harmoniques de toutes les transitions
entre accords constituant le signal.
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Pour un signal périodique, on n’oubliera pas de prendre en compte la transition entre le dernier accord et le
premier accord du signal.
2.7 Détail algorithmique de la phase 5 – calcul de la suavité globale
Nous disposons donc :
— de la suavité rythmique qui représente la beauté de la pulsation du signal ;
— de la suavité tonale qui représente la beauté de tous les accords du signal ;
— et de la suavité harmonique qui représente la beauté de toutes les transitions entre accords.
La suavité globale est définie de deux manières :
— La manière la plus simple est de considérer le produit des trois suavités rythmique, tonale et harmonique ;
— Si l’on souhaite conserver un peu d’information sur les trois suavités (parce qu’il nous semble inadéquat de
mixer par exemple les éléments rythmiques et fréquentiels), alors un radar à trois branches (graduées de 0 à
1) est utilisé. Le rapport de l’aire du triangle obtenu à l’aire du triangle maximal peut être utilisé comme
suavité globale, comme illustré sur la figure 2.9.
rythmique : 50%
tonale : 30% harmonique : 40%
Suavité globale = 15.67% (rapport des aires)
Suavité globale = 6% (multiplication des suavités)
FIGURE 2.9: Représentation de la suavité globale
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3
Exemples d’utilisation
Notes — Ce chapitre présente quelques résultats obtenus sur des cas industriels.
Nous nous servirons du premier exemple (paragraphe 3.2) pour détailler les phases de calcul et ainsi
illustrer numériquement les algorithmes présentés au chapitre précédent.
Nous ne rentrerons pas dans ce détail pour le second exemple pour lequel seuls les résultats seront
présentés.
3.1 Logiciel SUAVITY
La logiciel prototype SUAVITY a été développé en fortran 77 [19]. Son interface graphique a été développée à l’aide
de japi [20] (java via fortran 77). Ainsi il doit être portable directement sous windows, unix ou macintosh (pas
testé). Ce prototype a été développé à des fins de recherche uniquement et non pour une utilisation commerciale.
Les enregistrements de signaux acoustiques sont fournis sous forme de fichier son au format Wav. Ces fichiers
wav doivent être au format PCM 8 bits (données enregistrées sur 1 byte). Si le fichier contient plusieurs voies (6
maxi pour un enregistrement en 5.1), il est demandé à l’utilisateur de choisir une voie.
La lecture d’autres formats wav est prévue dans le futur, mais n’a pas d’intérêt théorique.
Même si le logiciel est rudimentaire, il est suffisant pour les activités d recherche auxquelles il est destiné.
FIGURE 3.1: Enregistrement du moteur asymétrique à deux temps
3.2 Moteur asymétrique à deux temps
Ce premier exemple concerne le bruit émis par un moteur à explosion asymétrique à deux temps. Une explosion a
lieu à 1/4 de la première rotation du vilebrequin, alors que la seconde se produit à 3/4 de la première rotation du
vilebrequin. Il n’y a pas d’explosion pendant le second tour du vilebrequin. Le signal enregistré a déjà été présenté
et est redonné à la figure 3.1.
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3.2.1 Phase 1 – détermination des cycles dans le signal acoustique
Le logiciel permet d’identifier les cycles présents dans ce signal. Ceux-ci sont présentés à la figure. 3.2.
FIGURE 3.2: Cycles détectée dans le signal
Seuls 20 cycles sont détectés (c’est le maximum pris en compte par le logiciel). La durée moyenne des cycles
est de 0.109 s avec un écart-type de 2.149.10−3 s. Un « cycle », tel que détecté par le logiciel, correspond à une
période dans le signal, et donc, dans ce cas, à 2 tours de vilebrequin. La période trouvée correspond à 550.46
périodes par minute, soit à une vitesse de rotation du moteur de 1100 tours/min.
3.2.2 Phase 2 – détermination des pulses et calcul de la suavité rythmique
Pour poursuivre l’analyse, on ne retient qu’un seul cycle (voir figure 3.3).
FIGURE 3.3: Un cycle présent dans le signal (correspondant à 2 tours de vilebrequin)
On commence donc par rechercher les pulses présents dans un cycle. Ceux-ci sont marqués par des lignes
verticales sur la figure 3.4. On voit que 3 événements acoustiques sont trouvés, aux point 1, 420 et 862 du cycle,
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FIGURE 3.4: Pulses détectés
qui contient 1718 points au total. On rappelle que le détail algorithmique de cette phase est illustré sur la figure 2.2.
Pour poursuivre, on conclut que les événements acoustiques se produisent sur les pulses 0, 1 et 2 d’un cycle
contenant 4 pulses au total. La suavité rythmique de ce signal vaut donc 3/4 = 0.75.
Intuitivement parlant, compte tenu de l’asymétrie des explosions (2 explosions séparées d’un demi-tour de
vilebrequin, puis plus rien pendant 1.5 tour de vilebrequin), on se serait attendu à une arythmie plus importante,
donc à une suavité rythmique plus faible. On aurait même intuité une valeur de 2/4 = 0.5 (2 événements
acoustiques dans un signal de 4 pulses). Mais l’analyse du signal à la figure 3.3 montre clairement 3 zones :
— Une première zone contenant 3 pics décroissants ;
— Une montée suivie par 3 pics décroissants ;
— Une seconde montée suivi de plusieurs pics dans réelle émergence.
Ainsi, avoir trouvé 3 événements acoustiques est bien correct. En fait, des bruits mécaniques sont émis à 1/4
du second tour de vilebrequin sans qu’il y ait explosion. Le niveau de ce troisième événement est certes moins
prononcé que celui des 2 explosions, mais malgré tout il émerge clairement dans le signal.
L’analyse des durées entre les événements acoustique corrobore bien le fait que le cycle contient un total de 4
pulses. Par conséquent, la suavité rythmique calculée (égale à 3/4) est bien correcte.
3.2.3 Phase 3a – détermination de la tonalité
L’analyse du signal conduit à la tonalité de celui-ci :
— méthode de la fréquence la plus basse : 70.3 Hz
— méthode de la fréquence proéminente : 78.8 Hz (Hanning 2048 points)
Nous retiendrons la valeur de la tonalité suivante : f0 = 70.3 Hz.
3.2.4 Phase 3b – calcul de la suavité tonale
La table 3.1 donne le détail du contenu fréquentiel de l’accord 1 dans la première colonne, les coefficients kn et in
correspondant à la phase 3b de l’algorithme, ainsi que la décomposition en facteurs premiers selon la méthode
d’Euler et la méthode proposée.
Lorsque l’on calcule la suavité tonale des accords 2 et 3, on trouve que les coefficients ont une valeur de 120.
Cela signifie par conséquent que la valeur de la suavité tonale du premier accord doit être mise à jour. Avec un
coefficient de 120 au lieu de 30, la suavité tonale de l’accord 1 devient 36.58%.
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Tableau 3.1: Analyse de l’accord 1 pour f0 = 70.3 Hz
Fréquences (Hz) kn in Euler Proposé
table 2.1 table 2.3
f1 = 187.5 1 5 233−1 2−773
f2 = 562.5 3 0 23 23
f3 = 937.5 3 9 2−133 2−63171411
f4 = 1406.25 4 4 2251 2−8315173
f5 = 1593.75 4 6 2−13251 2−6311471
f6 = 1875.0 4 9 33 2−53171411
f7 = 2250.0 5 0 25 25
f8 = 2718.75 5 3 26315−1 21191
f9 = 3000.0 5 5 273−1 2−373
f10 = 3468.75 5 7 2431 2−73552
Facilité 25 184
Coefficient 30 256
Suavité tonale 41.46% 32.97%
Finalement, la suavité tonale (du signal) basée sur la décomposition proposée vaut 36.12% alors qu’elle vaut
34.10% si l’on utilise la décomposition d’Euler (pour f0 = 70.3 Hz). Ces résultats deviennent 26.96% et 35.34%
respectivement si l’on prend f0 = 78.8 Hz.
3.2.5 Phase 4 – calcul de la beauté harmonique
Le signal est composé de 3 accords. Les fréquences composant le premier accord ont été données à la table 3.1.
Celles composant les accords 2 et 3 sont données à la table 3.2.
Tableau 3.2: Contenu fréquentiel des accords 2 et 3 (Hz)
Accord 2 Accord 3
f1 = 281.25 f1 = 140.625
f2 = 937.5 f2 = 234.375
f3 = 1687.5 f3 = 468.75
f4 = 2343.75 f4 = 562.5
f5 = 3093.75 f5 = 890.625
f6 = 3656.25 f6 = 1171.875
f7 = 4406.25 f7 = 1546.875
f8 = 5062.5 f8 = 1828.125
f9 = 5812.5 f9 = 1921.825
f10 = 6468.75 f10 = 2203.125
Les accords 1, 2 et 3 sont donnés sous forme compacte dans Z/12Z à la table 3.3. Il apparaît alors qu’il n’y a
pas de transformation de l’accord 1 en l’accord 2, ni de l’accord 3 en l’accord 1 (signal périodique). Par contre, il
existe bien une transformation de l’accord 2 et l’accord 3 :
Accord 3 = Id(Accord 2)− {2, 4, 7}
Dans notre cas, l’analyse des transitions entre accords conduit aux suavité harmoniques suivantes :
— Accord 1 en Accord 2 : suavité harmonique = suavité tonale de l’accord 2 en remplaçant f0 par la basse de
l’accord 1 (soit 187.5 Hz) ;
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Tableau 3.3: Accords sous forme compacte dans Z/12Z pour l’analyse des transitions
Accord 1 Accord 2 Accord 3
0 0 0
1 1 1
3 2 6
4 4 8
7 6 9
10 7
11 8
9
— Accord 2 en Accord 3 : suavité harmonique = 1 (qui est la note de beauté correspondant à la composante
diédrale Id = R0) ;
— Accord 3 en Accord 1 : suavité harmonique = suavité tonale de l’accordRAccord 3(Accord 1) en remplaçant
la tonalité f0 par la basse de l’accord 3 (soit 140.625 Hz).
On n’oubliera pas, comme déjà mentionné au chapitre précédent, que pour ces calculs il faut prendre on = 0.
La suavité harmonique vaut 69.92% avec la décomposition d’Euler et 80.34% avec la nôtre..
3.2.6 Phase 5 – calcul de la suavité globale
Le bruit émis par ce moteur asymétrique à deux temps a une suavité rythmique de 75%, une suavité tonale de
36.12% et une suavité harmonique de 80.34%. Sa suavité globale est égale à 38.79% (rapport des aires) ou 21.76%
(multiplication des suavités).
3.3 Moteur symétrique à deux temps
Nous nous intéressons maintenant au bruit émis par un moteur à explosions à deux temps symétrique. Une
explosion se produit à chaque tout de vilebrequin.
L’analyse des 20 cycles détectés conduit à une durée moyenne de 0.0551 s avec un écart-type de 1.10.10−3 s.
Un cycle (i.e. une période, soit cette fois 1 tour de vilebrequin) correspond à une vitesse de rotation du moteur de
1089 tours/min.
Pour l’analyse, on ne retient qu’un seul cycle, qui est présenté à la figure 3.5
FIGURE 3.5: Un cycle présent dans le signal (correspondant à 1 tour de vilebrequin)
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FIGURE 3.6: Pulses détectés
L’analyse des pulses détectés dans ce cycle est illustrée à la figure 3.6 dans laquelle les événements acoustiques
sont repérés par des barres verticales.
Seuls 2 événements acoustiques sont détectés aux points 1 et 871 du cycle qui compte 2433 points. Cela
correspond à 2 événements acoustiques se produisant aux pulses 0 et 2 d’un cycle contenant un total de 5 pulses.
La suavité rythmique est donc égale à 2/5 = 0.40.
Ainsi, contrairement à l’intuition, la régularité perçue de ce moteur symétrique est inférieure à celle du moteur
asymétrique.
La tonalité vaut :
— méthode de la fréquence la plus basse : 11.7 Hz
— méthode de la fréquence proéminente : 41.851 Hz (Hanning 2048 points)
Nous prendons f0 = 11.7 Hz.
Avec cette tonalité, on trouve une suavité tonale du signal égale à 41.27% avec la décomposition d’Euler et de
30.91% avec la nôtre.
L’analyse des transition entre accords se réduit à la tranformation de l’accord 1 en l’accord 2 et de l’accord 2
en l’accord 1 (nous n’avons que 2 accords et un signal périodique). Dans les deux cas, on trouve : D = R10 ◦ S0,
dont la note de beauté est de 0.7. La suavité harmonique du signal vaut donc 70.00%.
De là, on déduit la suavité globale qui vaut 20.37% (rapport des aires) ou 8.65% (multiplication des suavités).
La comparaison entre les deux moteurs symétrique et asymétrique nous conduit à faire les constats suivants :
— le moteur asymétrique a une suavité rythmique supérieure (75% contre 40%). Contrairement à l’intuition, ce
moteur paraît plus régulier à l’oreille.
— le moteur symétrique à des suavités tonale et harmonique meilleures que le moteur asymétrique. Toutefois,
ces notes ne compensent pas le défaut de rythmicité.
Ainsi, il serait plus opportun d’essayer d’améliorer la suavité rythmique du moteur symétrique... mais dans la
mesure où cela ne fait pas partie des traitement classiquement (passifs de type absorption) proposés (qui jouent
essentiellement sur les suavités tonale et harmonique), alors on part avec un déficit certain par rapport au moteur
asymétrique. Pour modifier la suavité rythmique, alors il faut introduire un bruit complémentaire (il s’agit d’un
traitement actif. Nous en dirons deux mots en conclusions).
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Les buts de cette étude étaient :
— de proposer une méthode (pas trop compliquée) pour « mesurer » la beauté d’un bruit périodique ;
— puis de la programmer pour vérifier la faisabilité technique et disposer d’un prototype exploitable.
La méthode proposée se base sur des travaux existants d’Euler qu’elle modifie. La beauté est décomposée en 3
composantes : les suavités rythmique, tonale et harmonique, chacune donnant son éclairage sur le problème.
D’un point de vue algorithmique, les calculs de suavités sont réalisés en ne manipulant que des tableaux
d’entiers : cela consomme peu de mémoire et demande peu de temps de calcul.
La méthode proposée peut être appliquée immédiatement à d’autres échelles musicales si cela s’avère nécessaire.
Par exemple, l’échelle musicale théorique basique de la musique thaï-khmer utilisée en Thaïlande, au Cambodge et
au Laos divise l’octave en 7 parties égales [21]. Il suffit alors de travailler dans le groupe fini Z/7Z (qui a le bon
goût d’être un corps en plus). Un autre exemple, tiré de la même référence, est l’échelle slendro utilisée à Java qui
utilise une division de l’octave en 5 partie égales, nécessitant de recourir à Z/5Z (qui est aussi un corps). Toutefois,
dans tous les cas, il est nécessaire d’être en mesure de formaliser une facilité pour chaque cas. Nous ne sommes
pas qualifiés pour savoir si cela fait sens pour ces musiques, et si cela conduirait à une métrique adaptées à ces
populations.
Pour synthétiser au maximum, on peut dire que la méthode définie est générale et que pour l’appliquer à
d’autres contextes, il suffit de disposer d’une table du type 2.3 : nombre d’intervalles, approximation des racines
nièmes de 2 et facilité associée.
Certaines améliorations sont prévues :
— Seconde validation de la note de beauté des transformations diédrales :
Une première validation a été faite par un jury interne limité à 8 personnes. Cela permet certes de valider la
démarche, mais plus de soin doit être apporter à ces notes de transformations.
— Choix des n fréquences dans la phase 3b :
Pour l’instant, nous avons utilisé les n fréquences les plus basses pour définir le contenu fréquentiel d’un
accord. Il serait intéressant de voir si l’utilisation des n fréquences les plus énergétiques, ou des n fréquences
les plus proéminentes (voir phase 3a) ne serait pas plus pertinent.
Toutefois, dans le contexte qui est le nôtre, à savoir l’étude de machines tournantes, l’utilisation des
fréquences les plus basses équivaut à favoriser les fréquences fondamentales de l’équipement, ce qui est
mécaniquement (structurellement) intéressant.
— Nombre n de fréquences dans la phase 3b :
Nous nous sommes limités à 10 notes par accord. Dans le cas où l’on souhaiterait traiter plusieurs sources
de bruit en même temps, celles-ci ayant en plus des plages de fréquences différentes, alors cette limitation
pourrait être problématique.
Dans ce cas, on peut toujours découper l’analyse en plusieurs analyses. Dans le cas (fréquent) où l’on souhaite
développer des produit modifiant (améliorant) le bruit d’une source donnée, la stratégie la plus cohérente
serait d’avoir une analyse par source de bruit. Dans le cas où l’on ne peut que traiter l’environnement proche
de l’utilisateur (ce qui correspond plus au traitement d’un open-space par exemple), alors effectivement cette
limitation peut être problématique... dans ce cas, on découpera l’analyse en plusieurs plages de fréquences,
car les solutions envisagées seront différentes selon les plages de fréquences.
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— Proximité des fréquences et rugosité :
Les algorithmes présentés imposent de remplacer les fréquences par leur meilleure approximation dans
Z/nZ.
Cela implique que deux fréquences différentes mais proches peuvent être approximées par la même note,
alors que cette proximité est source de rugosité [16] (battement) dépendant de l’amplitude de cette différence
dans leur plage de fréquences.
Il est possible d’imaginer des solutions simples à ce problème. Toutefois, il serait préférable de commencer
par valider l’importance de ce phénomène qui peut être masqué par d’autres phénomènes à l’aide d’une
étude cognitive.
Les questions suivantes restent ouvertes :
— Soient T et V deux accords de respectivement n et m notes. Existe-t-il un entier k, entre 2 et min(n,m)− 1,
tel que si seulement k notes de T sont transformées (action du groupe diédral) en k notes de V , alors la
transformation de cette « sous-structure » est perçue par l’oreille ?
— Dans la phase 4, existe-t-il d’autres transformations qui sont naturellement perçues par l’oreille et qui
devraient être considérées ?
Notre sentiment après quelques petits tests est que la réponse est « non » à ces deux questions, mais de plus amples
expérimentations seraient à faire. De la littérature existe très probablement sur le sujet, mais nous ne l’avons pas
investiguée sur ces points.
Une évolution majeure du logiciel SUAVITY sera d’inclure un module d’optimisation. Le but est de modifier le
signal en en ajoutant un second de sorte que la somme des deux soit plus harmonieuse. On se servira évidemment
des critères définis ici pour réaliser cette optimisation :
— La suavité rythmique nous dira où ajouter des événements acoustiques (événements manquants) ;
— puis les suavités tonale et harmonique nous aiderons à définir le contenu fréquentiel de ce signal complémen-
taire.
— De plus, nous proposons d’ajouter des critères d’émergence dans la définition de ce contenu fréquentiel
complémentaire afin que celui-ci soit le plus proéminent possible et donc nécessite le moins de puissance.
Pour conclure on peut dire que même si le prototype actuel semble être en excellent accord avec le ressenti
humain (d’un jury de seulement 8 personnes, sur les quelques cas industriels traités), une étude psychoacoustique
sérieuse devrait être menée pour corroborer ou non ces résultats. Elle pourrait peut-être également permettre de
trouver les coefficients optimaux à utiliser pour calculer la suavité globale comme moyenne pondérée des suavités
rythmiques, tonale et harmonique.
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