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Abstract 
Stochastic differential equations of zero-dimensional reactor kinetics have been derived assuming that the discrete branching process and 
its continuous analog have moments of distribution converging up to the second order inclusively. The notion of weak external neutron source 
has been defined more accurately. Cohn’s model has been comparatively analyzed against the reactivity noise model introduced by analogy 
with the Schottky effect. 
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Berivation of stochastic differential equations of 
ero-dimensional reactor kinetics 
In [1] , Eq. (8 ′ ) was obtained for the characteristic func-
ion F (t, z 1 , z 2 ) of the distribution P α1 , α2 (t ) for the number
1 of the T 1 -type particles and for the number α2 of the T 2 -
ype particles at the time t , if these two types did not exist
t t = 0. It is obvious that, apart from the exact solution F of
q. (8 ′ ), it is also possible to obtain the approximate value
˜ 
 - by representing the coefficients at F, ∂F 
∂ z 1 
, 
∂F 
∂ z 2 
in the equa-
ion by respective approximate expressions. For example, it is
ossible to expand these coefficients in a Taylor series in the
owers of z 1 и z 2 and, while leaving the needed number of
ummands in these series (say, n ), to obtain approximate val-
es ˜ F n for F (t, z 1 , z 2 ) . The index n , as we shall see at a later
tage, does not only denote the degree of approximation, but
lso defines the maximal order for the coincident initial mo-
ents of the distribution P α1 , α2 (t ) which are obtained from the
xact solution F and the approximate solution ˜ F n of Eq. (8 ′ ).∗ Corresponding author. 
E-mail address: volkov@iate.obininsk.ru . 
Peer-review under responsibility of National Research Nuclear University 
EPhI (Moscow Engineering Physics Institute). 
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452-3038/Copyright © 2016, National Research Nuclear University MEPhI (Mos
.V. This is an open access article under the CC BY-NC-ND license ( http://creatiOne can easily make sure from Eq. (8 ′ ) that, e.g. for
˜ 
 2 (t, z 1 , z 2 ) , Eq. (1) is true 
∂ ˜ F 2 
∂t 
+ ∂ 
˜ F 2 
∂ z 1 
{ 
j z 1 z 2 kβL 
[ 
1 − ν(ν − 1) 
ν
(1 − β) 
] 
− z 1 k(1 − β) − 1 L − z 2 
kβ
L 
− j z 1 
2 
2L 
×
[ 
1 + k(1 − β) 
( 
ν(ν − 1) 
ν
(1 − β) − 1 
) ] 
− jz 2 2 
kβ
L 
[ 
ν(ν − 1) 
ν
β + 1 
] } 
+ λ∂ 
˜ F 2 
∂ z 2 
×
(
j z 1 z 2 − z 1 + z 2 − 1 2 jz 
2 
1 −
1 
2 
jz 2 2 
)
+ S ˜ F 2 
(
1 
2 
z 2 1 − j z 1 
)
= 0 (1) 
hich has the boundary conditions 
˜ 
 2 (0, z 1 , z 2 ) = ˜ F 2 (t, 0, 0) = 1 (2)
imilar to conditions ( 9 ) in [1] . 
The obtained equation for ˜ F 2 (t, z 1 , z 2 ) is the equation in
rst-order partial derivatives with coefficients containing pow-
rs of z 1 and z 2 that do not exceed 2. Therefore, accordingcow Engineering Physics Institute). Production and hosting by Elsevier 
vecommons.org/licenses/by-nc-nd/4.0/ ). 
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oto [2] , this equation, along with conditions ( 2 ), is the equa-
tion for the characteristic function of the two-dimensional dif-
fusion process y(t ) = { y 1 (t ) , y 2 (t ) } , the paths for which are
described by stochastic differential equations ( 3 ) 
d y 1 
dt 
= k(1 − β) − 1 
L 
y 1 + λy 2 + S + g 11 (y) ξ1 (t ) + g 12 (y) ξ2 (t ) 
d y 2 
dt 
= kβ
L 
y 1 − λy 2 + g 21 (y) ξ1 (t ) + g 22 (y) ξ2 (t ) (3)
where ξ 1 (t) , ξ 2 (t) are standard Gaussian independent white
noises, and g ij are the solutions of the matrix equation 
G G T = B , (4)
where B is the matrix with the entries 
b 11 = S + 1 L 
{ 
1 + k(1 − β) 
[ 
ν(ν − 1) 
ν
(1 −β) − 1 
] } 
y 1 + λy 2 ,
b 12 = b 21 = kβL 
[ 
ν(ν − 1) 
ν
(1 − β) − 1 
] 
y 1 − λy 2 , 
b 22 = kβL 
[ 
ν(ν − 1) 
ν
β + 1 
] 
y 1 + λy 2 . 
It is possible to write a generalization for m groups of
delayed neutrons for the vector continuous random process
y(t ) = { y 1 (t ) , ..., y m+1 (t ) } : 
d y 1 
dt 
= k(1 − β) − 1 
L 
y 1 + 
m+1 ∑ 
i=2 
λi y i + S + 
m+1 ∑ 
i=1 
g 1 i (y) ξi (t ) , 
d y i 
dt 
= k βi 
L 
y i − λi y i + 
m+1 ∑ 
j=1 
g i j (y) ξ j (t ) , i = 2, m + 1 (3a)
where g ij are the entries of matrix Eq. (4) with the entries of
the ( m + 1) th -order matrix B of the following form: 
b 11 = S + 1 L 
{ 
1 + k(1 − β) 
[ 
ν(ν − 1) 
ν
(1 − β) − 1 
] } 
y 1 
+ 
m+1 ∑ 
i=2 
λi y i , 
b 1 p = b 21 = k βn L 
[ 
ν(ν − 1) 
ν
(1 − β) − 1 
] 
y 1 − λp y p , 
p = 2, m + 1 , 
b p,l = k βp βl L 
ν(ν − 1) 
ν
y 1 , p  = l, p, l = 2, m + 1 , 
b pp = k βp L 
[ 
ν(ν − 1) 
ν
βp + 1 
] 
y 1 + λp y p , p = 2, m + 1 . (4)
We shall use a ratio for the i th-order initial moments
M (n) i−l,l (t ) of the distribution defined by the standard function
˜ F n (t, z 1 , z 2 ) [3] :  
(n) 
i−l,l (t ) = (−1) i 
∂ i ˜ F n 
∂z i−1 1 z 
i 
2 
∣∣∣∣∣
Z 1 = Z 2 =0 
(5)
It is clear that, with n → ∞ , the moments M (n) i−l,l (t ) be-
ome the moments of the exact distribution defined by the
haracteristic function F (t, z 1 , z 2 ) . 
By writing from (8 ′ ) the equation for ˜ F n (t, z 1 , z 2 ) , differen-
iating it with respect to z 1 , z 2 as many times as needed, and
quating the coefficients to zero, with the summands having
qual powers z 1 and z 2 , one can obtain the system of equa-
ions for the moments M (n) i−l,l (t ) : 
dM (n) i−l,l 
dt 
= 1 − π
L 
j ∑ 
i= χ
(−1) j−i C j−i j−l M (n) i+1 −l,l 
+ π
L 
u ∑ 
k=0 
min (k, j) ∑ 
p= max (0,k− j+ l ) 
j−k ∑ 
i= max ( j−n−k,l−p) 
(−1) 
j−k−l 
×C p l C i+ k−l j−l C k−p i+ k−l γk−p,p M (n) i+ p+1 −l,l 
+ λ
u ′ ∑ 
i=0 
j−l+1 ∑ 
k= χ−l+1 
(−1) 
i 
C i l C k+ i−l−1 j−l M 
(n) 
k+ i−l −1 ,l +1 −i 
+ S 
f ∑ 
i= χ
C i−l j−1 M 
(n) 
i−l,l −
1 
L 
M (n) i−l,l 
− λM (n) j−l ,l +1 − SM (n) j−l,l (6)
here χ = max ( j − n, l ) , u = min (n, j) , u ′ = min (n, l ) ,
 i, j are the initial moments for the distribution q α1 , α2 of the
umbers α1 (prompt neutrons) and α2 (precursors of delayed
eutrons generated in one fission event). 
It can be seen from system of Eqs. (6) that: (1) the sys-
em is linear; (2) all moments M (n) gg (t ) in its right-hand side
ave an order of not higher than j , that is, it is closed; and
3) the moments M (n) j−l,l (t ) obtained from the approximate so-
ution ˜ F 2 (t, z 1 , z 2 ) and the moments M j−l,l (t ) found by the
xact solution F (t, z 1 , z 2 ) of Eq. (8 ′ ), are described for j ≤
 by one and the same system of equation. Therefore, the
oments of the distribution P α1 , α2 (t ) obtained from the exact
olution F (t, z 1 , z 2 ) and the approximate solution ˜ F 2 (t, z 1 , z 2 )
f Eq. (8 ′ ) agree up to the order n inclusively. 
One can judge about the quality (accuracy) of the selected
pproximation from the number n of coincident moments.
esides, the system of equations ( 6 ) can be always used to
stimate the error when finding moments of a higher order
ased on an approximate model. Therefore, the continuous
nalog y(t ) = { y 1 (t ) , y 2 (t ) } of the discrete random process
(t ) = { α1 (t ) , α2 (t ) } obtained at n = 2, has probabilistic char-
cteristics that agree with the same characteristics of the dis-
rete process to within the second-order moments inclusively.
herefore, the diffusion process y ( t ), the paths for which are
escribed by system of equations ( 3 ), has a mathematical ex-
ectation (mean) and the second moments (dispersion, cor-
elation functions) that agree exactly with the mathematical
xpectation and the second moments of the discrete numbers
f prompt neutrons and precursors. 
Yu.V. Volkov / Nuclear Energy and Technology 1 (2015) 159–164 161 
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s  We shall write explicitly the systems of equations for
he mathematical expectation and the second central mo-
ents D ij ( t ) of the continuous random process y(t ) =
 y 1 (t ) , y 2 (t ) } : 
d y 1 
dt 
= k(1 − β) − 1 
L 
y 1 + y 2 + S, 
d y 2 
dt 
= kβ
L 
y 1 − λy 2 . (7) 
d D 11 
dt 
= 2 k(1 − β) − 1 
L 
D 11 + 2λD 12 
+ 1 
L 
{ 
1 + k(1 − β) 
[ 
ν(ν − 1) 
ν
(1 − β) − 1 
] } 
y 1 
+ λy 2 , 
d D 12 
dt 
= 
[
k(1 − β) − 1 
L 
− λ
]
D 12 + kβL D 11 + λD 22 
+ kβ
L 
[ 
ν(ν − 1) 
ν
(1 − β) − 1 
] 
y 1 − λy 2 , 
d D 22 
dt 
= −2λD 22 + 2 kβL D 12 + 
kβ
L 
[ 
ν(ν − 1) 
ν
β + 1 
] 
y 1 
+ λy 2 , D 12 = D 21 (8) 
Exactly as one could expect, the equations for the mathe-
atical expectations y 1 (t ) and y 2 (t ) fully agree with the zero-
imensional reactor kinetics equations with only one group
f delayed neutrons taken into account. The equations for the
econd central moments are similar to the results obtained by
udek in [4] from the immediate computation of probabilities
or the discrete process α(t ) = { α1 (t ) , α2 (t ) } . 
With k < 1 and the initial conditions 
 i (0) = D i, j (0) = 0, (i, j = 1 , 2) 
ystems of Equations (7) and ( 8 ) have steady-state solutions
 
(0) 
i and D 0 i, j , from which it follows that 
D 0 11 + D 0 12 
y 0 1 
= 1 + k ν(ν − 1) 
2(1 − k) ν (9) 
hich is a generalization for the case when one group of
elayed neutrons of a known [4] ratio is taken into account
or the relation of the dispersion of the number of neutrons
o the average number, as obtained with no delayed neutrons
aken into account. 
It is not difficult to show that D 0 12 ≥ 0 when k < 1, so the
elation is smaller than when only prompt neutrons are taken
nto account. This is explained by the fact that the extent to
hich the model is noisy, with delayed neutrons taken into
ccount, is becoming greater when one more channel for the
rocess evolution appears. Estimates show that, when k = 1 –
 β, where a ≥ 0, 
= D 
0 
12 
D 0 
≈ 1 
α + 1 11 Therefore, the approximation of prompt neutrons describes
airly well the neutron population at k < 1 only when the re-
ctor is highly subcritical, for instance, if the reactor subcrit-
cality ≈10 β ( a = 10), then δ ≈ 10%. Near the critical state,
stimates of the relation D 
0 
11 
y 0 1 
based on formula [4] 
D 0 11 
y 0 1 
= 1 + k ν(ν − 1) 
2(1 − k) ν (10) 
re expected to give significant errors. 
It can be seen from systems of differential Eqs. (3) and
 3a ) that they have their regular part fully agreeing the zero-
imensional reactor kinetics equations. The presence of white
oise in the right-hand side reflects the stochastic nature of
he elementary neutron generation and disappearance pro-
esses, the representative times for which are ≈10–22 s. So
hese equations can be called stochastic differential equations
f zero-dimensional reactor kinetics. They describe the time
aths of the random process which represents the neutron
opulation with rather a large number of neutrons in the re-
ctor. The fact that a large number of neutrons is required
o be present in the reactor to describe correctly the neutron
opulation in time by the continuous analog y ( t ) can be seen
rom how equations (8 ′ ) were obtained – leaving in the equa-
ion for ˜ F n (t, z 1 , z 2 ) the powers z 1 and z 2 not exceeding 2,
hat is, neglecting higher powers automatically leads to an
ssumption that α1 ( t ) and α2 ( t ) are rather large. 
We shall note that stochastic differential equations of zero-
ifferential reactor kinetics ( 3 ) and ( 3a ) for the continuous
nalog y ( t ) of the discrete process α( t ) were used to proceed
rom the description of the neutron population in a probabilis-
ic space (using the distribution of the probabilities P α1 , α2 (t ) )
o its description in a space of paths (parameters) using the
rocess y ( t ). We shall also note that the approach used here
ith the expansion of the coefficients in the equation for the
haracteristic function F (t, z 1 , z 2 ) to series and the use of the
pproximation ˜ F n (t, z 1 , z 2 ) permits [2] the description of the
eutron population in the parameter space to be further im-
roved, that is, the process with independent increments of a
eneral type to be put in the right-hand side of Eqs. (3) , ( 3a ).
istribution of the number of neutrons in a subcritical 
eactor with a weak external neutron source 
hat is weak neutron source? 
The question in the above heading is not trifling. The an-
wer in [5] is as follows: if SL 
 1, the neutron source is
eak. But another question arises then, which becomes more
ractical rather than theoretical: how much is that much less
han unity? That is, with the neutron life taken as L (with the
iven material composition of the reactor), what power shall
he external neutron source have to be actually considered
eak? 
To answer the latter question, we shall solve the problem
f the distribution of the number of neutrons in a steady-state
ubcritical reactor in the following definition: (1) the reactor
162 Yu.V. Volkov / Nuclear Energy and Technology 1 (2015) 159–164 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 1. Density of the distribution p ( y ) for the continuous analog of the 
discrete number of neutrons in a subcritical reactor: 1 – source intensity 
S = 0.9145 10 3 n/s; 2 – parameter a = 1, S = 1 10 3 n/s; 3 – source intensity 
S = 1.1 10 3 n/s. 
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 is equipped with an external neutron source with the intensity
S ; (2) only prompt neutrons are considered; (3) the behavior
of the neutron population is described by a continuous analog
(a diffusion-type random process). 
In such definition, Eq. (1) for the characteristic function
˜ F 2 (z) = lim t→∞ ˜ F 2 (t, z) of the steady-state process y ( t ) as-
sumes the following form 
j 
(
j + z 
1 
χ
)d ˜ F 2 
dz 
+ y¯ 
(
j − z 
2 
)
˜ F 2 = 0 (11)
with the initial condition 
F (0) = 1 (12)
where y = SL 1 −k is the average number of neutrons in a steady-
state subcritical reactor; and 
χ = 1 + k ν(ν − 1) 
(1 − k) ν . 
The solution to Eq. (11) with initial condition ( 12 ) is 
˜ F 2 (z) = 
(
1 − jχz 
2 
)−a 
exp 
(
− j y z 
χ
)
. 
The characteristic function and the distribution of the ran-
dom quantity are interlinked through Fourier transform [3] .
The application of inverse Fourier transform to ˜ F 2 (z) gives
an expression for the distribution density p ( y ) 
p(y) = 2 
⎡ 
⎣ 2 
(
y + y 
χ
)
χ
⎤ 
⎦ 
a−1 
exp 
[
−2 
(
y+ y 
χ
)
χ
]
χ(a) 
, a = 2 y χ + 1 
χ2 
(13)
where Г( a ) is the gamma function. It can be easily shown
that, as one could expect, the first two moments of this dis-
tribution coincide with the same moment of the distribution
of the discrete number of neutrons in a steady-state subcrit-
ical reactor. Distribution ( 13 ) belongs to the class of gamma
distributions ( [6] ). 
Let us discuss the solution obtained. The function p ( y ) of
type ( 13 ) may be dealt with as distribution only if y ≥ − y 
χ
. It
means that this model permits “nonphysical” negative values
y in the interval [ − y 
χ
, 0 ] 1 . Such property of the obtained dis-
tribution is an inevitable consequence of the pattern selected
above for building the continuous analog y : it is a diffusion
process governed by the stochastic differential equation 
dy 
dt 
= −αy + S + 
√ 
S + αχy ξ (t ) (14)
where α = 1 −k L ; ξ (t ) is standard Gaussian white noise. There
are no formal restrictions on the path signs for the given pro-
cess. The diffusion process y ( t ) is sure to be controlled by
Eq. (14) such that this process is highly unlikely to enter the
domain of negative values practically at any reactor parame-
ters ( Fig. 1 ). The lower boundary 
− y 
χ
≈ − SL 
ν(ν−1) νoes not practically depends on the breeding factor and, when
 ≥ 0.9, is absolutely dozens or hundreds times as less as
he average number of neutrons in the reactor. The “negativ-
ty” (unlikely though) of some paths of the process y (t) is
he inevitable cost of being able to find out which class of
istributions the distribution of the number of neutrons in a
ubcritical reactor with a weak neutron source is close to,
nd for being able to have a simple (though approximate)
nalytical expression for the given distribution. 
The type of the obtained distribution p ( y ) depends greatly
n the value of its parameter a . As can be seen from for-
ula ( 13 ), a ≈ SL . The representative value here is a = 1. In
his case, the distribution starts to be exponential. If a > 1,
hen the distribution p ( y ) is equal to zero and has the only
aximum at the point y m = (a−1) χ2 − y χ < y . When a < 1,
he density of the distribution p ( y ) has an infinite ordinate at
he point y = − y 
χ
. The last-mentioned means that, when the
owers of the source are very small, the most probable state
or a subcritical reactor is that with the absence of neutrons
n it (naturally provided the “nonphysical” part of the solution
s dropped). Estimates show that a ≈1 when 
L ≈ ν(ν − 1) 
2 ν
≈ 1 (15)
hat is, the distribution of the number of neutrons in a sub-
ritical reactor is close to being exponential when the power
f the source is such that approximately one source neutron
ppears in the reactor on the average for the neutron lifetime.
Fig. 1 presents distributions p ( y ) for different powers of
he neutron source in the reactor with U-235 when k = 0.95
nd L = 10 −3 s, wherefrom it can be seen that: 
• the distribution p(y) is heavily skewed towards small val-
ues of the number of neutrons when the powers of the
external neutron source are low, that is, the coordinate of
Yu.V. Volkov / Nuclear Energy and Technology 1 (2015) 159–164 163 
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pthe distribution maximum is less than the average value of
the number of neutrons in the reactor; 
• in the vicinity of the representative value of the parameter
a = 1 minor variations in value S lead to the distribution
form to change greatly (one may compare, for example,
the curves at S = 0.9145 103 1/s and at S ≥1 103 1/s); 
• the growth in the power of the source S causes the sym-
metry to decrease and the distribution of the number of
neutrons starts to be symmetrical relative to the average
distribution, which results from the operation of the law
of large numbers, when with S and, therefore, a being
rather large, the gamma distribution starts to be close to
Gaussian distribution [6] . 
Thus, we have obtained the result that provides for a
ore accurate definition of the notion weak external neutron
ource [5] and calls for tougher requirements [7] to the ex-
ernal source power from the point of view of nuclear safety.
he obtained boundary SL ≈ 1 of the reactor changeover from
he state SL < 1 when the reactor is most unlikely to have a
ingle neutron inside, to the state SL > 1 when any nonzero
umber of neutrons is most likely to be in the reactor, may
erve a more distinct criterion of the neutron source weakness
 the source shall be considered to be weak already when S
1/ L ) than the “fuzzy” inequality SL 
 1. 
nalysis of Cohn’s model 
In Cohn’s model [8] , similarly to the Schottky effect,
quivalent reactivity noise is put in the right-hand side of con-
entional reactor kinetics equations. As shown above, zero-
imensional kinetics equations describe the neutron popula-
ion in mean, that is, they are followed by deterministic time
unctions (mathematical expectations). Besides, breeding fac-
or and, accordingly, reactivity are deterministic reactor char-
cteristics. So putting equivalent reactivity noise in an equa-
ion is an artificial operation and requires such model to be
ccurately assessed. 
We shall limit ourselves to taking into account one effec-
ive group of delayed neutrons. According to Cohn’s model,
he neutron population in the reactor is described by the sys-
em of equations 
d y 1 
dt 
= k(1 − β) − 1 
L 
y 1 + λy 2 + S + 1 − βL y 1 δk(t ) , 
d y 2 
dt 
= kβ
L 
y 1 − λy 2 + βL y 1 δk(t ) (16) 
here δk ( t ) is the equivalent reactivity noise. It has been ob-
ained from the analogy with Cohn’s Schottky effect that δk(t)
s white noise with the spectral density 
 
(k) 
δk = 
ν(ν − 1) 
y 1 ν
(17) 
We shall analyze Cohn’s model as follows. We shall com-
are the spectral densities of the continuous random pro-
esses, the paths for which are described by Eqs. (3) and ( 16 ).
f these processes are equivalent in terms of behavior in timend in the parameter space, their spectral densities are ex-
ected to be equal. Since the spectral densities are connected
ith correlation functions by one-to-one Fourier transform,
hen the correlation functions are expected to be equal too
the second central moments of a special form). The second
oments are expected to be equal in the diffusion process
 ( t ) (if the noise part in its description has been chosen cor-
ectly) and in the discrete process α( t ). This is true for the
rocess described by system of equations ( 3 ). Therefore, with
o assumptions made as to the form of the spectral density
 δk (ω) of equivalent reactivity noise, we shall find it from the
elation of the spectral density 
 1 (ω ) = 
[ 
ω 2 (1 −β) 
2 
L 2 + λ
2 
L 2 
] 
y 2 1 S δk (ω ) 
ω 4 + ω 2 
[ 
(1 −k(1 −β)) 2 
L 2 + λ2 + 2λ kβL 
] 
+ λ2 (1 −k) 2 L 2 
or the process y 1 ( t ), obtained using system of Eq. (16) , to
he spectral density 
 1 (ω ) = 
b 11 ω 2 + λ2 ( b 11 + b 22 + 2 b 12 ) 
ω 4 + ω 2 
[ 
(1 −k(1 −β)) 2 
L 2 + λ2 + 2λ kβL 
] 
+ λ2 (1 −k) 2 L 2 
or this process obtained based on system of equations ( 3 ): 
 δk (ω ) = 
b 11 ω 2 + λ2 ( b 11 + b 22 + 2 b 12 ) 
( ω 2 (1 − β) 2 + λ2 ) y 2 1 
(18) 
It follows from this that the equivalent reactivity noise
eeds to have S δk (ω)  = const . for the two first moments of
he distribution of the values of the process y 1 ( t ) to agree.
s can be seen from formula ( 18 ), this is not the case with
ohn’s model. However, estimates show that the dependence
 δk on ω is insignificant, e.g. when k = 1 
lim 
→ 0 
S δk (ω) = L 
ν(ν − 1) 
y 1 ν
, 
im 
ω→ 0 
S δk (ω) = L 
ν(ν−1) (1 −β) 2 
ν
+ β
y 1 
The value S δk (ω) varies just slightly when the value k ≤
 varies. 
Therefore, Cohn’s estimate S δk (ω) ( 17 ) is very close to
hat obtained from the general model built here for the spec-
ral density S δk (ω) of equivalent reactivity noise. This gives
onfidence that Cohn’s model can be used, with a perfect
ccuracy, for the practical applications in estimating the two
rst moments of the distribution of the number of neutrons.
t should be however remembered that the reason for this
s not the nature of the neutron breeding and death process,
ut a remarkable (very small) value β (effective fraction
f delayed neutrons) for all known fissionable neutrons. And
he preferred way to simulate the paths of the random pro-
ess y ( t ) is to use the obtained system of equations ( 3 ) rather
han system of Eq. (16) , because this system stems directly
rom the general model of the branching process (no physical
nalogies are used) and shall therefore reflect more correctly
he detailed structure of the time variations in the neutron
opulation. 
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