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Abstract. Audio and video parts of an audiovisual document interact to
produce an audiovisual, or multi-modal, perception. Yet, automatic anal-
ysis on these documents are usually based on separate audio and video
annotations. Regarding the audiovisual content, these annotations could
be incomplete, or not relevant. Besides, the expanding possibilities of cre-
ating audiovisual documents lead to consider different kinds of contents,
including videos filmed in uncontrolled conditions (i.e. fields recordings),
or scenes filmed from different points of view (multi-view). In this paper
we propose an original procedure to produce manual annotations in dif-
ferent contexts, including multi-modal and multi-view documents. This
procedure, based on using both audio and video annotations, ensures
consistency considering audio or video only, and provides additionally
audiovisual information at a richer level. Finally, different applications
are made possible when considering such annotated data. In particular,
we present an example application in a network of recordings in which
our annotations allow multi-source retrieval using mono or multi-modal
queries.
Keywords: Audiovisual · Annotation · Multi-view · Multi-modal
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1 Introduction
Production of audiovisual documents is a fast-growing phenomenon which is 
founded on an increasing number of recording devices, for instance smartphones. 
In comparison to the data conceived in a controlled domain (e.g. TV, radio, music 
studio, motion capture studio, etc.), many recordings are generally produced in 
an uncontrolled context. They will be further referred to as field recordings.
Moreover, different audiovisual documents may correspond to the same scene, 
for instance a public event that is filmed by different points of view. These 
multi-view scenes contain lots of information and provide new opportunities for 
high-level automatic queries.
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In the context of automatic analysis, the aim of the different tasks (e.g. detec-
tion, classification) is to reduce the quantity of information embedded in audiovi-
sual documents towards some particular semantic concept. For example, a video
with a car in the foreground contains lots of information (type of car, ground,
objects in the background, weather, localization, etc.) that could be reduced to
the concepts car or nice weather.
In order to produce a model and to evaluate the performances of the algo-
rithms on a set of data, researchers generally build a manual annotation that
expresses this semantic information. The result of such manual annotation is gen-
erally called ground truth. As it usually refers to information provided by direct
observation, it requires researchers to develop objective criteria. The ground
truth depends on the definition of a space in which the data are projected in
the most appropriate manner within a specific context. This task is not always
straightforward: for instance, in the context of Music Information Retrieval, the
evaluation of musical artist similarity requires the development of an objective
measurement, meanwhile artist similarity relies on an elusive concept [5]. Thus,
it appears that the term ground truth is sometimes misleading because it does
not reflect an objective truth [1]. In that respect, we will use the term reference
which seems more accurate to designate the manual annotations.
Audiovisual documents are in essence based on two modalities: audio and
video. Yet in the context of audiovisual documents, the annotations are generally
mono-modal (audio or video), while the perception of an audiovisual content is
multi-modal and thus leads to a richer interpretation. Moreover, the different
modalities influence each other, making the mono-modality annotation difficult
in a multi-modality context.
This paper addresses the issue of producing multi-modal annotations in an
audiovisual context. We propose a low-cost procedure to manually annotate
multi-view field recordings. This paper is organized as follows. We first present
the relative works about annotation and perception of audiovisual contents.
Section 3 presents a specific procedure to solve the multi-modal issues of audio-
visual annotations. This procedure is usable in mono or multi-view contexts.
Finally, different applications of this procedure are described in Sect. 4.
2 Related Works
2.1 Audio and Video Ground Truth: From Precise to Weak
Annotations
The challenge of multimedia modeling, developed intensively during the 2000s,
has produced multiple campaigns for information retrieval, for instance with
video [20] or audio events [15]. In this framework, vast amount of data have been
manually annotated. These annotations are usually precise and time consuming.
For example, audio events, such as speaker turns in case of speaker diarisation,
or music notes in the case of Music Information Retrieval, are usually annotated
at a millisecond scale [3]. Moreover, as these annotations are hardly objective, an
agreement between annotators is usually needed [21]. For these different tasks of
annotation, different softwares have been proposed (see [19] for a comparison).
Lately, Deep Learning based approaches [9] outperform the state of the art
in many domains. However, they require a large amount of data. Because a
precise annotation of these data is almost impossible, recent datasets include
only weak annotations. These weak annotations really differ from a precisely
annotated ground truth, as they may be incomplete, not relevant and heteroge-
neous. For example, the Audioset dataset [6] provides a large set of audio data
extracted from videos, but the annotations were tagged by YouTube users on the
audiovisual content. In the area of vision, the AVA dataset [7] provides precise
spatio-temporal annotations of persons conducting actions, but the sound of the
video is not taken into account.
Finally, most of the research works are usually mono-modal based (only audio
or video stream). The issue of merging audio and visual information to richer
concepts is rarely addressed by the different scientific communities. In that scope,
the softwares used for manual annotations seem to deal with multi-modality as
a juxtaposition of mono-modal annotations.
2.2 Multi-modal and Multi-view
The modeling of multi-modal (or cross-modal) inputs is very challenging, for
example when studying discourses containing speech and non-linguistic signs [8].
Some applications rely on a precise interaction between image and sound. For
instance, the detection of talking heads has been addressed [11]. In this context,
various works deal with the fusion of audio and video modalities, for example
with early, intermediate or late fusion [18]. Besides, other applications deal with
other modalities, for instance image and texts [17].
The issue of annotating a multi-modal dataset in the case of audiovisual
content is clearly addressed in [10]. Whereas this study aims at automatically
detecting overt aggression in public places, the authors state that “problems
with automatically processing multi-modal data start already from the anno-
tation level”. The complexity of the interactions between modalities forced the
authors to produce three different types of annotations: audio, video, and multi-
modal. The combination of these three annotations increase the performances
of an automatic detector based on a machine learning approach. However, the
processing of these annotations is time-consuming and sensitive. Firstly, this
procedure necessitates at least three different kinds of playbacks (audio, video
and audiovisual) to perform the annotation. Secondly, in order to process inde-
pendent annotations with limited influence among modalities, three different
annotators at least are required.
Furthermore, increasing amounts of scenes are filmed simultaneously from
different points of view. In particular, in the context of video surveillance, dif-
ferent cameras are usually used [22]. The framework of Motion Capture also
provides interesting databases that include different views [16]. The reflective
markers placed on a human body allow the recording of the absolute position
of each part of the body, which can be directly used as a reference. However,
these applications usually remain in the field of laboratory studies and are hard
to deploy in a real-life context.
The context of field recordings is generally more challenging [2] due to the
number of overlapping events and objects. Considering audio, many events over-
lap and produce a mixture. Moreover, the movement of the audio sources (for
instance a passing car) makes it difficult to position the starting and ending
boundaries of the events. Same kind of difficulties arise considering images, with
occlusion, superposition, illumination and size of objects.
Different works review datasets from the perspective of multi-modal and
multi-view features [12,13,16]. However, as observed in [13], these datasets are
often limited by different criteria including presence of audio, realism for real
life applications, and number of overlapping and disjoint views.
2.3 Audio-Vision
The relationship between sound and image has been investigated for a long time,
in particular in the context of cinema. A reference book [4] details the different
possibilities of using sounds in videos.
Focusing on the area where the action takes place, the first distinction has
to be drawn between sounds of the scene that could be heard by the film’s char-
acters, and sounds that could not. The first category is called diegetic sounds.
The second category consists of non-diegetic sounds that are added in a post-
production step, for example in the case of voice-over. More precisely, the diegetic
sound source can be on-screen or off-screen. Furthermore, the source of the sound
can be at times visualized in the image. Otherwise, if the sound source is not
visible, the sound is called acousmatic. Figure 1 summarizes these different inter-
actions.
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Fig. 1. The audiovisual scene (adapted from [4]).
In a multi-view sequence, the source of a sound may be either visualized or
off-screen according to the different points of view. If the source of a sound is
ambiguous or not visible in the current video, a different viewpoint may disclose
it. We speak about causal identification when the source of a sound can be
identified, whether it is visible or not in the current viewpoint.
As these different types of interaction are precisely depicted in a movie script,
they are quite unusual in research papers. To our knowledge, research datasets
do not provide information about on-screen and off-screen sounds. However, it
seems that these different types of interaction have an influence on the perception
and the understanding of the audiovisual content.
Finally, the audio and video parts interact in different ways to create an
audiovisual perception. One of the clearest examples of the influence between
audio and video lies in the McGurk effect [14], that demonstrates an interaction
between hearing and vision in speech perception. Its most known implementation
consists of a video of a human face saying a pseudo-word (ga-ga) with a voice
over saying another one (ba-ba), leading to the perception of a third one (da-da).
When annotating, this kind of phenomenon could occur in the same way and
would lead to three different annotations (audio, video and audiovisual).
3 Audio/visual Annotation
3.1 Problematic
Audio and video annotations are usually based on different paradigms, but are
both based on predefined categories to annotate, such as car or speech. Audio
annotations usually consist in determining the start and the end of audio events
and tag each event with a category (engine noise, speech, horn sound, etc.).
Considering video, a usual procedure of annotation is to set a bounding box on
each object of interest in each frame of the video and tag each object with some
categories (car, person, clothes, etc.).
Procedures of annotation usually consider the audio and video streams as if
they were disconnected and each media is annotated separately. In that process,
a valuable information may be lost. In this article, we argue that the whole
information embedded in an audiovisual content is greater than the sum of its
audio and video parts. For example, if we separately annotate speech events
(audio only) and person objects (video only), we cannot deduce if a visible
person is the speaker or not.
In that context, some issues are clearly observable with the Audioset dataset
(see Sect. 2.1). Most of the tags seem to have been set according to the video
part, which usually dominates the audiovisual content. As a consequence, a video
of a cat annotated as cat will also be annotated cat in the audio annotation,
even if the cat remains silent in the video. To address these issues, we intend
to merge the audio and video modalities into audiovisual objects. Practically,
we aim to create an audiovisual object based on a moving bounding box and a
corresponding audio event. Surprisingly, this task proved to be very difficult and
many issues appeared and are detailed below.
A first challenge is about matching and merging one visual object and one
audio event. First of all, we have considered a systematic fusion of events from the
two modalities considering that this fusion could match segments from audio and
video streams in the case of temporal overlapping. Unfortunately, this matching
may introduce some wrong annotations when the audio annotation corresponds
to an off-screen source. For example, Fig. 2 shows a car at the foreground. At
the same moment the sound track is overpowered by an off-screen motorbike.
Motorbike
Engine noise
Fig. 2. Image bounding boxes around the cars. If a passing car is clearly visible at the
foreground, a motorbike behind the camera overpowers the corresponding soundtrack.
A second challenge lies in the case of defining several annotations with tem-
poral overlapping. The context of field recordings induces an audio mixture.
Depending on his expertise, a human annotator may not be able to set pre-
cisely the starting and ending boundaries of the different audio events of this
mixture. In this case, the matching between a specific audio event and the poten-
tial corresponding visual object can be impossible. In the same way, considering
visual annotations, when annotating a group of objects, the annotator might be
unable to draw bounding boxes around each element. Depending on the scale of
the image or the mixing of objects in the image, the annotator may annotate
each element separately, the entire group as a single object, or a mixture of single
elements and rest of the group.
In this context, the issue consists of matching several audio and visual anno-
tations with ensuring their relevancy. When many visual objects may have pro-
duced some sound events, the separation of the sound sources in the audio signal
may be impossible. Let us consider the Fig. 3 that represents audio segments
(time boundaries) and video annotations. In that scene, the passing of two con-
secutive vehicles have been auditory annotated as a single audio event. The
solution for creating an audiovisual object from these annotations relies on the
segmentation of the audio event in two parts to create two audiovisual objects.
We have tested many possibilities to obtain the boundaries of the audio events
but none of them was satisfying whatever the situation.
In a more sophisticated way, we could directly build audio, video and audio-
visual annotations from the audiovisual stream. However, the completion of this
task is not straightforward. Indeed, the influence of the audiovisual content may
influence the annotation of the mono-modal streams. For instance, an annotator
would more likely create an audio event for a moving car than for a stopped one,
even if they both produce a motor noise.
Audiovisual track
Annotation
Audio annotation
Video annotation
Audiovisual content
time
car 1
car 2
?
Engine noise
Fig. 3. Audiovisual annotation of the passing of two cars. In the audio modality, the
passage of cars is heard as a unique lengthy sound. On the contrary, the video annota-
tion clearly exhibits two different vehicles. Consequently, the automatic fusion of these
two modalities to create audiovisual object(s) is very difficult to define.
3.2 Procedure of Annotation
We present here a procedure to obtain audio and visual annotations, as well as
audiovisual information. It aims at satisfying the following goals:
– Audiovisual added value: the annotations must embed multi-modal infor-
mation that allows a better understanding of the scene and an added value
in comparison of the whole set of mono-modal annotations.
– Mono-modal used: the audio and visual annotations must be usable in a
mono-modal context. Therefore, additional information from other modality
are not to be considered when creating mono-modal annotations.
– Low additional cost: the audiovisual annotation must be objective and
straightforward, and must not generate a heavy additional cost.
To address these different constraints, we propose the following two-steps
protocol, which is designed to be processed manually.
Step 1: Mono-Modal Annotations. In this step, the audio and video annota-
tions are processed separately. Optimally, the annotations have to be processed
by different persons, without access to the other modality. For example, the
annotator of the audio stream works only with audio. These two annotations
can be processed in parallel.
For each modality, a unique identifier is set for each object in the scenes.
The objects visible at different moments of the video (or on different videos in a
multi-view context) must bear the same identifier. Similarly, the same identifier
is set for each annotation of the same audio event in the case of a clearly unique
event, for example a big explosion recorded by various devices.
At the end, an audio annotation contains description of audio events that are
made up of time boundaries, categories and identifier. Visual annotations allow
the description of objects on the basis of time, spatial coordinates of bounding
boxes, categories, and identifier.
Step 2: Multi-modal Links. In a second step, audio and visual modalities are
linked with each other. Links between audio and video identifiers are created in
case of causal identification (see Sect. 2.3). In a multi-view case, an audio event
could be associated with an off-screen object that is visible on another view.
This process is detailed in next section.
In this step, the mono-modal annotations (audio or video) cannot be modified
regarding the other modality, even if they appear to be wrong in the multi-modal
context (see the McGurk effect in Sect. 2.3). These annotations were valid from
a mono-modal annotation point of view and remain as they stand.
3.3 Implementation of Multi-modal Links
Considering the mono-modal annotations, we focus on audio and video annota-
tions that temporally overlap. These annotations may refer to the same audio-
visual document, or to different documents in the multi-view case.
Each of the audio annotations is considered in terms of sound source. If a
causal identification is possible (see Sect. 2.3), we link audio to video annotations.
A link means that audio annotations are enriched with the list of the linked visual
objects considered as the source of the audio event. When an audio annotation
is linked to several visual objects, the sources of the audio event can be all of
the objects or some of them indifferently.
Table 1 summarizes the different annotation links between audio and video.
Note that we only link audio event to video object (not video object to audio
event) because of the unbalanced relationship between audio and video.
We detail below some concrete examples of links between audio and video
annotations. In these examples, we focus on vehicles. However, as our procedure
is generic, it can be applied on different kinds of events and objects.
Passing Vehicle: the audio and video events are linked if they undoubtedly
originate from the same vehicle. If any doubt exists, for instance if the source of
Table 1. Annotation link procedure depending on the presence of audio and video
annotations and the possibility of causal identification. A corresponds to an annotation
of a single audio event (e.g. engine noise, speech, etc.). V corresponds to an annotation
of a single visual object (e.g. car, person, etc.). {Ai} corresponds to a set of audio
annotations. {Vj} corresponds to a set of video annotations. A link between annotations
is denoted by →.
(1) (2) (3) (4) (5) (6)
Audio
annotation
{Ai} {∅} A A {Ai} {Ai}
Video
annotation
{∅} {Vj} V {Vj} V {Vj}
Causal iden-
tification
No No No Yes No Yes No Yes No Yes
Annotation
link
— — — A → V — A → {Vj} — {Ai → V } — {Ai → {Vj}}
the audio event could be another vehicle that is not visible, the events are not
linked (see Table 1 column 3 and Fig. 2).
Slammed Door: if a sound event occurs from the interaction of several visually
annotated objects, we link the audio event to the each visual objects (see Table 1
column 4). For instance, in case of the closure of a car door with annotations for
two objects (car and person), the audio event slammed door is linked to each of
the two objects.
Passing Vehicle and Horn: in the case of multiple audio events that obviously
originate from the same visual object, we link all audio events to the object (see
Table 1 column 5). Thus, if an object car has been annotated visually and two
audio events engine and horn are produced by the car, then the two audio events
are linked to the visual object.
Passing of Multiple Vehicles: in the case of multiple vehicles passing with a
different number of audio events (see Fig. 3), we link the audio events to all
visual objects (see Table 1 column 6). However, if the audio source is not obvious
(for instance a car horn when different vehicles are present), we do not link the
audio event to any visual object.
4 Applications
We present hereafter different applications that are made possible by our pro-
cedure of annotation. In the case of mono-modal request, the annotated corpus
can be used for different purposes. The audio annotations can be used in audio
detection tasks (see [15] for examples). Similarly, the video annotations provide
a framework for objects detection (see [20] for example). Using the bounding
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Fig. 4. Within a network of recording devices, our multi-modal annotation procedure
allows to retrieve either visual objects only (camera 5), multi-modal objects (camera 7),
or audio events only (camera 3, microphone 28) from audio or video queries. Note that
camera 3 records audio and video, but the audible object is off-screen.
boxes drawn on each object, object re-identification based on image appearance
can be driven.
In a context of surveillance with a network of recording devices (cameras
recording video, microphones recording audio, smart-phones recording both
video and audio...), our annotations allow users to perform different kinds of
requests. Figure 4 illustrates this application in the context of the ToCaDa
dataset [13]. Several devices are set around a scene: devices 3 and 7 record both
audio and video, whereas devices 5 and 14 only record video stream. Finally,
microphone 28 only records audio. From an audiovisual document, we may per-
form queries that can be either video only (for example by clicking the bounding
box containing the vehicle on the video from camera 14) or audio only (for exam-
ple by clicking on the represented audio event from the same video) in order to
retrieve the object ID. All the audio events and video objects associated to the
same ID are returned as results. These results can either be audio, visual, or
audiovisual.
In a more complex application, this framework also allows multi-modal
queries that aim to retrieve audiovisual objects, for example a vehicle with dis-
tinct sound and appearance.
5 Conclusion
In this paper, we propose a simple procedure to produce audiovisual annotations
in different contexts such as multi-view dataset. Our approach aims to produce
audio, visual, and audiovisual information. It is based on separate annotations on
the audio and video modalities, followed by an audiovisual matching. In this way,
an audiovisual annotation is produced, as well as audio and video annotations
that remain relevant in a mono-modal context.
This procedure is simple. With respect to mono-modal annotations, our
method does not extend the time of processing significantly. It can be deployed
at a large scale, but, unlike weak annotations, maximizes the relevance of the
annotation. Moreover, in the context of multi-view annotations, the required
uniqueness of annotation identifiers allows for creating possibly relevant anno-
tations not only with on-screen objects but also with off-screen objects. Finally,
the resulting annotations produce a valuable approximation of what should be
a ground truth.
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