Abstract Precise transformation between the celestial reference frames (CRF) and terrestrial reference frames (TRF) is needed for many purposes in Earth and space sciences. According to the Global Geodetic Observing System (GGOS) recommendations, the accuracy of positions and stability of reference frames should reach 1 mm and 0.1 mm year −1 , and thus, the Earth Orientation Parameters (EOP) should be estimated with similar accuracy. Different realizations of TRFs, based on the combination of solutions from four different space geodetic techniques, and CRFs, based on a single technique only (VLBI, Very Long Baseline Interferometry), might cause a slow degradation of the consistency among EOP, CRFs, and TRFs (e.g., because of differences in geometry, orientation and scale) and a misalignment of the current conventional EOP series, IERS 08 C04. We empirically assess the consistency among the conventional reference frames and EOP by analyzing the record of VLBI sessions since 1990 with varied settings to reflect the impact of changing frames or other processing strategies on the EOP estimates. Our tests show that the EOP estimates are insensitive to CRF changes, but sensitive to TRF variations and unmodeled geophysical signals at the GGOS level. The differences between the conventional IERS 08 C04 and other EOP series computed with distinct TRF settings exhibit biases and even non-negligible trends in the cases where no differential rotations should appear, e.g., a drift of about 20 µas year −1 in y pol when the VLBI-only frame VTRF2008 is used. Likewise, different strategies on station position mod-B Santiago Belda
Introduction
Assessing the actual accuracy of the earth orientation parameters (EOP) is still an open and timely question, into which we need more insight in view of the demanding requirements of accuracy and stability pursued at present by, e.g., GGOS, the Global Geodetic Observing System of the International Association of Geodesy (IAG)- Plag and Pearlman (2009) . GGOS goals are 1 mm in accuracy and 0.1 mm/year in stability of the reference frames; those values, when measured on the Earth surface, correspond, respectively, to just above 30 µas and 3 µas/year in terms of angles from the Earth's centre, or 2 µs and 0.2 µs/year in time units, and they were adopted by the IAU/IAG Joint Working Group on Theory of Earth Rotation (Ferrándiz and Gross 2014) . Operational EOP are provided for worldwide use by the Earth Orientation Centre (EOC) of the International Earth Rotation and Reference System Service (IERS); IERS also hosts for the product centers: the conventional International Celestial and Terrestrial Reference Frames (ICRF and ITRF, respectively) . According to the IERS Conventions (2010) (Petit and Luzum 2010) , the conventional daily EOP are currently realized by the time series IERS 08 C04 that links the conventional realization of the ICRS, currently ICRF2 (Fey et al. 2015) to the conventional realization of the ITRS denoted ITRF2008 (Altamimi et al. 2011) .
The computation of the ITRF depends on a complex process, in which the solutions produced by the four main space geodetic techniques and by various analysis centers (AC) are combined. Regarding input data, it is assumed that each technique refers to its own reference system and, furthermore, each coordinate epoch refers to a separate reference system (Altamimi et al. 2011 ). The stacking is performed in two steps, the first is applied to data from each single technique separately and the second brings the former results together to derive a common ITRF. The concurrence of all those factors is a source of intricacies and makes difficult the assessment of the actual accuracy of the EOP. In any case, the solutions for EOP and ITRF are obtained, so that they provide optimal consistency among them, according to certain optimality criteria that involve the least-squares minimization of unknown parameters or apparent coordinate variations as described in detail, e.g., in Altamimi and Dermanis (2012) . However, whereas the nature of an ITRF compels it to last for some years and be "frozen" during a certain period before the release of the next reference frame, the EOP must be provided on a more continuous basis. The IERS 08 C04 conventional EOP series are also produced under a combination process that consists of several steps and gathers data from all techniques. It is detailed in Bizouard and Gambis (2011) . This combination process is unconnected to the ITRF combination, in the sense that the EOP solution is not forced to coincide with the solution computed along with the ITRF in their common time span, but it is computed from the technique-wise EOP solutions imposing certain constraints, as for instance, the absence of trends w.r.t. the ITRF2008. Of course, neither the accuracy nor the consistency between the EOP determined from data beyond the time interval used in the realization of the reference frames, and those frames themselves can be ensured a priori and must be estimated a posteriori. It is clear than the accuracy of the resulting EOP solution cannot surpass that of the implied frames, but could be worse. In this complex situation, accuracy is usually estimated in terms of formal errors, uncertainties, or repeatability, and the assessment of the actual (not the assumed) accuracy of the current conventional EOP becomes a cumbersome issue, though tightly linked to the level of consistency between the IERS 08 C04 series, ITRF2008, and ICRF2.
The objective of this article is to investigate the issue of the mutual consistency of the time series IERS 08 C04 together with ITRF2008 and ICRF2, not restricted to the time interval used for the frame building. The procedure relies on performing suitable analysis of observational data. We follow the standard ideas used in the validation of empirical models, which requires analyzing the residuals between models and observations, irrespective of the simplicity or complexity of the model. It seems reasonable that the first step should be the analysis of VLBI data, since VLBI is the only technique capable of providing operative solutions for the whole set of EOP. The analysis could provide more insight not only into accuracy or consistency issues, but also into the features of VLBI solutions compared with combined solutions and into the current limits of model improvement.
Our analyses comprise all the VLBI sessions between 1990 and 2013. The EOP are derived in the form of time series similar to the conventional ones, each one corresponding to distinct changes in the processing settings which are explained in detail in Sects. 2 and 3. Section 3 comprises several subsections, each one covering a test problem empirically. In the first subsection, we present the results of an experiment designed to assess the effect of unrestricted, unmodeled geophysical signals on the EOP series. Next, the sensitivity of the VLBI EOP solutions to the change of the a priori EOP series is addressed. In Sects. 3.3 and 3.4, we test some TRF and CRF realizations (distinct from those used in the IERS 08 C04 derivation) to study their impact on the EOP, especially in the long-term, paying attention to the appearance of biases and especially trends among the different EOP series, which would suggest the emergence of differential rotations. The last Sect. 3.5 aims at discerning to which extent the behaviour found in Sect. 3.3 can be attributed to differential orientations of the TRFs. Finally, in Sect. 4, the main points of the former individual experiments are summarized and discussed, and the conclusions are drawn.
The results in this article are an extension and continuation of our previous results contained in two conference papers by Heinkelmann et al. (2014b Heinkelmann et al. ( , 2015 . Those papers introduce the basic ideas and methodology in a concise way and emphasize on the interpretation of the results and the discussion of the consistency among frames rather than on EOP. In those previous analyses, all the VLBI sessions since 1984 were accounted for. Here, we decided to remove them from the analysis as recommended by different authors (Malkin 2013b; Chao and Hsieh 2015) , in view of the small magnitude of the effects found in the first analysis and the inaccuracy of data in the earlier years. In this case, the modification of the analysis period does not produce substantial qualitative changes, apart from the differences in the numerical results displayed in Table 3 here and Table 1 in Heinkelmann et al. (2015) . Sections 3.2 and 3.5 do not have a counterpart in the precedent studies.
Data analysis
The consistency issues are assessed by performing different VLBI data analyses, which are extended to 2912 sessions ranging from 1990-01-18 until 2013-12-31 (GFZ VLBI contribution to ITRF2013; Heinkelmann et al. 2014a) ; the initial years until 1990 have been excluded from the analysis due to the lower quality of the VLBI data. The GFZ version of the Vienna VLBI software (VieVS, Böhm et al. 2012) , VieVS@GFZ, was utilized, with the following common processing options: for each EOP, one offset per day with respect to a selected a priori series (usually IERS 08 C04) was estimated for each VLBI session. For modeling, the tropospheric delays we used the Vienna mapping functions (VMF1, Böhm et al. 2006) , and we estimated the zenith wet delays and the tropospheric gradients as piece-wise linear functions with 1 h and 6 h interval lengths, respectively. The station clock offsets were estimated as piece-wise linear functions with 1 h interval lengths, plus quadratic terms . After single-session adjustments, we discarded about 50 VLBI sessions with a posteriori sigma of unit weight larger than 3.
Other processing options depend on the different analyses that have been performed and will be detailed in the corresponding sections. For instance, when we intended to determine the effect of a specific TRF or CRF on the EOP, we fixed the station and source coordinates on their catalogue values. Thus, various EOP series were determined using different celestial ( Fey et al. (2015) differences between each of them, by means of the following formulae , where sub-indices eop1 and eop2 denote the individual solution:
where, 
Results

Unmodeled geophysical signals
The first analysis is concerned with the effect of unmodeled geophysical signals affecting the position of VLBI stations. Notice that unmodeled is used in the proper sense of a component of a signal not accounted in a given model adopted in the processing strategy, it should not be understood necessarily as a deficiency of a conventional model. Let us recall that the determined station coordinates do not have a simple dependency on geophysical signals, since several models recommended in the IERS Conventions (i.e., solid Earth tides, oceanic, and atmospheric tidal loading) are applied as a priori models in various data analyses, including the TRF estimation. However, other geophysical effects (i.e., non-tidal atmosphere, non-tidal ocean, and hydrological loading) are not recommended for the conventional analyses; their effect on the results is accumulated together with the inaccuracies of the considered a priori models. Besides, the adopted model for the station coordinates is linear, made up of a position and a constant velocity. The consequence of all that is that the appearance of unmodeled geophysical signals may propagate into inaccuracies of the EOP. That possibility was clearly confirmed in a recent paper by Krásná et al. (2015) . They estimated three different VLBI solutions to evaluate the impact of the unmodeled seasonal signals in the station displacement on the CRF and EOP. In the first solution, the seasonal displacement was omitted (reference signal). In the second alternative harmonic corrections, composed of annual and semi-annual constituents, they were computed for a number of stations and used to improve the model of their displacements. In addition, in the third option, the seasonal displacement was modeled with a mean annual model, which had been described and applied by Tesmer et al. (2009) . With this analysis, Krásná et al. (2015) unveiled the existence of differences of several tens of µas into the ERP determinations, as well as large drifts (1.82 µas year −1 in y pol and −0.10 µs year −1 in dUT1) when VieTRF13b and VieCRF13b (Krásná et al. 2014 ) were used as a priori reference frames together with the harmonic model. These results agree with the previous studies performed by Ding et al. (2005) , Tesmer et al. (2009 ), Malkin (2013a , and Eriksson and MacMillan (2014) , who found unmodeled annual and semi-annual displacements in the station horizontal coordinates. Let us recall that the current conventional standards for the station motions only account for a constant velocity term-although they will be extended in the next TRF realization, ITRF2014. For these model limitations and to avoid damaging effects, fixing station coordinates to their a priori values is not recommended by the scientific community, in general, and in particular when estimating EOP.
In this test, we neither determine nor apply seasonal components to correct the station positions, since we aim at assessing the uncertainty and stability of the current conventional products (ITRF2008, ICRF2, and IERS 08 C04), attributable to any kind of unmodeled geophysical signal (seasonal or not) affecting the regularized station coordinates reported in the ITRF2008 catalogue. We proceed by estimating the EOP through two different approaches:
(a) FIXED ITRF2008 coordinates (unmodeled geophysical signals propagate into EOP).
(b) FREE ITRF2008 coordinates (unmodeled geophysical signals cause adjustments of station coordinates). This means that the positions and velocities of all station coordinates were estimated by imposing no-net-translation and no-net-rotation conditions with respect to ITRF2008.
For numerical assessment, we compare the resulting EOP series (approach a vs. b) to quantify how important the effects of the unmodeled geophysical signals are. The first global indicators of the differences are provided by the mean and the dispersion of the differences of the series computed for each EOP. (Table 3) . However, we notice a small shift of 15 µas and a drift at the level of 3 µas/year of the Y component of the CPO in both approaches; that value is at the limit of the GGOS stability goal. That drift is nearly the same found in our previous work, including the VLBI sessions since 1984, but in that case, there also appeared a shift of dUT1 with a magnitude of 5.7 µs, much larger than the shifts displayed in Table 3 , at the level of 4.5 µs for dUT1. The 4.5 µs shift for dUT1 is significantly larger than the GGOS goal. If the results are compared with Table  1 in Heinkelmann et al. (2015) , which covers 1984-2013, there is a pattern common to all the EOPs, namely very close drifts and different biases.
Concerning Table 3 it is important to note that the different handling of the TRF station coordinates (fixed and free approach) results in a strong decrease of the correlation between each series of Earth Rotation Parameters (ERP) strategy as a consequence of the neglected signals, which happens to be close to 50 % in the case of the pole coordinates and is consistent with the large values of the WRMS shown in the last column of Table 3 , with an average near 150 µas. That large scatter is about five times the GGOS accuracy target, what confirms that the modeling of the station position is one of the key problems to improve the EOP repeatability. Besides, the WRMS (weighted root mean square after subtracting the linear component of the difference) of the ERP especially increase from the fixed to the free approach; our explanation for this fact is that the IERS 08 C04 EOP are consistent with the linear station model of ITRF2008, and Offset, trend, annual/semi-annual amplitude, correlation coefficients, WM, and WRMS differences between both series are also shown consequently, if station coordinates differ from their catalogue value, the EOP scatter will increase. Figure 1 displays the ERP differences w.r.t. IERS 08 C04 for the fixed and free approaches to help to graphically decipher the time scales present in the large differences and reduced correlations. As noted by Krásná et al. (2015) , the main discrepancies present a dominant annual pattern. However, these differences cannot be only modeled with annual and semi-annual constituents, since they are composed of more complex signals. This fact can be seen in the periodograms of the ERP differences between both approaches (Fig. 2) . Regarding the pole coordinates, the maximal spectral power is located near the 1 year period, heterogeneous patterns of higher frequencies being visible too. Their provenance is unclear, but some of them may have actual physical origin. In any case, we have fitted annual and semi-annual harmonic constituents to each EOP and show the results also in Table 3 , to compare them to Krasna's et al. results. The orders of magnitude are similar, which provides additional evidence on the consistency level.
Our values are closer to their S3-S1 difference in Table 8 , which do not use harmonic models for the seasonal station positions but non-linear annual means. That fact suggest that the use of a harmonic model for the station position variations may have more significant impact on EOP than using smoother or no models, although more insight in the issue is needed to draw a conclusion.
Different a priori EOP series
In an ideal case, the estimated values of the EOP should be the same independent of the a priori values. However, the highly accurate estimation of the full set of EOP is not simple from either a mathematical or physical perspective, and the possibility of having effects derived from the choice of the initial solution should be investigated. In this test, several a priori EOP series were used to estimate the EOP by VLBI fixing the reference frames to the current conventional ITRF2008 and ICRF2. First, VLBI time series were determined using a priori EOP from IERS 08 C04 (case 1), second, the a priori ERP and Celestial Pole Coordinates were taken from IERS 08 C04 and from the IAU 2006/2000A precessionnutation model, respectively (case 2), and finally, the USNO Finals time series were used as a priori EOP values (case 3). The comparison shows no significant (p value > 0.05) EOP WM differences between the IERS 08 C04 and USNO Finals approaches (cases 3 vs 1), whereas their repeatabilities (measured by the WRMS) are close to 40 µas in all the EOP with the exception of dUT1 that is around 5.3 µs, i.e., more than 2.5 times the corresponding GGOS accuracy of 2 µs (Fig. 3) . EOP residuals reveal almost negligible shifts and drifts (Table 4) . Therefore, VLBI-determined EOP using either IERS 08 C04 or USNO Finals as a priori values are in a very good agreement (correlation about 0.93). The interpretation of the differences between the cases 1 and 2 is not so simple (Fig. 3) . First, the WM differences of the polar motion (PM) parameters and dUT1 are insignificant (p value > 0.05), as it could be expected, since the a priori values for the three ERP were not changed. It is important to remark that the WM results correlate strongly with the shifts listed in Fig. 2 Periodograms of the differences between ERP estimated by different approaches: fixed and free ITRF2008 coordinates. A priori EOP series: IERS 08 C04 Table 4 . As for the WRMS values, in contrast to the precedent case, they are about 20 µas for both PM components and smaller for dUT1. The differences between the CPO are much more significant (p value < 0.05), as expected, since they correspond roughly to the deviation between the conventional nutation theory and the operational solution. It is known that the IAU-adopted precession/nutation model, currently IAU 2006/2000A (Dehant 2002; Hilton et al. 2006) , contains only the easier to predict, forced astronomical effects, and thus, the Free Core Nutation (FCN) is not included. This has a powerful impact on the residuals-apart from the need of some additional corrections. Besides WRMS over 160 µas, we detect statistically significant WM differences (−55 µas in dX and 93 µas in dY) and large shifts (−39.8 µas in dX and 94.2 µas in dY) ( (Lambert 2007; Malkin 2010 Malkin , 2013b Krásná et al. 2013; Belda et al. 2016) . We modify the case 2 by adding to IAU 2006/2000A the model determined recently by Belda et al. (2016) , which was fitted to VLBI data using a sliding window length of 400 days displaced 1 day and a constant period of −431.18 sidereal days for the signal, so that we can remove the FCN oscillations that appear in case 2 (Fig. 4) (red line) . To study the remaining residuals − FCN) , the WM and WRMS differences were estimated between case 1 and case 2 (with and without modification), once the FCN was deleted (Fig. 3) . It is noteworthy to mention that the usage of the aforementioned model causes insubstantial WM differences with a WRMS of about 80 µas in the CPO; that reduction of the scatter by almost a half is remarkable and the remaining variance seems to be attributable to the limitations of the theory and the models in terms of unmodeled contributions.
Terrestrial reference frames
The impact of using different TRFs to compute EOP solutions is assessed by fixing the station coordinates to their a priori values taken from the respective catalogues. Fixing the station positions entails somehow a deformation of the actual network, since some unmodeled geophysical signals still remain in every TRF apart from other possible sources of uncertainty; however, this procedure is necessary here to determine the differences between the investigated catalogues: if the coordinates would not be fixed on catalogue values for this purpose, the VLBI data adjustment would change the coordinates and we would not be able to assess the consistency. Therefore, several EOP series were estimated using the five terrestrial reference frames given in Table 5 ; in all the cases, we took IERS 08 C04 as a priori EOP values and fixed the radio source coordinates from ICRF2. Notice that the estimates for each TRF (Fig. 5) are obtained using the same VLBI sessions, holding the 3σ eligibility criterion for all the implied frames, to achieve the maximum coherence degree in the comparison. The shift and drift of the EOP offsets provided by VieVS using the different TRFs w.r.t. IERS 08 C04 were computed (Table 5) to compare the residuals associated with each TRF with the ITRF2008 case. One of the most significant results for x pol corresponds to the ITRF2000 case, exhibiting considerable shift and drift (−123.9 µas and −16.8 µas year −1 , respectively), followed in magnitude by its high drift in ITRF2005 (−9.0 µas year −1 ). Examining the case of ITRF2005 is interesting, since it corresponds to the most recent change of ITRF and EOP releases. It is known that the seven-parameter rotation and rotation rates relating ITRF2008 and ITR2005 vanish with the reported formal errors being of 8 µas. However, according to Sect. 3.5.1 of the IERS Annual Report 2011 (Dick 2013) , the IERS 05 C04 series referred to ITRF2005 were re-aligned recognizing the following biases, most of them given without formal errors: "negligible" in x pol , −50 ± 25 µas in y pol , 2 µs in dUT1, and 1 and 17 µas in dX, dY, respectively. Following the same order and same units (for ITRF2005 in Table 5 ), we find biases of values −25, 27, −1, −2, and 16, respectively, but the remarkable novelty with respect to the presumed relative orientation of the experiment results is the appearance Table 5 EOP residuals (µas or µs for dUT1) w.r.t. IERS 08 C04 between solutions using different TRFs for the computation of EOP of non-negligible drifts, two of them reaching the 8-9 µas year −1 magnitude. That issue is addressed in Sect. 3.5 from a different perspective to get more insight.
Relevant weakness for the y pol parameter appears in VTRF2008 and ITRF2000, with a trend bigger than 20 µas year −1 and an important shift of 118.3 µas, respectively. Con-cerning DTRF2008 and the ERP, the maximal shift occurs in dUT1, exceeding −5.5 µs; the shift of x pol reaches −51 µas. Finally, trends and biases of the CPOs are close in all the cases and smaller than those of the ERPs. The maximum scatter and minimum scatter (WRMS after subtracting the linear component of the difference w.r.t. IERS 08 C04 series) of the EOP correspond to ITRF2000 and DTRF2008, respectively. ITRF2000 w.r.t. ITRF2008 presents large WM and WRMS in x pol , y pol , and dUT1. Further interesting results are found for the VTRF2008 case w.r.t. ITRF2008, with large WM (−133.8 µas), WRMS (113.0 µas), for y pol ; that seems to be due to the contrast between multi-technique (ITRF2008) vs single-technique (VTRF2008) approaches. DTRF2008 w.r.t. ITRF2008 shows large WM differences (10.5 µs) for dUT1, which is remarkable, because both ITRF2008 and DTRF2008 are based on the same input data and accordingly, they only differ in the weighting of the techniques and the local ties among each other and in the datum definition. Celestial pole coordinates in all the cases do not show noticeable systematic effects, with small WM and WRMS (5 and 10 µas, respectively). It is evident that the CPO are insensitive to TRF changes unlike the ERP, within the accuracy and stability limits set by GGOS.
Celestial reference frames
Other EOP solution series were calculated using two different Celestial Reference Frames (ICRF2 and ICRF-Ext.2, Table 1 ) to study the sensitivity of VLBI EOP to the a priori CRF. In this part, the conventional terrestrial reference frame (ITRF2008 fixed on its a priori values) was used for the VLBI analysis, together with the IERS 08 C04 as a priori EOP. As in the previous sections, the difference between both approaches is assessed by means of WM and WRMS. According to our estimates, the impact of using two different ICRFs on EOP is about at the level of stability of the ICRF2 axes relative to ICRF-Ext.2 (10 µas) with WRMS EOP differences of about 40 µas (Table 6 ). The fact that errors in source positions affect EOP in a much lesser extent than errors in station position is not unexpected at all, since in ordinary VLBI sessions, the number of observed sources is much larger than the number of participating stations. It also empirically confirms that the statistics given for the ICRF2 are correct and it proves that the additional including of about 15 years of VLBI observations (comparing ICRF-Ext.2 and ICRF2) does not lead to systematic rotations of the ICRF. Shifts and drifts of the differences between both ICRF solutions (reported in Table 6 ) present analogous results for both studies, where the largest WRMS of the linear regression can be found on the EOP corresponding to ICRF-Ext.2 and the maximal EOP differences appear for the CPO with a shift of 10.3 µas in X and drift of 0.9 µas year −1 in Y , close to the Table 3 of Heinkelmann et al. (2015) for the period 1984 to 2013.
Similarity transformation vs. VLBI ERP differences
Going back to the tests performed in Sect. 3.3 and recalling the comments relative to the ITRF2005 case, it seems clear that those results show that the differences among EOPs derived using distinct ITRFs cannot be explained simply by the nominal Helmert transformation between the implied frames. This could be surprising at first glance, but our analysis is performed with the series of VLBI individual sessions. Each session involves a small number of stations compared with the number of defining ITRF stations and their geographical distribution is not homogeneous at all. It makes sense to consider separately the sub-networks of stations participating at each session to define a suitable epochframe associated specifically to each session. To investigate whether the EOP differences determined in the previous Sect. 3.3 can be attributed to the differences in orientation of those particular frames to some extent, the corresponding six Helmert transformation parameters were estimated per each VLBI session using WLS. We computed the transformation parameters of the various frames given in Table  2 w.r.t. ITRF2008 for each individual station subset of the included VLBI session: three translation components, and three rotation angles, designated, T x , T y , T z , R 1 , R 2 , and R 3 , respectively. The scale factor is not determined to be consistent with the VLBI estimates, which have been calculated fixing the station coordinates. Equation (3) shows the similarity transformation applied, where x i , y i , and z i are the Cartesian coordinates of the i-th point common in the two reference frames, ITRF2008 and each considered alternative TRF:
Let us insist that this transformation is between subnetworks, not between the relevant TRFs, although we use an abridged notation that makes no reference to sessions. The transformation parameters per each VLBI session were estimated after each subset of station coordinates was brought at the same VLBI epoch using its own station motion model (considering the a priori catalogue positions and velocities) as performed in Feissel et al. (1993) . To make sure that each transformation was consistent with the VLBI estimates, each Helmert estimate was computed with the same stations that appear in each VLBI session included in the analyses of Sect. 3.3. For the comparison, the derived ERP (Sect. 3.3) were expressed as global rotations using
where we assumed the rotational contribution from the ICRF to dUT1 to be negligible (A 3 = 0) due to the relative insensitivity of dX and dY to TRF changes described in Sect. 3.3. Here, r ≈ 0.997 denotes the ratio between solar and sidereal time. Table 7 summarizes the statistics of the differences between estimated similarity transformation parameters and estimated VLBI ERP differences for each TRF of Table 5 ; they are expressed as global rotations in both the cases and referred to ITRF2008 in terms of their relative linear regressions and standard deviations (STD) of their differences. Differences are always computed, so that the ERP series estimated from ITRF2008 are the minuend.
The most relevant results are: (1) ITRF2000 presents considerable drift for R 2 (−17.4 µas year −1 ) and shifts in all the rotations; (2) between ITRF2005 and ITRF2008, there are still significant shifts. This is astonishing, because ITRF2008 orientation and orientation stability are defined by no-net rotation (NNR) with respect to ITRF2005. Obviously, the NNR condition (kinematically non-rotation) that is based on a subset of stations common for ITRF2005 and ITRF2008 does not exactly force non-rotation for another subset of stations, such as the VLBI station subset, used in our study; (3) another interesting results are found for the VTRF2008 case, with large drift (19.9 µas year −1 ) for R 1 ; (4) DTRF2008 shows a large shift (173.0 µas) for dUT1; (5) drifts and shifts are very similar in both approaches; and (6) for DTRF2008 and VTRF2008, the STD are about 20 µas probably caused by an incomplete atmosphere modeling and inaccuracies of the station coordinates; and for ITFR2005 and ITFR2000, the STD are larger, reaching around 50 µas in the last case. The smallest STD can be found comparing ITRF2008 to DTRF2008. Let us recall that the results labelled as Helmert trans. in Table 7 do not involve VLBI data, whereas the block labelled as VLBI is computed from EOP VLBI solutions. The similarity of shifts and drifts (pointed in 5) and the magnitude of the STD (described in 6) prove that the VLBI data analysis can work as an accurate tool to determine frame inconsistencies.
Summary and conclusions
An experimental study has been carried out addressing the consistency of the current conventional reference frames (ITRF2008 and ICRF2) and the associated IERS 08 C04 series. Since we are concerned with all five EOP, the only technique that can be applied is VLBI.
Concerning the study on the effects of the unmodeled geophysical signals conducted in Sect. 3.1, one can say that these neglected signals induce damaging effects on the terrestrial pole coordinates and dUT1, causing a strong decrease of the correlation among EOP based on fixed coordinates and EOP based on adjusted coordinates with a priori from ITRF2008. Maximal differences affect y pol and are a 26.9 µas shift and a 2.1 µas year −1 drift (Table 3) . These values give an idea of how good the ITRF2008 is.
The EOP estimated by VLBI analysis might, in addition, depend on the choice of the a priori EOP, and thus, we investigated that possibility. Here, we compare EOP adjustment with respect to IERS 08 C04 when using IERS 08 C04, USNO finals, or the astronomical conventional precession/nutation models, IAU2006/2000A. The comparison between EOP estimated using IERS 08 C04 and USNO finals exhibits a large scatter of dUT1 at the level of 5.3 µs (Table 4) .
VTRF2008 is consistent with ICRF-Ext.2 which contains precise positions of more than 3000 compact radio astronomical sources. Different EOP series are estimated with identical VLBI solutions, but with different celestial reference frames (ICRF2 and ICRF-Ext. 2) to analyze their mutual stability. The maximal EOP differences (10.3 µas at X and 0.9 µas year −1 at Y) (Table 6 ) fulfill the stability goal for celestial pole offsets of about 10 µas. Therefore, the ICRF2 and ICRF-Ext.2 orientations can be assumed identical within this uncertainty, which is below the threshold of accuracy targeted by GGOS and associated working groups.
However, when the EOP are estimated by fixing station positions on various terrestrial reference frames, serious inconsistencies are detected with respect to ITRF2008 (Table  7) . ITRF2000 and ITRF2005 are included in this comparison, because the orientation of ITRF2008 is realized by NNR conditions with respect to the orientation of the ITRF2005, which in its turn is realized via NNR condition with respect to ITRF2000. Although the ITRF2008 and the ITRF2005 are constrained to be kinematically non-rotating with an uncertainty of 8 µas and 8 µas year −1 , meaningful differences above this level and even larger discrepancies with respect to ITRF2000 are found (in particular in the terrestrial pole coordinates) based on the VLBI subset of stations. A 
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172.7 ± 0.7 −3.1 ± 0.1 173.0 ± 0.9 −3.0 ± 0.1 13.5 VTRF2008 R1 1 9 .8 ± 1.7 1 9 .8 ± 0.1 2 7 .9 ± 1.5 1 9 .9 ± 0.1 21.8 R2 4 7 .1 ± 1.5 1 .6 ± 0.1 4 8 .9 ± 1.4 1 .2 ± 0.1 21.4 R3 9 6 .3 ± 0.9 −0.5 ± 0.1 9 2 .9 ± 0.9 −1.3 ± 0.1 16.7 ITRF2000 R1 112.9 ± 9.0 5 .7 ± 0.7 123.5 ± 8. Shifts (referred to epoch J2000.0) and linear drifts (year −1 ) are estimated by LS The comparison between these two approaches is made by the standard deviation (STD) of the EOP differences marked inconsistency is the differential drift in y pol of about −19.9 µas year −1 , between VTRF2008 and ITRF2008; it means that ICRF2, ITRF2008, and the conventional EOP series are not completely consistent. ITRF2000 shows large shifts in x pol and y pol , and a considerable drift of about 17.4 µas year −1 in x pol . Besides, dUT1 evidences substantial inconsistency problems in all tested TRFs, the most pronounced results being between ITRF2008 and DTRF2008 (more than 5 mm at the Earth equator). These detrimental effects could come from unconsidered geophysical signals (e.g., non-tidal ocean loading), which are neglected and need to be identified. In contrast, celestial pole coordinates, in all the cases, do not show noticeable systematic effects. Summarizing, in the last 30 years, the EOP accuracy has reached levels, where the margin of improvement is extremely limited. In spite of this enhancement, our study confirms the conclusion that neither the IERS EOP series nor the ITRFs considered in our tests are accurate enough to meet the GGOS goals.
In spite of the valuable advances along many years, the consistency resulting from the combination process continues being at least debatable, considering the extreme differences of the weights assigned to the solutions depending on the various techniques and EOP. Namely, the International GNSS Service (IGS) solution contributes to the ERP by about 95 %, but nothing to the offsets of the Celestial Intermediate Pole, which is based only on VLBI results. The latter are ignored in the combination and added later for the sake of completeness. Moreover, the orientation of the VLBI ground network that refers to the ICRF via the VLBI EOP is allowed to rotate during the combination. Consequently, we can infer that the IERS 08 C04 do not refer exactly to ICRF. Other potential causes of inconsistency are the current methodology of inheriting the orientation from the previous realization to the current realization by applying the NNR condition, i.e., the new frame inherits the "errors" of all its predecessors and adds its own errors. Inconsistencies are also due to the misfit of the true station coordinates and the simple coordinate model used for its approximation, i.e., the uncorrected non-linear station displacement will propagate into EOP, since non-linear effects are not removed. These causes could be among the reasons why the optimum consistency level is not being accomplished yet. Proposals to achieve higher accuracy and consistency are that the ITRF, the EOP, and the ICRF have to be determined in one monolithic adjustment, including all observations of all involved techniques (VLBI, DORIS, GNSS, and SLR), the usage of epoch reference frames (Bloßfeld et al. 2014) , and extending the TRF coordinate model to include seasonal signals, as it is foreseen for the next realization of ITRS, ITRF2014 (Altamimi et al. 2016) .
