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 Scientific visualization is very popular today among many different fields.  Its 
purpose is to take data and represent it visually so that a person can better understand 
what is occurring with the data.  This idea can be as simple as a pie chart or as 
complex as drawing the beating human heart with data taken from a MRI scan. 
 One particular area of scientific visualization is the representation of flow 
data.  Many methods have been researched and published on how to visualize 
different types of flow fields, but only a few papers have been published that have 
attempted to compare and contrast the effectiveness of the various methods. 
 For the study, five different flow field visualization methods are compared – 
LIC, pathline, streamline, streakline, and hedgehog.  A framework was created to not 
only display each of the methods but also allow the user to interact with them.  The 
user is shown an unsteady flow field using one of the five visualization methods.  He 
may view the flow field at any time step using a slider or hitting a button to animate 
the flow.  The user is asked to make a response on two different types of tests.  The 
first one asks the user to advect a particle to a circle.  The angular error is recorded 
into a file.  The second test asks the user to determine where a massless particle might 
have begun.  The number of clicks it takes the user to correctly identify where the 
particle began is recorded. 
 Statistical analysis was performed on the data to determine which 
visualization method is the “best”.  Unfortunately after using 95% confidence 
intervals, no statistical conclusions could be drawn about what were the better  
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methods.  However, it could be stated that the test method could be refined to produce 
better results.  Or if the test method is fine, it just might be the fact that even with the 
best visualization methods out there that a person is unable to fully comprehend an 
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 The goal of this project is to classify different unsteady vector field 
visualization methods.  Hedgehog, streamline, pathline, streakline, and LIC were the 
methods chosen for this study.   
 Hedgehogs represent the data by drawing oriented scaled lines along the 
direction of the local vector [8]. 
 Streamlines are defined as curves tangent to the velocity field in every point 
[8].  In other words, they represent the path a massless particle would travel 
over one time step. 
 Pathlines are obtained in a real world environment by putting small objects 
into the flow field and exposing a photograph for a longer time.  The traces of 
the objects in the photograph represent the path of the particle over time [1].  
Pathlines are represented on a computer by drawing curves that trace the path 
of a particle over time. 
 In a real world environment, streaklines are produced by continuously 
injecting a material like smoke or little hydrogen bubbles into a flow field at 
certain seed points.  The streaklines are the traces of these particles [1].  To 
represent streaklines on a computer, points are drawn to represent the bubbles 
or smoke. 
 LIC, or Line Integral Convolution, is a texture based visualization method for  
flow fields.  Textures are produced by taking a white noise background and 
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then “smearing” it along the direction of the vector fields.  The resulting 
image represents the vector field at that time step [2]. 
 Using these techniques a person is given a visual representation of their vector 
field data.  What these techniques hope to do is show some underlying phenomena in 
the data.  This phenomenon is also called critical points.  Critical points can be 
formally defined as points where the magnitude of a vector vanishes.  There are many 
types of critical points.  They are characterized by the behavior of the nearby tangent 
curves. 
 A repelling node is categorized by having all nearby vectors point away from 
the critical point.  Another way to think about this critical point is that the 
repelling node pushes away all vector fields in its nearby vicinity.  This type 
of critical point is also called a source. 
 An attracting node, or a sink, is the opposite of a repelling node.  All nearby 
vectors are pulled towards the critical point. 
 The vector fields around a center critical point will be represented visually as 
a bunch of congruent circles with centers at the critical point. 
 A repelling focus is the combination of a source critical point and a center 
critical point.  The picture that results from the vector fields will look like a 
swirl spiraling outward from the critical point. 
 An attracting focus is the combination of a sink and a center.  This will look 
like a swirl spiraling inward from the critical point. 
 A saddle point combines both a sink and source.  On one axis the critical 




 fields [3]. 
 A visualization method is considered good if the vector field is visually 
represented so that a person can understand what is happening in the data.  A person 
should be able to identify where critical points exist and what type critical point it is.  
He should also be able to accurately advect a particle forward in time [6].  The focus 
of this thesis is to see which method helps a user most accurately advect a particle.  










































 Only three papers have been previously published on this subject.  The first 
one is an initial study by David Laidlaw of Brown University.  The study attempted to 
compare six visualization methods on steady flow fields.  The visualization methods 
were GRID, JIT, LIT, LIC, OSTR, and GSTR.  A framework was created and users 
were asked to interact with the program.  The users were tested on both how quickly 
and how accurately they responded.  Three tests were conducted.  The first test asked 
the user to identify a critical point.  The next test placed a dot on an otherwise blank 
screen.  The user was then shown the steady flow field and asked to identify what 
kind of critical point was located where the dot previously was.  The last test asked 
the user to advect a point inside of a circle to the boundary of the circle.  After his 
tests were completed, he was unable to make any statistical conclusions using 95% 
confidence intervals [6]. 
 A second paper by David Laidlaw extended his previous paper.  The same 
framework and statistics were used.  The big difference was in his testing 
methodology.  He created more test cases and tested more users.  By doing so he was 
able to make statistical conclusions [7]. 
 The last paper is an article entitled “User Studies:  Why, How, When?”  It 












 The framework is programmed in the Windows environment.  The graphics 
programming is done in OpenGL.  The GUI library that was chosen is FLTK.  FLTK 
is used because it is easy to setup an OpenGL window and to add other widgets with 
callbacks (such as a slider).  FLTK is very similar to a simpler toolkit called GLUT.  
GLUT was not used because the programmer is unable to add widgets or create 
multiple windows.  Windows programming was considered, but FLTK is much 
simpler for a novice GUI programmer. 
 The graphical loop of the program is where most of the other functions are 
called.  The only functions not called from the main loop are all the callbacks (mouse, 
keyboard, widget).  The first function that is called from this display loop is the 
function to display the selected visualization method.  The visualization method is 
selected randomly from the five types explained earlier in the paper. 
 Hedgehog is the simplest method.  It merely draws a structured grid of points.  
At each point a line is attached.  The line is oriented in the direction of the vector at 
that seed point.  The length of the line is proportional to the magnitude of the vector.  









Figure 1:  Hedgehog Screenshot 
 
 Pathlines and streamlines look very similar.  Both methods take numerous 
seed points and trace paths from them.  The position of the seed points are randomly 
selected.  The number of seed points used is defined by the programmer.  Both 
display functions call an advection function many times to calculate points along their 
curves.  The advection code is written by Liya Li, a Ph. D. student at The Ohio State 
University.  The difference between pathlines and streamlines is in how the points of 
the curve are calculated.  Streamlines will only look at vector data at one point in 
time.  For instance, a particle is placed in the vector field at a specific time step.  This 
particle will be advected in this vector field until it is told to stop.  Pathlines, 
however, are a trace of a particle over multiple time steps.  This means that a particle 
starts at a time step, t, and is tracked over the vector fields at time = t for one time 
period.  When the next time period begins, the particle will start where it left off at 




associated with time = t, the particle will be tracked in the vector field at time = t + 1.  
This continues until the number of time steps (specified by the programmer) has been 
completed.  Once all the points along the curves are calculated, the curves can be 
drawn onto the computer screen.  Figure 2 shows an example of what pathlines look 
like, whereas Figure 3 shows an example of what streamlines look like. 
 
 





















Figure 3:  Streamline Screenshot 
 
 Streaklines are calculated in a way similar to pathlines.  The only difference is 
that particles are continuously injected into the flow field.  For instance, at time step = 
t, twenty particles are placed into the field at twenty seed points (a particle per seed 
point).  The path of these particles is calculated until time = t + 1.  At the next time 
period, the twenty particles that originated at time = t are further advected.  However, 
twenty new particles are injected into the vector field at the seed points.  These 
particles also need to be traced for a time step, this time starting at time = t + 1.  So at 
time = t + 1, there are forty particles that need to be tracked.  At time = t + 2, there 
will be sixty particles.  This continues until the max time step is reached (specified by 
the programmer).  Once all the paths of these particles are calculated, points are 









Figure 4:  Streakline Screenshot 
 
 The final visualization method, LIC, is texture based.  The LIC drawing 
function calls a class created by Han-Wei Shen, a professor at The Ohio State 
University.  The LIC class generates a white noise image.  This image is then 
smeared in the direction of the vector fields at a given time step.  The resulting image 
is copied into texture memory and decaled onto an OpenGL quad.  Figure 5 is an 

















Figure 5:  LIC Screenshot 
 
 After the visualization method has been drawn to the screen, the user test is 
selected.  All tests are defined by the programmer.  The class created for this purpose 
easily allows another programmer to add his own tests that he wishes to use in his 
own studies.  What is drawn to screen is defined by the programmer in the test class.  
The program waits for the user to respond and validates that it is a valid response 
(again, as with all functions called by the test, it is defined by the programmer).  If a 
valid response is made, the program checks to see if the test is finished.  If not, the 
program waits for another response.  If the test is finished, the result is output to a file 
and a new test and visualization method are randomly selected.  Once a new test is 
selected, a window will pop-up and describe to the user what he is supposed to do.  
Also, the type of visualization will be described to him.  Further descriptions of the 




 This process continues until all tests defined by the programmer are 




















































 Two types of tests were used in this user study.  The first test asked the user to 
advect a point to a boundary.  In the second test, the user had to determine where an 
already advected point began.  The user is given a few controls to help him better in 
visualizing the unsteady flow field.  A slider is provided to the right of the OpenGL 
display window that allows the user to change what time step he is currently viewing.  
The user may also hit the ‘a’ key to animate the unsteady flow field (or hit the ‘a’ key 
again to stop animation).  The amount of time each slice will be displayed before the 
next one is shown can also be controlled with a slider that is to the right of the 
OpenGL display window.  Giving the user control of what time slice is being 
displayed should help him in making a response when interacting with the tests. 
 The first test draws a circle and a point inside the circle.  Figure 6 shows an 
example of what the user may see.  The user is asked to visualize the path of the point 
if the point was to be advected.  The next step is for the user to click on the outline of 
the circle where he believes the path first intersects the circle.   If the user fails to 
click close to the outline of the circle, no response is recorded.  The user can not go to 
the next test until he has clicked on the outline.  Once the user has clicked on the 
outline of the circle of where he believes the particle will be advected to, the angular 
error is computed and output to a file.  The angular error is the number of radians the 
user’s click was away from where the actual particle was advected to.  This test will 




Figure 6:  Test One Screenshot 
 
 The second test draws two concentric circles, with one having half the radius 
of the other.  A point is drawn on the outline of the outer circle.  Figure 7 is an 
example of what the user may see if he was doing this test.  The user is asked to pick 
a point inside the inner circle that he believes will be advected to the point on the 
outer circle.  If the point the user picks is within the inner circle and the point’s 
advected path hits the outer circle’s outline close enough to the drawn point, the test 
is finished.  If the path of the user selected point does not come close enough to the 
drawn point, that incorrect path is displayed and the user must choose a new point.  
An example of what the user might be shown after an incorrect response is Figure 8.   
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If the intersection of the advected path and the outer circle is close enough to the 
drawn point, the results of the test is recorded to a file.  The number of clicks it takes 
a person to correctly find a seed point that is advected to a place near to the drawn 
point on the circle is what is being recorded.  One note, a maximum number of clicks 
(twenty) was implemented.  This is to prevent a user who is having trouble with a test 
to be clicking away for a long time and never finishing.  This type of test will be 
called test two for the rest of the paper. 
 
 








Figure 8:  Test Two Screenshot – Incorrect Response 
 
 At the end of both tests, other information is written to the results file that 
helps with statistical analysis.  The most important is the visualization method.  This 
is obviously the most important because it allows the programmer to compare the 
different methods.  Other variables such as size of the circles used, how many critical 
points were present in the data, and how close the circle is to nearby critical points are 
also written.  It is the hope that these variables will give some kind of insight into 
how future tests can be constructed so that better results are achieved.  For instance, 
say that after doing statistical analysis it is found that too large of a circle radius 




obtain more reliable results. 
 Not only is the test type defined by the programmer, he also defines variables 
such as the size of the circle, where the circle will be placed, and so forth.  The 
purpose having the programmer give the variables fixed values instead of having the 
variables randomly assigned was so that the programmer could setup the tests so they 
were not impossible or too easy.  Problems occurred as a result of this methodology, 










































 95% confidence intervals were used to analyze the data.  A visualization 
method or other variable is said to be statistically better if its interval does not overlap 
another interval and its interval is lower on the graph.  More variance, or less reliable 
data, is said to occur when the interval is large. 
 For test two, the user was either able to quickly find a solution or had extreme 
difficulty.  From talking with some of the users after they took the test, if they had 
difficulty with a specific test they would randomly click until a solution was found or 
the limit of maximum number of clicks was reached.  This erroneous data is ignored 
by filtering responses that took more than fifteen clicks.  Using that filter, twenty-
eight out of 197 test results were discarded.  So about 14% of the time the user had 
difficulty with the test. 
 All together, twenty-nine people took the test.  This resulted in 433 tests 























 The following graphs show the plotted confidence intervals of the data that 
was collected.  Unfortunately, no statistical conclusions can be made.  Conclusions 
that do not rely on statistics will follow in the next section of the paper. 


































Figure 9:  95% confidence intervals of how each visualization method performed 












































Figure 10:  95% confidence intervals of how each visualization method 
performed on test two. 
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Figure 11:  95% confidence intervals of how the number of critical points in the 
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Figure 12:  95% confidence intervals of how the number of critical points in the 
data set affected the responses of users while using test two. 
 


































Figure 13:  95% confidence intervals of how large the radius of test one’s 




































Figure 14:  95% confidence intervals of how large the radius of test two’s outer 
circle affected the responses of users. 
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Figure 15:  95% confidence intervals of how close the center of the circle was to 
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Figure 16:  95% confidence intervals of how close the center of the circle was to 

































 No statistical conclusions can be drawn from the graphs.  This indicates one of 
two things.  First, there was a problem with the test methodology.  Second, 
visualization methods for unsteady flow fields do not do a good enough job to show 
the underlying phenomena of the data sets. 
 The test methodology was flawed in a few ways.  First, users did not use the 
program in front of the programmer.  Therefore, the programmer must rely on the 
users to read all documentation materials provided.  From the feedback that was 
received from users after they used the program (or attempted to use the program in 
some people’s case), people did not fully read the instructions or the documentation.  
Also, the responses seemed to indicate people became “bored” and did not make as 
good of a response as they could have in some of the later test cases.  One of the best 
results came from someone who made a comment that he thought the test cases were 
“like a video game.”  This user took his time to make the best response possible and 
the data indicated that his responses were more accurate than most other users.  To 
combat this problem, there needs to be someway to make sure the user understands 
the instructions and takes his time when using the test framework.  Creating a simple 
quiz the user must complete before he uses the program could solve the problem of 
not reading the instructions.  The quiz would test the user on basic terminology and 
other aspects of what he is doing to insure he understands what is going to occur.  By 
setting a minimum amount of time the user must spend on a test could help with the  
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problem of people making too hasty of responses. 
 Another problem with the test methodology was that the test cases were made 
by a human.  Whether the programmer intends to do so or not, some tests are going to 
be more difficult than others.  This does not matter when comparing overall results 
for the different visualization methods since the visualization methods are randomly 
assigned to test cases.  However, when comparing how variables affect the results (as 
shown in the graphs in the Statistical Results section above), this is a problem.  For 
instance, say in reality that the larger the circle radius the easier it is for the user to 
advect a point to the outline of the circle.  If the test cases that involve the larger 
circle radius are unintentionally made too difficult by the programmer, the result will 
be that larger circle radii will be harder for the user to advect points to.  This accounts 
for some of the graphs not having a “trend” to them.  Take a look at Figure 14 in the 
section preceding this one (Statistical Results).  A circle radius of 150 or 300 shows 
bad results.  However, circle radii of 200 or 350 show very good results.  If a trend is 
expected, there should not be sudden jumps in confidence intervals.  A fix for this 
problem is to have the computer randomly pick the values of the variables. 
 One last problem with the method of testing is that in certain cases it is 
difficult for the user to distinguish which way a particle will be advected.  Hedgehog 
is the only visualization method that shows where particles are seeded and which way 
they go initially from the seed.  Color or glyphs can be used for streamlines, 
pathlines, or streaklines to help indicate the direction of the advection paths.  
However, LIC is naturally grey scale and is not normally drawn with color.  It is also 




 It is also possible that even after correcting the test methodology that the 
responses obtained from users will not give any statistical evidence to draw a 
conclusion about whether one visualization method is the “best.”  Since the user is 
only shown one time slice at a time, he must make a mental note about what is 
occurring when he changes to another time slice.  It has been shown in psychological 
research that a person can only hold about seven small items in short-term memory at 
any one time (a small item might be something like a number or a letter) [4].  To get 
the full understanding of an unsteady flow data set, a person may have to view and 
comprehend every time slice.  Some data sets can contain over 100 time slices.  Also, 
a time slice is a much larger piece of information to store in short-term memory than 
just a number.  Since unsteady flow data is so complicated, it might be the case that 
no vector field visualization method is as good they are believed to be.  It just might 
be the case that when a person is presented with an unsteady flow, his best way to 




























 As explained in the previous section, the test methodology could be improved 
upon.  If future tests provide statistical evidence that some unsteady flow field 
visualization methods are better than others, the domain of visualization methods can 
be expanded.  Other methods of interest might be domain deformation, timelines, or 
IBFV.  Also, the 3D vector domain could be explored. 
 This paper only dealt with how well a user could advect a particle.  As 
mentioned earlier in the paper, other areas of interest include how well a person can 
identify where critical points are located and how well a person can actually identify 
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