Abstract-In this contribution, we derive the Discrete-input Continuous-output Memoryless Channel (DCMC) capacity of the nonregenerative Multiple-Input Multiple-Output (MIMO) relay channel, when the source-to-destination link is inferior and hence considered absent. We design near-capacity Forward Error Correction (FEC) codes for approaching this capacity limit. It is shown that our design is capable of approaching the DCMC capacity within 0.4 dB, when communicating over uncorrelated Raleigh fading channels, where the source node, relay node and destination node are equipped with two antennas each.
I. INTRODUCTION
In cooperative communications [1] - [3] each mobile unit may collaborate with a partner or even several partners for the sake of reliably transmitting its own information and that of its partners. More specifically, a Source Node (SN) can transmit its signal to a Destination Node (DN) via a Relay Node (RN). Furthermore, it can also increase the energy-efficiency of the system due to the reduced path-loss experienced at the cooperative RN. Hence, cooperative systems exhibit an increased capacity, transmission reliability and energy efficiency. Due to the high capacity potential of the Multiple-Input Multiple-Output (MIMO) channels [4] , [5] , MIMOaided relaying techniques have been intensively investigated [6] - [8] . More specifically, a Decode-and-Forward (DF) based regenerative MIMO-aided relay was considered in [6] , while its Amplifyand-Forward (AF) based non-regenerative counterpart was designed in [7] . The non-regenerative MIMO-aided relay system exhibits a lower complexity as well as a higher information-security [7] , since the source signals are not regenerated at the relay. The optimum non-regenerative MIMO-aided relay matrix, which disregarded the direct Source-to-Destination (SD) link, has been designed in [7] for maximizing the achievable system capacity. However, the optimum non-regenerative MIMO-aided relay matrix is still unknown for the scenario when the direct SD link is available. Furthermore, the optimum coding and modulation schemes at the SN in the presence of a non-regenerative MIMO-aided relay is also an open research problem [7] . Moreover, although the corresponding Continuousinput Continuous-output Memoryless Channel (CCMC) capacity was derived in [7] , the more practical modulation-dependent Discreteinput Continuous-output Memoryless Channel (DCMC) capacity has not been quantified.
Against this background, in this contribution we first derive the modulation-dependent DCMC capacity formula for the nonregenerative MIMO-aided relay system when the direct SD link is absent, because the corresponding optimum non-regenerative MIMOaided relay matrix has been found in [7] . Furthermore, the role of the relay becomes significantly more important when the direct SD link is weak or absent. Then, we design near-capacity Forward Error Correction (FEC) codes to approach this limit. The proposed coded cooperative communication scheme is capable of reducing the transmit power, hence increasing the attainable energy efficiency. It can also assists in increasing the coverage area of a base station for improving the cell-edge performance. On one hand, the employment of multiple antennas at the RN increases the overall throughput of the system. On the other hand, the employment of powerful coding and modulation schemes enhance the system's resilience to channel fading. We aim for jointly designing the coding, modulation and multi-antenna based cooperative nodes for achieving an increased throughput, integrity and energy efficiency. The schematic of our two-hop relay-aided system is shown in Fig. 1 , where the SN (S) transmits a frame of coded and modulated symbols {x} to the RN (R) during the first transmission period. Then, the RN amplifies and forwards the received signals to the DN (D) in the form of {xr} during the second transmission period. The communication links seen in Fig. 1 are subject to both long-term path loss as well as to short-term uncorrelated Rayleigh fading. We consider a free-space path loss model where the geometrical-gain experienced by the Source-to-Relay (SR) link as well as the Relayto-Destination (RD) link with respect to the SD link can be computed as [3] :
II. SYSTEM MODEL
respectively, where d ab denotes the geographical distance between nodes a and b. Without loss of generality, we assume that the RN is located at the mid-point between the SN and the DN, where we have
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We assume that the SN, RN and DN are equipped with L antennas. The (L × 1)-element signal vector received at the RN during the first transmission period can be written as: 
where xr is the (L × 1)-element signal vector transmitted from the 
respectively. If xs = [xs,1 . .
. xs,L]
T is the symbol vector transmitted from the SN, the average SNR per receiver antenna at the RN is given by:
where E{|h ab,i,j | 2 } = 1 and E{|xs,j| 2 } = Ps/L. For ease of analysis, we invoke the term transmit SNR as introduced in [2] , [3] , which is defined as the ratio of the power transmitted from the SN to the noise power encountered at the receiver of the RN:
Without the loss of generality, we consider the scenario of SNRt = Ps/2σ
2 2 in this paper.
III. OPTIMUM RELAYING MATRIX
The performance of the AF based MIMO-aided relaying system can be significantly improved by jointly optimizing the transceivers at the SN, RN and DN. An optimal linear weighting matrix was designed for the RN in [7] for maximizing the achievable system capacity. For simplicity, let us define the equivalent (L × L)-element channel matrix spanning from the SN to the RN as H1 = √ GsrHsr and that from the RN to the DN as H2 = √ G rd H rd . Then the relayed signal can be written as:
where F is the relaying matrix. Consequently, the power constraint at the RN is given by:
where IL is an (L × L)-element identity matrix and (.) † denotes the hermitian transpose of (.). We further define the eigenvalue decompositions of the channel matrices as:
where U 1 and V2 are unitary matrices, while Λ1, Λ2, Σ1 = Λ1Λ † 1 and Σ2 = Λ † 2 Λ2 are diagonal matrices. It was shown in [7] that the optimum non-regenerative MIMO-aided relaying matrix in the absence of the SD link is given by:
where ΛF is a diagonal matrix. Hence, the signal vector received at the DN given in Eq. (3) can be rewritten as:
The relay matrix derived in [7] is optimum for the case, where the SN does not know the channel matrices, but both the RN and the DN have accurate knowledge of the channel matrices H1 and H2. We found that the optimum relay matrix maximizing the CCMC capacity also maximizes the DCMC capacity in the low-SNR region. As shown in Fig. 2 , the CCMC and DCMC capacities are identical when the SNR is lower than -5 dB. This is consistent with the findings in [9] , [10] where the derivative of the mutual information between the channel input and channel output, with respect to the equivalent channel SNR equals to the corresponding Minimum Mean-Square Error (MMSE) formula, regardless of the input signal's statistics, when the SNR is low. At a capacity of 2 bits/symbol (bps), the SNR required for the DCMC is only 0.4 dB higher than that of the CCMC, when the optimum relaying matrix was employed by both systems. More specifically, the diagonal matrix ΛF = diag{f1, f2, . . . , fL} is related to the power allocation, which can be optimized similar to the water-filling method using the following equation [7] : 
We compute the root μ * using the bisection based root-finding algorithm.
As a benchmark, we also consider the so-called 'naive' scheme as introduced in [7] , where the MIMO-aided relay invokes low complexity normalization of the received signal for meeting the power-constraint of Eq. (9). The corresponding MIMO-aided relay matrix is given by:
which does not require the knowledge of H2.
IV. DCMC'S SYMBOL TRANSITION PROBABILITY
However, without the knowledge of H1 at the SN it is not possible to convert the MIMO relaying channel into parallel sub-channels. In our more practical scenario, where the knowledge of H1 is unavailable at the SN, we have to jointly detect all L source symbols in x = [x1 . .
. xL]
T using Maximum Likelihood (ML) detection. More specifically, we can rewrite Eq. (13) as:
where H = H2FH1 is the equivalent (L × L)-element MIMO relay channel, while V = H2F and n = Vnr + n d is the equivalent noise vector, which has a (L × L)-element covariance matrix of:
where the L noise components in n are correlated because R is a non-diagonal matrix. It is possible to whiten the noise vector n upon dividing both sides of Eq. (18) by R. However, we can still reliably detect the signals even without the noise whitening process, as long as the variance of each noise component is accurately computed. More specifically, the received signal vector of Eq. (18) may also be represented as:
where hi is the ith row vector of the (L × L)-element matrix H and ni is the ith element of the (L × 1)-element noise vector n. It may be readily shown that the effective noise variance for the ith noise component ni is given by:
where vi is the ith row vector of the (L×L)-element matrix V. Since vi is a constant during a symbol period, each of the noise component is still an AWGN process. However, each ni has a different variance, because we have vi = vj for i = j and i, j ∈ {1, . . . , L}. Note furthermore that N0,i = diag i {R} , where diag i {R} is the ith diagonal element of the covariance matrix in Eq. (19), because the covariance of ni with itself equals its variance. Finally, based on Eqs. (20) and (21), the DCMC's symbol transition probability of receiving y at the DN, given that x (m) was transmitted from the SN, may be computed by the MIMO demapper of the DN as:
where
T is the mth combination from the set of M L possible symbol combinations, when an M -ary PSK/QAM modulation scheme is employed at the SN equipped with L transmit antennas.
V. CHANNEL CAPACITY
The CCMC capacity of the non-regenerative MIMO-aided relaying system dispensing the SD link was derived in [7] as:
and
The DCMC capacity of the non-regenerative MIMO-aided relaying system of Eq. (18) may be derived as:
where P (y|x (m) ) is the DCMC's symbol transition probability given in Eq. (22) and the right hand side of Eq. (25) is maximized, when
where E[f (.)|x (m) ] is the expectation of the function f (.) conditioned on x (m) , which is evaluated for different realizations of the equivalent channel matrix H and the equivalent noise vector n. Furthermore, the exponential term Ψm,n can be shown to be: The CCMC and the 4QAM-based DCMC capacity curves of the non-regenerative MIMO-aided relaying systems, which employ both the optimum and naive relay matrices, are shown in Fig. 2 , when communicating over uncorrelated Rayleigh fading channels. The geometrical gains are given by Gsr = G rd = 4 and each node is equipped with L = 2 antennas. Similar to the conventional MIMO channel, the DCMC capacity and the CCMC capacity curves of the non-regenerative MIMO-aided relaying schemes are close to each other in the low-SNR region. Naturally, in the high-SNR region, the DCMC capacity curves will converge to the asymptotic limit of log 2 (M L ) = 4 bits/symbol (bps).
As shown in Fig. 2 , if a half-rate channel code is employed at the SN, the minimum transmit SNR values required for achieving a DCMC capacity of 2 bps are -0.7 dB and 0.7 dB for the optimum and the naive schemes, respectively. The transmit SNR values necessitated for attaining a CCMC capacity of 2 bps are -1.1 dB and 0.3 dB, respectively, which are only 0.4 dB better than those of their DCMC counterparts.
VI. TRANSCEIVER DESIGN
In this section we will design FEC codes to assist the nonregenerative MIMO-aided relaying system to approach the DCMC capacity with the aid of EXtrinsic Information Transfer (EXIT) charts [11] , [12] . We will employ symbol-based inner recursive Unity Rate Code (URC) having a generator polynomial of G(D) =
1+D
[12] before the MIMO mapper as well as a bit-based outer Irregular Convolutional Code (IRCC) [13] , [14] at the SN. More specifically, the general schematic of the non-regenerative MIMOaided relay transceiver is depicted in Fig. 3 , where the source bits {u1} are encoded by an IRCC encoder. The IRCC-encoded bits {v1} Let us consider the 4QAM (M = 4) based L = 2 scenario. When the number of bits per v2 symbol equals lv = 4, each of the MIMO symbol x corresponds to one v2 symbol, as specified by the MIMO mapping of x = μ(v2). We term this mapper as the MIMO-sym mapper.The extrinsic probability E(v2) can then be computed as:
where P (y|x) is given by Eq. (22) and P (y) is a constant that may be ignored. The mutual information between v2 and E(v2) can be computed as [15] :
We found that I E(v 2 ) = 2 bps at SNRt = −0.7 dB. If the URC is not used in Fig. 3 , then we have E(u2) = E(v2) and the corresponding normalized EXIT curve is plotted in Fig. 4 , where I A(.) and I E(.) denote the mutual information corresponding to the a priori probability A(.) and extrinsic probability E(.) [12] , respectively. When the area of the whole EXIT chart is normalized to unity, the area under the EXIT curve of
According to the so-called area property of the EXIT charts [13] , [14] , it can be shown that the area under the normalized EXIT curve of an inner decoder/demapper is related to the achievable DCMC capacity (namely C * in Eq. (26)) according to A * = C * /C max * . Since, we have C * = I E(v 2 ) = 2 bps at SNRt = −0.7 dB, we have shown empirically that the area property also holds true for the non-regenerative MIMO relay channel. We employ a symbol-based URC before the MIMO-sym mapper. More specifically, a M L = 16-state symbol-based URC having a generator polynomial of G(D) =
[12] can transform the horizontal EXIT curve to a slanted EXIT curve which becomes capable of reaching the top-right corner of the EXIT chart, as shown in Fig. 5 . We found that the area under the slanted EXIT curve of the URC-MIMO-sym demapper equals that under the horizontal EXIT curve of the MIMO-sym demapper, when an A Posteriori Probability (APP) based decoder is used for the URC decoder. The mutual information between the URC's input bit u2 and the extrinsic probability E(u2) at the output of the URC decoder may be characterized by its EXIT curve, which is characterized by the transfer function Tu 2 :
On the other hand, the area under the inverted EXIT curve of an outer decoder equals to its coding rate R * . We consider an IRCC that consists of P = 17 memory-four Convolutional Codes (CCs) [13] , [14] , a total encoded sequence length of Nc = 240 000 bits and an effective coding rate of R * = 0.5. The kth subcode has a coding rate of r k and it encodes a fraction of α k r k Nc information bits to α k Nc encoded bits. More specifically, α k is the kth IRCC weighting coefficient satisfying the following constraints [13] , [14] :
which can be conveniently represented in the following matrix form:
The transfer function of the IRCC is given by:
,k is the transfer function of the kth subcode. More explicitly, the inverted EXIT curves of the P = 17 subcodes having different coding rates ranging from 0.1 to 0.9 are shown in Fig. 4 . Based on these EXIT chart properties, a near capacity concatenated-coding scheme can be designed by matching the corresponding inner and outer decoder EXIT curves, so that a narrow but marginally open EXIT chart tunnel exists between them all the way to the (x, y) = (1, y) point of Fig. 4 , where x = I E(v 1 ) = I A(u 2 ) and y = I A(v 1 ) = I E(u 2 ) ∈ {0, 1}. In other words, once the area properties are satisfied, our near-capacity code design becomes a curve-matching exercise. We employ the iterative method of [13] , [14] in order to find the optimum solution of the IRCC weight vector. Observe that it is not possible to match the horizontal EXIT curve of the MIMO-sym demapper shown in Fig. 4 using the 17 EXIT curves of the IRCC subcodes depicted in Fig. 4 . However, it is possible to transform the horizontal EXIT curve to a slanted one by employing the symbol-based URC of Fig. 3 before the MIMO-sym mapper. More specifically, the slanted EXIT curve of the M L = 16-state symbol-based URC succeeds in reaching the top-right corner of the EXIT chart, as shown in Fig. 5 . This slanted EXIT curve can now be matched using the 17 EXIT curves of the IRCC subcodes depicted in Fig. 4 .
VII. RESULTS AND DISCUSSIONS
Based on the algorithm of Section VI, optimum IRCC schemes were designed for the MIMO-sym schemes employing both the optimum and naive relay matrices. The MIMO-sym Optimum scheme uses only six subcodes and its IRCC weight is given by α = [0.249385z 3 The corresponding EXIT chart of the MIMO-sym based optimum scheme is shown in Fig. 5 , where the outer decoder's IRCC EXIT curve perfectly matches the inner URC-MIMO-sym EXIT curve. As shown in Fig. 5 , the simulation-based step-wise decoding trajectory succeeds in traversing through the narrow but marginally open EXIT tunnel to the top-right corner of its EXIT chart, when a sufficiently high number of decoding iterations are invoked between the URC-MIMO-sym demapper and the IRCC decoder. This confirms that the simulations perfectly match the EXIT chart predictions. Furthermore, when SNRt = −0.3 dB, the areas under the EXIT curves of both the MIMO-sym and URC-MIMO-sym demappers are equal to 0.525. Since the area under the EXIT curve of the IRCC decoder equals R * = 0.5, the area within the narrow tunnel equals 0.025. Hence, the proposed IRCC based URC-MIMO-sym scheme is only 0.025 C max * = 0.1 bps away from the MIMO relay DCMC capacity. In terms of the SNR thresholds, it is only −0.3 − (−0.7) = 0.4 dB and −0.3−(−1.1) = 0.8 dB away from the non-regenerative MIMO relay DCMC and CCMC capacities, respectively. The EXIT charts of the MIMO-sym naive scheme exhibit the same trends, but its EXIT chart tunnel only appears at SNRt = 1.2 dB, which is 1.5 dB higher than that of the MIMO-sym optimum scheme.
VIII. CONCLUSIONS
We have derived the DCMC capacity of the non-regenerative MIMO-aided relaying system and found that the EXIT chart area properties are also valid for this system. We have studied both the optimum and naive relaying schemes and shown that the optimum relay matrix designed for the CCMC model is also optimum for the DCMC model at the low-SNR region. Then, near-capacity FEC codes operating at low-SNR region were designed to assist the non-regenerative MIMO-aided relay systems in approaching their relay channel capacities. Our proposed 16-state URC based optimum scheme is only 0.4 dB and 0.8 dB away from the corresponding DCMC and CCMC capacities, respectively.
