The simplex algorithm is one of the most widely used linear optimization algorithms. Although its history goes back to the 1950's it is still an evergreen topic because it is usually the hidden computational engine behind other algorithms. Thus its performance heavily affects other optimization systems. The implementation of the simplex algorithm is not a trivial task. An efficient implementation uses very complex methods. Since most of the open-source systems can hardly be used for research purposes the development of a structured and well-documented system is relevant. In this talk we present our own state-of-the-art solver and our development experiences.
Introduction
Operations research is a significant part of applied mathematics which contains many different fields such as scheduling, process optimization, decision support and modeling. All these areas are based on mathematical optimization from which linear programming (LP) has an enormous importance. One proof for its significance is that integer programming algorithms solve a large number of relaxed LP problems to reach the optimum. In linear programming the objective function is a linear combination of the decision variables and a set of linear constraints are to be satisfied. The standard form of an LP problem is the following:
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where ∈ ℝ^ denotes the decision variables, ∈ ℝ^ holds the cost coefficients, ∈ ℝ^ is the coefficient matrix and ∈ ℝ^ is the right hand side vector of the constraints. In the standard form there is a nonnegativity restriction on the decision variables.
There are two major variants of LP solver algorithms, the interior point methods and the simplex algorithm. Nowadays both approaches are widely used neither is superior. In the following the simplex algorithm is investigated which is an iterative procedure that progresses through the neighboring basic solutions of the linear equation system towards the optimum. The simplex algorithm has two variants, the primal and the dual simplex. The main difference is in the pivot selection logic. In the primal algorithm an incoming variable is selected first and after that a variable is chosen to leave the basis. The pivoting logic is the opposite in the dual. The simplex algorithm has a modular structure with three possible outcomes, as it can be seen in Figure 1 . In practice large-scale LP problems are very common. However, solving such problems requires a very high-level and efficient implementation of the simplex algorithm. In such problems there can be hundreds of thousands of variables and constraints. Storing such problems would be impossible with traditional methods but sparse computing can be applied because the number of non-zero elements is usually very low. Another characteristic of large-scale LP problems is that they have different numerical properties. Numerical difficulties often occur during the solution of large-scale LP problems. Therefore, sophisticated numerical methods must be applied in the simplex algorithm. 
Available LP solvers
Implementing a stable and efficient large-scale LP solver is a very difficult task. Nowadays several solvers are available on the market in which mixed quality implementations of the simplex algorithm can be found. Some of these are open-source while others are commercial solvers thus their performance is different.
The best known open-source LP solvers are the following:
-GLPK (GNU Linear Programming Kit) is an ANSI C software designed for large-scale LP problems and mixed integer programming (MILP) [1] .
-CLP (Coin-Or Linear Program Solver) is the most commonly used LP solver of the Coin-Or project, which is and object-oriented C++ program designed to be a flexible high quality simplex implementation [2] .
-LPSOLVE is an ANSI C program designed for solving LP and MILP problems with the support of a graphical user interface [3] .
There are also commercial solvers that can solve LP problems among others:
-CPLEX (IBM CPLEX Optimizer) is able to solve LP, MILP, quadratic problems and quadratically constrained problems with very good performance [4] .
-XPRESS (FICO Xpress Optimization Suite) is a general decision supporting tool with all the necessary optimization algorithms including the simplex algorithm as well [5] .
From performance point of view we can say that there is more than one order of magnitude difference between the open-source and commercial solvers [6] . All these pieces of software are capable of solving large-scale problems. The commercial programs are developed by bigger expert teams, they can solve bigger instances but modifying or studying them is not possible. On the other hand the open-source alternatives are usually developed by only a small group of researchers and these implementations usually lack proper documentation because of their incremental development.
We can also see that none of these solvers is designed for research purposes. However, the evolution of the simplex algorithm has not stopped since its introduction. There is a big step in improvement in every decade since the 1950's. Therefore if someone would like to design and study new ideas and develop novel advanced methods to increase the stability and speed-up the simplex algorithm the existence of a proper environment is vital.
The Pannon Optimizer
To investigate the simplex method and develop new methods the Operations Research Laboratory at the University of Pannonia is developing its own LP solver: the Pannon Optimizer. The aim of the project is to develop an LP solver for research purposes to help LP researchers to test their ideas with the support of the development team. The software is designed to support the integration of new algorithms and provide benchmark results on low and high level implementation techniques in practice. The development of the Pannon Optimizer is based on the monograph of István Maros, which summarizes the state-of-the-art techniques of the simplex method [7] .
The implementation is done in C++ programming language based on the C++11 standard thus modern programming paradigms are used and supported in the implementation as well. Some of these are the Standard Template Library (STL) containers, mathematical distribution functions, random number generation and thread handling mechanisms. In the Pannon Optimizer new ideas can be implemented easily thanks to its object-oriented modular structure. The structure is shown in Figure 2 The Pannon Optimizer optimization system is built from four separate modules. The linear algebraic kernel contains the vector and the matrix implementations with the related operations. This kernel can exploit sparsity and meanwhile keep accuracy to avoid numerical errors. The mathematical model of the LP problem is described in the Simplex Model module. Based on these modules the Simplex Module controls the optimization process In the figure only the most important elements are shown. All of these modules can use building blocks from the separate Utilities Module like time and parameter handling. In order to be able to switch among the various techniques implemented in the Pannon Optimizer, a parameter file is present which can be used easily to tune the solver algorithm. The Pannon Optimizer has been developed for 5 years and ever since it kept becoming more and more robust and stable. The current state has a primal and a dual simplex implementation, both of them are able to solve the well-known netlib and kennington LP problem sets [8] [9].
Researching the simplex algorithm
As it is shown in the previous section the Pannon Optimizer provides a good framework to implement and validate new ideas related to the simplex algorithm. In the following some examples of new ideas are presented which came up during the development of the Pannon Optimizer. After a detailed performance analysis we have determined those parts of the algorithm where it is worth introducing further theoretical or implementational techniques. In the following we summarize a few of these techniques.
There are two main representations of the basis in the revised simplex method. One is the lower upper triangular factorization (LU) form and the other is the Product form of the inverse (PFI). In the literature the LU representation is preferred due to its better numerical stability [7] . A recent study showed that revisiting the PFI using block-triangularization algorithms also has relevance. As a result the whole optimization process with PFI representation became more stable and faster [10] .
During the development some advanced pricing and pivot selection techniques were examined. As a result we introduced a new update formula for the pricing and some other heuristics that can be applied to accelerate the pivoting procedure. Also, maintaining the basis in product form of the inverse is reconsidered to accelerate the pricing, which is known as one of the most time consuming operations in the simplex method [7] .
A new parallelization control logic is also researched which is able to run and synchronize different techniques in parallel and so benefit from multithreaded environments. The algorithm is initialized using more threads which can be customized individually with the help of the parameter file. After a given iteration number the threads can be synchronized in order to accelerate the convergence towards optimality.
Also several sophisticated methods are required to stabilize the solver algorithm because during the solution of most of the large-scale LP problems numerical difficulties may occur. After investigating several numerical challenges a good combination of advanced techniques is suggested that can be very helpful in facing these challenges [11] .
Due to the investigation of the causes of numerical instability the usage of an enhanced precision arithmetic is proposed with an error-aware detection logic. This makes it possible to solve excessively numerical instable problems.
There are several other ideas that are currently under investigation like new pivoting rules, primal-dual fusion and other heuristics. In general we can say that the Pannon Optimizer is a very good framework for introducing and testing new algorithms, the ones mentioned above are just a few significant items of them.
Computational results
In this section a few computational results are shown in order to demonstrate the actual performance of our system. Since the Pannon Optimizer has been developed by a small group of researchers the performance is compared with the above mentioned open-source LP solvers: the LPSOLVE, the CLP and the GLPK.
All the solvers are tested using the default parameterization without any presolving technique. The reason for this is that for a given LP problem the size of the presolved model can be different thus the performance of the solution algorithms can be compared using the same problems. Sixteen problems of the well-known netlib LP set is chosen for this study [8] . The results can be seen in Table 1 , for each problem the iteration number required for reaching the optimum is shown. In two cases (DEGEN3, PILOT87) the LPSOLVE couldn't provide optimal solution as it is shown in the table. It can be seen from the results, that in some cases (80BAU3B, DEGEN3, WOOD1P) the Pannon Optimizer provided the best iteration numbers. Furthermore it can be concluded that the performance of the Pannon Optimizer is nearly as good as the CLP's according to iteration numbers. This can be seen in Figure 3 . The solution times provided by our solver differ approximately in one order of magnitude from the CLP's and GLPK's solution times. The reason for this is that speeding up our algorithm is still in progress. After a performance analysis we have found the weak spots of our system which are currently under investigation.
Conclusions
To sum up everything we can say that the evolution of the simplex algorithm is still an issue. New techniques can be discovered both from theoretical and implementational point of view. The Pannon Optimizer is designed and developed for research purposes to aid the development of the simplex algorithm. The modular structure of the Pannon Optimizer can be used efficiently for developing new ideas and test them in practice. The current solver provides stable solution for the whole netlib and kennington LP test sets which contain difficult and large-scale real-life problems. New techniques can be implemented in order to further stabilize and speed up the solution process. The current performance of our solver is nearly as good as the best known open-source LP solvers, further speed-ups are required. Several important results have already been achieved during the development of the Pannon Optimizer proving its importance and efficiency. 
