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Resumo
Neste trabalho apresentamos os elementos que compo˜em as algebras de Hopf.
Definimos a´lgebras atrave´s do conceito de produto tensorial entre K-espac¸os veto-
riais e, dualizando certos diagramas comutativos, obtemos a definic¸a˜o de coa´lgebra.
Mostramos que o espac¸o vetorial dual de uma coa´lgebra admite a estrutura de a´lgebra,
e que o dual finito de uma a´lgebra, que e´ um subespac¸o do espac¸o vetorial dual de uma
a´lgebra, admite uma estrutura de coa´lgebra. Definimos bia´lgebra e a´lgebra de Hopf,
mostramos alguns resultados ba´sicos sobre o assunto, dentre eles, que o dual finito de
uma a´lgebra de Hopf possui uma estrutura de a´lgebra de Hopf.
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Introduc¸a˜o
Desenvolvemos neste trabalho os elementos ba´sicos da teoria de A´lgebras de Hopf.
Para isso, consideramos uma versa˜o mais restrita do que o necessa´rio para a definic¸a˜o
de a´lgebra. As a´lgebras podem ser definidas de maneira mais geral sobre aneis comu-
tativos com unidade, pore´m neste contexto na˜o temos a comodidade de trabalhar com
produtos tensoriais de espac¸os vetoriais, que tambe´m sa˜o espac¸os vetoriais. Enta˜o,
optamos por definir a´lgebra utilizando o conceito de produto tensorial de espac¸os ve-
toriais sobre um corpo K. Tal forma nos sera´ mais conveniente na hora de definirmos
coa´lgebras, bia´lgebras e a´lgebras de Hopf.
No primeiro cap´ıtulo, veremos que coa´lgebra e´ uma noc¸a˜o dual de a´lgebra. O uso
do termo ”dual”e´ justificado pelo uso da linguagem catego´rica. Dualidade refere-se
a` inversa˜o do sentido dos morfismos em certos diagramas comutativos. Dessa forma,
para se dualizar a noc¸a˜o de K-a´lgebra, e´ necessa´rio transformar a definic¸a˜o em termos
de diagramas. De modo semelhante dualizamos a noc¸a˜o de morfismo de a´lgebras,
obtendo morfismo de coa´lgebras.
A´lgebras e coa´lgebras na˜o sa˜o apenas noc¸o˜es duais. De certo modo, sa˜o objetos
duais, no setindo de que conseguimos dar uma estrutura de K-a´lgebra ao K-espac¸o
vetorial dual C ′ de uma coa´lgebra C. No entato, a dualidade de objetos na˜o e´ geral.
Se o espac¸o dual de uma coa´lgebra e´ uma a´lgebra, na˜o conseguimos atribuir de modo
geral uma estrutura de K-coa´lgebra ao K-espac¸o vetorial dual A′ de uma a´lgebra A.
No caso em que a a´lgebra A tem dimensa˜o finita, veremos que isto e´ poss´ıvel. Quando
a a´lgebra A possui dimensa˜o infinita, veremos que podemos atribuir uma estrutura de
coa´lgebra a um subespac¸o do espac¸o dual A′, chamado de dual finito da a´lgebra, cuja
dimensa˜o na˜o e´ necessariamente finita.
No segundo cap´ıtulo, estudamos a estrutura de bia´lgebra, na qual esta˜o presentes
as estruturas de a´lgebra e de coa´lgebra, com uma certa compatibilidade entre suas
operac¸o˜es. Em uma bia´lgebra, dizer que o produto e a unidade sa˜o morfismos de
coa´lgebras e´ equivalente a dizer que o coproduto e a counidade sa˜o morfismos de
a´lgebras. Com isso, damos uma estrutura de bia´lgebra ao dual finito de uma bia´lgebra.
Em seguida, partimos para o nosso objetivo principal, que e´ definir a´lgebras de Hopf.
Veremos alguns resultados e construiremos a a´lgebra de Hopf dual, a partir do dual
finito de uma a´lgebra de Hopf.
Neste trabalho, assumimos como conhecida a teoria ba´sica de grupos, a´lgebra linear
e ane´is. No apeˆndice A, apresentamos alguns resultados sobre produto tensorial que
sera˜o utilizados ao longo do texto. No apeˆndice B, esta˜o alguns resultados a respeito
da notac¸a˜o de Sweedler para o coproduto.
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Cap´ıtulo 1
A´lgebras e Coa´lgebras
1.1 A´lgebras
Nesta primeira sec¸a˜o definimos a estrutura primordial da teoria a ser desenvolvida
nas sec¸o˜es subsequentes, utilizando principalmente a refereˆncia [4]. Em geral, uma
a´lgebra e´ um espac¸o vetorial A munido de um produto, isto e´, uma aplicac¸a˜o de A×A
a valores em A, bilinear. Neste sec¸a˜o definiremos a´lgebra de outra forma, a qual nos
sera´ mais conveniente na hora de definirmos coa´lgebras, bia´lgebras e a´lgebras de Hopf.
Existem diversos tipos de a´lgebras, com diferentes tipos de propriedades que as de-
finem. A anti-simetria e a identidade de Jacobi sa˜o caracter´ısticas das a´lgebras de Lie.
Outros exemplos sa˜o as a´lgebras associativas, para as quais a propriedade adicional
e´ x(yz) = (xy)z, e as a´lgebras unitais (com unidade), para as quais a propriedade
adicional e´ a existeˆncia de um elemento 1 tal que 1x = x. Na maior parte do trabalho
estaremos interessados justamente nas a´lgebras associativas e com unidade.
Definic¸a˜o 1.1.1 Uma K-a´lgebra associativa com unidade e´ uma tripla (A, µ, η), em
que A e´ um espac¸o vetorial (sobre um corpo K), µ : A ⊗ A −→ A e η : K −→ A sa˜o
func¸o˜es lineares tais que os seguintes diagramas sa˜o comutativos:
A⊗ A⊗ A
id⊗µ

µ⊗id // A⊗ A
µ

A⊗K
id⊗η //
cc
'
##H
HH
HH
HH
HH
HH
HH
HH
HH
A⊗ A
µ

K⊗ A
η⊗idoo
;;
'
{{vv
vv
vv
vv
vv
vv
vv
vv
v
A⊗ A µ
// A A
Chamamos µ de multiplicac¸a˜o ou produto e η de unidade. O primeiro diagrama co-
mutativo representa a associatividade da a´lgebra, que em s´ımbolos e´ o mesmo que
µ ◦ (µ⊗ id) = µ ◦ (id⊗ µ). (1.1)
O segundo diagrama comutativo significa que
µ ◦ (η ⊗ id) = µ ◦ (id⊗ η) = id. (1.2)
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Essa definic¸a˜o pode parecer estranha a` primeira vista. De fato, e´ mais fa´cil e
intuitivo definir K-a´lgebra como sendo um anel A que tem uma estrutura de K-espac¸o
vetorial tal que a multiplicac¸a˜o e´ uma aplicac¸a˜o bilinear. Ou seja,
Definic¸a˜o 1.1.2 Seja A um corpo, dizemos que um anel com unidade (A,+, ·) e´ uma
a´lgebra sobre K se A for um espac¸o vetorial sobre K tal que a multiplicac¸a˜o e´ uma
aplicac¸a˜o bilinear sobre K.
Proposic¸a˜o 1.1.3 As duas definic¸o˜es de a´lgebra acima sa˜o equivalentes.
Prova. Para mostrar que a definic¸a˜o 1.1.1 implica na definic¸a˜o 1.1.2 , basta definir a
multiplicac¸a˜o por a ·b = µ(a⊗b) e a unidade por 1A = η(1). Segue das propriedades de
produto tensorial que a multiplicac¸a˜o e´ bilinear, ale´m disso os diagramas comutativos
nos da˜o as propriedades de associatividade e unidade.
Reciprocamente, se temos a definic¸a˜o 1.1.2, o fato da multiplicac¸a˜o ser bilinear
implica que podemos estendeˆ-la para µ no produto tensorial, de modo que a associa-
tividade em A nos da´ o primeiro diagrama comutativo da definic¸a˜o 1.1.1. A aplicac¸a˜o
η e´ definida por η(λ) = λ1A para λ ∈ K, onde 1A e´ a unidade da a´lgebra. O outro
diagrama segue de imediato da definic¸a˜o de unidade.

Em vista desta proposic¸a˜o, confundiremos propositalmente a nomenclatura do pro-
duto tanto como sendo a aplicac¸a˜o usual · : A × A −→ A, quanto como sendo a
aplicac¸a˜o µ. Para simplificar, a partir de agora falaremos apenas a´lgebra, sem fazer
menc¸a˜o ao corpo, que ficara´ subentendido. E quando mencionarmos simplesmente
uma ”a´lgebra A”estaremos nos referindo a a´lgebra (A, µ, η), deixando as func¸o˜es µ e
η subentendidas no contexto.
Exemplo 1.1.4 Todo corpo K e´ uma a´lgebra associativa com unidade sobre si mesmo.
Exemplo 1.1.5 Dado um espac¸o vetorial V sobre K, considere o conjunto L(V) dos
operadores lineares T : V → V. Note que, considerando L(V) com a soma definida
ponto a ponto e a multiplicac¸a˜o dada pela composic¸a˜o de operadores , na˜o e´ dif´ıcil
ver que L(V) e´ uma a´lgebra associativa sobre K, cujo elemento unidade e´ dado pelo
operador identidade.
Exemplo 1.1.6 ( A´lgebra produto tensorial) Seja τ a aplicac¸a˜o flip, i.e´, τ : A ⊗
B −→ B ⊗ A o isomorfismo dado por τ(a⊗ b) = b⊗ a conforme a proposic¸a˜o A.2.3.
Caso τ tenha sub-´ındices, estes denotara˜o quais parcelas esta˜o sendo trocadas num
produto tensorial de va´rios espac¸os vetoriais, por exemplo, a func¸a˜o
τ23 : A1 ⊗ A2 ⊗ A3 ⊗ A4 −→ A1 ⊗ A3 ⊗ A2 ⊗ A4
e´ dada nos geradores por τ23(a1⊗a2⊗a3⊗a4) = a1⊗a3⊗a2⊗a4. Agora para a´lgebras
A e B, tome o espac¸o vetorial A⊗B e defina o produto
µA⊗B : (A⊗B)⊗ (A⊗B) −→ A⊗B
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dado nos geradores por µA⊗B((a1⊗b1)⊗(a2⊗b2)) = (µA⊗µB)◦τ23((a1⊗b1)⊗(a2⊗b2)) =
(µA⊗µB)((a1⊗a2)⊗ (b1⊗ b2)) = a1a2⊗ b1b2 e unidade ηA(1)⊗ηB(1) = 1A⊗1B. Para
verificar que µA⊗B esta´ bem definida basta notar que a func¸a˜o f : A×B ×A×B −→
A ⊗ B, dada por f(a1, b1, a2, b2) = a1a2 ⊗ b1b2 e´ quadrilinear, logo pode ser estendida
para o produto tensorial (pela proposic¸a˜o A.2.8). Esta a´lgebra e´ chamada de a´lgebra
produto tensorial entre A e B.
Exemplo 1.1.7 ( A´lgebra oposta Aop) Seja (A, µ, η) uma a´lgebra. Defina a func¸a˜o
µop = µ ◦ τ , em que τ(a⊗ b) = b⊗ a. Temos enta˜o que (A, µop, η) e´ uma a´lgebra. De
fato, µop atua da senguinte maneira:
µop(x⊗ y) = yx.
Assim verifica-se facilmente que
µop ◦ (id⊗ µop) = µop ◦ (µop ⊗ id)
e
µop ◦ (η ⊗ id) = µop ◦ (id⊗ η) = id
Denotamos esta a´lgebra por Aop e chamamos de a´lgebra oposta a` a´lgebra A. Note que
uma condic¸a˜o necessa´ria e suficiente para que uma a´lgebra A seja comutativa e´ que
µ = µop.
Exemplo 1.1.8 (A´lgebra de func¸o˜es) Seja K um corpo e X um conjunto na˜o-vazio
qualquer. Defina F(X) como o conjunto de todas as func¸o˜es f : X −→ K. Dados
f, g ∈ F(X) e k ∈ K, defina f + g e kf por:
(f + g)(x) = f(x) + g(x),∀x ∈ X
(kf)(x) = kf(x),∀x ∈ X.
Agora defina
µ : F(X)⊗F(X) −→ F(X)
f ⊗ g 7−→ f · g,
em que (f · g)(x) = f(x) · g(x),∀x ∈ X. Com estas operac¸o˜es e considerando a func¸a˜o
constante 1(x) = 1 , (F(X), µ,1) e´ uma a´lgebra associativa com unidade sobre K,
sendo o elemento unidade a func¸a˜o constante 1. De fato,
µ ◦ (id⊗ µ)(f ⊗ g ⊗ h)(x) = f(x) · (g(x) · h(x))
= (f(x) · g(x)) · h(x) = µ ◦ (µ⊗ id)(f ⊗ g ⊗ h)(x),∀x ∈ X.
Onde utilizamos a associatividade do corpo K. E tambe´m temos
µ ◦ (1⊗ f)(x) = 1(x) · f(x) = 1 · f(x) = f(x).
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Exemplo 1.1.9 (A´lgebra de grupo KG) Seja G um grupo e KG o espac¸o vetorial das
func¸o˜es de G em K com suporte finito, em que a soma e o produto por escalar sa˜o
definidos ponto a ponto. Em seguida, para cada g ∈ G defina δg : G −→ K, em que
δg(h) = δg,h = o se g 6= h e δg(h) = δg,h = 1 se g = h. Note que {δg}g∈G e´ um
conjunto linearmente independente em KG. De fato, defina f =
∑
g∈G
agδg, em que
ag ∈ K para todo g ∈ G, e suponha que f =
∑
g∈G
agδg = 0. Enta˜o, pela definic¸a˜o de δg,
f(h) =
∑
g∈G
agδg(h) = ah = 0. Logo, para todo h ∈ G, ah = 0. Dessa forma {δg}g∈G e´
uma base para KG.
Agora, considere a seguinte aplicac¸a˜o:
∗ : KG×KG −→ KG
(a, b) 7−→ a ∗ b
em que
(a ∗ b)(g) =
∑
h,l∈G
hl=g
a(h)b(l), g ∈ G.
Para a, b, c ∈ KG, λ ∈ K e g ∈ G, temos que
(a ∗ (b+ λc))(g) =
∑
h,l∈G
hl=g
a(h)(a+ λc)(l) =
∑
h,l∈G
hl=g
a(h)b(l) + λ
∑
h,l∈G
hl=g
a(h)c(l)
= ((a ∗ b) + λ(a ∗ c))(g),
ou seja, ∗ e´ bilinear. Note tambe´m, que se e ∈ G e´ a unidade em G enta˜o δe e´ a
unidade relativa a` ∗ em KG. De fato, dados a ∈ KG, g ∈ G, temos que (a ∗ δe)(g) =∑
hl=g a(h)δe(l) = a(g), sendo o outro lado ana´logo. Estendendo ∗ para o produto
tensorial, definimos a multiplicac¸a˜o µ por µ(a⊗b)(g) = (a∗b)(g) para a, b ∈ KG, g ∈ G,
e a aplicac¸a˜o η por
η : K −→ KG
λ 7−→ η(λ) = λδe.
Mostremos com isso que (KG, ∗, δe) e´ uma a´lgebra. Com efeito, dados a, b, c ∈ KG, g ∈
G, temos a associatividade:
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(a ∗ (b ∗ c))(g) =
∑
h,l∈G
hl=g
a(h)(b ∗ c)(l) =
∑
h,l∈G
hl=g
a(h)
∑
x,y∈G
xy=l
b(x)c(y)

=
∑
h,x,y∈G
h(xy)=g
a(h)b(x)c(y) =
∑
h,x,y∈G
(hx)y=g
a(h)b(x)c(y)
=
∑
u,y∈G
uy=g
∑
h,x∈G
hx=u
a(h)b(x)
 c(y)
=
∑
u,y∈G
uy=g
(a ∗ b)(u)c(y) = ((a ∗ b) ∗ c)(g).
A unidade ja´ mostramos acima. Esta a´lgebra e´ chamada a´lgebra de grupo.
Definic¸a˜o 1.1.10 Seja A uma a´lgebra. Um espac¸o vetorial B ⊆ A e´ dito uma
suba´lgebra se µ(B ⊗B) ⊆ B.
Observac¸a˜o 1.1.11 Note que (B, µB, ηB) e´ uma a´lgebra, com µB = µ|B e ηB = η|B.
Definic¸a˜o 1.1.12 Um subespac¸o I de uma a´lgebra A e´ dito:
(i) um ideal a` esquerda (a` direita) se µ(A⊗ I) ⊆ I (respect. µ(I ⊗ A) ⊆ I).
(ii) um ideal se µ(A⊗ I + I ⊗ A) ⊆ I.
Definic¸a˜o 1.1.13 Sejam A e B a´lgebras. Diremos que f : A −→ B e´ um morfismo
de a´lgebras se f e´ uma func¸a˜o linear, f ◦ µA = µB ◦ (f ⊗ f) e f ◦ ηA = ηB.
A⊗ A
f⊗f

µA // A
f

A
f // B
B ⊗B µB
// B K
ηA
OO
ηB
;;vvvvvvvvvvvvvvvvvv
Exemplo 1.1.14 Seja f : A −→ B um morfismo de a´lgebras. Enta˜o Im(f) e´ uma
suba´lgebra de B e ker(f) e´ um ideal de A. Com efeito, como f e´ morfismode a´lgebras,
fµA = µB(f ⊗ f). Logo,
µB(Im(f)⊗ Im(f)) = µB(f(A)⊗ f(A))
= (µB(f ⊗ f))(A⊗ A) = (fµA)(A⊗ A)
= f(µA(A⊗ A)) ⊆ f(A) = Im(f).
E para mostrar que ker(f) e´ ideal de A, note que
(µB(f ⊗ f))(ker(f ⊗ f)) = µB((f ⊗ f)(ker(f ⊗ f))) = {0}
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o que, pelo fato de f ser morfismo de a´lgebras, implica em (fµA)(ker(f ⊗ f)) =
f(µA(ker(f ⊗ f))) = {0}. Logo, µA(ker(f ⊗ f)) ⊆ ker(f). Donde, pela proposic¸a˜o
A.2.10, segue que µA(ker(f)⊗A+A⊗ ker(f)) ⊆ ker(f). Portanto ker(f) e´ ideal de
A.
Exemplo 1.1.15 (A´lgebra de func¸o˜es coordenadas) Para A uma a´lgebra qualquer
costru´ımos a a´lgebra das matrizes n × n por Mn(A) = {(a
i
j)i∈In,j∈In ; aij ∈ A} com
o produto
(ab)ij =
n∑
k=1
aikb
k
j .
Em particular se A = K temos que Mn(K) e´ o espac¸o vetorial de dimensa˜o n
2 que
tem como base o conjunto das matrizes Eij que teˆm 1 na entrada ij e zero em todas
as outras. O dual a´lgebrico (Mn(K))
′ tem como base dual as func¸o˜es coordenadas
uij(a) = a
i
j. Observe que (Mn(K))
′ ⊆ F(Mn(K)) sendo este u´ltimo a a´lgebras das
func¸o˜es de Mn(K) em K. Enta˜o definimos a a´lgebra de func¸o˜es coordenadas K〈u
i
j〉
como a suba´lgebra (da a´lgebra de func¸o˜es) gerada pelas func¸o˜es uij.
Proposic¸a˜o 1.1.16 Se A e´ uma a´lgebra, I um ideal de A e pi : A −→
A
I
a projec¸a˜o
canoˆnica de espac¸os vetoriais, enta˜o:
(i) existe uma u´nica estrutura de a´lgebra sobre
A
I
tal que pi e´ um morfismo de
a´lgebras.
(ii) se f : A −→ B e´ um morfismo de a´lgebras tal que I ⊆ ker(f), enta˜o existe um
u´nico morfismo de a´lgebras f¯ :
A
I
−→ B de modo que f¯pi = f .
Prova. Basta notar que pela proposic¸a˜o A.2.10 e pelo fato de I ser ideal de A, temos
que µ(ker(pi⊗pi)) = µ(I⊗A+A⊗I) ⊆ I. Logo, pela versa˜o mais geral do Teorema do
Homomorfismo para espac¸os vetoriais, existe uma u´nica func¸a˜o linear µ¯ :
A
I
⊗
A
I
−→
A
I
tal que o seguinte diagrama comute:
A⊗ A
µ

piµ
$$I
II
II
II
II
II
II
II
II
II
II
II
pi⊗pi // A
I
⊗
A
I
µ¯

A pi
// A
I
Dessa forma, µ¯ e´ tal que µ¯(a¯ ⊗ b¯) = piµ(a ⊗ b) = ab,∀a¯, b¯ ∈
A
I
⊗
A
I
, em que
a¯ = a+ I = pi(a),∀a ∈ A. Com isso e´ fa´cil ver que
µ¯(id⊗ µ¯)(a¯⊗ b¯⊗ c¯) = µ¯(a¯⊗ (bc)) = a(bc) = (ab)c = µ¯((ab)⊗ c¯)
= µ¯(µ¯⊗ id)(a¯⊗ b¯⊗ c¯), ∀a¯, b¯, c¯ ∈
A
I
.
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Segue que µ¯ e´ associativa.
De modo ana´logo, existe uma u´nica func¸a˜o linear η¯ : K −→
A
I
tal que o seguinte
diagrama seja comutativo:
K
η

η¯ // A
I
A
pi
@@

Com isso, e´ fa´cil ver que para quaisquer k ∈ K e a ∈ A temos que η¯ e´ uma unidade
para
A
I
, ou seja,
µ¯(id⊗ η¯)(a¯⊗ k) = µ(η¯ ⊗ id)(k ⊗ a¯),
e portanto (A/I, µ¯, η¯) e´ uma a´lgebra.
(ii) Novamente, usando o Teorema do Homomorfismo para espac¸os vetoriais, existe
uma (u´nica) func¸a˜o linear f¯ :
A
I
−→ B tal que f¯pi = f , com f¯(a¯) = f(a), para qualquer
a ∈ A. Como f e´ morfismo de a´lgebras,
(f¯ µ¯)(a¯⊗ b¯) = f¯(µ¯(a¯⊗ b¯)) = f¯(pi(µ(a⊗ b))) = f¯(ab) = f(ab) = f(µA(a⊗ b))
= fµA(a⊗ b) = µB(f ⊗ f)(a⊗ b) = µB(f(a)⊗ f(b))
= µB(f¯(a¯)⊗ f¯(b¯)) = µB(f¯ ⊗ f¯)(a¯⊗ b¯), ∀a¯, b¯ ∈
A
I
e
f¯(η¯(k)) = f¯(pi(ηA(k))) = f¯(k1) = f(ηA(k)) = ηB(k), ∀k ∈ K.
Portanto, f¯ e´ morfismo de a´lgebras.

Corola´rio 1.1.17 Seja f : A −→ B um morfismo de a´lgebras. Enta˜o f¯ :
A
ker(f)
−→
Im(f) e´ um isomorfismo.

Agora, falaremos de que trata a a´lgebra livre.
Seja X um conjunto e denote In = {1, ..., n}. Uma palavra de tamanho n em X
e´ uma func¸a˜o f : In −→ X. No caso em que n e´ zero em In a palavra sera´ a func¸a˜o
vazio. Considere K{X} o espac¸o vetorial gerado por todas as palavras e defina um
produto em K{X} da seguinte forma:
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primeiro definimos a concatenac¸a˜o de duas palavras f : In −→ X e g : Im −→ X
como sendo fg : In+m −→ X, com fg(i) = f(i) para 1 ≤ i ≤ n e fg(n + j) = g(j)
para 1 ≤ j ≤ m. Para cada palavra f defina uma transfomac¸a˜o linear µf : K{X} −→
K{X} que na base formada pelas palavras e´ dada exatamente pela concatenac¸a˜o, i.e´,
µf (g) = fg se g e´ uma palavra. Em seguida definimos uma func¸a˜o µ¯ : K{X} −→
Lin(K{X}, K{X}) que nas palavras e´ dada por µ¯(f) = µf . Por fim definimos a
multiplicac¸a˜o como sendo µ : K{X}⊗K{X} −→ K{X} por µ(x⊗ y) = µ¯(x)(y) para
x, y ∈ K{X} que e´ bilinear por construc¸a˜o. Note que a concatenac¸a˜o de palavras e´
associativa donde segue que a multiplicac¸a˜o tambe´m o e´, e que a palavra vazia e´ a
unidade. Denotaremos as palavras de um conjunto X por x1x2...xn e a concatenac¸a˜o
por (x1x2...xn)(y1y2...ym) = x1x2...xny1y2...ym. Chamamos K{X} de a´lgebra livre.
Agora veremos que a a´lgebra livre K{X} satisfaz uma propriedade universal. Seja
X = {x1, x2, x3, ...}, enta˜o temos a
Proposic¸a˜o 1.1.18 (Propriedade universal da a´lgebra livre) Dadas A uma a´lgebra
e f : X −→ A uma func¸a˜o, existe um u´nico morfismo f¯ : K{X} −→ A tal que
f¯(x) = f(x). Ou seja, o seguinte diagrama e´ comutativo
X
f //
i

A
K{X}
f¯
==zzzzzzzzzzzzzzz
onde i e´ a inclusa˜o canoˆnica.
Prova. E´ suficiente definir f¯ nas palavras e estender linearmente para K{X}. Dada
uma palavra x1x2...xn de X, defina f¯(x1x2...xn) = f(x1)f(x2)...f(xn) e defina f¯(∅) =
1A. Com isso, e´ fa´cil verificar que f¯ ◦ µK{X} = µA ◦ (f¯ ⊗ f¯), donde segue que f¯ e´
morfismo de a´lgebras. Se existir outro morfismo g : K{X} −→ A, tal que g ◦ i = f ,
teremos que g(x1x2 · · · xn) = g(x1)g(x2) · · · g(xn) = (g◦i)(x1)(g◦i)(x2) · · · (g◦i)(xn) =
f(x1)f(x2) · · · f(xn) = f¯(x1x2 · · · xn). Portanto f¯ e´ unico.

Para ver que toda a´lgebra A e´ o quociente de uma a´lgebra livre, consideramos a
a´lgebra livreK{A} e a func¸a˜o identidade id : A −→ A; usamos a propriedade universal
para obter um morfismo id : K{A} −→ A. De modo que I = ker(id) e´ um ideal de
K{A}. Pelo corola´rio 1.1.17, segue-se que A ' K{A}/I. Em outras palavras, temos
a comutatividade do seguinte diagrama:
K{A}
id

pi
))SS
SSS
SSS
SSS
SSS
S
A
i
77pppppppppppppp
id
''OO
OO
OO
OO
OO
OO
OO
OO K{A}/ker(id)
'
uujjjj
jjj
jjj
jjj
jjj
j
A
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Exemplo 1.1.19 Seja X = {x1, x2, ...xn} um conjunto finito e considere I o ideal de
K{X} gerado pelo elementos da forma xixj − xjxi, enta˜o K{X}/I e´ exatamente a
a´lgebra polinomial de n varia´veis K[x1, ...xn].
Existem muitas maneiras de contruir a´lgebras e uma delas e´ atrave´s da a´lgebra
tensorial.
Definic¸a˜o 1.1.20 (A´lgebra tensorial) Seja V um espac¸o vetorial e defina:
V ⊗0 = K, V ⊗n = V ⊗ ...⊗ V︸ ︷︷ ︸
n vezes
, ∀n ≥ 1.
Considere T (V ) =
⊕∞
n=0 V
⊗n. Este produto tensorial induz uma estrutura de
a´lgebra em T (V ) definida por:
(x1 ⊗ ...⊗ xn)(xn+1 ⊗ ...⊗ xn+m) = x1 ⊗ ...⊗ xn ⊗ xn+1 ⊗ ...⊗ xn+m
onde 1 ∈ K e´ a unidade.
Observe que pela maneira como definimos T (V ), na˜o e dif´ıcil de ver que T (V ) e´ a
a´lgebra livre gerada por todas as palavras construidas com os elementos da base de V.
Com isso, note que a a´lgebra tensorial T (V ) possui cara´ter universal, isto e´, para toda
f : V −→ A, onde A e´ uma a´lgebra associativa, existe um u´nico morfismo de a´lgebra
f¯ : T (V ) −→ A tal que f = f¯ ◦ i, em que i e´ a inclusa˜o canoˆnica i : V −→ T (V ).
Podemos agora construir outras a´lgebras como quociente desta a´lgebra tensorial
por algum ideal bilateral.
Exemplo 1.1.21 (A´lgebra comutativa) Seja V um espac¸o vetorial e defina
S(V ) = T (V )/I
em que I =< x⊗ y − y ⊗ x >.
S(V ) e´ uma a´lgebra comutativa. De fato, o quociente indica que x ⊗ y = y ⊗ x,
segue disto que,
x1 ⊗ ...⊗ xn ⊗ xn+1...⊗ xn+m = xn+m ⊗ ...⊗ xn+1 ⊗ xn ⊗ ...⊗ x1
,
onde as trocas sa˜o feitas entre vizinhanc¸as sucessivas vezes. Esta a´lgebra tambe´m
e´ chamada de a´lgebra sime´trica.
Definic¸a˜o 1.1.22 Uma par (g, [, ]), onde g e´ um espac¸o vetorial e [, ] : g × g −→ g
e´ uma func¸a˜o bilinear chamada comutador ou colchete de Lie, e´ dito uma a´lgebra de
Lie se [, ] satisfaz:
(i) [x, y] = −[y, x] ∀x, y ∈ g (antisimetria);
(ii) [x, [y, z]] + [y, [z, x]] + [z, [x, y]] = 0,∀x, y, z ∈ g (identidade de Jacob).
Se g e h sa˜o a´lgebras de Lie, enta˜o uma func¸a˜o f : g −→ h e´ um homomorfismo de
a´lgebras de Lie se [f(x), f(y)] = f([x, y]),∀x, y ∈ g.
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Exemplo 1.1.23 Se A e´ uma a´lgebra (associativa) sobre um corpo K de caracter´ıstica
diferente de 2, enta˜o L(A) = (A, [, ]) , onde o comutador e´ dado por [x, y] = xy −
yx para quaisquer x, y ∈ A, e´ uma a´lgebra de Lie. Esta verificac¸a˜o e´ puramente
operacional. Mostremos que [x+y, z] = [x, z]+ [y, z]. Com efeito, pela associatividade
de A temos que
[x+ y, z] = (x+ y)z − z(x+ y) = xz + yz − zx− zy
= xz − zx+ yz − zy = [x, z] + [y, z]
e
[x, [y, z]] + [y, [z, x]] + [z, [x, y]]
= (x(yz − zy)− (yz − zy)x)
+(y(zx− xz)− (zx− xz)y)
+(z(xy − yx)− (xy − yx)z)
= (xyz − xzy − yzx+ zyx)
+(yzx− yxz − zxy + xzy)
+(zxy − zyx− xyz + yxz) = 0.
e claramente a antisimetria [x, y] = −[y, x] e´ satisfeita.
Como consequencia da antisimetria e do fato de K possuir caracter´ıstica diferente
de 2, tambe´m temos que
[x, y] = [y, x] ⇐⇒ [x, y] = −[x, y] ⇐⇒ 2[x, y] = 0 ⇐⇒ [x, y] = 0.
Isso mostra que, a menos que [, ] = 0, a a´lgebra L(A) na˜o e´ comutativa. Por outro
lado se x, y ∈ L(A) sa˜o tais que [x, y] = 0, enta˜o
0 = [x, y] = xy − yx⇐⇒ xy = yx.
Portanto, ∀x, y ∈ L(A)
[x, y] = 0 ⇐⇒ xy = yx,
o que significa que L(A) e´ comutativa se, e somente se, A tambe´m e´.
Para estudar uma a´lgebra de Lie g no contexto das a´lgebras, pode-se construir uma
a´lgebra na qual g esta´ imersa, e cujo comutador de g e´ dado pelo comutador da a´lgebra.
Para isso, tome na a´lgebra tensorial T (g) o ideal bilateral I(g) gerado por expresso˜es
do tipo x ⊗ y − y ⊗ x − [x, y], onde x, y ∈ g. O espac¸o quociente U(g) = T (g)/I(g)
munido com as func¸o˜es
µ : U(g)⊗ U(g) −→ U(g)
(x1 ⊗ · · · ⊗ xn + I(g))⊗ (y1 ⊗ · · · ⊗ ym + I(g)) 7−→ x1 ⊗ · · · ⊗ xn ⊗ y1 ⊗ · · · ⊗ ym + I(g)
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eη : K −→ U(g)
k 7−→ k · 1 + I(g)
e´ uma a´lgebra. De fato, basta ver que e´ a mesma estrutura determinada pela proposic¸a˜o
1.1.16.
Definic¸a˜o 1.1.24 A a´lgebra (U(g), µ, η) acima e´ denominada a´lgebra envolvente uni-
versal.
Observac¸a˜o 1.1.25 Vale observar que existe uma injec¸a˜o de g em U(g). Basta notar
que a intersecc¸a˜o do nu´cleo da projec¸a˜o de T (g) em U(g), que coincide com I(g), com a
a´lgebra de Lie g e´ o zero. Com efeito, seja {ei}i∈Λ uma base para g em que Λ e´ um con-
junto de ı´ndices totalmente ordenados. Note que um elemento c ∈ I(g) pode ser escrito
como uma soma finita da forma c =
∑
i<j∈Λ xij ⊗ (ej ⊗ ei − ei ⊗ ej − [ej, ei])⊗ yij
onde xij, yij ∈ T (g). Pela proposic¸a˜o A.2.5, temos que
∑
i<j∈Λ xij ⊗ (ej ⊗ ei− ei⊗ ej)
⊗yij = 0 se e somente se xij = 0 ou yij = 0 para todo par de ı´ndices (i, j), mas
neste caso temos c = 0. Portanto, supondo c na˜o nulo, temos que c sempre possui um
somando da forma xij⊗ (ej⊗ei−ei⊗ej) ou da forma (ej⊗ei−ei⊗ej)⊗yij, portanto
na˜o pertence a g.
Ale´m do mais, a a´lgebra envolvente universal, como o pro´prio nome sugere, possui
uma propriedade universal que e´ a seguinte: se ϕ : g −→ A e´ uma aplicac¸a˜o linear
numa a´lgebra associativa A com ϕ([x, y]) = ϕ(x)ϕ(y)−ϕ(y)ϕ(x) = [ϕ(x), ϕ(y)], enta˜o
existe um u´nico morfismo de a´lgebras ϕ : U(g) −→ A tal que ϕ|g = ϕ. De fato,
pela proposic¸a˜o 1.1.18 existe um u´nico morfismo de a´lgebras ϕ˜ : T (g) −→ A tal que
ϕ˜(x1 ⊗ · · · ⊗ xn) = ϕ(x1)...ϕ(xn) para x1 ⊗ · · · ⊗ xn ∈ T (g). A propriedade exigida de
ϕ nos garante que
ϕ˜(xy − yx− [x, y]) = ϕ(x)ϕ(y)− ϕ(y)ϕ(x)− ϕ([x, y]) = 0
ou seja, ker(ϕ˜) = I(g) e portanto podemos passar ϕ˜ para ϕ no quociente. Em outras
palavras, temos a comutatividade do diagrama a baixo
g
ϕ

i // T (g)
pi

ϕ˜
zztt
tt
tt
tt
tt
tt
tt
tt
tt
t
A U(g)
ϕ
oo
1.2 Coa´lgebras
Para esta sec¸a˜o, utilizamos principalmente a refereˆncia [4].
A importaˆncia de se definir a´lgebra via diagramas esta´ no fato de que os diagra-
mas podem ser dualizados, invertentendo o sentido dos morfismos. Assim, obtemos a
definic¸a˜o de coa´lgebra por dualizac¸a˜o da definic¸a˜o de a´lgebra.
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Definic¸a˜o 1.2.1 Uma coa´lgebra (C,∆, ε) e´ um espac¸o vetorial C munido de duas
func¸o˜es lineares ∆ : C −→ C ⊗ C e ε : C −→ K tais que os seguintes diagramas sa˜o
comutativos:
C ⊗ C ⊗ C C ⊗ C
id⊗∆oo K⊗ C C ⊗ C
ε⊗idoo id⊗ε // C ⊗K
C ⊗ C
∆⊗id
OO
C
∆
oo
∆
OO
C
∆
OO
##
'
ccHHHHHHHHHHHHHHHHHH {{
'
;;vvvvvvvvvvvvvvvvvv
A func¸a˜o ∆ e´ chamada de coproduto e a func¸a˜o ε de counidade. O primeiro
diagrama comutativo e´ a propriedade de coassociatividade
(∆⊗ id) ◦∆ = (id⊗∆) ◦∆ (1.3)
e o outro diagrama comutativo e´ o axioma da counidade
(ε⊗ id) ◦∆ = (id⊗ ε) ◦∆ = id (1.4)
Observac¸a˜o 1.2.2 Ao longo deste trabalho, utilizaremos a notac¸a˜o de Sweedler para
coproduto. Se c e´ um elemento de C, enta˜o o elemento ∆(c) ∈ C ⊗ C e´ uma soma
finita
∆(c) =
∑
i
c1i ⊗ c2i , c1i , c2i ∈ C. (1.5)
Mas, pelas propriedades do produto tensorial, sabemos que esta representac¸a˜o para
∆(c) na˜o e´ u´nica. Para simplificar a notac¸a˜o, iremos omitir o ı´ndice i e escreveremos
a soma (1.5) simbolicamente por
∆(c) =
∑
c(1) ⊗ c(2). (1.6)
A notac¸a˜o de Sweedler e´ amplamente utilizada em textos envolvendo a´lgebras de
Hopf, e va´rias demonstrac¸o˜es sa˜o mais claras utilizando esta notac¸a˜o. Usando a
notac¸a˜o de Sweedler, a coassociatividade do coproduto e´ escrita como
∑
c(1) ⊗ c(2)(1) ⊗ c(2)(2) =
∑
c(1)(1) ⊗ c(1)(2) ⊗ c(2)
=
∑
c(1) ⊗ c(2) ⊗ c(3),
e o axioma da counidade na notac¸a˜o de Sweedler e´ expresso por
∑
ε(c(1))c(2) = c =
∑
c(1)ε(c(2)). (1.7)
Para o leitor na˜o familiarizado com a notac¸a˜o de Sweedler para o coproduto, o
apeˆndice B deste trabalho tra´s uma explicac¸a˜o mais detalhada a respeito desta notac¸a˜o.
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Agora, vejamos alguns exemplos de coa´lgebras.
Exemplo 1.2.3 Todo espac¸o vetorial V possui uma estrutura trivial de coa´lgebra.
Basta definir ∆(v) = v ⊗ v e ε(v) = 1,∀v ∈ V . Verifiquemos que a coassociatividade
1.3 e a counidade 1.4 sa˜o satisfeitas. Por linearidade, basta verificar para qualquer
v ∈ V . Enta˜o para v ∈ V temos que
(id⊗∆) ◦∆(v) = (id⊗∆)(v ⊗ v) = v ⊗ (v ⊗ v)
= (v ⊗ v)⊗ v = (∆⊗ id)(v ⊗ v) = (∆⊗ id) ◦∆(v).
e
(id⊗ ε) ◦∆(v) = (id⊗ ε)(v ⊗ v) = v ⊗ 1
= 1⊗ v = (ε⊗ id)(v ⊗ v) = (ε⊗ id) ◦∆(v).
Exemplo 1.2.4 Dadas duas coa´lgebras A e B, a coa´lgebra produto tensorial A ⊗ B
e´ a coa´lgebra construida sobre o espac¸o vetorial A ⊗ B com coproduto ∆A⊗B = (id ⊗
τ ⊗ id) ◦ (∆A ⊗ ∆B) e counidade ε = εA ⊗ εB. Mostremos que os diagramas da
coassociatividade e o da counidade sa˜o comutativos. Com efeito, para a⊗ b ∈ A⊗ B
temos
(id⊗∆A⊗B)∆A⊗B(a⊗ b) = (id⊗∆A⊗B)((a(1) ⊗ b(1))⊗ (a(2) ⊗ b(2)))
= (a(1) ⊗ b(1))⊗ ((a(2)(1) ⊗ b(2)(1))⊗ (a(2)(2) ⊗ b(2)(2)))
= (a(1)(1) ⊗ b(1)(1))⊗ ((a(1)(2) ⊗ b(1)(2))⊗ (a(2) ⊗ b(2)))
= (∆A⊗B ⊗ id)((a(1) ⊗ b(1))⊗ (a(2) ⊗ b(2)))
= (∆A⊗B ⊗ id)∆A⊗B(a⊗ b)
e
(id⊗ εA⊗B)∆A⊗B(a⊗ b) = (id⊗ εA⊗B)((a(1) ⊗ b(1))⊗ (a(2) ⊗ b(2)))
= (a(1) ⊗ b(1))⊗ (εA(a(2))⊗ εB(b(2)))
= a(1)εA(a(2))⊗ b(1)εB(b(2))
= a⊗ b
= εA(a(1))a(2) ⊗ εB(b(1))b(2)
= (εA(a(1))⊗ εB(b(1)))⊗ (a(2) ⊗ b(2))
= (εA⊗B ⊗ id)((a(1) ⊗ b(1))⊗ (a(2) ⊗ b(2)))
= (εA⊗B ⊗ id)∆A⊗B(a⊗ b).
Exemplo 1.2.5 (Coa´lgebra oposta) Seja C uma coa´lgebra. Defina ∆op = τ ◦∆, em
que τ(x ⊗ y) = y ⊗ x. Com isto (C,∆op, ε) e´ uma coa´lgebra. Note que ∆op(x) =
τ(∆(x)) =
∑
τ(x(1) ⊗ x(2)) =
∑
x(2) ⊗ x(1) e enta˜o e´ fa´cil verificar que
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(∆op ⊗ id) ◦∆op = (id⊗∆op) ◦∆op
e
(ε⊗ id) ◦∆op = (id⊗ ε) ◦∆op = id
Quando ∆op = ∆ dizemos que C e´ uma coa´lgebra cocomutativa.
Exemplo 1.2.6 (Divided power coagebra) Seja C = span {cn;n ∈ N} e defina
∆(cn) =
n∑
k=0
ck ⊗ cn−k
ε(c0) = 1 e ε(cn) = 0,∀n > 0.
Com isso temos que (C,∆, ε) e´ coa´lgebra. De fato,
(id⊗∆) ◦∆(cn) = (id⊗∆)
(
n∑
k=0
ck ⊗ cn−k
)
= (id⊗∆)
( ∑
k+l=n
ck ⊗ cl
)
=
∑
k+l=n
∑
p+q=l
ck ⊗ cp ⊗ cq =
∑
k+p+q=n
ck ⊗ cp ⊗ cq
=
∑
m+q=n
∑
k+p=m
ck ⊗ cp ⊗ cq = (∆⊗ id)
( ∑
m+q=n
cm ⊗ cq
)
= (∆⊗ id)
(
n∑
m=0
cm ⊗ cn−m
)
= (∆⊗ id) ◦∆(cn)
e
(id⊗ ε) ◦∆(cn) = (id⊗ ε)
(
n∑
k=0
ck ⊗ cn−k
)
= (id⊗ ε)
( ∑
k+l=n
ck ⊗ cl
)
=
∑
k+l=n
ck ⊗ ε(cl) = cn ⊗ ε(c0) = cn = ε(c0)⊗ cn
=
∑
k+l=n
ε(ck)⊗ cl = (ε⊗ id)
( ∑
k+l=n
ck ⊗ cl
)
= (ε⊗ id)
(
n∑
k=0
ck ⊗ cn−k
)
= (ε⊗ id) ◦∆(cn).
Exemplo 1.2.7 (Coa´lgebra da matrizes) Considere o conjunto Mn(K) das matrizes
n × n com entradas no corpo K. Seja {Eij}
n
i,j=1 uma base de Mn(K). Defina sobre
Mn(K) um coproduto por ∆(Eij) =
∑n
p=1Eip ⊗ Epj e uma counidade por ε(Eij) = δij.
Desta maneira, Mn(K) e´ uma coa´lgebra. De fato, por um lado temos que
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(id⊗∆) ◦∆(Eij) = (id⊗∆)
(
n∑
p=1
Eip ⊗ Epj
)
=
n∑
p=1
Eip ⊗∆(Epj)
=
n∑
p=1
Eip ⊗
n∑
q=1
Epq ⊗ Eqj
=
∑
1≤p,q≤n
Eip ⊗ Epq ⊗ Eqj.
Por outro lado,
(∆⊗ id) ◦∆(Eij) = (∆⊗ id)
(
n∑
p=1
Eip ⊗ Epj
)
=
n∑
p=1
∆(Eip ⊗ Epj)
=
n∑
p=1
(
n∑
q=1
Eiq ⊗ Eqp
)
⊗ Epj
=
∑
1≤p,q≤n
Eiq ⊗ Eqp ⊗ Epj
=
∑
1≤p,q≤n
Eip ⊗ Epq ⊗ Eqj.
Logo, (id⊗∆) ◦∆ = (∆⊗ id) ◦∆. E tambe´m temos
(ε⊗ id) ◦∆(Eij) = (ε⊗ id)
(
n∑
p=1
Eip ⊗ Epj
)
=
n∑
p=1
ε(Eip)⊗ Epj
=
n∑
p=1
δip ⊗ Epj
= 1⊗ Eij = Eij.
Sendo o outro lado ana´logo.
Exemplo 1.2.8 Considere F(G) a a´lgebra das func¸o˜es de um grupo G em K, con-
forme a contruc¸a˜o do exemplo 1.1.8. Primeiro, mostraremos que existe uma aplicac¸a˜o
injetiva de F(G)⊗F(G) em F(G×G) (como espac¸os vetoriais). Para isso, defina
ψ˜ : F(G)×F(G) −→ F(G×G)
(f, g) 7−→ ψ˜(f, g)
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em que ψ˜(f, g)(x, y) = f(x)g(y);x, y ∈ G. Pela definic¸a˜o de soma e produto por
escalar em F(G) temos que ψ˜ e´ bilinear. Enta˜o existe u´nica func¸a˜o linear
ψ : F(G)⊗F(G) −→ F(G×G)
f ⊗ g 7−→ ψ(f ⊗ g)
em que ψ(f⊗g)(x, y) = ψ˜(f, g)(x, y) = f(x)g(y). Agora, para cada x ∈ G constru´ımos
a func¸a˜o
Evx : F(G×G) −→ F(G)
F 7−→ F (x, ·)
em que F (x, ·)(y) = F (x, y). Logo, para
∑
fi ⊗ gi ∈ ker(ψ), com {gi} LI, temos que
0 = Evx (ψ (
∑
fi ⊗ gi)) =
∑
fi(x)gi. Como {gi} e´ LI, segue-se que fi(x) = 0,∀i e
para todo x ∈ G e consequentemente fi ≡ 0,∀i. Assim,
∑
fi ⊗ gi = 0, e portanto ψ e´
injetiva.
Observe que no caso de G ser finito, se {Px}x∈G, em que Px(y) = δx,y, e´ uma
base para F(G), enta˜o dimF(G) = |G|, e portanto, pelo resultado A.2.5, dim(F(G)⊗
F(G)) = |G|2. Desde que {Px,y}x∈G,y∈G, onde Px,y(v, w) = δx,vδy,w, e´ uma base para
F(G×G), temos tambe´m que dimF(G×G) = |G|2. Ou seja, ψ e´ linear e injetiva, e
dimF(G×G) = dim(F(G)⊗F(G)), donde concluimos que F(G)⊗F(G) ' F(G×G)
quando G for finito.
Com isso, podemos dar uma estrutura de coa´lgebra para F(G) identificando o co-
produto ∆(f) ∈ F(G) ⊗ F(G) como sendo um elemento de F(G × G). Para isso,
definimos
∆ : F(G) −→ F(G)⊗F(G)
com
∆(f)(x, y) = f(xy), ∀x, y ∈ G
e
ε : F(G) −→ K
por
ε(f) = f(e),
onde e e´ o elemento unidade de G. Enta˜o (F(G),∆, ε) e´ uma coa´lgebra. Primeira-
mente verifiquemos a coassociatividade.
(id⊗∆)∆(f)(x, y, z) = (id⊗∆)(f(1) ⊗ f(2))(x, y, z) = (f(1) ⊗∆(f(2)))(x, y, z)
= f(1)(x) · (f(2)(yz)) = (f(1) ⊗ f(2))(x, yz) = ∆(f)(x, yz)
= f(x(yz)) = f((xy)z) = ∆(f)(xy, z) = (f(1) ⊗ f2)(xy, z)
= f(1)(xy) · f(2)(z) = (∆(f(1))⊗ f(2))(x, y, z) = (∆⊗ id)∆(f)(x, y, z).
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Agora, note que f(x) = f(ex) = ∆(f)(e, x) = (f(1)⊗f(2))(e, x) = f(1)(e)f(2)(x). Segue-
se, portanto o axioma da counidade
(ε⊗ id)∆(f)(x) = (ε(f(1))⊗ f(2))(x) = ε(f(1))f(2)(x) = f(1)(e)f(2)(x) = f(x).
Exemplo 1.2.9 No exemplo 1.1.9, vimos que (KG, ∗, δe) e´ uma a´lgebra. Agora, dare-
mos uma estrutura de coa´lgebra ao espac¸o KG. Enta˜o, podemos definir
∆ : KG −→ KG⊗KG
δg 7−→ δg ⊗ δg
com δg ⊗ δg ∈ K(G × G), tal que (δg ⊗ δg)(x, y) = δg(x)δg(y) e estender linearmente
para o espac¸o KG. Definimos a counidade como
ε : KG −→ K
δg 7−→ 1
com isto, (KG,∆, ε) e´ uma coa´lgebra. Para x, y, z ∈ G, a coassociatividade
(∆⊗ id)∆(δg)(x, y, z) = (δg(x)δg(y))δg(z)
= δg(x)(δg(y)δg(z))
= (id⊗∆)∆(δg)(x, y, z),
e a counidade
(ε⊗ id)∆(δg)(x) = δg(x) = (id⊗ ε)∆(δg)(x).
Exemplo 1.2.10 Considere U(g) a a´lgebra envolvente universal (veja a definic¸a˜o
1.1.24) e defina a func¸a˜o
∆̂ : g −→ U(g)⊗ U(g)
x 7−→ x⊗ 1+ 1⊗ x
que, pelas propriedades do produto tensorial, e´ claramente linear. Agora, para x, y ∈ g
temos que
∆̂([x, y]) = ∆̂(xy − yx) = ∆̂(xy)− ∆̂(yx)
= xy ⊗ 1+ 1⊗ xy − yx⊗ 1− 1⊗ yx
= (xy − yx)⊗ 1+ 1⊗ (xy − yx)
= [x, y]⊗ 1+ 1⊗ [x, y]
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e por outro lado
[∆̂(x), ∆̂(y)] = ∆̂(x)∆̂(y)− ∆̂(y)∆̂(x)
= xy ⊗ 1+ x⊗ y + y ⊗ x+ 1⊗ xy +
− yx⊗ 1− y ⊗ x− x⊗ y − 1⊗ yx
= (xy − yx)⊗ 1+ 1⊗ (xy − yx)
= [x, y]⊗ 1+ 1⊗ [x, y].
Logo, ∆̂([x, y]) = [∆̂(x), ∆̂(y)]. Dessa forma pela universalidade de U(g) (veja a
observac¸a˜o 1.1.18), podemos estender ∆̂ para ∆ em U(g), i.e´, temos a comutatividade
do diagrama
g ∆̂ //
i

U(g)⊗ U(g)
T (g) pi
// U(g)
∆
OO
Defina tambe´m
ε : U(g) −→ K
x 7−→ 0
1 7−→ 1
Com isto, (U(g),∆, ε) e´ uma coa´lgebra. De fato,temos a coassociatividade
(id⊗∆)∆(x) = (id⊗∆)(x⊗ 1+ 1⊗ x) = x⊗ 1⊗ 1+ 1⊗∆(x)
= x⊗ 1⊗ 1+ 1⊗ x⊗ 1+ 1⊗ 1⊗ x, ∀x ∈ U(g).
Analogamente
(∆⊗ id)∆(x) = x⊗ 1⊗ 1+ 1⊗ x⊗ 1+ 1⊗ 1⊗ x, ∀x ∈ U(g).
E a counidade
(id⊗ ε)∆(x) = (id⊗ ε)(x⊗ 1+ 1⊗ x) = x⊗ ε(1) + 1⊗ ε(x) = x, ∀x ∈ U(g).
Naturalmente tambe´m temos a
Definic¸a˜o 1.2.11 Seja C uma coa´lgebra. Um subespac¸o D ⊆ C e´ dito uma subcoa´lgebra
se ∆(D) ⊆ D ⊗D.
18
Exemplo 1.2.12 Seja {Ci}i∈I uma famı´lia de subcoa´lgebras de uma coa´lgebra C,
enta˜o
∑
i∈I Ci e´ uma subcoa´lgebra, uma vez que
∆
(∑
i∈I
Ci
)
=
∑
i∈I
∆(Ci) ⊆
∑
i∈I
Ci ⊗ Ci =
(∑
i∈I
Ci
)
⊗
(∑
i∈I
Ci
)
.
Definic¸a˜o 1.2.13 Um subespac¸o I de uma coa´lgebra C e´ dito:
(i) um coideal a` esquerda (a` direita) se ∆(I) ⊆ C ⊗ I (respect. ∆(I) ⊆ I ⊗ C).
(ii) um coideal se ∆(I) ⊆ C ⊗ I + I ⊗ C e ε(I) = {0}.
Ao contra´rio do que se espera, um coideal na˜o e´ necessariamente um coideal a`
esquerda e/ou a` direita. Considerando o anel de polinoˆmios K[X] que e´ uma coa´lgebra
com o coproduto
∆(Xn) = (X ⊗ 1 + 1⊗X)n ∀n ≥ 1, ∆(1) = 1⊗ 1
e counidade
ε(Xn) = 0 ∀n ≥ 1, ε(1) = 1
Para o subespac¸o I = 〈X〉 (o subespac¸o gerado por X), temos claramente que ∆(I) =
I⊗1+1⊗ I e ε(I) = 0, mas I na˜o pode ser coideal a` direita e nem coideal a` esquerda.
Definic¸a˜o 1.2.14 Sejam A e B coa´lgebras. Uma func¸a˜o linear ϕ : A −→ B e´ um
morfismo de coa´lgebras se
∆B ◦ ϕ = (ϕ⊗ ϕ) ◦∆A e εA = εB ◦ ϕ
ou seja, os seguintes diagramas sa˜o comutativos:
A
∆A

ϕ // B
∆B

A
εA

ϕ // B
εB
zzvv
vv
vv
vv
vv
vv
vv
vv
vv
A⊗ A
ϕ⊗ϕ
// B ⊗B K
Exemplo 1.2.15 Seja f : C −→ D um morfismo de coa´lgebras. Neste caso, Im(f)
e´ uma subcoa´lgebra de D e ker(f) e´ um coideal de C. Com efeito, como f e´ um
morfismo de coa´lgebras, ∆Df = (f ⊗ f)∆C. Logo,
∆D(Im(f)) = ∆D(f(C)) = (∆Df)(C)
= (f ⊗ f)∆C(C) ⊆ (f ⊗ f)(C ⊗ C)
= f(C)⊗ f(C) = Im(f)⊗ Im(f),
e portanto Im(f) e´ uma subcoa´lgebra de D. Mostremos que ker(f) e´ coideal de C.
E´ claro que ∆Df(ker(f)) = ∆D(f(ker(f))) = 0. Como f e´ morfismo de coa´lgebras
segue que (f ⊗ f)(∆C(ker(f))) = 0, o que implica em
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∆C(ker(f)) ⊆ ker(f ⊗ f) = ker(f)⊗ C + C ⊗ ker(f).
Utilizando a proposic¸a˜o A.2.10 na u´ltima igualdade. Ademais, como εC = εDf , temos
que εC(ker(f)) = εDf(ker(f)) = 0, donde segue que ker(f) e´ coideal de C.
Proposic¸a˜o 1.2.16 Seja C uma coa´lgebra, I um coideal de C e pi : C −→
C
I
a
projec¸a˜o canoˆnica de espac¸os vetoriais. Enta˜o,
(i) existe uma u´nica estrutura de coa´lgebra sobre
C
I
tal que pi e´ uma morfismo de
coa´lgebras.
(ii) se f : C −→ D e´ um morfismo de coa´lgebras tal que I ⊆ ker(f), enta˜o existe
um u´nico morfismo de coa´lgebras f¯ :
C
I
−→ D tal que f = f¯pi.
Prova. (i) Como I e´ coideal de C,
(pi ⊗ pi)∆(I) ⊆ (pi ⊗ pi)(I ⊗ C + C ⊗ I) = {0}
Assim, pela versa˜o mais geral do teorema do homomorfismo para espac¸os vetoriais
aplicado a` func¸a˜o (pi ⊗ pi)∆, existe uma u´nica func¸a˜o ∆¯ :
C
I
−→
C
I
⊗
C
I
tal que o
seguinte diagrama comuta:
C
(pi⊗pi)∆
##G
GG
GG
GG
GG
GG
GG
GG
GG
GG
G
∆

pi // C
I
∆¯

C⊗
pi⊗pi
// C
I
⊗
C
I
Esta func¸a˜o e´ definida por ∆¯(c¯) =
∑
c¯(1) ⊗ c¯(2), em que c¯ = c+ I = pi(c).
E´ fa´cil ver que
(id⊗ ∆¯) ◦ ∆¯(c¯) = (∆¯⊗ id) ◦ ∆¯(c¯) =
∑
c¯(1) ⊗ c¯(2) ⊗ c¯(3),
portanto ∆¯ e´ coassociativa. Ale´ disso, como I e´ coideal, enta˜o ε(I) = 0; novamente,
pelo teorema do homomorfismo para espac¸os vetoriais, existe uma u´nica func¸a˜o linear
ε¯ :
C
I
−→ K tal que o diagrama abaixo comute:
C
ε

pi // C
I
ε¯
~~
~~
~~
~~
~~
~~
~~
~~
K
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Temos, com isso, que ε¯(c¯) = ε(c) para qualquer c ∈ C. Logo,
∑
ε¯(c¯(1))c¯(2) = pi
(∑
ε(c(1))c(2)
)
= pi(c) = c¯,
i.e., ε¯ e´ a counidade. Portanto, (C/I, ∆¯, ε¯) e´ uma coa´lgebra.
Temos ainda que os diagramas acima mostram que pi : C −→
C
I
e´ morfismo de
coa´lgebras. A unicidade de ∆¯ e ε¯ segue das func¸o˜es determinadas pelo teorema dos
homomorfismos.
(ii) Mais uma vez, utilizando o teorema dos homomorfismos para espac¸os vetoriais,
existe uma u´nica func¸a˜o linear f¯ :
C
I
−→ D tal que f¯pi = f , com f¯(c¯) = f(c)∀c ∈ C.
Como f e´ morfismo de coa´lgebras, temos que
(∆Df¯)(c¯) = ∆D(f¯(c¯)) = ∆D(f(c)) = (∆Df)(c) = ((f ⊗ f)∆C)(c)
= (f ⊗ f)(∆C(c)) = (f ⊗ f)
(∑
c(1) ⊗ c(2)
)
=
∑
f(c(1))⊗ f(c(2)) =
∑
f¯(c¯(1))⊗ f¯(c¯(2))
= (f¯ ⊗ f¯)
(∑
c¯(1) ⊗ c¯(2)
)
= (f¯ ⊗ f¯)∆¯(c¯).
Ale´ disso,
εD(f¯(c¯)) = εD(f(c)) = εC(c) = ε¯(c¯).
Logo, f¯ e´ morfismo de coa´lgebras.

Em particular temos o
Corola´rio 1.2.17 Seja f : C −→ D um morfismo de coa´lgebras. Enta˜o, f¯ :
C
ker(f)
−→
Im(f) e´ um isomorfismo.

1.3 A a´lgebra e a coa´lgebra dual
Nesta sec¸a˜o, se V e´ um K-espac¸o vetorial, enta˜o V ′ denotara´ o K-espac¸o vetorial
dual L(V,K).
Atribuiremos uma estrutura de a´lgebra ao espac¸o vetorial das func¸o˜es lineares de
uma coa´lgebra C em um corpo K. E no caso em que A e´ uma a´lgebra de dimensa˜o
finita, mostraremos que o espac¸o vetorial das func¸o˜es lineares de A em K admite
estrutura de coa´lgebra.
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Proposic¸a˜o 1.3.1 Sejam C uma coa´lgebra e A um a´lgebra. Enta˜o podemos dar uma
estrutura de a´lgebra ao espac¸o vetorial L(C,A) das func¸o˜es K-lineares de C em A com
o produto de convoluc¸a˜o definido por
(f ∗ g)(c) = (µ ◦ (f ⊗ g) ◦∆)(c) ≡
∑
f(c(1))g(c(2)), c ∈ C, f, g ∈ L(C,A); (1.8)
e com a unidade dada por η ◦ ε.
Prova. Como f ∗ g e´ a composic¸a˜ode func¸o˜es lineares claro que f ∗ g ∈ L(C,A). Da
associatividade de µ em A e da coassociatividade de ∆ em C, obtemos
((f ∗ g) ∗ h)(c) =
∑
(f ∗ g)(c(1))h(c(2))
=
∑(∑
f(c(1)(1))g(c(1)(2))
)
h(c(2))
=
∑
f(c(1)(1))g(c(1)(2))h(c(2))
=
∑
f(c(1))g(c(2)(1))h(c(2)(2))
=
∑
f(c(1))
(∑
g(c(2)(1))h(c(2)(2))
)
=
∑
f(c(1))(g ∗ h)(c(2)) = (f ∗ (g ∗ h))(c),∀c ∈ C.
Logo o produto de convoluc¸a˜o e´ associativo. E tambe´m temos
(f ∗ (η ◦ ε))(c) =
∑
f(c(1))η(ε(c(2)))
=
∑
f(c(1))ε(c(2))η(1)
=
∑
f(c(1)ε(c(2)))η(1)
= f(c)
e
((η ◦ ε) ∗ f)(c) =
∑
η(ε(c(1)))f(c(2))
=
∑
η(1)ε(c(1))f(c(2))
=
∑
η(1)f(ε(c(1))c(2))
= f(c),∀c ∈ C.
Dessa forma, η◦ε e´ a unidade da convoluc¸a˜o. A bilinearidade do produto de convoluc¸a˜o
vem da linearidade das func¸o˜es em questa˜o e das propriedades do produto tensorial.

Corola´rio 1.3.2 (A´lgebra dual) O espac¸o vetorial dual C ′ de uma coa´lgebra C e´ uma
a´lgebra com o produto (fg)(c) = (f ∗ g)(c) =
∑
f(c(1))g(c(2)), c ∈ C, f, g ∈ C
′ e
unidade o funcional linear ε.
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Prova. Basta considerar na proposic¸a˜o 1.3.2 A = K.

Pelo que fizemos acima, a toda coa´lgebra podemos associar uma a´lgebra dual.
Surge, naturalmente, uma questa˜o inversa: dada uma a´lgebra (A, µ, η), podemos as-
sociar uma estrutura de coa´lgebra a` A′?
Poder´ıamos tentar definir um coproduto da forma:
∆ : A′
µ′ // (A⊗ A)′ Φ
−1
// A′ ⊗ A′
em que Φ e´ a mesma da proposic¸a˜o A.2.9.
A dificuldade ao fazer isto e´ que Φ na˜o e´ necessariamente invert´ıvel. O resultado
A.2.9 nos garante isso no caso em que A tem dimensa˜o finita. Enta˜o, temos o seguinte
resultado:
Proposic¸a˜o 1.3.3 Seja A uma a´lgebra de dimensa˜o finita. Pela proposic¸a˜o A.2.9
sabemos que A′ ⊗ A′ ' (A ⊗ A)′ como espac¸o vetorial. Enta˜o podemos dar uma
estrutura de coa´lgebra ao espac¸o vetorial A′, tendo como coproduto ∆(f)(a ⊗ b) =
f(µ(a⊗ b)) = f(ab) e counidade ε(f) = f(η(1)) = f(1).
Prova. Note que a func¸a˜o ∆˜(f) : A×A −→ K, definida por ∆˜(f)(a, b) = f(ab) e´ bilin-
ear. Logo pode ser estendida para o produto tensorial para ∆(f). Pela associatividade
da a´lgebra A, temos a co-associatividade
(∆⊗ id)∆(f)(a⊗ b⊗ c) = (∆⊗ id)
(∑
f(1) ⊗ f(2)
)
(a⊗ b⊗ c)
=
(∑
∆(f(1))⊗ f(2)
)
(a⊗ b⊗ c)
=
∑
f(1)(ab)⊗ f(2)(c) = ∆(f)(ab⊗ c)
= f((ab)c) = f(a(bc)) = ∆(f)(a⊗ (bc))
=
∑
f(1)(a)⊗ f(2)(bc)
=
(∑
f(1) ⊗∆(f(2))
)
(a⊗ b⊗ c)
= (id⊗∆)
(∑
f(1) ⊗ f(2)
)
(a⊗ b⊗ c)
= (id⊗∆)∆(f)(a⊗ b⊗ c),
e tambe´m temos a counidade
(ε⊗ id)∆(f)(a) = (ε⊗ id)
(∑
f(1) ⊗ f(2)
)
(a)
=
∑
ε(f(1))f(2)(a) =
∑
f(1)(1)⊗ f(2)(a)
= ∆(f)(1⊗ a) = f(1 · a)
= f(a)
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e(id⊗ ε)∆(f)(a) = (id⊗ ε)
(∑
f(1) ⊗ f(2)
)
(a)
=
∑
f(1)(a)ε(f(2))
=
∑
f(1)(a)⊗ f(2)(1)
= ∆(f)(a⊗ 1)
= f(a · 1) = f(a).

Exemplo 1.3.4 Seja uij o funcional linear da a´lgebra Mn(K)( das matrizes n×n com
entradas em K) em K definida por uij(g) = g
i
j para g = g
i
j ∈Mn(K). Enta˜o Mn(K)
′ =
Lin{uij|i, j = 1, 2, ..., n} e´ uma coa´lgebra com o coproduto ∆(u
i
j) =
∑n
k=1 u
i
k ⊗ u
k
j e
counidade ε(uij) = δ
i
j, que nada mais e´ do que a estrutura de coa´lgebra dada pela
proposic¸a˜o 1.3.3.
Temos a coassociatividade:
(id⊗∆)∆(uij)(a⊗ b) = (id⊗∆)(u
i
j(ab)) = (id⊗∆)
(
n∑
k=1
aikb
k
j
)
= (id⊗∆)
(
n∑
k=1
uik(a)⊗ u
k
j (b)
)
= (id⊗∆)
(
n∑
k=1
uik ⊗ u
k
j
)
(a⊗ b)
=
(
n∑
k=1
(
uik ⊗
n∑
l=1
ukl ⊗ u
l
j
))
(a⊗ b) =
(
n∑
k=1
n∑
l=1
uik ⊗ (u
k
l ⊗ u
l
j)
)
(a⊗ b)
=
(
n∑
k=1
n∑
l=1
(uik ⊗ u
k
l )⊗ u
l
j
)
(a⊗ b) =
(
n∑
l=1
(
n∑
k=1
uik ⊗ u
k
l
)
⊗ ulj
)
(a⊗ b)
= (∆⊗ id)
(
n∑
l=1
uil ⊗ u
l
j
)
(a⊗ b) = (∆⊗ d)
(
n∑
l=1
uil(a)⊗ u
l
j(b)
)
= (∆⊗ id)(
n∑
l=1
ailb
l
j) = (∆⊗ id)∆(u
i
j)(a⊗ b).
E tambe´m temos (id⊗ε)∆(uij) = u
i
j = (ε⊗id)∆(u
i
j), uma vez que ε(u
i
j) = u
i
j(Id) =
δij.
1.4 O dual finito de uma a´lgebra
Para esta sec¸a˜o, utilizamos principalmente a refereˆncia [5].
Como visto na sec¸a˜o anterior, dada uma coa´lgebra C, conseguimos dar uma es-
trutura de a´lgebra ao espac¸o dual C ′, sendo a multiplicac¸a˜o dada pelo produto de
convoluc¸a˜o f ∗ g = µ(f ⊗ g)∆ e a unidade por η ◦ ε. Pore´m, so´ obtivemos a dualizac¸a˜o
de uma a´lgebra A para uma coa´lgebra dual A′, no caso em que A tem dimensa˜o finita,
pelo fato de que nem sempre a aplicac¸a˜o ∆f , definida na proposic¸a˜o 1.3.3 como um
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elemento de (A⊗ A)′, esta´ em A′ ⊗ A′. No entanto, podemos restringir A′ para uma
suba´lgebra menor, de forma que esta vire uma coa´lgebra. Antes de ver isto, considere
o seguinte resultado.
Lema 1.4.1 Sejam V um K-espac¸o vetorial. Se um conjunto de funcionais {fi}
n
i=1 ⊆
V ′ e´ LI, enta˜o existem {vi}
n
i=1 ⊆ V tais que fi(vj) = δij, para i, j = 1, 2, ..., n.
Prova. Se {fi}
n
i=1 e´ um conjunto LI, enta˜o para todo i ∈ {1, ..., n}, fi 6= 0. Logo,
para f1, existe u1 ∈ V tal que f1(u1) 6= 0. E definindo v1 =
u1
f1(u1)
, teremos f1(v1) =
f1
(
u1
f1(u1)
)
= 1.
Agora suponha, por hipo´tese de induc¸a˜o, que existam {fi}
k
i=1 ⊆ V
′ e {uj}
k
j=1 ⊆ V
tal que fi(uj) = δij, 1 ≤ i, j ≤ k. Seja fk+1 ⊆ V
′ com {fi}
k+1
i=1 LI, enta˜o existe u˜k+1 ∈ V
de modo que fk+1(u˜k+1) 6= 0. Defina
uk+1 = u˜k+1 −
k∑
j=1
fj(u˜k+1)uj
e note que pela hipo´tese de induc¸a˜o temos que
fi(uk+1) = fi(u˜k+1)−
k∑
i=1
fj(u˜k+1)fi(uj)
= fi(u˜k+1)−
k∑
j=1
fj(u˜k+1)δij = 0, 1 ≤ i ≤ k.
Defina tambe´m vk+1 =
uk+1
fk+1(uk+1)
e vi = ui−fk+1(ui)vk+1. Com isso, segue-se que
fk+1(vk+1) = fk+1
(
uk+1
fk+1(uk+1)
)
= 1;
fk+1(vi) = fk+1(ui)− fk+1(ui)fk+1(vk+1) = fk+1(ui)− fk+1(ui)fk+1
(
uk+1
fk+1(uk+1)
)
= fk+1(ui)− fk+1(ui) = 0, 1 ≤ i ≤ k;
e
fj(vi) = fj(ui)− fk+1(ui)fj(vk+1) = fj(ui)− fk+1(ui)fj
(
uk+1
fk+1(uk+1)
)
= fj(ui)− fk+1(ui)
(
fj(uk+1)
fk+1(uk+1)
)
= fj(ui) = δij, 1 ≤ i, j ≤ k.
E portanto, {fi}
k+1
i=1 ⊆ V
′ e {vi}
k+1
i=1 ⊆ V sa˜o tais que fi(vj) = δij, como quer´ıamos
demonstrar.
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Definic¸a˜o 1.4.2 Dada um a´lgebra A e um ideal I E A. Dizemos que I possui codi-
mensa˜o finita quando dimA/I <∞.
Teorema 1.4.3 Seja A uma a´lgebra e f ∈ A′. Enta˜o sa˜o equivalentes:
1) existem fi, gi ∈ A
′, i = 1, ..., n tais que f(ab) =
∑
fi(a)gi(b)∀a, b ∈ A;
2) ∆(f) ⊆ A′⊗A′ (aqui consideramos Delta(f)(a⊗b) = f(ab), como na proposic¸a˜o
1.3.3);
3) ker(f) conte´m um ideal a` esquerda de A de codimensa˜o finita;
4) ker(f) conte´m um ideal a` direita de A de codimensa˜o finita;
5) ker(f) conte´m um ideal de A de codimensa˜o finita.
Prova. 1) ⇔ 2) Sabemos que ∆ : A′ −→ (A⊗A)′ e´ tal que ∆(f)(a⊗b) = f(µ(a⊗b)) =
f(ab). Logo, se existem fi, gi ∈ A
′, i=1,..., n, com f(ab) =
∑n
i=1 fi(a)gi(b)∀a, b ∈ A,
temos ∆(f)(a ⊗ b) = f(ab) =
∑n
i=1 fi(a)gi(b) =
∑n
i=1 (fi ⊗ gi)(a⊗ b) o que implica
em ∆(f) ∈ A′ ⊗ A′. Reciprocamente, se f ∈ A′ e´ tal que ∆(f) ∈ A′ ⊗ A′ enta˜o
∆(f) =
∑n
i=1 fi ⊗ gi e f(ab) = ∆(f)(a⊗ b) =
∑n
i=1 fi(a)gi(b),∀a, b ∈ A.
1)⇒ 3) Seja I =
⋂n
i=1 ker(gi), onde as funcionais gi sa˜o as mesmas do item 1).
Mostraremos, por primeiro, que dim(A/I) <∞. Mas como dim(A/ker(gi)) = 1 para
todo i ∈ {1, ..., n}, segue-se, pelo lema 1.4.5, que dim(A/I) <∞
Agora, note que se b ∈ I =
⋂n
i=1 ker(gi), segue-se que
f(b) = f(1Ab) =
n∑
i=1
fi(1A)gi(b) = 0 =⇒ b ∈ ker(f).
Como consequeˆncia I ⊆ ker(f).
Para provar que I e´, de fato, um ideal a` esquerda de A, sejam b ∈ I e a ∈ A. Como
∆(f) ∈ A′ ⊗ A′, podemos supor, pela observac¸a˜o A.2.7, que {fi}
n
i=1 e´ LI, o que pelo
Lema 1.4.1 resulta em
gi(ab) =
n∑
i=1
δijgj(ab) =
n∑
j=1
fj(ai)gj(ab) = f(ai(ab))
= f((aia)b) =
n∑
j=1
fj(aia)gj(b) = 0 =⇒ ab ∈ ker(gi),∀i = 1, 2, ..., n.
Logo, ab ∈ I, demonstrando assim a implicac¸a˜o 1) ⇒ 3). A demonstrac¸a˜o de 1) ⇒ 4)
e´ ana´loga.
3) ⇒ 5) Seja I E A o mesmo ideal encontrado em 3), e considere a func¸a˜o
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Φ : A −→ homK(A/I)
a 7−→ Φ(a),
em que Φ(a)(b + I) = ab + I. Como I e´ ideal a` esquerda segue-se que Φ esta´ bem
definda. Vamo mostrar que ker(Φ) ⊆ ker(f) e A/ker(Φ) <∞.
Para isto, note em primeiro lugar que, pelas propriedades da multiplicac¸a˜o em A,
Φ e´ linear. Ainda vale observar que dim(homK(A/I)) = (dim(A/I))
2 <∞.
Ale´m disso para a, b ∈ A e c+ I ∈ A/I, temos que
Φ(ab)(c+ I) = (ab)c+ I = a(bc) + I = Φ(a)(bc+ I)
= Φ(a)(Φ(b)(c+ I)) = (Φ(a) ◦ Φ(b))(c+ I).
Ou seja, Φ e´ morfismo de a´lgebras e, consequentemente, J = ker(Φ) E A. E mais,
temos tambe´m que ker(Φ) ⊆ ker(f). Com efeito, a ∈ ker(Φ) implica Φ(a)(b + I) =
ab+ I = I, em particular Φ(a)(1+ I) = a1+ I = I, i.e., a ∈ I ⊆ ker(f). E concluimos
que ker(Φ) ⊆ ker(f).
Agora, pelo fato de Φ ser morfismo de a´lgebras, o resultado do corola´rio 1.1.17
nos garante que A/ker(Φ) ' Im(Φ) ⊆ homK(A/I). Uma vez que dim(Im(Φ)) ≤
dim(homK(A/I)) < ∞, segue-se que dim(A/ker(Φ)) < ∞, ou seja, ker(Φ) possui
codimensa˜o finita. O que conclui a prova da implicac¸a˜o 3) ⇒ 5). A implicac¸a˜o
4) ⇒ 5) e´ ana´loga.
5) ⇒ 2) Seja J E A, com J ⊆ ker(f) e A/J < ∞. Considere tambe´m a projec¸a˜o
canoˆnica
pi : A −→ A/J
a 7−→ pi(a) = a+ J
e a aplicac¸a˜o dual
pi′ : (A/J)′ −→ A′
ϕ 7−→ pi′(ϕ)
em que pi′(ϕ)(a) = ϕ(pi(a)) = ϕ([a]). Considere a func¸a˜o produto tensorial
pi′ ⊗ pi′ : (A/J)′ ⊗ (A/J)′ −→ A′ ⊗ A′
ϕ1 ⊗ ϕ2 7−→ (pi
′ ⊗ pi′)(ϕ1 ⊗ ϕ2)
em que (pi′⊗pi′)(ϕ1⊗ϕ2)(a⊗ b) = (ϕ1⊗ϕ2)(pi(a)⊗pi(b)) = (ϕ1⊗ϕ2)([a]⊗ [b]). Vamos
mostrar que ∆(f) ∈ Im(pi′ ⊗ pi′) ⊆ A′ ⊗ A′.
Por definic¸a˜o ∆(f) ∈ (A⊗A)′. E note que ∆(f)|A⊗J+J⊗A = 0 pois, como J e´ ideal
de A, µ(A⊗ J + J ⊗ A) ⊆ J , de forma que temos
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∆(f)
(∑
A⊗ J + J ⊗ A
)
=
∑
∆(f)(A⊗ J + J ⊗ A)
=
∑
∆(f)(A⊗ J) + ∆(f)(J ⊗ A) =
∑
f(AJ) + f(JA) = 0
Com isto, pelo teorema dos homomorfismos de espac¸os vetoriais, existe uma u´nica
transformac¸a˜o linear ∆̂(f) :
A⊗ A
A⊗ J + J ⊗ A
−→ K tal que o seguinte diagrama comuta
A⊗ A
P

∆(f) // K
A⊗ A
A⊗ J + J ⊗ A
∆̂(f)
;;wwwwwwwwwwwwwwwwwwww
Observando que a func¸a˜o produto tensorial pi⊗pi : A⊗A −→ A/J⊗A/J e´ sobrejetora
(pois pi e´ sobrejetora) e que pelo resultado da proposic¸a˜o A.2.10, ker(pi ⊗ pi) = A ⊗
ker(pi) + ker(pi)⊗A = A⊗ J + J ⊗A, segue-se, pelo teorema dos homomorfismos de
espac¸os vetoriais, que
A⊗ A/ker(pi ⊗ pi) ' Im(pi ⊗ pi) = A/J ⊗ A/J =⇒
A⊗ A
A⊗ J + J ⊗ A
' A/J ⊗ A/J.
Dessa forma, podemos definir a func¸a˜o
̂: (A⊗ A)′ −→ (A/J ⊗ A/J)′
∆(f) 7−→ ∆̂(f)
em que ∆̂(f)(P (a⊗ b)) = ∆(f)(a⊗ b). Agora, como por hipo´tese J tem codimensa˜o
finita, pela proposic¸a˜o A.2.9, temos que (A/J ⊗ A/J)′ ' (A/J)′ ⊗ (A/J)′. Logo,
podemos fazer a composic¸a˜o
(A⊗ A)′
(pi′⊗pi′)◦̂
&&LL
LL
LL
LL
LL
LL
LL
LL
LL
LL
LL
L
̂ // (A/J)′ ⊗ (A/J)′
pi′⊗pi′

A′ ⊗ A′
Ou seja, temos
(pi′ ⊗ pi′)∆̂(f)(a⊗ b) = ∆̂(f)(pi(a)⊗ pi(b)) = ∆̂(f)(P (a⊗ b)) = ∆(f)(a⊗ b)
e, portanto, ∆(f) ∈ Im(pi′ ⊗ pi′) ⊆ A′ ⊗ A′, como quer´ıamos mostrar.
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Definic¸a˜o 1.4.4 Seja A um a´lgebra. Definimos o dual finito de A como o conjunto A◦
das func¸o˜es f ∈ A′ tal que f satisfaz quaisquer um dos itens equivalentes do teorema
anterior.
Lema 1.4.5 Seja V um espac¸o vetorial e X,Y ⊆ V subespac¸os. Se X e Y teˆm
codimensa˜o finita, enta˜o X ∩ Y tambe´m tem codimensa˜o finita.
Prova. Seja α : V −→ V/X × V/Y o morfismo de K-espac¸os vetorias dado por
α(v) = (v + X, v + Y ). Enta˜o e´ fa´cil ver que ker(α) = X ∩ Y . Da´ı, pelo teorema
dos homomorfismos, V/ker(α) ' Im(α) ⊆ V/X × V/Y . Mas dim(V/X) < ∞ e
dim(V/Y ) < ∞. Logo, dim(V/ker(α)) = dim(V/X ∩ Y ) < ∞, i.e´, X ∩ Y tem
codimensa˜o finita.

Proposic¸a˜o 1.4.6 A◦ e´ subespac¸o vetorial de A′.
Prova. Temos que mostrar que 0 ∈ A◦; que se f, g ∈ A◦, enta˜o f + g ∈ A◦ e
que, se λ ∈ K e f ∈ A◦, enta˜o λf ∈ A◦. Bom, 0 ∈ A◦, pois ker(0) = A e, da´ı,
A/ker(0) = A/A = 0, que possui dimensa˜o finita. Tomando I = ker(0), vemos que I
possue codimensa˜o finita e, portanto, 0 ∈ A◦.
Sejam f, g ∈ A◦. Por definic¸a˜o, existem ideais If E A e Ig E A, com If ⊆ ker(f)
e Ig ⊆ ker(g), tais que dim(A/If ) < ∞ e dim(A/Ig) < ∞. Logo, If ∩ Ig ⊆ ker(f) ∩
ker(g) ⊆ ker(f + g), ou seja, If ∩ Ig E A, com If ∩ Ig ⊆ ker(f + g). Ale´m disso, pelo
lema anterior, dim(A/If ∩ Ig) < ∞. Com isso, f + g ∈ A
◦. Sejam, agora, λ ∈ K e
f ∈ A◦. Para ver que λf ∈ A◦, basta notar que If ⊆ ker(f) ⊆ ker(λf).

Teorema 1.4.7 (A◦,∆, ε) e´ uma coa´lgebra com o coproduto definido por ∆(f) =∑n
i=1 fi ⊗ gi, onde fi e gi sa˜o como na definic¸a˜o de A
◦, e a counidade definida por
ε(f) = f(1A).
Prova. Temos que mostrar que o coproduto esta´ de fato bem definido e que e´ fechado
em A◦. Ale´m de mostrar os axiomas de coa´lgebra.
Para mostrar que o coproduto imdepende da escolha dos fi e gi, suponha que
podemos escrever
f(ab) =
n∑
i=1
fi(a)gi(b) =
m∑
j=1
f ′j(a)g
′
j(b),∀a, b ∈ A,
enta˜o, pela observac¸a˜o A.2.7, existem {f
′′
k , g
′′
k}
p
k=1, com {g
′′
k}
p
k=1 LI, tais que
∑n
i=1 fi ⊗ gi−∑m
j=1 f
′
j ⊗ g
′
j =
∑p
k=1 f
′′
k ⊗ g
′′
k . Como {g
′′
k}
p
k=1 e´ LI, existem bl ∈ A, l = 1, 2, ..., p tais
que g′′k(bl) = δkl (Lema 1.4.1). Assim, para todo k ∈ {1, ..., p} temos
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f
′′
k (a) =
p∑
l=1
f
′′
l (a)g
′′
l (bk) =
n∑
i=1
fi(a)gi(bk)−
m∑
j=1
f ′j(a)g
′
j(bk)
= f(abk)− f(abk) = 0
para a ∈ A arbitra´rio. Segue que
∑n
i=1 fi ⊗ gi =
∑m
j=1 f
′
j ⊗ g
′
j. A counidade ε esta´
claramente bem definida.
Para mostrar que ∆(A◦) ⊆ A◦ ⊗ A◦, seja f ∈ A◦. Enta˜o, pela observac¸a˜o A.2.7,
podemos escrever ∆(f) =
∑n
i=1 fi ⊗ gi com {fi}
n
i=1 LI. Pelo lema 1.4.1, existem aj ∈ A,
j = 1, ..., n tais que fi(aj) = δij. Segue-se que para cada i ∈ {1, ..., n}
gi(ab) =
n∑
j=1
δijgj(ab) =
n∑
j=1
fj(ai)gj(ab) = f(aiab) =
n∑
j=1
fj(aia)gj(b)
=
n∑
j=1
(fj ◦Rai)(a)gj(b)
em que Rai e´ a multiplicac¸a˜o por ai a` esquerda, donde gi ∈ A
◦∀i ∈ {1, ..., n}. Com isso,
∆(f) ∈ A′ ⊗A◦. De forma ana´loga, escrevendo ∆(f) =
∑l
k=1 hk ⊗ tk com {tk}
l
k=1 LI,
mostra-se que ∆(f) ∈ A◦⊗A′. Logo, ∆(f) ∈ A′⊗A◦∩A◦⊗A′. Como A◦ e´ subespac¸o
de A′ (proposic¸a˜o 1.4.6), temos que ∆(f) ∈ A◦ ⊗ A◦.
Os axiomas de coa´lgebra sa˜o mostrados analogamente a` proposic¸a˜o 1.3.3.

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Cap´ıtulo 2
Bia´lgebras e A´lgebras de Hopf
Para este cap´ıtulo, utilizamos principalmente a refereˆncia [4]. Suponha que um
espac¸o H possua estruturas de a´lgebra (H,µ, η) e de coa´lgebra (H,∆, ε). A pergunta
que surge e´ se existe alguma relac¸a˜o entre essas duas estruturas e a resposta esta´, de
certa forma, no seguinte resultado.
2.1 Bia´lgebras
Proposic¸a˜o 2.1.1 Se H e´ um espac¸o vetorial que possue uma estrutura de a´lgebra
(H,µ, η) e uma de coa´lgebra (H,∆, ε), enta˜o as seguintes afirmac¸o˜es sa˜o equivalentes:
(i) ∆ : H −→ H ⊗H e ε : H −→ K sa˜o morfismos de a´lgebras;
(ii) µ : H ⊗H −→ H e η : K −→ H sa˜o morfismo de coa´lgebras.
Dizer que µ e´ morfismo de coa´lgebras e´ equivalente a` comutatividade dos diagramas
H ⊗H
∆⊗∆

µ // H
∆ // H ⊗H H ⊗H
εH⊗H

µ // H
H ⊗H ⊗H ⊗H
τ23 // H ⊗H ⊗H ⊗H
µ⊗µ
OO
K
ε
??              
(2.1)
e da mesma forma dizer que η e´ morfismo de coa´lgebras e´ equivalente a` comutatividade
dos diagramas
K
η //
∆K

H
∆

K
id

η // H
ε
~~
~~
~~
~~
~~
~~
~~
K⊗K
η⊗η
// H ⊗H K
(2.2)
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observando que εK = ηK = id. Agora, lembrando que ∆H⊗H = τ23(∆ ⊗ ∆) e que
µH⊗H = (µ⊗µ)τ23, note que dizer que ∆ e´ morfismo de a´lgebras e´ equivalente a dizer
que os primeiros diagramas sa˜o comutativos (2.1); o mesmo vale para ε e os diagramas
(2.2). A equivaleˆncia segue de imediato.

Definic¸a˜o 2.1.2 Dizemos que (H,µ, η,∆, ε) e´ uma bia´lgebra se (H,µ, η) e´ uma a´lgebra,
(H,∆, ε) e´ uma coa´lgebra e sa˜o satisfeitas as condic¸o˜es equivalentes da proposic¸a˜o 2.1.1
.
Observac¸a˜o 2.1.3 Note que uma condic¸a˜o necessa´ria e suficiente para que H seja
uma bia´lgebra e´ que se tenha
∆(ab) = ∆(a)∆(b) ∀a, b ∈ H, ∆(1) = 1⊗ 1 (2.3)
ε(ab) = ε(a)ε(b) ∀a, b ∈ H, ε(1) = 1 (2.4)
Com efeito, dada um bia´lgebra H, pela proposic¸a˜o 2.1.1, para quaisquer a, b ∈ H
segue-se que
∆(ab) = ∆(µ(a⊗ b)) = ∆µ(a⊗ b) = (µH⊗H(∆⊗∆))(a⊗ b)
= µH⊗H(∆(a)⊗∆(b)) = ∆(a)∆(b)
e
ε(ab) = ε(µ(a⊗ b)) = (εµ)(a⊗ b) = (µK(ε⊗ ε))(a⊗ b)
= µK(ε(a)⊗ ε(b)) = ε(a)ε(b).
Pelo mesmo motivo, tambe´m temos
∆(1) = ∆(η(1)) = (∆η)(1) = ((η ⊗ η)∆K)(1)
= (η ⊗ η)(1⊗ 1) = η(1)⊗ η(1) = 1⊗ 1
e
ε(1) = ε(η(1)) = (εη)(1) = εK(1) = 1
A rec´ıproca e´ claramente satisfeita.
Naturalmente tambe´m temos as senguintes definic¸o˜es.
Definic¸a˜o 2.1.4 Um subespac¸o I de uma bia´lgebra H e´ um bi-ideal se for um ideal
de H no sentido de a´lgebras e um coideal de H no sentido de coa´lgebras, ou seja
µ(I ⊗ A+ A⊗ I) ⊆ I, ∆(I) ⊆ I ⊗H +H ⊗ I e ε(I) = {0}.
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Definic¸a˜o 2.1.5 Uma func¸a˜o f : H1 −→ H2 e´ um morfismo de bia´lgebras se f e´
morfismo de a´lgebras e de coa´lgebras. Ou seja,
fµH1 = µH2(f ⊗ f)
fηH1 = ηH2
∆H2f = (f ⊗ f)∆H1
εH2f = εH1 .
O quociente H/I de uma bia´lgebra por um bi-ideal e´ tambe´m uma bia´lgebra, basta
combinar os resultados da proposic¸o˜es 1.1.16 e 1.2.16.
Exemplo 2.1.6 Podemos combinar as definic¸o˜es relacionadas a` a´lgebras e coa´lgebras.
Temos, dessa forma, a bia´lgebra oposta (H,µop, η,∆, ε) a bia´lgebra cooposta (H,µ, η,∆op, ε)
e a bia´lgebra oposta/cooposta (H,µop, η,∆op, ε). Verifiquemos, para ilustrar, que (H,µop,∆, ε)
e´ uma bia´lgebra. Para todos a, b ∈ H,
∆(ab) = ∆µop(b⊗ a) = µopH⊗H(∆⊗∆)(b⊗ a) = µ
op
H⊗H(∆(b)⊗∆(a))
= µH⊗H(∆(a)⊗∆(b)) = ∆(a)∆(b)
e
ε(ab) = ε(µop(b⊗ a)) = µopK (ε⊗ ε)(b⊗ a)
= µopK (ε(b)⊗ ε(a)) = ε(a)ε(b).
Exemplo 2.1.7 Seja A = K〈uij〉 a a´lgebra das func¸o˜es coordenadas das matrizes de
escalares n× n como no exemplo 1.1.15. Podemos definir uma estrutura de bia´lgebra
em A por
∆(uij) =
n∑
k=1
uik ⊗ u
k
j e ε(u
i
j) = δij
que ja´ sabemos que satisfazem os axiomas de coa´lgebra conforme o exemplo 1.3.4.
Resta mostrar que respeitam os axiomas de bia´lgebras, mas note que ∆(uij)(g1 ⊗ g2) =∑n
k=1 u
i
k(g1)⊗ u
k
j (g2) =
∑n
k=1 (g1)ik(g2)kj = (g1g2)ij = u
i
j(g1g2), segue-se enta˜o que
∆(uiju
k
l )(g1 ⊗ g2) = (u
i
ju
k
l )(g1g2) = u
i
j(g1g2)u
k
l (g1g2) = ∆(u
i
j)(g1 ⊗ g2)∆(u
k
l )(g1 ⊗ g2)
= (∆(uij)∆(u
k
l ))(g1 ⊗ g2).
e tambe´m temos
ε(uij)ε(u
k
l ) = δijδkl = ε(u
i
ju
k
l ).
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Exemplo 2.1.8 No exemplo 1.2.8 demos uma estrutura de coa´lgebra a` a´lgebra F(G)
das func¸o˜es sobre um grupo finito. Agora, considerando (F(G), µ, η) a a´lgebra do exem-
plo 1.1.8 e (F(G),∆, ε) a coa´lgebra do exemplo 1.2.8, verifiquemos que (F(G), µ, η,∆, ε)
e´ uma bia´lgebra. De fato,
∆(fg)(x, y) = (fg)(xy) = f(xy) · g(xy)
= ∆(f)(x, y)∆(g)(x, y) = (∆(f)∆(g))(x, y)
e
ε(fg) = (fg)(e) = f(e)g(e) = ε(f)ε(g).
Exemplo 2.1.9 Nos exemplos 1.1.9 e 1.2.9, vimos que KG admite estrutura de a´lgebra
e de coa´lgebra, respectivamente. Relembrando que o produto e´ definido por (a∗b)(g) =∑
hl=g a(h)b(l) com unidade δe, o coproduto e´ dado por ∆(δg) = δg ⊗ δg e a counidade
e´ definida por ε(δg) = 1. Agora, veremos que, com estas operac¸o˜es, (KG, ∗, δe,∆, ε) e´
uma bia´lgebra. Mas observe que para x ∈ G
(δg ∗ δh)(x) =
∑
yz=x
δg(y)δh(z) = δgh(x),
logo,
∆(δg ∗ δh) = ∆(δgh) = δgh ⊗ δgh = (δg ∗ δg)⊗ (δg ∗ δh)
= (δg ⊗ δg) ∗ (δh ⊗ δh)
= ∆(δg) ∗∆(δh),
ε(δg ∗ δh) = ε(δgh) = 1 = 1 · 1 = ε(δg) · ε(δh)
e por definic¸a˜o ∆(δe) = δe ⊗ δe, e ε(δe) = 1, donde segue-se que ∆ e ε sa˜o morfismos
de a´lgebras. Portanto, (KG, ∗, δe,∆, ε) e´ uma bia´lgebra.
Exemplo 2.1.10 No exemplo 1.2.10 demos uma estrutura de coa´lgebra a` a´lgebra en-
volvente universal U(g). Segue-se agora que (U(g), µ, η,∆, ε) e´ uma bia´lgebra, onde
(U(g), µ, η) e´ a a´lgebra da definic¸a˜o 1.1.24 e (U(g),∆, ε) e´ a coa´lgebra do exemplo
1.2.10 . Com efeito, conforme mostramos no exemplo 1.2.10,∆ e´ uma extensa˜o de ∆̂,
logo temos que ∆ e´ morfismo de a´lgebras, i. e´, ∆([x, y]) = [∆(x),∆(y)] e ∆(1) = 1⊗1.
E para quaisquer x, y ∈ U(g) tambe´m temos
ε([x, y]) = ε(xy)− ε(yx) = 0 = ε(x)ε(y)− ε(y)ε(x) = [ε(x), ε(y)]
e ε(1) = 1. Donde segue-se que (U(g), µ, η,∆, ε) e´ uma bia´lgebra.
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Exemplo 2.1.11 Seja H um bia´lgebra. Em particular, pelo teorema 1.4.7, sabemos
que (H◦,∆, ε) e´ uma coa´lgebra com ∆(f) =
∑n
i=1 fi ⊗ gi e ε(f) = f(1). Enta˜o,
podemos dar um estrutura de bia´lgebra a` H◦. A multiplicac¸a˜o vai ser o produto de
convoluc¸a˜o com identidade dada por εH , o coproduto e counidade como acima.
Ja´ sabemos, pela proposic¸a˜o 1.4.6, que H◦ e´ subespac¸o de H ′. Mostremos que o
produto de convoluc¸a˜o e´ fechado em H◦. Dadas f, g ∈ H◦, considere as func¸o˜es em
H ′, {fi, gi}
n
i=1 e {f
′
j, g
′
j}
m
j=1 dadas na definic¸a˜o de H
◦. Enta˜o,
(f ∗ g)(ab) =
∑
f((ab)(1))g((ab)(2)) =
∑
f(a(1)b(1))g(a(2)b(2))
=
∑( n∑
i=1
fi(a(1))gi(b(1))
)(
m∑
j=1
f ′j(a(2))g
′
j(b(2))
)
=
n∑
i=1
m∑
j=1
(∑
fi(a(1))f
′
j(a(2))gi(b(1))g
′
j(b(2))
)
=
n∑
i=1
m∑
j=1
(fi ∗ f
′
j)(a)(gj ∗ g
′
j)(b),
donde f ∗ g ∈ H◦. E´ claro que εH ∈ H
◦ pois εH(ab) = εH(a)εH(b). Segue-se que,
(f ∗ εH)(ab) =
∑
f(a(1)b(1))εH(a(2)b(2))
=
∑ n∑
i=1
fi(a(1))gi(b(1))εH(a(2))εH(b(2))
=
n∑
i=1
∑
fi(a(1)εH(a(2)))gi(b(1)εH(b(2)))
=
n∑
i=1
fi(a)gi(b) = f(ab),
ou seja, εH e´ a identidade do produto de convoluc¸a˜o.
Para mostrar que ∆ e´ morfismo de a´lgebra, basta notar que como a convoluc¸a˜o e´
fechada em H◦, temos
∆(f ∗ g)(a⊗ b) = (f ∗ g)(ab) =
n∑
i=1
m∑
j=1
(fi ∗ f
′
j)(a)(gi ∗ g
′
j)(b)
=
n∑
i=1
m∑
j=1
((fi ∗ f
′
j)⊗ (gi ∗ g
′
j))(a⊗ b)
=
n∑
i=1
m∑
j=1
((fi ⊗ gi) ∗ (f
′
j ⊗ g
′
j))(a⊗ b)
= (∆(f) ∗∆(g))(a⊗ b).
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Na penu´ltima igualdade utilizamos o produto em H◦ ⊗H◦ dado pelo exemplo 1.1.6. E
tambe´m temos,
∆(εH)(a⊗ b) = εH(ab) = εH(a)εH(b) = (εH ⊗ εH)(a⊗ b),
ε(f ∗ g) = (f ∗ g)(1) = f(1)g(1) = ε(f)ε(g)
e
ε(εH) = εH(1) = 1.
Logo, ∆ e ε sa˜o morfismos de a´lgebras. Portanto, com as operac¸o˜es acima, o dual
finito H◦ de uma bia´lgebra H e´ um bia´lgebra.
2.2 A´lgebras de Hopf
Definic¸a˜o 2.2.1 Uma bia´lgebra (H,µ, η,∆, ε) e´ dita ser uma a´lgebra de Hopf se existe
uma func¸a˜o linear S : H −→ H, chamada de ant´ıpoda de H, tal que
µ ◦ (id⊗ S) ◦∆ = η ◦ ε = µ ◦ (S ⊗ id) ◦∆ (2.5)
Em outras palavras, a igualdade (2.5) e´ equivalente a` comutatividade do diagrama
H ⊗H
id⊗S

H
∆oo
η◦ε

∆ // H ⊗H
S⊗id

H ⊗H
µ // H H ⊗H
µoo
Na notac¸a˜o de Sweedler a relac¸a˜o (2.5) fica como
∑
h(1)S(h(2)) = ε(h)1 =
∑
S(h(1))h(2), (2.6)
com ∆(h) =
∑
h(1) ⊗ h(2). A equac¸a˜o (2.5), tambe´m chamada de axioma da ant´ıpoda,
pode ser interpretada como o produto de convoluc¸a˜o (1.8) da a´lgebra L(H,H). Com-
parando as fo´rmulas (2.5) e (1.8) percebemos que S e´ o elemento inverso da func¸a˜o id
em relac¸a˜o ao produto de convoluc¸a˜o da a´lgebra L(H,H), i.e´, id ∗ S = S ∗ id = ηε.
Note, com isso, que a ant´ıpoda S e´ unicamente determinada por ser um inverso.
O pro´ximo resultado determina uma propriedade importante da ant´ıpoda.
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Proposic¸a˜o 2.2.2 Seja H uma a´lgebra de Hopf e S sua ant´ıpoda. Enta˜o S e´ anti-
homomorfismo de a´lgebras e anti-homomorfismo de coa´lgebras, ou seja, S : H −→ H op
e´ um homomorfismo de a´lgebras e S : H −→ H cope´ um homomorfismo de coa´lgebras.
Em outras palavras, temos que
S(gh) = S(h)S(g), g, h ∈ H e S(1) = 1 (2.7)
∆ ◦ S = τ ◦ (S ⊗ S) ◦∆ e ε ◦ S = ε. (2.8)
Prova. Aplicando o axioma da a´nt´ıpoda para identidade temos
S(1) = S(1)1 = µ(S ⊗ id)∆(1) = η(ε(1)) = ε(1)1 = 1.
Agora, mostremos que S(gh) = S(h)S(g) utilizando a notac¸a˜o de Sweedler (Veja o
apeˆndice C). Assim, usando o axioma da ant´ıpoda e o fato de ∆ e ε serem morfismos
de a´lgebras, temos que
S(h)S(g) =
∑
S(h(1)ε(h(2)))S(g(1)ε(g(2)))
=
∑
S(h(1))S(g(1))ε(g2)ε(h(2))
=
∑
S(h(1))S(g(1))ε(g(2)h(2))
=
∑
S(h(1))S(g(1))η(ε(g(2)h(2)))
=
∑
S(h(1))S(g(1))(g(2)h(2))(1)S((g(2)h(2))(2))
=
∑
S(h(1))S(g(1))g(2)h(2)S(g(3)h(3))
=
∑
S(h(1))η(ε(g(1)))h(2)S(g(2)h(3))
=
∑
S(h(1))h(2)ε(g(1))S(g(2)h(3))
=
∑
η(ε(h(1)))ε(g(1))S(g(2)h(2))
=
∑
ε(h(1))ε(g(1))S(g(2)h(2))
= S
((∑
ε(g(1))g(2)
)(∑
ε(h(1))h(2)
))
= S(gh),
provando a igualdade (2.7). Para mostrar a segunda relac¸a˜o usamos o fato de µ(S ⊗
id)∆(1) = ε(1)1 combinado com o fato que ∆(1) = 1 ⊗ 1 e ε(1) = 1. Calculando,
temos
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τ(S ⊗ S)∆(h) =
∑
S(h(2))⊗ S(h(1))
=
∑
S(h(2)ε(h(3)))⊗ S(h(1))
=
∑
(S(h(2))⊗ S(h(1)))(ε(h(3))1⊗ 1)
=
∑
(S(h(2))⊗ S(h(1)))(∆(h(3)S(h(4))))
=
∑
(S(h(2))⊗ S(h(1)))((h(3)S(h(4)))(1) ⊗ (h(3)S(h(4)))(2))
=
∑
(S(h2)⊗ S(h(1)))(h(3)(1) ⊗ h(3)(2))(S(h(4))(1) ⊗ S(h(4))(2))
=
∑
(S(h(2))⊗ S(h(1)))(h(3) ⊗ h(4))∆(S(h(5)))
=
∑
(S(h(2))h(3) ⊗ S(h(1))h(4))(∆(S(h(5))))
=
∑
(ε(h(2))1⊗ S(h(1))h(3))(∆(S(h(4))))
=
∑
(1⊗ S(h(1))h(2))(∆(S(h(3))))
=
∑
(1⊗ ε(h(1))1)(∆(S(h(2))))
=
∑
∆(ε(h(1))S(h(2)))
= ∆
(
S
(∑
ε(h(1))h(2)
))
= ∆(S(h)),
o que prova a primeira relac¸a˜o de (2.8). Ale´m do mais
ε(S(h)) = ε
(
S
(∑
ε(h(1))h(2)
))
=
∑
ε(S(ε(h(1))h(2)))
=
∑
ε(h(1))ε(S(h(2))) =
∑
ε(h(1)S(h(2)))
= ε(ε(h)1) = ε(h)ε(1) = ε(h).

Proposic¸a˜o 2.2.3 Para H uma a´lgebra de Hopf as seguintes condic¸o˜es sa˜o equiva-
lentes:
(i) S e´ invers´ıvel como transformac¸a˜o linear;
(ii) a bia´lgebra Hop e´ uma a´lgebra de Hopf;
(iii) a bia´lgebra Hcop e´ uma a´lgebra de Hopf.
Prova. (i) ⇒ (ii) Como S e´ invers´ıvel, S−1 tambe´m e´ anti-homomorfismo de a´lgebras
(proposic¸a˜o 2.2.2). Enta˜o, pela relac¸a˜o (2.7) segue-se que
µop(id⊗ S−1)∆(a) =
∑
S−1(a(2))a(1) =
∑
S−1(a(2))S
−1(S(a(1)))
= S−1
(∑
S(a(1))a(2)
)
= S−1(ε(a)1) = ε(a)1.
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Analogamente mostra-se que µop(S−1 ⊗ id)∆(a) = ε(a)1 para a ∈ H. Dessa forma,
vemos que S−1 e´ a ant´ıpoda da bia´lgebra Hop.
(ii) ⇒ (i) Seja Sop a ant´ıpoda da a´lgebra de Hopf Hop. Enta˜o
Sop(S(a)) = Sop
(
S
(∑
ε(a(2))a(1)
))
=
∑
ε(a(2))S
op(S(a(1)))
=
∑
(a(3)S
op(a(2)))S
op(S(a(1))) =
∑
a(3)S
op(S(a(1))a(2))
=
∑
a(2)S
op(ε(a(1))1) = aS
op(1) = a,
sendo ana´logo para S(Sop(a)) = a, a ∈ H. Consequentemente, Sop e´ a func¸a˜o inversa
de S.
(i) ⇒ (iii) De modo similar, como S e´ invers´ıvel, temos µ(id ⊗ S−1)∆op(a) =
µ(S−1 ⊗ id)∆op(a) = ε(a)1 , ∀a ∈ H. Ou seja, S−1 e´ uma ant´ıpoda para Hcop e
portanto Hcop e´ uma a´lgebra de Hopf.
(iii) ⇒ (i) Reciprocamente, se Hcop e´ uma a´lgebra de Hopf e Scop uma ant´ıpoda
para Hcop, procedendo como no caso anterior, mostramos que Scop = S−1.

Corola´rio 2.2.4 Se uma a´lgebra de Hopf H for comutativa ou cocomutativa, enta˜o
S2 = id.
Prova. Se H for comutativa, sabemos que H = Hop, i. e., S = Sop, o que pela
proposic¸a˜o 2.2.3 nos da´ S2(a) = S(S(a)) = S(Sop(a)) = S(S−1(a)) = a. Da mesma
forma, se H for cocomutativa, temos H = H cop, o que implica em S−1 = Scop, donde
segue o resultado.

2.3 Exemplos de a´lgebras de Hopf
Exemplo 2.3.1 Conforme o exemplo 2.1.8 temos que F(G) e´ uma bia´lgebra. Defina
um ant´ıpoda
S : F(G) −→ F(G)
f 7−→ s(f),
em que S(f)(x) = f(x−1). Enta˜o, dada a bia´lgebra (F(G), µ, η,∆, ε) do exemplo
2.1.8, segue-se que (F(G), µ, η,∆, ε, S) e´ uma a´lgebra de Hopf. Para verificar isto,
basta mostrar que S satisfaz o axioma da ant´ıpoda, i.e´,
µ(id⊗ S)∆(f)(x) =
∑
µ(f(1) ⊗ S(f(2)))(x) =
∑
f(1)(x) · S(f(2))(x)
=
∑
f(1)(x) · f(2)(x
−1) =
∑
(f(1) ⊗ f(2))(x, x
−1)
= ∆(f)(x, x−1) = f(xx−1) = f(e) = ε(f)(x) = (η ◦ ε)(f(x)).
Sendo ana´logo para µ(id⊗ S)∆ = η ◦ ε.
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Exemplo 2.3.2 Seja (KG, ∗, δe,∆, ε) a bia´lgebra do exemplo 2.1.9. Vamos mostrar
que a aplicac¸a˜o
S : KG −→ KG
δg 7−→ S(δg) = δg−1
e´ uma ant´ıpoda para a bia´lgebra KG. De fato, tomando µ como o produto de con-
voluc¸a˜o, µ(S ⊗ id)∆(δg) = S(δg) ∗ δg = δg−1 ∗ δg = δg−1g = δe = ε(δg), sendo o outro
lado ana´logo. Portanto, KG e´ uma a´lgebra de Hopf.
Exemplo 2.3.3 Pelo exemplo 2.1.10 temos que (U(g), µ, η,∆, ε) e´ uma bia´lgebra, em
que (U(g), µ, η) e´ a a´lgebra envolvente universal da definic¸a˜o 1.1.24 e (U(g),∆, ε) e´ a
coa´lgebra do exemplo 1.2.10. Defina em U(g) a ant´ıpoda
S : U(g) −→ U(g)
x 7−→ −x
Com isto segue-se que (U(g), µ, η,∆, ε, S) e´ uma a´lgebra de Hopf. Para ver isto, basta
mostrar que S satisfaz o axioma da ant´ıpoda. De fato,
µ(S ⊗ id)∆(x) = µ(S ⊗ id)(x⊗ 1+ 1⊗ x) = µ(−x⊗ 1+ 1⊗ x)
= −x · 1+ 1 · x = 0 = ε(x) · 1
e da mesma forma temos µ(id⊗ S)∆ = η ◦ ε.
Exemplo 2.3.4 (A´lgebra de Hopf dual) No exemplo 2.1.11 vimos que dual finito H ◦
de uma bia´lgebra H admite uma estrutura de bia´lgebra. A multiplicac¸a˜o e´ dada pelo
produto de convoluc¸a˜o com identidade dada por εH , o coproduto e´ definido por ∆(f) =∑n
i=1 fi ⊗ gi e a counidade e´ ε(f) = f(1). Vamos mostrar que esta bia´lgebra e´ uma
a´lgebra de Hopf com a ant´ıpoda definida por S(f)(a) = f(S(a)).
Para a ant´ıpoda, dada f ∈ H◦ e {fi, gi}
n
i=1 as func¸o˜es correspondentes, enta˜o
S(f)(ab) = f(S(ab)) = f(S(b)S(a)) =
n∑
i=1
fi(S(b))gi(S(a))
=
n∑
i=1
(gi ◦ S)(a)(fi ◦ S)(b).
Logo, S e´ fechada em H◦. Por fim, mostremos um dos lados do axioma da ant´ıpoda
sendo o outro ana´logo. Dada f ∈ H◦, {fi, gi}
n
i=1 suas func¸o˜es correspondentes me
lembrando que µ e´ o produto de convoluc¸a˜o, segue que
µ (S ⊗ id)∆(f)(a) = µ(S ⊗ id)
(
n∑
i=1
fi ⊗ gi
)
(a) = µ
(
n∑
i=1
S(fi)⊗ gi
)
(a)
=
n∑
i=1
S(fi) ∗ gi(a) =
n∑
i=1
∑
S(fi)(a(1))gi(a(2)) =
n∑
i=1
fi(S(a(1)))gi(a(2))
=
∑
f(S(a(1))a(2)) = f(εH(a)1) = f(1)εH(a) = ε(f)1H◦ .
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Apeˆndice A
Produto Tensorial
A.1 Definic¸a˜o e construc¸a˜o
Neste apeˆndice, daremos uma definic¸a˜o de produto tensorial entre espac¸os vetoriais
atrave´s de uma propriedade universal e faremos a contruc¸a˜o do produto tensorial.
Veremos alguns resultados elementares a respeito do produto tensorial, que sera˜o de
uso frequente na teoria desenvolvida ao longo de todo o texto. Todos os espac¸os
vetoriais sa˜o sobre um corpo K fixado. Utilizamos principalmente as refereˆncias [1] e
[2].
Definic¸a˜o A.1.1 Um produto tensorial entre dois espac¸os vetoriais V e W e´ um par
ordenado (T, ϕ), em que T e´ um espac¸o vetorial e ϕ : V ×W −→ T uma aplicac¸a˜o
bilinear tal que para todo espac¸o vetorial U e toda aplicac¸a˜o bilinear f : V ×W −→ U
existe uma u´nica aplicac¸a˜o linear f¯ : T −→ U de modo que f = f¯ ◦ ϕ.
V ×W
ϕ //
f
""E
EE
EE
EE
EE
EE
EE
EE
E T
f¯

U
Proposic¸a˜o A.1.2 O produto tensorial entre dois espac¸os vetoriais e´ u´nico a menos
de isomorfismo.
Prova. Sejam (T1, ϕ1) e (T2, ϕ2) ambos produtos tensoriais entre espac¸os vetoriais
V e W . Enta˜o existem aplicac¸o˜es bilineares
ϕ1 : V ×W −→ T1 e ϕ2 : V ×W −→ T2
tal que para quaisquer espac¸os vetoriais U1 e U2, e para quaisquer aplicac¸o˜es bilineares
f1 : V ×W −→ U1 e f2 : V ×W −→ U2
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existe uma u´nica aplicac¸a˜o linear f¯1 : T1 −→ U1 e uma outra u´nica aplicac¸a˜o linear
f¯2 : T2 −→ U2 de modo que
f1 = f¯1 ◦ ϕ1 e f2 = f¯2 ◦ ϕ2.
V ×W
f1
""E
EE
EE
EE
EE
EE
EE
EE
E
ϕ1 // T1
f¯1

V ×W
f2
""E
EE
EE
EE
EE
EE
EE
EE
E
ϕ2 // T2
f¯2

U1 U2
Tomando U1 = T2, U2 = T1, f1 = ϕ2 e f2 = ϕ1 segue que
ϕ2 = f¯1 ◦ ϕ1 e ϕ1 = f¯2 ◦ ϕ2.
V ×W
ϕ2
""E
EE
EE
EE
EE
EE
EE
EE
E
ϕ1 // T1
f¯1

V ×W
ϕ1
""E
EE
EE
EE
EE
EE
EE
EE
E
ϕ2 // T2
f¯2

T2 T1
Logo,
ϕ1 = f¯2 ◦ (f¯1 ◦ ϕ1) e ϕ2 = f¯1 ◦ (f¯2 ◦ ϕ2),
o que implica em
f¯1 ◦ f¯2 = IdT2 e f¯2 ◦ f¯1 = IdT1 .
Portanto T1 ' T2.

Vamos agora construir um produto tensorial.
Sejam V e W espac¸os vetorias. Tome o espac¸o gerado por V ×W
〈V ×W 〉 =
{∑
i
λi(vi, wi); vi ∈ V, wi ∈ W, λi = 0 a menos de uma quantidade finita
}
Sejam
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D1 = {(v1 + v2, w)− (v1, w)− (v2, w); v1, v2 ∈ V,w ∈ W} ;
D2 = {(v, w1 + w2)− (v, w1)− (v, w2);w1, w2 ∈W, v ∈ V } ;
D3 = {λ(v, w)− (λv, w); v ∈ V,w ∈ W,λ ∈ K} ;
D4 = {λ(v, w)− (v, λw); v ∈ V,w ∈ W,λ ∈ K} .
Defina D = D1 ∪ D2 ∪ D3 ∪ D4 e denote o quociente V ⊗W = 〈V ×W 〉/〈D〉.
Denote tambe´m por ϕ˜ a projec¸a˜o canoˆnica de 〈V ×W 〉 em V ⊗W e por ı a inclusa˜o
natural de V ×W em 〈V ×W 〉. Enta˜o, podemos definir ϕ = ϕ˜◦ ı : V ×W −→ V ⊗W
e observe que ϕ(V × W ) gera V ⊗ W , pois se x = (
∑n
i=0 λi(vi, wi)) + 〈D〉 enta˜o
x =
∑n
i=0 λi ((vi, wi) + 〈D〉) =
∑n
i=0 λiϕ(vi, wi). A classe [(v, w)] ∈ 〈V ×W 〉/〈D〉 sera´
denotada por v ⊗ w.
Proposic¸a˜o A.1.3 Nas condic¸o˜es acima o par (V ⊗ W,ϕ) e´ um produto tensorial
entre V e W .
Prova. Primeiramente, temos que mostrar que ϕ e´ bilinear. Mas como ϕ˜ leva os
elementos de 〈D〉 em 0, em particular para os elementos de D temos que ϕ = ϕ˜ ◦ ı e´
tal que
(v1 + v2)⊗ w = v1 ⊗ w + v2 ⊗ w, (A.1)
v ⊗ (w1 + w2) = v ⊗ w1 + v ⊗ w2, (A.2)
λ(v ⊗ w) = (λv)⊗ w, (A.3)
λ(v ⊗ w) = v ⊗ (λw). (A.4)
Logo ϕ e´ bilinear. Agora sejam U um espac¸o vetorial sobre K e f : V ×W −→ U
uma func¸a˜o bilinear. Defina f¯ : V ⊗W −→ U , com
f¯
(
n∑
i=1
vi ⊗ wi
)
=
n∑
i=1
f(vi, wi).
Note que f¯ esta´ bem definida. Se
∑n
i=1 vi ⊗ wi = 0, enta˜o
∑n
i=1 (vi, wi) ∈ 〈D〉.
Logo, f¯ (
∑n
i=1 vi ⊗ wi) =
∑n
i=1 f(vi, wi) = 0, pois f se anula nas combinac¸o˜es lineares
referentes a D.
Se supormos a existeˆncia de outra func¸a˜o linear g : V ⊗W −→ U tal que g ◦ϕ = f
teremos que
43
g(
n∑
i=1
vi ⊗ w1
)
=
n∑
i=1
g(vi ⊗ wi)
=
n∑
i=1
(g ◦ ϕ)(vi, wi)
=
n∑
i=1
f(vi, wi)
= f¯
(
n∑
i=1
vi ⊗ wi
)
=⇒ g = f¯ ,
e, portanto, (V ⊗W,ϕ) e´ um produto tensorial entre os espac¸os vetoriais V e W .

Mostramos assim a existeˆncia de um produto tensorial e, como este e´ u´nico a menos
de isomorfismo, sempre que mencionarmos produto tensorial estaremos nos referindo a
este que acabamos de construir. Ale´m disso, pela igualdade A.3 dados v ∈ V e w ∈W
podemos escrever
v ⊗ w = [(v, w)] =
[
n∑
i
λi(vi, wi), vi ∈ V,wi ∈W
]
=
n∑
i=1
λi [(vi, wi)] =
n∑
i=1
λi(vi ⊗ wi) =
n∑
i=1
(v′i ⊗ wi)
para λivi = v
′
i. Esta u´ltima maneira de escrever mostra que na˜o precisamos de coefi-
cientes para escrevermos um elemento de V ⊗W .
A.2 Alguns resultados
A partir de agora, mostraremos alguns resultados com o produto tensorial que sa˜o
utilizados ao longo de todo o texto.
Na proposic¸a˜o seguinte falaremos da func¸a˜o produto tensorial.
Proposic¸a˜o A.2.1 Sejam V, V ′,W,W ′ espac¸os vetoriais, f : V −→ W e f ′ : V ′ −→
W ′ homomorfismos de espac¸os vetoriais. Enta˜o existe um u´nico homomorfismo de
espac¸os veotriais f ⊗ f ′ : V ⊗ V ′ −→ W ⊗W ′, que nos geradores e´ dado por (f ⊗
f ′)(v ⊗ v′) = f(v)⊗ f ′(v′).
Prova. Defina a func¸a˜o
g : V × V ′ −→ W ⊗W ′
(v, w) 7−→ f(v)⊗ f ′(v′).
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Como f e f ′ sa˜o homomorfismos, segue que
g(v, v′1 + λv
′
2) = f(v)⊗ f
′(v′1 + λv
′
2)
= f(v)⊗ (f ′(v′1) + λf
′(v′2))
= f(v)⊗ f ′(v′1) + λ(f(v)⊗ f
′(v′2))
= g(v, v′1) + λg(v, v
′
2),∀v ∈ V,∀v
′
1, v
′
2 ∈ V
′,∀λ ∈ K.
E analogamente g(λv1 + v2, v
′) = λg(v1, v
′) + g(v2, v
′), assim g e´ bilinear. Con-
sequentemente existe uma u´nica func¸a˜o linear g¯ : V ⊗ V ′ −→ W ⊗ W ′ tal que
g¯(v ⊗ v′) = g(v, v′) = f(v)⊗ f ′(v′).
V × V ′
g
$$I
II
II
II
II
II
II
II
II
I
ϕ // V ⊗ V ′
g¯

W ⊗W ′
Defina (f ⊗ f ′) = g¯. Como f e f ′ sa˜o homomorfismos de espac¸os vetoriais, e´ fa´cil
verificar que f ⊗ f ′ e´ homomorfismo de espac¸os vetoriais.

Proposic¸a˜o A.2.2 Sejam V um espac¸o vetorial e K um corpo. enta˜o K⊗ V ' V '
V ⊗K.
Prova. Mostremos que V e´ o produto tensorial entre K e V . Para isso, seja
ϕ : K× V −→ V
(λ, v) 7−→ λv ,
que e´ claramente bilinear. Agora, para todo espac¸o vetorial U e para toda func¸a˜o
bilinear f : K × V −→ V defina f¯ : V −→ U , com f¯(v) = f(1, v). Desse modo f¯ e´
linear pois f e´ bilinear, e vemos que
(f¯ ◦ ϕ)(λ, v) = f¯(ϕ(λ, v)) = f¯(λv) = f(1, λv) = f(λ, v), ∀(λ, v) ∈ K× V.
Logo f¯ ◦ϕ = f . E se existir uma func¸a˜o linear g : V −→ U tal que g ◦ϕ = f , enta˜o
g(v) = g(ϕ(1, v)) = (g ◦ ϕ)(1, v) = f(1, v) = f¯(v), ∀v ∈ V.
Segue que f¯ e´ u´nica e, portanto, K ⊗ V ' V . Com racioc´ınio ana´logo mostra-se
que V ' V ⊗K.
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Proposic¸a˜o A.2.3 Sejam V e W espac¸os vetorias. Se (V ⊗W,ϕ1) e´ o produto tenso-
rial entre V eW , e (W⊗V, ϕ2) e´ produto tensorial entreW e V , enta˜o V ⊗W ' W⊗V
como espac¸os vetoriais.
Prova.
Defina
ψ1 : W × V −→ V ×W
(w, v) 7−→ (v, w),
e considere a func¸a˜o composic¸a˜o
ϕ1 ◦ ψ1 : W × V −→ V ⊗W
(w, v) 7−→ v ⊗ w.
Vejamos que ϕ1 ◦ ψ1 e´ bilinear. Dados w,w
′ ∈ W, v ∈ V e λ ∈ K, teremos que
ϕ1 ◦ ψ1(w + λw
′, v) = ϕ1(ψ1(w + λw
′, v))
= ϕ1(v, w + λw
′)
= v ⊗ (w + λw′)
= v ⊗ w + λ(v ⊗ w′)
= ϕ1(v, w) + λϕ1(v, w
′)
= ϕ1(ψ1(w, v)) + λϕ1(ψ1(w
′, v))
= (ϕ1 ◦ ψ1)(w, v)) + λ(ϕ1 ◦ ψ1)(w
′, v)).
Analogamente, (ϕ1 ◦ ψ1)(w, v + λv
′) = (ϕ1 ◦ ψ1)(w, v) + λ(ϕ1 ◦ ψ1)(w, v
′). Por
conseguinte existe uma u´nica func¸a˜o linear f : W⊗V −→ V⊗W tal que f◦ϕ2 = ϕ1◦ψ1.
W × V
ϕ1◦ψ1
$$I
II
II
II
II
II
II
II
II
ϕ2 // W ⊗ V
f

V ⊗W
Note que
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f(
n∑
i=1
wi ⊗ vi
)
= f
(
ϕ2
(
n∑
i=1
(wi, vi)
))
= (f ◦ ϕ2)
(
n∑
i=1
(wi, vi)
)
= (ϕ1 ◦ ψ1)
(
n∑
i=1
(wi, vi)
)
= ϕ1
(
ψ1
(
n∑
i=1
(wi, vi)
))
= ϕ1
(
n∑
i=1
(vi, wi)
)
=
n∑
i=1
ϕ1(vi, wi) =
n∑
i=1
vi ⊗ wi.
Da mesma forma definimos
ψ2 : V ×W −→ W × V
(v, w) 7−→ (w, v)
e
ϕ2 ◦ ψ2 : V ×W −→ W ⊗ V
(v, w) 7−→ w ⊗ v.
Observamos que ϕ2 ◦ ψ2 e´ bilinear. Enta˜o existe uma u´nica func¸a˜o linear g :
V ⊗W −→ W ⊗ V tal que g ◦ ϕ1 = ϕ2 ◦ ψ2.
V ×W
ϕ2◦ψ2
$$I
II
II
II
II
II
II
II
II
ϕ1 // V ⊗W
g

W ⊗ V
E teremos
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g(
n∑
i=1
vi ⊗ wi
)
= g
(
ϕ1
(
n∑
i=1
(vi, wi)
))
= (g ◦ ϕ1)
(
n∑
i=1
(vi, wi)
)
= (ϕ2 ◦ ψ2)
(
n∑
i=1
(vi, wi)
)
= ϕ2
(
ψ2
(
n∑
i=1
(vi, wi)
))
= ϕ2
(
n∑
i=1
(wi, vi)
)
=
n∑
i=1
ϕ2(wi, vi) =
n∑
i=1
wi ⊗ vi.
Com isso, segue que
(g ◦ f)
(
n∑
i=1
wi ⊗ vi
)
= g
(
f
(
n∑
i=1
wi ⊗ vi
))
= g
(
n∑
i=1
vi ⊗ wi
)
=
n∑
i=1
wi ⊗ vi
e
(f ◦ g)
(
n∑
i=1
vi ⊗ wi
)
= f
(
g
(
n∑
i=1
vi ⊗ wi
))
= f
(
n∑
i=1
wi ⊗ vi
)
=
n∑
i=1
vi ⊗ wi.
Logo, g ◦f = IdW⊗V e f ◦g = IdV⊗W . Concluimos portanto que V ⊗W ' W ⊗V .

Proposic¸a˜o A.2.4 Seja ((V ⊗W ) ⊗ U, ϕ1) o produto tensorial entre (V ⊗W ) e U ,
e (V ⊗ (W ⊗ U), ϕ2) o produto tensorial entre V e (W ⊗ U). Enta˜o (V ⊗W )⊗ U '
V ⊗ (W ⊗ U) como espac¸os vetoriais.
Prova. Defina a func¸a˜o
f : V × (W ⊗ U) −→ (V ⊗W )⊗ U(
v,
n∑
i=1
wi ⊗ ui
)
7−→
n∑
i=1
(v ⊗ wi)⊗ ui
Mostremos que f e´ bilinear. Para isso, sejam v1, v2 ∈ V ,
∑n
i=1wi ⊗ ui,
∑m
j=1wj ⊗
uj ∈ W ⊗ U e α, β ∈ K. Fac¸a βwj = wn+j e uj = un+j, da´ı teremos que
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f(
v1 + αv2,
n∑
i=1
wi ⊗ ui + β
m∑
j=1
wj ⊗ uj
)
= f
(
v1 + αv2,
n+m∑
i=1
wi ⊗ ui
)
=
n+m∑
i=1
((v1 + αv2)⊗ wi)⊗ ui
=
n+m∑
i=1
(v1 ⊗ wi + (αv2)⊗ wi)⊗ ui
=
n+m∑
i=1
(v1 ⊗ wi)⊗ ui + ((αv2)⊗ wi)⊗ ui
=
n∑
i=1
(v1 ⊗ wi)⊗ ui + ((αv2)⊗ wi)⊗ ui
+
m∑
j=1
(v1 ⊗ (βwj))⊗ uj + ((αv2)⊗ (βwj))⊗ uj
=
n∑
i=1
(v1 ⊗ wi)⊗ ui + α
n∑
i=1
(v2 ⊗ wi)⊗ ui
+ β
m∑
j=1
(v1 ⊗ wj)⊗ uj + αβ
m∑
j=1
(v2 ⊗ wj)⊗ uj
= f
(
v1,
n∑
i=1
wi ⊗ ui
)
+ αf
(
v2,
n∑
i=1
wi ⊗ ui
)
+ βf
(
v1,
m∑
j=1
wj ⊗ uj
)
+ αβf
(
v2,
m∑
j=1
wj ⊗ uj
)
.
Assim, pela propriedade universal, existe u´nica func¸a˜o linear f¯ : V ⊗ (W ⊗U) −→
(V ⊗W )⊗ U tal que f = f¯ ◦ ϕ2.
V × (W ⊗ U)
f
&&NN
NN
NN
NN
NN
NN
NN
NN
NN
NN
N
ϕ2 // V ⊗ (W ⊗ U)
f¯

(V ⊗W )⊗ U
Observe ainda que
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f¯(
n∑
i=1
vi ⊗ (wi ⊗ ui)
)
= f¯
(
ϕ2
(
n∑
i=1
(vi, wi ⊗ ui)
))
= (f¯ ◦ ϕ2)
(
n∑
i=1
(vi, wi ⊗ ui)
)
= f
(
n∑
i=1
(vi, wi ⊗ ui)
)
=
n∑
i=1
f(vi, wi ⊗ ui) =
n∑
i=1
(vi ⊗ wi)⊗ ui.
Agora defina
g : (V ⊗W )× U −→ V ⊗ (W ⊗ U)(
n∑
i=1
vi ⊗ wi, u
)
7−→
n∑
i=1
vi ⊗ (wi ⊗ u)
Da mesma maneira que mostramos que f e´ bilinear mostra-se que g e´ bilinear.
Enta˜o, existe uma u´nica func¸a˜o linear g¯ : (V ⊗W ) ⊗ U −→ V ⊗ (W ⊗ U) de forma
que g = g¯ ◦ ϕ1.
(V ⊗W )× U
g
&&NN
NN
NN
NN
NN
NN
NN
NN
NN
NN
N
ϕ1 // (V ⊗W )⊗ U
g¯

V ⊗ (W ⊗ U)
E note que
g¯
(
n∑
i=1
(vi ⊗ wi)⊗ ui
)
= g¯
(
ϕ1
(
n∑
i=1
(vi ⊗ wi, ui)
))
= (g¯ ◦ ϕ1)
(
n∑
i=1
(vi ⊗ wi, ui)
)
= g
(
n∑
i=1
(vi ⊗ wi, ui)
)
=
n∑
i=1
g(vi ⊗ wi, ui) =
n∑
i=1
vi ⊗ (wi ⊗ ui).
Dessa forma, percebemos que
(f¯ ◦ g¯)
(
n∑
i=1
(vi ⊗ wi)⊗ ui
)
= f¯
(
g¯
(
n∑
i=1
(vi ⊗ wi)⊗ ui
))
= f¯
(
n∑
i=1
vi ⊗ (wi ⊗ ui)
)
=
n∑
i=1
(vi ⊗ wi)⊗ ui =⇒ f¯ ◦ g¯ = Id(V⊗W )⊗U
e
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(g¯ ◦ f¯)
(
n∑
i=1
vi ⊗ (wi ⊗ ui)
)
= g¯
(
f¯
(
n∑
i=1
vi ⊗ (wi ⊗ ui)
))
= g¯
(
n∑
i=1
(vi ⊗ wi)⊗ ui
)
=
n∑
i=1
vi ⊗ (wi ⊗ ui) =⇒ g¯ ◦ f¯ = IdV⊗(W⊗U).
donde segue que (V ⊗W )⊗ U ' V ⊗ (W ⊗ U).

Agora vamos estabelecer uma base para um espac¸o vetorial V ⊗W .
Proposic¸a˜o A.2.5 Sejam V e W espac¸os vetoriais com bases {ei}i∈I , e {fj}j∈J re-
spectivamente, enta˜o {ei ⊗ fj}i∈I,j∈J e´ uma base para V ⊗W .
Prova. Ja´ vimos que os elementos da forma v ⊗ w geram V ⊗W , mas para v ∈ V
e w ∈ W podemos escrever v =
∑n
l=1 αileil e w =
∑m
k=1 βjkfjk , donde v ⊗ w =∑n
l=1
∑m
k=1 αilβjk(eil ⊗ fjk) e portanto {ei ⊗ fj}i∈I,j∈J e´ um conjunto de geradores
para V ⊗W .
Temos que mostrar ainda que o conjunto {ei ⊗ fj}i∈I,j∈J e´ LI. Para isso suponha
que a seguinte soma finita seja nula
n∑
l=1
m∑
k=1
αil,jk(eil ⊗ fjk) = 0,
na˜o havendo pares de ı´ndices (il, jk) repetidos. Para cada par de ı´ndices (il, jk) que
aparece na soma, defina o funcional linear θil,jk = dxil ⊗dyjk , em que dxil e o funcional
de V que na base e´ dado por dxil(ei) = δil,i e dyjk e´ o funcional de W que na base e´
dado por dyjk(fj) = δjk,j. Para cada par de ı´ndices (il, jk), aplicando θil,jk em ambos
os lados da soma, temos αil,jk = 0, ou seja, {ei ⊗ fj}i∈I,j∈J e´ LI.

Observe que se dimV < ∞ e dimW < ∞, segue de imediato que dim(V ⊗W ) =
dim(V )dim(W ).
Proposic¸a˜o A.2.6 Nas condic¸o˜es da proposic¸a˜o anterior, se v ⊗ w = 0 em V ⊗W
enta˜o v = 0 ou w = 0.
Prova. Vamos supor v 6= 0 e vamos mostrar que w = 0. Dessa forma, podemos
escrever v =
∑n
k=1 αikeik com todos os αik na˜o nulos. Como w =
∑m
l=1 βjlfjl , enta˜o
v ⊗ w =
(
n∑
k=1
αikeik
)
⊗
(
m∑
l=1
βjlfjl
)
=
n∑
k=1
m∑
l=1
αikβjl(eik ⊗ fjl) = 0
Pela proposic¸a˜o anterior , temos que αikβjl = 0 para todo par de ı´ndices (ik, jl).
Mas como escolhemos αik 6= 0 para todo ı´ndice ik, segue que βjl = 0 para todo ı´ndice
jl e, portanto, w = 0.
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Observac¸a˜o A.2.7 Note que para um elemento
∑n
j=1 vj⊗wj ∈ V ⊗W , sem perda de
generalidade, podemos supor que {vj}
n
j=1 ou {wj}
n
j=1 e´ LI. Se supormos que {wj}
n
j=1
na˜o e´ LI, enta˜o existe um subconjunto finito {fjk}
m
k=1 da base {fj}j∈J de W de modo
que todos wj podem ser escritos da forma wj =
∑m
k=1 βjkfjk . Logo, podemos escrever
n∑
j=1
vj ⊗ wj =
n∑
j=1
vj ⊗
(
m∑
k=1
βjkfjk
)
=
m∑
k=1
(
n∑
j=1
βjkvj
)
⊗ fjk ,
o que faz com que as segundas entradas fiquem LI.
Proposic¸a˜o A.2.8 Sejam V1, ..., Vn, U espac¸os vetoriais e f : V1× ...×Vn −→ U uma
func¸a˜o n-linear, enta˜o existe uma u´nica func¸a˜o f¯ : V1 ⊗ ... ⊗ Vn −→ U de modo que
f(v1, ..., vn) = f¯(v1 ⊗ ...⊗ vn).
Prova. Faremos por induc¸a˜o sobre n. O caso n = 2 vem da definic¸a˜o de produto
tensorial. Suponha o resultado va´lido para 2 ≤ i ≤ n − 1, enta˜o para cada vn ∈ Vn
fixado a func¸a˜o fvn : V1×...×Vn−1 −→ U dada por fvn(v1, ..., vn−1) = f(v1, ..., vn−1, vn)
e´ (n-1)-linear, logo, existe uma u´nica func¸a˜o linear f¯vn : V1 ⊗ ...⊗ Vn−1 −→ U tal que
f¯vn(v1 ⊗ ...⊗ vn−1) = f(v1, ..., vn−1, vn). Defina enta˜o a func¸a˜o fˆ : (V1 ⊗ ...⊗ Vn−1)×
Vn −→ U , com fˆ(v1⊗ ...⊗ vn−1, vn) = f¯vn(v1⊗ ...⊗ vn−1). Por construc¸a˜o fˆ e´ bilinear,
donde segue o resultado.

Proposic¸a˜o A.2.9 Sejam V um espac¸o vetorial de dimensa˜o finita n e V ′ o dual
alge´brico de V . Enta˜o V ′ ⊗ ...⊗ V ′︸ ︷︷ ︸
m vezes
' (V ⊗ ...⊗ V︸ ︷︷ ︸
m vezes
)′.
Prova. Vejamos o caso em que m = 2. Defina a func¸a˜o
Φ : V ′ × V ′ −→ (V ⊗ V )′
(f, g) 7−→ Φ(f, g)(v ⊗ w)
em que Φ(f, g)(v ⊗ w) = f(v)g(w) para v, w ∈ V .
A aplicac¸a˜o Φ e´ bilinear, pois dadas f1, f2, g ∈ V
′ e λ ∈ K, temos
Φ(f1 + λf2, g)(v ⊗ w) = (f1 + λf2)(v)g(w) = f1(v)g(w) + λf2(v)g(w)
= Φ(f1, g)(v ⊗ w) + λΦ(f2, g)(v ⊗ w).
Com isto, podemos estender Φ para o produto tensorial, i.e´, existe uma u´nica Φ̂ tal
que o diagrama abaixo comute
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V ′ × V ′
ϕ //
Φ &&MM
MM
MM
MM
MM
V ′ ⊗ V ′
Φ̂

(V ⊗ V )′
A func¸a˜o ϕ e´ a mesma da contruc¸a˜o do protudo tensorial (proposic¸a˜o A.1.3) e
Φ̂
(
k∑
i=1
fi ⊗ gi
)
(v ⊗ w) =
k∑
i=1
fi(v)gi(w)
= Φ(f, g)(v ⊗ w) = f(v)g(w).
Mostremos que Φ̂ e´ bijetiva. Seja
∑k
i=1 fi ⊗ gi ∈ V
′ ⊗ V ′, com {fi}
k
i=1 LI ( observac¸a˜o
A.2.7), tal que Φ̂
(∑k
i=1 fi ⊗ gi
)
= 0. Como e´ {fi}
k
i=1 LI, pelo lema 1.4.1, existem
{vi}
k
i=1 ∈ V de modo que fi(vj) = δij, i, j ∈ {1, ..., k}. Logo, para cada j ∈ {1, ...k},
gj(w) =
k∑
i=1
δijgi(w) =
k∑
i=1
fi(vj)gi(w) = Φ̂
(
k∑
i=1
fi ⊗ gi
)
(vj ⊗ w) = 0
para w ∈ V arbitra´rio. Segue-se que gj ≡ 0,∀j ∈ {1, ..., k}, o que implica em∑k
i=1 fi ⊗ gi ≡ 0. Donde temos que ker(Φ̂) = 0 e portanto Φ̂ e´ injetiva.
Agora, pelo fato de n = dim(V ) = dim(V ′), e utilizando a proposic¸a˜o A.2.5,
vemos que dim((V ⊗ V )′) = dim(V ⊗ V ) = (dimV )2 = (dim(V ′))2 = dim(V ′ ⊗ V ′).
Concluimos, como Φ̂ e´ linear e injetiva, que Φ̂ e´ sobrejetiva, de modo que V ′ ⊗ V ′ '
(V ⊗ V )′.
Suponhamos, por hipo´tese de induc¸a˜o, que (V ′)⊗m ' (V ⊗m)′, em que (V ′)⊗m =
V ′ ⊗ ...⊗ V ′︸ ︷︷ ︸
m vezes
e (V ⊗m)′ = (V ⊗ ...⊗ V︸ ︷︷ ︸
m vezes
)′. Defina
Ψ : (V ′)⊗m × V ′ −→ (V ⊗(m+1))′(
k∑
i=1
f1i ⊗ · · · ⊗ fmi , fm+1
)
7−→ Ψ
(
k∑
i=1
f1i ⊗ · · · ⊗ fmi , fm+1
)
em que Ψ
(∑k
i=1 f1i ⊗ · · · ⊗ fmi , fm+1
)
(v1⊗· · ·⊗vm) =
(∑k
i=1 f1i(v1) · · · fmi(vm)
)
fm+1(vm+1).
Agora, da mesma forma como fizemos anteriomente, Ψ e´ bilinear, logo pode ser
estendida para Ψ̂ : (V ′)⊗(m+1) −→ (v⊗(m+1))′ no produto tensorial. Como V tem di-
mensa˜o finita, (V ′)⊗m tambe´m tem dimensa˜o finita. A injetividade e a sobrejetividade
de Ψ̂ prova-se de modo ana´logo.

Proposic¸a˜o A.2.10 Sejam V e W espac¸os vetoriais, e T : V −→ W uma func¸a˜o
linear. Enta˜o ker(T ⊗ T ) = ker(T )⊗ V + V ⊗ ker(T ).
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Prova. E´ claro que ker(T ) ⊗ V + V ⊗ ker(T ) ⊆ ker(T ⊗ T ). A outra inclusa˜o
mostraremos por induc¸a˜o sobre n, em que n e´ o nu´mero de termos de algum somato´rio∑n
i=1 vi ⊗ wi com {wi}
n
i=1 LI representando um elemento x ∈ ker(T ⊗ T ), o que e´
poss´ıvel de acordo com a observac¸a˜o A.2.7. Para n = 1, temos x = v ⊗ w. Aplicando
T ⊗ T em x segue que T (v) ⊗ T (w) = 0. Logo, pela proposic¸a˜o A.2.6 temos que
T (v) = 0 ou T (w) = 0, ou seja, x ∈ ker(T )⊗ V + V ⊗ ker(T ).
Suponha va´lido para n − 1, tome x =
∑n
i=1 vi ⊗ wi ∈ ker(T ⊗ T ) e suponha que
existe i0 tal que T (vi0) 6= 0 e T (wi0) 6= 0. Em particular existe um funcional f ∈ W
′
de modo que f(T (wi0)) 6= 0. Para j 6= i0 defina kj =
f(T (wj))
f(T (wi0))
e wj = wj − kjwi0 ; e
para i0 defina wi0 = wi0 . Observe que f(T (wj)) = 0,∀j 6= ii0 e que {wj}
n
j=1 continua
sendo LI. De fato,
n∑
i=1
αjwj = 0 =⇒
n∑
j=1,j 6=i0
αj(wj − kjwi0) + αi0wi0
=
n∑
j=1,j 6=i0
αjwj −
((
n∑
j=1,j 6=i0
αjkj
)
+ αi0
)
wi0 = 0.
Como {wi}
n
i=1 e´ LI segue que αj = 0,∀j 6= i0, e voltando a` igualdade do lado
esquerdo da implicac¸a˜o temos que αj = 0.
Podemos enta˜o escrever x =
∑n
i=1 vi ⊗ wi, em que vj = vj para j 6= i0 e vi0 =
vi0 +
∑
j=1,j 6=i0
kjvj. Afirmamos que vi0 ∈ ker(T ), de fato se T (vi0) 6= 0, enta˜o existe
g ∈W ′ tal que g(T (vi0)) 6= 0 e, dessa forma
0 = (g ⊗ f)((T ⊗ T )(x)) = (g ⊗ f)
(
(T ⊗ T )
(
n∑
i=1
vi ⊗ wi
))
=
n∑
i=1
g(T (vi))f(T (wi)) = g(T (vi0))f(T (wi0)) 6= 0
o que e´ um absurdo. Por conseguinte temos
(T ⊗ T )
(
n∑
j=1,j 6=i0
vj ⊗ wj
)
= (T ⊗ T )
(
n∑
j=1
vj ⊗ wj
)
− (T ⊗ T )(vi0 ⊗ wi0) = 0.
Pela hipo´tese de induc¸a˜o
∑n
j=1,j 6=i0
vj ⊗ wj ∈ ker(T ) ⊗ V + V ⊗ ker(T ) e como
vi0 ∈ ker(T ), segue que vi0 ⊗ wi0 ∈ ker(T ) ⊗ V . Portanto x =
∑n
j=1 vj ⊗ wj ∈
ker(T )⊗ V + V ⊗ ker(T ). Caso na˜o existisse i0 com T (vi0) 6= 0 e T (wi0) 6= 0, enta˜o x
ja´ estaria escrito como elemento de ker(T )⊗ V + V ⊗ ker(T ).

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Apeˆndice B
Notac¸a˜o de Sweedler
Este apeˆndice foi retirado da dissertac¸a˜o de mestrado de GONC¸ALVES [2] e tem
como objetivo deixar o texto autocontido. E atrave´s dele podemos justificar a notac¸a˜o
de Sweedler para o coproduto. Tal notac¸a˜o pode codificar a informac¸a˜o necessa´ria de
maneira simples de modo a demonstrar resultados relacionados com um esforc¸o signi-
ficativamente menor em comparac¸a˜o a utilizar diagramas comutativos ou composic¸a˜o
de func¸o˜es.
B.1 Coproduto
Nesta sec¸a˜o C denotara´ uma coa´lgebra e H um a´lgebra de Hopf.
Conforme mencionado em (1.6) estaremos usando a seguinte notac¸a˜o para o copro-
duto: ∆(c) =
∑
c(1) ⊗ c(2),∀c ∈ C. Fixada esta notac¸a˜o para o coproduto, estaremos
interessados em aplicar func¸o˜es em ∆(c). Mais especificamente, aplicaremos o produto
tensorial de func¸o˜es e utilizaremos a notac¸a˜o (f ⊗g)∆(c) =
∑
f(c(1))⊗ g((2)), ou seja,
esta notac¸a˜o para func¸o˜es significa simplesmente que aplicamos cada func¸a˜o na sua
respectiva coordenada do produto tensorial. Esse tipo de interpretac¸a˜o e´ justificada
pela proposic¸ao A.2.1 que tem como consequencia se x =
∑n
i=1 vi ⊗ wi =
∑n
i=1 vi ⊗ wi
enta˜o (f ⊗ g)(x) =
∑n
i=1 f(vi)⊗ g(wi) =
∑n
i=1 f(vi)⊗ g(wi).
Temos tambe´m, ao aplicarmos o coproduto apo´s o outro, as notac¸o˜es (∆⊗id)∆(c) =∑
c(1)(1) ⊗ c(1)(2) ⊗ c(2) e (id ⊗ ∆)∆(c) =
∑
c(1) ⊗ c(2)(1) ⊗ c(2)(2). Indutivamente cri-
amos notac¸o˜es para o coproduto sendo aplicado diversas vezes, por exemplo (∆⊗ id⊗
id) ◦ ∆(c) =
∑
c(1)(1)(1) ⊗ c(1)(1)(2) ⊗ c(1)(2) ⊗ c(2). Conforme provaremos na pro´xima
proposic¸a˜o a co-associatividade se estende ao aplicarmos o coproduto diversas vezes,
e esse u´ltimo elemento sera´ escrito simplesmente por
∑
c(1) ⊗ c(2) ⊗ c(3) ⊗ c(4).
Antes do primeiro resultado, denotaremos por ∆i,n a aplicac¸a˜o em C
⊗n que aplica
o coproduto exatamente na i−e´sima entrada, por exemplo ∆2,3 = id⊗∆⊗ id.
Proposic¸a˜o B.1.1 Para C uma coa´lgebra, e´ va´lido
∆in,n ◦∆in−1,n−1 ◦ ... ◦∆i2,2 ◦∆i1,1 = ∆jn,n ◦∆jn−1,n−1 ◦ ... ◦∆j2,2 ◦∆j1,1
para qualquer escolha de ı´ndices 1 ≤ ik, jk ≤ k, 1 ≤ k ≤ n.
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Prova. Procederemos por induc¸a˜o sobre n. O caso n = 2 vem do axioma da coasso-
ciatividade e note que deste axioma tambe´m temos que ∆i,n′ ◦∆i,n′−1 = ∆i+1,n′ ◦∆i,n′−1
para 1 ≤ i ≤ n′ − 1.
Suponha va´lido para n − 1. Se in = jn basta substituir ik por jk para todo
1 ≤ k ≤ n − 1, o que e´ poss´ıvel pela hipo´tese de induc¸a˜o. Suponha enta˜o, sem
perda de generalidade, que in < jn. Pela hipo´tese de induc¸a˜o podemos trocar in−1
por in, isto e´, podemos escrever ∆in,n ◦∆in−1,n−1 ◦ ... = ∆in,n ◦∆in,n−1 ◦ ..., e utilizar
a observac¸a˜o do para´grafo anterior para em seguida trocar in por in + 1, ou seja,
∆in,n ◦ ∆in,n1 ◦ ... = ∆in+1,n ◦ ∆in,n−1 ◦ .... Se in + 1 < jn, basta igualar os demais
ı´ndices como no caso anterior, sena˜o troque in−1 por in + 1 e in + 1 por in + 2 e
assim sucessivamente ate´ igualar os ı´ndices i e j de sub´ındice n. Os demais podem ser
igualados pela hipo´tese de induc¸a˜o.

Por causa dessa proposic¸a˜o, iremos denotar ∆in,n ◦∆in−1,n−1 ◦ ... ◦∆i2,2 ◦∆i1,1(c) =∑
c(1) ⊗ c(2) ⊗ ...⊗ c(n) ⊗ c(n+1). Observe que o maior ı´ndice na notac¸a˜o do coproduto
menos um e´ exatamente a quantidade de vezes que aplicamos o coproduto. Assim
como generalizamos a coassociatividade, podemos fazer o mesmo com a counidade.
Para isso, defina εi,n de forma ana´loga a ∆i,n, a saber, εi,n aplica ε na i-e´sima entrada
do produto tensorial C⊗n.
Proposic¸a˜o B.1.2 Para C uma coa´lgebra e´ va´lido
εin,n ◦∆in,n−1 ◦ ... ◦∆i2,2 ◦∆i1,1 = ∆in−2,n−2 ◦ ... ◦∆i2,2 ◦∆i1,1
para qualquer escolha de ı´ndices i ≤ ik ≤ k, 1 ≤ k ≤ n, ou utilizando a notac¸a˜o que
esta´ sendo definida
εin,n
(∑
c(1) ⊗ c(2) ⊗ ...⊗ c(n)
)
=
∑
c(1) ⊗ · · · ⊗ ε(c(in))⊗ · · · ⊗ c(n)
=
∑
c(1) ⊗ · · · ⊗ c(n−1)
para c ∈ C, sendo que um dos produtos tensoriais que acompanham ε(c(in)) deve ser
pensado como o produto por escalar.
Prova. Basta trocar in−1 por in, que e´ poss´ıvel pela proposic¸a˜o anterior, e em seguida
utilizar o axioma da counidade para substituir εin,n ◦ ∆in,n−1 por id
⊗n−1. Se in = n,
trocamos in por n− 1 e usamos o outro axioma de counidade.

Para exemplificarmos a utilizac¸a˜o da proposic¸a˜o acima, escrevemos (f ⊗ g)∆(c) =
(f ⊗ g)(ϕ⊗ id)(id⊗ ε⊗ id)(∆⊗ id)∆(c) por f(c(1))⊗ g(c(2)) = f(c(1)ε(c(2)))⊗ g(c(3)),
onde ϕ da´ o isomorfismo C ' C ⊗ K. Como supomos f linear e ε(c(2)) um escalar,
podemos continuar a igualdade com f(c(1))⊗ g(ε(c(2))c(3)).
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Para finalizarmos a discussa˜o sobre a notac¸a˜o de Sweedler para o coproduto, vamos
passar para o caso de a´lgebras de Hopf e o axioma da ant´ıpoda. De forma ana´loga ao
coproduto e a` counidade, definimos ηi,n, Si,n e µi,n, com os seguintes detalhes: para o
caso do produto, temos que µ aplica nas i-e´sima e (i + 1)-e´sima coordenadas; e para
o caso da unidade ηi,n aplica em H
⊗n−1 com uma co´pia de K entre a (i− 1)-e´sima e a
i-esima coordenadas.
Proposic¸a˜o B.1.3 Seja H uma a´lgebra de Hopf. Enta˜o sa˜o va´lidas as seguintes iden-
tidades:
µin,n ◦ Sin,n ◦∆in−1,n−1 ◦ · · · ◦∆i2,2 ◦∆i1,1 = ηin,n−1 ◦ εin,n−1 ◦∆in−2,n−2 ◦ · · · ◦∆i2,2 ◦∆i1,1
µin−1,n ◦ Sin,n ◦∆in−1,n−1 ◦ · · · ◦∆i2,2 ◦∆i1,1 = ηin−1,n−1 ◦ εin,n−1 ◦∆in−2−1,n−2 ◦ · · · ◦∆i2,2 ◦∆i1,1
para quaisquer escolhas de ı´ndices 1 ≤ ik ≤ k, 1 ≤ k ≤ n com in 6= n no primeiro caso
e in 6= 1 no segundo. Em termos de nossa notac¸a˜o temos
∑
h(1) ⊗ · · · ⊗ S(h(in))h(in+1) ⊗ · · · ⊗ h(n) =
∑
h(1) ⊗ · · · ⊗ ε(h(in))1H ⊗ · · · ⊗ h(n−1)
∑
h(1) ⊗ · · · ⊗ h(in−1)S(h(in))⊗ · · · ⊗ h(n) =
∑
h(1) ⊗ · · · ⊗ ε(h(in−1))1H ⊗ · · · ⊗ h(n−1)
para h ∈ H.
Prova. Basta prosseguir como nas outras proposic¸o˜es, trocando in−1 por in e uti-
lizando o axioma da ant´ıpoda na coordenada apropriada.

Exemplo B.1.4 A cadeia de aplicac¸o˜es equivalentes
(f ⊗ g)∆h = (f ⊗ g)(ϕ⊗ id)(id⊗ ε⊗ id)(∆⊗ id)∆(h) =
= (f ⊗ g)(µ⊗ id)(id⊗ η ⊗ id)(id⊗ ε⊗ id)(∆⊗ id)∆(h)
= (f ⊗ g)(µ⊗ id)(id⊗ µ⊗ id)(id⊗ S ⊗ id⊗ id)(∆⊗ id⊗ id)(∆⊗ id)∆(h).
pode ser reescrita, utilizando a notac¸a˜o, como
∑
f(h(1))⊗ g(h(2)) =
∑
f(h(1)ε(h(2)))⊗ g(h(3)) =
=
∑
f(h(1)ε(h(2))1H)⊗ g(h(3)) =
∑
f(h(1)S(h(2))h(3))⊗ g(h(4))
na˜o so´ ocupa menos espac¸o para escrever, como e´ muito mais simples para se enxergar
quais axiomas podemos utilizar. Esses tipos de te´cnicas de contrair e expandir ε sera˜o
utilizadas ao longo do texto e no caso acima, a segunda igualdade e´ ta˜o trivial que nem
precisamos escrever.
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