ABSTRACT: Given a set Ë of strings, a consensus string of Ë based on consensus error is a string Û that minimizes the sum of the distances between Û and all the strings in Ë. In this paper, we show that the problem of finding a consensus string based on consensus error is NP-complete when the penalty matrix is a metric.
Introduction
In computational biology and combinatorial pattern matching, the problem of computing a multiple alignment of a set of strings has been widely studied [1, 8, 10] . The distance between two strings which is the cost of converting one string to the other is well defined, usually by a weighted edit distance. However, this notion of distances is not easily generalized to multiple strings. To evaluate the goodness of a multiple string (or sequence) alignment, an appropriate objective function is needed according to the application where the multiple alignment is being used.
One of such objective functions used for the evaluation of a multiple alignment is the sum-of-pairs (SP) function, which computes the sum of the distances of all the pairs of strings in a multiple alignment. It was shown by Wang and Jiang [15] that the problem of computing a multiple sequence alignment which finds the SP score (called the SP alignment problem [6] ) is NP-complete.
Another well-known objective function is the consensus function, which finds a "consensus string" of a set of strings. In this case, we first need to define the meaning of a "consensus string." One way to define a consensus string of a set of strings is to use the radius. The radius of a string Û with respect to a set Ë of strings is the smallest number Ö such that the distance between the string Û and each string in Ë is at most Ö. A consensus string based on radius is a string that minimizes the radius with respect to a given set. The problem of finding a consensus string based on radius with respect to a given set of strings was shown to be NP-complete by Frances and Litman [3] .
Another way to define a consensus string is to use the consensus error. The consensus error of a string Û with respect to a given set Ë is the sum of the distances between Û and all the strings in Ë. A consensus string of Ë based on consensus error is a string that minimizes the consensus error with respect to Ë. Wang and Jiang [15] showed that if the penalty matrix (used to define the distance between two strings) does not satisfy the triangle inequality, the problem of finding a consensus string based on consensus error is MAX SNP-hard. (In fact, they showed the MAX SNP-hardness of this problem by a reduction to the phylogenetic alignment problem when the given phylogeny is a star.) In this paper, we show that the problem of finding a consensus string based on consensus error is NP-complete when the penalty matrix is a metric (i.e., it satisfies the triangle inequality).
The paper is organized as follows. In section 2, we describe some definitions and notations used in this paper. In section 3, we prove our result. We conclude in section 4.
Preliminaries
A string is a sequence of zero or more characters from an alphabet ¦. The set of all strings over the alphabet ¦ is denoted by ¦ £ and the set of all strings of length Ñ over ¦ is denoted by ¦ Ñ . A space is denoted by ¡ ¾ ¦; for convenience, we regard also ¡ as a character. The length of a string Ü is denoted by Ü . The concatenation of copies of a string Ü is denoted by Ü . A string Û is a subsequence of Ü (or Ü is a supersequence of Û) if Û is obtained by deleting zero or more characters (at any positions) from Ü. For example, is a subsequence of . The distance AE´Ü Ýµ between two strings Ü and Ý is the minimum cost to convert one string Ü to the other string Ý. There are several well known distance functions. The edit distance between Ü and Ý is the minimum number of edit operations to convert Ü to Ý. The edit operations are the insertion of a character into Ü, the deletion of a character from Ü, and the change (or substitution) of a character in Ü with a character in Ý. The Hamming distance between Ü and Ý is the minimum number of change operations to convert Ü to Ý. Note that the Hamming distance can be defined only when Ü Ý because it does not allow insertions and deletions. The edit distance can be generalized by using a penalty matrix. A penalty matrix specifies the substitution cost for each pair of characters and the insertion/deletion cost for each character. The weighted edit distance between Ü and Ý is the minimum cost to convert Ü to Ý using a penalty matrix. We will assume that the penalty matrix is a metric, i.e., for all ¾ ¦ ¡ , Given a set Ë of strings and a distance function AE, the consensus error ´Û Ëµ
The optimal consensus multiple alignment (resp. radius Ê´Û Ëµ) of a string Û with respect to Ë is È AE´Û × µ (resp. Ñ Ü AE´Û × µ ) for all × ¾ Ë. A string Û that minimizes ´Û Ëµ (resp. Ê´Û Ëµ) is called a consensus string of Ë based on consensus error (resp. based on radius). The consensus string problem with consensus error (resp. with radius) is to find a consensus string based on consensus error (resp. based on radius).
A multiple alignment of a set Ë of strings can be represented by a two-dimensional matrix, where each row is a string in Ë and all rows have the same length. The equality of lengths of all the rows can be obtained by inserting zero or more spaces in each of the strings in Ë. For example, if a given set Ë is , a multiple alignment of Ë is shown in Figure 1 . Suppose that the distance function is the edit distance in Figure 1 . Then the SP score of this multiple alignment is . A consensus string based on radius is and the radius is ¾. When the consensus error is used, the consensus string is also and the consensus error is . When Ë consists of two strings Ü and Ý, a multiple alignment of Ë is called an alignment of Ü and Ý, and the cost of an alignment is the sum of the cost between two characters in each column of the alignment.
When a string Û and a set Ë of strings are given, consider the multiple alignment of Ë Û such that the cost of the alignment of Û and each string × ¾ Ë is AE´Û × µ. The multiple alignment that is obtained from by deleting the row for Û is called a consensus multiple alignment of Ë induced by Û. If Û is a consensus string of Ë based on consensus error, the consensus multiple alignment of Ë induced by Û is called an optimal consensus multiple alignment of Ë. Figure 1 shows an optimal consensus multiple alignment of when AE is the edit distance. Frances and Litman [3] proved that the consensus string problem with radius is NP-complete in the special case that the alphabet is binary (i.e., ¦ ¼ ½ ) and the distance function between two strings is the Hamming distance (i.e., all given strings are of equal length).
In this special case, however, the consensus string problem with consensus error is not NP-complete. Since all given strings are of equal length, the optimal consensus multiple alignment of given strings is obvious. The consensus string is simply the concatenation of the characters occurring the most often in each column of the multiple alignment. When there are more than one characters occurring the most often, any one of them can be chosen. 
NP-completeness of the Consensus Problem
In this section, we will show that if the distance function is the weighted edit distance with a metric penalty matrix, the consensus string problem with consensus error (the CSCE problem for short) is NP-complete by a reduction from the shortest common supersequence (SCS) problem. The decision versions of the SCS problem and the CSCE problem are as follows.
The SCS Problem
Instance: A finite alphabet ¦, a finite set Ë of strings in ¦ £ , and a positive integer Ñ. Question: Is there a string Û ¾ ¦ £ such that Û Ñ and Û is a supersequence of each string × ¾ Ë?
The SCS problem is known to be NP-complete even if ¦ ¼ ½ [12, 13, 14] . We will assume that ¦ ¼ ½ and there are Ò strings × ½ × Ò in Ë.
The CSCE Problem
Instance: A finite alphabet ¦ ¼ , a finite set Ë ¼ of strings in´¦ ¼ µ £ , a penalty matrix Å which is a metric, and a positive integer Ø.
Question: Is there a string
Now we transform an instance of the SCS problem to an instance of the CSCE problem as follows.
Define the penalty matrix Å as in Figure 2 (which is a metric) .
It is easy to see that this transformation can be done in polynomial time.
If there is a string Ù such that ´Ù Ë ¼ µ ´¾Ò · ½µÑ, then Ù must be a string in Ñ .
PROOF. Consider the consensus multiple alignment of Ë ¼ induced by Ù. (See Figure  3 .) We will examine the sum of distances between a character in Ù and the characters of all strings in Ë ¼ in the column where Ù has . There are several cases depending on the value of character . ¼ ½ or ¡: In each case, the sum of distances will be at least ¾Ò · ¾ since ¼ ½ or ¡ has cost ¾ with £ ½ and £ ¾ .
£ ½ : The sum of distances in the column will be also at least ¾Ò · ¾ due to the Ò characters from ¼ ½ ¡ and one £ ¾ .
£ ¾ : The sum of distances in the column will be at least Ò due to the ¾Ò characters from ¼ ½ ¡ £ ½ .
or : If (resp. ), the sum of distances in the column is at least ¾Ò · ½ and it can be ¾Ò · ½ when the character of each × in the column is ¼ (resp. ½) or ¡.
That is, the sum of distances in a column is at least ¾Ò · ½ whatever the character of Ù in that column is. If Ù has a character from ¼ ½ ¡ £ ½ £ ¾ , the sum of distances in the column would be at least ¾Ò · ¾, and therefore the consensus error would exceed ¾Ò · ½µÑ. Therefore, Ù must be a string in
The reason why we add Ò strings of £ Ñ ½ to Ë ¼ is that if we add just one string of £ Ñ ½ to Ë ¼ and make the costs of £ ½ of the penalty matrix different (e.g., multiply each value of £ ½ in the penalty matrix by Ò) it is difficult to make the penalty matrix satisfy the triangle inequality.
THEOREM 3.2
The CSCE problem is NP-complete when the penalty matrix is a metric.
PROOF. It is easy to see that the CSCE problem is in NP.
We prove the theorem by showing that Ë has a common supersequence Û such that 
Conclusion
We have proved that the CSCE problem is NP-complete when the distance function is a weighted edit distance with a metric penalty matrix. An approximation algorithm of ratio less than 2 for the CSCE problem is well known [6, 7, 16] . Given a set Ë of strings, a string Û in Ë that minimizes the consensus error (i.e., ´Û Ëµ) is called a center string. When a penalty matrix satisfies the triangle inequality, a center string is an approximation of a consensus string with ratio less than 2. It remains an open problem whether the CSCE problem when the penalty matrix is a metric is MAX SNP-hard or not. Recently, there have been active researches on approximation algorithms for the consensus string problem based on radius, also known as the closest string problem [2, 4, 5, 9, 11] , and a polynomial time approximation scheme (PTAS) for the problem was given in [11] .
