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Abstract
Multimodal learning allows us to leverage infor-
mation from multiple sources (visual, acoustic
and text), similar to our experience of the real
world. However, it is currently unclear to what
extent auxiliary modalities improve performance
over unimodal models, and under what circum-
stances the auxiliary modalities are useful. We
examine the utility of the auxiliary visual context
in Multimodal Automatic Speech Recognition in
adversarial settings, where we deprive the models
from partial audio signal during inference time.
Our experiments show that while MMASR mod-
els show significant gains over traditional speech-
to-text architectures (upto 4.2% WER improve-
ments), they do not incorporate visual information
when the audio signal has been corrupted. This
shows that current methods of integrating the vi-
sual modality do not improve model robustness
to noise, and we need better visually grounded
adaptation techniques.
1. Introduction
Automatic Speech Recognition (ASR) has been traditionally
designed as a unimodal task (i.e. acoustic signal as input and
text as target). However, our experience of the real world is
multimodal - many times, we use the auxiliary modalities
to understand the context of a conversation. Based on this
idea, previous work has used visual context to adapt ASR
models in different ways - we henceforth refer to this as
Multimodal ASR (MMASR). More concretely, previous
approaches for MMASR systems have centered around indi-
vidually adapting the acoustic model (Miao & Metze, 2016;
Moriya & Jones, 2019) and the language model (Gupta et al.,
2017; Moriya & Jones, 2018; 2019). In the acoustic model
adaptation, the motivation is that acoustic conditions (e.g.
car noises, indoor and outdoor acoustics) can be inferred
from the scene where the conversation is taking place. In
language model adaption, we can use the objects present
in the scene to bias the model outputs towards a targeted
semantic domain.
Figure 1. The setup of our MMASR masking experiments.
More recently, with the advent of end-to-end ASR models,
much work has been centered around incorporating visual
context into sequence-to-sequence models (Sanabria et al.,
2018; Caglayan et al., 2019b; Palaskar et al., 2018). While
all previous approaches on Multimodal ASR report exten-
sive gains in Word Error Rate (WER) and Perplexity, it is
not yet understood where these gains are coming from. This
has been observed not only in MMASR, but also in other ap-
plications of Multimodal learning such as Neural Machine
Translation.
While much of work in Multimodal Machine Translation
(MMT) has suggested that the visual modality is at best
marginally beneficial (Barrault et al., 2018; Elliott, 2018),
recent work (Caglayan et al., 2019a) suggests that visual
information is useful when there is missing information in
the source-side signal. We hypothesize that the same could
hold true for Multimodal ASR, under conditions when the
acoustic speech is corrupted. These corruptions or distor-
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tions can be in the form of excessive background noise,
or silence during certain segments of the speech utterance.
These types of signal anomalies are usually present in real-
world ASR applications. We believe that, in such situations,
MMASR architectures will use the information from the
visual domain to recognize the audio-masked entities. Such
behaviour is close to the human psicoacustic behaviour on
acoustic perturbation. For instance, McGurk & MacDonald
(1976) suggest that when audio signal is perturbed, humans
focus on the visual modality.
Inspired by Caglayan et al. (2019a), in this work we port a
similar set of experiments to MMASR, where we analyze
the contribution of the visual modality to different input sig-
nal corruption in the primary modality (i.e. acoustic signal)
on state-of-the-art MMASR architectures (Sanabria et al.,
2018; Caglayan et al., 2019b). Similar to Caglayan et al.
(2019a), we perform three types of masking, by replacing
specific words in the acoustic signal with silence during
inference time (Section 2.2). We also analyze the sensitivity
of the model to the visual modality similar to Elliott (2018),
by deliberately misaligning the audio and visual inputs in
our test set (Section 2.3).
Our results (Section 3) on the PlacesAudio dataset (Har-
wath et al., 2016) show that previously proposed MMASR
models, in general, show considerable improvements over
the standard unimodal architecture, but fail to incorporate
visual information when the audio signal has been corrupted.
Moreover, visually-adapted models tend to be less sensitive
to image information - even when an unrelated image is
fed to the audio input, the MMASR models perform better
than the baseline ASR models (albeit slightly worse than
correctly-aligned inputs).
2. Methods
In this section, we describe the different models we used
for Multimodal ASR (Section 2.1), and the different mask-
ing experiments we performed on the testing data during
inference (Section 2.2).
2.1. Models
We experiment with a baseline unimodal ASR model, and
four multimodal ASR model variants. We can see the base-
line ASR model and our different visual adaptation tech-
niques in Figure 2.
2.1.1. BASELINE ASR
Our baseline ASR model is a sequence-to-sequence model
with attention (Bahdanau et al., 2014; Chan et al., 2016).
Our encoder comprises of 6 bidirectional LSTM layers, each
of which is followed by a tanh activation. The decoder is
a two-layer stacked GRU. A feed-forward attention mecha-
nism over the encoder states E is used after the GRU1 layer
to compute the context vector, which is fed as input to the
GRU2 layer.
hdec1t = GRU1(yt−1, h
dec1
t−1 )
zt = Attention(E, h
1
t )
hdec2t = GRU2(zt, h
dec1
t )
The probability distribution over the vocabulary is computed
through a non-linear transformation of h2t , followed by a
softmax.
2.1.2. ENCODER INITIALIZATION
The hidden state of the speech encoder is initialized using a
non-linear transform of the visual features, f .
henc0 = tanh(Wvf + bv)
2.1.3. ENCODER + DECODER INITIALIZATION
This is similar to the encoder initialization described above,
however, here the first hidden state of the decoder is also
initialized by projecting the visual feature vector f to the
hidden state dimension, and passing it through an activation
function.
henc0 = tanh(Wef + be)
hdec10 = tanh(Wdf + bd)
Unlike Caglayan et al. (2019b), we do not share the weights
in the projection layer, We and Wd.
2.1.4. EARLY DECODER FUSION
During decoding, we project the visual features f to the
hidden state dimension, and then concatenate it to the in-
put embedding vector yt at each timestep before passing it
through the GRU decoder.
f ′ = tanh(Wff + bf )
yt = [yt; f
′]
2.1.5. HIERARCHICAL FEATURE ATTENTION
We compute the speech context vector over the encoder
states using the attention mechanism as before. We further
learn a second attention layer over the encoder context vec-
tor zt and the visual features f (which are projected into a
common space). This hierarchical attention layer outputs
a context vector zhiert , which is fed as input to the GRU2
layer. This is similar to Libovicky` & Helcl (2017), but for
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Figure 2. The different variants of our Multimodal ASR models. The colored arrows represent how the visual features are incorporated
into the baseline ASR framework in different ways.
the visual modality we do not compute an image context
vector and use our global visual feature vector f instead.
f ′ = tanh(Wpf + bp)
hdec1t = GRU1(yt−1, h
dec1
t−1 )
zt = Attention(E, h
1
t )
zhiert = Attention({zt, f ′}, hdec1t )
hdec2t = GRU2(z
hier
t , h
dec1
t )
where Wp, bp project the visual feature vector to the hidden
state dimension.
2.2. Masking Experiments
We present a number of masking experiments, wherein we
replace segments of the audio signal pertaining to specific
words with silence.
2.2.1. COLOR MASKING
We mask the speech segment corresponding to color words
with silence. A total of 21 colors were masked in such a
manner in the testing data. This masking affects 2.88% of
words in the testing data, with an average of 0.55 words per
test sentence. We expect that the multimodal models should
be able to leverage color information from the visual context
when the audio signal is corrupted. The color-masked test
set is referred to as TC .
2.2.2. NOUN MASKING
We also mask select nouns in each test utterance. We per-
formed Part-of-Speech tagging using the Stanford POS tag-
ger (Toutanova et al., 2003), and masked words with the
NN noun tag with a probability of 0.3. This resulted in the
masking of 6.27% of the words in the testing set, with an
average of 1.19 words removed per sentence. Since nouns
are likely to be seen in the corresponding image, we believe
that the auxiliary modality should provide additional context
when the speech signal is corrupted. The noun-masked test
set is referred to as TN .
2.2.3. PROGRESSIVE MASKING
Finally, similar to Caglayan et al. (2019a), we perform pro-
gressive masking by progressively removing words from
the end of the utterance. We perform 5 different experi-
ments, where we mask k words from the end of each utter-
ance, where k ∈ {2, 4, 6, 8, 10}.
2.3. Incongruent Decoding
We test the sensitivity of our multimodal models to visual
context, by misaligning the auxiliary images with their
corresponding audio input during test time (Elliott, 2018).
During testing, we randomly select an image from the test
set to be the visual context for each test utterance. If a
multimodal model is indeed utilizing the visual context, we
would expect a noticeable performance drop when the visual
modality is unrelated to the audio input.
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3. Experiments
3.1. Dataset
We conduct experiments on the PlacesAudio dataset (Har-
wath et al., 2016), which consists of more than 400,000
speech utterances for images drawn from the Places205 im-
age dataset. The models are trained on a training split of
402,385 utterances, whereas the validation split provided
is divided into equal halves for validation and testing (500
utterances each). Utterances are free-form spoken descrip-
tions of each image, so we believe that visual context should
ideally be of great help in the ASR task. Captions in the
dataset are already lowercased and tokenized, and no further
pre-processing is performed on it.
3.2. Implementation Details
All models are trained using Adam optimizer (Kingma &
Ba, 2014), with a learning rate of 0.0004, decay of 0.5 and
batch size of 36. The encoder and decoder GRU both have
256 hidden units. The embedding dimension for the decoder
is also 256, and the input and output decoder embedding
weights are tied (Press & Wolf, 2016). The norm of the
gradient is clipped with a threshold of 1 (Pascanu et al.,
2012). A dropout of 0.4 is applied on the final encoder and
decoder outputs. All models are implemented using the
nmtpytorch framework (Caglayan et al., 2017).
3.2.1. AUDIO FEATURES
We use Kaldi to extract 40-dimensional filter bank features
from 16kHz raw speech signal using a time window of 25ms
and an overlap of 10ms. 3-dimensional pitch features are
further concatenated to form the final feature vectors.
3.2.2. VISUAL FEATURES
We use a ResNet-50 CNN (He et al., 2016) for extracting
the visual features. Prior to feature extraction, we center
and standardize the images using ImageNet statistics, then
resize the shortest edge to 256 pixels and take a center crop
of size 256x256. We extract spacial features from the final
convolutional layer and perform global average pooling to
extract 2048-dimensional visual features. Since images in
the Places205 dataset are similar to the ImageNet dataset on
which ResNet-50 is trained, we do not tune the ResNet-50
weights during training.
3.3. Results
Experimental results in Table 3.3 show that all of our multi-
modal models considerably outperform the unimodal base-
line model on the full unmasked test set, each by 2.8-4.2%
WER. The best performance is achieved by the Hierarchical
Feature Attention model, which achieves a WER of 20.9%
Model T TC TN
Baseline ASR 25.1 27.9 33.5
Encoder Init 22.1 25.1 30.6
Encoder + Decoder Init 22.3 25.6 30.9
Early Decoder Fusion 22.0 25.1 30.7
Hierarchical Feature Attention 20.9 24.4 30.6
Table 1. Word Error Rate (WER, in %) results on the PlacesAudio
dataset. T , TC , TN are the unmasked, color-masked and noun-
masked variants of the test set.
(an improvement of +4.2% over the baseline). The Encoder
Init and Early Decoder Fusion models perform comparably,
while Encoder + Decoder Init performs slightly worse.
When we perform audio masking in the test set, however,
we see that performance of the multimodal models does not
improve as we had hoped. In the case of color masking, the
WER improvement falls slightly, with each model’s WER
gain falling by 0.2-0.7% compared to the unmasked per-
formance. The best performing model is still Hierarchical
Feature Attention, which has a WER of 24.4% (+3.5% im-
provement over baseline). More importantly, on examining
the utterances, none of the models can correctly transcribe
color words in the masked signal where the baseline ASR
fails. This shows that our visual adaptation techniques fail
to fill in the color when the audio signal is corrupted.
Similarly, when masking is applied to the nouns, the mul-
timodal WER gains over the baseline fall by upto 1.2%.
Encoder Init performs as well as the Hierarchical Feature
Attention model (+2.9% improvement over baseline), while
the other models perform slightly worse. Similar to the
color-masking, the multimodal models do not perform bet-
ter at transcribing missing nouns than the baseline.
3.3.1. PROGRESSIVE MASKING
Figure 3. WER improvements of MMASR models when we do
progressive masking
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The results for progressive masking experiments can be seen
in Figure 3. As we masking more words from the end of the
audio signal, the improvement over baseline generally trends
downwards. This is indicative of the fact that multimodal
models are not capable of leveraging the visual modality
to compensate for the missing signal, and as the amount of
masked signal increases, the gains of multimodality goes
down.
3.3.2. INCONGRUENT DECODING
Figure 4. WER of multimodal models in Congruent and Incongru-
ent Decoding scenarios
Finally, we present the results of the Incongruent Decoding
experiment in Figure 4, with all experiments performed on
the unmasked test set. For all multimodal models, the WER
gets slightly worse when we present an unrelated image to
the model during inference (around 0.5% WER degradation
for all models). However, they still perform much better than
the baseline ASR models (upto 3.5% WER improvement).
This result in particular tells us that the visual context is not
being used correctly, and we need better visual adaptation
to understand how the auxiliary modality is being used by
the models.
4. Conclusions and Future Work
This paper presents several masking experiments to ana-
lyze how the visual modality is being utilized in MMASR
models. We conclude that while current multimodal ASR
models significantly outperform the traditional unimodal
ASR model, they are unable to leverage the modality to
compensate when the audio signal is corrupted during infer-
ence time. More importantly, MMASR models can improve
over the unimodal variant even by using an unrelated image
as the auxiliary modality, which raises questions about how
the visual modality is being used in the first place.
Our findings in this paper open up several new avenues of
future research. Current multimodal models are not more
robust to noise during inference time, so one line of research
would be to introduce similar noise in the training data, and
see if multimodal models can learn to leverage the visual
modality when they encounter silence.
Our results also suggest that our global average pooled
visual features do not provide sufficient visual context. We
also need to experiment with more image-aware multimodal
models that can attend over the spatial image features as
well as speech features (similar to the hierarchical attention
proposed in Libovicky` & Helcl (2017)). Another solution
is to explore more visually grounded models, which are not
as end-to-end but encode more explicit information about
what is contained in the image.
5. Related Work
Much of the early work in multimodal speech recognition
has focused on Audio-Visual Speech Recognition (AVSR),
also known as Lip Reading. This is the task of recognizing
speech being spoken by a talking face, with or without the
audio (Chung et al., 2017; Assael et al., 2016). In the latter
case where both audio and visual modalities are present,
one of the key challenges has been fusing the two modali-
ties (Mroueh et al., 2015; Zhou et al., 2019). However, our
task differs from AVSR in one key aspect: while the visual
domain in lip reading gives context at the phoneme level, im-
ages in the PlacesAudio dataset give semantic information
about what is being spoken about in the audio input.
Our task is similar to the one described in Sun et al. (2016),
which uses the spoken Flickr8k dataset (Harwath & Glass,
2015). In contrast to Sun et al. (2016), whereas they add
an image captioning model to their language model during
decoding, we incorporate the visual context directly into our
sequence-to-sequence model. Additionally, the PlacesAudio
dataset we use is roughly 10 times the size of Flickr8k
(403,385 utterances compared to 40,000).
More related to our work on sequence-to-sequence models
are Caglayan et al. (2019b) and Palaskar et al. (2018). Both
works focus on the task of video subtitling on the How2
dataset (Sanabria et al., 2018); the visual context in this
case varies temporally, unlike in PlacesAudio. Palaskar et al.
(2018) does visual adaptation by early fusion, where the
visual features are concatenated to the input audio features
at each timestep. The adaptation strategies in Caglayan et al.
(2019b) match ours more closely: they initialize the encoder
and decoder by passing the visual feature vector through a
non-linear layer.
While there are several strategies for integrating visual con-
text in multimodal applications, the source of these im-
provements has so far remained unclear. Recent work in
Multimodal Machine Translation (Caglayan et al., 2019a)
suggests that the visual modality is particularly useful in
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conditions where the source signal is corrupted and hence
insufficient for completing the task. We use these findings as
motivation for investigating the usefulness of visual context
in multimodal speech recognition.
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