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Re´sume´
Nouvelles architectures paralle`les pour simulations interactives me´dicales
Re´sume´ :
Cette the`se apporte des solutions pour exploiter efficacement les nouvelles architectures
hautement paralle`les, dans le contexte des simulations d’objets de´formables en temps
re´el. Les premie`res contributions de ce document, se concentrent sur le calcul de la
de´formation des objets. Pour cela nous proposerons des solutions de paralle´lisations de
solveurs line´aires, couple´es a` des techniques de preconditionnement asynchrone. Le se-
cond ensemble de contributions, repose sur le processeur graphique pour produire une
nouvelle me´thode de de´tection des collisions, base´e sur le volume d’intersection entre les
objets de´formables. Enfin les derniers travaux apportent des solutions pour produire une
re´ponse pre´cise aux contacts, et compatible avec le temps re´el. Nous aborderons notam-
ment les proble`mes lie´s a` la de´coupe des organes, et a` la prise en compte du couplage
me´canique entre les contacts. Pour terminer, nous illustrerons nos contributions dans un
ensemble d’applications me´dicales, qui tirent parti des contributions de ce document.
Mots cle´s : Simulation Me´dicale, Solveurs Line´aires, De´tection des Collisions, Re´ponse
aux Contacts, Pre´conditionneur, Raste´risation, Contraintes, GPU.
New parallel architecture for medical interactive simulations
Abstract :
This thesis provides solutions to effectively exploit the new highly parallel architectures,
in the context of simulations of deformable objects in real time. The first contributions
of this paper focus on calculating the deformation of objects. For that purpose, we will
propose solutions of parallelization of linear solvers, coupled with asynchronous precon-
ditioning techniques. The second set of contributions relies on the graphics processor to
produce a new collision detection method, based on intersection volumes between defor-
mable objects. Then the last works provide solutions to produce an accurate response to
contacts and is compatible with real time. We will discuss issues related to the organs
cutting, and the recognition of the mechanical coupling between the contacts. Finally, we
will illustrate our contributions in a range of medical applications which make the most
of the contributions of this paper.
Keywords : Medical Simulation, Linear Solver, Collisions Detection, Contacts Response,
Preconditioner, Rasterization, Constraints, GPU.
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1.1 Introduction
Le premier chapitre de ce document est consacre´ a` la description ge´ne´rale du contexte dans
lequel s’inscrit cette the`se. Nous pre´senterons les besoins grandissant pour les simulations
virtuelles, en particulier dans le domaine de la chirurgie. Nous verrons que les simulations
me´dicales par ordinateurs, pre´sentent un grand inte´reˆt pour la me´decine d’aujourd’hui.
Cependant, pour pouvoir exploiter un simulateur dans le domaine du me´dical, il est encore
ne´cessaire de relever plusieurs de´fis. En effet, les besoins en terme de pre´cision et de
re´alisme de ces applications sont tels que la puissance de calcul des ordinateurs actuels
n’est pas suffisante.
D’un autre coˆte´, l’informatique a re´cemment e´te´ bouleverse´e par l’apparition de nou-
veaux langages de programmation, qui permettent d’acce´der facilement a` la puissance des
cartes graphiques. Ces nouveaux outils donnent acce`s a` une puissance de calcul impor-
tante. Cependant, nous verrons que ces calculateurs restent difficiles a` exploiter. De ces
constatations nous en de´duirons notre proble´matique, et nous pre´senterons nos solutions
pour y re´pondre.
1.2 Les simulations et leurs applications
Depuis des centaines d’anne´es, on cherche a` formaliser les phe´nome`nes physiques qui nous
entourent. D’un ensemble d’expe´riences, on en a de´duit des lois qui permettent de pre´dire
avec pre´cision la position et le comportement des objets. La re´solution de ces lois par
l’informatique permet de produire des simulations dans lesquelles les objets virtuels ont
un comportement semblable aux objets re´els. Une simulation consiste alors a` calculer le
mouvement des objets virtuels au cours du temps.
Par ailleurs, puisque tout est simule´ on peut e´galement connaˆıtre des informations comme
la vitesse dans une re´gion donne´e, ou les forces s’exerc¸ant sur une partie du mate´riau.
E´videmment, ceci pre´sente un inte´reˆt majeur dans de nombreux domaines d’application.
Par exemple, l’industrie de l’automobile utilise ces applications pour simuler des crash-
tests, qui sont plus rapides, reproductibles, et surtout beaucoup moins chers a` re´aliser que
d’en faire l’expe´rience. L’ae´ronautique, le baˆtiment, le cine´ma ou la robotique sont autant
de domaines qui ont e´galement un grand inte´reˆt pour ces applications.
1.2.1 Les simulations base´es sur la physique
Pour pouvoir utiliser une simulation dans le domaine de l’industrie, il est ne´cessaire qu’elle
fournisse un minimum de garanties. Notamment, on attend d’une simulation que son
re´sultat soit suffisamment repre´sentatif du comportement des objets re´els. Cela ne´cessite
de re´soudre l’ensemble des lois physiques qui de´crivent le comportement des objets. Ces
lois ame`nent bien souvent a` des e´quations complexes dont la re´solution par l’informatique
n’est pas triviale, que ce soit pour obtenir une pre´cision suffisante dans les e´quations, ou
pour limiter les temps de calcul (qui peuvent facilement devenir tre`s conse´quent). La plu-
part du temps, il est alors ne´cessaire de simplifier les mode`les, et on comprend facilement
que cela affecte e´galement les performances. On parle ge´ne´ralement d’un rapport entre
le temps de calcul et la pre´cision. En re`gle ge´ne´rale, cela signifie que plus on cherche a`
obtenir une grande pre´cision, plus les temps de calcul seront importants, et inversement
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on peut souvent diminuer le temps de calcul en simplifiant les e´quations de la physique.
Dans certains cas, on peut se contenter d’algorithmes qui ne´cessitent plusieurs heures,
voir plusieurs jours pour fournir un re´sultat. C’est par exemple le cas des simulations
utilise´es dans le cadre des effets spe´ciaux. Meˆme si le temps de calcul de chaque image est
conse´quent, il est toujours possible d’assembler les images une fois que la se´quence a e´te´
calcule´e. On pourra ensuite rejouer les images plus rapidement pour obtenir le film. En
revanche, de`s que l’on souhaite interagir avec la simulation, il est impe´ratif de garantir un
rafraˆıchissement des images e´leve´. En effet, il est tout a` fait inconcevable de demander a`
un utilisateur d’attendre plusieurs heures avant de voir le re´sultat de son interaction.
En re´alite´, on conside`re qu’il faut calculer au moins 25 images par seconde pour donner
la sensation d’interactivite´ a` l’utilisateur. Il faut alors re´aliser l’inte´gralite´ des calculs
dans un temps tre`s court. De plus, une autre proble´matique touche au temps simule´.
Pour que l’utilisateur puisse re´aliser un geste facilement, il faut que le temps simule´
s’e´coule a` la meˆme vitesse que le temps re´el. On parle alors de simulation en temps re´el
(nous de´taillerons cette notion dans le chapitre suivant). La contrainte de temps re´el
complexifie e´norme´ment la construction d’une simulation, car d’une part on ne dispose
que de quelques millisecondes pour effectuer le calcul de chaque image, et d’autre part
les objets doivent re´agir a` la meˆme vitesse que les objets re´els. De grandes simplifications
sont alors ne´cessaires, ce qui se fait bien souvent au de´triment de la pre´cision.
1.2.2 Les simulations en temps re´el
Les simplifications qui permettent de diminuer les temps de calcul ne sont pas uniques,
et de´pendent de l’application qu’on cherche a` re´aliser.
Simulation pour les jeux
Les premie`res simulations en temps re´els ont e´te´ re´alise´es dans le cadre des jeux vide´os.
Dans ce type d’application, le temps de calcul est beaucoup plus important que la pre´cision
de la physique. En effet, dans un jeux vide´o on se contentera souvent d’un comportement
plausible, et on choisira souvent les algorithmes les plus rapides. Par exemple, dans les
jeux la majorite´ des objets sont conside´re´s comme rigides, ce qui permet de limiter le
calcul des objets a` un seul point. En effet, si un objet ne subit aucune de´formation alors
tous ses points subissent la meˆme transformation pendant le mouvement. Ceci permet
bien e´videmment d’e´conomiser du temps de calcul, et de simuler de nombreux objets en
temps re´el. La de´tection des collisions est un autre exemple sur lequel on peut gagner du
temps. En effet, l’hypothe`se de mouvement rigide des objets, permet de re´aliser d’autres
optimisations, en supposant que leur forme reste convexe pendant toute l’application.
Simulation physiquement correcte
Plus re´cemment, on a cherche´ a` utiliser l’informatique pour l’apprentissage et l’en-
traˆınement. Le meilleur exemple est sans doute les simulateurs de vols, qui peuvent re-
produire le comportement d’un appareil qui re´agit exactement comme s’il e´tait dans les
airs. Il est alors beaucoup moins dangereux de former les pilotes aux manœuvres d’ur-
gence, tel que la panne d’un moteur, ou un atterrissage force´. Ces simulateurs atteignent
aujourd’hui un tel degre´ de re´alisme qu’ils sont capable de reproduire les sensations que
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peuvent ressentir les pilotes en vol. Ceci est possible car pendant la simulation toutes les
forces sont connues, et on peut facilement les transmettre a` un pe´riphe´rique haptique (qui
dans ce cas est la cabine du simulateur).
1.2.3 La simulation pour le me´dical
Plus re´cemment, le domaine de la me´decine est un autre secteur qui a e´mis de nouveaux
besoins envers les simulateurs. Durant la dernie`re de´cennie, un ensemble de nouvelles
techniques chirurgicales moins invasives ont e´te´ introduites pour re´duire la douleur du pa-
tient, le temps de re´cupe´ration, et dans certains cas, le temps d’intervention du personnel
me´dical. De nouvelles technologies sont sans cesse utilise´es dans les salles d’ope´rations,
et elles ajoutent de plus en plus une distance entre le chirurgien et le patient. La chirur-
gie abdominale par voie transluminale en est un exemple (voir figure 1.1a). Des micro-
instruments sont inse´re´s par voies naturelles sans aucune incision, ce qui permet une
gue´rison rapide du patient. La vision du me´decin se fait a` l’aide d’une came´ra fixe´e a`
l’extre´mite´ d’un endoscope. Ces nouvelles techniques, ne´cessitent d’acque´rir en perma-
nence de nouvelles compe´tences pour s’adapter aux changements de la chirurgie ouverte
conventionnelle (par exemple les tremblements amplifie´s, la diminution des sensations
tactiles, la perte de perception de la profondeur).
(a) Chirurgie laparoscopique1 (b) Chirurgie de la cataracte
Fig. 1.1 – Ope´ration laparoscopique re´elle, et ope´ration virtuelle de la catarate.
Plus re´cemment, de nouvelles perspectives sont apparues avec le de´veloppement des
techniques d’imagerie me´dicale, qui pourraient permettre de de´velopper des simulations
spe´cifiques a` chaque patient (voir figure 1.1b). Ces simulations pourraient eˆtre be´ne´fiques
dans certaines situations, lorsque le patient pre´sente une pathologie rare, ou quand la
meilleure strate´gie chirurgicale n’est pas claire. Dans ce cas, la simulation peut eˆtre uti-
lise´e comme un outil de planification efficace. Ceci a e´te´ une motivation pour un certain
nombre de travaux dans le domaine de la simulation de la chirurgie par ordinateur, et du
rendu haptique (voir par exemple Marescaux et al. (1998), Picinbono et al. (2000), Brown
1Source : http://commons.wikimedia.org/wiki/File:Laparoscopic_stomach_surgery.jpg
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et al. (2002), Forest et al. (2004), ou Harders (2008)). Il a e´te´ de´montre´ que l’utilisation de
simulateur informatique peut conduire a` une formation plus efficace et syste´matique, four-
nissant ainsi une e´valuation objective de la compe´tence technique Seymour et al. (2002).
D’autres e´tudes montrent e´galement que les compe´tences acquises graˆce a` une simula-
tion peuvent eˆtre transfe´re´es dans la salle d’ope´ration (voir Grantcharov et al. (2004) par
exemple).
Assistance pre-ope´ratoire Les simulateurs base´s sur des donne´es spe´cifiques aux patients,
peuvent eˆtre un moyen d’entraˆınement pour les chirurgiens. Ils pourront alors tester plu-
sieurs strate´gies, ou choisir le mate´riel adapte´, pour minimiser les risques. Aujourd’hui,
ces choix de´pendent inte´gralement de l’expe´rience du me´decin, qui ne posse`de qu’une
vision partielle des spe´cificite´s anatomiques du patient. Par ailleurs, de tels simulateurs
permettraient e´galement d’acce´le´rer, et de comple´ter la formation des e´tudiants. En effet,
la sante´ des patients e´tant une composante essentielle, la formation des e´tudiants se fait
dans la mesure du possible dans des conditions ide´ales, ou` on e´vite les complications. Avec
un simulateur, on peut facilement cre´er tout type de sce´nario et pre´parer les e´tudiants aux
diffe´rentes e´ventualite´s. De meˆme la reproductibilite´ et l’utilisation a` la demande, permet
de diminuer sensiblement le temps de formation des e´tudiants.
Assistance per-ope´ratoire Un autre cas d’application concerne l’utilisation de syste`me de
re´alite´ augmente´e pour la chirurgie guide´e par l’image. Le simulateur peut par exemple
ame´liorer les informations transmises aux chirurgiens en dessinant en transparence la
position d’une tumeur, ou des vaisseaux sanguins en temps re´el. En effet, les chirurgiens ne
disposent ge´ne´ralement que de quelques images prises avant l’ope´ration, a` l’aide d’une IRM
par exemple. Ces moyens d’acquisition ont souvent des effets ne´fastes pour les patients,
ce qui explique qu’ils sont utilise´s de fac¸on limite´e. Cependant, l’effet de la respiration ou
une position le´ge`rement diffe´rente du patient, peut de´former les organes et invalider les
cliche´s pre´-ope´ratoire. En recalant continuellement des donne´es du patient, l’utilisation
de simulateur pourrait ainsi ame´liorer sensiblement la qualite´ des soins.
Assistance post-ope´ratoire L’utilisation des simulateurs apre`s l’ope´ration est e´galement
une motivation. La simulation permettrait de pre´dire l’e´volution d’une pathologie a` long
terme, afin d’eˆtre en mesure d’apporter des soins au moment approprie´. On pourrait
par exemple pre´venir plus facilement la rupture d’un ane´vrisme, ou corriger l’emplace-
ment d’e´lectrodes inse´re´es dans le cerveau pour la stimulation ce´re´brale profonde. Cette
dernie`re application, aussi connue sous le nom de Deep brain stimulation (DBS) consiste
a` implanter des e´lectrodes de´livrant un faible courant e´lectrique dans le cerveau, pour
traiter la maladie de Parkinson. Cependant, la zone a` stimuler est ge´ne´ralement de tre`s
petite taille, et il est aujourd’hui tre`s difficile de pre´voir la de´formation du cerveau post-
ope´ratoire quand les chirurgiens implantent les e´lectrodes. Enfin, on pourra e´galement se
servir de la simulation pour mieux comprendre le fonctionnement des organes, et e´valuer
l’effet d’un traitement.
Identification des besoins
La simulation me´dicale ne´cessite de relever plusieurs de´fis, que nous e´nume´rons (sans eˆtre
exhaustif) :
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1. Nous devons eˆtre en mesure de simuler de fac¸on pre´cise le comportement des organes,
qui sont des structures ge´ne´ralement molles et de´formables. La simulation doit alors
reposer sur une formulation physique de´crivant pre´cise´ment le comportement de ces
structures au cours du temps.
2. Les mode`les anatomiques (la position ou la taille des organes), ainsi que les proprie´te´s
des tissus (la rigidite´ ou l’e´lasticite´) doivent eˆtre spe´cifiques aux patients. Il doivent
eˆtre faciles a` obtenir pour pouvoir utiliser le simulateur a` grande e´chelle.
3. Il faut e´galement eˆtre en mesure de ge´rer les interactions entre les corps de´formables.
Pour cela, il faut de´tecter ces interactions de fac¸on pre´cise avec les surfaces complexes
des organes. Il faut e´galement produire une re´ponse aux collisions pre´cises. Il est
important de pouvoir simuler des phe´nome`nes physiques comme le frottement qui
permet de saisir des objets.
4. Pour augmenter le re´alisme, on peut transmettre les forces de contacts a` un
pe´riphe´rique haptique, de sorte que le chirurgien puisse avoir un retour tactile de
l’ope´ration virtuelle.
5. Nous devons e´galement eˆtre en mesure de ge´rer les de´coupes et changements topolo-
giques, car c’est une taˆche courante dans les ope´rations chirurgicales. Cela implique
ge´ne´ralement de nombreux calculs pour remettre a` jour les informations me´caniques
du mate´riau.
6. Pour finir, toutes ces contraintes ge´ne`rent une e´norme quantite´ de calcul qu’il faut
re´soudre en temps re´el, pour permettre a` un utilisateur d’interagir avec le simulateur.
Dans ce document, nous contribuerons uniquement sur les aspects 1, 3, 5 et 6. Cependant,
nous montrerons des applications qui inte`grent tous ces aspects, soit par des collaborations
(mode`les spe´cifiques aux patients), soit en utilisant les travaux disponibles dans l’e´quipe
de recherche (retour haptique).
1.3 Les e´le´ments constitutifs d’une simulation
Nous de´crivons ici les principaux e´le´ments constitutifs d’une simulation, afin d’avoir une
vue d’ensemble du fonctionnement de ces applications.
1.3.1 Vue d’ensemble
Il existe de nombreuses fac¸ons de construire une simulation. Nous pre´sentons ici une vue
d’ensemble des principaux composants (voir figure 1.2) intervenant dans nos simulations.
Calcul de la de´formation
Le calcul de la de´formation est le point central dans une simulation d’objets de´formables.
Cela ne´cessite de de´finir des mode`les de de´formations, qui vont de´crire le de´placement de
chaque portion de matie`re en fonction des forces qui leur sont applique´es. Pour produire
une simulation re´aliste, la mise en e´quation de ces relations devra respecter un ensemble
de lois physiques. Ces e´quations sont ge´ne´ralement difficiles a` re´soudre nume´riquement,
et bien souvent nous devrons trouver des moyens pour les simplifier mais obtenir malgre´
tout une bonne approximation.
8 CHAPITRE 1. INTRODUCTION GE´NE´RALE
 
Calcul de la déformation 
Détection des collisions 
Résolution des contacts 
Rendu de la simulation 
Action de 
l’utilisateur 
B
o
u
cl
e 
d
e 
si
m
u
la
ti
o
n
 
 
Mise à jour des positions, vitesses… 
Informations de contacts 
Correction des positions, vitesses… 
Fig. 1.2 – Sche´ma d’une simulation, plusieurs taˆches sont re´pe´te´es en boucle pour produire des images
de l’application.
De´tection des collisions et re´ponse aux contacts
Une fois que la de´formation des objets est e´value´e, on proce`de ge´ne´ralement a` une
de´tection des collisions. La de´tection des collisions est e´galement une taˆche difficile a`
re´aliser dans les simulations en temps re´el. Du point de vue informatique, les objets sont
de´finis par un ensemble de positions dans l’espace qui de´limitent la surface des objets.
Ainsi, si l’on cherche a` savoir si deux objets sont en collision, il est ne´cessaire de proce´der a`
tout un ensemble de tests ge´ome´triques pour savoir si un point d’un objet est a` l’inte´rieur
ou a` l’exte´rieur d’un autre objet.
La de´tection des collisions n’est cependant pas suffisante pour pouvoir interagir avec les
objets de´formables. En effet, une fois les collisions de´tecte´es nous devrons eˆtre capable de
cre´er une re´ponse adapte´e. Pour cela, nous devrons e´galement nous baser sur un ensemble
de lois physiques, pour calculer une force qui corrige les interpe´ne´trations. On pourra
e´galement profiter du calcul de ces forces pour les transmettre a` un pe´riphe´rique haptique,
et ainsi fournir un retour tactile a` l’utilisateur.
Le rendu des simulations
La dernie`re e´tape consiste a` afficher l’image des objets. Cette e´tape est primordiale puis-
qu’elle va produire l’image finale, qui sera la seule information visible par l’utilisateur. De
nombreuses proble´matiques sont e´galement a` re´soudre pour pouvoir re´aliser cette taˆche
correctement. Par exemple le plaquage de textures sur les objets, ou le calcul de l’e´clairage
et des ombres. Ces algorithmes sont e´galement consommateurs de temps de calcul, mais
le rendu des simulations repre´sente en ge´ne´ral une discipline a` part entie`re, que nous
1.4. LES NOUVELLES ARCHITECTURES PARALLE`LES 9
n’aborderons pas dans ce document.
1.3.2 La plateforme opensource SOFA
La plateforme (SOFA) (Simulation Open Framework Architecture)2 est un projet libre,
spe´cialement oriente´ pour le me´dical, qui permet le de´veloppement rapide de simulations
en temps re´el. Pilote´e par INRIA, ce projet inte`gre de nombreux re´sultats de recherche
innovants, ce qui fait de ce logiciel un des acteurs principaux de la simulation physique.
Il est aujourd’hui utilise´ aussi bien dans des projets industriels que par des partenaires
acade´miques.
Fig. 1.3 – Approche multi-mode`les pour repre´senter les mode`les de´formable.
La force de SOFA re´side dans son approche multi-mode`le (voir figure 1.3). Dans la simu-
lation, un objet posse`de plusieurs repre´sentations qui sont chacune spe´cialise´es pour cer-
taines actions. En re`gle ge´ne´rale, chaque objet posse`de un mode`le me´canique, un mode`le
de collision et un mode`le visuel. Leur re´solution peut eˆtre adapte´e inde´pendamment pour
maximiser les performances. Ce concept repose sur la notion de mappings, qui permet de
transfe´rer les force me´caniques d’un mode`le a` l’autre. SOFA permet par exemple d’uti-
liser un mode`le me´canique et un mode`le de collision tre`s simple afin de maximiser les
performances, tout en gardant un mode`le tre`s de´taille´, pour la partie visuelle.
SOFA offre, la possibilite´ de de´crire simplement sa propre simulation virtuelle au travers
de fichiers XML. La construction de simulations est alors accessible au plus grand nombre.
Cette plate-forme permet ainsi de faire le lien entre le monde de la recherche et l’industrie,
et facilite la collaboration entre les groupes de recherche.
Tous les travaux pre´sente´s dans cette the`se ont e´te´ re´alise´s sur cette plateforme. En effet,
SOFA nous a offert un moyen de produire rapidement des algorithmes sans se soucier de
toutes les taˆches auxiliaires (pourtant ne´cessaires comme l’affichage, l’haptique. . . ). De
plus, son caracte`re libre permet de comparer, tester et valider son propre algorithme tre`s
simplement.
1.4 Les nouvelles architectures paralle`les
Au cours des dernie`res de´cennies, la puissance des ordinateurs n’a pas cesse´ d’augmenter.
A` cette e´poque, si l’on disposait d’un algorithme trop couˆteux il suffisait bien souvent
2http://www.sofa-framework.org/
10 CHAPITRE 1. INTRODUCTION GE´NE´RALE
d’attendre quelques anne´es pour voir la puissance des ordinateurs augmenter, et permettre
son exe´cution dans un temps raisonnable. Les simulations ont e´galement pu tirer partie de
cela, en de´veloppant des mode`les toujours plus pre´cis et proches de la re´alite´. Toutefois, ces
dernie`res anne´es, on constate que la fre´quence des CPU n’augmente plus, principalement
pour des raisons de consommation e´lectrique et de dissipation thermique. Pour continuer
a` vendre des processeurs, la tendance actuelle est d’augmenter le nombre d’unite´s de
calculs plutoˆt que leur vitesse individuelle. La plupart des CPU sur le marche´ sont dits
multi-cœurs, c’est-a`-dire qu’ils posse`dent plusieurs cœurs de calcul sur la meˆme puce.
Aujourd’hui, il est fre´quent de trouver 4 a` 8 cœurs de calculs dans un ordinateur de
bureau standard.
1.4.1 De´veloppement des architectures paralle`les
La multiplication des cœurs de calculs permet de maintenir une croissance constante, en
terme de puissance brute de calcul. En effet, meˆme si chaque cœur n’est pas plus rapide
que la ge´ne´ration pre´ce´dente, leur multiplication permet de re´aliser un plus grand nombre
de taˆches simultane´ment. En the´orie, on peut alors diminuer le temps d’exe´cution, si
on arrive a` trouver plusieurs taˆches qui peuvent eˆtre re´alise´es simultane´ment. On parle
alors de calcul paralle`le. Cependant, le de´coupage en taˆche paralle`les est a` la charge du
programmeur, qui doit explicitement de´finir un ensemble d’ope´rations qui ne pre´sentent
pas de de´pendances. En effet, il n’est pas toujours e´vident que deux instructions puissent
eˆtre exe´cute´es simultane´ment. Si on prend par exemple l’algorithme 1, les taˆches a et
b (ligne 1 et 2) peuvent eˆtre exe´cute´es en meˆme temps, mais il est impe´ratif qu’elles
soient termine´es avant de faire l’instruction ligne 3. Si cette pre´caution n’est pas prise,
on ne pourra pas garantir la consistance de C. Le processus exe´cutant la ligne 3 pourrait
utiliser des valeurs partiellement e´crites en me´moire pour A et B (ou pire, des valeurs non
initialise´es poste´rieures a` l’affectation), ce qui produirait un re´sultat errone´.
A = taˆche(a) ;1
B = taˆche(b) ;2
C = A+B;3
Algorithme 1 : Exemple de de´pendance de donne´es
Ainsi, pour pouvoir exe´cuter les deux premie`res taˆches en paralle`le nous avons besoin de
synchroniser les processus. Une synchronisation consiste a` attendre que plusieurs processus
paralle`les soient arrive´s a` un point pre´cis du programme, pour pouvoir continuer. Bien que
ne´cessaires, ces ope´rations vont introduire des retards dans les calculs. En effet, comme les
deux taˆches paralle`les (lignes 1 et 2) ne vont certainement pas finir en meˆme temps, l’une
des deux va alors devoir attendre. De meˆme, un seul processus pourra exe´cuter la ligne 3,
pendant que le second n’aura plus rien a` faire. Pendant ces temps d’attente, l’ensemble des
processeurs fonctionnent a` une puissance infe´rieure a` la puissance the´orique. On constate
que, le calcul paralle`le ne permet pas toujours de diviser le temps de calcul d’une taˆche
par le nombre de processeurs.
D’autres proble`mes peuvent e´galement diminuer sensiblement l’efficacite´ de la pa-
ralle´lisation. Par exemple, la bande passante me´moire est souvent un point bloquant
quand on veut paralle´liser un algorithme. En effet, meˆme si les cœurs de calcul sont du-
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plique´s, la vitesse d’acce`s a` la me´moire ne l’est pas. La vitesse de transmission des donne´es
est alors partage´e entre tous les processus exe´cutant le code paralle`le, ce qui accentue les
proble`mes de latence de la me´moire.
Le constat est que la paralle´lisation des algorithmes n’est alors pas toujours e´vidente. Cette
discipline ne´cessite une connaissance assez fine des de´pendances de calcul des algorithmes,
mais e´galement des connaissances assez pre´cises du mate´riel sous-jacent pour pouvoir
proposer des optimisations efficaces. De plus, on comprend facilement que la complexite´
de cette discipline croˆıt avec le nombre de taˆches paralle`les qu’il est ne´cessaire d’extraire.
1.4.2 Calculer avec la carte graphique
La multiplication des cœurs de calcul, a eu lieu aussi bien dans la conception des CPU
que dans les processeurs graphiques (GPU : Graphics Processing Unit). En effet, les GPU
e´taient initialement destine´s a` re´aliser les taˆches graphiques, qui consistent bien souvent a`
effectuer un grand nombre de calculs simples et inde´pendants (comme calculer la couleur
de chaque pixel de l’e´cran). Comme les taˆches a` re´aliser restent spe´cifiques et limite´es par
leur nombre, les GPU posse`dent des unite´s de calculs beaucoup plus simples que les cœurs
d’un CPU. En effet, on demande a` un CPU d’exe´cuter l’ensemble de ses instructions en un
minimum de temps, alors qu’un GPU devra exe´cuter un nombre restreint d’instructions
le plus vite possible. Ceci a permis une multiplication plus importante du nombre d’unite´s
de calcul dans les cartes graphiques, a` tel point qu’aujourd’hui ces architectures peuvent
contenir des centaines de processeurs spe´cialise´s. Ainsi, en comparant les puissances brutes
de calcul (voir figure 1.4), on s’aperc¸oit qu’il peut eˆtre inte´ressant d’utiliser le processeur
graphique pour re´aliser des calculs “non-graphiques”.
L’ide´e d’utiliser un GPU comme unite´ de calcul n’est pas nouvelle et a commence´ a`
germer avec l’arrive´e de Direct X. A` la fin des anne´es 90, les GPU ajoutent une partie
programmable dans la pipeline graphique. En 2003, les GeForces FX font leur apparition,
ce sont les premiers GPU a` supporter le format de calcul flottant en simple pre´cision.
C’est alors que de nombreux langages se sont de´veloppe´s comme par exemple BrookGPU,
un langage de programmation qui permet d’exploiter la puissance des cartes graphiques
pour des applications de calculs scientifiques. Par la suite, beaucoup d’autres langages de
programmation spe´cifiques sont apparus, comme Cg (C for Graphics) ou GLSL (OpenGL
Shading Language). La syntaxe de ces langages est proche du C, mais ils sont clairement
destine´s a` la programmation d’applications graphiques. De plus, ils demandent une tre`s
bonne connaissance du fonctionnement interne des GPU pour les utiliser.
1.4.3 Nouveaux langages de programmation
Re´cemment, les deux principaux fournisseurs de GPU, Nvidia et AMD, ont publie´ respec-
tivement (CUDA) et (CTM), des langages qui fournissent un acce`s direct a` la program-
mation de leurs processeurs graphiques. On parle alors de GPGPU (General-Purpose
Computation on Graphics Hardware). Ces langages de programmation posse`dent un jeu
d’instruction complet, comme le calcul en double pre´cision, et ils permettent d’exploiter
des milliers de processus (aussi appele´ threads) simultane´ment. Depuis l’apparition de ces
langages, on assiste a` une re´volution dans l’informatique car les GPU donnent acce`s a` des
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Fig. 1.4 – E´volution de la puissance maximale d’un CPU et d’un GPU3
calculateurs hautes performances, accessibles au plus grand nombre et a` tre`s faible couˆt.
En 2009, un fournisseur multi-standard, nomme´ (OpenCL), a e´te´ introduit, avec un mode`le
de programmation tre`s similaire a` CUDA. OpenCL est en re´alite´ une liste de spe´cifications
qui de´crit pre´cise´ment le comportement des instructions donne´es par le programmeur.
Chaque vendeur de mate´riel peut ainsi proposer leur imple´mentation, et d’une manie`re
transparente un code OpenCL pourra eˆtre exe´cute´ sur n’importe quel type de mate´riel4.
Dans cette the`se, nous avons choisi de baser toutes nos expe´riences sur le langage de pro-
grammation CUDA. La premie`re raison est qu’au de´but de ces travaux, OpenCL n’exis-
tait pas encore et le support pour CUDA e´tait de´ja` existant dans SOFA. De plus, les
paralle´lisations OpenCL et CUDA sont tre`s similaires et la transposition devrait eˆtre
relativement facile.
Le GPGPU a un impact tre`s important sur la fac¸on dont sont de´veloppe´es les applications.
Pour exploiter efficacement le GPU, il ne suffit pas de diviser une taˆche en une poigne´e
de threads comme sur un CPU multi-cœurs, mais il faut extraire des milliers, de threads
en paralle`le. En effet, la puissance de la carte graphique tient dans la multiplication
des cœurs de calculs, et il est important de tous les utiliser pour atteindre de bonnes
performances. La paralle´lisation se fait donc a` grain beaucoup plus fin, ce qui ne´cessite de
revoir comple`tement les algorithmes existants. La plupart du temps, on devra re´-organiser
l’ordre des calculs pour retirer des de´pendances, et parfois on devra changer comple`tement
3Source : NVIDIA CUDA Programming Guide
4En revanche, on peut s’attendre a` ce que les temps de calcul soient le´ge`rement diffe´rents, notamment en ce qui concerne
les optimisations de´pendantes de l’architecture.
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les algorithmes existants.
1.5 Contributions
La quantite´ d’ope´rations a` effectuer pour produire une simulation d’objets de´formables,
ne´cessite de trouver un compromis entre la pre´cision des calculs et leur rapidite´
d’exe´cution. En effet, toutes les me´thodes permettant d’animer des objets de´formables
sont base´es, soit sur des mode`les tre`s simples et rapides, soit sur des mode`les pre´cis mais
lents. D’un autre coˆte´, les nouvelles architectures hautement paralle`les comme les GPU,
permettent d’atteindre des performances bien plus importantes que les processeurs tradi-
tionnels, mais elles sont encore difficiles a` exploiter efficacement.
Cette the`se a pour objectif d’apporter des solutions pour tirer parti des nouvelles archi-
tectures paralle`les (aussi bien les GPU que les CPU multi-cœurs), afin d’augmenter le
de´tail des objets simule´s en temps re´el. Pour re´pondre a` ce proble`me, nous devrons dans
certains cas re´-organiser les calculs, pour extraire du paralle´lisme, et dans les cas plus
complique´s nous devrons comple`tement modifier l’algorithme.
Les contributions de ce document sont articule´es autour de trois axes principaux.
Le premier concerne la de´formation des objets, qui repose sur la re´solution de
syste`mes line´aires. Nous proposerons notamment une paralle´lisation de l’inte´grateur im-
plicite, qui inclue l’algorithme du gradient conjugue´. Ceci nous permettra d’augmen-
ter conside´rablement le de´tail des objets de´formables. Nous proposerons e´galement une
me´thode de pre´conditionnement asynchrone, qui permet de simuler des objets homoge`nes
et non homoge`nes avec la meˆme pre´cision et les meˆmes performances.
Le second axe concerne la ge´ne´ration, et la simplification des contacts. Ainsi, nous pro-
poserons une me´thode de de´tection des collisions (base´e sur une paralle´lisation GPU) qui
permet de de´terminer en temps re´el les volumes d’intersection entre les objets de´formables.
Nous proposerons ensuite d’utiliser ces informations pour produire de nouvelles e´quations
(exprime´es en volume), pour la re´ponse aux contacts et le frottement. Nous montre-
rons e´galement que nos e´quations parviennent a` simuler le meˆme comportement que les
me´thodes traditionnelles, tout en produisant un syste`me plus simple a` re´soudre.
Enfin, le dernier axe de recherche porte sur le calcul des forces de re´ponse aux contacts.
Ainsi, nous commencerons par proposer une paralle´lisation de l’algorithme du Gauss-
Seidel, qui nous servira a` calculer les forces de re´ponses. Ensuite nous pre´senterons un en-
semble de contributions qui permettent de poser le proble`me efficacement, tout en tenant
compte des proprie´te´s me´caniques des objets. Nous proposerons e´galement des solutions
pour pouvoir prendre en compte les changements topologiques (comme la de´coupe) au
cours de la simulation.
1.6 Plan
Nous pre´sentons maintenant le plan de ce document. Le chapitre 2 est consacre´ a`
la description des principes mathe´matiques et des lois physiques, qui constituent la
base the´orique des simulations d’objets de´formables. Dans ce chapitre nous apporterons
e´galement un ensemble de justifications, ainsi qu’une pre´sentation des choix des me´thodes
qui sont a` l’origine de la proble´matique de cette the`se. De plus, le lecteur inte´resse´ pourra
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trouver un ensemble de re´fe´rences vers des travaux similaires, ainsi qu’un ensemble de
de´finitions auxquelles nous ferons re´fe´rence par la suite.
Les trois chapitres suivants pre´sentent nos contributions, et sont tous construits suivant le
meˆme sche´ma. La premie`re section pre´sente un bref e´tat de l’art spe´cifique aux proble`mes
aborde´s dans le chapitre, puis chaque section pre´sentera une de nos contributions. Le
chapitre 3, est consacre´ a` la re´solution de syste`mes line´aires en temps re´el. Le chapitre
4, traite de la de´tection des collisions et de la formulation des contacts. Le chapitre 5,
aborde le proble`me de la re´solution des e´quations de contacts.
Enfin, le chapitre 6, constitue la conclusion de ce document. Nous pre´senterons tout
d’abord un ensemble de simulations me´dicales, qui de´montrerons l’utilite´ de nos contri-
butions dans de re´elles applications. Enfin, nous pre´senterons un ensemble de pistes pour
poursuivre ces travaux.
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2.1 Introduction
Ce chapitre est consacre´ a` l’e´tude et a` la description des bases the´oriques, sur lesquelles
sont fonde´s les algorithmes permettant d’animer les objets virtuels. Ainsi, nous com-
mencerons par pre´senter brie`vement les formulations physiques qui de´crivent le com-
portement de la matie`re constituant les objets de´formables, puis nous pre´senterons la
me´thode des e´le´ments finis, qui nous permettra de re´soudre ces e´quations. Nous pour-
suivrons en e´tudiant l’e´volution des syste`mes au cours du temps, et nous pre´senterons
quelques mode`les de de´formations qui sont tre`s largement utilise´s dans les simulations
en temps re´el. Enfin, nous terminerons en pre´sentant les contraintes des mode`les de pro-
grammation des nouvelles architectures paralle`les.
Aucune contribution ne sera pre´sente´e ici, cependant il nous a paru important de poser
clairement les e´quations a` l’origine des travaux de cette the`se. L’objectif est de fournir les
explications les plus simples et compre´hensibles possibles, tout en donnant au lecteur une
notion intuitive des concepts physiques utilise´s. E´videmment, nous ne fournirons pas une
de´monstration rigoureuse de chacune des e´quations, mais nous fournirons dans la mesure
du possible des re´fe´rences vers des ouvrages approprie´s. La lecture de ce chapitre permet-
tra de mieux situer les contributions qui seront pre´sente´es par la suite, mais permettra
e´galement de pre´senter les choix et les me´thodes qui sont a` l’origine de la proble´matique
de cette the`se.
2.2 Me´canique des milieux continus
Dans la re´alite´, il est bien connu que les tissus vivants sont compose´s de mole´cules et
d’atomes qui sont eux-meˆmes compose´s essentiellement de vide. En revanche, a` une e´chelle
macroscopique la matie`re nous apparaˆıt comme lisse et continue, elle semble remplir
inte´gralement l’espace qu’elle occupe. Malgre´ le fait que cette hypothe`se soit errone´e, elle
a permis aux physiciens de produire des mode`les mathe´matiques qui pre´disent avec une
grande pre´cision le comportement des objets re´els, a` condition de regarder les de´formations
a` une e´chelle macroscopique. Ces the´ories posse`dent de nombreuses de´clinaisons et s’ap-
pliquent aussi bien a` la me´canique des fluides qu’a` la me´canique des solides subissant
des de´formations plastiques ou e´lastiques... Dans cette the`se nous nous inte´ressons aux
mate´riaux qui posse`dent un comportement e´lastique, c’est-a`-dire les mate´riaux qui se
de´forment sous l’application de contraintes puis retournent a` leur e´tat initial lorsque l’on
supprime les sollicitations. Nous proposons au lecteur de se re´fe´rer a` Nealen et al. (2006)
qui fournit un bon re´sume´ des notions introduites dans ce chapitre.
2.2.1 Calcul des tenseurs de de´formation
Description du mouvement
De`s lors que l’on souhaite de´crire un mouvement, il est ne´cessaire de proce´der a` son
repe´rage dans l’espace, et au cours du temps. Il existe principalement deux descriptions
pour obtenir la valeur d’une grandeur physique a` un instant donne´.
Description lagrangienne La description lagrangienne est la plus intuitive, elle permet de
de´terminer pour chaque particule, sa position et ses proprie´te´s physiques a` partir de leur
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configuration initiale. Ainsi, la position d’une particule p a` un instant t, qui se trouvait a`
la position p a` l’instant 0 est obtenue par une relation de type :
p = Φ(p, t), p = Φ(p, 0) (2.1)
Cette description permet en quelque sorte de “suivre” chaque particule pendant un
de´placement ou une de´formation. Elle est par conse´quent particulie`rement bien adapte´e
a` l’e´tude des de´formations solides e´lastiques.
Description eule´rienne A` l’oppose´, la description eule´rienne de´crit pour chaque point de
l’espace les variations des proprie´te´s me´caniques e´tudie´es. Les hypothe`ses de continuite´s
assurent qu’en n’importe quel point de l’espace, on peut mesurer une grandeur physique
d’un objet. On peut par exemple, obtenir la vitesse au point m de l’espace par :
v(m, t) (2.2)
A` des instants diffe´rents, la vitesse au point m sera donne´e par la vitesse de diffe´rentes
particules, mais qui se trouvaient en m au moment de la mesure. Cette description est
en ge´ne´ral mieux adapte´e aux mode`les de fluides, puisque dans ce cas on cherchera uni-
quement a` connaˆıtre les modifications de vitesse ou densite´ a` un endroit donne´.
Mesure de la de´formation
En description lagrangienne, une mesure de la de´formation en deux point p1 et p2 infi-
niment proches, peut eˆtre vue comme la variation de leurs distances respectives. Dans la
configuration initiale, on peut e´valuer cette distance par :
dp =‖ p2 − p1 ‖ (2.3)
De meˆme, on peut mesurer cette distance dans la configuration de´forme´e :
dp =‖ p2 − p1 ‖=‖ Φ(p1 + dp, t)− Φ(p1, t) ‖ (2.4)
Intuitivement, on peut dire que plus dp (la distance dans la configuration initiale) est
diffe´rente de dp (la distance dans la configuration de´forme´e), plus l’objet s’est de´forme´
pendant le mouvement. Voyons comment obtenir une description plus pre´cise.
Champ de de´placement Il est possible de de´terminer pour chaque particule dans la confi-
guration initiale un vecteur de de´placement u qui de´crit sa position dans la configuration
de´forme´e.
u(p, t) = Φ(p, t)− p (2.5)
L’ensemble de ces vecteurs, de´crit alors un champ de de´placement (voir figure 2.1). La
connaissance de celui-ci permet de caracte´riser inte´gralement le mouvement du solide,
mais il ne permet pas de de´finir la notion de de´formation que subissent les particules. En
effet, prenons par exemple un objet rigide, tout mouvement de celui-ci produit un champ
de de´placement non nul, alors qu’il ne subit aucune de´formation. Nous avons besoin d’un
outil de mesure plus avance´.
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Fig. 2.1 – Champ de de´formation de´crit par une fonction bijective, qui associe a` tout point de l’espace
de de´part, un point dans l’espace de´forme´.
Tenseur de de´formation Nous introduisons la notion de tenseur de de´formation note´e ε,
qui traduit les de´formations locales (e´longation, compression, flexion, torsion ou cisaille-
ment) du vecteur dp en un point donne´ du domaine. L’ope´ration de multiplication du
tenseur de de´formation permet d’associer a` tout vecteur, un autre vecteur. On peut alors
conside´rer cette ope´ration comme une fonction de transformation du vecteur initial vers
le vecteur de´forme´.
Le gradient de de´formation Une premie`re solution pour calculer la variation des distances
entre les particules est de calculer le gradient de de´formation, il se calcule de la fac¸on
suivante :
F = grad(Φ) =
∂Φ
∂p
(2.6)
Le gradient consiste alors a` de´river dans toutes les directions la fonction Φ, il de´crit ainsi
la fac¸on dont le vecteur u varie dans l’espace. En remplac¸ant (2.6) dans l’e´quation (2.4)
on peut alors e´crire :
dp = F dp (2.7)
On constate que le gradient de de´formation est un tenseur, puisqu’il permet d’associer a`
tout vecteur de la configuration initiale un autre vecteur dans la configuration de´forme´e.
Cependant, si aucune de´formation n’est cre´e´e pendant le mouvement, ce tenseur n’est pas
nul et vaut l’identite´. Ainsi, on utilise souvent des outils plus avance´s pour caracte´riser
la de´formation (le lecteur inte´re´sse´ peut trouver une justification dans Garrigues (2001)).
Nous pre´sentons maintenant les principaux tenseurs de de´formation.
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Le tenseur de Cauchy-Green Prenons les deux particules p1 et p2 infiniment proches
dans la configuration de´forme´e, qui sont se´pare´es par une distance dp. En exprimant le
carre´ de cette distance on obtient :
(dp)2 = dp · dp = (F dp) · (F dp)
= (F dp)T (F dp) = (dpT FT )(F dp)
= dp · (FT F dp)
(2.8)
On de´finit ainsi le tenseur de Cauchy-Green droit1, en posant εc = FT F. La variation de
distance des deux points conside´re´s s’e´crit alors :
(dp)2 = dp · (εc dp) (2.9)
εc nous fournit une relation entre les vecteurs de la configuration d’origine vers des vec-
teurs dans la configuration de´forme´e. De plus, il ne peut eˆtre nul que si aucune variation
de distance n’est apparue entre dp et dp. On vient alors de de´finir un premier tenseur de
de´formation.
Le tenseur de Green-Lagrange Si on cherche a` calculer la diffe´rence des carre´s des dis-
tances dans la configuration initiale et de´forme´e, on obtient :
(dp)2 − (dp)2 = dp · (εc dp)− (dp · dp)
= dp · (εc − I) dp
= 2 dp · (1
2
(εc − I) dp)
(2.10)
En posant εg =
1
2
(εc − I), on obtient :
(dp)2 − (dp)2 = 2 dp · (εg dp) (2.11)
Les distances e´tant positives, (dp)2−(dp)2 sont nulles si et seulement si, les deux distances
sont e´gales (ce qui signifie que l’objet n’a subi aucune de´formation). On constate alors que
dans ce cas εg = 0. On de´finit ainsi le tenseur de Green-Lagrange, qui est tre`s largement
utilise´ dans la simulation d’objets de´formables en temps re´el. En effet, ce tenseur permet de
faire des grandes simplifications dans le cas ou` on ne conside`re que de petites de´formations.
1Par analogie on peut e´galement de´finir le tenseur de Cauchy-Green gauche εb = F FT .
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En utilisant les e´quations (2.5) et (2.6), on peut e´crire2 :
εg =
1
2
(FT F− I)
=
1
2
((
∂Φ(p, t)
∂p
)T
∂Φ(p, t)
∂p
− I
)
=
1
2
((
∂(u(p, t) + p)
∂p
)T
∂(u(p, t) + p)
∂p
− I
)
=
1
2
((
∂u(p, t)
∂p
)T
∂u(p, t)
∂p
+
(
∂u(p, t)
∂p
)T
+
∂u(p, t)
∂p
)
=
1
2
(
grad(u)T⊗ grad(u)
)
︸ ︷︷ ︸
Composante non line´aire
+
1
2
(
grad(u)T + grad(u)
)
︸ ︷︷ ︸
Composante line´aire
(2.12)
On vient de re´-e´crire le tenseur de Green-Lagrange sous sa forme conventionnelle. On
constate alors qu’il est possible de se´parer une composante line´aire, d’une composante
non-line´aire. Or, si les de´formations restent petites par rapport a` la taille des objets,
grad(u)⊗grad(u)T est ne´gligeable devant grad(u) + grad(u)T . Ainsi, on peut simplifier
ce tenseur en le line´arisant :
εg′ =
1
2
(
grad(u)T + grad(u)
)
(2.13)
Le tenseur de Green-Lagrange line´arise´ est alors beaucoup plus rapide a` calculer. Il est tre`s
largement utilise´ pour simplifier la re´solution des e´quations. Cependant, de`s lors que l’on
s’e´loigne de l’hypothe`se de petits de´placements, la version line´arise´e devient rapidement
fausse.
Les autres tenseurs de de´formation Il existe de nombreuses autres fac¸ons de calculer
un tenseur de de´formation. On peut par exemple citer le tenseur d’Euler-Almansi, le
tenseur de Biot, le tenseur de Hill. Nous proposons au lecteur inte´resse´ de se reporter aux
nombreux livres traitant de la me´canique des milieux continus, comme par exemple Bonet
et Wood (2005); Garrigues (2001), pour plus d’informations.
La diversite´ des tenseurs de de´formations s’explique par le fait que ces outils doivent four-
nir une description la plus simple possible, des de´formations en fonction des de´placements.
Or, en raison de la pre´sence de non line´arite´s (comme les rotations), cette e´valuation est
difficile et complexifie largement les calculs Choi et Ko (2005); Georgii et Westermann
(2006). C’est d’ailleurs toujours un domaine de recherche tre`s actif, sur lequel les infor-
maticiens travaillant dans le domaine de la simulation, sont susceptibles de contribuer.
On peut trouver dans Mu¨ller et al. (2002), une comparaison de diffe´rents tenseurs de
de´formations, ainsi que leur implication sur le comportement des objets.
2⊗ est le produit tensoriel contracte´ une fois.
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2.2.2 Calcul des tenseurs de contraintes
A` ce stade, nous venons d’expliquer comment a` partir du de´placement d’un point on peut
en de´duire une mesure de la de´formation. Ceci inde´pendamment des causes a` l’origine de
ce mouvement. Dans la suite, introduisons l’autre aspect de la me´canique, c’est-a`-dire de
posse´der une mesure des forces internes applique´e ponctuellement dans le solide.
Dans le monde re´el, la de´formation des objets est soumise a` des contraintes, par exemple
l’impossibilite´ d’e´tirer inde´finiment un objet, ou encore de le comprimer a` l’infini. Ces
contraintes ge´ne`rent des forces a` l’inte´rieur de la matie`re qui permettent de maintenir la
cohe´rence du milieu. Un objet est soumis a` deux types d’efforts : les efforts exerce´s par
les syste`mes exte´rieurs, ainsi que les efforts internes au syste`me lui-meˆme. Les forces
exte´rieures (note´es f ext) telle que la gravite´ ou` les forces d’inerties sont en ge´ne´ral
connues, et leur mode´lisation ne pose pas de proble`me. Les efforts inte´rieurs sont plus
proble´matiques et ne´cessitent de poser des hypothe`ses supple´mentaires.
Le postulat de Cauchy
Le postulat de Cauchy fait l’hypothe`se que les efforts internes d’un objet peuvent eˆtre
repre´sente´s par des forces surfaciques, qui ne de´pendent du domaine que par leur normale
exte´rieure. En d’autres termes, pour tout point m du domaine, on peut imaginer un plan
de coupe qui se´pare l’objet en deux et qui passe par m (voir figure 2.2). On peut alors
avoir une repre´sentation de la contrainte en ce point par un vecteur du type ~c(m, ~n),
appele´ vecteur contrainte en m dans la direction ~n. Le postulat de Cauchy permet de
conside´rer le rayon d’action des efforts internes suffisamment faible, pour qu’on puisse se
limiter a` l’e´tude de leurs actions dans un voisinage tre`s proche.
 
Fig. 2.2 – E´valuation du vecteur contrainte a` l’aide d’un plan de coupe, pour de´finir les forces internes
au point M .
2.2. ME´CANIQUE DES MILIEUX CONTINUS 23
Les composantes du vecteur contrainte sont homoge`nes a` une pression, c’est-a`-dire qu’elles
ont la dimension d’une force par unite´ de surface. La direction de la contrainte n’est pas
force´ment la meˆme que ~n, et on de´finit la contrainte normale σ~n comme la projection de
~c(m, ~n) sur ~n, et le cisaillement comme la projection de ~c(m, ~n) sur le plan de coupe.
Si la contrainte normale est positive, cela se traduit localement par un e´tat de traction,
sinon on parle d’e´tat de compression.
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Fig. 2.3 – E´quilibre des forces sur un te´trae`dre aligne´ dans le repe`re carte´sien.
Le vecteur contrainte ne suffit pas a` caracte´riser la contrainte, car il de´pend directement
de la normale au plan de coupe (voir annexe A). Comme pre´ce´demment, on va alors
transposer la notion de force ponctuelle applique´e a` un point de l’objet, en un tenseur de
contraintes . Conside´rons l’infime portion de matie`re contenue a` l’inte´rieur d’un te´trae`dre
(voir figure 2.3), on peut exprimer l’e´quilibre des forces en son centre par :
~c(m, ~n) = [~c1(m, ~e1),~c2(m, ~e2),~c3(m, ~e3)]⊗~n (2.14)
En posant σc = [~c1(m, ~e1),~c2(m, ~e2),~c3(m, ~e3)] on de´finit le tenseur de contraintes de
Cauchy , et on obtient :
~c(m, ~n) = σc⊗~n (2.15)
On vient d’e´crire que le vecteur de contraintes en un point quelconque est comple`tement
de´termine´ par la connaissance des trois vecteurs de contraintes orthogonaux. σc fournit
alors une mesure de la contrainte inde´pendamment du plan de coupe.
Autres tenseurs de contraintes Le tenseur de contraintes de Cauchy, s’exprime a` partir de
donne´es de la configuration courante, qui n’est pas force´ment connue a` l’avance. Ainsi, le
premier tenseur de Piola–Kirchhoff σp, qui permet d’exprimer les contraintes a` partir des
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positions de re´fe´rence, mais toujours en utilisant les surfaces de la configuration de´forme´e.
Celui-ci s’exprime en fonction du gradient de de´formation, et du tenseur de cauchy.
σp = J · σc · F−T (2.16)
ou` J = det F, qui est une matrice qui permet de passer de la configuration initiale vers la
configuration de´forme´e. Cependant, le fait que ce tenseur ne soit pas syme´trique et qu’il
utilise toujours les surfaces de la configuration de´forme´e, le rend difficile a` utiliser. On
de´finit alors le deuxie`me tenseur de Piola–Kirchhoff qui permet de de´finir les contraintes
dans la configuration de re´fe´rence, a` partir des surfaces de re´fe´rence. Il s’e´crit :
σs = JF−1 · σc · F−T (2.17)
Ce tenseur est alors syme´trique par construction, et il est majoritairement utilise´ dans
les simulations. Ces tenseurs expriment en re´alite´ la contrainte dans des configurations
diffe´rentes (dans la configuration de´forme´e pour cauchy et dans la configuration initiale
pour Piola–Kirchhoff). Il sont donc diffe´rents des tenseurs de de´formation, au sens ou` ces
derniers faisaient des approximations sur les non-line´arite´s des de´placements.
2.2.3 Loi de comportement
On vient de de´crire deux outils mathe´matiques qui permettent de mesurer en un point
pre´cis d’un volume continu, la de´formation ε et la contrainte σ, qui s’appliquent a` un
instant donne´ en ce point. En re´alite´, ces deux notions sont e´troitement lie´es et il est im-
possible de les dissocier. En effet, tout de´placement d’une particule va ge´ne´rer des forces,
qui elles-meˆmes vont contraindre le de´placement (voir figure 2.4). Cette relation de´pend
bien e´videmment des proprie´te´s me´caniques du mate´riau conside´re´. Elle est souvent ob-
tenue directement par des expe´rimentations.
 
𝝈 Loi de comportement 
𝜀 = 𝑓(𝜎) 
𝜎 = 𝑓−1(𝜀) 
Fig. 2.4 – Les de´placements et les contraintes, sont lie´s par une loi de comportement.
La force agissant au sein de la matie`re ne peut eˆtre perc¸ue qu’au travers de ses effets,
autrement dit, elle ne peut pas eˆtre mesure´e directement. Le principe est alors d’imposer
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une force connue sur un e´chantillon de matie`re et de mesurer la de´formation re´sultante.
E´videmment, les contraintes re´sultantes ne peuvent pas eˆtre obtenues inde´pendamment
pour tous les points de la matie`re, et on conside`re alors une valeur moyenne s’exerc¸ant sur
la totalite´ de l’e´chantillon. La seconde difficulte´ est qu’il faut se procurer un e´chantillon
de matie`re, ce qui est souvent proble´matique lorsqu’il s’agit d’organes. Par ailleurs,
l’e´chantillon peut subir des de´gradations pendant les expe´riences. Il n’est alors possible
de ne connaˆıtre que partiellement les informations dont nous avons besoin. Le lecteur
inte´resse´ pourra trouver des informations comple´mentaires dans Cotin (1997).
La loi de Hooke
La plus simple des relations liant la contrainte a` la de´formation, est donne´e par la loi de
Hooke. C’est une loi d’e´lasticite´ line´aire, qui propose de conside´rer que l’allongement est
directement proportionnel a` la force. On suppose alors qu’il existe une relation line´aire
entre ces deux notions, ce qui est une bonne approximation pour de petites de´formations
(voir figure 2.5). On la note souvent :
σ = 2µε+ λ tr(ε)I (2.18)
λ et µ sont les coefficients de Lame´, qui peuvent eˆtre de´duits du module de Young
E et du coefficient de Poisson ν, qui sont eux-meˆmes directement obtenus par les
expe´rimentations. Le coefficient de Poisson, compris entre 0 (parfaitement compressible)
et 0, 5 (parfaitement incompressible) de´crit la compressibilite´ du mate´riau alors que le
module de Young E nous donne une mesure de la rigidite´3. La line´arite´ de cette loi nous
permet d’e´crire un relation du type :
σ = E ∗ ε (2.19)
ou` E est une matrice de dimension 6×6, qui contient 21 scalaires de´finis par les proprie´te´s
du mate´riau, Duriez (2004).
Mate´riaux non line´aires
Bien que l’hypothe`se de line´arite´ reste une bonne approximation dans le cas de petites
de´formations, elle peut introduire un biais conse´quent des grandes de´formations. En effet,
on comprend facilement que sous de fortes sollicitations, la relation liant les contraintes
a` la de´formation, ne suit plus une loi purement line´aire comme stipule´e par la loi de
Hooke. Pour mode´liser de tels phe´nome`nes, on doit utiliser une relation ou` l’expression
de la contrainte de´pend alors de la de´formation actuelle. E´videmment, ces relations sont
beaucoup plus difficiles a` formaliser et a` e´valuer. En revanche, il est e´tabli que l’e´nergie
W ne´cessaire a` la de´formation de tous mate´riaux hypere´lastiques (e´lasticite´ non-line´aire)
peut eˆtre caracte´rise´e par la relation suivante :
σ =
∂W (ε)
∂ε
(2.20)
E´videment, W peut eˆtre une fonction tre`s complexe, mais on posse`de ici une loi de com-
portement, au sens ou` elle permet de lier la contrainte a` la de´formation. En re`gle ge´ne´rale
3Pour la relation de Hooke, E correspond a` la pente de courbe qui lie la de´formation a` la contrainte.
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Linéaire Non linéaire Rupture 
Fig. 2.5 – Line´arisation de la relation entre de´formation et contrainte, suivant la loi de Hooke.
plus la loi de comportement est pre´cise, et plus les calculs sont couˆteux, et on a souvent
tendance a` utiliser des relations tre`s simples dans les simulations en temps re´el. La loi de
comportement introduit alors une deuxie`me source de non-line´arite´ dans nos e´quations.
Elle constitue par ailleurs, le second composant sur lequel les recherches sont porte´es, en
vue de produire des simulations d’objets de´formables en temps re´el Hetnarski et Ignaczak
(2006); Marchesseau et al. (2010).
2.2.4 Mesure des forces
Si on re´sume ce qu’on a pre´sente´ jusqu’ici, on a tout d’abord de´fini un tenseur de
de´formation qui permet de lier une de´formation a` un de´placement. Nous avons ensuite
de´fini une mesure de la contrainte, et nous avons ajoute´ une loi de comportement, qui
fournit une relation entre la contrainte et la de´formation (et donc, e´galement en fonction
des de´placements). Pour pouvoir e´quilibrer les forces internes avec les forces externes, il
suffit d’exprimer l’e´quilibre des forces sur le domaine :
div(σ) + f ext = ρ u¨ (2.21)
ou` ρ est la masse volumique et f ext les forces exte´rieures connues (comme la gravite´ par
exemple). Cette e´quation de´crit le principe fondamental de la dynamique au niveau de
chaque particule du solide, elle est aussi appele´e formulation forte du proble`me. L’in-
conve´nient avec cette formulation est que l’on peut difficilement distinguer les forces
qui s’appliquent sur la frontie`re du domaine (contacts, pressions), des forces de volume
(gravite´, termes inertiels). On va alors introduire la formulation variationnelle qui est
e´quivalente a` la formulation forte, sous certaines conditions.
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Formulation variationnelle
La premie`re e´tape pour supprimer l’ope´rateur de divergence, consiste a` ajouter de chaque
coˆte´ des fonctions de test Ψ, puis d’inte´grer le re´sultat sur le domaine occupe´ par l’objet
(note´ Ω). On e´crit alors la forme variationnelle, ou` formulation faible du proble`me :∫
Ω
Ψ(m)⊗ div(σ)dV +
∫
Ω
Ψ(m)⊗ f extdV =
∫
Ω
Ψ(m)⊗ρ u¨ dV (2.22)
Cette e´quation fournit la meˆme solution que l’e´quation (2.21), sous re´serve qu’elle soit
ve´rifie´e quelque soit le champ vectoriel Ψ(m), en tout point m. Dans le terme de gauche,
on retrouve encore l’ope´rateur de divergence. Cette fois-ci on va utiliser le the´ore`me de
Green Ostrogradski , qui nous permet d’exprimer ce terme sans faire apparaˆıtre l’ope´rateur
de divergence :∫
Ω
Ψ(m)⊗ div(σ)dV =
∫
Ω
σ ⊗ grad(Ψ(m))dV +
∫
∂Ω
Ψ(m)⊗ σ ⊗ ~n dS (2.23)
En quelque sorte, on vient de “transfe´rer” l’ope´rateur de divergence du tenseur de
contraintes, vers la fonction de test Ψ(m). L’avantage, est que si la fonction de test
est suffisamment simple, on peut facilement calculer son gradient. De plus, on obtient un
terme ”surfacique” qui permet plus facilement de ge´rer les conditions aux limites.
Bien e´videmment, ces e´quations doivent s’appliquer, et eˆtre re´solues pour l’infinite´ de
points qui constituent la matie`re du solide. Or, on ne sait pas re´soudre une infinite´
d’e´quations, hormis sur des cas tre`s simples. On va alors utiliser une me´thode de re´solution
nume´rique qui va nous permettre d’obtenir malgre´ tout une bonne approximation de la
solution de ce proble`me.
2.3 La me´thode des e´le´ments finis
Dans la section pre´ce´dente, nous avons de´crit un ensemble d’e´quations physiques
qui re´gissent le comportement des objets. Le premier proble`me auquel nous sommes
confronte´s, est que ces e´quations doivent eˆtre inte´gre´es sur l’ensemble du domaine, ce qui se
traduit par une infinite´ d’e´quations. La me´thode des e´le´ments finis est une me´thode d’ap-
proximation qui va nous permettre de contourner ce proble`me. Nous la pre´sentons dans le
cadre de la simulation d’objets de´formables, mais c’est en re´alite´ une me´thode ge´ne´rale,
qui permet de calculer une approximation nume´rique d’une e´quation aux de´rive´es par-
tielles. Nous proposons aux lecteurs inte´resse´s de se reporter a` l’ouvrage de Reddy (1984),
qui fournit une description en de´tail des concepts introduits ici.
2.3.1 Discre´tisation du domaine
La premie`re e´tape de la me´thode des e´le´ments finis consiste a` ge´ne´rer un maillage compose´
de formes ge´ome´triques simples, afin d’obtenir une approximation du volume initial. L’in-
finite´ de points constituant la matie`re, est alors repre´sente´ par un nombre fini de points de
controˆles qui sont relie´s par des e´le´ments. L’ide´e de base est alors de re´soudre les e´quations
de la me´canique au niveau de ces points, puis d’interpoler la solution sur le reste du do-
maine (a` l’inte´rieur des e´le´ments). Ceci permet de re´soudre un nombre conse´quent (mais
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fini), d’e´quations (voir figure 2.6). Ainsi, on pourra obtenir une bonne approximation de
la solution du proble`me de de´part en re´solvant de grands syste`mes d’e´quations.
Il est facile de comprendre que plus le maillage est fin et pre´cis, et meilleur sera la qualite´
de la solution. L’e´tape de maillage est alors primordiale dans la me´thode des e´le´ments
finis, puisqu’elle va dicter d’une part la qualite´ de la solution obtenue, mais e´galement les
performances globales de la simulation. En pratique, nous devrons adapter la re´solution
du maillage au cas par cas pour maximiser le rapport entre performance et pre´cision. Il
est meˆme fre´quent d’adapter localement la pre´cision des e´le´ments en fonction des zones
d’inte´reˆts.
Fig. 2.6 – Surface continue mode´lisant un foie (a` gauche), et un maillage approximant le volume a` base
de te´trae`dre.
Pendant la ge´ne´ration du maillage, il est important de veiller a` ce que les e´le´ments ne se
recouvrent pas mutuellement. De plus, les e´le´ments doivent recouvrir inte´gralement le vo-
lume de l’objet de´formable sans laisser de zones vides. En pratique, on utilise souvent des
triangles ou quadrilate`res en deux dimensions, et des te´trae`dres ou hexae`dres en trois di-
mensions. En effet, ces formes peuvent se connecter facilement, et sans se recouvrir. Cette
proprie´te´ est d’ailleurs la seule contrainte a` respecter pour ge´ne´rer le maillage d’e´le´ments
finis. Il est alors relativement facile d’adapter sa re´solution, ce qui se fait de fac¸on quasi
inde´pendante des calculs qui seront re´alise´s par la suite. Ceci est particulie`rement im-
portant de`s lors que l’on souhaite simuler des formes ge´ome´triques complexes comme des
organes.
Meˆme si on peut se contenter de maillages grossiers qui sont relativement faciles a` ge´ne´rer,
les de´formations engendre´es peuvent ne pas eˆtre cohe´rentes avec la repre´sentation visuelle
des objets. Il faut par exemple, veiller a` ne pas connecter des e´le´ments si la surface
visuelle associe´e ne l’est pas, sous peine de ne plus eˆtre en mesure de les se´parer pendant
la simulation. L’obtention d’un maillage de bonne qualite´, et qui limite le nombre de
nœuds ge´ne´re´s, est un proble`me complexe qui diffe`re largement le cadre de cette the`se.
Pour nos expe´riences, nous avons utilise´ des librairies dont la proble´matique est centre´e
sur ce sujet. Nous invitons le lecteur inte´resse´ a` se reporter a` (CGAL; TetGen) pour plus
d’informations.
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Fonction de forme et interpolation
Maintenant qu’on posse`de un maillage, on va de´finir un ensemble de points de controˆle sur
lesquels, on va inte´grer les e´quations de la me´canique des milieux continus. La premie`re
constatation qu’on peut faire, est qu’il est impe´ratif de connaˆıtre la valeur au niveau des
nœuds du maillage car ils sont en ge´ne´ral partage´s par plusieurs e´le´ments. A` chacun des
nœuds est associe´ un ensemble de degre´s de liberte´, qui sont les grandeurs physiques qui
peuvent varier au cours du temps. Les degre´s de liberte´ peuvent eˆtre de diffe´rentes natures
et de dimension variable4. Ils peuvent par exemple repre´senter des positions (3 compo-
santes en 3D, qui de´crivent les translations selon tous les axes), des rotations (3 compo-
santes en 3D, qui de´crivent les rotations selon tous les axes), ou meˆme une tempe´rature
(1 seule composante scalaire). Pour un objet de´formable en 3D, on va associer 3 degre´s
de liberte´ a` chacun des points du maillage. Son nombre de degre´s de liberte´ est donc fini,
et c’est ainsi qu’on va pouvoir re´soudre les e´quations de la section pre´ce´dente.
On va alors de´finir un ensemble de fonctions d’interpolation qu’on va utiliser pour re´partir
les grandeurs physiques au travers d’un e´le´ment. Ces fonctions, sont appele´es fonctions
de forme, ou fonctions de base. On pourra alors e´valuer les forces agissant en un point m
quelconque d’un e´le´ment e avec :
ue(m) =
n∑
i=1
ηie(m)︸ ︷︷ ︸
N
·uei (2.24)
ou` ue
i sont les valeurs mesure´es aux nœuds i, et ηie sa fonction de forme associe´e. On
peut alors exprimer une matrice N, que nous utiliserons pour transformer une valeur
quelconque en sa re´partition nodale.
D’autre part, il faut choisir η de fac¸on a` ce qu’elle soit interpolante, c’est-a`-dire qu’elle
vaut 1 au nœud conside´re´, et 0 aux autres nœuds. De plus, on impose que les fonctions de
forme soient nulles en dehors de l’e´le´ment, et il faut e´galement s’assurer que les valeurs
physiques mesure´es aux nœuds soient inte´gralement re´parties a` l’inte´rieur de l’e´le´ment.
Pour cela, on pose :
n∑
i=0
ηie(m) = 1 (2.25)
Les fonctions de forme doivent alors eˆtre choisies de sorte qu’elles soient toutes
line´airement inde´pendantes a` l’inte´rieur d’un e´le´ment. Ceci afin de mesurer l’influence
de chaque fonction, de fac¸on inde´pendante sur les points de controˆle (voir figure 2.7).
Bien qu’en the´orie, il existe une infinite´ de fonctions de forme, on utilise tre`s souvent
des polynoˆmes, car elles sont simples a` de´river et fournissent dans la plupart des cas une
pre´cision suffisante.
Il est tout a` fait possible d’utiliser des fonctions plus complexes, comme des polynoˆmes
quadratiques, ou cubiques pour compenser le manque de degre´s de liberte´ du maillage
4Il est e´galement possible de combiner les degre´s de liberte´, c’est typiquement le cas d’un objet rigide, qui est caracte´rise´
par 6 valeurs (3 en translation et 3 en rotation).
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Fig. 2.7 – De´composition des fonctions de formes de´finies par des polynoˆmes line´aires.
Grinspun et al. (2002); Kaufmann et al. (2008). Mais, le fait d’utiliser des polynoˆmes
plus complexes implique de de´finir de nouveaux points de controˆle sur l’e´le´ment pour
satisfaire la contrainte d’inde´pendance line´aire. Il est e´vident que le fait d’utiliser des
fonctions d’interpolation de degre´s supe´rieurs permet d’obtenir une meilleure solution, au
de´triment du temps de calcul.
En pratique, nous utiliserons toujours des polynoˆmes line´aires, en supposant que les
maillages sont suffisamment de´taille´s pour fournir une bonne pre´cision. Ainsi, on sup-
posera que les points de controˆles sont de´finis uniquement aux nœuds des e´le´ments, et les
fonctions de formes sont repre´sente´es par des polynoˆmes dont le nombre de variables est
e´gal au nombre de points de controˆle de l’e´le´ment.
2.3.2 Re´solution nume´rique
Maintenant que nous disposons d’une me´thode qui permet d’assurer la continuite´ d’une
grandeur physique au sein du maillage, il nous reste a` re´soudre les e´quations de la
me´canique des milieux continus, au niveau des nœuds. Pour cela on va utiliser le the´ore`me
de Galerkin, qui sugge`re d’utiliser les fonctions de formes construites pre´ce´demment
comme fonctions de tests pour la formulation faible. On va donc pouvoir remplacer les
fonctions de test Ψ(m) de´finit dans l’e´quation (2.21), par nos fonctions de forme η(m).
Pour chaque e´le´ment e, on obtient l’e´quation suivante :∫
Ve
σ ⊗ grad(η(m))dV︸ ︷︷ ︸
Rigidite´ du mate´riau
+
∫
∂Ve
η(m)⊗ σ ⊗ ~n dS︸ ︷︷ ︸
Conditions limites
+
∫
Ve
η(m)⊗ f extdV︸ ︷︷ ︸
Forces de volume
=
∫
Ve
η(m)⊗ρ u¨ dV︸ ︷︷ ︸
Forces d’inertie
(2.26)
On vient d’e´crire l’e´quation principale de la me´thode des e´le´ments finis, locale pour chaque
e´le´ment du maillage. La fin de cette section est alors consacre´e a` la description de chaque
terme, ainsi qu’a` la re´solution de l’e´quation sur le volume total de l’objet. Pour cela, il
faut re´-e´crire la relation de fac¸on a` faire apparaˆıtre les de´placements en inconnus, ce qui se
fait en extrayant un ensemble de matrices qui de´coulent de ces relations. Il faudra ensuite
assembler toutes les matrices e´le´mentaires pour construire le proble`me final a` re´soudre.
On pourra alors connaˆıtre les forces s’exerc¸ant au sein d’un e´le´ment, en re´ponse a` tout
de´placement de matie`re dans le solide.
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Les composantes les plus simples a` calculer, sont les forces de volumes. En effet, il suffit
ici d’utiliser les matrices N des fonctions de formes de´finies dans l’e´quation (2.24), pour
pouvoir transposer une force s’appliquant en n’importe quel point d’un e´le´ment, en une
ponde´ration de forces applique´es au niveau des nœuds. On obtient alors directement un
vecteur f e sur chaque point de l’e´le´ment.
Matrice de masse On s’inte´resse ensuite aux forces d’inerties. En utilisant la matrice des
fonctions de formes, on peut exprimer la masse en tout point de l’e´le´ment e comme une
combinaison de la masse situe´e sur les nœuds. On e´crit alors :∫
Ve
ρe η(p)⊗ u¨e dV =
∫
Ve
ρe η(p)⊗ η(p)dV u¨ei
=
∫
Ve
ρeN
TN dV︸ ︷︷ ︸
Me
u¨e
i (2.27)
ou` u¨e
i est l’acce´le´ration de´finie au niveau des nœuds, et on en de´duit une matrice de
masse Me. Une technique appele´e mass lumping , consiste a` supposer que la masse est
inte´gralement re´partie sur les nœuds des e´le´ments. Elle est tre`s fre´quemment utilise´e, car
elle a pour effet de diagonaliser la matrice de masse. Ceci permet d’une part de simplifier
son stockage, et d’autre part de faciliter le calcul de son inverse. De plus, l’assemblage
des matrices Me, est alors imme´diat, puisqu’il suffit simplement de reporter la somme des
masses calcule´es sur les nœuds des e´le´ments.
Matrice de rigidite´ Dans le cas ge´ne´ral, il n’est pas possible d’e´crire explicitement la ma-
trice de rigidite´, quelle que soit la loi de comportement et le tenseur de de´formation utilise´.
En effet, dans le cas ge´ne´ral le tenseur de contrainte est lie´ au tenseur de de´formation par
une fonction non line´aire (non line´arite´ du mate´riau). De meˆme, le tenseur de de´formation,
est e´galement lie´ au de´placement par une autre fonction non line´aire (non line´arite´
ge´ome´trique). En pratique, il n’est alors pas possible d’isoler la rigidite´ du mate´riau de la
composante de de´placement u. En effet, la rigidite´ du mate´riau est une fonction K(u) qui
de´pend de la position. A` chaque modification du de´placement, la fonction K(u) va alors
changer, ce qui va ge´ne´rer un nouveau de´placement.
Pour nous permettre d’e´crire le proble`me sous forme matricielle, on peut utiliser le
de´veloppement limite´ suivant :
f(u+ ∂u) ≈ f(u) + K(u) ∂u (2.28)
Ainsi, quelque soit le mode`le de de´formation utilise´, la fonction de rigidite´ peut eˆtre
line´arise´e pour des petits de´placements. Cette supposition me`ne a` un calcul proche de la
solution exacte tant que les de´placements restent petits. Dans la plupart des travaux, on
conside`re la matrice K(u) constante pendant toute la dure´e du pas de temps. Dans cette
the`se, on utilise e´galement cette conside´ration, ce qui permet de construire une matrice
K a` partir du de´placement actuel. Cependant, pour les mate´riaux les plus avance´s, il sera
ne´cessaire de reconstruire cette matrice a` chaque nouveau pas de temps (ce qui implique
que la matrice est susceptible de varier au cours du temps). D’un point de vue intuitif, la
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matrice K de´crit l’influence que peut avoir un point sur l’ensemble des autres points du
maillage. Nous l’utiliserons pour connaˆıtre les forces internes cre´es sur les nœuds par leur
de´placement.
Matrice d’amortissement Lorsqu’on de´rive les e´quations, certaines composantes
de´pendent toujours de la vitesse Cook (1981). On peut alors exprimer une matrice d’amor-
tissement qui va permettre de pe´naliser la vitesse, afin de simuler la dissipation d’e´nergie
du syste`me (qui, s’exprime ge´ne´ralement sous forme de chaleur). Les parame`tres phy-
siques de l’amortissement sont tre`s difficiles a` obtenir par des expe´riences, et le plus
souvent on mode´lise ces phe´nome`nes de fac¸on simplifie´e. Une technique tre`s classique
consiste a` utiliser l’amortissement de Rayleigh. Cette simplification propose d’exprimer la
matrice d’amortissement comme une ponde´ration de la matrice de masse et de la matrice
de rigidite´.
Be = αMe + βKe (2.29)
Ou` les coefficients α et β sont appele´s respectivement les coefficients de Rayleigh mass
et Rayleigh damping . On peut trouver dans la litte´rature des techniques pour de´terminer
ces coefficients de fac¸on plus re´aliste Chowdhury et Dasgupta (2003).
Assemblage des matrices
Des constatations pre´ce´dentes, on peut en de´duire que la relation (2.26) peut s’e´crire pour
chaque e´le´ment, sous la forme suivante :
Meu¨e + Beu˙e + Keue = f e (2.30)
Or, de`s qu’on posse`de plusieurs e´le´ments, il est ne´cessaire de se rappeler que les nœuds
sont en ge´ne´ral connecte´s a` plusieurs e´le´ments. Par conse´quent on ne peut pas re´soudre
chacun d’entre eux inde´pendamment, car la force applique´e sur un nœud doit eˆtre la
meˆme dans tous les e´le´ments voisins. Ainsi, on va assembler5 les matrices locales, pour
former un grand syste`me matriciel, dont la dimension est e´gale au nombre de degre´s de
liberte´ de l’objet6. Les re`gles d’assemblage pour une matrice e´le´mentaire Se quelconque,
sont alors donne´es par la relation suivante :
S =
Ne∑
e=1
GeSeG
T
e (2.31)
ou` G est une matrice de globalisation, qui transforme les indices de l’e´le´ment e, en indices
dans le syste`me global. En d’autre termes, pour assembler les matrices e´le´mentaires on
associe a` chaque point une nume´rotation globale unique, de fac¸on a` connaˆıtre les indices
sur lesquels chaque matrice e´le´mentaire va contribuer. Il suffit alors d’additionner les
composantes des matrices locales pour former le syste`me final. Ceci signifie simplement
que l’e´nergie du domaine global est e´gale a` la somme des e´nergies locales.
Il en re´sulte qu’une fois que les matrices sont assemble´es, elles pre´sentent une structure
particulie`rement creuse, puisque le taux de remplissage est exactement le meˆme que celui
5Notons, que si on utilise la technique de mass lumping, ainsi que les coefficients, de Rayleigh pour l’amortissement, seul
l’assemblage de la matrice de rigidite´ est proble´matique.
6c’est-a`-dire le produit du nombre de nœuds par le nombre de degre´s de liberte´ de chaque points
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Fig. 2.8 – Assemblage des matrices sur un maillage 2D. Chaque valeur repre´sente un bloc de donne´es de
la taille du nombre de degre´s de liberte´.
du maillage d’e´le´ments finis. En effet, une valeur non nulle sera pre´sente sur la ligne i et
la colonne j, si et seulement si, il y a une areˆte reliant les sommets i et j dans le maillage
initial (voir figure 2.8). Or, meˆme si on utilise des maillages tre`s de´taille´s, le nombre
maximum d’e´le´ments connecte´s reste en ge´ne´ral tre`s petit. Il est alors primordial d’utiliser
des structures de stockage informatique adapte´es pour maximiser les performances de la
simulation (ces aspects sont traite´s dans le chapitre suivant). De plus, on constate que
toutes les matrices sont syme´triques par construction, cela traduit par exemple que la
rigidite´ entre deux points est la meˆme dans les deux sens.
Par ailleurs, les matrices e´le´mentaires sont elles-meˆmes constitue´es de sous blocs dont la
taille est e´gale au nombre de degre´s de liberte´ (voir figure 2.9). En effet, chaque sous bloc
traduit le de´placement d’un meˆme point dans toutes les directions, et on impose que des
indices successifs soient attribue´s aux degre´s de liberte´ d’un meˆme nœud. L’assemblage
des matrices, peut alors se faire par blocs, pour maximiser les performances.
Conditions limites
Il reste a` ajouter des conditions limites a` notre syste`me. Chaque type de conditions limites
a` des effets et imple´mentations diffe´rentes, mais en re`gle ge´ne´rale, elles se traduisent par
des e´quations supple´mentaires qu’il faut ve´rifier pendant la re´solution du proble`me. Il
existe deux types de conditions limites qui sont tre`s utilise´es dans la plupart des simula-
tions.
La premie`re permet d’attacher une partie des points des objets, de sorte qu’ils ne tombent
pas sous la gravite´ et restent a` leur position initiale. Une fac¸on simple pour re´aliser cela,
consiste a` modifier les e´quations qui imposent un de´placement nul sur un ensemble de
points.
u(p) = 0 (2.32)
Cette e´quation se traduit par le fait de remplacer dans la matrice de rigidite´, le couple
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Fig. 2.9 – Assemblage de la matrice globale, en fonction des matrices Ke locales.
ligne/colonne de l’indice du point fixe´ par des 0. Du point de vue comportemental, cela
signifie que le point ne peut plus influencer, ni eˆtre influence´, par les autres points du
maillage. Il restera donc fixe, tant qu’aucune force externe ne lui sera applique´e. Une
autre fac¸on de proce´der consiste a` appliquer une force, qui va continuellement ramener le
point vers sa position d’origine. L’avantage de cette me´thode est qu’elle ne modifie pas
le syste`me matriciel, mais elle va autoriser un le´ger de´placement des points autour de la
position initiale.
L’autre type de condition limite qu’il convient de pre´senter concerne la gestion des
contacts, ou plus ge´ne´ralement les forces qui s’appliquent sur la surface des objets. Ces
proble`mes sont traite´s en de´tails dans le chapitre 5, mais on peut juste dire ici que ces
forces rentrent dans le cadre des conditions limites qui sont applique´es a` la surface des
objets.
E´space de de´formation et espace visuelle
Pour terminer, nous voudrions rappeler que le nombre d’e´quations est directement dicte´
par le nombre de nœuds du maillage. Or, nous avons vu que pour obtenir de bonnes
performances, il est important de maintenir ce nombre le plus bas possible, ce qui est
cohe´rent pour caracte´riser les de´formations me´caniques. En revanche, le fait de posse`der
un nombre relativement bas de points dans le maillage peut de´grader sensiblement la
qualite´ visuelle des objets.
Pour reme´dier a` ce proble`me, on utilise souvent plusieurs niveaux de repre´sentations des
objets Allard et al. (2007), et on utilise des fonctions de mappings qui permettent de
passer de l’une a` l’autre. Par exemple, sur un triangle en deux dimensions (voir figure
2.10), on de´finit les coefficients barycentriques du point m par l’e´quation (2.33). Si l’on
cherche a` connaˆıtre le de´placement du point m, par rapport au de´placement du mode`le
me´canique, il suffit alors d’utiliser la de´rive´e de la fonction de mapping dΥ
dp
. Quand le
mapping est line´aire, on peut alors exprimer cette fonction sous forme de matrice J, et
son application revient a` effectuer des ope´rations matricielles. L’avantage, est que l’on
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𝑝3 
𝑝1 
𝑝2 
u(p) = Υ1(m) ∗ p1 + Υ2(m) ∗ p2 + Υ3(m) ∗ p3
Υ1(m) = a1 + b1 ∗ xm + c1 ∗ ym
Υ2(m) = a2 + b2 ∗ xm + c2 ∗ ym
Υ3(m) = a3 + b3 ∗ xm + c3 ∗ ym
(2.33)
Fig. 2.10 – Mapping du point m sur un triangle en utilisant ses coordonne´es barycentriques.
peut alors utiliser une repre´sentation visuelle qui soit beaucoup plus de´taille´e, sans perte
de performance significative. Notons toutefois que ce principe est exactement le meˆme
que celui utilise´ pour les fonctions de formes. Lorsqu’elles sont line´aires, tous points d’un
e´le´ment est repre´sente´ comme des coefficients barycentriques de ses sommets, ce qui me`ne
au final aux-meˆmes e´quations.
2.4 Inte´gration et re´solution du proble`me
A` ce stade nous sommes capables de de´terminer la force engendre´e par un de´placement
u au niveau de chaque nœud. Cette force de´pend alors de l’e´tat actuel des objets
de´formables, qui est donne´e par un ensemble de positions p et vitesses v. Une fac¸on
tre`s ge´ne´rique de de´crire leur comportement physique, est alors d’utiliser une fonction
f(p,v) (ou simplement f(u)), qui nous donne la force en fonction des de´placements.
Or, la connaissance de cette force ne suffit pas a` produire une simulation. En effet, on
souhaite plutoˆt connaˆıtre le re´sultat inverse, c’est-a`-dire de´terminer les de´placements en
fonction des forces qu’on applique. On pourra alors de´placer les objets, puis calculer de
nouvelles forces (contacts, forces exte´rieures,...), afin d’obtenir un nouveau de´placement.
En ite´rant ce processus, on pourra alors produire les images de la simulation. De`s lors
il faut diffe´rencier deux cas, les syste`mes statiques qui sont consacre´s a` l’e´tude de l’e´tat
d’e´quilibre des de´formations (de´formation a` vitesse nulle) et les syste`mes dynamiques dont
la de´formation de´pend du temps (effets inertiels non ne´gligeables) . On sche´matise avec
l’e´quation suivante :
0 (Statique)
↗
f(u) + f ext =
↘
Ma (Dynamique)
(2.34)
ou` a est un vecteur contenant l’acce´le´ration de tous les points du maillage. En utilisant
un syste`me statique, on cherche alors a` connaˆıtre l’e´tat d’e´quilibre des forces, tandis que
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pour les syste`mes dynamiques, on va chercher a` connaˆıtre tous les e´tats transitoires du
mouvement. Meˆme si, pour l’e´tude de notre proble`me, nous nous situerons toujours dans
le cas dynamique, nous proposons de regarder rapidement le cas statique car il permet de
ne pas se soucier de la composante temporelle. Nous discuterons du cas dynamique par
la suite.
2.4.1 Syste`me d’e´quations statique
Les syste`mes statiques sont utilise´s dans les simulations pour lesquelles on ne cherche a`
connaˆıtre que l’e´tat dans la configuration d’e´quilibre. Dans ce cas, on veut juste savoir
quelle sera la de´formation des objets une fois qu’ils seront immobiles (quand la somme
des forces sera nulle), sans se soucier des e´tats transitoires. Ces syste`mes sont par exemple
utilise´s dans l’e´tude de la de´formation d’un pont, ou encore pour la de´formation d’une
e´tage`re sous le poids des livres. Pour ce type de proble`me, on cherche en ge´ne´ral une grande
pre´cision de la solution. On commence alors par e´crire un de´veloppement de Taylor pour
exprimer la force en fonction, en ne´gligeant les termes d’ordre supe´rieurs a` 1 :
f ext + f(u+ ∂u) = f ext + f(u) +
[
f(u)
∂u
]
∂u = 0 (2.35)
La composante des forces f ext est connue, et on peut e´valuer f(u), avec la me´thode des
e´le´ments finis. On peut alors trouver la solution du proble`me en ite´rant avec la me´thode
de Newton-Raphson. L’ide´e de base est alors de construire une suite dans laquelle on fait
varier le de´placement jusqu’a` converger vers une configuration qui annule la somme de
force. On prend alors un premier u0 puis on peut e´valuer l’erreur par :[
f(u0)
∂u
]
∂u = −f ext + f(u0) (2.36)
Si l’erreur est trop grande, on peut calculer un nouveau u1 = u0 + ∂u, puis on ite`re le
processus jusqu’a` atteindre une convergence, Crisfield (1997). Pour chaque ite´ration, il
est alors ne´cessaire de re´soudre les e´quations de de´formation, en fonction des nouvelles
positions.
2.4.2 Syste`mes d’e´quations dynamique
Les syste`mes d’e´quations dynamiques pre´sentent les meˆmes difficulte´s, avec la contrainte
supple´mentaire, que la re´partition des forces e´volue au cours du temps. Pour des raisons
de temps de calcul, on applique une seule ite´ration de l’algorithme Newton-Raphson, en
pratique cela se trouve eˆtre suffisant. Cependant, comme on cherche a` connaˆıtre tous les
e´tats transitoires par lesquels l’objet va passer, il faut de´finir un pas d’e´chantillonnage
temporel h, qui donne la quantite´ de temps virtuel e´coule´e entre deux calculs. Il est
important de choisir h de sorte que le temps simule´ soit rigoureusement le meˆme que le
temps re´el, pour qu’un utilisateur en dehors de la simulation perc¸oive le mouvement des
objets a` la meˆme vitesse que dans le monde re´el. Une fois l’intervalle de temps fixe´, il
reste a` de´finir un sche´ma d’inte´gration pour de´finir les nouvelles positions en fonction des
anciennes.
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Inte´gration explicite
La me´thode la plus simple, consiste a` utiliser un sche´ma d’inte´gration explicite, comme
par exemple le sche´ma d’Euler explicite. L’acce´le´ration at est directement calcule´e a` partir
des forces de l’e´tat pre´ce´dent, et on de´duit directement les nouvelles positions et vitesses :
 M at = f(pt,vt)vt+h = vt + h atpt+h = pt + h vt (2.37)
Le principal avantage est que le processus de re´solution ne concerne que la matrice de
masse, qui est diagonale si on utilise la technique de mass lumping. Ainsi, les e´quations du
mouvement peuvent eˆtre de´couple´es et chaque degre´ de liberte´ peut eˆtre re´solu de manie`re
inde´pendante. De plus, le processus de re´solution est alors tre`s rapide, et il pre´sente un
fort potentiel de paralle´lisme Comas et al. (2008). Cependant, ces me´thodes souffrent
d’instabilite´ due au fait qu’on suppose la position et la vitesse connue au de´but du pas.
De plus, une forte contrainte sur ces me´thodes est qu’il faut eˆtre en mesure de re´aliser
les calculs au moins aussi rapidement que l’e´volution du syste`me me´canique. On constate
alors une onde nume´rique de la propagation de la force qui s’effectue au travers des pas de
temps de la simulation. Par exemple, si l’on applique une force sur un point a` un instant
t, on va alors mettre a` jour les positions et vitesses des points de l’e´le´ment pendant le pas
de temps. Cependant, c’est seulement au temps t + 1 que l’on va ge´ne´rer une force dans
tous les e´le´ments voisins de niveau 1 (en re´ponse aux modifications du premier e´le´ment)
. Ces derniers vont alors mettre a` jour les positions et les vitesses des points associe´s, et
ce processus va ensuite se re´pe´ter jusqu’a` propager la force a` tous les e´le´ments.
Dans la re´alite´, on peut aussi mesurer une onde me´canique qui se propage au sein de
la matie`re. Or plus le mate´riau est rigide, et plus l’onde se propage rapidement. Il est
impe´ratif de propager l’onde nume´rique plus rapidement que l’onde me´canique sous peine
de voir les objets virtuels exploser. Ceci entraˆıne des restrictions sur la taille des pas
de temps, qui doivent eˆtre tre`s petits. Cette contrainte est tre`s difficile a` garantir dans
tous les cas, et les me´thodes explicites sont en ge´ne´ral mieux adapte´es a` la simulation
d’objets mous, ou pour des algorithmes de recalage. Ainsi, elles ont e´te´ utilise´es pour des
applications en temps re´el, visant a` simuler l’e´volution du cerveau pendant la chirurgie
Joldes et al. (2009b). En effet, cet organe est particulie`rement mou, et les contacts avec
le squelette sont de tre`s faibles intensite´s. Par ailleurs, les me´thodes explicites restent un
domaine de recherche actif, et certains travaux tendent a` minimiser leurs contraintes. Par
exemple Joldes et al. (2009a), qui proposent d’augmenter artificiellement la masse afin de
prendre en compte des mate´riaux plus rigides.
Inte´gration Implicite
Pour contourner les proble`mes des me´thodes explicites, le sche´ma d’inte´gration implicite
permet de mettre a` jour les vitesses en fonction de l’acce´le´ration a` la fin du pas de temps
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courant, par exemple, le sche´ma d’Euler implicite : M at+h = f(pt+h,vt+h)vt+h = vt + h at+hpt+h = pt + h vt+h (2.38)
On fait face a` un proble`me non-line´aire. Pour le re´soudre, on va utiliser une approximation
du 1er ordre :
f(pt+h,vt+h) ≈ f(pt,vt) + K · (pt+h − pt) + B · (vt+h − vt) (2.39)
En combinant les e´quations (2.38) et (2.39), nous pouvons mettre a` jour l’acce´le´ration7
avec :
M at+h ≈ f(pt,vt) + K · (pt+h − pt) + B · (vt+h − vt)
≈ f(pt,vt) + K · (pt + h vt+h − pt) + B · (vt + h at+h − vt)
≈ f(pt,vt) + K · (h vt + h2 at+h) + B · (h at+h)
(2.40)
Dans la suite, nous chercherons a` e´galiser les deux membres de ces e´quations a` chaque
pas de temps. Pour re´soudre ce proble`me non-line´aire, on peut utiliser l’algorithme de
Newton-Raphson, et effectuer plusieurs ite´rations pour e´valuer le re´sidu. Cependant, en
pratique nous n’effectuerons qu’une seule ite´ration de l’algorithme (ou encore une seule
line´arisation par pas de temps) ce qui fourni une solution acceptable dans un contexte de
simulation en temps re´el. Ainsi, dans la suite du document nous e´crirons une e´galite´ entre
les deux membres de cette e´quation :
(M− hB− h2K) at+h = f(pt,vt) + hK·vt (2.41)
En re`gle ge´ne´rale, on pre´fe`re exprimer ce syste`me en vitesses en posant ∂v = ha. Ainsi,
on obtient le syste`me line´aire final :
(M− hB− h2K)︸ ︷︷ ︸
A
∂v︸ ︷︷ ︸
x
= hf(pt,vt) + h
2 K·vt︸ ︷︷ ︸
b
(2.42)
Un syste`me line´aire doit alors eˆtre re´solu a` chaque pas de temps pour pouvoir mettre a` jour
les nouvelles positions et vitesses. Notons que dans ces e´quations, nous avons conside´re´
K(u) constante pendant toute la dure´e du pas de temps, ce qui nous permet de l’e´crire
sous sa forme matricielle K. En effet, ceci correspond a` la line´arisation de la fonction
introduite dans la section 2.3.2, ce qui nous permet d’e´crire ce syste`me quel que soit le
mode`le de de´formation. On peut montrer que la matrice du syste`me A est inversible,
en raison de l’assemblage avec la matrice de masse. En effet, l’ajout de la masse rend le
syste`me de´fini positif, ce qui assure que le syste`me assemble´, est inversible.
L’avantage d’une inte´gration implicite est qu’elle permet d’utiliser des pas de temps beau-
coup plus grands puisque de`s qu’on applique une force, on prend en compte toute la
7Nous avons choisi d’utiliser l’acce´le´ration comme inconnue, mais il est tout a` fait possible de poser les e´quations au
niveau des vitesses ou des positions en utilisant un changement de variable.
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me´canique comple`te de l’objet. Ces syste`mes sont dit inconditionnellement stables, mais
ils ne´cessitaient la re´solution du syste`me line´aire a` chaque pas de temps, ce qui fait qu’il
est difficile de garantir la contrainte de temps re´el. C’est notamment une grande partie de
la proble´matique de cette the`se. En effet, nous avons fait le choix d’utiliser les me´thodes
implicites, et tout au long de ce document nous chercherons a` apporter des solutions qui
visent a` re´duire les temps de calcul conse´quents a` ce choix. La premie`re raison est que
nous souhaitions pouvoir simuler aussi bien des objets tre`s mous comme le cerveau, que
des objets plus rigides comme le foie, ou des instruments chirurgicaux. De plus, nous sou-
haitions laisser la possibilite´ a` un utilisateur exte´rieur d’interagir avec la simulation, ce qui
peut provoquer des contacts brusques et discontinus. Ainsi, bien que ce choix conduise a`
des difficulte´s supple´mentaires par rapport a` une approche explicite, nous montrons dans
ce document qu’il peut eˆtre un choix judicieux pour re´pondre a` toutes les exigences d’une
simulation me´dicale interactive.
2.5 Les mode`les de´formables
Nous pre´sentons maintenant quelques mode`les de de´formation qui seront exploite´s par la
suite.
2.5.1 Mode`les basiques
Le mode`le masse-ressort La solution la plus simple pour cre´er un mode`le de´formable est
de placer un ensemble de ressorts entre les particules du maillage Miller (1988); Montgo-
mery et al. (2002). En associant une rigidite´ aux ressorts, on peut alors calculer des forces
qui vont avoir tendance a` ramener les particules vers leur position d’e´quilibre. Un vecteur
est ainsi de´fini entre deux particules connecte´es, ce qui nous donne la direction des forces
applique´es. Leur norme est souvent suppose´e directement proportionnelle au de´placement
des particules (c’est-a`-dire a` la diffe´rence entre leur distance actuelle et leur distance dans
la configuration initiale) :
f = k ∗ (lt − l0) (2.43)
ou` l0 et lt sont les positions respectivement initiales et actuelles, et k est un coefficient qui
repre´sente la rigidite´ du ressort. E´videmment les avantages des ces approches sont qu’elles
sont tre`s rapides a` calculer, et elles sont bien adapte´es pour be´ne´ficier d’une paralle´lisation
GPU, comme de´montre´ par Sorensen et al. (2006). De plus, il est relativement facile de
ge´rer les modifications topologiques pendant la simulation, pour simuler des de´coupes ou
de´chirures, puisqu’il suffit simplement de casser les ressorts de´coupe´s.
Le principal inconve´nient c’est qu’ils ne permettent pas de mode´liser ade´quatement la
de´formation des tissus mous de fac¸on re´aliste. En effet, il est difficile de relier la raideur
des ressorts, a` un parame`tre physique comme le module de Young. De plus, ils introduisent
une anisotropie artificielle a` travers le choix du maillage. La valeur de la rigidite´ doit alors
eˆtre ajuste´e en fonction de la discre´tisation, ce qui rend tre`s difficile la recherche de valeurs
cohe´rentes.
On trouve cependant un tre`s grand nombre de travaux qui se reposent sur cette formula-
tion, comme par exemple pour les simulations de veˆtements Baraff et Witkin (1998). De
re´cents travaux Delingette (2008), tendent a` accroˆıtre la pre´cision de ces mode`les, ce qui
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se fait bien e´videmment au de´triment de leur temps de calcul.
Le mode`le de poutre On trouve e´galement d’autres mode`les de de´formation, optimise´s
pour des objets pre´sentant une structure particulie`re, comme ceux qui posse`dent une struc-
ture line´ique. On utilise ce type de mode`le pour simuler le comportement d’un cathe´ter
dans le re´seau arte´riel par exemple, ou pour la simulation de suture Duriez et al. (2009).
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Fig. 2.11 – Assemblage de la matrice du syste`me de´crit par un objet de´formable compose´ de poutres
connecte´es en se´rie.
Les objets pre´sentant une structure filaire sont mode´lise´s par un ensemble de poutres
connecte´es en se´rie, chacune compose´es de deux points de controˆles. Les extre´mite´s des
segments sont conside´re´es comme des rigides et posse`dent alors un ensemble de 6 degre´s
de liberte´ (3 en translation et 3 en rotation) Cotin et al. (2005). Il est alors possible
de manipuler le caˆble dans toutes les directions. Les e´le´ments sont relie´s en utilisant la
me´thode des e´le´ments finis Dequidt et al. (2008), et on peut alors extraire une matrice de
rigidite´.
Les mode`les de´formables compose´s de poutres produisent un syste`me nume´rique particu-
lier. Si on organise les points dans l’ordre croissant (voir figure 2.11) le long de la poutre, la
matrice ge´ne´re´e par le syste`me s’exprime dans une structure Block Tri-Diagonale (BTD).
En effet, le de´placement d’un point de l’objet influence uniquement ses deux points voi-
sins, on constate alors la pre´sence de trois blocs de donne´es non nuls sur chaque bloc de
ligne de la matrice. Bien que ses valeurs changent a` chaque pas de temps, la re´solution
de ce syste`me est tre`s rapide en utilisant l’algorithme de Thomas Kumar et al. (1993),
qui permet de calculer l’inverse du syste`me avec une complexite´ en line´aire en nombre de
nœuds.
2.5.2 Mode`les e´le´ments finis volumiques
Mode´lisation line´aire en petit de´placements Le mode`le line´aire est un mode`le parti-
culie`rement simple base´ sur les e´le´ments finis, dans lequel on suppose que la matrice
de rigidite´ est constante tout au long de la simulation. Il est ge´ne´ralement construit en
utilisant une loi de Hooke avec le tenseur de contraintes de Green-Lagrange line´arise´
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(hypothe`se des petits de´placements). En exprimant un point comme des coefficients ba-
rycentriques des points de controˆle d’un e´le´ment (ce qui conduit a` l’e´quation (2.10)), on
peut alors exprimer8 la relation entre contrainte et de´placement, en fonction des points
de controˆle : εxxεyy
εxy
 =

dux
dx
duy
dy
dux
dy
+ duy
dx


u1x
u1y
u2x
u2y
u3x
u3y

=
b1 0 b2 0 b3 00 c1 0 c2 0 c3
c1 b1 c2 b2 c3 b3


u1x
u1y
u2x
u2y
u3x
u3y

(2.44)
Ce qu’on peut re´-e´crire :
εe = Fe ue (2.45)
A` ce stade on va utiliser le principe des travaux virtuels qu’on peut montrer e´quivalent a`
l’e´quation (2.26) :
uT · f =
∫
V
εT ⊗ σ dV (2.46)
Ainsi, en injectant les e´quations (2.45) et (2.19), on peut exprimer alors directement la
matrice de rigidite´ locale a` un e´le´ment par :
ue
T · f e =
∫
Ve
(Fe · ue)T · (Ee Fe · ue) dV
ue
T · f e =
∫
Ve
ue
T · FeT Ee Fe · ue dV
ue
T · f e = ueT · FeT Ee Fe · ue
∫
v
dV
f e = Fe
T Ee Fe · ue ∗ Aire du triangle
(2.47)
On obtient alors directement la matrice de rigidite´ par :
f e = Ke ∗ ue (2.48)
La matrice de rigidite´ ne de´pend alors plus du tout du de´placement, et sera constante
pendant toute la simulation. Le fait de posse´der une matrice constante, va permettre de
la pre´-inverser et de l’utiliser pendant toute la simulation (ces aspects sont traite´s en
de´tails dans le chapitre suivant). Cependant, le principal proble`me est que si les objets
subissent de grandes de´formations par rapport a` leur position d’origine, on constate des
8Notons que nous utilisons ici la notation de Voight pour e´crire le tenseur de de´formation
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de´formations non re´alistes. En effet, les contraintes sont dans ce cas sous-e´value´es, par
rapport a` la de´formation, ce qui entraˆıne ge´ne´ralement une trop grande de´formation, et
provoque le phe´nome`ne bien connu de gonflement des objets. Ainsi, malgre´ leur rapidite´,
ces mode`les trop simples ne suffisent pas a` produire des simulations me´dicales, ou` la
pre´cision joue un roˆle tre`s important. On peut malgre´ tout trouver dans la litte´rature de
nombreux travaux base´s sur l’e´lasticite´ line´aire Bro-Nielsen et Cotin (1996) ; Cotin et al.
(1999) ou James et Pai (1999).
Le mode`le co-rotationnel Les line´arisations du mode`le pre´ce´dent, comportaient deux
aspects : l’approximation line´aire du mate´riau faite par la loi de Hooke, et l’approximation
line´aire ge´ome´trique par le tenseur de Green Lagrange line´arise´. Or, on constate que
dans la plupart des simulations me´dicales, la line´arisation de la partie ge´ome´trique de
la de´formation provoque des erreurs tre`s importantes (bien plus que la line´arisation de
la loi de comportement du mate´riau). Cela est en grande partie duˆ a` une rotation non-
ne´gligeable des e´le´ments. Si on comparait les matrices, on pourrait s’apercevoir qu’une
simple rotation des e´le´ments va avoir un impact important sur la matrice de rigidite´.
Mu¨ller et al. (2002) proposent une fac¸on e´le´gante de reme´dier a` ce proble`me, qu’ils ap-
pellent stiffness warping . Elle consiste a` e´valuer la rotation globale de l’objet de´forme´,
puis a` appliquer la rotation inverse autour de la matrice de rigidite´ (qui reste constante
pendant toute la simulation). Ceci revient a` calculer la de´formation des e´le´ments en les
plac¸ant auparavant dans un repe`re qui annule la plus grande partie des rotations subies
par l’objet. Pour e´valuer les rotations, on peut utiliser la me´thode de shape matching
similaire a` celle introduite dans Mu¨ller et al. (2005). La matrice de rotation globale est
alors applique´e autour de la matrice de rigidite´. Cette ope´ration est rapide et permet
d’obtenir des de´formations plus re´alistes.
Fig. 2.12 – Co-rotational FEM : a local frame is computed on each element to handle large rotations.
La matrice de rotation globale ne tient pas compte des rotations locales, qui apparaissent
inde´pendamment sur les diffe´rentes parties des objets quand ils se de´forment. Ainsi, le
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mode`le co-rotationnel est base´ sur une e´valuation inde´pendante des rotations pour chaque
e´le´ment. Les rotations locales de chaque e´le´ment sont alors beaucoup plus pre´cises, et
permettent d’accroˆıtre la gamme de de´formation supporte´e. Dans chaque te´trae`dre, le
repe`re local est repre´sente´ par une matrice de rotation rigide R, et sa transpose´e est
utilise´e pour replacer le te´trae`dre dans sa configuration de re´fe´rence. Le calcul de ces
rotations n’est pas unique, et plusieurs me´thodes ont e´te´ propose´es Hauth et Straßer
(2004) ;Mu¨ller et Gross (2004) ;Nesme et al. (2005b). Les de´placements et les forces sont
calcule´s dans le syste`me de coordonne´e tourne´, puis transforme´ a` nouveau dans le syste`me
de coordonne´e de l’objet (voir figure 2.12). En utilisant cette formulation, les forces de f e
applique´es aux sommets des e´le´ments sont :
f e = ReFe
TEeFe (Re
Tpe − pe) (2.49)
ou` les vecteurs pe et p¯e de taille 12×1 sont les positions des sommets dans l’e´tat de´forme´
et non de´forme´. Re est la matrice diagonale par blocs utilise´s pour appliquer une rotation
R pour les quatre vecteurs 3D. Il est ici important de remarquer que meˆme si on peut
e´valuer facilement la rigidite´, car Fe
TEeFe reste constant, les rotations ne le sont pas, et
introduisent des modifications des matrices e´le´mentaires. Ainsi, on ne peut plus supposer
que la matrice assemble´e du syste`me A reste constante, et il sera donc ne´cessaire de
re´soudre un nouveau syste`me line´aire a` chaque pas de temps de la simulation. Le mode`le
co-rotationnel nous semble malgre´ tout un bon compromis pour les simulations me´dicales
interactives, principalement pour sa rapidite´, mais e´galement parce qu’il est possible de
corriger avec une ope´ration tre`s simple une grande partie des non-line´arite´s introduites
pendant la de´formation. Cependant, un grand nombre de contributions de cette the`se ne
se limitent pas a` ce mode`le.
Mode`les hypere´lastiques Les mode`les line´aires permettent d’aller encore plus loin dans la
mode´lisation du comportement, et parviennent a` simuler une de´formation correcte meˆme
sous l’effet de fortes de´formations. Le mode`le non-line´aire le plus simple est le mode`le de
St venant kirchhoff. L’e´nergie de de´formation est alors de´finie par :
W (εe) =
λ
2
[tr(εe)]
2 + µtr(εe
2) (2.50)
Sa loi de comportement est une relation non line´aire, mais lorsqu’on calcule sa de´rive´e
dans l’e´quation (2.20), on obtient au final une relation line´aire. Ce mode`le servira de cas
test, pour valider nos travaux sur des mode`les plus complexes que le mode`le co-rotationnel.
De nombreux autres mode`les non-line´aires existants permettent d’approcher de mieux en
mieux les relations de´duites des expe´rimentations, mais c’est bien souvent au prix d’un
temps de calcul plus long. Nous avons utilise´ dans ce document le travail de Marchesseau
et al. (2010) appele´ Multiplicative Jacobian Energy Decomposition (MJED). Sa principale
caracte´ristique est de proposer un assemblage rapide des matrices de rigidite´ pour une
grande varie´te´ de mate´riaux isotropes et anisotropes. Ce mode`le est une formulation
ge´ne´rique de l’e´nergie a` des mate´riaux hypere´lastiques a` l’inte´rieur de te´trae`dres line´aires.
Nous avions donc a` disposition une imple´mentation des mode`les ArrudaBoyce, St-Venant-
Kirchhoff, NeoHookean, MooneyRivlin, VerondaWestman, Costa et Ogden qui sont des
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mode`les non-line´aires pouvant eˆtre simule´s en temps re´el. De notre point de vue, nous
utiliserons ces mode`les comme des boites noires, en sachant qu’a` chaque pas de temps, ils
nous fourniront une line´arisation de la matrice de rigidite´ du syste`me. Ainsi, nous serons
toujours capable d’assembler un syste`me matriciel, mais e´videmment celui-ci va changer
de fac¸on tre`s importante au cours de la simulation.
2.5.3 De´coupe et changements topologiques
Simuler des actes chirurgicaux tels que la de´coupe des organes, implique ge´ne´ralement
plusieurs de´fis lie´s au remaillage du domaine, la mise a` jour des informations me´caniques,
et pour le calcul des contacts et le rendu haptique. Plusieurs approches ont e´te´ propose´es
pour remailler le domaine tout en maintenant une bonne qualite´ des maillages pendant
la de´coupe Sifakis et al. (2007) Molino et al. (2007). Pour l’aspect de´formation, les chan-
gements topologiques exigent essentiellement la mise a` jour de la matrice de rigidite´,
et de la matrice de masse. Ceci est proble´matique si les objets sont simule´s suivant un
mode`le line´aire, puisque dans ce cas la matrice du syste`me doit eˆtre mise a` jour et in-
verse´e a` chaque modification topologique. Par souci de simplicite´, nous conside´rons ici
que les changements topologiques s’effectuent avec deux ope´rations tre`s simples, qui sont
la suppression et l’ajout d’e´le´ments.
La fac¸on la plus simple pour produire des changements topologiques est de supprimer
des e´le´ments, ce qui permet par exemple de simuler la bruˆlure des organes. L’avantage
est que dans la plupart des cas le nombre de nœuds n’est pas modifie´, et la dimension
des matrices reste constante. En effet, comme les nœuds sont en ge´ne´ral relie´s a` plusieurs
e´le´ments, le fait de supprimer un e´le´ment, consiste simplement a` casser des connexions
me´caniques. Dans les cas extreˆmes, il est possible de se´parer comple`tement un point
de tous ses e´le´ments, on peut alors choisir de le laisser “errer” dans l’espace, ou de le
supprimer et changer la taille des matrices. La suppression de matie`re peut produire des
effets inde´sirables, ainsi il est possible d’ajouter des e´le´ments. Cette ope´ration implique
ge´ne´ralement l’ajout de nœuds, et il faut ge´rer avec beaucoup d’attention les dimensions
des matrices. Pour obtenir une de´coupe plus fine, on pourra alors supprimer un e´le´ment
de´coupe´, le subdiviser, puis ajouter les e´le´ments plus petits. La subdivision n’est pas une
chose facile car elle ne´cessite de maintenir une bonne qualite´ de maillage Mor et Kanade
(2000).
Du point de vue nume´rique, la suppression d’e´le´ments revient a` soustraire du syste`me
matriciel global, les matrices me´caniques des e´le´ments supprime´s . Inversement, l’ajout
d’e´le´ments revient a` additionner les matrices de masse rigidite´ et amortissement au
syste`me. Il faut e´galement calculer les informations me´caniques des e´le´ments dans une
configuration adapte´e. Par exemple pour le mode`le co-rotationnel il faut calculer la rigidite´
des nouveaux e´le´ments dans la configuration initiale. Ainsi, dans la plupart des mode`les
non line´aires, la matrice globale du syste`me n’est pas conside´re´e comme constante, et
elle est souvent reconstruite (ou e´value´e) a` partir de l’information des e´le´ments. Dans ce
cas, la de´coupe est automatiquement prise en compte du point de vue me´canique, et elle
n’ajoute que de le´gers surcouˆts.
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2.6 Programmation moderne des GPU
Pour terminer ce chapitre, nous introduisons brie`vement les concepts ne´cessaire a` la pa-
ralle´lisation sur GPU. Cette section ne constitue pas un cours de paralle´lisme, et le lecteur
inte´resse´ pourra se re´fe´rer aux quelques ouvrages parus depuis la cre´ation de ces langages
Gaster et al. (2011); Sanders et Kandrot (2010).
2.6.1 L’architecture d’un GPU
Pour comprendre la programmation des processeurs graphiques, regardons tout d’abord
leur architecture. Le GPU est e´quipe´ de plusieurs processeurs (appele´s multiprocesseur)
qui fonctionnent inde´pendamment. Chaque multiprocesseur regroupe e´galement plusieurs
unite´s de calcul (8 sur les architectures NVIDIA) qui sont spe´cialise´s et fonctionnent
selon un sche´ma SIMD (Single Instruction Multiple Data). Au meˆme moment, chaque
multiprocesseur peut alors exe´cuter un ensemble de threads qui se trouvent au meˆme
endroit dans le programme (sur des donne´es diffe´rentes). Cet ensemble de threads est
appele´ un warp (un groupe de 32 ou 64 threads sur l’architecture NVIDIA). Les warps
sont affecte´s par tranche de 32 threads au lancement du programme, et restent fixes
pendant toute l’exe´cution.
Malgre´ tout, chaque thread posse`de son propre environnement d’exe´cution (registres,
compteur d’instructions). Chacun peut donc exe´cuter des parties diffe´rentes du pro-
gramme de fac¸on inde´pendante. En revanche, si plusieurs threads d’un meˆme warp doivent
exe´cuter un code diffe´rent (par exemple suite a` un branchement), toutes les instructions
divergentes sont se´rialise´es. Dans ce cas, le temps d’exe´cution sera e´gal a` la somme des
temps d’exe´cution de chaque partie divergente du programme.
Une autre diffe´rence fondamentale dans la programmation des GPU, concerne la gestion
de la me´moire. En effet, sur un CPU traditionnel, il n’existe qu’une seule plage me´moire
qui peut accueillir les donne´es. En revanche, le GPU posse`de plusieurs types de me´moire,
dont chacune pre´sente des particularite´s et des temps d’acce`s spe´cifiques. Il existe 3 types
de me´moire qui sont visibles par le CPU et par tous les multiprocesseurs (voir figure
2.13b). Ce sont la me´moire globale, la me´moire constante, et la me´moire de texture.
La me´moire constante et la me´moire de texture sont les plus rapides, mais elles ne peuvent
pas eˆtre modifie´es pendant l’exe´cution du programme (en pratique nous les utilisons pour
des taˆches spe´cifiques). La me´moire globale est plus ge´ne´rale mais elle pre´sente une forte la-
tence pour acce´der aux donne´es, en particulier si les lectures/e´critures ne sont pas aligne´es.
En effet, cette me´moire est optimise´e pour fournir les donne´es en un temps minimum, si
plusieurs threads d’un meˆme warp y acce`dent de fac¸on contigue¨s. Dans ce cas, le temps de
transfert sera le meˆme que le temps d’acce`s a` une seule valeur. En revanche, si les threads
d’un meˆme warp y acce`dent de fac¸on non aligne´e, le temps d’acce`s sera multiplie´ par le
nombre de plages non contigue¨s. Cette contrainte sera tre`s importante pour maximiser
les performances dans nos applications.
Enfin, il existe e´galement deux types de me´moires locales a` chaque multiprocesseur. Tout
d’abord, chaque thread posse`de un ensemble de registres pour stocker ses propres donne´es
pendant l’exe´cution. De plus, chaque multiprocesseur posse`de une me´moire partage´e qui
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(a) Re´partition de la charge de calcul (b) Hierarchie de me´moire sur une Geforce
Fig. 2.13 – Programmation avec CUDA9.
est tre`s rapide. Cette me´moire est ge´ne´ralement utilise´e pour communiquer (a` faible couˆt)
des donne´es entre les threads exe´cute´s sur le meˆme multiprocesseur. En revanche, cette
me´moire posse`de une capacite´ de stockage tre`s limite´e.
2.6.2 Programmer en CUDA
La programmation en CUDA suit un sche´ma maˆıtre/esclave. Le CPU exe´cute l’application
de fac¸on traditionnelle, puis il fait appel a` des fonctions GPU appele´s kernels , pour re´aliser
une taˆche hautement paralle`le (voir figure 2.14a). Du cote´ du CPU, l’exe´cution d’un kernel
s’effectue donc ge´ne´ralement en trois temps :
1. La copie de donne´es dans la me´moire du GPU.
2. L’appel au kernel.
3. L’attente du re´sultat10.
Pour chacun de ces aspects, CUDA fournit un ensemble de primitives qui permet de com-
muniquer avec le GPU. Ainsi, le processeur graphique est perc¸u comme un co-processeur
spe´cialise´ qui peut traiter tre`s rapidement une taˆche paralle`le.
Du coˆte´ du GPU, la programmation du kernel de´marre en spe´cifiant la re´partition des
taˆches sur le processeur graphique. Pour cela, on utilise deux niveaux hie´rarchiques, le
premier correspond au nombre de blocs qui vont eˆtre exe´cute´s sur le GPU, alors que le
second est le nombre de threads contenus dans chaque bloc. Le nombre de blocs est de´crit
par une grille a` deux dimensions, alors que le nombre de threads dans un tableau ayant au
9Source : NVIDIA CUDA Programming Guide
10Par de´faut l’appel a` un kernel n’est pas bloquant, jusqu’a` ce que le CPU demande a` lire les donne´es re´sultantes
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(a) Lancement de kernels par le CPU (b) Re´partition des threads sur GPU.
Fig. 2.14 – Exe´cution d’un kernel CUDA9.
maximum trois dimensions (voir figure 2.13a). Chaque thread posse`de donc un identifiant
de (bloc, thread) unique, qu’on peut utiliser pour exe´cuter des parties spe´cifiques du code.
Concre`tement, un bloc CUDA sera exe´cute´ sans interruption par un seul multiprocesseur.
Si le nombre de blocs est supe´rieur au nombre de multiprocesseurs, alors le GPU va
re´partir automatiquement la charge de travail sur chacun d’entre eux (voir figure 2.13a).
De plus, chaque bloc contient plusieurs threads (une limitation de 512 est impose´e sur les
architectures NVIDIA), qui sont re´partis dans diffe´rents warps. Les threads d’un meˆme
bloc peuvent communiquer entre eux via la me´moire partage´e, et eˆtre synchronise´s a` l’aide
de la primitive CUDA syncthread (appele´ synchronisation locale). Cependant, il n’est
pas possible de synchroniser des threads qui appartiennent a` des blocs diffe´rents.
En pratique, le code du kernel est une fonction e´crite en C standard similaire au code
sur CPU. Sur la figure 2.15, le kernel correspond uniquement aux lignes de 1 a` 9 (sur la
figure de droite). Les lignes 5 et 6 permettent a` chaque thread de re´cupe´rer un identifiant
(bloc, thread), et la ligne 7 leur permet d’en de´duire un identifiant unique. On e´crit ensuite
dans le tableau re´sultat C de la meˆme manie`re que dans un code CPU. La principale
diffe´rence, est que les boucles for sont ge´ne´ralement remplace´es par un de´calage dans un
tableau. Pour cela, on utilise l’identifiant des threads pour connaˆıtre l’adresse des donne´es
a` lire ou e´crire. Comme plusieurs threads exe´cutent les instructions du kernel en paralle`le,
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cela revient a` parcourir toutes les ite´rations de la boucle en paralle`le.
1 void sumVec(int dim,
2 const float ∗ A,
3 const float ∗ B,
4 float ∗ C) {
5
6 for (int id = 0; id < dim; id++) {
7 C[id] = A[id] + B[id];
8 }
9 }
10
11 int main (...) {
12 init (A); init (B);
13
14
15
16 sumVec(dim,A,B,C);
17 }
1 global void sumVec(int dim,
2 const float ∗ A,
3 const float ∗ B,
4 float ∗ C) {
5 int tx = threadIdx.x;
6 int bx = blockIdx.x;
7 int id = bx∗BSIZE + tx;
8 C[id] = A[id] + B[id];
9 }
10
11 int main (...) {
12 init (A); init (B);
13 dim3 threads(BSIZE,1);
14 dim3 grid((dim+BSIZE−1)/BSIZE,1);
15
16 sumVec<<< grid, threads >>>(dim,A,B,C);
17 }
Fig. 2.15 – Calcul CPU (gauche) et GPU (droite) de la somme de deux vecteurs
Les lignes de 11 a` 17 sont exe´cute´es par le CPU et permettent d’initialiser les donne´es et
de lancer le kernel. En particulier, les lignes 13 et 14 de´crivent les dimensions des grilles
de blocs et de threads qui vont exe´cuter le kernel, alors que la ligne 16 permet de lancer
la fonction GPU. Si dim est la taille du vecteur, alors (dim + BSIZE − 1)/BSIZE
correspond au nombre de blocs qui doit exe´cuter le kernel (BSIZE est une constante de
l’application ge´ne´ralement fixe´e a` 32 ou 64, qui permet de grouper les threads par blocs).
En effet, si chaque bloc est compose´ de BSIZE threads, alors ce calcul permet d’affecter
au moins un thread par donne´e. En pratique on va alors lancer un nombre plus important
de threads que la dimension du vecteur. Dans ce cas, il faut exe´cuter la ligne 8 uniquement
si l’indice du thread est infe´rieur a` dim. Cependant, dans nos codes CUDA, nous avons
toujours pris soin de redimensionner les vecteurs GPU avec une taille multiple de BSIZE.
Ainsi, le fait de ne pas ajouter le test sur l’indice a` la ligne 8 permet de maximiser les
performances, en assurant que tous les threads d’un meˆme warp seront toujours au meˆme
endroit dans le programme.
Limitation du langage
La plus grosse contrainte en CUDA est qu’il n’est pas possible de synchroniser des threads
appartenant a` des blocs diffe´rents. En effet, la seule fac¸on de s’assurer qu’un calcul est
termine´ dans un autre bloc, est de rendre la main au CPU puis d’attendre la fin de
l’exe´cution du kernel (et donc de tous les blocs). On pourra ensuite lancer un nouveau
kernel dans lequel on aura la garantie que la taˆche pre´ce´dente est termine´e (ce proce´de´
sera nomme´ synchronisation globale). E´videmment le couˆt de lancement des kernels ainsi
que l’attente des derniers blocs, rend cette synchronisation tre`s couˆteuse. Il faudra donc
l’e´viter au maximum.
Une autre difficulte´ re´side dans les optimisations lie´es aux acce`s me´moire (en re´alisant
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des lectures aligne´es), qui sont a` la charge du programmeur. Ainsi, il est ne´cessaire de
bien penser a` la repre´sentation des donne´es et au de´coupage des calculs. Une optimisation
tre`s courante consiste a` charger les donne´es dans la me´moire partage´e, en effectuant des
lectures aligne´es. Suite a` une synchronisation locale, on pourra ensuite utiliser les donne´es
dans un ordre quelconque.
2.7 Conclusion
Nous avons pre´sente´ les fondements the´oriques sur lesquels sont base´s l’ensemble des tra-
vaux de cette the`se. Ces the´ories de´coulent de la me´canique des milieux continus, ce qui
nous permet de mettre en e´quation le comportement de solides de´formables. Nous avons
e´galement pre´sente´ la me´thode des e´le´ments finis, qui permet d’obtenir une approxima-
tion nume´rique des e´quations ge´ne´re´es. Puis, nous avons pre´sente´ les solutions pour faire
e´voluer les syste`mes me´caniques dans le temps. Nous avons termine´ en pre´sentant un
ensemble de mode`les de de´formations.
L’ensemble des me´thodes pre´sente´es ici nous permet d’animer virtuellement des objets, de
telle sorte que leur comportement corresponde a` celui obtenu lors des expe´rimentations.
On peut alors s’attendre a` ce que les objets virtuels reproduisent fide`lement les
de´formations re´elles (sous re´serve que les diffe´rentes approximations restent valides). Or,
la simulation me´dicale, la pre´cision des de´formations joue un roˆle essentiel, et nos choix
seront oriente´s pour obtenir une grande pre´cision des calculs. Cependant, pour garantir le
coˆte´ interactif, il ne faut pas augmenter les temps de calcul, et pour cela nous exploiterons
les architectures hautement paralle`les.
Le choix le plus important a e´te´ de se baser sur un mode`le d’inte´gration implicite. En
effet, nous avons vu que cela nous permet de garantir une grande stabilite´ dans la simu-
lation, mais nous ame`ne e´galement a` re´soudre un syste`me d’e´quations line´aires a` chaque
pas de temps. Pour construire ce syste`me, on a cependant fait la supposition que les
relations entre les forces s’exerc¸ant au sein de la matie`re, et les de´placements, peuvent
eˆtre line´arise´es sur de petites pe´riodes de temps. Cette supposition est ne´cessaire, pour
pouvoir utiliser nos travaux, mais elle conduit a` une erreur tre`s faible, puisque on sup-
pose qu’un nouveau syste`me line´aire est re´-e´value´ au de´but de chaque pas de temps, en
fonction des positions courantes. Il faut donc pouvoir re´soudre le syste`me line´aire assez
rapidement pour rester compatible avec le temps re´el. D’autre part, nous avons vu que la
pre´cision de la me´thode des e´le´ments finis de´pend du nombre d’e´le´ments qui composent
les objets virtuels. Or, dans l’objectif d’augmenter la pre´cision des simulations, nous sou-
haitons pouvoir simuler un grand nombre d’e´le´ments, le syste`me line´aire e´tant d’autant
plus proble´matique. Ainsi, le chapitre suivant est inte´gralement consacre´ a` ces proble`mes.
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3.1 Introduction
Nous avons vu dans le chapitre pre´ce´dent que la me´thode des e´le´ments finis, couple´e
a` un inte´grateur implicite nous conduit a` re´soudre au cours de la simulation, un ou
plusieurs syste`mes d’e´quations line´aires de´finis par l’e´quation (2.42) ou` x est l’inconnue
du proble`me. Cette e´quation peut eˆtre re´-e´crite sous une forme ge´ne´rale par :
Ax = b (3.1)
La re´solution de ce type de syste`mes a e´te´ tre`s largement e´tudie´e par diffe´rentes com-
munaute´s (mathe´matique, physique, informatique, simulation, ...). Un grand nombre de
me´thodes ont e´te´ propose´es pour exploiter les proprie´te´s spe´cifiques a` chaque matrice
(taille, remplissage, format, ...) en vue de calculer la solution du proble`me le plus efficace-
ment possible. Toutefois, il faut rappeler que nous sommes dans un contexte de simulation
temps re´el, ce qui implique que les algorithmes que nous sommes susceptibles d’utiliser
doivent impe´rativement fournir une solution tre`s rapidement.
Nous commencerons ce chapitre en pre´sentant les diffe´rentes techniques de re´solution de
syste`me line´aire, en orientant notre recherche vers les me´thodes applicables a` la simula-
tion en temps re´el. Ensuite, nous pre´senterons nos premie`res contributions permettant de
paralle´liser l’inte´grateur implicite sur un processeur hautement paralle`le tel qu’un GPU.
Pour cela nous de´taillerons en particulier les e´tapes ne´cessaires a` la paralle´lisation de
l’algorithme du gradient conjugue´, et nous proposerons des optimisations pour le mode`le
co-rotationnel. Nous montrerons que cette me´thode nous permet de simuler un nombre
conside´rable d’e´le´ments en temps re´el. Ensuite, nous chercherons a` simuler des objets
he´te´roge`nes, ou pre´sentant un faible rapport masse-raideur. Ceci nous conduira a` proposer
une technique de pre´conditionnement exploitant la cohe´rence temporelle de la me´canique
des objets.
3.2 Re´solution de syste`mes d’e´quations line´aires
Il n’existe pas de me´thode universelle pour re´soudre un syste`me line´aire, le choix est
guide´ par la nature de la matrice, la me´moire et le temps dont on dispose. Nous com-
menc¸ons ce chapitre par un bref e´tat de l’art des me´thodes de re´solution de syste`me
line´aire. On peut trouver dans la litte´rature deux grandes familles d’algorithmes pour
re´soudre ces proble`mes. La premie`re consiste a` inverser le syste`me (re´solution directe), la
seconde consiste a` raffiner une solution initiale par une succession d’ite´rations (re´solution
ite´rative).
3.2.1 Les me´thodes de re´solutions directes
Les me´thodes directes consistent a` calculer de fac¸on exacte l’inverse du syste`me (ou
une factorisation), permettant d’obtenir la solution du proble`me en un nombre fini
d’ope´rations (voir Davis (2006) pour de plus amples informations). Ces me´thodes sont
conside´re´es comme robustes puisqu’elles sont peu sensibles a` la difficulte´ nume´rique des
proble`mes traite´s (impre´cisions, mauvais conditionnement...). Nous de´taillerons cette no-
tion au cours de ce chapitre.
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Calcul explicite de l’inverse
Une premie`re technique consiste a` calculer explicitement A−1 de telle sorte que la solution
de l’e´quation (3.1) soit obtenue directement par x = A−1b. La multiplication de A−1 par
b est une ope´ration facilement paralle´lisable, qui peut eˆtre imple´mente´e efficacement sur
un GPU. L’inversion explicite de la matrice est parfaitement bien adapte´e si A ne change
pas pendant la simulation. Il est e´galement envisageable d’effecteur ce calcul en temps
re´el pour des matrices de petites tailles, ou si la matrice est facile a` inverser. C’est le
cas par exemple des matrices diagonales ou bloc-diagonales, dont l’inverse est trivial a`
obtenir. En revanche, dans le cas ge´ne´ral, le calcul de A−1 est une ope´ration complexe et
tre`s couˆteuse. L’inversion explicite de A est limite´e e´galement par le couˆt de stockage de
l’inverse A−1. En effet, bien que A soit une matrice creuse, son inverse est une matrice
dense et son stockage devient tre`s vite prohibitif.
Pour rendre ces me´thodes applicables a` la simulation interactive, une solution est de
re´duire le nombre de degre´s de liberte´. En statique ou quasi-statique, on peut utiliser la
me´thode de condensation Bro-Nielsen et Cotin (1996), qui permet de calculer la me´canique
des objets uniquement a` la surface du maillage. La sous matrice qui ne comprend que
les nœuds de la surface, est inverse´e explicitement en dehors de la simulation (ce qui
limite la me´thode aux cas line´aires). Par la suite, on souhaite ne pas se limiter a` des
matrices constantes, ou de petites tailles, nous allons pour cela introduire les me´thodes
de factorisation.
Factorisation du syste`me
Pour tirer parti du fait que les matrices me´caniques sont tre`s creuses, une autre possibilite´
consiste a` calculer une factorisation du syste`me. Ceci permet d’exprimer A sous la forme
d’un produit de matrice plus simple (souvent triangulaires ou diagonales) qui garde un
faible taux de remplissage. Par exemple, toute matrice inversible peut eˆtre exprime´e sous
la forme d’une de´composition de type :
A = LU (3.2)
ou` L est une matrice triangulaire infe´rieure et U une matrice triangulaire supe´rieure.
Cette de´composition est unique, et la solution de l’e´quation (3.1) peut eˆtre obtenue par :
x = A−1b⇔
{
Ly = b ⇔ y = L−1b
Ux = y ⇔ x = U−1L−1b (3.3)
Ces ope´rations ne´cessitent de re´soudre deux syste`mes line´aires qui sont compose´s uni-
quement de matrices triangulaires. La re´solution du syste`me contenant la matrice L est
appele´e descente et peut eˆtre calcule´e par substitutions successives de la premie`re a` la
dernie`re ligne. Alors que la re´solution qui concerne la matrice U est appele´e remonte´e et
peut eˆtre calcule´e par substitutions successives de la dernie`re a` la premie`re ligne. Les sub-
stitutions re´alise´s pour la descente ou la remonte´e correspondent en re´alite´ a` l’algorithme
du pivot de Gauss .
Les ope´rations de descente et de remonte´e sont souvent tre`s rapides, mais l’algorithme
de factorisation reste un point critique. Il consiste a` calculer successivement chaque ligne
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for k = 1 to n do1
for i = k + 1 to n− 1 do2
Ai,k =
Ai,k
Ak,k3
for j = k + 1 to n do4
Ai,j = Ai,j −Ai,kAk,j5
Algorithme 2 : Algorithme de factorisation en place,
de la matrice sous forme LU.
Fig. 3.1 – Phe´nome`ne de remplissage pendant
une factorisation LU.
et chaque colonne des matrices U et L (voir l’algorithme 2). Pendant le de´roulement de
l’algorithme, on constate un phe´nome`ne de remplissage des triangulaires. En effet, de`s
lors que les coefficients Ai,k et Ak,j sont non nuls simultane´ment, l’algorithme ge´ne`re de
nouvelles valeurs dans la matrice A. Intuitivement, on comprend que ces nouvelles valeurs
ont un effet cumulatif puisqu’elles se reportent sur les lignes suivantes. La factorisation
obtenue est alors moins creuse que la matrice de de´part (voir figure 3.1). Les e´le´ments
en verts sont les donne´es initiales, les e´le´ments en bleus sont uniquement modifie´s, alors
que les e´le´ments en rouges sont ajoute´s. A` chaque ite´ration ces derniers vont engendrer
la cre´ation de nouvelles valeurs.
L’unicite´ de la de´composition LU, nous assure que si les matrices U et L sont denses,
alors il n’est pas possible d’obtenir un re´sultat plus creux. Cependant, il est possible de
minimiser le phe´nome`ne de remplissage en re´-organisant la matrice initiale (la factorisation
ne s’applique alors mathe´matiquement plus sur A, mais sur une permutation de A). En
effet, sur l’exemple suivant, la factorisation de la matrice de gauche produit des matrices
triangulaires denses, puisque tous les Ai,j et Aj,i sont non nuls simultane´ment. A` l’inverse,
la matrice de droite ne ge´ne`re aucun remplissage.

* * * * *
* * 0 0 0
* 0 * 0 0
* 0 0 * 0
* 0 0 0 *


* 0 0 0 *
0 * 0 0 *
0 0 * 0 *
0 0 0 * *
* * * * *

Le passage de l’une de ces matrices a` l’autre est possible en la multipliant par une matrice
de permutation P . Ainsi, en factorisant PAP−1 plutoˆt que A il est possible de diminuer
le taux de remplissage de U et L. La solution du syste`me initial est alors obtenue par :{ PAP−1 = LU
Ax = b ⇔ x = P−1U−1L−1Pb (3.4)
La multiplication P−1b est tre`s rapide car P ne contient qu’une seule valeur e´gale a` 1
dans chaque ligne et chaque colonne. Elle consiste donc a` simplement e´changer l’ordre
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des valeurs du vecteur b. Cependant, il faut de´terminer la fac¸on dont P est obtenu pour
minimiser le nombre de cre´ation pendant la factorisation.
Ce proble`me est dit NP-Complet, ce qui signifie que sa re´solution exacte est trop couˆteuse
a` calculer, et qu’il faut se contenter d’heuristiques qui fournissent une solution acceptable
en un temps limite´. Ces heuristiques reposent sur la the´orie des graphes, et constituent
un domaine de recherche a` part entie`re Schloegel et al. (2000). Plusieurs heuristiques
ont e´te´ propose´es (frontale, arbre d’e´limination, bissections, ...), qui permettent de pri-
vile´gier tantoˆt le stockage de donne´es, tantoˆt le temps d’exe´cution, ou encore le degre´ de
paralle´lisme de la future factorisation. Nous de´taillerons ce dernier point dans la section
3.2.3.
En utilisant cette re´-organisation, les matrices factorise´es conservent un faible taux de
remplissage, ce qui permet d’appliquer la me´thode sur de grands syste`mes d’e´quations.
La factorisation en elle-meˆme s’effectue en deux temps : la factorisation symbolique, qui
consiste a` de´terminer au pre´alable le nombre et la position des nouveaux coefficients (afin
de re´server l’empreinte me´moire pouvant accueillir les triangulaires). La seconde est dite
factorisation nume´rique, et consiste a` calculer les coefficients re´els. Cette e´tape est la plus
couˆteuse en temps de calcul, mais elle peut eˆtre optimise´e en effectuant les calculs par bloc
Toledo et al. (2003). Les ope´rations e´le´mentaires sont alors transforme´es en des ope´rations
matricielles sur des petites matrices denses. Cela permet d’utiliser des routines bas-niveau
optimise´es comme BLAS (Basic Linear Algebra Subroutines, Lawson et al. (1979)) sur
ces blocs pour augmenter les performances.
Par analogie, il est possible d’e´tendre ce proce´de´ a` d’autres types de factorisations. On peut
citer notamment la factorisation de Cholesky (de forme LLT ) qui s’applique uniquement
aux matrices syme´triques de´finies positives. Elle permet d’ame´liorer les performances,
ainsi que le couˆt de stockage, puisqu’elle tient compte du fait que U = LT . En contrepartie,
la me´thode est sensible aux instabilite´s nume´riques puisqu’elle repose sur le calcul de
racines carre´es (La matrice L est en quelque sorte la racine carre´e de A). La factorisation
de Crout (de forme LDLT ) permet de contourner ce proble`me en calculant se´pare´ment
l’inverse de la diagonale dans la matrice D, mais elle ne´cessite un couˆt le´ge`rement plus
e´leve´.
On peut trouver dans la litte´rature quelques travaux proposant des factorisations de
matrices denses sur GPU Galoppo et al. (2005); Quintana-Ort´ı et al. (2009). Cependant,
l’alge`bre line´aire pour les matrices creuses reste difficile a` traiter sur GPU, en raison des
nombreuses de´pendances dans les calculs. Les me´thodes directes sont de bonnes candidates
pour les simulations en temps re´el, a` condition d’avoir des matrices de taille raisonnable,
car le couˆt de factorisation est de complexite´ polynomiale.
Librairies et formats de stockage
Les factorisations de matrices creuses sont constitue´es d’algorithmes complexes et surtout
difficiles a` optimiser. Il est alors inte´ressant d’utiliser une des nombreuses librairies qui
facilitent leurs utilisations. Parmi ces librairies, on peut citer notamment CSPARSE Davis
(2006), TAUCS Toledo et al. (2003), et PARDISO Schenk et Ga¨rtner (2004), qui sont les
librairies avec lesquelles nous avons re´alise´ nos expe´rimentations. Ces trois bibliothe`ques
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proposent des factorisations LU, LLT et LDLT (avec approximativement les meˆmes per-
formances1 pour des matrices de l’ordre de grandeur que nous avons utilise´). CSPARSE
est la plus facile a` utiliser dans la mesure ou` elle n’a aucune de´pendance vers d’autres
librairies. Les deux autres sont plus avance´es et proposent e´galement des factorisations
par bloc ainsi qu’une paralle´lisation sur CPU. Ces bibliothe`ques peuvent e´galement eˆtre
couple´es avec METIS, qui est spe´cialise´e dans le de´coupage de graphes Schloegel et al.
(2000). Elle peut eˆtre utilise´e pour calculer la permutation des matrices qui minimisent
le phe´nome`ne de remplissage des factorisations. Par ailleurs, les matrices produites par
la simulation pre´sentent en ge´ne´ral une difficulte´ nume´rique constante, ce qui permet
d’utiliser ces librairies comme de ve´ritables boites noires.
 
0 1 2 3 0 1 3 0 2 3 4 5 0 1 2 3 5 6 2 4 5 2 3 4 5 6 7 3 5 6 7 5 6 7 
0 4 7 12 18 21 27 31 34 
a b c d b e f c g h i j d f h k l m i n o j l o p q r m q s t r t u 
Pointeur de lignes 
Pointeur de colonnes 
Valeurs 
Fig. 3.2 – Exemple de stockage CRS, de la matrice donne´e en figure 2.8.
Pour pouvoir utiliser facilement ces diffe´rentes librairies, il est ne´cessaire de stocker les
matrices dans un format compatible. Elles reposent toutes sur le format de stockage CRS
(Compressed Row Sparse) ou sa transpose´e le CCS (Compressed Column Storage), qui
sont des formats standards. Ces formats permettent de stocker n’importe quelle matrice
creuse, dans la mesure ou` ils ne font aucune supposition sur les proprie´te´s de remplissage
de la matrice. Il consiste a` de´finir trois vecteurs (voir figure 3.2) :
1. Pointeur de lignes : Contient les indices du de´but de chaque nouvelle ligne dans les
deux autres vecteurs. Sa taille est n+ 1 (ou` n est le nombre de lignes de la matrice).
2. Pointeur de colonnes : Contient les colonnes de chaque valeur non nulle, sa taille
est e´gale au nombre de valeurs non nulles.
3. Valeurs : Contient les valeurs non nulles, sa taille est e´gale au nombre de valeurs
non nulles.
Ainsi pour une matrice de taille n contentant k valeurs non nulles, ce format permet de
stocker uniquement 2k + n+ 1 valeurs, ce qui est en ge´ne´ral plus petit que les n2 valeurs
the´oriques. De manie`re plus importante, lorsqu’on veut acce´der a` l’ensemble des valeurs
1PARDISO et TAUCS sont plus efficaces pour des matrices de grandes tailles.
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non nulles d’une meˆme ligne, ce format de stockage offre la possibilite´ de lire des valeurs
contigue¨s en me´moire. Cette proprie´te´ est tre`s utile sur des architectures comme les GPU,
pour effectuer des multiplications de matrices–vecteur par exemple Bell et Garland (2008).
3.2.2 Les me´thodes ite´ratives
L’utilisation de solveurs directs permet de construire des solveurs ge´ne´riques et optimise´s
pour matrices creuses. Cependant, le couˆt de factorisation devient rapidement tre`s e´leve´
de`s que la dimension de la matrice grandit. De plus, les me´thodes directes ne´cessitent
d’exe´cuter entie`rement l’algorithme pour pouvoir poursuivre la simulation, ce qui peut eˆtre
proble´matique si cette ope´ration est trop longue a` calculer. Pour palier cette contrainte,
on peut utiliser les me´thodes ite´ratives qui constituent une autre famille de me´thodes de
re´solution de syste`me line´aire. Elles sont en ge´ne´ral, plus faciles a` mettre en œuvre, plus
rapides, et pre´sentent une consommation de me´moire moindre, par rapport aux me´thodes
directes Barrett et al. (1994).
Les me´thodes ite´ratives consistent a` raffiner une solution initiale x(0) par une succession
d’ite´rations. Elles construisent une suite x(1),x(2), ...,x(n) telle que ‖x − x(k)‖ tend vers
0, et donc se rapproche de la solution exacte. L’avantage par rapport aux me´thodes
directes, est qu’il est possible de stopper le calcul, de`s lors que la solution nous paraˆıt
acceptable. En effet, il est tout a` fait le´gitime d’arreˆter les calculs, de`s que l’approximation
calcule´e engendre une erreur ne´gligeable dans le de´placement des objets. On parle alors
de convergence, quand l’algorithme parvient a` fournir une solution dont l’erreur est plus
petite qu’un certain seuil fixe´ par l’utilisateur.
En contrepartie, les algorithmes ite´ratifs souffrent de ge´ne´ricite´, et ne posse`dent pas la
robustesse des me´thodes directes. Il est tout a` fait possible qu’un algorithme ite´ratif ne
converge jamais, ou seulement apre`s un nombre tre`s grand d’ite´rations. Dans ce cas, on
peut limiter le temps de calcul en bornant le nombre d’ite´rations. Le temps ne´cessaire
a` chaque ite´ration e´tant approximativement constant, on peut ainsi garantir un ra-
fraˆıchissement e´leve´ des images. On dit alors que l’algorithme n’a pas converge´, et le
comportement me´canique des objets simule´s peut paraˆıtre incorrect2. Malgre´ tout, il est
possible de poursuivre la simulation en espe´rant que les objets se stabiliseront rapidement
pendant les pas de temps suivants.
D’autre part, la convergence de ces me´thodes de´pend de parame`tres difficilement mesu-
rables comme le spectre de la matrice. Les algorithmes les plus fiables assurent la conver-
gence de la me´thode, mais uniquement sous certaines conditions et apre`s un nombre e´leve´
d’ite´rations. Le couˆt total de calcul peut alors devenir supe´rieur aux me´thodes directes
et malgre´ tout fournir une solution de moins bonne qualite´. Malgre´ ces limitations les
algorithmes ite´ratifs sont tre`s largement utilise´s dans les simulations en temps re´el.
Me´thodes ite´ratives stationnaires
Les me´thodes stationnaires consistent a` modifier une a` une chaque composante du vecteur
solution jusqu’a` obtenir une solution avec une pre´cision satisfaisante. On peut citer la
me´thode de Jacobi qui consiste a` mettre a` jour toutes les composantes du vecteur solution
2En re`gle ge´ne´rale, ceci introduit artificiellement de l’amortissement, et les objets peuvent paraˆıtre plus mous.
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de fac¸on inde´pendante.
xi
(k+1) =
1
Ai,i
(bi −
i−1∑
j=1
Ai,jxj
(k) −
n∑
j=j+1
Ai,jxj
(k)) (3.5)
Chacune des inconnues est alors traite´e comme si toutes les autres e´taient fixe´es. Son
imple´mentation est facilement paralle´lisable Østergaard Noe et al. (2008), mais la conver-
gence n’est pas garantie, et de´pend de la dominance de la diagonale.
La me´thode de Gauss-Seidel est tre`s similaire a` la me´thode de Jacobi, a` la diffe´rence
pre`s qu’elle permet de prendre en compte les modifications des variables de`s qu’elles sont
calcule´es :
xi
(k+1) =
1
Ai,i
(bi −
i−1∑
j=1
Ai,jxj
(k+1) −
n∑
j=j+1
Ai,jxj
(k)) (3.6)
Chaque composante de la solution est alors e´value´e se´quentiellement, mais le calcul des
inconnues suivantes utilisent le re´sultat de l’ite´ration courante. Cet algorithme ne´cessite
un nombre plus petit d’ite´rations pour converger, mais il est beaucoup plus difficile a`
paralle´liser. Enfin, la me´thode de surrelaxation successive (SOR) est une variante du
Gauss-Seidel dans laquelle on ponde`re les ite´rations avec un parame`tre ω afin d’acce´le´rer
la convergence de la me´thode.
Les me´thodes stationnaires sont peu utilise´es pour re´soudre les e´quations me´caniques
dans les simulations en temps re´el, car leur convergence n’est pas garantie et est difficile
a` pre´voir.
La Me´thode du gradient conjugue´
La me´thode du gradient conjugue´ (CG) a e´te´ invente´e en 1952 simultane´ment par Lanczos
(1952) et Hestenes et Stiefel (1952), et a e´te´ introduite dans le contexte de la simulation
de veˆtement par Baraff et Witkin (1998). Une condition ne´cessaire a` son utilisation est
que la matrice soit syme´trique positive de´finie, ce qui est le cas des proble`mes pose´s par
la simulation.
Le CG repose sur la notion de vecteurs conjugue´s par rapport a` A, qui peut eˆtre
de´crit comme suit : Soit deux vecteurs u et v, ils sont dits conjugue´s par rapport a`
A si uTAv = 0, ce qui signifie que u et v sont orthogonaux dans la base A. L’algorithme
consiste a` utiliser successivement des projections dans des espaces particuliers pour ex-
primer la solution. Si l’on posse`de une suite de n vecteurs pk orthogonaux, ces vecteurs
forment une base dans laquelle la solution x peut eˆtre exprime´e par :
x =
n∑
i=1
αipi (3.7)
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Le proble`me revient donc a` chercher les coefficients αi qui peuvent eˆtre obtenus par :
b = Ax =
n∑
i=1
αiApi
pk
Tb =
n∑
i=1
αipk
TApi
= αkpk
TApk(car ∀i 6= j,pk et pi sont conjugue´s)
αk =
pk
Tb
pkTApk
(3.8)
Il suffit ensuite d’effectuer le calcul pour chacune des composantes k, afin d’en de´duire
la solution exacte. Le CG a d’abord e´te´ pre´sente´ comme une me´thode directe puisqu’il
assure (sous re´serve d’une pre´cision suppose´e exacte des calculs) une convergence apre`s,
au plus n ite´rations (ou` n est la dimension du syste`me).
D’un autre cote´, la base de´crite par les pk n’est pas unique et en fonction de ce choix, il
peut ne pas eˆtre ne´cessaire de calculer tous les α pour obtenir une bonne approximation.
L’algorithme devient alors ite´ratif au sens ou` il permet de calculer une approximation qui
sera, au fil des ite´rations, de plus en plus proche de la solution exacte. Dans ce cas, le CG
revient a` minimiser la forme quadratique suivante :
f(x) =
1
2
xTAx− bTx+ c (3.9)
Trouver le minimum de cette fonction est e´quivalent a` de´terminer x, pour lequel le gradient
f ′ de la fonction f s’annule. Le gradient peut eˆtre vu comme la tangente de la courbe,
et trouver le minimum de la fonction revient a` chercher le point ou` la tangente est nulle.
On constate que le minimum de l’e´quation (3.9) fournit la meˆme solution que le syste`me
line´aire de l’e´quation (3.1) :
f ′(x) = 0 ⇔ 1
2
ATx+
1
2
Ax− b = 0
⇔ Ax− b = 0, si A est syme´trique
(3.10)
L’ide´e de base de la me´thode du gradient conjugue´, consiste donc a` chercher une direction
dans laquelle f diminue, puis de s’y de´placer. En re´pe´tant la proce´dure, on espe`re ainsi
“descendre” le long de la courbe jusqu’a` atteindre son minimum. Nous avons de´taille´ dans
l’annexe B, la manie`re dont sont de´termine´es les directions et les coefficients associe´s, pour
de´rouler l’algorithme du CG. En pratique, on utilise une version le´ge`rement modifie´e (voir
l’algorithme 3) qui ne ne´cessite le stockage que des deux derniers re´sidus et d’une seule
multiplication matrice vecteur par ite´ration. Nous proposons au lecteur de se reporter a`
l’article de Shewchuk (1994) pour plus d’informations.
Cet algorithme est tre`s facile a` mettre en œuvre puisqu’il ne repose que sur trois ope´rations
de base qui sont des multiplications matrice—vecteur, vecteur—vecteur et la combinaison
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r = b−Ax(0)1
p = r2
ρnew = rTr3
ρ0 = ρnew4
for i = 1 to n do5
if (ρnew ≤ ε2ρnew) break6
q = Ap7
α =
ρnew
pTq8
x(i) = x(i−1) + αp9
r = r − αq10
ρold = ρnew11
ρnew = rTr12
β =
ρnew
ρold13
p = r + βp14
Algorithme 3 : Algorithme du gradient conjugue´.
line´aire de vecteurs. Ces ope´rations e´tant paralle´lisables, le CG est potentiellement pa-
ralle´lisable e´galement. Plusieurs travaux ont ainsi e´te´ publie´s, Parker et O’Brien (2009);
Hermann et al. (2009) proposent une paralle´lisation sur CPU, dont l’ide´e de base est
de de´finir plusieurs re´gions inde´pendantes sur le maillage d’e´le´ments finis. Ceci permet
de les re´soudre en paralle`le, mais il faut ge´rer les frontie`res, de fac¸on particulie`re. Plus
re´cemment des travaux sur GPU ont e´galement e´te´ mene´s Bolz et al. (2003); Buatois et al.
(2009), qui reposent principalement sur l’utilisation du format CRS pour maximiser les
lectures aligne´es sur le GPU.
Pre´conditionnement
Dans le cas ou` l’algorithme ite´ratif ne parvient pas a` converger en un nombre acceptable
d’ite´rations, il est assez fre´quent de le combiner avec un pre´conditionneur. En effet, lorsque
le rapport masse/raideur est e´leve´, ou que les objets simule´s sont constitue´s d’e´le´ments
non homoge`nes (en taille ou en rigidite´), le syste`me que l’on est amene´ a` re´soudre se trouve
eˆtre mal conditionne´. Le conditionnement de la matrice est un outil mathe´matique, qui
donne une mesure de la difficulte´ nume´rique de la re´solution du proble`me. Il est donne´
par la formule :
κ(A) =‖ A−1 ‖ · ‖ A ‖ (3.11)
Plus ce nombre est e´leve´, plus le syste`me est difficile a` re´soudre. Dans le cas d’un solveur
ite´ratif, un mauvais conditionnement a pour conse´quence d’augmenter de fac¸on signifi-
cative le nombre d’ite´rations ne´cessaire a` la convergence de l’algorithme. Dans ce cas,
l’efficacite´ des solveurs ite´ratifs est plus contestable. Une solution pour continuer d’ex-
ploiter les bonnes proprie´te´s des solveurs ite´ratifs est d’utiliser un pre´conditionneur. Un
pre´conditionneur P est une approximation de l’inverse de la matrice qui est ide´alement
plus facile a` inverser. Le syste`me pose´ par l’e´quation (3.1) se transforme alors en :{
P−1Ax = P−1b
P−1A ' I (3.12)
Notons toutefois que cette e´quation de´crit un pre´conditionnement gauche, mais il est
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e´galement possible d’appliquer un pre´conditionneur a` droite, la re´solution se fait alors en
deux temps : {
AP−1y = b
x = P−1y
(3.13)
Meˆme si A et P sont deux matrices syme´triques de´finies positives, le produit PA ne
l’est pas force´ment. Cependant, en factorisant le pre´conditionneur, puis en appliquant
les membres de la factorisation a` gauche puis a` droite, on peut prouver que l’algorithme
forme´ converge vers la meˆme solution que le proble`me initial (voire Shewchuk (1994)).
Cette version de l’algorithme est appele´ Transformed Preconditioned Conjugate Gradient
Method, mais elle est limite´e par le calcul de la factorisation du pre´conditionneur. En sub-
stituant soigneusement l’ordre des calculs on peut aboutir sur l’algorithme Untransformed
Preconditioned Conjugate Gradient Method, qui ne ne´cessite qu’une seule application de
P−1 par ite´ration.
Ainsi, l’application du pre´conditionneur laisse la solution du syste`me initial inchange´e
quelle que soit la matrice P utilise´e, pour peu qu’elle soit inversible. Et il est assez facile
de montrer que le conditionnement κ(P−1A) est plus faible que celui de A. L’appli-
cation du pre´conditionneur permet alors de diminuer le nombre d’ite´rations ne´cessaire
a` la convergence de l’algorithme ite´ratif. D’une certaine fac¸on, l’ide´e sous-jacente du
pre´conditionnement est de combiner un solveur ite´ratif, et un solveur direct applique´
a` une approximation.
En revanche, cette me´thode ajoute deux surcouˆts dans la simulation, le premier pour
calculer le pre´conditionneur lui meˆme, et le second pour son application. En effet, pour
chaque nouvelle matrice A, il est ne´cessaire de recalculer explicitement l’inverse P−1. Or,
le couˆt de cette ope´ration croˆıt en ge´ne´ral avec la qualite´ de l’approximation. De plus,
chaque application du pre´conditionneur ne´cessite la multiplication de P−1, par le vecteur
solution (voire Shewchuk (1994) pour plus de de´tails). Cette dernie`re e´tape est en ge´ne´ral
relativement rapide, mais elle doit eˆtre exe´cute´e a` chaque ite´ration de l’algorithme ite´ratif.
Le nombre d’ite´rations e´conomise´es avec le pre´conditionneur ne suffit pas a` de´finir son
efficacite´, car il faut prendre en compte les surcouˆts de la me´thode. Dans le cas contraire,
le meilleur pre´conditionneur serait l’inverse exacte du syste`me P−1 = A−1. En effet, avec
ce pre´conditionneur, le CG converge en une seule ite´ration puisque l’application de P−1
fournit directement la solution. Cependant, le calcul de ce dernier est aussi difficile que
de re´soudre le proble`me initial. Ainsi, le choix d’un pre´conditionneur exige de trouver le
rapport optimal entre la qualite´ de l’approximation, et le couˆt de son utilisation.
Il existe une infinite´ de pre´conditionneurs, chacun pre´sentant un rapport diffe´rent entre le
couˆt de calcul et le nombre d’ite´rations e´conomise´es dans la boucle du CG. Certains d’entre
eux peuvent eˆtre facilement obtenus a` partir de la matrice du syste`me et pre´sentent un couˆt
d’inversion ne´gligeable. Comme par exemple le Jacobi qui consiste a` prendre uniquement
la diagonale de la matrice. Cependant, on s’attend a` ce que des pre´conditionneurs aussi
simples, requie`rent toujours un grand nombre d’ite´rations. D’autres pre´conditionneurs
sont plus pre´cis, comme par exemple la factorisation incomple`te de Cholesky (IC). Cette
factorisation consiste a` re´aliser une factorisation de Cholesky dans laquelle on ignore
les valeurs sous un certain seuil. Ceci permet d’acce´le´rer la factorisation en limitant le
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phe´nome`ne de remplissage, et diminue le couˆt d’application du pre´conditionneur. De plus,
le re´sultat obtenu est une bonne approximation, puisque les valeurs ignore´es influent peu
sur le re´sultat. Cependant, le couˆt de la factorisation reste important.
Du point de vue de la simulation, les pre´conditionneurs ont de´ja` e´te´ tre`s utilise´s pour
re´duire les proble`mes de convergence. Baraff et Witkin (1998) ont propose´ d’utiliser le
pre´condtionneur Jacobi pendant une simulation de veˆtements. Choi et Ko (2002); Boxer-
man et Ascher (2004) ont e´tendu la me´thode en utilisant les blocs 3 × 3 de la diagonale
comme pre´conditionneur. Des pre´conditionneurs plus complexes tels que la factorisation
incomple`te de Cholesky ont e´galement e´te´ utilise´s Hauth et al. (2003). Cependant, les
re´sultats montrent une ame´lioration des performances d’au maximum 20% dans une si-
mulation ge´ne´rale, en raison des surcouˆts d’application de la me´thode. Enfin, plusieurs
techniques ont e´te´ propose´es en vue d’exploiter les spe´cificite´s des mode`les de de´formation.
Boxerman et Ascher (2004) proposent un solveur tre`s efficace, spe´cialement conc¸u pour les
simulations de tissus, ou` seules les forces rigides sont inte´gre´es de fac¸on implicites. Garc´ıa
et al. (2006) proposent d’exploiter une technique base´e sur le calcul de la rotation globale
des objets pour construire un tre`s bon pre´conditionneur pour un mode`le co-rotationnel.
Ils calculent en dehors de la simulation l’inverse exacte du syste`me, et ils actualisent leurs
pre´conditionneurs utilisant la rotation globale de l’objet de´formable.
Les me´thodes multigrilles
La me´thode multigrille consiste a` utiliser re´cursivement des niveaux de plus en plus
grossiers du proble`me. L’ide´e est de re´soudre le syste`me au niveau le plus grossier,
puis re´cursivement d’utiliser la solution pour re´soudre les niveaux plus fins. On de´crit
brie`vement les concepts de cette me´thode mais nous proposons aux lecteurs inte´resse´s, de
se reporter a` Briggs et al. (2000) pour plus d’informations.
L’analyse modale du syste`me fournit un ensemble de modes de vibration des objets pen-
dant leur de´formation. En posse´dant cette de´composition fre´quentielle3, on peut constater
que les algorithmes ite´ratifs sont tre`s efficaces pour lisser les hautes fre´quences, et beau-
coup moins efficaces pour les basses fre´quences. Cela se traduit par une de´croissance rapide
de l’erreur sur les premie`res ite´rations, et beaucoup plus lente par la suite. D’autre part,
on peut montrer que les basses fre´quences d’un niveau fin, se transforment en hautes
fre´quences a` un niveau grossier. La me´thode multigrille permet en quelque sorte d’utiliser
les solveurs ite´ratifs, uniquement dans des configurations ou` ils sont tre`s efficaces.
Dans un sche´ma a` deux niveaux, la me´thode consiste tout d’abord a` effectuer quelques
ite´rations au niveau fin (appele´ pre´-lissage), afin de retirer les hautes fre´quences. On
proce`de ensuite a` l’e´tape de restriction du re´sidu, qui permet de transformer la solution
obtenue au niveau fin, en son e´quivalence niveau grossier. Cette e´tape consiste habituel-
lement a` retirer des degre´s de liberte´ du proble`me. Ensuite, on calcule la correction au
niveau grossier. Cette e´tape peut eˆtre faite soit a` l’aide d’un autre solveur ite´ratif, ou
e´ventuellement avec un solveur direct si la taille du proble`me est petite. Il reste ensuite
a` transformer l’erreur du niveau grossier vers le niveau fin, ceci va permettre d’appli-
quer l’e´tape de correction afin de mettre a` jour l’erreur calcule´e pre´ce´demment. Enfin, on
proce`de au post-lissage, qui consiste a` effectuer quelques ite´rations (souvent avec le meˆme
3Ce qui correspond aux modes de la de´composition de Fourrier.
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solveur que dans la me´thode de pre´-lissage), avant de trouver la solution du proble`me
initial. En pratique, il n’est pas obligatoire de se limiter a` un sche´ma a` deux niveaux,
et il existe alors de nombreuses possibilite´s pour enchaˆıner les calculs des niveaux fins
aux niveaux grossiers. On peut citer notamment le V-cycle, le N-cycle, et le W-cycle, ces
noms symbolisent la fac¸on dont sont enchaˆıne´es les e´tapes de calcul. D’autre part, cette
me´thode peut e´galement servir de pre´conditionneur. En effet, meˆme si on ne redescend
pas jusqu’au niveau le plus fin, la solution obtenue reste une bonne approximation.
Cette me´thode a e´te´ tre`s largement utilise´e dans le contexte de la simulation Zhu et al.
(2010). C’est une des me´thodes les plus efficaces pour re´soudre des syste`mes d’e´quations
tre`s grands. Mais l’acce´le´ration de ces techniques est moins flagrante pour des syste`mes
plus petits, de l’ordre de ceux utilise´s dans une simulation interactive. De plus, la construc-
tion des niveaux hie´rarchiques n’est pas une chose facile, surtout si le maillage n’est pas
de structure re´gulie`re, ou posse`de des e´le´ments de taille ou raideur fortement diffe´rentes.
3.2.3 Paralle´lisation de graphes
Pour terminer cet e´tat de l’art, nous pre´sentons des techniques de paralle´lisation de
graphes, car les deux familles de solveurs que nous venons de pre´senter peuvent tirer
parti de ces me´thodes. En effet, nous avons vu que les solveurs directs ainsi que les sol-
veurs ite´ratifs ne´cessitent de re´aliser des ope´rations matricielles, dont les de´pendances sont
directement de´finies par la structures des matrices. Or, toute matrice peut eˆtre vue comme
un graphe ou` les nœuds repre´sentent les indices de la matrice, et les areˆtes correspondent
aux coefficients non nuls. Une fac¸on classique pour paralle´liser les ope´rations matricielles
est alors de conside´rer les nœuds du graphe comme des variables partage´es, et les areˆtes
comme des calculs a` effectuer.
(a) Partitionnement (b) Coloration de graphe
Fig. 3.3 – Les conflits d’e´criture peut eˆtre e´limine´ par partitionnement des maillages, par la coloration
des graphes ou en transformant la diffusion paralle`les en une ope´ration de re´duction paralle`le.
Une premie`re technique de paralle´lisation Schloegel et al. (2000) est de partitionner le
syste`me en un ensemble de sous-graphes (voir figure 3.3a), chacun sera alors calcule´ par
un processeur diffe´rent. Les areˆtes qui relient plusieurs partitions seront calcule´es dans
une e´tape se´pare´e, exe´cute´e en se´quentielle. Le partitionnement tente ainsi de minimiser la
taille de ces frontie`res, mais cette me´thode n’est efficace que si le nombre de processeurs est
faible par rapport au nombre de nœuds du graphe, sinon la plupart des areˆtes devront eˆtre
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traite´es se´quentiellement. Cette me´thode est utilise´e dans de nombreux solveurs (souvent
exe´cute´s sur des plates-formes distribue´es) qui ont pour objectif de re´soudre des syste`mes
d’e´quations bien plus grands que ceux produits par nos simulations en temps re´el Camp
et al. (1994).
Une autre me´thode, nomme´e coloration de graphe (voir figure 3.3b), consiste a` re´partir les
nœuds en sous-graphes, tels que l’arite´4 de tous les nœuds a` l’inte´rieur d’un meˆme sous-
graphe soit d’au plus un. En d’autres mots, un nœud n’est jamais partage´ par deux areˆtes
du meˆme sous graphe. Cela permet a` toutes les areˆtes au sein de chaque sous-graphe d’eˆtre
traite´es en paralle`le, mais n− 1 synchronisations sont ne´cessaires, ou` n est le nombre de
partitions (couleurs). Cette me´thode est par exemple utilise´e sur le GPU pour re´soudre
les contraintes de contact dans de grandes piles d’objets Tonge et al. (2010).
Dans la section suivante, nous proposerons une solution pour paralle´liser ce type de graphe
sur GPU.
3.3 Inte´grateur implicite optimise´ sur GPU
Cette section est consacre´e a` la description de notre proposition pour paralle´liser un
solveur e´le´ments finis implicite sur GPU Allard et al. (2011b). Comme nous l’avons ex-
plique´ dans la section 2.4, le choix de l’inte´grateur implicite nous permet d’utiliser de
grands pas de temps et d’ame´liorer la stabilite´ des simulations. Ces aspects e´taient un
point limitant des pre´ce´dentes imple´mentations FEM sur le GPU, qui ne portaient que
sur des inte´grateurs explicites. D’autre part, contrairement aux solveurs ite´ratifs de ma-
trices creuses existants sur GPU, notre solution ne nous oblige pas a` construire expli-
citement la matrice du syste`me. Cette proprie´te´ permet de re´duire conside´rablement le
nombre d’ope´rations effectue´es. Et surtout, cela permet e´galement de re´duire la bande pas-
sante me´moire consomme´e, cet aspect e´tait le principal facteur limitant des pre´ce´dentes
imple´mentations de solveur GPU pour matrice creuse. Le coeur de la me´thode peut eˆtre
utilise´ dans de nombreuses applications scientifiques qui ne´cessitent de re´soudre de grands
syste`mes d’e´quations irre´gulie`res et creuses.
3.3.1 Paralle´lisation de l’inte´grateur implicite sur GPU
Tout d’abord, nous pre´sentons en figure 3.4 une vue sche´matique de l’ensemble des
ope´rations ne´cessaires a` la mise en œuvre des versions implicites et explicites des
inte´grateurs, base´es sur les e´quations (2.37) et (2.38). Le graphe de la version implicite
est mis en correspondance avec l’algorithme 4. Ce dernier est constitue´ de l’algorithme du
gradient conjugue´ (lignes 3 a` 15), et de quelques ope´rations re´alisant l’inte´gration implicite
(mise a` jour de la vitesse v en fonction de l’acce´le´ration x, et mise a` jour de la position p
en fonction de la vitesse v). L’algorithme du gradient conjugue´ a e´te´ le´ge`rement modifie´
par rapport a` l’algorithme 3, en vue de minimiser les transferts me´moire, cependant ces
algorithmes sont e´quivalents. La ligne 7 de l’algorithme 3, qui consistait a` multiplier la
matrice du syste`me A par un vecteur, a e´te´ de´compose´e en l’application successive de
la masse et de la rigidite´. En effet, nous avons dans cette version supprime´ la matrice
d’amortissement, la matrice du syste`me est alors conside´re´e e´gale a` (M− h2K). L’amor-
4Le nombre d’arre`tes connecte´ a` un nœud.
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tissement peut cependant eˆtre pris en compte en utilisant la me´thode de rayleigh comme
explique´ dans la section 2.3.2. De plus, les lignes 1 et 2 consistent a` e´valuer la force en
fonction des positions et vitesses actuelles, on nomme cette ope´ration force. Alors que
les lignes 7 et 8 servent a` e´valuer la diffe´rence de force en fonction d’une diffe´rence de
de´placement, on appelle cette taˆche dForce.
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Fig. 3.4 – Graphe de taˆches des versions explicites et implicites
des inte´grateurs. Les donne´es sur CPU sont repre´sente´s en rouge,
et celles sur GPU sont indique´s en jaune.
f0 = f(p,v)1
b = f0 + hKv2
x = 03
d = r = b4
ρ0 = dot(r, r)5
for i = 1 to n do6
df = Kd7
q = Md− h2df8
α =
ρi−1
dot(d, q)9
x = x+ αd10
r = r − αq11
ρi = dot(r, r)12
β =
ρi
ρi−113
d = r + βd14
if( ρi > 2ρ0 )15
break
v = v + hx16
p = p+ hv17
Algorithme 4 : Euler
implicite + CG
En comparant les figures 3.4b et 3.4c, on constate que la version explicite est beaucoup plus
simple a` mettre en œuvre. Cependant, on remarque e´galement que toutes deux reposent
essentiellement sur des ope´rations vectorielles standards (soit des combinaisons line´aires de
vecteurs, soit des produits scalaires), a` l’exception de Force et dForce. Pour les ope´rations
vectorielles, il existe des solutions (CUBLAS) de paralle´lisation efficaces sur GPU, qui
permettent de les re´aliser sur le processeur graphique (repre´sente´s en jaune). On peut
alors de´ja` remarquer que, malgre´ la complexite´ de la version implicite, si les taˆches Force
et dForce sont e´galement exe´cute´es sur GPU, alors la quasi-totalite´ de l’algorithme peut-
eˆtre exe´cute´e sur le GPU. En effet, seules deux scalaires (repre´sente´s en rouge) doivent
transiter entre le GPU et le CPU, afin de ve´rifier la convergence du gradient conjugue´.
La convergence ne peut pas eˆtre directement calcule´e sur le GPU, car seul le CPU est
en mesure de lancer de nouveaux kernels pour effectuer des ite´rations supple´mentaires
si ne´cessaire. Les deux e´tapes force et dForce sont alors les plus complexes et les plus
couˆteuses a` mettre en œuvre, nous de´taillerons leur imple´mentation GPU dans les sections
suivantes.
3.3. INTE´GRATEUR IMPLICITE OPTIMISE´ SUR GPU 67
3.3.2 Stockage me´moire pour maximiser les acce`s coalescent
Avant toute chose, il est important de s’inte´resser au format de donne´es que nous allons
utiliser par la suite. Pour obtenir des performances maximales, il est essentiel de concevoir
des structures de donne´es en me´moire qui permettent d’acce´der de la fac¸on la plus re´gulie`re
possible. Une approche commune pour ame´liorer l’efficacite´ des acce`s me´moire est de
convertir de grands tableaux de structures (voir figure 3.5a) en une structure de tableaux
(voir figure 3.5b). Pour acce´der a` la variable m d’un e´le´ment i, e.m[i] sera utilise´ a`
la place de e[i].m. Cette approche permet de re´aliser des lectures aligne´es si plusieurs
threads doivent acce´der au meˆme champ d’une structure de donne´es.
struct {
type1 m1;
type2 m2;
type3 m3;
} e[N];
(a) AoS
struct {
type1 m1[N];
type2 m2[N];
type3 m3[N];
} e;
(b) SoA
struct {
type1 m1[4];
type2 m2[4];
type3 m3[4];
} e[N/4];
(c) AoSoFA
Fig. 3.5 – L’acce`s a` la me´moire peut eˆtre optimise´ en remplac¸ant le tableau de structure Array-of-Structs
3.5a en une structure de tableau Struct-of-Arrays 3.5b, ou` sur un GPU par un tableau de structure, dont
les champs sont des tableaux de taille fixe Array-of-Struct-of-Fixed-Arrays 3.5c.
Une approche plus efficace, spe´cialement pour les processeurs SIMD ou pour le de´roulage
de boucles avec des blocs de b valeurs, est d’utiliser un tableau de structures ou` chaque
membre est remplace´ par un tableau de taille fixe b (voir figure 3.5c). L’acce`s a` une
variable m de l’e´le´ment i sera alors transforme´ de e[i].m a` e[i/b].m[i%b]. Or, si b est
une puissance de 2, les indices peuvent eˆtre obtenus par de simples ope´rations binaires.
Sur le GPU si b correspond a` la taille des blocs de threads, alors l’indice de bloc fournit
directement l’index a` utiliser dans e, et l’indice du thread fournit l’index a` utiliser dans
m.
Cette approche est utilise´e pour stocker toutes les donne´es des structures des e´le´ments
finis, a` l’exception des vecteurs d’e´tat des objets (comme les positions ou les vitesses)
qui exigent parfois d’acce´der de fac¸on ale´atoire aux donne´es. Pour ces vecteurs, une op-
timisation consiste a` utiliser la me´moire de texture, pre´sente sur les GPU, pour effectuer
des lectures non aligne´es. D’autre part, il est possible d’optimiser l’alignement des lec-
tures me´moire en re´-organisant au pre´alable le maillage. Ainsi, si par exemple plusieurs
threads d’un meˆme groupe de´sirent connaˆıtre la vitesse des points d’un e´le´ment, on peut
s’attendre a` ce que les performances soient maximise´es si ils doivent acce´der au meˆme
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banc me´moire (voir section 1.4.3). Nous montrerons dans les re´sultats qu’un simple tri
selon un axe permet d’ame´liorer les performances car les indices des e´le´ments devraient
se retrouver plus proche en me´moire. Cependant, il est possible d’utiliser des techniques
plus avance´es pour maximiser la cohe´rence des caches Tchiboukdjian et al. (2010).
3.3.3 Inte´gration implicite sans assemblage de matrice
Paralle´lisation du calcul FEM sur GPU
Bien que les calculs a` effectuer pour chaque objet soient spe´cifiques a` la formulation
FEM, leurs paralle´lisations de´pendent uniquement du maillage e´le´ments finis. En effet,
peu importe la fac¸on dont sont calcule´es les nouvelles forces dans les ope´rations Force et
dForce, il sera toujours ne´cessaire d’accumuler les contributions de chaque e´le´ment sur
les nœuds du maillage.
Fig. 3.6 – Paralle´lisation du calcul des e´le´ments finis sur GPU.
En the´orie, ces deux ope´rations ne´cessitent de calculer le produit de la matrice K par un
vecteur. Mais, pour paralle´liser ces ope´rations nous proposons de ne pas assembler la ma-
trice K, mais plutoˆt d’effectuer en paralle`le, les calculs a` partir des matrices e´le´mentaires
Ke. Ce proble`me peut eˆtre vue comme un proble`me de paralle´lisation de graphe similaire
a` celui que nous avons e´voque´ dans la section 3.2.3. En effet, toutes les arreˆtes connecte´es
a` un meˆme nœud du maillage e´le´ment fini, doivent accumuler leur contribution de la
force finale, ce qui pose des proble`me d’e´criture. Pour paralle´liser efficacement ce type
de calcul sur GPU, nous proposons de transformer l’ope´ration de diffusion paralle`les en
une ope´ration de re´duction paralle`le. Au lieu de calculer les areˆtes inde´pendamment, les
nœuds sont traite´s en paralle`le, chacun regroupant les re´sultats des areˆtes connecte´es (voir
figure 3.6). Pour cela, on va alors proce´der en deux e´tapes (voir figure 3.7) :
1. En utilisant un thread par e´le´ment, tous les calculs par e´le´ment sont re´alise´es en
paralle`le, et le re´sultat est stocke´ de fac¸on inde´pendante pour chaque e´le´ment dans
un vecteur temporaire.
2. En utilisant un thread par nœud, nous accumulons les re´sultats temporaires sur
chaque sommet, en lisant les adresses d’un tableau pre´-calcule´5.
5Pour faciliter la lecture de la figure 3.7, nous avons repre´sente´ le vecteur pre´-calcule´ sous sa forme standard. En re´alite´,
nous stockons ce tableau dans le format AoSoFA (voir section 3.3.2), pour pouvoir acce´der de fac¸on aligne´e a` des points
diffe´rents simultane´ment.
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La se´paration en deux e´tapes correspond a` une synchronisation globale6, et s’explique par
le fait que plusieurs e´le´ments sont relie´s a` un meˆme sommet, ce qui provoque des conflits
d’e´critures si les threads e´crivent directement dans le vecteur solution.
Pour re´soudre ce proble`me, on utilise un premier kernel ou` chaque thread est associe´ a` un
e´le´ment e. Chacun calcul alors la contribution partielle de la force, au sein de l’e´le´ment e en
utilisant uniquement la matrice Ke. Comme tous les e´le´ments posse`dent le meˆme nombre
de degre´ de liberte´, on peut alors utiliser les identifiants des nœuds pour de´terminer une
adresse me´moire unique dans un tableau temporaire.
Fig. 3.7 – Paralle´lisation du calcul de la force pendant l’algorithme du CG.
Il reste ensuite a` sommer les contributions partielles de tous les nœuds qui sont connecte´s
a` plusieurs e´le´ments. Cela ne´cessite de connaˆıtre l’adresse de toutes les contributions d’un
meˆme nœud dans le vecteur temporaire. Cette information peut directement eˆtre obtenue
a` partir du maillage e´le´ments finis, et tant qu’aucun changement topologique n’est simule´7,
on peut la pre´-calculer dans un vecteur qui sera transfe´re´ une seule fois sur le GPU. Pour
faciliter la lecture de ce vecteur, on associe nbElemPerVertex voisins a` chaque nœud, ou`
nbElemPerVertex est le nombre maximal d’e´le´ments connecte´s a` un meˆme nœud. On va
alors stocker nbElemPerVertex indices pour chacun des sommets (l’absence de donne´es
est code´e par −1), ce qui nous permet de lancer un thread par vertex, car chaque thread
peut ainsi connaˆıtre le de´but et le nombre de donne´es qu’il doit accumuler.
6Sur les architectures GPU re´centes, on peut noter qu’il est possible de retirer le deuxie`me kernel en utilisant les ope´rations
atomiques, qui permettent d’accumuler les re´sultats directement de la premie`re e´tape. Cependant, ces ope´rations ne sont
pas encore supporte´es pour les donne´es encode´es en pre´cision double.
7Si on de´sire simuler des changements topologiques, il est ne´cessaire de recalculer ce vecteur pour chaque modification,
mais ce calcul est rapide et peut eˆtre fait en temps re´el.
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Listing 3.1 – Re´duction paralle`le avec 4 threads par nœuds
1 global void addForce4(int nbVertex, int nb4ElemPerVertex,
2 const float4∗ eforce, const int∗ velems, float∗ f) {
3 int index1 = threadIdx.x;
4 shared float temp[BSIZE∗3]; // Shared memory buffer
5 float3 force = {0,0,0};
6 // index into AoSoFA array velems with b = BSIZE/4
7 int entry = blockIdx.x∗nb4ElemPerVertex∗BSIZE+index1;
8 for (int s = 0; s < nb4ElemPerVertex; ++s) {
9 int i = velems[entry]; // index into the temporary vector
10 if ( i == −1) break;
11 float3 fe = getElemForce(i,eforce); // using memory access or texture
12 force .x += fe.x; force .y += fe.y; force .z += fe.z;
13 entry += BSIZE;
14 }
15 int iout = ((index1/4) + (index1&3)∗(BSIZE/4))∗3;
16 temp[iout] = force.x;
17 temp[iout+1] = force.y;
18 temp[iout+2] = force.z;
19 syncthreads(); // BARRIER
20 if (index1 < (BSIZE∗3/4)) { // we need to merge 4 values together
21 float res = temp[index1] +
22 temp[index1 + (BSIZE∗3/4)] +
23 temp[index1 + 2∗(BSIZE∗3/4)] +
24 temp[index1 + 3∗(BSIZE∗3/4)];
25 f [blockIdx.x∗(BSIZE∗3/4) + index1] += res;
26 }
27 }
Avec le vecteur d’association, on peut alors e´crire une deuxie`me kernel pour rassembler
les contributions partielles. Cependant, comme les maillages volumiques contiennent en
ge´ne´ral un plus petit nombre de nœuds que d’e´le´ments, chaque thread aura plusieurs
donne´es a` traiter (autant qu’il y a d’e´le´ments connecte´s au nœud). Une optimisation
possible consiste alors a` utiliser plusieurs threads par sommet, pour re´aliser l’accumu-
lation d’un meˆme nœud. Le kernel CUDA re´sultant en utilisant 4 threads par nœud,
est repre´sente´ sur le listing 3.1. Les lignes 3 a` 18 correspondent a` l’accumulation des
forces temporaires. Chaque thread lit les indices des forces a` accumuler, dans le vecteur
pre´-calcule´ velems. Pendant cette boucle BSIZE/4 groupes de threads accumulent par-
tiellement la force d’un meˆme point, alors qu’a l’inte´rieur de chaque groupe, les threads
calculent tous des forces diffe´rentes. Ceci est implicitement de´crit par le format de stockage
AoSoFA de velems, en utilisant comme taille de blocs b = BSIZE/4 pour 4 threads. Les
re´sultats partiels sont stocke´s en me´moire partage´e dans le tableau temp, en utilisant un
indice unique par thread (ligne 15). Enfin, les lignes 19 a` 26 permettent de rassembler le
re´sultat partiel calcule´ dans les 4 groupes pre´ce´dents qui travaillaient sur le meˆme vertex.
3.3.4 Optimisations pour le mode`le co-rotationnel
Dans la formulation FEM co-rotationnelle, chaque te´trae`dre contribue sur la force, par
une matrice dense de taille 12 × 12, qui est le re´sultat du produit de 5 matrices plus
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petites, dont certaines changent a` chaque e´tape (voir e´quation 2.49). Au lieu de calculer
et de stocker la matrice finale, nous cherchons a` stocker les quelques scalaires ne´cessaires
a` l’expression des sous matrices. Nous pre´sentons tout d’abord, la structure de chacune
des matrices ne´cessaires qui interviennent dans le calcul.
Fig. 3.8 – FEM co-rotationnel. Gauche : un e´le´ment te´trae´drique dans la configuration de re´fe´rence avec
son repe`re local. Milieu : le te´trae`dre de´forme´ et son repe`re local tourne´. A` droite : la de´formation (fle`ches
bleues) telle que mesure´e apre`s l’alignement des repe`res.
La me´thode la plus rapide (mais pas la plus pre´cise) pour calculer le repe`re local d’un
e´le´ment (voir figure 3.8) est de de´finir l’origine au sommet p0 et d’utiliser ses bords
adjacents Nesme et al. (2005a). Le premier vecteur, b0, est initialise´ sur la premie`re areˆte
p0p1. Le deuxie`me vecteur, b1, doit eˆtre perpendiculaire au premier, dans le plan de la
premie`re et de la deuxie`me areˆte p0p2, et le troisie`me vecteur, b2, doit eˆtre perpendiculaire
a` ce plan :
b0 =
(p1−p0)
‖(p1−p0)‖ , b2 =
(p1−p0)∧(p2−p0)
‖(p1−p0)∧(p2−p0)‖ , b1 = b2 ∧ b0 (3.14)
Les e´le´ments 3×3 de la matrice de rotation Re =
[
b0 b1 b2
]
sont utilise´s pour calculer
la position non de´forme´e (a b c d) dans le repe`re tourne´, avec l’origine p0, comme suit :
a = RTe (p0 − p0) = ( 0 0 0 )T
b = RTe (p1 − p0) = ( bx 0 0 )T
c = RTe (p2 − p0) = ( cx cy 0 )T
d = RTe (p3 − p0) = ( dx dy dz )T
(3.15)
En utilisant ces points, la matrice 6× 12 de contrainte Fe est de´finie dans le repe`re local
comme suit :
Fe =

−px(bcd) 0 0 −py(bcd) 0 −pz(bcd)
0 −py(bcd) 0 −px(bcd) −pz(bcd) 0
0 0 −pz(bcd) 0 −py(bcd) −px(bcd)
px(cda) 0 0 py(cda) 0 pz(cda)
0 py(cda) 0 px(cda) pz(cda) 0
0 0 pz(cda) 0 py(cda) px(cda)
−px(dab) 0 0 −py(dab) 0 −pz(dab)
0 −py(dab) 0 −px(dab) −pz(dab) 0
0 0 −pz(dab) 0 −py(dab) −px(dab)
px(abc) 0 0 py(abc) 0 pz(abc)
0 py(abc) 0 px(abc) pz(abc) 0
0 0 pz(abc) 0 py(abc) px(abc)

T
(3.16)
Avec p(uvw) = u ∧ v + v ∧ w + w ∧ u.
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En combinant l’e´quation (3.16) et (3.15) nous obtenons :
Sb = p(cda) =
(
cydz
−cxdz
cxdy−cydx
)
, Sc = −p(dab) =
(
0
bxdz
−bxdy
)
, Sd =
(
0
0
bxcy
)
(3.17)
Et puisque la somme des forces applique´es doit eˆtre nulle, nous savons que :
Sa + Sb + Sc + Sd = 0 ⇔ Sa = −Sb − Sc − Sd
Enfin, la matrice de rigidite´ du mate´riau est repre´sente´e par une matrice 6 × 6 nomme´e
Ee comme suit :
Ee =

γ+µ γ γ 0 0 0
γ γ+µ γ 0 0 0
γ γ γ+µ 0 0 0
0 0 0 µ/2 0 0
0 0 0 0 µ/2 0
0 0 0 0 0 µ/2
 , γ =
1
36Ve
Eν
(1+ν)(1−2ν)
µ = 1
36Ve
E
1+ν
Ve =
1
6
b · (c× d)
(3.18)
Ou` E est le module de Young, repre´sentant la rigidite´. 0 < ν < 0, 5 est le coefficient de
Poisson lie´ a` la conservation du volume, et Ve le volume de l’e´le´ment e (voir section 2.2.3).
E´tant donne´ les matrices ci-dessus, les forces et leurs de´rive´es sont calcule´es en utilisant
l’e´quation (2.49). Nous voulons trouver le plus petit nombre de valeurs qui peuvent eˆtre
utilise´es pour calculer le produit matrice–vecteur Re Fe
T Ee Fe Re
T ue. Pour chacune
d’entre elles, il est possible soit de stocker directement les valeurs finales, soit d’utiliser
les valeurs initiales ia, ib, ic et id pour les recalculer :
– Re peut eˆtre applique´ avec 9 valeurs (la matrice comple`te), ou 6 valeurs (deux vecteurs)
et un produit vectoriel pour calculer les dernie`res valeurs (ce qui ne´cessite 9 ope´rations),
ou 4 (un quaternion) et 30 ope´rations pour obtenir la matrice.
– Ee peut eˆtre applique´ en utilisant 2 valeurs (γ, µ).
– Fe peut eˆtre applique´ en utilisant 6 valeurs (Sbx, Sby, Sbz, Scy, Scz, Sdz), ou 1 valeur
(Sbz) et 5 ope´rations pour recalculer les autres composantes. Une autre alternative est
de diviser Se par bx, et de multiplier De par b
2
x : Re (
1
bx
Fe
T) (b2xEe) (
1
bx
)Fe Re
T ue. Cela
nous permet de stocker seulement 3 valeurs (Sbx
bx
, Sby
bx
, Sbz
bx
) sans avoir besoin d’ope´rations
supple´mentaires pour calculer les 3 autres.
Listing 3.2 – Structure de donne´es pour calculer la matrice de rigidite´ sur GPU
1 struct GPUElement {
2 /// index of the 4 connected vertices
3 int ia [BSIZE], ib[BSIZE], ic[BSIZE], id[BSIZE];
4 /// initial position of the vertices in the local frame
5 float bx[BSIZE];
6 float cx[BSIZE], cy[BSIZE];
7 float dx[BSIZE], dy[BSIZE], dz[BSIZE];
8 /// Values to compute the strain−displacement matrix S
9 float Sbx bx[BSIZE],Sby bx[BSIZE],Sbz bx[BSIZE];
10 /// Values to compute the material stiffness matrix D
11 float gamma bx2[BSIZE], mu bx2[BSIZE];
12 };
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Dans notre imple´mentation actuelle, nous stockons la rotation a` partir de 6 valeurs dans
un vecteur se´pare´, car il doit eˆtre mis a` jour a` chaque pas de temps. Le reste des valeurs est
stocke´ dans une structure me´moire repre´sente´e sur le listing 3.2. Cette structure est stocke´e
dans un vecteur contenant un exemplaire pour chaque bloc de thread (voire section 3.3.2)
afin de minimiser l’utilisation de la bande passante, qui est le principal facteur limitant
de l’algorithme.
3.3.5 Re´duction des surcouˆts en fusionnant les kernels
Dans une application interactive, seules quelques millisecondes sont disponibles pour cal-
culer un pas de temps complet, ce qui peut impliquer des centaines d’e´tapes de calcul
diffe´rentes. Dans un tel contexte, la performance obtenue peut eˆtre grandement affecte´e
par le surcouˆt de lancement de chaque kernel. Il est donc important de fusionner autant
d’e´tapes que possible pour re´duire le couˆt de lancement.
Fusionner des kernels ne supprime pas seulement le surcouˆt de leur lancement, cela peut
aussi re´duire la bande passante consomme´e, car les donne´es calcule´es par une e´tape
peuvent eˆtre directement utilise´es par les autres kernels sans repasser par la me´moire
globale du GPU. Le calcul FEM de la force f et sa de´rive´e df est traite´e dans deux ker-
nels CUDA qui ne peuvent pas eˆtre fusionne´s, car elles reposent sur une synchronisation
globale. Cependant quelques autres e´tapes pourraient tout a` fait eˆtre combine´es et faire
gagner du temps. Dans la boucle principale de l’algorithme du gradient conjugue´ (voir
figure 3.4c), nous pouvons voir 5 ope´rations d’alge`bre line´aire sur des vecteurs (lignes 9 a`
12 et 14) et deux produits matrice-vecteur (les lignes 7 et 8).
Les ope´rations successives d’alge`bre line´aire sont les plus simples a` fusionner. C’est le cas
de la mise a` jour des vecteurs v et p a` la fin du pas de temps (lignes 16 et 17), ou` x et
r dans chaque ite´ration du gradient conjugue´ (lignes 10 et 11). Ces e´tapes peuvent eˆtre
fusionne´es tre`s facilement, en e´crivant un seul kernel qui effectue les deux mises a` jour en
meˆme temps.
D’autre part, chacune des lignes 9 et 12 ont besoin d’une re´duction paralle`le pour calculer
le produit scalaire. On pourrait les fusionner si nous pouvons e´valuer dot(r, r) avant de
connaˆıtre la valeur de α qui sert a` mettre a` jour r (ligne 11), en soustrayant αq de sa
valeur pre´ce´dente (que nous noterons que r′ dans la suite). Pour cela, on peut exprimer
le produit scalaire comme suit :
r · r = (r′ − αq) · (r′ − αq) = (r′ · r′)− 2α(r′ · q) + α2(q · q) (3.19)
Par conse´quent, nous pouvons calculer en une seule re´duction paralle`le les e´tapes de d ·q,
r′ · q, et q · q (r′ · r′ e´tant connu de l’ite´ration pre´ce´dente). Apre`s une synchronisation,
nous pouvons calculer α et ρi ce qui nous permettra de mettre a` jour tous les vecteurs
(lignes 10, 11 et 14) en une seule fois.
3.3.6 Re´sultats et E´valuations
Nous cherchons tout d’abord a` e´valuer notre me´thode en la comparant a` une version CPU.
Pour cela, nous pre´sentons les temps de calcul du CG, en fonction du nombre de te´trae`dres,
des ame´liorations apporte´es par les optimisations successives, a` la fois sur les versions CPU
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(voir figure 3.10a) et GPU (voir figure 3.10b). Ces mesures ont e´te´ faites sur l’exemple des
dinosaures (voir figure 3.9), en limitant a` 25 le nombre d’ite´rations du gradient conjugue´.
Nous avons utilise´ comme re´fe´rence le temps de calcul de l’imple´mentation initiale du
FEM co-rotationnel de SOFA Allard et al. (2007).
Fig. 3.9 – Un objet de´formable (en haut) et son maillage FEM (en bas), soumis a` une force externe (ligne
rose) et a` des contraintes (points roses).
La figure 3.10 pre´sente les ame´liorations en terme de performances pour les diffe´rentes
optimisations. La repre´sentation compacte des donne´es (V1), pre´sente´e en section 3.3.2,
permet d’obtenir une acce´le´ration significative, de l’ordre de 1, 7× plus rapide que la
version initiale sur un CPU, et jusqu’a` 14× sur le GPU. Le fait de re´-organiser les points
permet d’ame´liorer les lectures aligne´es sur le GPU, et de maximiser les lectures dans
le cache sur le CPU. Les versions non re´-ordonne´es, sont pre´fixe´es par la lettre u, et un
simple re´-ordonnancement comme de trier les particules selon un axe donne´ (voir section
3.3.2), permet d’obtenir un gain significatif allant jusqu’a` 1, 3× sur un CPU et jusqu’a` 2×
sur un GPU. Le fait d’utiliser une me´thode de re´-ordonnancement plus complexe comme
pre´sente´e dans Tchiboukdjian et al. (2010), peut apporter un gain supple´mentaire de
l’ordre de 16%, sur des maillages de grandes tailles.
L’e´tape de calcul de la force (voir section 3.3.3) est une e´tape critique dans le de´roulement
de l’algorithme, car elle consomme environ la moitie´ du temps de calcul d’un pas de temps.
L’utilisation de 4 threads par particule (V2) re´duit de fac¸on significative ce temps, offrant
une ame´lioration globale de 1, 3×. L’utilisation d’unite´s de textures (V3) pour re´aliser les
acce`s me´moire non aligne´s est be´ne´fique (jusqu’a` +20%) sur les architectures Fermi.
Les dernie`res optimisations (V4 et V5) consistent a` fusionner les kernels (voir section
3.3.5). Cette optimisation est tre`s utile pour les petits maillages (+37%), car elle permet
de re´duire le couˆt de lancement de la totalite´ des kernels, qui dans ce cas est important par
rapport a` leur temps d’exe´cution. Cependant, cette optimisation est e´galement be´ne´fique
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Fig. 3.10 – Performances des diffe´rentes optimisations : Ref : imple´mentation de re´fe´rence non optimise´e
sur CPU ; V1 : optimisation du stockage des matrices (Sect. 3.3.2) ; uref et uV1 : utilisation des maillages
non ordonne´s ; V2 : en utilisant 4 threads par particule pour la re´duction paralle`le (Sect. 3.3.3) ; V3 acce`s
me´moire en utilisant les textures pour les positions et les forces ; V4 et V5 fusion des kernels en utilisant
respectivement l’alge`bre line´aire et la reformulation des e´quations (Sect. 3.3.5).
pour de grands maillages (+7%) car elle re´duit e´galement la bande passante me´moire.
Dans l’ensemble, en combinant toutes les optimisations on peut atteindre une acce´le´ration
de 39× plus rapide que l’imple´mentation de re´fe´rence. Ainsi, nous sommes capables de
simuler un objet de´formable avec 45k e´le´ments te´trae´driques (voir figure 3.9) a` 212 FPS
sur une NVIDIA GeForce GTX 480, 18× plus vite qu’avec l’imple´mentation CPU la
plus optimise´e sur un Intel Core i7 975 a` 3,33 GHz. Nous avons e´galement compare´
les performances sur plusieurs architectures en utilisant des tailles de maillages diverses
(voir figure 3.11). Avec le plus grand maillage, l’acce´le´ration peut atteindre 23× sur une
GeForce GTX 480, et de 13, 5× sur une GTX 280.
Dans la mesure ou` notre objectif e´tait de comparer l’acce´le´ration de la version paralle`le,
par rapport a` la version se´quentielle, nous avons base´ nos expe´riences sur un exemple
ou` le syste`me e´tait bien conditionne´. Tous les e´le´ments e´taient globalement de la meˆme
taille, relativement mous, et leur rigidite´ variait tre`s peu. De plus, nous avons limite´ a` 25 le
nombre d’ite´rations du CG, puisque notre objectif n’e´tait pas d’obtenir une solution d’une
grande qualite´, quitte a` ce que l’algorithme ne converge pas a` chaque pas de temps. Nous
allons par la suite pre´senter une technique de pre´conditionnement qui permet d’ame´liorer
sensiblement la qualite´ de la solution tout en restant compatible avec notre inte´grateur
implicite sur GPU.
3.4 Techniques de pre´-conditionnement asynchrone
Nous avons vu dans la section pre´ce´dente comment paralle´liser efficacement le gradient
conjugue´ sur GPU, ce qui nous a permis de simuler plusieurs centaines de milliers
d’e´le´ments en temps re´el sans se soucier de la pre´cision des calculs. Dans cette section nous
nous inte´ressons a` l’autre aspect de la proble´matique, c’est-a`-dire simuler des objets pour
lesquels le syste`me est tre`s mal conditionne´, tout en souhaitant une pre´cision relativement
grande. Dans ce cas, meˆme si nous disposons d’une me´thode tre`s rapide pour calculer les
ite´rations du CG, les performances globales de la simulation pourraient eˆtre largement
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Fig. 3.11 – Comparaison des performances entre les versions CPU et GPU sur diffe´rentes architectures,
en fonction du nombre de te´trae`dres.
diminue´es si des milliers d’ite´rations sont ne´cessaires pour obtenir une solution accep-
table. Nous proposons dans cette section une me´thode de pre´conditionnement qui permet
d’augmenter sensiblement la qualite´ de la solution, tout en restant compatible avec la
version paralle`le de l’algorithme Courtecuisse et al. (2010). L’approche propose´e est par-
ticulie`rement be´ne´fique pour simuler des objets non-homoge`nes ou pour les proble`mes mal
conditionne´s.
La premie`re contribution est de de´synchroniser le calcul d’un pre´conditionneur de la boucle
de simulation. Pour cela, nous utilisons les architectures paralle`les he´te´roge`nes actuelles :
le processeur graphique effectue les calculs me´caniques tandis que le CPU multi-cœurs cal-
cule simultane´ment les prochains pre´conditionneurs. Nous exploitons la cohe´rence tem-
porelle de la me´canique, pour mettre a` jour de fac¸on asynchrone un pre´conditionneur.
Nous proposerons e´galement une me´thode qui permet de compenser les non-line´arite´s
ge´ome´triques, afin de limiter la divergence du pre´conditionneur au fil du temps. Regardons
dans un premier temps l’influence d’un pre´conditionneur mis a` jour de fac¸on synchrone
avec la simulation.
3.4.1 Pre´conditionneur re´-utilisable
Comme nous l’avons vu en introduction, la simulation consiste en re´alite´ a` calculer succes-
sivement l’e´volution de l’e´tat des objets virtuels apre`s de petits intervalles de temps. Ceci
nous permet de supposer que la configuration me´canique des objets reste tre`s similaire
pendant plusieurs pas de temps successifs de la simulation. On va alors montrer comment
exploiter la cohe´rence temporelle de la me´canique pour construire un pre´conditionneur
efficace a` tre`s faible couˆt.
Cette ide´e n’est pas nouvelle, comme nous l’avons vu dans la section 3.2.2, les travaux de
Garc´ıa et al. (2006) ont montre´ qu’en pre´-calculant le pre´conditionneur, on pouvait s’at-
tendre a` ce qu’il reste une bonne approximation tout au long de la simulation. En revanche,
dans la plupart des cas, la cohe´rence temporelle de la me´canique des objets n’est valable
que sur de petites pe´riodes de temps. Si le pre´conditionneur n’est jamais mis a` jour, son
utilisation pourrait devenir contestable si la configuration me´canique des objets devient
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comple`tement diffe´rente de la configuration de re´fe´rence. L’efficacite´ du pre´conditionneur
est alors diminue´e, et en en raison du couˆt d’application, si le pre´conditionneur n’est pas
efficace, il a tendance a` ralentir la simulation. Pour e´viter ce proble`me, nous proposons
de mettre a` jour pe´riodiquement le pre´conditionneur.
Nous pouvons exprimer le syste`me actuel comme une perturbation des matrices
pre´ce´dentes. Si nous appelons ∆A une perturbation du syste`me actuel, on obtient :
At+∆t = At +∆A (3.20)
Quand ∆t tend vers ze´ro, ‖∆A‖ est e´galement proche de ze´ro. De plus, si a` un moment t
nous posse´dons un pre´conditionneur exact P−1t = A
−1
t , l’erreur ge´ne´re´e par l’application
du meˆme pre´conditionneur apre`s un de´lai ∆t peut-eˆtre e´value´e par :
P−1t ·At+∆t = I + P−1t ·∆A (3.21)
De ces deux constatations, on peut en de´duire que si ∆t est suffisamment petit, P−1(xt) ·
∆A reste e´galement petit et donc le conditionnement κ(P−1t · At+∆t) e´galement. Ainsi,
apre`s avoir calcule´ une approximation du syste`me, on peut la re´utiliser pour les quelques
pas de temps suivant. Pour de´cider si une mise a` jour est utile, il suffit bien souvent de
mettre a` jour le pre´conditionneur apre`s un nombre fixe de pas de temps (parame`tre que
l’utilisateur peut controˆler). Il est cependant possible de de´tecter les objets immobiles
pour ne pas remettre a` jour inutilement le preconditionneur en se basant sur le nombre
d’ite´rations maximum du gradient conjugue´ au-dela` duquel la prochaine mise a` jour sera
de´clenche´e.
…
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Fig. 3.12 – Composition de plusieurs pas de temps de simulation en mettant a` jour pe´riodiquement le
pre´conditionneur. Les pas de temps ne ne´cessitent pas le meˆme temps de calcul.
A` chaque mise a` jour il est ne´cessaire d’assembler l’inte´gralite´ ou une partie du syste`me
At (ce que nous appellerons l’e´tape de Construction). Ces valeurs sont ne´cessaires pour
calculer explicitement le pre´conditionneur Pt (l’e´tape Inverser). Enfin, nous utilisons
ce pre´conditionneur dans l’algorithme du gradient conjugue´ a` chacune de ses ite´rations
(l’e´tape application). Pour les pas de temps ou` le pre´conditionneur n’est pas mis a` jour,
seule l’e´tape d’application est ne´cessaire car nous gardons simplement le pre´conditionneur
de´ja` construit pre´ce´demment (voir figure 3.12).
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La re´-utilisation du pre´conditionneur permet d’amortir sur plusieurs pas de temps son
couˆt de calcul, et ainsi de diminuer le temps total d’une simulation. Cette technique
nous permet d’utiliser des pre´conditionneurs beaucoup plus complexes comme une fac-
torisation exacte. En revanche, cette de´marche produit l’effet inde´sirable de bloquer
pe´riodiquement la simulation. En effet, pour des pre´conditionneurs pre´cis, l’e´tape In-
verser est ge´ne´ralement couˆteuse. A` chaque exe´cution, elle peut produire des accoups qui
sont tre`s nuisibles pour toute interaction de l’utilisateur.
3.4.2 Pre´conditionneur asynchrone
Pour contourner cette limitation, nous proposons d’utiliser un deuxie`me thread CPU qui
va re´aliser la factorisation du pre´conditionneur en dehors de la boucle de simulation (voir
figure 3.13). En effet, la taˆche Inverser est bien se´pare´e du reste de la simulation. Elle
a besoin uniquement de la matrice du syste`me A actuel en entre´e, et produit en sortie
une structure de donne´es qui n’est utilise´e que pour appliquer le pre´conditionneur. Le
fait de maintenir l’e´tape de factorisation sur CPU, permet d’une part d’exploiter ces
architectures qui sont en ge´ne´ral tre`s efficaces sur ce type de proble`me. D’autre part, cela
permet d’utiliser les nombreuses librairies qui traitent de ce proble`me. Les librairies les
plus optimise´es fournissent une nouvelle factorisation en seulement quelques pas de temps
de simulation. Certaines d’entre elles proposent meˆme une version paralle`le du calcul, ce
qui reste compatible avec notre proposition si l’on dispose de plusieurs processeurs.
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Fig. 3.13 – Pre´conditionneur calcule´ en paralle`le. La simulation n’est jamais bloque´e par le calcul du
pre´conditionneur, pendant que le second thread calcul en permanance de nouvelles approximations.
De cette manie`re, pendant que le thread de factorisation met a` jour le pre´conditionneur,
la simulation continue d’avancer en exploitant potentiellement le GPU. Pour cela, elle
utilise une ancienne factorisation comme pre´conditionneur. Ceci ne´cessite de dupliquer
les structures de donne´es servant a` stocker le pre´conditionneur, mais en utilisant une
repre´sentation creuse du type CRS Barrett et al. (1994), la sur-consommation me´moire
reste limite´e.
E´ventuellement, la taˆche de Construction, peut elle aussi eˆtre de´place´e dans le second
thread, mais ceci n’est utile que si la simulation n’a pas besoin de construire explicite-
ment la matrice. C’est par exemple le cas de notre algorithme du gradient conjugue´ sur
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GPU, pre´sente´ dans la section pre´ce´dente, qui permet de re´soudre le syste`me sans jamais
assembler A. La migration de cette ope´ration dans le second thread n’est cependant pas
triviale. Ces changements, impliquent des modifications plus profondes dans le code, et les
structures ne´cessaires a` la construction doivent e´galement eˆtre duplique´es car elles sont
susceptibles d’eˆtre modifie´es par la simulation.
Cependant, si les deux taˆches Construction et Inverser sont exe´cute´es dans le thread de
factorisation, alors tous les pas de temps de la simulation pre´sentent un temps d’exe´cution
approximativement constant. En effet, si une mise a` jour est effectue´e, les e´tapes Construc-
tion et Inverser sont remplace´es (du point de vue de la simulation) par quelques com-
munications tre`s rapides pour e´changer les adresses me´moire de travail des deux threads.
Seule l’e´tape d’application reste pre´sente dans tous les pas de temps de la simulation, et
c’est le seul surcouˆt engendre´ par l’utilisation d’un pre´conditionneur avec notre me´thode.
Or, si le pre´conditionneur est de bonne qualite´, peu d’ite´rations seront ne´cessaires pour
atteindre la convergence du CG, et donc le pre´conditionneur sera applique´ peu de fois.
On constate alors que les pre´conditionneurs les plus efficaces sont ceux qui fournissent la
meilleure approximation de la matrice, c’est-a`-dire une factorisation exacte ou incomple`te
du syste`me.
Dans la mesure ou` le couˆt de mise a` jour d’un pre´conditionneur devient ne´gligeable du
point de vue de la simulation, on peut de´finir un nouveau crite`re de mise a` jour, qui
est de calculer une nouvelle approximation de`s que possible, c’est-a`-dire de`s que l’in-
version pre´ce´dente est termine´e. Cela permet, a` la simulation, de toujours utiliser le
pre´conditionneur le plus proche possible de l’e´tat courant. Il est ne´anmoins importante
de veiller a` ce que la simulation n’attende jamais apre`s le thread de factorisation.
Dans l’ensemble, notre solution permet de de´synchroniser le calcul du pre´conditionneur de
la simulation pour produire de bonnes approximations a` un couˆt ne´gligeable. En revanche,
compare´ a` la version synchrone, le principal inconve´nient est que chaque nouvelle mise a`
jour du pre´conditionneur fournit la factorisation d’une ancienne configuration des objets.
En effet, le calcul du pre´condionneur n’est pas instantane´ et son re´sultat ne sera obtenu
que quelques pas de temps plus tard, pendant lesquels la simulation e´volue et modifie la
matrice du syste`me. Si ∆t est la pe´riode moyenne de mise a` jour en temps de simulation,
chaque pre´conditionneur sera utilise´ du temps t+∆t jusqu’au temps t+ 2∆t (voir figure
3.13). Dans la version pre´ce´dente, il aurait e´te´ utilise´ du temps t au temps t+∆t. Ainsi,
dans l’approche asynchrone les pre´conditionneurs peuvent eˆtre jusqu’a` deux fois plus vieux
que dans la version synchrone.
3.4.3 Utilisation des rotations locales
Pendant le temps de mise a` jour du pre´conditionneur, le mouvement des objets virtuels
peut inclure des de´formations, des translations et des rotations. Dans la plupart des
cas, les translations et les petites de´formations ne modifient pas sensiblement les valeurs
de la matrice A, mais en revanche les rotations peuvent de´te´riorer l’efficacite´ de notre
pre´conditionneur asynchrone. Pour atte´nuer ce proble`me, nous proposons d’utiliser une
me´thode inspire´e de la me´thode de warping propose´e par Saupin et al. (2008b), dans
laquelle une matrice de rotation est exprime´e au niveau de chaque nœud, puis est utilise´e
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comme repe`re local pour calculer la matrice de rigidite´ (voir figure 2.12). Pour transposer
cette ide´e a` notre proble`me, on va “tourner” le pre´conditionneur avant chaque applica-
tion, afin de prendre en compte les non-line´arite´s ge´ome´triques qui sont apparues depuis
la dernie`re mise a` jour. Avant chaque application, on estime alors une rotation R, et
l’e´quation (3.13) est remplace´e par :
RP−1RTAx = RP−1RTb (3.22)
Contrairement a` la me´thode de warping, les rotations ne sont pas de´finies a` partir de la
position de repos, mais a` partir de la position pt au temps t qui a e´te´ choisie pour calculer
le pre´conditionneur. Les rotations, sont alors beaucoup plus petites, et par conse´quent la
technique est plus pre´cise. Pour chaque pas de temps, nous e´valuons les rotations actuelles
Rt+∆t a` partir de la position au repos, auxquelles nous appliquons l’inverse des rotations
Rt calcule´es au moment de la dernie`re mise a` jour du pre´conditionneur (voir figure 3.14).
On obtient alors la rotation courante par :
R = R−1t Rt+∆t (3.23)
ou` R est la matrice finale utilise´e dans l’e´quation (3.22). Dans la pratique, le produit
RP−1RT n’est jamais calcule´ explicitement. Au contraire, nous effectuons des produits
matrice–vecteur successifs en commenc¸ant par le vecteur b. Comme, les rotations de tous
les nœuds sont stocke´es dans une matrice diagonale par bloc, ces ope´rations pre´sentent
une faible consommation me´moire, et sont assez rapides a` calculer dans la boucle de
simulation.
Le warping, inspire´ de la formulation FEM co-rotationnelle, n’avait jamais e´te´ teste´
sur d’autres types de mode`les. Nous avons teste´ cette approche pour d’autres mode`les
e´lastiques. En effet, les rotations apparaissent quel que soit le mode`le de de´formation uti-
lise´, et la me´thode peut donc eˆtre be´ne´fique pour chacun d’entre eux8. La seule difficulte´
est de parvenir a` exprimer les rotations de fac¸on ge´ne´rique.
Pour le mode`le co-rotationnel, nous utilisons les rotations calcule´es pour chaque e´le´ments
pendant l’expression de la matrice de rigidite´, que nous moyennons au niveau des nœuds.
Pour appliquer le pre´conditionneur, nous devons e´galement calculer R en fonction de Rt
et Rt+∆t. Pour les autres mode`les, nous devons en supple´ment exprimer les rotations,
car elles ne sont pas force´ment ne´cessaires a` la formulation du mode`le de´formable. Nous
utilisons la me´thode de shape matching introduite par Mu¨ller et al. (2005), ou` l’estimation
des rotations de chaque nœud se fait en fonction du mouvement des nœuds se trouvant
a` un certain niveau (ge´ne´ralement 1 ou 2) de voisinage. Cette me´thode est plus couˆteuse
que la formulation co-rotationnelle, mais peut-eˆtre applique´e a` n’importe quel nuage de
point, sans aucune restriction sur le maillage ni sur le mode`le de de´formation.
Cette me´thode n’est utile que dans le cas ou` des rotations sont apparues depuis la dernie`re
mise a` jour, ce qui est un phe´nome`ne fre´quent, mais pas obligatoire. Dans ce cas, l’utili-
sation des rotations ajoute un surcouˆt non ne´cessaire, mais celui-ci reste faible par rap-
port au calcul des ite´rations du CG, car le nombre d’ope´rations est line´aire en fonction
8Meˆme si on s’attend a` ce que l’efficacite´ de la me´thode soit maximale pour le mode`le co-rotationnel, dont les non-
line´arite´s proviennent uniquement des rotations
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Fig. 3.14 – Nous estimons, pour chaque nœud d’un objet de´formable, une rotation a` des moments
diffe´rents, en utilisant la position de repos comme re´fe´rence. En combinant ces rotations, on obtient
la matrice de rotation R au temps t + ∆t par rapport a` la matrice Rt, calcule´e au temps t, ou` le
pre´conditionneur avait e´te´ calcule´.
du nombre de nœuds. Dans le meilleur des cas, notre solution permet de diminuer de
fac¸on significative le nombre d’ite´rations ne´cessaire. Ainsi, cette technique peut-eˆtre vue
comme une heuristique qui permet de limiter dans la majorite´ des cas, la divergence
du pre´conditionneurs. Ce qui a pour conse´quence de diminuer le nombre d’ite´rations du
CG (et d’application du pre´conditionneur), ame´liorant les performances globales de la
simulation.
3.4.4 Re´sultats et discussions
Dans cette section, nous pre´sentons les re´sultats de notre approche, en mesurant les taux
de convergence et le temps de calcul dans diffe´rents sce´narios. Pour les expe´riences, nous
avons utilise´ un processeur Intel quad-coreR© CoreTM i7 a` 3.07 GHz, et une Nvidia R©
GeForceR© GTX 480 programme´e avec Cuda 3.0.
Influence des mises a` jour du pre´conditionneur
Nous cherchons tout d’abord a` e´valuer l’influence des mises a` jour du pre´conditionneur sur
un cas simple. Nous avons choisi une poutre de´formable homoge`ne (voir figure 3.14) qui est
fixe´e a` une extre´mite´ et se de´forme sous l’effet de la gravite´. Le pre´conditionneur utilise´ est
une factorisation de Cholesky incomple`te (nous comparerons d’autres pre´conditionneurs
par la suite) que nous mettons a` jour a` diffe´rentes fre´quences. L’objet de´formable est com-
pose´ de 3000 e´le´ments te´trae´driques, et la fomulation est un mode`le FEM co-rotationnel.
La figure 3.15a montre le nombre d’ite´rations ne´cessaire pour converger a` une tole´rence de
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(a) Nombre d’ite´rations du CG (b) Temps de calcul en ms
Fig. 3.15 – Performances des diffe´rents pre´conditionnements utilise´s pour la de´formation, sous un mode`le
co-rotationnel, d’une poutre fixe´e a` une extre´mite´ et de´forme´e par la gravite´. Tous les pre´conditionneurs
utilisent une factorisation incomple`te de Cholesky, mais les strate´gies de mise a` jour sont diffe´rentes.
l’ordre de 10−7, alors que la figure 3.15b montre les performances associe´es. Les diffe´rentes
courbes pre´sentent les re´sultats de diffe´rents pre´conditionneurs utilise´s dans l’algorithme
du gradient conjugue´ pre´conditionne´ :
– CG : Sans pre´conditionneur.
– PCG-0 : Preconditionneur pre´-calcule´ (sans mise a` jour).
– PCG-1 : Pre´conditionneur mis a` jour a` chaque pas de temps.
– PCG-30 : Pre´conditionneur mis a` jour tous les 30 pas de temps (section 3.4.1).
– PCG-30 (async) : Pre´conditionneur mis a` jour tous les 30 pas de temps en utilisant un
thread paralle`le (section 3.4.2).
– PCG-30 (async+warp) : Pre´conditionneur mis a` jour de`s que possible en utilisant un
thread paralle`le, et en appliquant les rotations locales (section 3.4.3).
Les courbes CG et PCG-1 correspondent au gradient conjugue´ avec et sans
pre´conditionneur, et fournissent une base pour comparer toutes les autres me´thodes. On
constate que tous les pre´conditionneurs ame´liorent le taux de convergence du CG, mais
pas force´ment le temps de calcul. PCG-1, permet d’atteindre dans tous les cas, le plus
faible nombre d’ite´rations du CG, mais c’est e´galement la me´thode qui pre´sente les plus
mauvaises performances. Ceci s’explique par le fait qu’elle ne´cessite le calcul d’une facto-
risation incomple`te de la matrice a` chaque pas de temps, ce qui prend plus de temps que
le temps ne´cessaire au CG non pre´conditionne´ pour converger. Il faut rappeler toutefois
que le syste`me est bien conditionne´, ce qui fait que le gradient conjugue´ ne ne´cessite pas
un trop grand nombre d’ite´rations. PCG-0 offre globalement un taux de convergence rai-
sonnable dans cet exemple, mais il se de´grade rapidement lorsque les de´formations sont
e´loigne´es de la forme au repos.
PCG-30 correspond a` notre premie`re proposition, ou` nous nous contentons de mettre a`
jour le pre´conditionneur tous les 30 pas de temps. On peut voir que ce pre´conditionneur
est bien plus rapide que le CG sur la plupart des pas de temps, sauf quand on met a` jour le
pre´conditionneur, ou` les performances sont e´gales au PCG-1, et on constate l’apparition
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de pics dans les temps de calcul. Entre les pas de temps, la qualite´ du pre´conditionneur
se de´grade le´ge´rement, mais reste bien meilleure que la version non pre´conditionne´e. Bien
que le couˆt total de ce pre´conditionneur soit meilleur que le CG, les blocages a` re´pe´tition
de la simulation ne permettent pas de l’utiliser dans les applications interactives.
Lorsque l’inversion est calcule´e dans un second thread (PCG-30 async), le calcul de la
factorisation n’affecte pas le temps de calcul de la simulation, et supprime les blocages
pe´riodiques. En revanche, le pre´conditionneur est en ge´ne´ral de moins bonne qualite´,
et un plus grand nombre d’ite´rations est ne´cessaire pour atteindre la convergence. Cet
inconve´nient est atte´nue´ de`s lors que l’on applique les rotations (PCG-30 async + warp),
qui limitent la de´gradation du pre´conditionneur entre les mises a` jour. Alors, on obtient un
nombre d’ite´rations du meˆme ordre que PCG-1 a` chaque pas de temps de la simulation,
alors que le temps de calcul est tre`s faible.
Fait inte´ressant, on peut voir que sur les 30 premiers pas de temps, PCG-0, PCG-30 et
PCG-30 async pre´sentent exactement les meˆmes re´sultats. Par la suite PCG-0 se de´grade
continuellement, alors que PCG-30 peut prendre en compte instantane´ment la mise a`
jour du pre´conditionneur. PCG-30 async devra attendre la prochaine mise a` jour car au
trentie`me pas de temps, le second thread aura fini d’inverser le syste`me initial. Ceci met
en e´vidence l’importance des mises a` jour du pre´conditionneur.
E´le´ments
Temps (ms) CG Temps (ms) pour Nombre de pas de temps
pour factoriser ite´rations chaque pas de temps pour factoriser
540 5.84 4.40 3.32 1.76
3000 38.47 5.01 12.78 3.01
7350 125.9 5.56 41.68 3.02
24000 730.5 6.09 208.72 3.50
Tab. 3.1 – Performances obtenues avec diffe´rentes tailles de maillage.
Nous avons e´galement mesure´ l’influence de la taille de la maille du syste`me sur les
performances (voir tableau 3.1). Pour cela, nous utilisons un pre´conditionneur base´ sur
une factorisation de Cholesky calcule´e a` l’aide de la librairie Pardiso Schenk et al. (2006).
Cette librairie permet d’effectuer la factorisation de la matrice en paralle`le, nous avons
donc utilise´ 4 threads CPU pour effectuer cette taˆche. Le temps pris pour factoriser la
matrice augmente avec le nombre d’e´le´ments, mais repre´sente toujours un petit nombre
d’e´tapes de la simulation (moins de 4 pas de temps). Ceci s’explique par le fait que chaque
ite´ration du gradient conjugue´ pre´conditionne´ est e´galement de plus en plus couˆteuse a`
mesure que la taille du syste`me grandit. Ce re´sultat nous fait dire que cette me´thode est
be´ne´fique aussi bien pour de petits ou des grands objets, car la fre´quence de mise a` jour
reste tre`s basse. Bien suˆr, a` partir d’une certaine taille, la simulation n’est cependant plus
en temps re´el.
Application a` diffe´rents mode`les de de´formation
Dans cette section nous cherchons a` e´valuer l’influence de notre solution applique´e a`
diffe´rents mode`les de de´formation. Nous avons mode´lise´ une barre de´formable que nous
avons sollicite´ de diffe´rentes manie`res afin d’introduire soit des non-line´arite´s dues au
mate´riau, soit des non-line´arite´s ge´ome´triques, soit les deux (voir tableau 3.2). Dans les
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re´sultats, nous comparons quatre fac¸ons d’appliquer le pre´conditionneur : avec et sans les
rotations autour d’un pre´conditionneur remit a` jour ou non. Les mode`les de de´formations
que nous avons utilise´ sont le mode`le masse-ressort, le mode`le FEM co-rotationnel, et le
mode`le non line´aire St-Venant-Kirchhoff imple´mente´ avec l’algorithme MJED Marches-
seau et al. (2010).
Sans Pre- Pre´conditionneur Pre´conditionneur avec
conditionneur sans mise a` jour mise a` jour asynchrone
Sce´nario Mode`le
Sans Sans Avec Sans Avec
Rotations Rotations Rotations Rotations Rotations
Iter. Temps Iter. Temps Iter. Temps Iter. Temps Iter. Temps
Corot. 301.52 138.12 18.65 38.33 13.77 30.10 9.87 20.38 9.19 20.46
MJED 198.11 29.34 17.40 31.63 18.56 34.41 5.50 11.17 5.32 12.34
Spring 167.54 24.48 22.53 32.27 22.36 32.82 7.13 13.29 6.88 14.40
Corot. 301.98 138.08 33.55 69.46 9.14 20.08 10.59 21.73 9.58 21.13
MJED 217.50 31.59 19.25 34.72 14.42 27.00 8.27 16.47 7.79 17.06
Spring 193.87 27.74 26.14 36.25 14.23 21.11 9.27 17.31 8.68 17.93
Corot. 303.99 142.99 122.04 262.16 18.91 41.38 13.33 28.67 12.05 26.93
MJED 220.26 35.38 48.42 86.38 36.79 69.24 10.77 21.25 10.53 22.58
Spring 174.16 27.40 83.96 118.24 36.84 56.17 7.32 13.79 11.39 23.50
Tab. 3.2 – Influence des rotations sur diffe´rents mode`les de de´formation en fonction de diffe´rentes
sollicitations. Le nombre d’ite´rations repre´sente les valeurs moyennes par pas de temps. Les poutres
de´formables sont compose´es de 3000 e´le´ments te´trae´driques homoge`nes.
En utilisant notre pre´conditionneur asynchrone, nous augmentons significativement les
performances de la simulation. En effet, la me´thode permet de diviser le nombre
d’ite´rations jusqu’a` un facteur 32× sur le mode`le co-rotationnel, 37× pour le mode`le
MJED et 24× pour le masse-ressorts. Cependant, comme chaque ite´ration de la version
pre´conditionne´e est plus couˆteuse que la version non pre´conditionne´e, on constate une
acce´le´ration maximale de 6, 7× sur le mode`le co-rotationnel, 2, 3× sur le mode`le MJED
et 1, 7× pour le mode`le masse-ressorts.
Une mise a` jour re´gulie`re du pre´conditionneur permet d’ame´liorer, pour tous les mode`les,
les performances par rapport a` la version non pre´conditionne´e. Sur cet exemple nous ob-
tenions un nouveau pre´conditionneur toutes les 100ms en moyenne, ce qui correspond a`
3 ou 4 pas de temps de la simulation. Ainsi, tre`s peu de rotations e´taient introduites
entre les mises a` jour, et leur utilisation n’apporte pas de gain significatif en terme
d’ite´rations (mais le surcouˆt en terme de temps de calcul est e´galement tre`s faible). Or,
si le pre´conditionneur n’est pas mis a` jour les diffe´rentes sollicitations peuvent modifier
comple`tement la configuration de l’objet par rapport a` la version initiale. L’utilisation
d’un tel pre´conditionneur sans rotation permet en ge´ne´ral d’ame´liorer les performances
pour le mode`le co-rotationnel, mais diminue celles des autres mode`les. L’activation du war-
ping, permet alors d’obtenir malgre´ tout de bonnes performances meˆme pour les mode`les
autres que le co-rotationnel. Ceci montre que si de grandes rotations sont introduites (par
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exemple si le pre´conditionneur ne´cessite un grand nombre de pas de temps pour eˆtre mis
a` jour), l’utilisation de la me´thode de warping peut eˆtre d’une grande aide pour maintenir
une bonne approximation. En de´finitive, le wraping seul n’est pas suffisant, et une mise a`
jour pe´riodique du pre´conditionneur permet d’obtenir les meilleures performances.
E´valuation des diffe´rents pre´conditionneurs
Nous proposons d’e´valuer la convergence en utilisant diffe´rents pre´conditionneurs sur des
proble`mes non homoge`nes. Ces proble`mes sont connus pour eˆtre difficiles a` re´soudre par
un CG traditionnel. Nous pre´sentons l’e´valuation des performances dans le tableau 3.16a.
Les premiers (standard) pre´conditionneurs sont mis a` jour a` chaque pas de temps de la
simulation alors que les versions (async + warp) sont factorise´es dans un autre thread.
Pre´conditionneur
CG Computation time (ms)
ite´rations Inversion Re´solution Total
S
ta
n
d
a
rd
– (CG) 654.03 – 126.44 126.44
Jacobi 356.96 .15 86.42 86.58
SSOR 116.72 30.60 55.61 86.21
Cholesky 1.00 39.27 3.13 42.40
IC 6.07 107.24 7.29 114.54
a
sy
n
c
+
w
a
rp
Jacobi 357.99 .16 93.18 93.34
SSOR 116.76 .26 62.70 62.97
Cholesky 6.02 .06 11.92 11.98
IC 8.71 .03 10.76 10.79
(a) Mesures de performances sur une poutre non homoge`ne
(b) Poutres non homoge`nes (c) Simulation interactive
Fig. 3.16 – (a) E´valuation des performances des diffe´rents pre´conditionneurs sur la poutre pre´sente´e
en 3.16b. (b) Poutre non homoge`ne compose´e de 3000 e´le´ments, de´forme´e sous l’effet de la gravite´.
Les diffe´rentes couleurs montrent les diffe´rents modules Young (1000, 50 et 10 pour respectivement les
e´le´ments bleus, verts et rouges). (c) Exemple Interactif compose´ de 4406 e´le´ments non homoge`nes.
On peut tout d’abord remarquer que le CG a beaucoup de mal a` converger seul sur
ce type de proble`me, et meˆme le plus simple des pre´conditionneurs comme le Jacobi
permet d’ame´liorer sensiblement la convergence. Sur cet exemple, meˆme la factorisation
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incomple`te de Cholesky IC mise a` jour a` chaque pas de temps fournit une acce´le´ration
d’environ 10 % (alors qu’elle e´tait de 4× plus lente que le CG sur la simulation homoge`ne
de la figure 3.15) . Pour la factorisation de Cholesky exacte, nous utilisons un algorithme
paralle`le optimise´ base´ sur un calcul de super-nœuds fourni par Taucs Toledo et al. (2003),
tandis que cette optimisation n’est pas disponible pour la factorisation incomple`te (ce qui
explique pourquoi il est beaucoup plus long a` factoriser). Le pre´conditionneur cholesky ne
ne´cessite qu’une seule application puisqu’il fournit directement la solution au CG. Celui-ci
permet ainsi d’obtenir une acce´le´ration d’environ 3× par rapport au CG9.
Les pre´conditionneurs Jacobi et SSOR fournissent une acce´le´ration d’environ 40%. Toute-
fois, SSOR ne ne´cessite aucun calcul pre´alable pour inverser la matrice, et le temps d’in-
version correspond uniquement aux temps de construction de la matrice. Cette ope´ration
repre´sente 30% de l’application du pre´conditionneur SSOR. Notre me´thode nous permet
d’e´viter le couˆt de cette construction dans la boucle de simulation, sans diminution signi-
ficative de la qualite´ du pre´conditionneur. Le pre´conditionneur Jacobi est le seul qui ne
be´ne´ficie pas de notre me´thode, car sa matrice est trop simple a` construire et a` inverser.
Avec notre me´thode, les factorisations comple`tes et incomple`tes sont les pre´conditionneurs
les plus efficaces. En effet, leur manque d’efficacite´ dans les approches traditionnelles e´tait
principalement duˆ au couˆt de factorisation, qui est comple`tement cache´ par notre me´thode.
Sur l’exemple non-homoge`ne, le CG pre´conditionne´ converge en moins de 10 ite´rations,
ce qui correspond approximativement aux meˆmes re´sultats que les exemples pre´sente´s
pre´ce´demment. Ainsi, notre me´thode permet de simuler aussi bien des objets homoge`nes
et he´te´roge`nes avec le meˆme niveau de pre´cision.
Pour finir, nous avons e´galement applique´ notre me´thode a` un cas interactif visible sur
la figure. 3.16c. Nous avons mode´lise´ un armadillo de´formable avec des raideurs non-
homoge`nes, que l’utilisateur peut de´placer et faire pivoter de fac¸on interactive. Une version
non-pre´conditionne´e ne permet pas de simuler l’objet assez rapidement car le CG ne
converge pas dans un de´lai raisonnable. Avec notre me´thode nous avons e´te´ en mesure
de maintenir un rafraˆıchissement des images entre 50 et 80 FPS, sans accoups dans la
simulation.
3.5 Conclusion
On a pre´sente´ dans ce chapitre un ensemble de contributions qui permet d’obtenir effica-
cement, la solution d’un syste`me d’e´quations line´aires. Pour cela, nous avons propose´ une
paralle´lisation GPU de l’inte´grateur implicite, qui comprend notamment l’algorithme du
gradient conjugue´ sur GPU. Avec notre me´thode, nous avons montre´ une acce´le´ration si-
gnificative par rapport a` une me´thode se´quentielle, spe´cialement quand les maillages sont
tre`s de´taille´s. Or, on a vu dans le chapitre pre´ce´dent, que l’utilisation de petits e´le´ments
conduit a` une meilleure approximation de la me´thode des e´le´ments finis. Notre solution
permet ainsi d’augmenter la qualite´ de la de´formation, tout en restant compatible avec le
temps re´el.
D’autre part, nous avons propose´ une technique de pre´conditionnement, qui peut eˆtre
couple´e avec l’algorithme du gradient conjugue´ sur GPU. Le calcul du pre´conditionneur
9Notons que ce temps de calcul correspond approximativement a` ce qui serait obtenu si nous avions utilise´ cette facto-
risation comme solveur direct.
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repose sur la cohe´rence temporelle de la me´canique des objets, et sur une heuristique
pour limiter l’influence des rotations. L’ide´e de base est de factoriser la matrice de fac¸on
exacte dans un second thread, de telle sorte que le couˆt de cette ope´ration soit ne´gligeable
dans le calcul de la simulation. On re´cupe`re alors peu de temps apre`s une factorisation
plus ancienne de quelque pas de temps, mais qui reste une tre`s bonne approximation.
La repre´sentation creuse de la matrice permet e´galement de maintenir un nombre im-
portant d’e´le´ments en temps re´el (ce nombre est malgre´ tout plus petit que pour la
version non pre´conditionne´e sur GPU). Avec cette me´thode, on arrive ainsi a` garantir
un nombre tre`s faible d’ite´rations pour atteindre la convergence du gradient conjugue´.
Le pre´conditionneur est particulie`rement utile dans le cas ou` le CG a des difficulte´s pour
converger, par exemple sur des maillages non homoge`nes, ou si l’objet pre´sente un mauvais
rapport masse/raideur. Son utilisation permet alors de simuler avec une grande pre´cision
n’importe quel objet sans se soucier du conditionnement du syste`me.
Toutes les me´thodes pre´sente´es dans ce chapitre peuvent s’adapter aussi bien au mode`le co-
rotationnel, qu’aux autres mode`les de´formables (meˆme si leur efficacite´ peut eˆtre variable).
En de´finitive, nous sommes maintenant capables de simuler la de´formation d’objets tre`s
de´taille´s en temps re´el, avec une grande pre´cision. Cependant, ce re´sultat n’est pas suffisant
pour produire un simulateur me´dical, car on ne peut pas interagir avec les objets. C’est
pourquoi, le reste de ce document est concentre´ sur cet aspect.

C
h
a
p
it
r
e 4
De´tection et formulation des contacts
Table des matie`res
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
4.2 Les me´thodes de de´tections et re´ponses aux contacts . . . . . . . . . . . . . . . . . . . 91
4.2.1 De´tection des collisions et inte´gration . . . . . . . . . . . . . . . . . . . . . . . 92
De´tection continue ou discre`te . . . . . . . . . . . . . . . . . . . . . . . . . . . 92
De´tection et inte´gration . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92
4.2.2 Me´thodes de de´tections des collisions . . . . . . . . . . . . . . . . . . . . . . . 93
Hie´rarchie de volume englobant . . . . . . . . . . . . . . . . . . . . . . . . . . 93
Autres me´thodes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
Me´thodes base´es sur le mate´riel graphique . . . . . . . . . . . . . . . . . . . . 95
4.2.3 E´quations du contact . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96
Lois de contacts . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96
Me´thodes particulaires . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
Re´ponse par contraintes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
4.2.4 Re´ponses par pe´nalite´s base´es sur le volume d’intersection . . . . . . . . . . . 101
4.3 De´tection de collision GPU . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103
4.3.1 Construction des LDI . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103
E´tapes pre´liminaires . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104
Raste´risation des triangles . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107
4.3.2 Utilisation des LDI . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109
De´tection des intersections . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109
Transparence et rendu volumique . . . . . . . . . . . . . . . . . . . . . . . . . 111
4.3.3 Re´sultats . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113
4.4 Extension aux contacts volumiques . . . . . . . . . . . . . . . . . . . . . . . . . . . . 114
4.4.1 Contraintes base´es sur des volumes . . . . . . . . . . . . . . . . . . . . . . . . 115
E´quivalence entre distance et volume . . . . . . . . . . . . . . . . . . . . . . . 115
4.4.2 Extension aux contacts frottants . . . . . . . . . . . . . . . . . . . . . . . . . 117
4.4.3 Extension au mode`le Multi-Volumes . . . . . . . . . . . . . . . . . . . . . . . 118
4.4.4 Re´sultats . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 120
E´valuation de la me´thode . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 120
Mesure des performances . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 121
4.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 125

4.1. INTRODUCTION 91
4.1 Introduction
Dans les chapitres pre´ce´dents, nous avons vu comment simuler la de´formation d’un objet
lorsqu’il est soumis a` des forces externes ou internes. Bien que ceci nous permet d’animer
de fac¸on physiquement re´aliste les objets virtuels, la gestion des interactions me´caniques
(que ce soit entre les organes, et e´ventuellement avec les outils chirurgicaux) est aussi
ne´cessaire. Cela ajoute plusieurs difficulte´s importantes, qui sont la de´tection des colli-
sions, la mise en e´quation, et le calcul des forces de re´ponse.
La de´tection des collisions est un proble`me complexe en soi, qui implique de de´terminer
les primitives en intersection, ainsi que la profondeur et la direction de la re´ponse. La
discre´tisation du temps, et la nature impre´visible des contacts (en particulier si l’utilisa-
teur interagit dans la boucle de simulation) empeˆchent bien souvent les pre´-calculs. Ces
contraintes font de l’e´tape de de´tection des collisions une taˆche tre`s difficile, surtout avec
des objets de´formables.
Une fois les intersections trouve´es, la formulation du proble`me de contact n’est pas non
plus une chose facile. Il est important de respecter un ensemble de lois physiques du
contact (et du frottement) pour obtenir un comportement re´aliste dans la simulation.
Une formulation rigoureuse est alors ne´cessaire pour simuler des phe´nome`nes complexes,
comme par exemple la saisie d’un objet. La mode´lisation de la de´coupe (avec les chan-
gements topologiques associe´s) est e´galement proble´matique, mais indispensable dans un
grand nombre d’ope´rations chirurgicales.
Enfin le calcul de la force de re´ponse s’ave`re eˆtre un proble`me difficile e´galement. En
raison du couplage me´canique entre les contacts, cette taˆche revient souvent a` re´soudre
un proble`me combinatoire complexe, car en meˆme temps que d’e´valuer la force sur les
points de contacts nous devons de´terminer si les contraintes sont actives ou non. De plus,
des contacts simultane´s peuvent conduire a` re´soudre des contraintes incompatibles, ce qui
entraˆıne des proble`mes nume´riques.
La suite de ce document est consacre´e a` l’e´tude et a` la description des composants per-
mettant de simuler les interactions entre objets virtuels. Dans ce chapitre nous traiterons
uniquement des aspects touchant directement a` la de´tection des collisions, et a` la mise en
e´quation. Le chapitre suivant sera consacre´ a` leur re´solution.
4.2 Les me´thodes de de´tections et re´ponses aux contacts
Nous avons la faculte´ de de´tecter visuellement et tre`s rapidement une interpe´ne´tration
entre les objets. En revanche, e´crire un algorithme qui re´alise cette taˆche et qui soit
pre´cis, robuste et assez rapide pour eˆtre exe´cute´ en temps re´el n’est pas une chose facile.
La ge´ome´trie des objets est souvent de´crite par un ensemble de positions dans l’espace
relie´es par des polygones. Or, pour savoir si un objet est en collision avec un autre, il faut
de´terminer si au moins un des points de son volume est a` l’inte´rieur des autres objets. Ce
test ne´cessite tout d’abord de de´finir l’inte´rieur et l’exte´rieur des objets, mais surtout la
recherche pre´sente une complexite´ en O(n2) (ou` n est le nombre de primitives, ce qui est
potentiellement tre`s grand). Il est donc important d’utiliser des me´thodes adapte´es pour
limiter le temps de calcul.
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4.2.1 De´tection des collisions et inte´gration
En re`gle ge´ne´rale, les interactions peuvent intervenir a` tout moment, et entre n’importe
quelle paire d’objet, ce qui fait que l’instant exact du contact est difficile a` de´terminer avec
pre´cision. De plus, les collisions vont provoquer des changements brutaux dans la vitesse
des particules, ce qui implique qu’au moment du contact, l’acce´le´ration n’est pas de´finie.
Ceci ame`ne a` traiter des proble`mes de la me´canique non-re´gulie`re, qui reste aujourd’hui
un sujet de recherche a part entie`re. Nous nous inte´ressons ici aux me´thodes de de´tection
des contacts et a` la formulation de leurs e´quations dans le contexte des simulations en
temps re´el.
De´tection continue ou discre`te
Il existe deux approches pour de´tecter les collisions entre les objets, la de´tection continue
et la de´tection discre`te. La de´tection continue consiste a` extrapoler le mouvement entre
les pas de temps Larsson et Akenine-Moller (2001) ; Tang et al. (2008). Ces me´thodes sont
ge´ne´ralement pre´cises, et permettent de trouver l’ensemble des contacts qui apparaissent
entre les objets, ainsi que l’instant exact de l’impact. Meˆme si on trouve certains travaux
dans ce sens Tang et al. (2008); Jund et al. (2010), elles sont ge´ne´ralement couˆteuses et
sont difficilement adaptables aux objets de´formable en temps re´el.
A` l’oppose´, les me´thodes de de´tection discre`tes re´alisent une de´tection des collisions par
rapport a` la configuration actuelle des objets. Ces me´thodes sont donc beaucoup plus
rapides, puisqu’il suffit de de´tecter les collisions une seule fois par pas de temps. Or,
comme de nombreuses collisions peuvent intervenir pendant une petite pe´riode de temps,
ces me´thodes repre´sentent un bon compromis entre la pre´cision et la dure´e du temps de
calcul. Cependant, ce type de de´tection peut “rater” des e´ve´nements, car aucune de´tection
n’est re´alise´e entre les pas de temps. Si par exemple de petits objets s’approchent tre`s
vite l’un de l’autre, il est tout a` fait possible qu’ils ne soient pas en collision au moment
des de´tections, malgre´ le fait qu’ils se soient croise´s pendant leur mouvement. Ainsi, ces
me´thodes imposent ge´ne´ralement des restrictions sur la taille du pas de temps, ou sur la
taille des objets.
De´tection et inte´gration
Une fois les collisions de´tecte´es, il faut ajouter ces informations dans le syste`me d’e´quations
dynamique. Les me´thodes event-driven consistent a` arreˆter l’inte´grateur au moment pre´cis
de l’impact Baraff (1994). On pourra alors rede´finir l’ensemble des parame`tres (comme
la vitesse) pour relancer la simulation avec de nouvelles conditions post-contact. De
cette fac¸on on peut traiter l’inte´gralite´ des e´ve´nements dans leur ordre d’apparition, et
on obtient ge´ne´ralement une simulation de grande pre´cision. Cependant, ces me´thodes
ne´cessitent de de´terminer l’instant exact du contact avec une de´tection des collisions
continues. Par ailleurs, le fait de stopper l’inte´grateur a` de multiples reprises, peut avoir
une conse´quence importante sur les performances. En effet, de nombreux contacts peuvent
apparaˆıtre dans de tre`s petits intervalles de temps, ce qui ne´cessite d’arreˆter l’inte´grateur
plusieurs fois par pas de temps. Des solutions alternatives doivent e´galement eˆtre mises
en place, pour ge´rer le cas d’un contact continu entre des objets Mirtich et Canny (1995).
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Les me´thodes de time-stepping , vont quand a` elles de´tecter l’ensemble des collisions a` la
fin de chaque pas de temps Anitescu et al. (1999). On peut alors choisir d’utiliser soit une
de´tection continue en extrapolant le mouvement entre les de´tections, soit une de´tection
discre`te. Cette deuxie`me solution est ge´ne´ralement plus rapide, mais complexifie la taˆche
de la re´ponse. En effet, avec une de´tection discre`te on se retrouve souvent a` devoir traiter
de multiples interpe´ne´trations qui peuvent eˆtre plus ou moins profondes, et il est difficile
de produire une re´ponse adapte´e car les lois de la physique interdisent clairement toute
interpe´ne´tration entre les objets. Dans la suite de cette section, nous pre´senterons un
ensemble de me´thodes qui permettent de produire une re´ponse qui respectent un ensemble
de lois physiques.
4.2.2 Me´thodes de de´tections des collisions
Nous allons maintenant pre´senter les principales familles de me´thodes de de´tections de
collisions. Comme la recherche des intersections est couˆteuse, on effectue ge´ne´ralement
une premie`re e´tape appele´e broad-phase. Elle consiste a` e´liminer avec des tests simples,
les paires d’objets dont on est suˆr qu’ils ne peuvent pas entrer en collision (par exemple en
e´valuant la distance entre les boˆıtes englobantes des objets). Pour toutes les paires d’objets
potentiellement en collision, on re´alise ensuite la de´tection des collisions a` proprement
parler. Cette e´tape, est elle meˆme de´coupe´e en deux sous-e´tapes, la premie`re appele´e
narrow-phase, qui de´termine un ensemble de primitive proche de l’intersection. Et enfin
l’exact-phase qui calcule les primitives effectivement en collision, et de´termine la distance
d’interpe´ne´tration.
De nombreuses difficulte´s sont ajoute´es dans le cas d’une de´tection entre objet de´formable,
car la me´thode de de´tection de collision utilise´e doit pouvoir s’appliquer a` n’importe quelle
forme ge´ome´trique. En effet, comme on ne peut pas garantir la forme des objets, il faudra
eˆtre en mesure de de´tecter les auto-collisions (collision d’un objet avec lui-meˆme). Une
quantite´ impressionnante de travaux a e´te´ mene´e sur ce sujet, et un excellent aperc¸u peut
eˆtre trouve´ dans Teschner et al. (2005)
Hie´rarchie de volume englobant
L’une des me´thodes les plus utilise´es repose sur une hie´rarchie de volumes englobants,
mieux connue sous le nom de bounding-volume hierarchies (BVH). L’ide´e est de re´partir
les primitives constituants les objets (triangles, lignes, polygones, ...) a` l’inte´rieur de formes
ge´ome´triques simples, pour re´cursivement en construire une hie´rarchie. En rassemblant de
bas en haut ou en subdivisant de haut en bas les volumes, on obtient un arbre avec comme
racine, un volume englobant toutes les primitives de l’objet. On peut alors exploiter cette
structure pour de´terminer efficacement les primitives en intersection.
Il existe deux approches pour choisir les formes ge´ome´triques servant a` englober les pri-
mitives. La premie`re est de minimiser le couˆt de calcul de chaque test d’intersection. Les
sphe`res sont par exemple tre`s rapides Hubbard (1995) puisqu’il suffit de tester la distance
par rapport a` leur centre. Cependant, le volume des primitives est en ge´ne´ral mal ap-
proxime´, et de nombreuses “zones vides” vont passer le test avec succe`s. L’autre approche
consiste a` minimiser le volume englobant. On cherche alors a` utiliser des primitives tre`s
proches de la surface re´elle, tout en gardant un test d’intersection rapide. De nombreuses
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de´clinaisons existent allant des AABB, OBB Gottschalk et al. (1996), k-DOPS... (voir
Teschner et al. (2005))
Ces me´thodes sont robustes et peuvent e´ventuellement ge´rer l’auto-collision Volino et
Magnenat-Thalmann (1995); Provot (1997). Mais, dans un contexte de´formable la princi-
pale difficulte´ consiste a` mettre a` jour la hie´rarchie de volume. En effet, les objets pouvant
se de´former, la structure de l’arbre doit e´galement eˆtre mise a` jour en conse´quence. On
trouve dans la litte´rature plusieurs solutions pour mettre a` jour la hie´rarchie van den
Bergen (1997); James et Pai (2004), mais ces me´thodes restent souvent limite´es par le
nombre de triangles consistants les objets. Cependant, ces me´thodes sont tre`s largement
utilise´es dans les simulations d’objets de´formables ou rigides.
Autres me´thodes
Subdivision spatiale Alors que les BVH construisent une hie´rarchie axe´e sur les objets,
d’autres me´thodes cherchent a` subdiviser l’espace pour y ranger leurs primitives. Par
exemple, Teschner et al. (2003) proposent de subdiviser l’espace en petites cellules, pour
y ranger les primitives a` l’aide d’une fonction de hachage. Ces me´thodes permettent
de ge´rer facilement les objets de´formables, ainsi que les auto-collisions, puisqu’elles sont
inde´pendantes de la forme des objets. De plus, de nombreuses optimisations peuvent eˆtre
apporte´es pour raffiner les zones de l’espace occupe´. La principale difficulte´ re´side dans le
choix des structures de donne´es, ainsi que dans le couˆt des fonctions de tests associe´es.
En effet, seule une subdivision tre`s fine permet d’obtenir une de´tection pre´cise. Or on
comprend facilement que cela introduit des limitations dans le stockage des informations,
et multiplie les collisions dans les fonctions de hachage.
Me´thodes stochastiques Les me´thodes stochastiques reposent sur deux observations.
Tout d’abord, les mode`les polygonaux de la surface sont juste une approximation de
ge´ome´trie. De plus, la perception de la qualite´ de de´tection de´pend plutoˆt du temps de
re´ponse que de l’exactitude de la de´tection. De ces deux postulats, certaines me´thodes
ont cherche´ a` cre´er une de´tection de collisions qui soit tre`s rapide, quitte a` ce qu’elle ne
soit pas exacte Lin et Canny (1992); Klein et Zachmann (2003); Joussemet et al. (2006).
Deux approches diffe´rentes ont e´te´ propose´es. La premie`re utilise les probabilite´s pour
estimer la possibilite´ d’une collision, en fonction du nombre de primitives trouve´es dans
la narrow-phase. L’ide´e est simplement de se dire que plus il y a de primitives dans une
re´gion donne´e, plus il y a de chance d’avoir une collision. La seconde approche exploite la
cohe´rence temporelle des simulations. Un nombre fixe de primitives est teste´ au hasard a`
chaque pas de temps dans des re´gions diffe´rentes. Quand une collision est de´tecte´e, elle
est suivie et traite´e pour la re´ponse. E´videmment ces me´thodes pre´sentent des temps de
calcul tre`s courts, mais elles ne sont applicables qu’aux cas ou` les contacts apparaissent
lentement, et agissent pendant plusieurs pas de temps.
Champ de distance Les champs de distance peuvent eˆtre vus comme une fonction pre-
nant une position de l’espace en parame`tre, qui retourne la distance minimale par rapport
a` la surface Fuhrmann et al. (2003). Pour les objets rigides, ces me´thodes sont tre`s effi-
caces puisqu’on peut pre´-calculer un e´chantillonnage de points, dans une grille autour de
l’objet. Pendant la simulation, il suffit alors d’acce´der a` cette structure de donne´es, afin de
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de´terminer (a` tre`s faible couˆt) la distance entre les objets. D’autres approches consistent
a` exprimer la surface des objets comme un ensemble de fonctions implicites, qui peuvent
e´voluer avec la forme des corps de´formables. E´videmment, la difficulte´ consiste a` trouver
les fonctions qui fournissent une bonne approximation de la surface, et a` les mettre a` jour
en fonction des de´formations Frisken et al. (2000).
Me´thodes base´es sur le mate´riel graphique
Les me´thodes base´es sur le GPU permettent principalement d’ame´liorer le rendu de la si-
mulation. Par exemple, la me´thode de depth peeling, consiste a` trier les triangles des objets
dans l’ordre de profondeur, pour obtenir un effet de transparence. Cependant, plusieurs
travaux ont cherche´ a` de´duire des informations utiles, a` partir des calculs graphiques. Cer-
taines me´thodes exploitent le Z-BUFFER (qui sert a` connaˆıtre la profondeur des objets
affiche´s a` l’e´cran), pour estimer la distance entre deux objets Shinya et Forgue (1991).
D’autres ont exploite´ le GPU pour de´terminer a` tre`s faible couˆt l’ensemble des objets en
intersection Govindaraju et al. (2003).
Fig. 4.1 – Un Layered Depth Image (LDI), repre´sente´ ici comme une se´rie d’images 2D.
Plus re´cemment, d’autres me´thodes ont exploite´ le GPU pour calculer le volume d’inter-
section entre les objets. Le volume d’intersection est calcule´ sur le GPU en utilisant une
nouvelle structure de donne´es appele´e Layer Depth Images (LDI) Heidelberger et al. (2003,
2004). Les LDI sont ge´ne´ralement repre´sente´s par une pile d’images 2D, dont chaque
couche repre´sente les diffe´rentes surfaces des objets. Le nombre d’images 2D de´pend alors
du nombre de couches sous un meˆme pixel, dans le sens d’observation choisi (voir figure
4.1). La taille des pixels est alors un parame`tre que l’utilisateur peut controˆler pour re´gler
facilement la pre´cision de la me´thode. Durant ce travail de the`se, nous nous sommes par-
ticulie`rement inte´resse´ a` ces me´thodes, et nous proposerons des solutions pour construire
et exploiter efficacement des LDI.
A` chaque pixel d’un LDI est associe´ un ensemble de layers , qui sont en re´alite´ la liste des
intersections de la surface des objets sous ce pixel1. Ainsi, si on imagine un rayon (associe´
1En re`gle ge´ne´rale, les layers stockent e´galement des donne´es supple´mentaires telles que l’orientation du triangle ou la
profondeur du triangle.
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a` un pixel) paralle`le a` la direction du LDI, un layer est de´fini a` chaque fois que le rayon
“entre” ou “sort” d’un objet. En triant les layers selon la profondeur, on obtient la liste
ordonne´e (dans la direction du LDI) des intersections entre les objets Heidelberger et al.
(2003). En effet, le long de chaque rayon, le volume des objets est repre´sente´ par un ou
plusieurs intervalles de profondeur, entre les points d’entre´es et de sorties. La de´tection
des collisions est simplement base´e sur des intersections d’intervalles.
Pour de´terminer l’ensemble des layers, Heidelberger et al. (2004) utilisent l’algorithme
de raste´risation fourni sur toutes les cartes graphiques re´centes. La raste´risation est le
proce´de´ qui consiste a` transformer l’ensemble des positions de´finissant les sommets des
triangles, en une image qui est projete´e sur l’e´cran. La profondeur des triangles associe´s
peut eˆtre obtenue a` travers le Z-BUFFER, et il suffit de masquer successivement les pre-
miers triangles affiche´s a` l’e´cran pour construire les LDI. Le nombre de rendus ne´cessaires
est cependant e´gal au nombre de couches des surfaces dans la direction choisie.
4.2.3 E´quations du contact
Nous commenc¸ons par pre´senter un ensemble de lois physiques qu’il est important de
ve´rifier pour produire une re´ponse aux collisions re´alistes. Nous listerons ensuite les
grandes familles de me´thodes que l’on peut trouver dans la litte´rature, pour simuler ces
phe´nome`nes.
Contrainte unilate´rale et bilate´rale Les contraintes qui apparaissent pendant la simula-
tion, ne sont pas toujours de la meˆme nature. En fonction des simulations, on peut avoir
besoin de simuler des contacts, ou e´ventuellement des attaches me´caniques (pour fixer ou
attacher des objets). D’une manie`re ge´ne´rale, les lois de contacts peuvent eˆtre de´crites
avec la relation2 suivante :
ψ(x1,x2) ≥ 0 (4.1)
Ou` ψ repre´sente les contraintes unilate´rales (e´galite´ d’un seul coˆte´ de l’e´quation3) avec
lesquelles on pourra mode´liser des contacts, ou de la friction.
Lois de contacts
On pre´sente maintenant un ensemble de lois qu’il est important de respecter pour produire
une simulation re´aliste.
Loi de Signorini La loi de Signorini est la plus e´vidente puisqu’elle consiste a` interdire
que les objets s’intersectent mutuellement (voir figure 4.2a). On la formalise souvent par
l’e´quation suivante :
0 ≤ δ⊥f ≥ 0 (4.2)
L’ope´rateur ⊥ de´crit l’orthogonalite´ entre la force de re´ponse f , et la distance d’in-
terpe´ne´tration δ. Cela signifie que si la distance entre δ est positive, alors aucune force
2Pour plus de simplicite´, nous pre´sentons les e´quations pour deux objets interagissant 1 et 2, mais la me´thode s’applique
a` n’importe quel nombre d’organismes qui interagissent.
3Par opposition il existe aussi des contraintes bilate´rales (e´galite´ des deux coˆte´s de l’e´quation), avec lesquelles on va
simuler des liaisons cine´matiques comple`tes (pivot, glissie`re...).
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(a) Loi de Signorini
    Forme interpénétrée 
Force de réponse 
Couplage mécanique 
(b) Couplage me´canique
    Adhérence 
Glissement 
(c) Loi de coulomb
Fig. 4.2 – Illustration des phe´nome`nes physiques qu’on souhaite simuler pour la re´ponse aux contacts.
ne doit eˆtre applique´e en re´ponse (car les objets ne sont pas en contact). Si au contraire
l’interpe´ne´tration est infe´rieure a` ze´ro (interpe´ne´tration), alors il est impe´ratif d’appliquer
une force pour ramener l’interpe´ne´tration au point de contact (δ = 0).
Loi de Coulomb La loi de Coulomb permet de de´crire le frottement qui agit entre deux
objets au moment du contact. Cette loi est souvent sche´matise´e par un coˆne, appele´ le
coˆne de frottement (voir figure 4.2c). Si le vecteur de force en re´ponse au contact reste
a` l’inte´rieur du coˆne de frottement, alors on dit qu’il y a adhe´rence. Si au contraire, la
force est situe´e sur la surface du coˆne, alors on est en pre´sence d’un contact glissant et
on aura une vitesse relative non-nulle selon la tangente au point de contact entre les deux
objets. L’angle d’ouverture µ est caracte´rise´ par un scalaire qui sera un parame`tre de la
simulation, il permet de re´gler les degre´s d’adhe´rence des surfaces.
Le frottement de Coulomb ne´cessite de ge´rer des forces supple´mentaires tangentielles au
point de contact. Si f ~t1 est la projection de la force selon la tangente
~t1 (qui est orthogonale
a` la normale du contact ~n), on peut de´termine l’e´tat de la contrainte en fonction des cas
suivants :
– Si ‖f ~t1‖ < µ‖f ~n‖, alors il y a adhe´rence.
– Si ‖f ~t1‖ = µ‖f ~n‖, alors il y a glissement.
Couplage me´canique L’application d’une force sur un point quelconque, entraˆıne
ge´ne´ralement le de´placement d’un ensemble de points situe´s dans le voisinage. Intuiti-
vement, on peut remarquer que le nombre de points influence´s va de´pendre des proprie´te´s
me´caniques de l’objet (voir figure 4.2b). Si l’objet est tre`s mou, seul un voisinage tre`s
local sera affecte´, alors que si l’objet est rigide, l’inte´gralite´ des points de l’objet seront
influence´s. Pendant la re´solution, il sera alors important de prendre en compte le couplage
me´canique entre les contraintes.
Par ailleurs, le frottement est e´galement influence´ par le couplage me´canique des contacts.
Par exemple, si on de´tecte un contact adhe`rent pendant la re´solution, il est tout a` fait
possible que ce meˆme contact finisse par devenir glissant s’il se retrouve entraˆıne´ par des
forces provenant d’autres points du maillage.
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En couplant ce phe´nome`ne a` la loi de Signorini, cela pose le proble`me du choix des
contraintes sur lesquelles les forces doivent eˆtre applique´es (les contraintes actives). En
effet, le de´placement d’un point va engendrer le de´placement de plusieurs points aux
alentours, ce qui peut re´soudre plusieurs contraintes sans qu’aucune force ne leur soit ap-
plique´e, et a` l’inverse il peut ge´ne´rer ou amplifier de nouvelles collisions. Cela me`ne alors a`
un proble`me combinatoire complexe pour choisir les contraintes actives, et simultane´ment
de´terminer les forces a` appliquer.
Me´thodes particulaires
Maintenant qu’on connaˆıt les phe´nome`nes physiques qu’il est important de simuler, nous
pre´sentons les principales me´thodes qui permettent de calculer des forces de re´ponses aux
contacts dans une simulation interactive. Une premie`re famille de me´thodes consiste a`
appliquer des forces sur le syste`me qui vont pe´naliser les contraintes.
Re´ponse par pe´nalite´s Lorsque les contacts se produisent, ils doivent eˆtre pris en compte
dans le syste`me d’e´quations de´crivant le mouvement des objets Moore et Wilhelms (1988).
La solution la plus simple consiste a` pe´naliser les contacts, par l’ajout d’une force f = kδ~n
sur chaque point de contact. Cette solution est e´quivalente a` placer des ressorts entre les
primitives en contact, et ou` k correspond alors a` la rigidite´ du ressort. La simplicite´ et la
rapidite´ de cette solution fait qu’elle a e´te´ reprise dans de nombreux articles traitant des
contacts d’objets de´formables James et Pai (2004); Hirota et al. (2001) mais e´galement
pour des objets surfaciques comme les veˆtements Bridson et al. (2002).
 
𝒙 = 
B 
A 
A 
B 
Fig. 4.3 – Ajout de ressorts entre les syste`mes me´caniques des objets en interactions.
Les forces de contact doivent eˆtre suffisamment rigides pour annuler les collisions. Or on
a vu que cela est proble´matique si on utilise un inte´grateur explicite, puisque la rigidite´
implique d’utiliser de tre`s petits pas de temps. A` l’inverse, les forces de pe´nalite´s peuvent
4.2. LES ME´THODES DE DE´TECTIONS ET RE´PONSES AUX CONTACTS 99
eˆtre utilise´es avec une inte´gration implicite, et les forces sont alors place´es dans le meˆme
syste`me que les forces internes des objets. Cependant, cela modifie les rigidite´s du syste`me,
et la matrice A doit alors eˆtre modifie´e en correspondance. Une des conse´quences est que
les syste`mes me´caniques des objets en contacts se trouvent couple´s, on devra alors re´soudre
de tre`s grands syste`mes d’e´quations (voir figure 4.3), ce qui est pe´nalisant pour les temps
de calcul. De plus, l’ajout de ressort tend a` diminuer le conditionnement du syste`me,
et cette me´thode n’est pas adapte´e a` l’utilisation du pre´conditionneur pre´sente´ dans le
chapitre pre´ce´dent, puisque les contacts apparaissent et disparaissent sans cohe´rence tem-
porelle.
L’inconve´nient majeur de cette technique, est qu’elle n’est pas physiquement correcte. Le
parame`tre de rigidite´ n’a pas de signification me´canique, et il de´pend de nombreux autres
parame`tres (rigidite´ des objets, taille des pas de temps, ...). De plus, la seule garantie
que l’on posse`de est que les ressorts vont avoir tendance a` diminuer les interpe´ne´trations,
mais pas ne´ce´ssairement de les re´soudre (ce qui ne respecte pas la loi de Signorini). Si on
choisit une raideur trop forte les objets vont alors se se´parer de fac¸on trop importante, et
si elle n’est pas assez forte de nombreuses interpe´ne´trations vont apparaˆıtre.
Re´ponse par contraintes
Une autre famille de me´thode consiste a` imposer un mouvement de sorte que les
contraintes soient totalement ve´rifie´es apre`s la re´solution. Ces me´thodes permettent d’as-
surer une configuration sans interpe´ne´tration apre`s la re´solution Popescu et Compton
(2003) Galoppo et al. (2006). Pour cela il est ne´cessaire de de´terminer les forces a` appli-
quer sur chacune des contraintes pour qu’elles soient toutes ve´rifie´es simultane´ment. Ces
me´thodes ne´cessitent de re´soudre des e´quations complexes que nous pre´senterons dans
le chapitre suivant. Nous introduisons ici uniquement les informations ne´cessaires a` la
compre´hension des contributions de ce chapitre.
Multiplicateurs de Lagrange Les multiplicateurs de Lagrange sont un outil
mathe´matiques, qui permet de trouver le minimum d’une fonction, sous contrainte. Ils
peuvent eˆtre utilise´s pour de nombreuses applications, mais nous les utilisons ici dans le
cadre de la re´solution des contacts. Pour deux objets en interaction, l’e´quation (2.42) est
alors modifie´e4 par :
A1x1 = b1 + J
T
1λ
A2x2 = b2 + J
T
2λ
(4.3)
ou` J1 = [
δψ
δx1
] et J2 = [
δψ
δx2
] avec ψ qui repre´sente les contraintes unilate´rales de´crites
en (4.1). Ces matrices (aussi appele´es Jacobiennes des contacts) correspondent a` une
line´arisation des contraintes par rapport a` la position. Ge´ome´triquement, la transpose´e
de cette matrice nous donne la normale aux contacts. λ est un vecteur qui contient les
multiplicateurs de Lagrange. C’est en re´alite´ un ensemble de valeurs scalaires que l’on va
appliquer le long des normales aux contacts, pour re´soudre totalement les intersections.
4On rappelle ici que cette e´quation est la conse´quence de notre choix base´e sur un inte´grateur implicite. En effet,
l’utilisation d’inte´grateur explicite ne permet pas de prendre en compte le couplage me´canique des objets a` la fin du pas de
temps.
100 CHAPITRE 4. DE´TECTION ET FORMULATION DES CONTACTS
On a vu dans l’e´quation (4.2), que la valeur de λ est soumise a` des conditions de
comple´mentarite´. La de´termination des multiplicateurs de Lagrange ne´cessite alors de
re´soudre un syste`me d’e´quations soit par une me´thode directe Lenoir et al. (2004), soit
de fac¸on indirecte en constituant un proble`me de comple´mentarite´ line´aire (LCP). Ces as-
pects seront traite´s dans le chapitre suivant, l’important pour l’instant est de comprendre
qu’un LCP est un proble`me qui permet de trouver λ en tenant compte des conditions de
comple´mentarite´.
Contacts frottants La difficulte´ pour ge´rer le frottement dans les simulations interactives
re´side dans le fait que le coˆne de frottement est une structure purement non line´aire. Une
solution classique consiste a` discre´tiser le coˆne de frottement en un ensemble de facettes
Anitescu et Potra (1997). L’avantage est alors que l’on peut e´crire une e´quation line´aire
selon chaque facette :

0 ≤ δ~n ⊥ f ~n ≥ 0
0 ≤ β + δ ~t1 ⊥ f ~t1 ≥ 0
...
0 ≤ β + δ ~tn ⊥ f ~tn ≥ 0
0 ≤ µf ~n −
r∑
k=1
f ~tk ⊥ β ≥ 0
(4.4)
ou` β est une valeur positive mesurant le de´placement tangent, La premie`re ligne permet
d’imposer la loi de Signorini selon la normale. Les r lignes suivantes assurent que les forces
tangentielles vont ne´cessairement agir en opposition aux mouvements Duriez (2004). Dans
ces e´quations, les vecteurs (~t1, ..., ~tn) forment une base qu’on notera T. Sa dimension
de´pend de r qui est le nombre de facettes dans la discre´tisation du coˆne de frottement.
Enfin, la dernie`re ligne de´crit la loi de Coulomb, c’est-a`-dire qu’elle assure que le contact
aura un mouvement tangentiel si et seulement si la force reste a` l’inte´rieure du coˆne
discre´tise´.
L’inconve´nient de cette formulation est qu’elle utilise une approximation du coˆne de frot-
tement discre´tise´ en facettes, mais surtout que le nombre de contraintes ge´ne´re´s pour
chaque contact est e´gal a` r+ 2. Nous montrerons dans le chapitre suivant comment nous
pouvons re´soudre un contact frottant en ne ge´ne´rant que 3 contraintes avec un solveur
ite´ratif de´die´. Cependant, de manie`re a` garder une formulation de type LCP (Linear Com-
plementarity Problem) nous utiliserons cette formulation dans ce chapitre. Cela permet
de garder un grand choix dans la strate´gie de re´solution du proble`me de comple´mentarite´.
Ainsi, si on ajoute du frottement dans l’e´quation (4.3) on obtient :
Ax = b+ JTλ+ TTβ, (4.5)
Ge´ne´ration des contraintes Dans la loi de Signorini, les conditions sont pose´es au ni-
veau des positions. Cependant, pour e´viter des proble`mes nume´riques certaines me´thodes
re´solvent les contraintes au niveau des vitesses Stewart (2000); Stewart et Trinkle (1996);
Anitescu et Potra (1997). Pour cela, ils proposent de re´soudre un proble`me plus simple
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dans lequel les conditions de Signorini sont affaiblies :
Si δ ≤ 0, 0 ≤ J(v0 + ∆v) ⊥ λ ≥ 0 (4.6)
Le traitement au niveau des vitesses est typique dans de nombreux ouvrages, car cela
permet de produire des simulations stables avec de grand pas de temps Baraff et Witkin
(1998). Otaduy et al. (2009) utilisent des contraintes au niveau de la vitesse pour simu-
ler des objets de´formables et rigides simultane´ment. D’autres me´thodes a` base de LCP
formule´s en vitesses ont e´galement e´te´ utilise´es pour le couplage fluide-solide Batty et al.
(2007), ou pour la simulation de frottement anisotropique Pabst et al. (2009). Cependant,
la re´solution en vitesses ne permet pas de garantir que les intersections seront re´solues
entie`rement a` la fin du pas de temps, mais seulement qu’elles ne vont pas augmenter.
Pour interdire toute interpe´ne´tration, on peut stopper la simulation au moment du contact
(quand delta=0) et re´soudre en vitesse (mais cela implique d’utiliser une de´tection de
collision continue). Une autre solution consiste a` re´soudre les intersections au niveau des
positions. Cependant, le respect total des conditions de Signorini formule´es au niveau de la
position, peut introduire des instabilite´s. En effet, si on re´sout totalement les intersections,
alors une de´tection de collision discre`te ne pourra pas produire un contact continu. Le
traitement pour “suivre” les contacts se rapprochent alors des proble`mes de la de´tection
de collision continue. D’autres solutions consistent a` utiliser une de´tection de proximite´,
afin d’ajouter des contraintes supple´mentaires pour les objets proches de l’intersection
Johnson et Willemsen (2004). Ainsi, on peut anticiper les collisions, et appliquer une
force continue.
Par ailleurs, la de´tection des collisions de fac¸on discre`te, ne´cessite d’eˆtre en mesure de
traiter de grandes interpe´ne´trations Bridson et al. (2002) ; Harmon et al. (2008) ; Guen-
delman et al. (2003). Ceci peut e´galement provoquer des proble`mes nume´riques. Une
solution consiste a` ajouter une e´tape de post stabilisation Ascher et Petzold (1998). Pour
cela, on peut par exemple re´soudre les contraintes en vitesse, puis corriger la position par
un processus ite´ratif Cline et Pai (2003) ; Anitescu et Hart (2004).
4.2.4 Re´ponses par pe´nalite´s base´es sur le volume d’intersection
Nous terminons cette section en pre´sentant les travaux de Faure et al. (2008), dans la
mesure ou` la me´thode propose´e a servi de premie`re base pour les contributions qui sont
pre´sente´es dans ce chapitre. Les auteurs ont propose´ une me´thode e´le´gante pour de´duire
une force de pe´nalite´ a` partir des informations de volumes de´duites obtenues a` partir des
LDI. L’ide´e de base est de minimiser le volume d’intersection entre deux polye`dres, pour
re´soudre les intersections.
La me´thode est base´e sur une technique de rendus successifs pour obtenir les LDI. La
raste´risation peut eˆtre faite dans n’importe quelle direction, mais pour plus de simpli-
cite´, nous supposons qu’elle est re´alise´e dans une direction orthogonale sur l’un des axes
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Fig. 4.4 – Une tranche 2D d’une LDI montrant les
volumes objet d’intersection de deux objets. Ici, la
direction du regard LDI est l’axe z. Les sommets
sont e´tiquete´s p, tandis que les pixels sont illustre´s
par des lignes horizontales dans diffe´rentes colonnes.
Le volume d’intersection apparaˆıt en violet, et est
de´limite´ par des ensembles de pixels de surface, S+
sur le dessus, et S− sur le fond (en pointille´s).
Fig. 4.5 – Vue d’ensemble de l’algorithme pour
deux objets en intersection (issu de Faure et al.
(2008)). (a) Le volume d’intersection est dessine´ en
jaune, les rectangles rouge et bleu sont les pressions.
Chaque raste´risation (b et c) donne un ensemble
de forces unitaires applique´es aux pixels (dans la
direction de la raste´risation). Leur somme sur les
sommets, nous donne le gradient du volume.
principaux5 (~x, ~y ou ~z). Ainsi, le volume calcule´ selon la projection sur z est :
V = a
∑
(i,j)∈S+z
z+ij − a
∑
(i,j)∈S−z
z−ij, (4.7)
ou` a est la surface d’un pixel, z+ij et z
−
ij sont les profondeurs des pixels supe´rieures et
infe´rieures, et les ensembles de S+z et S−z contiennent respectivement les emplacements de
pixels (i, j) des surfaces de contact supe´rieures et infe´rieures (voir figure 4.4). Le volume
nous indique la quantite´ d’interpe´ne´tration entre les deux polye`dres, mais cette informa-
tion n’est pas suffisante pour re´soudre les collisions. Il est ne´cessaire de savoir dans quelle
direction il faut de´placer les points de controˆle pour diminuer l’intersection. Pour obtenir
cette information, on cherche a` calculer le gradient de volume au niveau des nœuds, qui
repre´sente la variation de volume (dans la direction du LDI) en re´ponse a` un de´placement
unitaire d’un sommet. Pour un LDI projete´ selon la direction z, on peut exprimer le
gradient sur le sommet k d’un triangle, comme suit :
∂V
∂pzk
= a
∑
(i,j)∈S+z
∂z+ij
∂pzk
− a
∑
(i,j)∈S−z
∂z−ij
∂pzk
. (4.8)
ou` pzk est la coordonne´e z du vertex k. Le scalaire ∂zij(p)/∂p
z
k correspond simplement
au coefficient barycentrique, utilise´ pour interpoler la valeur de la profondeur en fonction
du sommet k. Faure et al. (2008) attribuent une couleur diffe´rente a` chaque sommet du
5Si les axes ne sont pas aligne´s, il est toujours possible de se rapporter a` un proble`me e´quivalent en multipliant les
coordonne´es par une matrice de projection 4 × 4, de fac¸on similaire a` ce qui est fait en openGL pour afficher les triangles
dans le repe`re de l’e´cran.
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triangle avant de faire un rendu de la sce`ne. De cette fac¸on, la couleur re´sultante de chaque
pixel traduit la valeur du gradient sur les sommets du triangle.
Le calcul du gradient du volume d’intersection ne´cessite trois LDI dans des directions
orthogonales (voir figure 4.5). Pour chaque sommet, on accumule alors la somme du
volume d’intersection, la somme des gradients dans les directions concerne´es. Autrement
dit, le volume est accumule´ a` trois reprises (et par la suite corrige´ par 1
3
), tandis que
chaque composante du gradient est accumule´e dans le vecteur gradient final.
∂V
∂pk
=
(
∂V
∂pxk
∂V
∂pyk
∂V
∂pzk
)
(4.9)
ou` x, y, z sont les trois directions successives de visualisation des LDI. Faure et al. (2008)
ont ensuite propose´ d’exploiter ces informations pour en de´duire une force de re´pulsion,
base´e sur une formulation en volume. L’e´nergie associe´e aux volumes d’interpe´ne´tration
est donne´e par E = 1
2
kV2, ainsi la force sur le vertex pi est calcule´e comme suit :
−∂E
∂pi
= −kV ∂V
∂pi
(4.10)
Dans ce chapitre, nous exploitons le volume et son gradient diffe´remment, mais ils restent
les seules valeurs ne´cessaires a` calculer.
4.3 De´tection de collision GPU
Nous pre´sentons maintenant notre me´thode de de´tection de collisions, applicable a` tous
objets de´limite´s par une surface ferme´e. La de´tection de collisions est base´e sur une
raste´risation des triangles, de laquelle nous pouvons de´duire les volumes et les gradients
d’interpe´ne´tration. Avec la facilite´ de programmation des processeurs graphiques, nous
avons imple´mente´ notre propre algorithme de raste´risation logicielle. Celui-ci permet d’ob-
tenir un LDI, en une seule raste´risation, beaucoup plus rapidement que les me´thodes
base´es sur des multiples rendus openGL, comme c’e´tait le cas avec la me´thode pre´sente´e
pre´ce´demment Faure et al. (2008). La consommation me´moire est e´galement diminue´e,
puisque nous ne stockons que la liste des layers sous chaque pixel, et non une image
comple`te pour chaque nouvelle couche.
Les architectures vise´es sont les GPU programmables qui disposent des ope´rations ato-
miques. Toutefois, lorsque ces ope´rations ne sont pas disponibles, nous proposerons des
solutions alternatives qui permettrons de contourner ce proble`me. Notre imple´mentation
actuelle peut eˆtre utilise´e sur toutes les cartes graphiques supportant CUDA, et il devrait
e´galement eˆtre possible de l’exporter n’importe quel mate´riel qui supporte OpenCL.
4.3.1 Construction des LDI
Notre premier objectif est de construire les LDI dans les 3 directions orthogonales, l’en-
semble des calculs pre´sente´s ici sera donc exe´cute´ trois fois par pas de temps. Par exemple,
sur la figure 4.6 les pixels rouges, verts et bleus repre´sentent des LDI calcule´s dans les
directions respectivement ~x, ~y, et ~z.
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Fig. 4.6 – 3 LDI Combine´s le long des trois axes mutuellement orthogonaux, fournissent une
repre´sentation exacte volume´trique.
Chaque LDI est stocke´ dans des structures inde´pendantes. Pour faciliter les regroupe-
ments des calculs sur le GPU, nous utiliserons la notion de cellule, qui est en re´alite´ un
groupement (de taille pre´de´finie a` la compilation) de pixels. Pour extraire du paralle´lisme,
les triangles sont alors traite´s et trie´s dans des listes se´pare´es, associe´es a` chacune des cel-
lules. Le re´sultat final sera une liste layer, ordonne´e selon la profondeur, qui sera associe´e
inde´pendamment a` chaque pixel du LDI. Pour chacun, on stockera a` la fois une valeur de
profondeur ainsi que l’indice du triangle qui les a ge´ne´re´s (voir figure 4.7).
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Fig. 4.7 – Vue d’ensemble des calculs e´ffectue´s pour obtenir un LDI.
E´tapes pre´liminaires
Nous de´crivons tout d’abord un ensemble d’e´tapes pre´liminaires qui permettent d’obtenir
pour chaque cellule, la liste des triangles qui l’intersecte.
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Projection des triangles La premie`re e´tape de l’algorithme de raste´risation consiste a`
projeter chaque sommet en coordonne´es pixels, et a` pre´parer les informations requises
dans chaque triangle pour configurer sa raste´risation. La paralle´lisation utilise´e est de
conside´rer chaque triangle inde´pendamment, et on lance donc autant de threads GPU
que de triangles. Lorsque le LDI est aligne´ sur les axes du repe`re de la sce`ne (comme c’est
le cas dans notre imple´mentation), l’e´tape de projection consiste simplement a` permuter
les coordonne´es 3D de sorte que la coordonne´e Z corresponde a` la profondeur dans l’image
du LDI. Les coordonne´es X et Y sont e´galement mises a` l’e´chelle de sorte qu’une unite´
corresponde a` un pixel.
Pour pre´parer la raste´risation, les 3 sommets de chaque triangle sont trie´s par Y , tels
que p0 soit le plus bas sommet, p1 au milieu et p2 le sommet le plus haut. On de´termine
e´galement si le triangle est front-face (entre´e dans le volume) ou back-face (sortie du
volume).
Lister les cellules La seconde e´tape consiste a` calculer pour chaque triangle, la liste des
cellules qu’il intersecte. Ainsi, en associant un thread GPU a` chaque triangle, on cherche a`
connaˆıtre l’intervalle de lignes et de colonnes intersecte´es. Avec la permutation pre´ce´dente,
l’intervalle6 des lignes de cellules couverts par le triangle est [l0, l2] =
[⌊
p0y
p
⌋
,
⌊
p2y
p
⌋]
, ou`
p est la taille des pixels (qui est un parame`tre controˆle´ par l’utilisateur). Pour chaque
ligne l, les colonnes de cellules intersecte´es correspondent au minimum et le maximum
des valeurs calcule´es sur la figure 4.8.
1. p0x Si l = l0,
Sinon intersection de (p0, p2) et y = l p
2. p2x Si l = l2,
Sinon intersection de (p0, p2) et y = (l + 1)p
3. p1x Si l =
⌊
p1y
p
⌋
4. Si l > l0 : intersection de y = l p et
– (p0, p1) si l p < p1y
– (p1, p2) si l p > p1y
5. Si l < l2 : intersection de y = (l + 1)p et
– (p0, p1) si (l + 1)p < p1y
– (p1, p2) si (l + 1)p > p1y
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Fig. 4.8 – Test re´alise´ sur chaque ligne pour de´terminer l’intervalle de colonne de cellules intersecte´es par
un triangle. On prends le minimum et le maximum des test pour connaˆıtre l’intervalle de´sire´. t repre´sente
la taille des cellules.
En fonction que P1 se trouve a` gauche ou a` droite du segment [P2, P0], les deux premiers
tests, nous donnent le minimum ou le maximum de l’intervalle cherche´. Les autres tests
nous assurent de calculer la seconde borne de l’intervalle recherche´. On remarque que plu-
sieurs tests sont redondants, mais comme nous calculons plusieurs triangles en paralle`les,
cela permet d’optimiser l’efficacite´ des processeurs SIMD en appliquant la meˆme instruc-
tion aux threads d’un meˆme warp. En e´nume´rant chacune des cellules des lignes dans
l’intervalle couvert par le triangle, chaque thread peut ainsi ge´ne´rer la liste des cellules
6Les triangles sont en ge´ne´ral petits, par conse´quence l’intervalle [l0, l2] est petit e´galement.
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qu’il recouvre. On e´crit ces informations dans deux vecteurs d’indices, l’un contient la
liste des cellules, et l’autre les triangles associe´s.
Cependant, on se retrouve face a` un proble`me d’e´criture concurrente, car on ne sait
pas a` l’avance combien de cellules seront coupe´es par les triangles. Il faut donc utiliser
un me´canisme permettant de re´soudre les conflits d’e´critures. Si une ope´ration d’ajout
paralle`le dans une liste est disponible sur l’architecture (comme le CPU ou Larabee Seiler
et al. (2008)), les entre´es peuvent eˆtre directement ajoute´es dans les listes de cellules.
Dans ce cas on obtient directement la liste des triangles sous chaque cellule, et on peut
directement passer a` l’e´tape de raste´risation. Cependant, il n’existe pas de telle ope´ration
sur le GPU, mais plusieurs imple´mentations peuvent eˆtre envisage´es :
1. Si les ope´rations atomiques sont disponibles, un compteur atomique peut eˆtre utilise´
pour stocker la dernie`re entre´e disponible dans le vecteur de sortie. Chaque thread
incre´mente alors le compteur une fois qu’il a calcule´ le nombre d’entre´es ne´cessaires,
puis il remplit le vecteur re´sultat a` partir de la valeur pre´-incre´mente´e. Cependant,
il est ne´cessaire d’allouer un vecteur suffisamment grand pour accueillir toutes les
donne´es.
2. Sinon, on peut re´aliser l’ope´ration en deux temps. Un premier kernel compte le
nombre de cellules sous chaque triangle, puis un second kernel e´crit re´ellement les
donne´es. Comme le re´sultat du permier kernel est un seul scalaire par triangles, on
peut stocker cette information sans conflit d’e´criture. On utilise ensuite scan paralle`le
(voir annexe D) qui nous donne pour chaque triangle, l’indice de la premie`re entre´e
dans le vecteur final. On peut enfin utiliser un dernier kernel pour remplir le vecteur
de sortie en utilisant les indices calcule´s par scan pour connaˆıtre l’adresse d’e´criture.
En pratique, nous avons imple´mente´ la seconde solution car cette ope´ration est relative-
ment rapide, et nous souhaitions garder un maximum de compatibilite´ avec le mate´riel
sans e´criture atomique. De plus, l’utilisation d’un compteur atomique me`ne a` des per-
formances difficiles a` e´valuer puisque beaucoup de triangles sont susceptibles de vouloir
incre´menter le compteur simultane´ment. En de´finitive, on obtient deux vecteurs associe´s
l’un a` l’autre, dont chaque valeur constitue une paire (indice du triangle, cellule).
Tri par cellules A` la fin de l’e´tape pre´ce´dente on connaˆıt pour chaque triangle la liste
des cellules qu’il intersecte, mais il est ne´cessaire de re´ordonner ces vecteurs de sorte que
tous les triangles a` l’inte´rieur de chaque cellule soient rassemble´s (voir figure 4.9). Ceci
peut eˆtre fait en utilisant un tri paralle`le radix sort Satish et al. (2009), avec l’indice de
cellule comme cle´ de tri.
A` la suite de ce tri, tous les indices de triangles qui recouvrent une meˆme cellule sont
stocke´s de fac¸on continue dans les vecteurs trie´s. Il reste cependant a` de´terminer le de´but
et la fin des donne´es de chaque cellule. Pour cela, on utilise un kernel, dans lequel chaque
thread est associe´ a` une valeur dans les vecteurs trie´s. Chacun va alors lire deux indices
de cellules successifs 7. Si ces indices sont diffe´rents, cela signifie que l’indice du thread
correspond a` la fin des donne´es de la premie`re cellule, et au de´but des donne´es de la
7Notons que pour maximiser les performances, il est important de lire une seule valeur de fac¸on aligne´e dans chaque
thread, puis de copier les donne´es en me´moire partage´e. On pourra alors faire le test sur les donne´es partage´es apre`s une
synchronisation
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Fig. 4.9 – Tri par cellules. Avant le tri on connaˆıt la liste des cellules sous chaque triangle, apre`s ce tri
on peut de´terminer la liste des triangles dans chaque cellule.
seconde. Comme les cellules sont trie´es, un seul thread par cellule passera ce test, et il
suffit de copier son indice dans le vecteur re´sultat (qui posse`de la meˆme taille que le
nombre de cellules). On e´vite ainsi les conflits d’e´criture.
Par ailleurs, pour l’e´tape finale de raste´risation, il faudra ge´ne´rer les layers de chaque
triangle, dans l’ordre de profondeur. Or, le nombre de cellules reste relativement petit, et
par conse´quent nous avons besoin d’un petit nombre de bits pour encoder leur indice. Une
optimisation consiste donc a` utiliser les bits de poids fort pour coder les indices de cellules,
et les bits de poids faible pour coder la profondeur moyenne. Ceci peut eˆtre fait facilement
dans l’e´tape pre´ce´dente, ou` nous listions les cellules sous chaque triangle. Suite au tri, on
obtiendra alors la liste des triangles sous chaque cellule, dans un ordre approximativement
trie´. Ceci permettra d’acce´le´rer sensiblement la raste´risation en minimisant le nombre de
re´-ordonnancements.
Raste´risation des triangles
On va maintenant proce´der a` la raste´risation de triangles, qui est le cœur de notre
me´thode, et c’est ici que la plupart du temps de calcul est passe´. Cette e´tape doit donc
eˆtre imple´mente´e de fac¸on optimise´e. Les e´tapes pre´ce´dentes ont permis de re´partir les
triangles dans chaque cellule, et on cherche maintenant a` connaˆıtre l’intersection ainsi
que la profondeur des triangles sous chaque pixel. Concre`tement, on va associer un bloc
CUDA au calcul de chaque cellule, dans chacun un ensemble de threads va eˆtre utilise´ pour
raste´riser plusieurs triangles en meˆme temps. Cette strate´gie de paralle´lisation a` deux ni-
veaux est parfaitement adapte´e aux architectures paralle`les comme les GPU. L’algorithme
de raste´risation est pre´sente´ dans l’algorithme 5.
Pour une cellule de t× t pixels, nous utilisons t× t threads, qui vont raste´riser un groupe
de T triangles (dans l’imple´mentation actuelle, nous utilisons t = 8 et T = 24). Chaque
thread calcule d’abord un masque p-bits correspondant aux pixels qui sont coupe´s par le
triangle sur une ligne (lignes 3 a` 7). Le test effectue´ pour connaˆıtre les pixels intersecte´s
par le triangle est tre`s similaire a` celui utilise´ pour l’intersection des cellules.
Une fois que tous les threads ont termine´ (ce qui ne´cessite une synchronisation), ces
masques sont combine´s pour calculer le nombre de layers ge´ne´re´s sur chaque pixel (lignes
8 et 9). On peut alors allouer les layers (ligne 10), mais encore une fois nous ne pouvons pas
connaˆıtre cette information a` l’avance, et chaque thread ne peut pas savoir a` quelle adresse
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parfor all tiles tile do1
parfor thread (x, y) = (0, 0) to (t− 1, t− 1) do2
lcount(x, y) = 03
for triangle t0 = 0 to nb tri in(tile)− 1 step T do4
for t1 = x to T − 1 step t do5
mask(t1, y) = bit i set if tri. t0 + t1 covers pixel (i, y)6
barrier7
for t1 = 0 to T − 1 do8
if bit x is set in mask(t1, y) then increment lcount(x, y)9
alloc layers(lcount(x, y))10
for t1 = 0 to T − 1 do11
if bit x is set in mask(t1, y) then12
tid = index of triangle t0 + t113
z = depth of triangle tid at pixel (x, y)14
add (tid, z) into layers(tile, x, y) with insertion sort15
barrier16
Algorithme 5 : Algorithme de raste´risation paralle`le
e´crire ses donne´es. Comme pre´ce´demment, on peut utiliser un compteur atomique, ou alors
utiliser une strate´gie en deux temps (ou` on compte d’abord le nombre de layers ge´ne´re´s,
puis on les e´crit dans un second kernel). Nous avons imple´mente´ les deux strate´gies, mais
comme le kernel de raste´risation est le plus couˆteux, nous utilisons la version atomique
quand le mate´riel nous le permet. Cependant, meˆme si cette solution autorise de connaˆıtre
l’adresse de la premie`re donne´e pour un thread en particulier, il est important que le
vecteur soit assez grand pour accueillir tous les layers. En pratique, on utilise un parame`tre
controˆle´ par l’utilisateur qui estime le nombre de layers maximum sous chaque pixel dans
la sce`ne. En le multipliant par le nombre de pixels sur le LDI, on obtient ge´ne´ralement une
taille plus grande que ne´cessaire, mais cela nous permet de diminuer le temps de calcul.
La deuxie`me e´tape de la raste´risation, consiste a` calculer la profondeur de chaque triangle
sous chaque pixel (la raste´risation en elle-meˆme). Les threads sont maintenant utilise´s
pour traiter T triangles en paralle`les, dont le masque est actif (lignes 11 a` 15). On utilise
ensuite les informations de profondeur des sommets du triangle, et les coordonne´es du
pixel, pour calculer la profondeur du layer. Chaque layer est ainsi ajoute´ dans le vecteur
final, en appliquant un simple tri par insertion selon sa profondeur.
Graˆce au tri approximatif pendant les e´tapes pre´liminaires, les layers sont souvent ge´ne´re´s
dans l’ordre correct, et le tri par insertion est en ge´ne´ral tre`s efficace. En revanche, si le tri
approximatif ne fournit pas l’ordre exact sur le pixel conside´re´ (si par exemple les triangles
se croisent), il sera ne´cessaire de de´placer des layers pre´ce´demment e´crits. Or, comme ces
layers sont stocke´s en me´moire globale, cette ope´ration est tre`s couˆteuse. Une optimisation
qui permet d’ame´liorer grandement les performances, est de maintenir quelques derniers
layers (2 dans notre imple´mentation) dans les registres. Ainsi, si seulement deux triangles
sont inverse´s (qui se produit souvent de`s que les triangles se coupent), leur ordre est corrige´
en utilisant les registres qui sont tre`s rapides. Les e´changes dans la me´moire globale ne
sont alors ne´cessaires que dans des cas exceptionnels.
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4.3.2 Utilisation des LDI
Nous disposons maintenant des LDI dans les trois directions, et nous allons montrer
comment nous pouvons les utiliser pour de´tecter les collisions. Remarquons cependant
que contrairement aux travaux de Faure et al. (2008), nos LDI sont compose´s des layers
des objets de toute la sce`ne (au lieu d’un LDI par paire d’objets en contact). Ainsi,
notre solution permet de diminuer largement les couˆts de stockage des temps de calcul.
En conse´quence, on peut simuler des sce`nes avec de nombreux objets, de manie`re aussi
efficace que pour quelques objets complexes. Le principal facteur qui influence le temps
de calcul devient alors le nombre total de triangles, et la taille de la zone a` raste´riser,
mais le nombre de layers n’est alors plus discriminant. On peut e´galement ame´liorer les
performances en ne raste´risant que l’intersection des boˆıtes englobantes de toutes les
paires d’objets pouvant eˆtre en contact (ainsi que l’union des boˆıtes englobantes de tous
les objets potentiellement en auto-collision).
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Liste 
(Point,Contrib) 
 
Pair  → Volume 
Point → Contrib dVolume/dPoints dVolume/dDOFs LDI 
Fig. 4.10 – Vue d’ensemble des calculs effectue´s pour de´tecter les collisions et de´crire les e´quations aux
nœuds.
De´tection des intersections
La motivation principale pour calculer les LDI, est de de´tecter les intersections qui se
produisent entre les objets de´formables. On va maintenant pouvoir trouver facilement les
intersections entre les objets (voir figure 4.10).
Calcul des intersections Pour de´tecter les intersections, il faut maintenant parcourir
tous les layers d’un meˆme pixel. On va pour cela associer un thread a` chaque pixel, qui
va traiter la liste des layers associe´s. Comme les layers sont trie´s selon la profondeur, on
peut facilement trouver une intersection a` l’aide d’un compteur. Chaque fois qu’on passe
par un layer front-face, on incre´mente le compteur. Et inversement, a` chaque fois qu’on
passe par un layer back-face on le de´cre´mente. Il y a collision de`s que le compteur est
strictement supe´rieur a` 1 (voir figure 4.11).
Pour stocker les informations caracte´risant une collision, on se retrouve face a` un proble`me
de conflit d’e´criture paralle`le. En effet, on ne sait pas combien d’intersections vont eˆtre
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Fig. 4.11 – De´tection des collisions sous un layer en utilisant un compteur.
ge´ne´re´es sur chaque pixel, on ne peut donc pas savoir a` l’avance l’emplacement me´moire ou`
chaque thread peut e´crire ses donne´es. Comme pre´ce´demment, on peut utiliser (en fonction
des capacite´s du mate´riel) les diffe´rentes strate´gies que nous avons de´ja` pre´sente´es. Comme
cette e´tape est relativement rapide, nous utilisons la version sans compteur atomique. Un
premier kernel compte le nombre d’intersection, puis un scan paralle`le nous donne l’indice
de la premie`re donne´e de chaque thread, et enfin un dernier kernel calcule re´ellement les
valeurs.
Quand une intersection est trouve´e, on calcule la profondeur entre les deux layers, ainsi
que le gradient du volume (qui est obtenu a` partir des coefficients barycentriques des
triangles en collision). Pour chacune, il faudra e´galement eˆtre en mesure de retrouver
les indices des triangles ayant ge´ne´re´ l’intersection, mais e´galement la paire d’objets en
intersection. En effet, pour pouvoir accumuler le volume d’intersection inde´pendamment
pour chaque paire d’objets en contact, il faut leur attribuer un identifiant unique. Les
identifiants sont calcule´s sur le CPU, a` partir des informations donne´es par le premier
kernel qui re´alise le comptage des intersections.
Chaque intersection ge´ne`re alors 6 valeurs pour la contribution du gradient sur chacun
des points des triangles concerne´s, et 2 flottants pour le volume d’intersection. A` chaque
intersection est e´galement associe´ l’indice de la paire d’objets en contact, et les indices
des points des triangles concerne´s. Comme le nombre de paires d’objets reste petit, on
stocke sur un meˆme entier les indices des triangles sur les bits de poids faibles, et les
indices des paires d’objets sur les bits de poids forts. Les contributions du gradient sont
associe´es dans un second vecteur, qui contient e´galement le volume d’intersection mais qui
ne contribue qu’une seule fois par layer (voir figure 4.12). Ces informations sont stocke´es
dans un vecteur d’entiers, pour cela la pre´cision des floats est diminue´e, afin de pouvoir
encoder deux floats sur la meˆme valeur. L’inte´reˆt majeur re´side dans le fait que pour
l’e´tape suivante nous ne devrons trier qu’un seul tableau.
Chaque LDI est traite´ successivement, et toutes les intersections de´tecte´es selon les
diffe´rents axes sont ajoute´es a` la suite dans le meˆme vecteur final. Un autre avantage
de la me´thode, est qu’on peut e´galement ge´rer les auto-collisions sans surcouˆts impor-
tants. En effet, il suffit pour cela d’affecter un indice de paire d’objet en contact unique
pour tous les objets pouvant eˆtre en auto-collisions. Ceci permettra de ge´ne´rer un volume
inde´pendant pour un objet qui est en contact avec lui-meˆme.
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(paire,A) (vol,1− α1 − β1)
(paire,B) α1
(paire,C) β1
(paire,D) (vol,1− α2 − β2)
(paire,E) α2
(paire,F) β2
 
A 
B 
C 
F 
D 
E 
Gradients de volume 
Fig. 4.12 – Structure de donne´es calcule´e pour chaque intersection trouve´e. α1 et β1, sont les coefficients
barycentriques du triangle 1.
Tri par paire Pour pouvoir rassembler rapidement les volumes par points et non plus
par pixels, on trie les tableaux ge´ne´re´s a` l’e´tape pre´ce´dente. Comme pre´ce´demment, on
utilise un radix sort, paralle`le sur GPU, en utilisant les indices comme cle´ de tri. A` la
suite du tri, les intersections sont rassemble´es par paires d’objets en intersection, et par
indice de points.
Somme des contributions Notre objectif est maintenant de sommer les contributions
du volume de toutes les intersections ayant le meˆme indice de paire, pour obtenir le
volume total d’intersections entre la paire d’objets concerne´e. On cherche par la meˆme
occasion a` sommer les contributions du gradient de volume par points. Encore une fois,
face au proble`me selon lequel on ne peut pas pre´dire a` l’avance le nombre de points
qui seront accumule´s sur le meˆme vertex, on ne sait pas ou` e´crire les donne´es finales.
On proce`de avec la me´thode classique de comptage, mais la diffe´rence est qu’il faudra
appeler deux scans successifs pour de´terminer les adresses des deux informations que
l’on cherche (gradient de volume par points, et le volume par paires). L’accumulation est
similaire a` re´aliser de nombreux scans en paralle`les, a` l’exception qu’il faut sommer les
contributions entre les diffe´rentes bornes du tableau donne´es par les indices. Au final,
on obtient la somme du gradient de volume pour les 3 LDI, avec un vecteur d’indice
associe´ qui donne le de´but et la fin des donne´es de chaque point. On obtient e´galement le
volume d’intersection entre chaque paire d’objets en contact, dans la section suivante nous
montrerons comment exploiter ces informations pour produire une re´ponse aux collisions
base´es sur des contraintes.
Transparence et rendu volumique
Notre raste´riseur LDI peut e´galement eˆtre utilise´ pour rendre des objets transparents. En
effet, comme tous les layers de chaque pixel sont disponibles dans l’ordre de profondeur
correcte, on peut utiliser cette proprie´te´ pour simuler la transparence des objets, ainsi que
d’autres effets comme le rendu volume´trique (translucidite´, brouillard, ...). Pour chaque
objet on peut de´finir un coefficient de transparence α compris entre O et 1 qui indique le
degre´ de transparence de l’objet. Ainsi, en appliquant la formule de l’alpha blending, on
est capable de calculer la quantite´ de lumie`re qui traverse un layer avec αpixel = 1−αobjet.
La couleur sur le pixel est calcule´e par colorpixel = colorobjet ∗ αpixel ∗ αobjet.
Le rendu peut eˆtre mis en œuvre soit comme une e´tape de post-traitement, ou` le LDI
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Fig. 4.13 – Rendu de transparence base´ sur notre algorithme de rasterization.
est lu pour en de´duire les informations de couleur. On peut e´galement changer l’e´tape de
raste´risation pour calculer directement la couleur sur chaque pixel. Or, comme les e´tapes
de pre´-traitement construisent la liste des triangles dans un ordre de profondeur approxi-
mativement trie´, il est possible d’accumuler la couleur directement en me´moire partage´e,
sans jamais avoir besoin d’e´crire dans la me´moire globale. Si en revanche les triangles
ne sont pas correctement trie´s, nous utilisons les registres comme de´crit pre´ce´dement,
pour re´-ordonner rapidement les layers. Si en revanche ces registres ne suffisent pas, a`
re´-ordonner correctement les layers, alors cet algorithme peut introduire des erreurs, mais
ces cas sont rares et peu perceptibles. La qualite´ du rendu obtenue par cette me´thode est
comparable avec les me´thodes base´es sur des API graphiques (voir figure 4.13).
On peut e´galement prendre en compte la lumie`re. Une premie`re imple´mentation est d’uti-
liser un e´clairage de type flat shading, qui consiste a` calculer une normale par triangle. On
peut alors obtenir le coefficient de lumie`re en calculant le produit vectoriel entre la nor-
male du triangle ~n et le vecteur lumie`re ~l. La couleur d’un pixel est finalement de´termine´e
par :
colorpixel = colorobjet ∗ αpixel ∗ αobjet ∗ (~n.~l) (4.11)
Pour ame´liorer le rendu, on peut utiliser le phong shading qui interpole les normales en
chacun des sommets. Ce calcul est en re´alite´ directement re´cupe´re´ d’un composant per-
mettant d’afficher les objets directement sur GPU. On peut ensuite interpoler la normale
au pixel en utilisant les coefficients barycentriques α et β calcule´s pendant la raste´risation.
Enfin pour pouvoir re´aliser un rendu en 3D, il est ne´cessaire de faire le rendu en fonction
de la position de la came´ra. La difficulte´ est alors que la raste´risation ne se fait plus selon
les axes aligne´s du repe`re global. Pour se ramener a` un proble`me e´quivalent, on utilise
une matrice de projection, afin de transformer les coordonne´es des points dans le repe`re
de la came´ra. Il reste enfin a` dessiner a` l’e´cran, la texture calcule´e.
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4.3.3 Re´sultats
Nous avons imple´mente´ une re´ponse par pe´nalite´ similaire a` ce qui est fait dans Faure
et al. (2008), ce qui nous permet d’utiliser cette me´thode dans une simulation d’objets
de´formables. Nous avons reproduit une simulation similaire a` celle qui a e´te´ pre´sente´e dans
Irving et al. (2007). Dans le papier initial, la simulation ne´cessitait plusieurs minutes de
calcul pour chaque image, et nous sommes capables en utilisant les divers optimisations sur
GPU, de la simuler en temps re´el (voir figure 4.14). Nous avons compare´ les performances
de deux simulations, l’une comprenant 10 corps, et l’autre 20. La collision est re´alise´e avec
notre technique de raste´risation, en activant les auto-collisions. Pour la de´formation nous
avons utilise´ les versions CPU et GPU des mode`les co-rotationnels, et du mode`le masse
ressort.
Fig. 4.14 – Simulation d’un empilement de tores de´formables, soumis a` de multiples collisions.
Les chiffres de performances sont re´pertorie´s dans le tableau 4.1. On peut alors faire
plusieurs constatations. La premie`re est que le temps de la de´tection des collisions est
tre`s infe´rieur au temps de calcul de la me´canique. Meˆme quand la me´canique est calcule´e
sur GPU, la de´tection de collisions repre´sente environ 7% du temps de calcul d’un pas de
temps. Par ailleurs, son calcul est directement proportionnel au nombre de triangle, mais
il n’est pas influence´ par le mode`le de´formable.
L’e´tape de raste´risation est la plus couˆteuse, puisqu’elle ne´cessite environ 0.7 millisecondes
pour chaque LDI (dans la version a 20 tores). Le comptage des triangles par cellule ainsi
que l’e´tape de tri, prennent chacune 0.3 millisecondes pour chacun des axes. Le calcul de
la re´ponse ne´cessite 0.9 millisecondes par pas de temps.
Pour terminer, on peut souligner l’efficacite´ de la paralle´lisation GPU, en particulier pour
le mode`le co-rotationnel. En effet, la me´thode de re´ponse e´tant base´e sur des pe´nalite´s,
cela implique de re´soudre a` chaque pas de temps, un grand syste`me d’e´quations qui
comprend l’inte´gralite´ des objets de´formables. En utilisant la version GPU, on obtient
une acce´le´ration d’environ 4, 4× sur l’application totale, ce qui lui permet de maintenir
un rafraˆıchissement interactif des images, contrairement a` la meˆme simulation calcule´e
sur le processeur.
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Collisions Deformations TOTAL FPS
Torus Spring 4.80 89.10 94.78 10.55
10 Tores Torus Tetra 4.83 270.61 276.34 3.62
56332 Triangles Torus Spring GPU 4.48 57.56 62.86 15.91
Torus Tetra GPU 4.50 57.97 63.29 15.80
Torus Spring 6.75 203.14 211.00 4.74
20 Tores Torus Tetra 6.81 568.48 576.43 1.73
97292 Triangles Torus Spring GPU 6.28 122.38 129.69 7.71
Torus Tetra GPU 6.37 124.23 131.63 7.60
Tab. 4.1 – Temps en millisecondes des diffe´rentes parties de la simulation.
4.4 Extension aux contacts volumiques
Dans cette section, nous pre´sentons une nouvelle fac¸on de ge´rer les contacts a` partir des
volumes d’intersection et des de´rive´s de volume calcule´s dans la section pre´ce´dente. Pour
cela nous reformulons les conditions de Signorini, pour obtenir un proble`me e´quivalent
dans lequel les forces s’exercent en fonction des pressions sur les contacts et du volume
d’interpe´ne´tration. De plus, nous montrerons comment contraindre le mouvement tangen-
tiel, afin de poser l’e´quation d’un contact frottant entre les objets. Notre me´thode permet
d’obtenir une formulation d’e´quations beaucoup plus simples que celles des me´thodes tra-
ditionnelles et peut eˆtre utilise´e sur des ge´ome´tries complexes, avec la meˆme efficacite´.
Le contact entre deux objets peut eˆtre simplifie´ a` une e´quation de contrainte unilate´rale
unique, ou de fac¸on exacte en de´finissant la re´solution d’une grille, choisie arbitrairement
et inde´pendamment de la ge´ome´trie des objets. On peut alors facilement choisir le nombre
de contacts (ainsi que la pre´cision) souhaite´e (voir figure 4.15).
Fig. 4.15 – Une pile de tores, raste´rise´e (gauche), avec les volumes d’intersection (centre), desquelles on
de´duit les normales de contraintes (droite).
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4.4.1 Contraintes base´es sur des volumes
Nous commenc¸ons tout d’abord par e´tendre la notion de contrainte qui est habituelle-
ment formule´e en distance, a` une contrainte formule´e en volume. Comme indique´ dans
la premie`re partie de ce chapitre, une manie`re classique pour traiter un contact entre
deux objets est de construire un LCP entre les distances de se´paration ψ et les forces de
re´action λ. Par souci de simplicite´, nous conside´rons un syste`me compose´ de deux objets
en collision, ou` le volume d’intersection V(p) est calcule´ comme de´crit dans la section
4.3. Nous montrons ici comment construire un proble`me e´quivalent base´ sur le volume
d’interpe´ne´tration.
E´quivalence entre distance et volume
Pour rester le plus ge´ne´rique possible, nous pre´sentons notre me´thode avec une re´solution
au niveau des vitesses8, et nous montrerons comment ajouter une e´tape de post-
stabilisation pour corriger l’interpe´ne´tration. La solution du syste`me de contrainte doit
respecter le principe des travaux virtuels, c’est-a`-dire que pour satisfaire la contrainte
elle ne doit pas ajouter ni supprimer de l’e´nergie du syste`me. Puisque nous re´solvons le
syste`me au niveau des vitesses, cela peut eˆtre e´crit λi · Ji(v0 + ∆v) = 0, ou` Ji = ∂ψi∂p est
le gradient de la distance de se´paration. Toutefois, on peut associer une petite surface Ai
a` chaque contact i, et observer que :
λi
1
Ai · AiJi(v0 + ∆v) = 0 (4.12)
On pose ρi ≡ λi 1Ai qui est homoge`ne a` une pression, et ∂Vi∂p ≡ AiJi qui est le gradient du
volume. Ainsi, nous obtenons des conditions de comple´mentarite´ e´quivalentes. On peut
alors reformuler la condition de Signorini en pression/volume
0 ≤ ρi ⊥ ∂V i
∂p
(v0 + ∆v) ≥ 0 (4.13)
Cette formulation met en e´vidence que la pression applique´e sur les points en intersection
va re´soudre l’interpe´ne´tration des objets. Les forces s’exerc¸ant sur les degre´s de liberte´
en re´ponse a` une intersection, agissent dans le sens du gradient, qui peut eˆtre conside´re´
comme la somme de −AiJi des contraintes actives. Pendant la re´solution, on peut alors
utiliser le volume d’intersection V(p) pour identifier les contraintes actives. S’il est ne´gatif,
alors il faut appliquer une force de re´ponse, et s’il est positif, les objets sont distants.
Avec cette e´quation, nous utilisons le volume total d’intersection pour contraindre le
syste`me. Un seul multiplicateur de Lagrange ρ est alors ge´ne´re´ pour calculer une pres-
sion uniforme agissant a` la surface de contact. Nous appelons cette approximation une
contrainte de contact mono-volume. Lorsqu’il s’agit de re´soudre nos contraintes en fonc-
tion du volume, des proprie´te´s physiques importantes sont garanties :
– Le volume d’interpe´ne´tration ne peut pas augmenter.
8Cependant, notre me´thode peut e´galement eˆtre utilise´e avec une formulation au niveau des positions, c’est ce que nous
ferons dans le chapitre suivant.
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– La pression ne peut agir que pour pousser des objets en dehors des interpe´ne´trations.
– La pression agissant sur la surface de contact est non nulle, si et seulement si le volume
d’interpe´ne´tration ne diminue pas.
Ne´anmoins, l’approche mono-volume calcule une pression uniforme sur toute la zone de
contact dans son ensemble, ce qui n’est pas toujours re´aliste. Cette limitation est traite´e
dans la section 4.4.3, qui propose une approche multi-volumes.
Stabilisation Une re´solution en vitesse ne permet pas de garantir une configuration sans
interpe´ne´tration a` la fin du pas de temps, mais seulement que le volume ne va pas aug-
menter. Pour reme´dier a` ce proble`me, on peut ajouter une e´tape de post stabilisation,
afin de corriger e´galement les positions. Cela consiste a` re´aliser de multiples ite´rations
de l’algorithme de Newton-Raphson (voir l’algorithme 6), afin d’annuler comple`tement
le volume d’intersection. La boucle est re´pe´te´e jusqu’a` ce que la pre´cision souhaite´e soit
obtenue, ou lorsqu’un nombre maximal d’ite´rations est atteint.
Input : current state p0,v01
Output : next state p0+h,v0+h2
1: ∆v ← LCPsolve velocity update with friction
2: v0+h ← v0 + ∆v
3: p0+h ← p0 + hv0+h
4: Compute LDI : intersection V(p0+h) and Jacobian ;
5: tantque V(p0+h) > V faire
6: ∆p← LCPsolve position stabilization
7: p0+h ← p0+h + ∆p
8: Compute LDI : intersectionV(p0+h) and Jacobian ;
9: fin tantque
Algorithme 6 : Animation Loop
  
  ε   
Collision Réponse 
 
Fig. 4.16 – La re´ponse en position oblige a` maintenir
un volume non nul pour produire un contact continu.
Avec la post-stabilisation au niveau des positions, on peut garantir qu’aucune in-
terpe´ne´tration subsistera apre`s la re´solution. Cependant, cela peut introduire des instabi-
lite´s, dans les cas ou` de tre`s petits volumes sont de´tecte´s. En effet, nous ne pouvons cre´er
nos contraintes de volume que lorsqu’un volume d’intersection est non nul. C’est pour-
quoi, meˆme si le volume d’intersection devrait en the´orie rester a` ze´ro, nous autorisons
une petite interpe´ne´tration V pour permettre un contact continu (voir figure 4.16). Ainsi,
nous modifions le´ge`rement les conditions de comple´mentarite´ comme suit :
−V ≤ −V(p0 + ∆p) ⊥ ρ ≥ 0. (4.14)
En pratique, nous maintenons une couche d’interpe´ne´tration qui a une e´paisseur d’environ
un demi-pixel. Pour cela, nous estimons la surface du contact en additionnant les aires
des contacts actifs. Nous pouvons alors en de´duire la profondeur moyenne en intersection
qu’il est ne´cessaire d’ignorer sur chaque contact. En maintenant un volume V , on obtient
un contact stable et continu.
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4.4.2 Extension aux contacts frottants
Les forces de frottement agissent en opposition a` la vitesse relative, dans le plan tangent
a` la normale. Dans le mode`le standard de contact, une force de frottement est applique´e
au point de contact. Nous avons besoin de modifier cette de´finition, parce que notre force
est en fait une pression applique´e sur la surface d’un contact.
Fig. 4.17 – Deux objets en intersection et le mode`le de contact associe´. Le gradient d’intersection
apparaˆıt en lignes rouges sur chaque vertex. Le repe`re utilise´ pour le frottement est construit par rapport
a` l’estimation de la direction de la normale ~n.
La somme des forces de re´pulsion applique´es aux sommets d’un objet, nous donne la
direction approximative de la normale au contact ~n. Nous calculons ensuite deux vecteurs
unitaires orthogonaux ~t1 et ~t2 couvrant le plan tangent a` l’aide d’une orthogonalisation de
Gram-Schmidt. Cela nous donne une base dans laquelle on peut exprimer le frottement.
Pour de´finir l’e´quivalent des vitesses relatives applique´es au point de contact, nous avons
besoin pour calculer une diffe´rence ponde´re´e des vitesses sur les surfaces C+ et C− (voir
figure 4.17). En effet, le poids de chaque sommet doit tenir compte de la surface de contact
associe´e. On peut e´valuer cette surface en projetant le gradient de volume sur la normale
du contact, et nous de´finissons :
vrel ≡
∑
k
Akvk, with Ak = ~n · ∂V
∂pk
, (4.15)
ou` vk est la vitesse sur le sommet de k, et Ak est l’aire associe´e au sommet k projete´ sur le
plan tangent. Le signe de Ak de´pend de l’orientation de la surface associe´e au sommet par
rapport a` la normale ~n. Cela garantit que vrel sera nulle lorsque les deux objets auront la
meˆme vitesse9.
Les forces de contact visqueuses sont les plus simples a` formuler, puisqu’elles peuvent eˆtre
9Notons que vrel a des unite´s de vitesse par aire, donc le produit de vrel avec notre pression de contact (force par unite´
de surface) donne une puissance (la vitesse par la force), comme dans le mode`le de contact standard.
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applique´es proportionnellement a` la vitesse :
~fk = −ν vrel Ak (4.16)
Pour appliquer le frottement de Coulomb, nous devons limiter les projections de la vitesse
relative aux vecteurs de base du plan tangent ~t1 et ~t2. Il suffit pour cela de construire la
base T de l’e´quation (4.5), dans le repe`re tangent du contact ~t1 et ~t2 que nous venons de
calculer :
T =

A1~t1T · · · An~t1T
A1~t2T · · · An~t2T
−A1~t1T · · · −An~t1T
−A1~t2T · · · −An~t2T
 ∂p∂v (4.17)
On peut alors calculer la vitesse approprie´e par rapport a` notre mode`le de contact volu-
mique, et fournir une base pour appliquer des forces de friction sur les degre´s de liberte´.
4.4.3 Extension au mode`le Multi-Volumes
Jusqu’a` pre´sent, nous avons montre´ que la minimisation du volume d’intersection en
utilisant le mode`le mono-volume ge´ne`re une seule e´quation pour la re´pulsion des objets.
Ceci est inde´pendant de leur re´solution ge´ome´trique, ce qui conduit a` des simplifications
importantes par rapport aux me´thodes traditionnelles base´es sur la distance. Cependant,
une limitation de cette approche est que l’e´quation de contact est valable pour toute la
zone de contact, ce qui entraˆıne un comportement unique pour la re´ponse.
V1 V2 V3 V4
(a) Avant la re´solution
V1
V2 V3
V4
V1 + V2 + V3 + V4 ≤ 0
(b) Apre`s la re´solution
Fig. 4.18 – Erreur de l’approche mono-volumes
On peut voir avec l’exemple de la figure 4.18, que si on ne cre´e qu’un seul multiplica-
teur de Lagrange pour toute la zone en contact (en jaune sur la figure 4.18a), alors la
re´solution de cette e´quation unique peut conduire a` une trop grande simplification (voir
figure 4.18b). En effet, comme on ne peut pas rede´finir la zone de contact active, il est
4.4. EXTENSION AUX CONTACTS VOLUMIQUES 119
possible qu’une partie du volume initialement en intersection devienne “ne´gatif” pendant
l’e´tape de re´solution. Ce volume ne´gatif peut alors compenser le volume d’intersection,
ce qui peut amener a` une configuration dans laquelle l’e´quation (4.13) sera ve´rifie´e, alors
que ge´ome´triquement, les objets pre´senteront encore des intersections. En revanche, on
s’attend a` ce que cette intersection diminue dans les pas de temps suivants, car une nou-
velle de´tection sera re´alise´e avec le volume restant, ce qui devrait repousser d’avantage
les objets.
Pour ame´liorer la pre´cision de la me´thode, nous proposons de diviser le volume d’intersec-
tion dans plusieurs re´gions avec des e´quations de contacts inde´pendants. Nous appelons
cela le mode`le multi-volumes . On divise alors le volume d’intersection a` l’aide d’une grille
re´gulie`re aligne´e avec les directions des LDI (voir figure 4.19). La re´solution est de´finie
par un nombre de pixels, qui seront regroupe´s dans chaque cellule10. En re´alite´, le nombre
de pixels constituant une cellule est un parame`tre que l’utilisateur peut controˆler pour
affiner facilement le rapport entre la pre´cision de la re´ponse, et le temps de calcul.
Pour de´finir des e´quations de contacts, nous avons besoin de calculer le gradient de volume
de chaque cellule dans la direction du regard. La limite du volume d’intersection dans une
cellule peut eˆtre compose´e de quatre types de surfaces qui sont la surface de l’objet
supe´rieure S+, la paroi supe´rieure de la cellule W+, la surface de l’objet infe´rieur S−
et la paroi de la cellule infe´rieure W−. Les contributions des pixels situe´s sur la surface
des objets ont de´ja` e´te´ de´crites dans la section 4.3. La question qui reste est de savoir
comment prendre en compte les pixels des parois cellulaires.
Fig. 4.19 – Approche multi-volumes. Exemple d’une cellule place´e dans un volume d’intersection.
10On utilise ici le terme cellule pour de´finir un groupement de pixels qui va cre´er un volume inde´pendant. Cette notion
est comple`tement inde´pendante des cellules que nous utilisions dans le rasterizer pour regrouper les calculs paralle`les
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Si les parois cellulaires sont conside´re´es comme fixes, alors les pixels ne contribuent pas au
gradient de volume, puisqu’ils sont inde´pendants des sommets des objets. Par exemple, la
cellule de la figure 4.19 ne comprend pas la surface de l’objet bleu. Pourtant, la re´ponse a`
la collision pour cette cellule devra appliquer une force a` la fois sur l’objet rouge et l’objet
bleu. Pour chaque pixel de la paroi cellulaire, on calcule son coefficient barycentrique a`
l’inte´rieur du volume d’intersection dans le sens d’observation. Nous faisons cela de telle
sorte que la profondeur d’un pixel de la paroi cellulaire haute W+ soit donne´e par :
W+ij = αijz
+
ij + (1− αij)z−ij, (4.18)
alors que la profondeur d’un pixel de la paroi cellulaire basse W− est donne´e par :
W−ij = βijz
+
ij + (1− βij)z−ij. (4.19)
Un exemple de ces coefficients barycentriques est illustre´ a` la figure 4.19. Dans chaque
cellule, le gradient du volume en intersection est donc :
∂V
∂pzk
= a
∑
(i,j)∈S+z
∂z+ij
∂pzk
− a
∑
(i,j)∈S−z
∂z−ij
∂pzk
+a
∑
(i,j)∈W+z
αij
∂z+ij
∂pzk
+ (1− αij)
∂z−ij
∂pzk
−a
∑
(i,j)∈W−z
βij
∂z+ij
∂pzk
+ (1− βij)
∂z−ij
∂pzk
(4.20)
Une fois que le gradient est calcule´, les e´quations de contact de la cellule sont simples et
peuvent eˆtre mises en place de la meˆme manie`re que pre´sente´es dans la section 4.4.1. Il
suffit pour cela d’accumuler un nouveau volume inde´pendant pour chaque sous-volume
identifie´ dans la grille.
4.4.4 Re´sultats
E´valuation de la me´thode
Nous avons tout d’abord cherche´ a` e´valuer l’influence de l’approche multi-volumes sur la
qualite´ de la re´ponse aux contacts, ainsi que sur le comportement du frottement.
Le de´coupage en multi-volumes, permet un meilleur respect des conditions de Signorini,
comme on peut le voir sur la figure 4.20. La quantite´ d’interpe´ne´tration entre les objets
est de plus en plus faible a` mesure que l’on de´coupe le volume d’intersection en sous-
volumes. En effet, en utilisant l’approche multi-volumes, les contacts les plus exte´rieurs
sont progressivement e´limine´s au cours du calcul de la re´solution, et n’influencent plus
les contacts actifs. Ainsi, la re´solution du LCP, fournit une force qui corrige presque
inte´gralement le contact en un seul pas de temps.
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(a) E´tat initiale (b) Mono-Volume (c) Grille Approximative (d) Grille de´taille´e
Fig. 4.20 – Intersection apre`s la re´solution des contraintes, pour diffe´rentes re´solutions de la grille. Les
figures du bas pre´sentent un vue de dessous alors que les figures du haut pre´sentent une vue de profile.
En augmentant le nombre de multi-volumes, on obtient une solution plus pre´cise.
Par ailleurs, le de´coupage en multi-volumes peut e´galement ame´liorer le comportement
du frottement dans la simulation. Nous avons valide´ ce mode`le sur l’exemple du serpent
illustre´ dans la figure 4.21. Avec le mode`le mono-volume, le serpent tourne autour du
centre de contact situe´ approximativement au milieu de son corps, alors qu’il e´volue
doucement vers une forme courbe´e et stable en utilisant le mode`le multi-volumes. On
peut voir dans le tableau 4.21 que plus on augmente le nombre de contraintes, et plus
on se rapproche du comportement des me´thodes traditionnelles formule´es en distance.
Cette proprie´te´ est importante, car elle met en e´vidence le fait que l’utilisateur peut
facilement affiner le rapport entre la pre´cision de la me´thode et le temps de calcul, de fac¸on
inde´pendante de la ge´ome´trie des objets simule´s. Enfin, quand un objet est coupe´ comme
le montre la figure 4.23d, le mode`le multi-volumes permet le traitement inde´pendant de
chacune des parties.
Mesure des performances
Nous avons applique´ notre me´thode a` une varie´te´ d’exemples, comprenant aussi bien des
objets rigides et de´formables. Pour les objets de´formables, nous utilisons le mode`le co-
rotationnel Nesme et al. (2005b). Nous avons effectue´ des simulations sur un CPU Intel
Core i7 975 avec une Nvidia GeForce GTX 285.
Les deux armadillos de la figure 4.22 sont rigides, et constitue´s de 345 944 triangles.
Avec notre me´thode, ils sont simule´s a` 41 fps (sans le rendu), avec une moyenne de 7
contacts, (maximum de 16 contacts). Nous avons compare´ ces performances a` une version
pre´-calcule´e d’un champ de distance, qui sont tre`s efficaces pour les objets rigides. Les
re´sultats montrent que la simulation est plus rapide avec les champs de distance, puisqu’ils
permettent d’atteindre un taux de rafraˆıchissement jusqu’a` 57 images par seconde. Tou-
tefois, ils ge´ne`rent des e´quations de contacts beaucoup plus complexes, (typiquement 200
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1 contact 4 contact
12 contact 40 contact
Taille de cellules (pixels) Contacts Erreur moyenne Erreur maximale
– 1 26.21 % 61.30 %
250 4 3.47 % 9.94 %
100 7 3.85 % 6.58 %
90 12 0.40 % 0.83 %
50 20 0.25 % 0.46 %
22 40 0.18 % 0.35 %
Fig. 4.21 – Influence du mode`le multi-volumes sur la friction. Les fle`ches rouges, vertes et bleues indiquent
les repe`res des contacts, tandis que les fle`ches jaunes indiquent les forces. Le tableau montre l’erreur
mesure´e entre notre me´thode avec des tailles de cellules diffe´rentes, par rapport a` une formulation en
distance sur tous les points de contacts (qui sert ici de re´fe´rence)
contacts dans cet exemple, soit 600 e´quations en ajoutant du frottements). Ceci implique
que beaucoup de temps est passe´ dans la re´solution du LCP, et ce proble`me devrait s’ac-
centuer a` mesure que l’on augmentait la re´solution de la surface des objets. Notre me´thode
ne souffre pas de ce proble`me, puisqu’elle est insensible a` la re´solution du maillage.
Les avantages de notre me´thode sont e´vidents lorsque les champs de distances pre´-calcule´s
ne sont pas disponibles. Par exemple, pour simuler des objets de´formables, ou encore pour
les changements topologiques (voir figure 4.23d). De plus, une caracte´ristique inte´ressante
de notre approche est que les auto-intersections peuvent eˆtre calcule´es sans surcouˆt impor-
tant. Ceci est illustre´ dans la figure 4.23c, ou` 3 poulpes sont simule´s de fac¸on interactive,
malgre´ les nombreux contacts qui apparaissent le long des tentacules. La main qui tient
la balle de´formable dans la figure 4.23b est simule´e a` 54 fps, avec 10 contacts, tandis
qu’une me´thode base´e sur des proximite´s fonctionne a` 23 fps en raison de la complexite´
de la de´tection de collision et d’un plus grand nombre de contacts (jusqu’a` 70 dans cet
exemple).
La sce`ne me´dicale pre´sente´e dans la figure 4.23a est base´e sur des donne´es re´elles. En
raison du bruit ine´vitable sur les donne´es (duˆ aux approximations dans le processus de
reconstruction), la surface des organes pre´sentent de multiples intersections dans leur
configuration initiale. Certaines me´thodes de de´tection de collision ou de proximite´ exigent
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(a) Surface de´taille´e (b) Champs de distance (c) Raste´risation en LDI
(d) Volumes de contact sur le bras de l’Armadillo
Fig. 4.22 – Comparaison avec les champs de distance. Notre me´thode est capable de ge´rer des objets
tre`s de´taille´s, sans aucun pre´-calcul.
de ne pas avoir d’interpe´ne´tration au de´part de la simulation. Au contraire, notre me´thode
est robuste aux intersections en profondeur, et ne pre´sente aucun proble`me pour se´parer les
organes de`s le premier pas de temps. De plus, la saisie de l’organe avec la pince est difficile,
car cela repose sur une haute pression du contact et sur les forces de frottement. Avec
nos contraintes volumiques, l’outil parvient a` maintenir l’organe, puis glisse finalement
lorsqu’on tire trop fort. Les forces de contact restent alors dans le coˆne de frottement au
cours de la premie`re partie du mouvement, puis se placent sur le bord du coˆne par la
suite.
Notons que la ge´ome´trie de l’outil est mince avec des dents tre`s fines. Il peut eˆtre manipule´
par notre me´thode, mais ne´cessite de tre`s petits pixels, ce qui est tre`s couˆteux, car les LDI
sont actuellement pixellise´s avec une pre´cision uniforme sur l’ensemble de la sce`ne. Bien
que la me´thode puisse eˆtre e´tendue pour adapter localement la re´solution, nous avons
remplace´ le mesh de collision pour cet outil avec une version un peu plus simple et plus
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(a) Simulation Me´dicale avec du frottement (b) Saisie avec un frottement stable
(c) Multiples collisions et auto-collisions (d) De´tection des collisions dynamiques pendant la de´coupe
Fig. 4.23 – De´monstration de plusieurs sce´narios difficiles pour la mode´lisation de contact qui sont
traite´s efficacement par la me´thode propose´e.
e´paisse. La sce`ne comprend 550 000 triangles, 9 500 degre´s de liberte´, et tourne a` 7 images
par seconde, y compris le rendu.
Le tableau 4.2 pre´sente la complexite´ et les re´sultats mesure´s pour les simulations
pre´sente´es. Les colonnes de´tection de collisions et formulation des Contacts repre´sentent le
temps ne´cessaire pour calculer le LDI et e´valuer les volumes et les gradients d’intersections
(e´tapes 4 et 8 dans l’algorithme 6). La colonne de´formation repre´sente le mouvement libre
(voir le chapitre pre´ce´dent), tandis que la colonne Re´solution des contraintes repre´sente
la correction des vitesses et des positions.
Une limitation e´vidente de notre approche est que l’interaction des objets doit avoir un
volume, donc les objets tre`s minces tels que les tissus ne sont pas pris en charge. De meˆme,
il est possible que des petits objets en mouvement rapide puissent passer l’un a` travers
l’autre pendant le mouvement. Pour ces deux cas, les me´thodes base´es sur la de´tection de
collision continue sont plus approprie´es.
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Fig. 4.24 – Pile de 40 jouets de´formables avec des ge´ome´tries complexes, comme l’oiseau qui contient
des bords tre`s francs, et un me´lange de grands et petits triangles.
4.5 Conclusion
Dans ce chapitre, nous avons pre´sente´ une nouvelle me´thode de de´tection des collisions
base´e sur des volumes d’intersection. Nous avons ensuite utilise´ les informations ge´ne´re´es
(volumes d’intersection et gradients de volume) pour formuler des e´quations de contraintes
exprime´es. L’originalite´ de notre approche est que les contraintes sont exprime´es en vo-
lume, et nous avons ajoute´ le support du frottement de Coulomb. La me´thode est base´e
sur le calcul de LDI, et peut eˆtre applique´e a` n’importe quel objet de´formable volumique,
et elle peut ge´rer les changements topologiques, et les auto-intersections sans surcouˆt
important.
La pre´cision est totalement de´finie par deux parame`tres qui sont la taille des pixels, et le
nombre de pixels regroupe´s par volume. La taille des pixels est comple`tement inde´pendante
de la ge´ome´trie initiale des objets, et le second parame`tre est a` la base du mode`le de
grille multi-volume. Celui-ci permet de produire un comportement physiquement re´aliste
(re´solution des interpe´ne´trations, respect de la loi de Signorini), tout en gardant un nombre
faible de contraintes. Enfin, notre me´thode est robuste aux interpe´ne´trations profondes
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Simulation Objets Triangles
LDI Nombre De´tection Formulation
De´formation
Re´solution Ite´rations
Pixels Layers
de des des des par
Contacts Collisions Contacts Contraintes Secondes
Me´dical
(Fig. 4.23a)
9 550K 224×168 32 16 22.69 ms 1.35 ms 17.85 ms 32.45 ms 13.30
Pieuvres
(Fig. 4.23c)
3 46K 392×352 28 110 5.67 ms 1.20 ms 43.43 ms 12.34 ms 15.60
Saisie
(Fig. 4.23b)
2 9K 112×112 14 10 2.73 ms 0.97 ms 7.36 ms 6.18 ms 54.0
Snake
1 7K 560×336 10
1 3.45 ms 1.01 ms 2.72 ms 1.53 ms 109.00
6 3.41 ms 1.00 ms 2.87 ms 1.86 ms 104.00
18 3.45 ms 0.95 ms 2.98 ms 3.09 ms 91.90
(Fig. 4.21) 41 3.46 ms 0.84 ms 2.99 ms 7.62 ms 65.30
Rigids 2
128×107×98
255 10.46 ms 0.16 ms 0.38 ms 6.68 ms 56.70
Armadillo Champ de distance
692K 280×240 22 16 18.48 ms 1.15 ms 0.48 ms 4.08 ms 41.10
(Fig. 4.22) FEM 2 692K 208×192 26 28 18.47 ms 1.53 ms 13.54 ms 17.98 ms 19.30
Jouets
10 205K 456×456 24 99 16.61 ms 1.64 ms 71.24 ms 34.82 ms 7.29
20 379K 1232×472 34 242 28.79 ms 2.37 ms 146.94 ms 207.02 ms 2.44
(Fig. 4.24) 40 725K 1232×528 46 544 44.45 ms 3.43 ms 309.48 ms 723.83 ms 0.88
Tab. 4.2 – Mesure de performances et de´tails des diffe´rents exemples de la section. Les colonnes objets,
Triangles, LDI et Contacts, pre´sentent respectivement le nombre d’objets simule´s, le nombre de triangles,
la taille des LDI, et le nombre de contacts ge´ne´re´s. Le reste du tableau pre´sente le temps moyen passe´ dans
les quatre principales e´tapes de calcul, ainsi que la fre´quence de rafraˆıchissement globale de la simulation
(a` l’exclusion du rendu).
et nous permet de simuler des configurations difficiles a` traiter avec la plupart des autres
me´thodes de de´tection, comme le cas d’une intersection a` l’e´tat initial. Maintenant que
nous savons de´tecter les collisions, et formuler les e´quations de contacts, il reste a` les
re´soudre pour de´terminer la force de re´ponse. Le chapitre suivant est consacre´ a` ces
aspects.
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5.1 Introduction
La de´tection des collisions ayant e´te´ de´taille´e, on sait maintenant comment de´terminer
l’ensemble des primitives qui sont en intersection, et on posse`de une mesure de la
pe´ne´tration entre les objets, ainsi que la direction de la force de re´ponse. On a vu que
la me´thode des pe´nalite´s permet de produire une re´ponse rapide et robuste, mais elle ne
permet pas de prendre en compte le couplage me´canique entre les contacts. Nous avons
e´galement e´voque´ des me´thodes plus pre´cises qui permettent de calculer une force qui va
inte´gralement corriger les intersections a` chaque pas de temps.
Dans ce chapitre, nous nous inte´resserons a` la re´solution des contraintes et au calcul de
la force de re´ponse. Nous pre´senterons tout d’abord les me´thodes de re´solution et nous
verrons qu’une grande partie du temps de calcul est passe´ sur la construction du proble`me.
Ensuite, nous proposerons un ensemble de contributions qui permettront d’ame´liorer les
temps de calcul, et e´galement la pre´cision des calculs re´alise´s en temps re´el.
5.2 Calcul de la re´ponse aux contacts
A` partir de la de´tection de collision, nous supposons connu, un ensemble de paires de
primitives en intersection (ou` e´ventuellement proches de l’intersection). Pour chaque paire,
nous connaissons e´galement la normale ~n, et une mesure de la pe´ne´tration δ. La normale,
nous donne la direction de la force a` appliquer, alors que δ est une valeur scalaire signe´e
(ge´ne´ralement une distance Duriez et al. (2006) ou un volume Faure et al. (2008)). Si δ
est ne´gative, les primitives sont en intersections, et si au contraire elle est positive alors
les primitives sont distantes.
On rappelle que l’e´quation dynamique du mouvement des objets, en incluant une force
pour collision, peut s’e´crire (voir section 4.2.3) :
Ax = b+ JT1λ (5.1)
Notre objectif dans ce chapitre, sera alors de de´terminer les multiplicateurs de Lagrange λ
a` appliquer sur les points en intersection pour re´soudre inte´gralement les interpe´ne´trations.
5.2.1 Re´solution directe
La premie`re solution pour re´soudre ce syste`me consiste a` former un grand syste`me
d’e´quations, en ajoutant les inconnues λ, au meˆme titre que les degre´s de liberte´ du
syste`me : A1 0 J1T0 A2 J2T
J1 J2 0
x1x2
λ
 =
 b1b2
−δ
 (5.2)
On pourra alors utiliser un algorithme de re´solution de syste`me line´aire classique (voir
chapitre 3) pour re´soudre ce proble`me. Cependant, outre le fait que le syste`me soit de
tre`s grande taille (puisqu’il contient les deux matrices des objets de´formables), cette
me´thode ne permet pas de ge´rer les contraintes unilate´rales. En effet, l’e´galite´ entre les
deux membres de l’e´quation (5.2) signifie que les points seront ramene´s a` la position de
130 CHAPITRE 5. RE´SOLUTION ET CALCUL DE LA COMPLIANCE
contact. Ceci peut donner l’impression que les objets restent colle´s quand ils rentrent en
collision, et il n’est e´galement pas possible de ge´rer le frottement.
Il existe toutefois des solutions pour mieux prendre en compte ces aspects. On peut alors
utiliser des algorithmes de type Quadratic Programming (QP) Baraff (1989); Lo¨tstedt
(1984). Le proble`me est alors formule´ comme un proble`me de minimisation, dans lequel
on va de´terminer une solution par des re´solutions multiples : min(xT
(
A1 0
0 A2
)
x+ xTb)
ψ(x1,x2) ≥ 0
(5.3)
On pourra alors de´finir la notion de contrainte active pour ge´rer les ine´galite´s des contacts,
mais il n’est pas possible de ge´rer le frottement. Il existe ne´anmoins des solutions Kaufman
et al. (2008), mais qui reposent sur la re´solution de multiples petits syste`mes QP. Dans
tous les cas ces algorithmes sont tre`s couˆteux, et donc tre`s peu utilise´s dans les simulations
en temps re´el.
5.2.2 Gestion des contacts par LCP
Une solution alternative consiste a` calculer λ en re´solvant un LCP de´coulant de la loi de
Signorini. Pour le cas du contact (LCP simple) on peut montrer l’e´quivalence entre les
deux formulations Murty (1997). Pour re´soudre ces proble`mes, on de´coupe ge´ne´ralement
le calcul en plusieurs sous e´tapes :
Mouvement libre Les objets en interaction sont tout d’abord re´solus inde´pendamment
en remplac¸ant λ = 0 dans l’e´quation (5.1). On obtient un syste`me line´aire a` re´soudre
par objet, et ils peuvent eˆtre re´solus inde´pendamment. On remarque que cela correspond
exactement aux e´quations du calcul de la de´formation des objets, et on peut utiliser les
contributions du chapitre 2 pour re´soudre les syste`mes d’e´quations. On en de´duit alors
xfree1 et x
free
2 , les forces qu’il faudrait appliquer si aucune interaction n’e´tait apparue. Cette
e´tape est appele´e mouvement libre. A` l’issue du mouvement libre, les objets se trouvent
en intersection, et c’est a` ce moment qu’on peut effectuer la de´tection des collisions.
Line´arisation et re´solution Comme on utilise un inte´grateur implicite, on doit e´valuer
les contraintes a` la fin du pas de temps. Pour cela on line´arise comme suit :[
ψ(x1,t+h,x2,t+h)
]︸ ︷︷ ︸
δt+h
=
[
ψ(xfree1 ,x
free
2 )
]︸ ︷︷ ︸
δfree
+hJ1x
cor
1 + hJ2x
cor
2 (5.4)
Avec xcor1 et x
cor
2 e´tant le mouvement correctif des objets 1 et 2. C’est la force que l’on
cherche, et qui sera solution de l’e´quation (5.1). Pendant cette e´tape, on conside`re que
b1 = b2 = 0, ce qui va nous permettre de ne conside´rer que les points en contact. Ainsi,
lorsque l’on remplace (5.1) dans (5.4), on obtient :
δt+h = δ
free + h
[
J1A
−1
1 J
T
1 + J2A
−1
2 J
T
2
]︸ ︷︷ ︸
W
λ (5.5)
ou` W est appele´ l’ope´rateur de Delasus , qui de´crit les connexions me´caniques dans l’espace
5.2. CALCUL DE LA RE´PONSE AUX CONTACTS 131
des contacts. Sa structure est dense, mais elle est ge´ne´ralement beaucoup plus petite que
A, puisque sa dimension est e´gale au nombre de contraintes.
L’e´quation (5.5) comporte deux inconnues, qui sont δt+h (les distances de pe´ne´tration a` la
fin du pas de temps), et λ (les forces a` appliquer aux nœuds pour re´soudre les contraintes).
Nous re´solvons ce proble`me en utilisant l’algorithme du Gauss-Seidel, qui ve´rifie de fac¸on
ite´rative chacune des contraintes contenues ψ, et applique une correction en fonction de
son e´tat (active ou non). Nous obtenons a` la fin λ qui satisfait la loi de Signorini Duriez
et al. (2006), nous de´taillerons cet algorithme dans la section 5.2.3.
Mouvement contraint Lorsque la valeur de λ est disponible, il ne contient des valeurs que
sur les points en contact. Il est alors ne´cessaire de repasser dans l’espace de de´formation,
pour obtenir le de´placement de l’objet. Cette e´tape est appele´e mouvement contraint :
x1,t+h = x
free
1 + hx
cor
1 avec x
cor
1 = A
−1
1 J
T
1λ
x2,t+h = x
free
2 + hx
cor
2 avec x
cor
2 = A
−1
2 J
T
2λ
(5.6)
On obtient finalement la solution du proble`me initial, et on peut en de´duire la position
des objets qui respectent toutes les contraintes. On peut de´marrer un nouveau pas de
temps, sans aucune interpe´ne´tration.
En revanche, pour calculer les e´quations (5.6) et (5.5), nous avons fait appel a` l’inverse
du syste`me A−1, et on sait que cette ope´ration est consommatrice de temps de calcul.
Cette me´thode a alors e´te´ utilise´e pour les mode`les line´aires, ou` l’inverse de la matrice est
facile a` connaˆıtre puisqu’elle peut eˆtre pre´-calcule´e. Cependant, on ne peut pas transposer
cette me´thode aux mode`les non line´aires car la matrice change a` chaque pas de temps.
De meˆme, les modifications topologiques sont difficiles a` re´aliser en temps re´el. Certaines
solutions ont e´te´ propose´es pour mettre a` jour une matrice de rigidite´ pre´-inverse´e Lee
et al. (2005), mais ils n’adressent que le mode`le line´aire.
Malgre´ tout, Saupin et al. (2008b) ont montre´ qu’il est possible d’utiliser une approxi-
mation de l’inverse du syste`me, pour re´soudre les contacts. En effet, cela conduit a` une
approximation dans l’e´valuation du couplage me´canique liant les contacts. Or, comme on
ne modifie pas les lois de contacts, on garantit la non-interpe´ne´tration des objets a` la fin
du pas de temps. La plus extreˆme des approximations consiste alors a` ne conside´rer que la
diagonale de la matrice. Les contacts seront alors corrige´s sans liaison me´canique, ce qui
me`ne a` des configurations fausses (on pourra par exemple de´former un partie tre`s dure
aussi facilement qu’une partie moins rigide). L’e´valuation d’une matrice inverse ou d’une
matrice inverse approche´e est un proble`me difficile qui a de´ja` fait l’objet de nombreuses
e´tudes pour le calcul de pre´conditionneurs. En ge´ne´ral, les meilleurs pre´-conditionneurs
cherchent a` tirer partie des spe´cificite´s des mode`les.
Me´thode de Compliance Warping
Pour le mode`le co-rotationnel, nous pouvons obtenir une bonne approximation de la ma-
trice A−1 en utilisant l’inverse de la matrice dans la configuration au repos A−10 . Saupin
et al. (2008b), ont propose´ la me´thode de compliance warping , qui est inspire´e directement
de la formulation du mode`le co-rotationnel. Au de´but de la simulation, la matrice A−10 est
pre´-calcule´e, puis un ensemble de rotation (depuis la forme au repos jusqu’a` la forme ac-
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tuelle) sont e´value´es a` chaque pas de temps. Les rotations sont calcule´es inde´pendamment
sur chaque nœud, en utilisant les me´thodes que nous avons pre´sente´e dans la section 2.5.2.
On obtient alors une bonne approximation de la matrice de compliance C ≈ hA−1 en
utilisant l’e´quation suivante :
C = hRA−10 R
T (5.7)
Ou` R est une matrice diagonale par bloc 3 × 3, qui rassemble les rotations associe´es a`
chaque nœud1. Cette simplification permet d’acce´le´rer de manie`re significative le calcul
puisqu’il est possible de tirer partie du faible taux de remplissage R (matrice diagonale),
et surtout de J (matrice creuse). En effet, pour obtenir W, on doit calculer le produit
JCJT pour chaque objet. On peut proce´der en deux temps :
1. S = CJT
2. W = JS
Meˆme si S est en the´orie une matrice dense, on se rend compte que pour calculer le
second produit, nous n’utiliserons pas toutes les colonnes de S. On peut donc se contenter
de ne calculer que les colonnes de S qui nous inte´ressent, c’est-a`-dire l’union de toutes les
colonnes de J qui contiennent au moins une valeur non nulle (voir Saupin et al. (2008b)).
E´videmment cette solution est tre`s inte´ressante, mais elle pre´sente tout de meˆme quelques
limitations. La plus e´vidente est qu’elle empeˆche toute mise a` jour de la topologie, puis-
qu’elle repose sur l’inversion de la matrice dans l’e´tat initial. L’autre limitation importante
concerne le stockage de la matrice inverse, qui est une matrice dense. Ainsi, cette me´thode
limite sensiblement le nombre de nœuds pouvant eˆtre simule´s, non pas pour une question
de performance, mais plutoˆt pour une question de stockage me´moire.
Contacts frottants
Le frottement de Coulomb implique de ge´rer des forces supple´mentaires, tangentielles aux
points de contact. On les de´finit ge´ne´ralement dans une base de 3 vecteurs orthogonaux
{~n, ~t1, ~t2}). La composante selon la normale ~n permet de calculer la force pour sortir
les objets de l’interpe´ne´tration, alors que les forces tangentes selon ~t1 et ~t2, de´finissent le
frottement.
Plusieurs articles de´crivent comment e´tendre la me´thode a` une formulation en LCP, afin
d’inclure et de re´soudre les frictions (voir, par exemple Anitescu et al. (1999) et Jourdan
et al. (1998)). Le premier utilise une discre´tisation de la pyramide du coˆne de frottement
pour formuler le proble`me comme un LCP Baraff (1991); Milenkovic et Schmidl (2001).
Il est e´galement possible d’utiliser le coˆne exact (un proble`me de comple´mentarite´ non
line´aire) et de calculer la solution en utilisant une me´thode ite´rative Duriez et al. (2006).
Cette solution revient a` calculer l’ope´rateur de Delasus dans un repe`re lie´ a` chaque contact.
1On remarque que C n’est qu’une approximation de A−1. En effet, dans le mode`le co-rotationnel on utilise les rotations
pour “tourner” la rigidite´ locale de chaque e´le´ment (ce qui explique que A change a` chaque pas de temps). Ici, on pre´-inverse
la matrice assemble´e, et on e´value les rotations sur chaque nœud pour minimiser l’influence des non line´arite´s ge´ome´triques.
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Ainsi, en 3D on forme le proble`me suivant : δ~nδ ~t1
δ ~t2
 =
 W~n~n W~n~t1 W~n~t2W ~t1~n W ~t1 ~t1 W ~t1 ~t2
W ~t2~n W ~t2 ~t1 W ~t2 ~t2
 λ~nλ~t1
λ~t2
+
 δlibre~nδlibre~t1
δlibre~t2
 (5.8)
Ce qu’il est important de remarquer, c’est que la gestion de contacts avec frottement va
ge´ne´rer 3 lignes d’inconnues dans le Gauss-Seidel, alors qu’un contact sans frottement
sera traite´ par une seule e´quation.
Rendu haptique
Nous ne contribuerons pas sur la qualite´ du rendu haptique dans les simulations, et nous
utiliserons l’imple´mentation disponible dans SOFA. Le plus gros proble`me a` re´soudre est
que le rendu haptique ne´cessite un taux e´leve´ (de 300Hz a` 1000Hz) pour le calcul de
la force. Comme la simulation n’est ge´ne´ralement pas assez rapide, nous nous appuyons
sur la technique asynchrone pre´sente´e dans Saupin et al. (2008a), qui se´pare la boucle
haptique de la boucle de simulation.
Toutefois, la re´solution des contacts par LCP permet d’obtenir a` la fois un comportement
re´aliste et un retour haptique convaincant. En effet, il est e´vident que le calcul d’une force
correcte, et la gestion du frottement sont ne´cessaires pour pouvoir ge´ne´rer la force trans-
mise au pe´riphe´rique, mais le couplage me´canique joue e´galement un roˆle important dans
le retour tactile. On pourra par exemple ressentir les diffe´rentes rigidite´s d’un organe non
homoge`ne, et e´ventuellement les objets qui se trouvent derrie`re l’organe que l’utilisateur
manipule. En effet, le couplage me´canique entre les contacts nous permettra d’influencer
la force de re´ponse meˆme si on ne touche pas directement les objets. Ce rendu haptique
n’est possible qu’avec des me´thodes base´es sur la compliance.
5.2.3 Calcul de la re´ponse
D’une manie`re ge´ne´rale, un LCP est de´fini par les e´quations suivantes Murty (1997) :
w −Mz = q (5.9)
wi ≥ 0, zi ≥ 0 and wizi = 0 for all i (5.10)
Ou` z et w sont les inconnues du proble`me, alors que q est un vecteur connu, et M
une matrice dense. L’e´quation (5.9) ressemble a` un syste`me line´aire, mais elle doit eˆtre
re´solue en tenant compte de l’e´quation (5.10) qui de´finit une contrainte sur la solution.
Cette contrainte signifie simplement que toutes les valeurs de z et w sont positives ou
nulles, et pour chaque i soit zi, soit wi est e´gal a` 0. Ceci correspond exactement a` la loi
de Signorini, et il suffit de remplacer les termes de l’e´quation, par ceux du proble`me de
contact pour obtenir le syste`me suivant2 : δt+h = J1A
−1
1 J
T
1 + J2A
−1
2 J
T
2︸ ︷︷ ︸
W
λ+ δfree
0 ≤ δt+h ⊥ λ ≥ 0
(5.11)
2Notons que nous pre´sentons ici la version sans frottement
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La me´thode du Gauss-Seidel Barrett et al. (1994) a l’avantage de converger (relativement
lentement) vers une solution. Par ailleurs, en tant que solveur ite´ratif, on peut lui initialiser
le calcul avec une solution approche´e base´e sur la cohe´rence temporelle de la simulation
pour le faire converger plus vite. Ainsi, il pre´sente un bon candidat pour re´soudre les
proble`mes de type LCP. En effet, nous rappelons que cet algorithme consiste a` parcourir
ite´rativement une a` une chaque inconnue du syste`me. Pour chacune on met a` jour la
solution (changement d’e´tat ou calcul d’une nouvelle force), puis on utilise le re´sultat
calcule´ pour les inconnues suivantes dans la meˆme ite´ration.
L’algorithme sous-jacent est intrinse`quement se´quentiel, et difficile a` paralle´liser. Plu-
sieurs travaux ont cherche´ a` exploiter la parcimonie du syste`me pour en extraire du
paralle´lisme. On peut citer par exemple Koester et al. (1994) et Adams (2001) qui sont
base´s sur la coloration de graphes, et Bond (2006) qui cherche a` identifier des groupes
de contraintes inde´pendantes. L’ide´e principale est alors de rassembler ou dissocier des
groupes de contraintes inde´pendantes, qui peuvent eˆtre traite´s en paralle`le. Bien que cette
me´thode peut produire une acce´le´ration significative, elle repose sur la supposition d’un
faible taux de remplissage de W. Dans le cas de plusieurs groupes d’objets distants en
collisions, il est possible de construire de multiples petits LCP, et de les re´soudre en pa-
ralle`le. Cela supprime le besoin de synchronisation globale entre les re´solutions, et Kipfer
(2007) utilise cette technique pour exploiter efficacement tous les processeurs du GPU.
Cependant, dans nos simulations me´dicales, on simule ge´ne´ralement peu d’objets, mais qui
sont complexes et soumis a` de nombreux contacts. Ceci produit un syste`me e´troitement
couple´, et aucune de ces me´thodes ne peut en extraire du paralle´lisme.
Il a e´galement e´te´ propose´ de retirer des de´pendances entre les contraintes Renouf et al.
(2004). On modifie alors l’algorithme, et en conse´quence un plus grand nombre d’ite´rations
est ne´cessaire pour obtenir une pre´cision e´quivalente. En effet, si moins de de´pendances
sont respecte´es, cette solution ressemble alors a` l’algorithme de Jacobi. Ne´anmoins, plus
de paralle´lisme est exploitable meˆme dans les cas fortement contraints. Ainsi, avec un
grand nombre de processeurs, on peut espe´rer trouver une solution e´quivalente en un
temps plus court.
5.3 Paralle´lisation du Gauss-Seidel
La re´solution de nombreux contacts avec l’algorithme du Gauss-Seidel peut rapidement
devenir proble´matique. C’est pourquoi, nous proposons ici une paralle´lisation de cet algo-
rithme Courtecuisse et Allard (2009). Nous commenc¸ons par identifier ses de´pendances,
puis nous pre´senterons un ensemble de strate´gies de paralle´lisation, et les mettrons en
œuvre sur diffe´rentes architectures.
Nous nous plac¸ons dans un cas entie`rement couple´, ou` il est impossible d’extraire du
paralle´lisme en de´coupant la matrice. L’algorithme du Gauss-Seidel3 (voir l’algorithme 7)
est constitue´ d’une boucle principale qu’on effectue jusqu’a` convergence (ligne 1). Dans
chacune des ite´rations on parcourt chaque contrainte se´quentiellement, et on met a` jour
la force correspondante en e´valuant la contribution de toutes les autres contraintes (ligne
3Notons que l’algorithme pre´sente´ ne conside`re que la re´solution de contraintes unilate´rales. Cependant d’autres types
de proble`mes (contraintes bilate´rales, la friction, ...) peuvent eˆtre manipule´s en changeant les calculs dans les lignes 8 et 9,
la structure ge´ne´rale et les de´pendances de donne´es restent les meˆmes.
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repeat1
 = 02
for i = 1 to n do3
ti = 04
for j = 1 to n do5
if i 6= j then ti += aij ∗ xj6
x˜i = xi7
xi = −(bi + ti)/aii8
if xi < 0 then xi = 09
 = + |x˜i − xi|10
until  < converge11
Algorithme 7 : Algorithme du Gauss-Seidel algo-
rithme applique´ a` un LCP.
Fig. 5.1 – De´pendances de donne´es,
repre´sente´es ici par des fle`ches rouges.
5 et 6). Pour mettre a` jour la contribution i on utilise la force de l’ite´ration courante
pour toutes les contraintes plus petites que i, et la force de l’ite´ration pre´ce´dente pour
les autres contraintes. Ainsi, le calcul d’une ligne i exige le re´sultat de toutes les lignes
pre´ce´dentes.
5.3.1 Strate´gies de paralle´lisation
Afin d’exploiter les architectures massivement paralle`les, un grand nombre de taˆches
doivent eˆtre extraites. Ceci est difficile dans l’algorithme du Gauss-Seidel puisque chaque
contrainte doit eˆtre traite´e de manie`re se´quentielle. Dans la suite, nous allons de´crire
comment paralle´liser une ite´ration de la boucle principale de l’algorithme du Gauss-Seidel
applique´ a` n contraintes.
Paralle´lisations de base
Nous commencerons par pre´senter deux premie`res strate´gies de paralle´lisation qu’on peut
conside´rer triviales. Elles nous serviront de base pour proposer deux autres strate´gies plus
complexes, qui seront capables d’extraire un plus haut degre´ de paralle´lisme.
Paralle´lisation par lignes La boucle interne de l’algorithme 7 (ligne 5 et 6), calcule n
produits (chacun correspondant a` une colonne de la matrice du syste`me), qui peuvent
eˆtre e´value´s en paralle`le (voir figure 5.2a). Cependant, leurs re´sultats doivent ensuite eˆtre
assemble´s. Ce calcul est similaire a` un produit scalaire et peut eˆtre paralle´lise´ en utilisant
des approches classiques, comme une re´duction paralle`le (voir annexe C).
Pour mettre a` jour la contrainte correspondante, il est ne´cessaire d’attendre que le calcul
d’une ligne comple`te soit termine´e. Cela ne´cessite donc n synchronisations globales pour
chaque ite´ration (et en plus des synchronisations supple´mentaires pour les re´ductions
paralle`les). Entre les synchronisations globales, seules n taˆches paralle`les peuvent eˆtre
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lance´es, ce qui ne permet pas d’exploiter efficacement une architecture hautement paralle`le
comme un GPU.
Paralle´lisation par colonnes Il est possible d’e´liminer l’e´tape de re´duction paralle`le de
la strate´gie pre´ce´dente en cre´ant des groupes de taˆches correspondant aux colonnes (voir
figure 5.2b). En effet, pour la premie`re ite´ration on constate que les donne´es situe´es sur la
triangulaire supe´rieure de la matrice ne pre´sentent aucune de´pendances. On peut donc pre´-
calculer leurs accumulations sur CPU, et stocker le re´sultat dans un vecteur temporaire
de taille n. La force de la premie`re ligne peut alors eˆtre mise a` jour directement puisque
le vecteur temporaire contient toutes les contributions de la premie`re ligne. Une fois que
la force est mise a` jour, on peut alors ajouter dans le vecteur temporaire, toutes les
contributions de la premie`re colonne en paralle`le. Ceci nous permettra de mettre a` jour
la force de la seconde ligne apre`s une synchronisation.
Avec cette solution, on lance un groupe de calcul pour chaque colonne. Les threads tra-
vaillant sur les donne´es en dessous de la diagonale accumuleront les contributions de
l’ite´ration courante, alors que les autres threads travailleront sur les donne´es de la pro-
chaine ite´ration. Dans une meˆme colonne, chaque thread peut alors accumuler sa contri-
bution inde´pendamment des autres dans le vecteur temporaire, ce qui implique qu’il n’est
plus ne´cessaire d’utiliser de re´duction paralle`le. Cependant, cette strate´gie ne´cessite encore
n synchronisations globales, avec seulement n taˆches paralle`les entre elles.
(a) Paralle´lisation par lignes (b) Paralle´lisation par colonnes (c) Paralle´lisation par blocs de
colonnes
Fig. 5.2 – Sche´mas de paralle´lisation GPU : chaque rectangle repre´sente un groupe de taˆches de traitement
d’un sous-ensemble de la matrice du syste`me (16× 16 dans cet exemple).
Paralle´lisations avance´es
Les synchronisations globales sont tre`s couˆteuses sur les architectures hautement pa-
ralle`les. Cependant, si l’on ne cre´e qu’un seul groupe de travail, nous serons en me-
sure d’utiliser uniquement des synchronisations locales, mais on exploitera alors qu’un
faible pourcentage de notre architecture. Des synchronisations entre groupes sont alors
ne´cessaires, nous allons voir comment les minimiser.
Paralle´lisation par groupes de colonnes Une solution consiste a` remplacer un ensemble
de synchronisations globales par des synchronisations locales (qui ne peuvent eˆtre utilise´es
qu’au sein d’un meˆme bloc CUDA). En organisant nos n contraintes dans des groupes
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de m colonnes, on produit g = dn/me groupes. L’ide´e de base de cette paralle´lisation
est d’utiliser des synchronisations globales pour synchroniser les groupes de taˆches entre
eux, et des synchronisations locales pour synchroniser les threads a` l’inte´rieur de chaque
groupe.
En utilisant le sche´ma de paralle´lisation par colonnes au niveau des groupes, on identifie
alors deux taˆches bien distinctes, qui correspondent aux blocs4 a et b dans la figure 5.2c.
La premie`re taˆche consiste a` mettre a` jour les forces des contraintes du groupe, ce qui
correspond au calcul des donne´es sur le bloc diagonal de la matrice. Comme ces calculs
pre´sentent de fortes de´pendances, on n’utilise que m threads, qui seront synchronise´s par
des attentes locales. Ainsi, un premier thread met a` jour la nouvelle force, puis alterna-
tivement libe`re les m − 1 colonnes sur le bloc diagonal. En synchronisant les m threads
colonnes par colonnes, on peut alors mettre a` jour toutes les forces du groupe.
La seconde taˆche est plus facile a` paralle´liser. Elle consiste a` accumuler les contributions
partielles de toutes les colonnes (hors diagonale) du groupe. On peut alors lancer un maxi-
mum de m(n−m) threads, ce qui repre´sente assez de travail pour exploiter efficacement le
processeur paralle`le. On remarque toutefois que tous les threads d’une meˆme ligne doivent
accumuler leur contribution au meˆme endroit, ce qui peut se faire soit avec des re´ductions
paralle`les (voir annexe C), soit en utilisant plusieurs vecteurs temporaires.
Graˆce a` ce de´coupage, seules 2g synchronisations globales sont requises par cette strate´gie.
De plus, bien que la premie`re e´tape ne cre´e que m des taˆches paralle`les, la deuxie`me e´tape
permet de lancer m(n−m) taˆches en paralle`les. Or, a` mesure que la dimension du syste`me
grandit, le temps de calcul de la seconde taˆche paralle`le devient dominant.
Paralle´lisation suivant le graphe des de´pendances En organisant les calculs en groupes on
a pu re´duire le nombre de synchronisations globales, mais elles restent ne´cessaires. Ainsi,
si on souhaite supprimer comple`tement les synchronisations globales, un autre type de
synchronisation doit eˆtre utilise´ pour assurer un ordre de calcul correct.
En analysant le graphe de de´pendances, on constate qu’a` un moment donne´, un seul
groupe de forces peut eˆtre mis a` jour. Ainsi, on peut utiliser un compteur en me´moire
partage´e counter qui stocke le nombre de blocs diagonaux qui ont de´ja` e´te´ traite´s. De
ce compteur, nous pouvons en de´duire implicitement si un bloc diagonal ajj a de´ja` e´te´
mis a` jour, afin de commencer le traitement d’un e´le´ment aij pour l’ite´ration iter de
l’algorithme :
counter > dn/me(iter − 1) + bj/mc, for j > i (5.12)
counter > dn/meiter + bj/mc, for j < i (5.13)
L’e´quation (5.12) exprime les de´pendances vers des blocs de la partie triangulaire
supe´rieure de la matrice (ou` les valeurs de l’ite´ration pre´ce´dente sont utilise´es). Alors
que (5.13) se rapporte a` des blocs dans la partie triangulaire infe´rieure de la matrice
(exigeant des valeurs mises a` jour lors de l’ite´ration courante). Si le mate´riel fournit suffi-
4Attention, il ne faut pas confondre la notion de bloc de donne´es pour une matrice avec la notion de bloc CUDA qui
permet de regrouper des calculs sur le GPU (voir section 2.6). En re`gle ge´ne´rale, nous parlerons de groupes pour de´signer
un ensemble de donne´es traite´es en paralle`le, alors que nous parlerons de bloc CUDA pour de´signer un ensemble de threads
s’executant sur le GPU.
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Data :  // shared current residual
repeat1
 = 02
for jg = 0 to g − 1 do3
ig = jg // (a) block on the diagonal4
parfor it = 1 to m do5
i = igm+ it6
for jt = 1 to m do7
j = jgm+ jt8
if i = j then9
x˜i = xi10
xi = −(bi + ti)/aii11
if xi < 0 then xi = 012
ti = 013
 = + |x˜i − xi|14
else15
ti = ti + aij ∗ xj16
barrier17
global barrier18
parfor (it, jt) = (1, 1) to (n−m,m) do19
i = it // (b) non-diagonal blocks20
// skip block on the diagonal
if it ≥ jgm then i = it +m21
j = jgm+ jt22
ti = ti + aij ∗ xj23
until  < converge24
Algorithme 8 : Paralle´lisation d’une ite´ration de la
boucle externe dans la me´thode de Gauss-Seidel, avec
un de´coupage en groupes de colonnes. Selon l’architec-
ture mate´rielle, chaque parfor sera traduit en groupes de
threads exe´cute´s en paralle`les, ou exe´cute´s comme de
petites boucles sur un processeur donne´.
Data :  // shared current residual
Data : counter = 0 // shared atomic counter
parfor (iter, ig) = (0, 0) to (g − 1, itermax − 1) do1
parfor it = 1 to m do2
i = igm+ it3
ti = 04
for jg = ig + 1 to g − 1 do5
// (a) blocks after the diagonal6
wait(counter > (iter − 1) ∗ g + jg)
parfor (i, j) = (1, 1) to (m,m) do7
(i, j) = (igm+ it, jgm+ jt)8
ti = ti + aij ∗ xj9
for jg = 0 to ig do10
// (b) blocks before the diagonal11
wait(counter > iter ∗ g + jg)
parfor (it, jt) = (1, 1) to (m,m) do12
(i, j) = (igm+ it, jgm+ jt)13
ti = ti + aij ∗ xj14
if counter = itermax ∗ g then return 15
jg = ig // (c) block on the diagonal16
if ig = 0 then  = 017
for it = 1 to m do18
i = igm+ it19
parfor jt = 1 to m do20
j = jgm+ jt21
if i 6= j then ti = ti + aij ∗ xj22
x˜i = xi23
xi = −(bi + ti)/aii24
if xi < 0 then xi = 025
 = + |x˜i − xi|26
// notify blocks waiting on this value
if (ig = g − 1) and ( < converge) then27
counter = itermax ∗ g28
else29
counter = iter ∗ g + ig30
Algorithme 9 : Paralle´lisation de la me´thode de Gauss-
Seidel en utilisant un compteur atomique pour s’assurer
que l’ordre des calculs respecte les de´pendances.
samment de garantie quant a` la lecture atomique de ce compteur, on peut l’utiliser pour
synchroniser les groupes. C’est-a`-dire que si un thread e´crit une nouvelle valeur sur le
compteur pendant que d’autres le lisent, ces derniers obtiendront soit l’ancienne valeur,
soit la nouvelle, mais pas une composition binaire des deux. Or, puisqu’un seul bloc dia-
gonal ne peut eˆtre calcule´ a` la fois, alors un seul bloc CUDA peut e´crire sur le compteur
a` un instant donne´.
La strate´gie de paralle´lisation consiste alors a` lancer un nombre fixe de groupes, et a` les
re´partir de fac¸on round-robin sur le multiprocesseur. C’est-a`-dire que chaque bloc CUDA
calcule plusieurs lignes diffe´rentes qui sont de´termine´es par le nume´ro du groupe et de
l’ite´ration de l’algorithme. Avant de calculer un bloc, on ajoute une boucle d’attente base´e
sur le compteur partage´, qui va garantir le respect des de´pendances. E´videmment, cette
boucle d’attente va introduire des retards importants dans les calculs. Toutefois, si tous
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les groupes sont exe´cute´s a` la meˆme vitesse, ils garderont un de´calage constant apre`s
la premie`re diagonale calcule´e, et ils devraient rarement avoir a` attendre les uns apre`s
les autres (voir figure 5.3c). L’algorithme re´sultant est de´taille´ dans l’algorithme 9, et la
se´quence de calcul est illustre´e dans la figure 5.3b.
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Fig. 5.3 – Paralle´lisation du Gauss-Seidel en utilisant un compteur atomique, applique´ a` une matrice de
8 × 8 bloc. (a) Graphe d’exe´cution avec 4 processeurs (fle`ches horizontales) et de´pendances de donne´es
(fle`ches verticales). (b) Ordre d’exe´cution sur 4 processeurs, en ne´gligeant les proble`mes latences. (c)
Ordonnancement des calculs sur chaque processeur au cours du temps pour la premie`re ite´ration.
5.3.2 Imple´mentation sur architectures paralle`les
Nous avons e´value´ les performances et l’e´volutivite´ des algorithmes sur diffe´rentes ar-
chitectures. Nous pre´sentons maintenant deux imple´mentations diffe´rentes, l’une sur un
processeur multi-cœurs et l’autre sur un GPU en utilisant CUDA.
Imple´mentation GPU en utilisant CUDA Pour chaque groupe de taˆches repre´sente´s sur
la figure 5.2, plusieurs blocs CUDA sont exe´cute´s. Chaque bloc CUDA contient 64 threads
pour les 3 premie`res strate´gies, et 16× 16 threads pour l’approche base´e sur le graphe de
de´pendance. Chaque thread ge`re un e´le´ment de la matrice du syste`me, et les synchroni-
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sations globales sont assure´es par diffe´rents appels de kernels.
Pour imple´menter la strate´gie base´e sur les groupes de colonnes, nous avons utilise´ des
groupes de m = 64. Le premier kernel qui correspond a` l’e´tape (a) de la figure 5.2c, est
exe´cute´ avec un seul bloc CUDA, contenant 64 threads. Les threads re´alisent une boucle
sur les 64 contraintes, et sont synchronise´s a` chaque ite´ration en utilisant la primitive
syncthread (synchronisation locale). Le second kernel (l’e´tape (b)), est exe´cute´ avec
n−64 blocs CUDA, chacun contenant 64 threads. Chaque bloc CUDA calcule une ligne de
la matrice, et chaque thread e´crit l’accumulation partielle qu’il a calcule´ dans des vecteurs
temporaires diffe´rents. Bien que le premier kernel soit seulement en mesure d’exploiter
un seul multi-processeur, les calculs exe´cute´s par le second kernel dominent le temps de
calcul si la taille de la matrice est grande.
La strate´gie base´e sur le graphe de de´pendance, permet de supprimer toutes les synchro-
nisations globales, elle est donc mise en œuvre par une seule invocation de kernel. Chaque
ite´ration de la boucle principale (ligne 1 de l’algorithme de 9) est exe´cute´e par des blocs
CUDA de 16× 16 threads. Pour minimiser l’impact des boucles d’attente, un seul thread
du bloc CUDA lit le compteur en me´moire partage´e, pendant que les autres l’attendent
dans un syncthread. Quand la de´pendance est satisfaite, le thread principal copie la
valeur du compteur dans une variable en me´moire locale (qui est visible rapidement par
tous les threads d’un meˆme bloc CUDA), puis libe`re les autres threads en entrant dans le
syncthread. Ainsi, l’avantage est qu’un seul thread re´alise des lectures en me´moire glo-
bale, ce qui limite l’impact sur la bande passante. De plus, comme plusieurs blocs CUDA
sont exe´cute´s en paralle`le il est fre´quent que la valeur obtenue dans une boucle satisfasse
les de´pendances de plusieurs groupes. Dans ce cas, seul une synchronisation locale sera
ne´cessaire, et il ne sera pas utile de relire le compteur dans la boucle d’attente.
Toutefois, pour mesurer l’impact lie´ aux boucles d’attente, nous avons imple´mente´ et teste´
trois variantes :
1. graph : Qui correspond a` ce que nous venons de pre´senter, le premier thread de
chaque bloc CUDA exe´cute les boucles d’attente pendant que les autres threads du
bloc sont bloque´s dans un syncthread.
2. graph-2 : Pendant la boucle d’attente, si apre`s avoir lu le compteur partage´ la
de´pendance n’est pas satisfaite, alors tous les threads commencent a` accumuler les
contributions des lignes suivantes (qui seront affecte´s au multiprocesseur). Ceci est
e´quivalent a` traiter deux groupes de forces en meˆme temps avec le meˆme multipro-
cesseur5.
3. relaxed : Les boucles d’attente sont tous simplement ignore´es. Cela change la
se´mantique de l’algorithme comme pre´sente´ dans Renouf et al. (2004), mais garantit
que tous les processeurs calculent a` pleine vitesse.
Contrairement aux paralle´lisations traditionnelles sur GPU (ou` l’objectif est de lancer un
maximum de blocs pour extraire le maximum de paralle´lisme), notre approche ne nous
permet pas de lancer un plus grand nombre de taˆches que le nombre de blocs CUDA qui
5Cependant, il est important de donner une priorite´ plus grande pour la premie`re ligne, car d’autres groupes peuvent eˆtre
en attente du calcul de sa diagonale. Ainsi, apre`s chaque accumulation dans la seconde ligne, la de´pendance de la premie`re
contrainte doit eˆtre re´-e´value´e.
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peuvent eˆtre exe´cute´s simultane´ment par le GPU. En effet, comme un bloc CUDA est
exe´cute´ sans interruption sur le GPU, nous ne pouvons pas nous permettre d’attendre le
re´sultat des taˆches qui ne sont pas encore lance´es (sous peine de tomber dans une attente
infinie). Il est donc impe´ratif de limiter le nombre de bloc CUDA au nombre maximum
pouvant eˆtre exe´cute´s simultane´ment par les multiprocesseurs. Cependant, cette valeur est
difficile a` e´valuer puisqu’elle de´pend directement du mate´riel. Il faut l’ajuster en fonction
du nombre de multiprocesseurs sur le GPU, mais e´galement en fonction de la consomma-
tion me´moire du kernel. En effet, on sait que les GPU peuvent exe´cuter plusieurs blocs
simultane´ment sur un meˆme multiprocesseur, tant que la consommation me´moire de tous
les blocs n’exce`de pas celle disponible.
Imple´mentation pour processeur Multi-threads Nous avons imple´mente´ sur CPU la
strate´gie base´e sur le graphe de de´pendances de manie`re similaire a` la version GPU. Ce-
pendant, tant que le nombre de cœurs de calcul reste relativement petit, cela ne ne´cessite
l’extraction que de quelques taˆches en paralle`le. En conse´quence, chaque processus effectue
deux boucles imbrique´es pour calculer une a` une les valeurs du groupe (ce qui correspond
approximativement a` tous les threads exe´cute´s dans un bloc CUDA). Ainsi, les synchro-
nisations locales ne sont pas ne´cessaires, et les synchronisations globales sont traite´es a`
l’aide de barrie`res disponibles via de nombreuses librairies paralle`les (nous avons utilise´
la librairie boost).
Nous avons e´galement e´value´ notre algorithme sur une architecture pre´sentant des temps
d’acce`s me´moire non uniformes (NUMA). En effet, les plate-formes de grandes envergures
tendent de plus en plus a` eˆtre compose´es de plus d’un processeur, que ce soit au sein de
la meˆme machine, ou de fac¸on distribue´e. La diffe´rence pour cette architecture concerne
l’e´tape d’initialisation, ou` chaque thread alloue et copie les parties de la matrice sur
laquelle il va travailler, afin d’assurer une localite´ et des temps d’acce`s optimaux. Il faut
pour cela s’assurer que l’association des taˆches de fac¸on round-robin affecte toujours le
calcul d’une meˆme ligne au meˆme processeur, quitte a` ce que certains cœurs de calcul
n’aient pas de donne´es a` traiter a` la fin de la matrice.
5.3.3 Mesures de performances
Nous avons mesure´ le temps requis pour re´soudre des LCP de diffe´rentes tailles, par
rapport a` une re´fe´rence de base exe´cute´e se´quentiellement sur CPU. Les architectures
suivantes ont e´te´ utilise´es :
– Un dual -core Intel R©CoreTM2 Duo CPU E6850 a` 3.00 GHz (2 cœurs au total)
– Un quad -core Intel R©CoreTM2 Extreme CPU X9650 a` 3.00 GHz (4 cœurs au total)
– Un bi quad -core Intel R©CoreTM2 Extreme CPU X9650 a` 3.00 GHz (8 cœurs au total)
– Un octo dual-core AMD R©OpteronTM Processor 875 a` 2.2 GHz (16 cœurs au total)
– Une NVIDIA R©GeForceTM GTX 280 GPU at 1.3 GHz (30, multiprocesseurs de 8-cœurs,
soit 240 cœurs au total)
Les architectures Intel utilisent toutes une disposition de me´moire uniforme, tandis que
le processeur octo dual-core fait partie des architectures NUMA, avec 4 plages me´moire
de 8 Go de RAM, reliant chacune une paire de processeur.
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Fig. 5.4 – Mesures des temps de calcul sur les diffe´rentes architectures CPU paralle`les, compare´e a`
l’algorithme se´quentiel sur un seul cœur.
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Fig. 5.5 – Mesures du temps de calcul sur le GPU, compare´ a` l’algorithme se´quentiel sur processeur.
Pour mesurer les performances, nous avons fixe´ a` 100 le nombre d’ite´rations de l’algorithme
du Gauss-Seidel, quelle que soit la qualite´ de la solution. Cependant nous maintenons les
synchronisations et transferts vers le CPU car ils sont ne´cessaires pour de´terminer (en
fonction de l’erreur commise par la solution actuelle) si l’algorithme doit eˆtre poursuivi.
Dans une application re´elle, si l’algorithme converge rapidement les temps de calcul seront
infe´rieurs a` ceux pre´sente´s ici.
Les figues 5.4 et 5.5 pre´sentent les facteurs d’acce´le´ration mesure´es pour chaque archi-
tecture compare´s a` l’imple´mentation mono-thread se´quentiel. Sur toutes les architectures
a` base de CPU, on observe un speedup “super-line´aire”6 (jusqu’a` 6× sur quad, 18×
sur biquad, et 28 × sur octo) pour des matrices de taille 2000 × 2000. Il peut eˆtre ex-
plique´ par le fait que des matrices de cette taille ne peuvent plus contenir dans le cache
d’un seul processeur, mais toujours dans le cache de plusieurs processeurs. Dans cette
gamme de taille de matrice, la strate´gie base´e sur le graphe de de´pendances est capable
d’atteindre les meilleures performances. Quand la taille de la matrice augmente, le bus
6Une acce´le´ration plus grande que le nombre de processeurs paralle`les.
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Fig. 5.6 – Nombre d’ope´rations par seconde re´alise´es sur chaque architecture.
me´moire devient le goulot d’e´tranglement, et la machine bi-quad, est a` peine plus rapide
que la paralle´lisation avec 2 threads. Seuls les syste`mes NUMA comme octo sont capables
d’atteindre de meilleures performances car ils posse`dent plusieurs bancs me´moires qui ont
chacun leur bande passante. L’acce´le´ration se stabilise autour de 6× pour la strate´gie axe´e
sur les graphes, ce qui est proche du speedup optimal (le mate´riel posse`de 8 processeurs).
Sur GPU, les paralle´lisations row et col ne sont pas en mesure de re´ellement exploiter
les unite´s de calculs disponibles. Le bloc algorithme surpasse l’imple´mentation CPU de
re´fe´rence, pour des matrices de plus de 1400 × 1400, mais elle ne peut pas re´ellement
l’ame´liorer puisque le speedup est de 2, 5× pour des calculs en simple pre´cision et de
3, 4× en double pre´cision. La premie`re imple´mentation de la paralle´lisation graphe per-
met d’atteindre des performances similaires pour les matrices de petites tailles. Il devient
ensuite plus rapide pour des proble`mes de grandes tailles, atteignant une acce´le´ration
de 10× en simple pre´cision sur une matrice de taille 10000 × 10000, et 9, 5× en double
pre´cision. La version graphe-2 algorithme, qui commence a` calculer la ligne suivante pen-
dant une synchronisation globale, est en mesure d’ame´liorer les performances de pre`s de
10% en simple pre´cision pour des matrices de taille 8500 × 8500, mais il devient alors
moins efficace pour les grandes matrices. Par rapport a` la version relaxed de l’algorithme,
nous pouvons voir que les surcouˆts ge´ne´raux lie´s aux controˆles des de´pendances restent
tre`s importants.
Finalement, le nombre d’ope´rations effectue´es par seconde est re´sume´ pour toutes les ar-
chitectures dans la figure 5.6. Pour des matrices de petites tailles, les versions paralle`les
sur CPU sont extreˆmement rapides, le maximum des performances est atteint pour une
taille de 2800× 2800 en simple pre´cision et 2300× 2300 en double pre´cision. Le GPU est
capable de surpasser toutes les imple´mentations paralle`les sur CPU pour des matrices de
grandes tailles, car les GPU posse`dent une plus grande bande passante me´moire. Cepen-
dant, elles restent moins performantes que la version se´quentielle pour les matrices tre`s
petites.
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En conclusion, on peut dire qu’en fonction de la taille du proble`me, notre me´thode de
paralle´lisation permet d’obtenir une acce´le´ration significative sur les diffe´rentes architec-
tures. En particulier, si le proble`me est de tre`s grande taille, la paralle´lisation GPU permet
de maintenir des performances proches du temps re´el. Pour la suite du document, nous
allons pre´senter l’autre aspect de la proble´matique en pre´sentant des contributions pour
calculer rapidement l’ope´rateur de Delasus que nous avons utilise´ ici.
5.4 Calcul de la compliance sur GPU pour mode`les spe´cifiques
L’algorithme du Gauss-Seidel, n’est pas le seul point bloquant dans l’e´tape de re´solution
des contacts. En effet, la construction d’un LCP dont la taille serait du meˆme ordre
que ce que nous venons de pre´senter, soule`ve d’autres proble`mes plus importants. En
effet, on a vu que pour poser le LCP, on avait besoin de calculer W, qui ne´cessite de
connaˆıtre l’inverse du syste`me, ce qui demande un calcul encore plus complexe. On va ici
pre´senter un ensemble de contributions qui ont e´te´ en partie publie´es dans Courtecuisse
et al. (2011c). On va d’abord proposer une optimisation pour le calcul de structure line´ique
(maillage de poutres en se´rie) Ensuite, on pre´sentera une paralle´lisation de la construction
de W. Enfin, on proposera une optimisation pour les mode`les volumiques co-rotationnels,
notamment pour ge´rer les changements topologiques.
5.4.1 Inverse d’une matrice bloc tri-diagonale sur GPU
Dans la section 2.5.1, nous avons pre´sente´ le mode`le de poutre, nous avons vu que la
matrice du syste`me produit une matrice Bande Tri-diagonale, dont l’inverse peut rapide-
ment eˆtre calcule´ avec l’algorithme de Thomas. Cet algorithme est e´quivalent a` trouver
une de´composition LU de la matrice, ce qui revient dans ce cas a` trouver les α et λ tels
que : 
a0 c0 0 0
b1 a1 c1 0
0 b2 a2 c2
0 0 b3 a3
 =

α0 0 0 0
b1 α1 0 0
0 b2 α2 0
0 0 b3 α3


1 λ0 0 0
0 1 λ1 0
0 0 1 λ2
0 0 0 1
 (5.14)
Ce calcul est tre`s efficace, puisqu’il pre´sente une complexite´ line´aire en nombre de nœuds.
Ainsi, meˆme si la matrice change a` chaque pas de temps on peut recalculer cette
de´composition en temps re´el7. Cependant, pour re´soudre les contacts, il faut calculer
explicitement les valeurs de A−1, qui est une matrice pleine. On peut faire cela assez
facilement a` partir de cette de´composition, en calculant successivement chaque ligne une
a` une Conte et Boor (1980). Ainsi, si n est le nombre de blocs de la matrice, l’inverse de
A−1 s’obtient avec l’e´quation (5.15), ou` chaque coordonne´e (i, j) correspond a` un bloc
de valeur (dont la taille de´pend du nombre de degre´s de liberte´ de chaque nœud, soit 6
valeurs pour le mode`le de poutre).
Le calcul est alors fortement se´quentiel, car les blocs sur la diagonale doivent eˆtre calcule´s
les uns apre`s les autres. De plus, pour calculer le bloc (i, j), il est ne´cessaire d’avoir calcule´
7E´videmment on peut e´galement utiliser cette factorisation pour calculer le mouvement libre des objets, et se passer de
l’algorithme du Gradient Conjugue´.
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
A−1i,j = λi ∗A−1i+1,j ∗ λti, si i < j
A−1i,j = αi + λi ∗A−1i+1,j+1 ∗ λti, si i = j
et j 6= n
A−1i,j = A
−1
j,i , si i > j
A−1i,j = αn, si j = n
(5.15)
Fig. 5.7 – Graphe de de´pendances pour le calcul de A−1. La diagonale est traite´e sur CPU, et seul le
calcul des blocs extra diagonaux est paralle´lise´ sur GPU.
tous les blocs diagonaux (k, k) tel que k >= i, ainsi que tous les blocs de la ligne (i, k)
tels que k > j. En d’autres termes, pour obtenir un e´le´ment sur une ligne il faut d’une
part avoir calcule´ le bloc diagonal correspondant, et d’autre part avoir calcule´ tous les
e´le´ments dont la colonne est plus grande que celle de l’e´le´ment conside´re´.
Paralle´lisation sur GPU
La premie`re remarque est que le calcul de la diagonale est une e´tape se´quentielle ou` les
blocs diagonaux sont calcule´s successivement, la mise a` jour d’un groupe servant au calcul
du suivant (voir figure 5.7). En revanche, une grande partie des de´pendances proviennent
du calcul de la diagonale, qui reste une ope´ration rapide puisqu’elle comporte peu de
valeur. Ainsi, nous avons choisi de calculer la diagonale sur CPU de fac¸on se´quentielle,
le re´sultat est ensuite e´crit dans un vecteur qui sera transfe´re´ sur le GPU. Ceci nous
permet de retirer toutes les de´pendances des blocs par rapport a` la diagonale, et on peut
maintenant calculer toutes les lignes en paralle`les.
Pour effectuer le calcul sur GPU, on raisonne par groupe de dimension t × t, ou` t est
e´gal au nombre de degre´s de liberte´ par nœud (6 pour le mode`le de poutres de´formables).
Notre strate´gie de paralle´lisation consiste a` affecter le calcul d’un groupe de t lignes
de la matrice, a` un bloc CUDA. Pour cela, chaque bloc CUDA contient t × t threads
qui vont chacun traiter une seule valeur par groupe de colonne. Chaque bloc CUDA
calcule alors se´quentiellement une ligne comple`te (mais aussi une colonne car la matrice
est syme´trique). Avec cette approche, on peut utiliser les synchronisations locales pour
synchroniser les threads d’un meˆme groupe de lignes. En effet, les synchronisations locales
sont ne´cessaires car pour de´marrer le calcul d’un nouveau groupe, il est important que
tous les threads aient termine´ de calculer le groupe pre´ce´dent sur la meˆme ligne.
Par ailleurs, on peut remarquer que le temps d’exe´cution des blocs n’est pas constant. En
effet, le calcul de la premie`re ligne comporte n−t valeurs, alors que le calcul de la dernie`re
n’en contient qu’une seule. Cependant, on se repose sur la fac¸on dont sont ordonne´es les
taˆches au sein du GPU, c’est-a`-dire que de`s qu’un multiprocesseur aura fini son travail, il
exe´cutera une des lignes suivantes de fac¸on transparente. Ainsi, le GPU va re´partir auto-
matiquement les calculs sur les multiprocesseurs, et on peut espe´rer occuper entie`rement
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le GPU si la matrice est grande. De plus, comme chaque bloc CUDA travaille sur des
donne´es diffe´rentes, cette paralle´lisation ne pose aucun proble`me d’e´criture concurrente.
5.4.2 Calcul de l’ope´rateur de Delasus sur GPU
Une fois A−1 disponible sur le GPU, la construction du LCP implique encore de calculer le
re´sultat de JiA
−1
i Ji
T pour chaque objet i. Ces calculs pourraient eˆtre paralle´lise´s par objet,
mais leurs re´sultats doivent eˆtre additionne´s pour obtenir W (voir e´quation 5.11). Ceci
va provoquer des conflits d’e´criture me´moire, et on ne peut donc pas calculer Wi en une
seule e´tape. Dans notre imple´mentation GPU, nous traitons les objets se´quentiellement.
Pour chaque objet i, nous calculons la matrice locale Wi puis nous sommons le re´sultat
dans la matrice finale W.
Par ailleurs, on a vu que J est une matrice tre`s creuse, et sa multiplication par A−1 peut
eˆtre optimise´e sur CPU, en ne calculant que les donne´es ne´cessaires (voir section 4.2.3).
Cependant, il est important d’effectuer ce calcul sur GPU, sous peine d’eˆtre oblige´ de
transfe´rer A−1 sur le CPU. Or, on sait que l’inverse du syste`me est une matrice pleine et
de grande taille, son transfert serait alors fortement pe´nalisant. L’utilisation de matrices
creuses sur GPU n’est toutefois pas une chose facile. La premie`re difficulte´ re´side dans le
fait de trouver une structure de donne´es adapte´es, qui permette de maximiser les lectures
aligne´es, sans augmenter de fac¸on conside´rable le stockage me´moire. Pour re´soudre ce
proble`me nous avons utilise´ le format Jagged Diagonal Barrett et al. (1994). Celui-ci est
constitue´ d’une matrice dense dont le nombre de lignes est e´gal8 au nombre de lignes
de J, mais le nombre de colonnes est e´gal au maximum de valeurs non nulles dans une
meˆme ligne. On stocke ensuite les valeurs non nulles en continues dans la structure Jagged
Diagonal, et pour chacune on aura alors besoin de retrouver l’indice de la colonne re´elle.
Pour cela, on utilise une deuxie`me matrice de meˆme taille, qui contient les indices des
colonnes (l’absence de donne´e est code´e par −1).
Pour calculer l’ope´rateur de Delasus sur GPU, nous utilisons deux kernels :
1. H = JA−1
2. W+ = HJT
ou` H est une matrice dense. E´videmment, pour minimiser les temps de calcul, il est
important d’utiliser la meˆme optimisation que sur CPU, en ne calculant que les colonnes
de H qui seront re´ellement utilise´es dans le second kernel. Pour cela on a besoin de
connaˆıtre l’union de toutes les colonnes non vides de J, et nous maintenons ce calcul
sur CPU.9 Pour le premier kernel, nous affectons un bloc CUDA pour le calcul de chaque
valeur de Hj,i, contenue dans l’union. Chacun des blocs comporte un ensemble de b threads
qui effectue un produit scalaire, entre une ligne de J et une colonne matrice de A−1. De
la meˆme manie`re, nous associons un bloc CUDA au calcul d’un e´le´ment de W. Ce kernel
est tre`s similaire au premier, a` l’exception que le premier thread de chaque bloc CUDA
accumule le re´sultat final dans la matrice W.
8Le stockage initial ne stocke pas les lignes vides, et pour cela il utilise un vecteur supple´mentaire pour retrouver les
nume´ros de lignes re´elles. Mais comme on sait que J ne contient pas de lignes non vides, les lignes de la structure Jagged
Diagonal correspondent a` celle de la matrice re´elle.
9En effet, la matrice J provient des informations de de´tections de collisions, et de transferts a` travers les mapping, qui
sont des ope´rations rapides et difficiles a` paralle´liser. La matrice J est initialement construite sur CPU, et aucun transfert
n’est ne´cessaire pour calculer l’union.
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5.4.3 Imple´mentation pour le mode`le co-rotationnel
L’avantage d’utiliser la me´thode de compliance warping Saupin et al. (2008b) pour
re´soudre les contacts, est que la matrice A−1 est pre´-calcule´e. Ainsi, meˆme si A0−1 est
calcule´e sur CPU, on n’aura besoin de la transfe´rer sur GPU qu’une seule fois. Seule l’ap-
plication des rotations doit eˆtre effectue´e a` chaque pas de temps pour obtenir W, mais
on peut re´organiser les calculs de la manie`re suivante :
W =
∑
h(JR)A0
−1(JR)T︸ ︷︷ ︸
WL
(5.16)
En pratique, l’application des rotations sur la matrice J a l’avantage de ne pas modifier
sa structure de donne´es. En effet, un contact frottant influence tous les degre´s de liberte´
d’un point, ce qui implique que J est constitue´e de sous blocs de donne´es 3× 3, pour un
objet en 3D. Or, comme R est une matrice bloc 3× 3 diagonale regroupant les rotations
de chaque nœud, le produit des deux matrices ne change pas la structure de J. On va
donc fonctionner en deux temps :
1. H = JR
2. W = W + hHA0
−1HT
Pour re´aliser le premier kernel, on transfert J sur GPU en utilisant la meˆme structure de
donne´e base´e sur la repre´sentation Jagged Diagonal (voir section 5.4.2). Pour la matrice
de rotation nous stockons ligne par ligne les valeurs non nulles dans un vecteur (on sait
qu’il y a 3 valeurs non nulles sur chaque ligne). On obtient alors une nouvelle matrice H,
avec la meˆme structure que J. On peut ainsi re´-utiliser exactement les meˆmes kernels que
ce que nous venons de pre´senter dans la section pre´ce´dente, et on obtient la matrice de
compliance sur GPU.
Mise a` jour en cas de de´coupe
L’inconve´nient majeur de la me´thode de compliance warping, est qu’elle ne permet pas
de simuler des ope´rations de changements topologiques. Nous proposons maintenant, une
solution pour e´tendre la me´thode de compliance warping a` la gestion des modifications
topologiques en temps re´el. Simuler une de´coupe ne´cessite de modifier le maillage de
l’objet, et en re´ponse de mettre a` jour toutes les matrices du syste`me. La me´thode propose´e
nous permet de calculer des forces de contacts cohe´rentes avec la de´coupe, qui prennent en
compte les changements topologiques. Nous supposons que les mises a` jour peuvent toutes
eˆtre repre´sente´es avec trois actions e´le´mentaires : la suppression d’e´le´ments, la subdivision
d’e´le´ments, et l’ajout d’e´le´ments. La figure 5.8 montre le processus que nous employons
pour ge´rer les modifications topologiques.
Pour le mouvement libre, nous avons vu que le gradient conjugue´ peut re´-e´valuer la raideur
des e´le´ments a` chaque pas de temps, et ainsi de ge´rer automatiquement les modifications
topologiques. Cependant, le mode`le de contact repose sur le pre´-calcul de la matrice de
compliance dans la configuration initiale. Si cette matrice n’est pas recalcule´e a` la suite
d’une de´coupe, alors on va constater que les contacts sur une partie de´coupe´e influencent
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Fig. 5.8 – Le maillage est coupe´, et la topologie est progressivement mise a` jour.
toujours les parties connecte´es avant la de´coupe. Cette matrice n’est donc plus valide et
elle doit eˆtre recalcule´e, mais un calcul direct est trop couˆteux pour eˆtre effectue´ en temps
re´el.
Nous exploitons ici le fait que les changements topologiques ne modifient que quelques
entre´es des matrices M0,B0 et K0. Nous proposons alors de mettre a` jour de fac¸on
incre´mentale aussi bien le syste`me initial que son inverse. Dans la suite, la matrice A
repre´sente la matrice du syste`me initial (A = A0), nous supprimons l’indice par souci de
clarte´.
Modification de la matrice du syste`me Une fois que la topologie de l’objet de´formable
est modifie´ par la de´coupe, nous mettons a` jour la matrice A
(i)
= (M(i) + hB(i) + h2K(i))
pour obtenir une nouvelle A
(i+1)
, ou` l’exposant i repre´sente la iie`me modification. Nous
de´finissons pour cela deux types de modification de la matrice A
(i)
:
– Une correction, qui implique une modification au cours de laquelle la taille de la matrice
reste constante.
– Une extension, qui implique une augmentation de la taille de la matrice.
Par conse´quent, la mise a` jour de la matrice A
(i+1)
peut eˆtre divise´e en quatre blocs :
A
(i+1)
=
[
A
(i+1)
11 A
(i+1)
12
A
(i+1)
21 A
(i+1)
22
]
(5.17)
Le bloc de la matrice A
(i+1)
11 a une dimension qui est exactement le meˆme que la matrice
A
(i)
, ce qui correspond a` la correction. Son calcul est re´alise´ en additionnant ou soustrayant
les contributions des e´le´ments ajoute´s ou supprime´s, de la matrice courante A
(i)
:
A
(i+1)
11 = A
(i)
+ GNGT (5.18)
ou` G, GT sont les matrices creuses de globalisation permettant de re´partir les nouvelles
rigidite´s dans le syste`me global. N est la matrice de correction qui est construite en addi-
tionnant la contribution des e´le´ments supprime´s et ajoute´s. La dimension de la correction
de la matrice N est proportionnelle au nombre de nœuds distincts touche´s par la sup-
pression et l’ajout d’e´le´ments, mais elle est ge´ne´ralement tre`s petite. En effet, comme le
processus de de´coupe se de´roule sur une longue pe´riode de temps, le nombre d’e´le´ments
modifie´s par pas de temps restent limite´s (voir section 5.4.4).
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Les matrices A
(i+1)
12 , A
(i+1)
21 , A
(i+1)
22 correspondent a` l’extension de la matrice pour intro-
duire dans le syste`me me´canique les nœuds nouvellement cre´e´s. La dimension de la matrice
carre´e A
(i+1)
22 , est proportionnelle au nombre de nœuds ajoute´s pendant la de´coupe, ce qui
est e´galement tre`s petit par rapport a` la dimension de la matrice A
(i)
. Les matrices A
(i+1)
12 ,
A
(i+1)
21 , sont quant a` elles creuses et de tailles mode´re´es. Leurs valeurs sont directement
obtenues par la formulation d’e´le´ments finis, que nous avons pre´sente´e dans le chapitre 2.
Mise a` jour de l’inverse Pour calculer la mise a` jour de la matrice inverse C
(i+1)
, en fonc-
tion de la matrice modifie´e A
(i+1)
, nous employons e´galement deux sortes d’algorithmes :
Le premier est une de´composition modulaire de l’inverse de la matrice de compliance, et
le second utilise la formule de Sherman-Morrison-Woodbury. On exprime la matrice de
compliance avec 4 sous blocs, comme pour la matrice du syste`me :
C
(i+1)
=
[
C
(i+1)
11 C
(i+1)
12
C
(i+1)
21 C
(i+1)
22
]
=
[
A
(i+1)
11 A
(i+1)
12
A
(i+1)
21 A
(i+1)
22
]−1
(5.19)
Si aucun nœud n’est ajoute´, alors il suffit de calculer C
(i+1)
, en utilisant la formule de
Sherman-Morrison-Woodbury :
(A
(i+1)
11 )
−1
= (A
(i)
+ GNGT )
−1
= C
(i) −C(i)G(N−1 −GC(i)GT︸ ︷︷ ︸
QA
)
−1
GTC
(i) (5.20)
Ou` C
(i)
est la matrice de compliance avant la de´coupe. Calculer Q−1A est relativement
rapide puisque sa dimension est e´gale au nombre d’e´le´ments ajoute´s, qui restent petits.
Si des nœuds sont ajoute´s, on exprime chaque composante de la nouvelle matrice de
compliance comme suit :
C
(i+1)
11 = (A
(i+1)
11 )
−1
+ (A
(i+1)
11 )
−1
A
(i+1)
12 Q
−1
C A
(i+1)
21 (A
(i+1)
11 )
−1
C
(i+1)
12 = (C
(i+1)
21 )
T
= −(A(i+1)11 )
−1
A
(i+1)
12 Q
−1
C
C
(i+1)
22 = Q
−1
C
(5.21)
Avec QC = (A
(i+1)
22 − A
(i+1)
21 (A
(i+1)
11 )
−1
A
(i+1)
12 ), qui est appele´ le comple´ment de Schu¨r
de A
(i+1)
11 . On constate alors que tous les blocs de la matrice de compliance peuvent
eˆtre obtenus a` partir de composants qui sont de´sormais connus. Suite a` une se´rie de
multiplications matricielles, on peut en de´duire la nouvelle matrice de compliance qui
tient compte de modifications topologiques. Ceci est faisable en temps re´el, tant que le
nombre d’e´le´ment modifie´ reste petit.
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Imple´mentation GPU
Le calcul de (A
(i+1)
)
−1
repose sur un ensemble d’ope´rations matricielles d’alge`bre line´aire.
Ces ope´rations pre´sentent un fort potentiel de paralle´lisme, et peuvent eˆtre imple´mente´es
efficacement sur des architectures paralle`les. Les matrices A
(i+1)
12 , A
(i+1)
21 , A
(i+1)
22 e´tant
creuses et tre`s rapides a` calculer, nous maintenons leur calcul sur CPU.
Mise a` jour avec Sherman-Morrison-Woodbury Cette e´tape est re´alise´e en e´valuant
d’abord la correction de matrice Q−1A sur le CPU. Cette matrice e´tant de petite taille, elle
peut eˆtre transfe´re´e a` un couˆt tre`s limite´ sur le GPU. En remarquant que GC
(i)
= C
(i)
GT
(en raison de la syme´trie de la matrice de compliance), on peut mettre a` jour (A
(i+1)
11 )
−1
,
en utilisant trois kernels comme suit (voir e´quation 5.20) :
1. S = C
(i)
G
2. T = SQ−1A
3. (A
(i+1)
11 )
−1
= C
(i) −TST
Bien que les deux premie`res e´tapes pourraient eˆtre calcule´es sur le CPU en raison du
petit nombre de donne´es, une version GPU a l’avantage d’e´viter des transferts entre
CPU et GPU. Le premier kernel, repose sur une multiplication de matrice dense par une
matrice creuse, et nous utilisons un format de donne´es proche du CRS (voir section 3.2.1)
pour stocker G. La matrice T est une matrice dense, et le dernier kernel correspond
au calcul le plus couˆteux dans l’ensemble de la me´thode pre´sente´e dans cette section. Il
faut donc l’imple´menter de fac¸on optimise´e, c’est pourquoi nous avons utilise´ la routine
cublasSgemm de (CUBLAS) qui correspond exactement a` ce calcul.
Mise a` jour de la compliance Lorsque des e´le´ments sont ajoute´s, nous commenc¸ons par
calculer Q−1C sur CPU dans une petite matrice qui sera ensuite transfe´re´e sur GPU. On
utilise ensuite un premier kernel qui calcule Y = A
(i+1)
21 (A
(i+1)
11 )
−1
. Comme pre´ce´demment,
ces ope´rations pourraient eˆtre re´alise´es sur CPU car les matrices ajoute´es sont creuses,
mais le fait d’utiliser un kernel permet de ne pas transfe´rer (A
(i+1)
11 )
−1
. Nous pouvons
finalement mettre a` jour la matrice de compliance au moyen de trois kernels GPU :
1. X12 = YA
(i+1)
12 Q
−1
C
2. X11 = (A
(i+1)
11 )
−1
+ X12 A
(i+1)
21 Y
3.

C
(i+1)
11 = X11
C
(i+1)
12 = (C
(i+1)
21 )
T
= −X12
C
(i+1)
22 = Q
−1
C
Notons que dans ce calcul, nous avons besoin d’une matrice temporaire X11, qui est de
la meˆme taille que (A
(i+1)
11 )
−1
. Ainsi, meˆme si on s’attend a` obtenir des temps de calcul
faibles, la consommation me´moire va limiter le nombre de nœuds que nous pouvons simuler
(nous avons estime´ la limite a` environ 2000 nœuds).
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5.4.4 Re´sultats
Nous e´valuons maintenant les performances des me´thodes pre´sente´es dans cette section.
Inverse d’une matrice BTD sur GPU Tout d’abord, nous pre´sentons les temps de calcul
pour obtenir l’inverse d’un matrice bande tri-diagonale sur GPU (voir section 5.4), afin de
calculer les contacts sur le mode`le de poutre. Nous avons compare´ les temps de calcul sur
diffe´rents GPU, a` une imple´mentation se´quentielle sur CPU. Les processeurs graphiques
e´tant des Geforces GTX 295, 480 et 580, alors que le CPU e´tait un Intel(R) Core(TM) i7
CPU 950 @ 3.07GHz.
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(b) Speedup en fonction de la taille de la matrice
Fig. 5.9 – Comparaison des temps de calcul pour le calcul de l’inverse d’une matrice bande Tri-Diagonale
sur GPU, en fonction de la dimension de la matrice.
Les temps de calcul pre´sente´s en figure 5.9a ont e´te´ re´alise´s en faisant varier le nombre
de nœuds de la structure de´formable. Les courbes pre´sentent la dimension de la matrice,
il faut donc diviser par 6 (qui est le nombre de degre´s de liberte´) pour obtenir le nombre
de points de controˆle. Les temps mesure´s incluent le temps d’inverser la diagonale de la
matrice sur CPU, ainsi que son transfert sur le GPU avant d’exe´cuter le kernel.
On peut voir sur la figure 5.9b, que notre solution permet d’obtenir une acce´le´ration signi-
ficative tre`s rapidement (autour de 30 nœuds). Nous pouvons atteindre une acce´le´ration
autour de 10× pour une matrice compose´e de 1000 points de controˆle. Et de fac¸on plus
inte´ressante, nous sommes toujours capables de simuler de tels objets en temps re´el. Par
ailleurs, on constate e´galement que notre paralle´lisation tire parti des caches me´moire
ajoute´s sur les GPU GTX 480 et 580, puisque les re´sultats sont a` peu pre`s deux fois
supe´rieurs a` l’exe´cution sur la GTX 295.
Calcul de l’ope´rateur de Delasus sur GPU Nous pre´senterons maintenant une e´valuation
des performances pour le calcul de l’ope´rateur de Delasus sur GPU (voir section 5.4.2).
Nous avons utilise´ une matrice dense de taille 5376, et fait varier le nombre de contraintes.
Nous avons re´alise´ nos expe´riences sur le meˆme ensemble de machine que pre´ce´demment :
les processeurs graphiques e´taient des Geforces GTX 295, 480 et 580, et le CPU e´tait un
Intel(R) Core(TM) i7 CPU 950 @ 3.07GHz.
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(a) Temps de calcul (sec) en fonction du nombre d’e´le´ments
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(b) Speedup en fonction du nombre d’e´le´ments
Fig. 5.10 – Comparaison des temps10 de calculs pour le calcul de l’ope´rateur de Delasus sur GPU, en
fonction du nombre de contraintes.
On constate que l’on atteint tre`s vite l’acce´le´ration maximale quelque soit le GPU (autour
de 200 contraintes, ce qui repre´sente 67 contacts frottants). L’acce´le´ration reste cependant
mode´re´e (autour de 6×), puisque la gestion (cre´ation et transfert sur GPU) de la matrice
creuse sous le format Jagged Diagonal devient proble´matique si elle est de grande taille.
Cependant, nous pouvons re´soudre un nombre beaucoup plus important de contacts en
temps re´el que dans la version CPU.
Performances pour la de´coupe Pour e´valuer la me´thode de mise a` jour de la matrice
inverse (voir section 5.4.3), nous avons re´alise´ une simulation de de´coupe virtuelle d’un
foie (voir figure 5.11). Le mode`le du foie est maintenu par les conditions de Dirichlet
(points fixes), une partie du mode`le est de´coupe´e puis tombe dans le bol. Suite a` la mise a`
jour de la matrice de compliance, les contacts sont correctement re´solus puisque la partie
de´coupe´e n’influence plus la partie attache´e. Les expe´riences ont e´te´ execute´es sur un
processeur Intel i7 950 3.07GHz Quad Core et une GPU GeForce GTX 295. Les calculs
ont e´te´ re´alise´s en double pre´cision pour minimiser les erreurs nume´riques, et la simulation
se de´roulait a` une fre´quence de 20 fps pendant la de´coupe, et a` 30 FPS ensuite.
Fig. 5.11 – Simulation de de´coupe du mode`le du foie, compose´e de 1000 te´trae`dres.
La figure 5.12 montre les temps de calcul ne´cessaires pour mettre a` jour la matrice de
10Ces temps ne comprennent pas le temps de transfert de SystemMat−1 dans la mesure ou` cette matrice est transfe´re´e
une seule fois pour la me´thode de compliance warping, et est calcule´e directement sur GPU pour le BTD.
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compliance pour un pas de temps sur le CPU et GPU. Il y a deux facteurs qui influencent
les temps de calcul, le premier est le nombre de nœuds du mode`le, et le second est le
nombre d’e´le´ments coupe´s en un seul pas de temps. Le graphique de gauche montre la
variation du nombre de nœuds, allant de 250 a` 1500, le nombre d’e´le´ments coupe´s est
alors fixe´ a` 3. Le temps de calcul varie de 55.3 ms a` 2085 ms sur le CPU et de 68.9 ms a`
857.5 ms sur le GPU.
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Fig. 5.12 – Gauche : Temps de calcul ne´cessaire pour mettre a` jour la matrice de compliance en faisant
varier le nombre de nœuds du maillage, mais en maintenant 3 e´le´ments coupe´s par pas de temps. Droite :
Temps de calcul ne´cessaire pour mettre a` jour la matrice de compliance en faisant varier le nombre
d’e´le´ments coupe´s, sur un mode`le du foie compose´ de 750 nœuds.
Le graphique de droite montre la variation du nombre d’e´le´ments coupe´s en une seule
e´tape de simulation, nous utilisons un mode`le de foie compose´ de 750 nœuds. Les temps
de calcul varient de 359.7 ms a` 1426.1 ms sur le CPU, et de 127.6 ms a` 289.5 ms sur le
GPU, alors que le nombre d’e´le´ments coupe´s varie de 1 a` 15. Notre imple´mentation GPU
permet alors d’obtenir une acce´le´ration d’environ 5×.
Une limitation importante de la me´thode re´side dans le fait que les erreurs nume´riques
s’accumulent au fil des de´coupes. Ainsi, il est important de garantir une tre`s bonne qualite´
de maillage pendant les modifications ge´ome´triques de la topologie. Une autre limitation
re´side dans le manque de ge´ne´ricite´ de la me´thode de compliance warping. En effet, elle se
base sur une approximation de l’inverse dans le cas ou` on utilise un mode`le co-rotationnel.
Ainsi, la me´thode n’est pas ge´ne´ralisable a` d’autres mode`les non line´aires.
5.5 Construction du LCP base´e sur le pre´conditionneur
Dans cette section, nous pre´sentons une nouvelle me´thode Courtecuisse et al. (2011a) pour
calculer en temps re´el, le comportement physique de plusieurs tissus mous en collision,
qui tient compte du couplage me´canique entre les contacts. L’acce´le´ration est obtenue
par l’utilisation du pre´conditionneur pre´sente´ en section 3.4, qui est mis a` jour a` basse
fre´quence. Nous verrons ici que le pre´conditionneur permet e´galement de calculer en temps
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re´el une re´ponse pre´cise et optimise´e des contraintes.
Par ailleurs, nous verrons aussi que cette approche pre´sente e´galement le grand inte´reˆt
d’eˆtre inde´pendante du mode`le de de´formation. Notamment, les tests que nous avons
re´alise´s montrent que la me´thode peut s’utiliser avec des mode`les hypere´lastiques. En-
fin, nous montrerons que cette re´ponse a` la collision peut e´galement tenir compte de
l’he´te´roge´ne´ite´ des tissus et des changements topologiques.
5.5.1 Re´ponse avec le couplage me´canique correct
On rappelle que pour calculer le mouvement libre des objets (voir section 5.2.2), nous
utilisons une version GPU d’un algorithme du gradient conjugue´ pre´conditionne´. Le
pre´conditionneur est obtenu en calculant une factorisation exacte de la matrice du
syste`me, de fac¸on de´synchronise´e par rapport a` la simulation (voir section 3.4). L’ide´e
de base de cette contribution, repose sur la re´-utilisation du pre´conditionneur pour cal-
culer la re´ponse aux contacts. En effet, comme le pre´conditionneur repre´sentait une tre`s
bonne approximation pour le CG, il doit e´galement fournir une tre`s bonne approximation
de la me´canique interne des objets.
On peut voir sur la figure 5.13 qu’il est important de prendre en compte le cou-
plage me´canique correct entre les contacts. En effet, la re´partition de la force de
re´ponse est comple`tement de´pendante des zones de rigidite´s des objets11. Or, puisque
le pre´conditionneur est disponible, et est obtenu a` faible couˆt du point de vue de la
simulation, nous proposons de le re´utiliser pour calculer la re´ponse aux contacts.
(a) Objet homoge`ne (b) Objet non homoge`ne
sans couplage
(c) Objet non homoge`ne
avec couplage
Fig. 5.13 – Re´partition de la force pour des objets homoge`nes et he´te´roge`nes sur lequel les collisions
sont re´solues avec et sans couplage me´canique. Les parties plus rigides sont indique´es en rouge.
Simulation de plusieurs objets de´formables
Dans le chapitre 3, nous avions utilise´ le pre´conditionneur pour simuler un seul objet.
Cependant, comme nous nous inte´ressons maintenant aux proble`mes de contacts, il est
essentiel de simuler plusieurs objets en meˆme temps. Or, comme chaque objet posse`de un
e´tat me´canique diffe´rent, nous devons posse´der autant de pre´conditionneur que d’objets
simule´s, et cela implique d’exe´cuter plusieurs threads pour mettre a` jour les diffe´rents
pre´conditionneurs. Il est donc important de choisir une librairie thread-safe, c’est-a`-dire
11Notons toutefois que la formulation en e´le´ments finis tendra a` ramener les objets dans une configuration correcte (qui
tient compte des he´te´roge´ne´ite´s). Cependant cela ne´cessite de re´aliser de nombreuses inte´grations pour converger vers une
solution satisfaisante. Ainsi, il faudra utiliser des pas de temps tre`s petits, ce qui rend la simulation impossible en temps
re´el.
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que la librairie peut calculer plusieurs factorisations simultane´es12.
Par ailleurs, certaines simulations demandent d’effectuer le calcul des de´formations d’un
nombre important de structures anatomiques. De`s lors, on peut de´passer le nombre de
processeurs disponibles sur la machine. Dans ce cas, le fait de lancer un grand nombre
de processus en paralle`le sur le CPU peut eˆtre pe´nalisant pour les performances. Une
solution serait de lancer un nombre fixe de processus a` l’initialisation de la simulation,
chacun d’entre eux re´alisant le calcul de plusieurs pre´conditionneurs tour a` tour. On
pourra alors mettre en place un syste`me de priorite´, pour recalculer le plus vite possible
les pre´conditionneurs les moins performants (en se basant sur le nombre d’ite´rations du
CG par exemple). D’autre part, on sait que meˆme si le pre´conditionneur est plus long
a` calculer, on peut toujours limiter sa divergence en appliquant les rotations autour de
l’approximation.
Bien e´videmment, si le nombre de structures anatomiques simule´es reste petit, et que l’on
posse`de suffisamment de processeurs, la solution la plus avantageuse est d’affecter le calcul
d’un pre´conditionneur a` un seul processeur. Pour simplifier, c’est ce que nous supposons
ici. Par ailleurs, il est inte´ressant de remarquer que lorsque nous allons calculer la re´ponse
au contact, les pre´conditionneurs n’auront alors pas force´ment e´te´ calcule´s a` partir de la
meˆme e´tape de la simulation. Ceci nous permettra de re´partir sur diffe´rents pas de temps,
les transferts entre CPU et GPU ne´cessaires a` la version GPU de la me´thode.
Construction du LCP
Dans le chapitre 3, nous avions choisi de baser le calcul du pre´conditionneur sur une
factorisation exacte de la matrice. En effet, on a vu qu’une factorisation exacte fournit la
meilleure approximation de l’inverse du syste`me. Nous avons cependant choisi d’utiliser
une factorisation de type LDLT pour re´soudre les contacts. Ce choix est motive´ par deux
raisons, la premie`re est que cette de´composition est nume´riquement plus stable. Ceci joue
un roˆle important pour la simulation des contacts qui peut de´grader le conditionnement
du syste`me en introduisant des de´formations tre`s locales. La seconde raison, est que la
diagonale de L, est uniquement compose´e de 1. Nous verrons que cette proprie´te´ est
exploitable pour la paralle´lisation GPU, et va nous permettre de retirer un grand nombre
de synchronisations. Par conse´quent, l’expression comple`te du pre´conditionneur que nous
utilisons est :
P = RT LDLT R (5.22)
Ou` R est la matrice comprenant les rotations apparues depuis la dernie`re mise a` jour, et
LDLT est la factorisation du syste`me la plus re´cente. Ainsi, pour chaque objet on peut
obtenir une bonne approximation de l’ope´rateur W de l’e´quation (5.5) par :
JA−1JT ≈ J(RTLDLTR)−1JT (5.23)
Or, si le preconditionneur reste une bonne approximation on peut espe´rer que la ma-
trice obtenue soit tre`s proche de la solution exacte. Cependant, on se rend compte que la
connaissance de la factorisation n’est pas suffisante pour calculer directement l’ope´rateur
12Ce n’e´tait pas le cas de la librairie TAUCS, la premie`re difficulte´ a e´te´ de la modifier pour qu’elle n’utilise plus de
variable static. Toutes les variables utilise´es au sein de la librairie ont alors e´te´ duplique´es dans chaque processus.
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de Delasus. En effet, on voit que la construction de W ne´cessite de connaˆıtre explicite-
ment les valeurs de l’inverse du syste`me, or nous ne posse´dons que sa factorisation. Pour
reme´dier a` ce proble`me, on peut remarquer que la re´solution du syste`me line´aire forme´
par le pre´conditionneur P et un vecteur b quelconque, revient a` multiplier la solution par
l’inverse de la factorisation.
P x = b ⇔ x = (RTLDLTR)−1b (5.24)
Ainsi, en de´composant colonne par colonne la matrice JT , on peut alors calculer le produit
de cette matrice par l’inverse du pre´conditionneur comme suit :
S = P−1 JT ⇔
nc∑
i=0
P Si, = J
T
i, (5.25)
ou` JTi, repre´sente la i
e`me colonne de JT , nc est le nombre de contraintes. On obtient alors
le re´sultat de ce produit dans une matrice dense S qui a les meˆmes dimensions que J.
Enfin, pour calculer W, il reste a` multiplier ce re´sultat par la jacobienne des contacts J
(en exploitant son faible taux de remplissage).
W ≈ JS (5.26)
Il est important de remarquer que l’approche propose´e calcule une approximation du
couplage me´canique. Ceci est diffe´rent de l’approche utilise´e dans le chapitre 3 ou` les
ite´rations du CG assuraient la convergence de l’algorithme. Malgre´ tout, nous montrerons
que cette approximation conduit a` un re´sultat tre`s proche du calcul exact, et pre´sente un
tre`s bon compromis entre pre´cision et temps de calcul.
La principale limitation re´side dans le calcul de l’e´quation (5.25), qui implique d’effectuer
autant de re´solutions de syste`mes line´aires que le nombre de contraintes. Or, si on effectue
ces re´solutions se´quentiellement, on sera tre`s vite limite´ par le nombre de contraintes
(ou de contacts) pouvant eˆtre simule´es en temps-re´el. Ainsi, nous allons proposer une
paralle´lisation GPU qui va permettre d’augmenter tre`s largement le nombre de contacts
pouvant eˆtre simule´s en temps re´el.
5.5.2 Paralle´lisation sur GPU
Le calcul d’une re´solution de syste`me line´aire base´ sur une matrice creuse, est tre`s dif-
ficile a` paralle´liser sur GPU. Le faible taux de remplissage et l’irre´gularite´ des donne´es
empeˆche les lectures aligne´es. De plus, les nombreuses de´pendances font qu’il est tre`s dif-
ficile d’extraire du paralle´lisme. Cependant, pour calculer l’e´quation (5.25), nous devons
effectuer de multiples re´solutions qui ne pre´sentent aucune de´pendance entre elles. Ainsi,
on peut facilement extraire du paralle´lisme en les exe´cutant en paralle`le sur le processeur
graphique. Le calcul peut alors eˆtre de´compose´ en trois e´tapes :
1. H = JR
2. S = (LDLT )
−1
HT
3. W+ = HS
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On commence par appliquer les rotations (survenues depuis la dernie`re mise a` jour) a` la
jacobienne des contacts. On a vu que cette ope´ration est rapide, puisque les matrices sont
creuses (bloc-diagonale pour R, et creuses pour J). Pour cette raison, nous maintenons
cette e´tape sur le CPU, afin d’exploiter les structures de donne´es creuses.
Avant d’exe´cuter la seconde e´tape, les valeurs non nulles de H sont copie´es dans une
matrice dense, de sorte que chaque ligne repre´sente un vecteur solution JTi, de l’e´quation
(5.25). Cette matrice dense est ensuite copie´e sur GPU. Par ailleurs, la factorisation de la
matrice (qui est stocke´e dans le format CRS) doit e´galement eˆtre transfe´re´e13. Cependant,
ce transfert n’est ne´cessaire que lorsque le pre´conditionneur a e´te´ modifie´, il n’influencera
alors qu’un sous ensemble de pas de temps et devrait avoir une influence limite´e.
Fig. 5.14 – Paralle´lisation a` deux niveaux des multiples re´solutions de syste`mes line´aires sur le GPU.
Une fois les donne´es disponibles sur le processeur graphique, on cherche alors a` calculer
S sur GPU. Ceci correspond a` appliquer le pre´conditionneur en re´solvant successivement
deux syste`mes triangulaires par contrainte. Pour re´soudre ces deux syste`mes d’e´quations,
on utilise deux kernels, l’un pour l’application de L et l’autre pour l’application de LT .
Ainsi, chaque kernel va re´soudre plusieurs fois le meˆme syste`me triangulaire, sur des
vecteurs solutions diffe´rents (voir e´quation 5.25). Nous proposons d’effectuer la re´solution
d’un syste`me triangulaire avec un seul bloc CUDA (voir figure 5.14). On utilisera alors un
seul multiprocesseur par re´solution, mais comme nous avons potentiellement beaucoup de
contraintes on peut ainsi espe´rer occuper comple`tement le GPU. De plus, ce de´coupage
simplifie le proble`me, puisqu’il permet d’utiliser les synchronisations locales au sein des
blocs CUDA. En effet, dans chaque re´solution un grand nombre de donne´es peuvent eˆtre
traite´es en paralle`le. Ainsi, nous utilisons un second niveau de paralle´lisme qui est bien
adapte´ aux architectures paralle`les telles que les GPU. Nous de´taillerons cette deuxie`me
paralle´lisation dans la section suivante.
Une fois ce calcul termine´, le re´sultat est ensuite stocke´ dans une matrice dense S de meˆme
dimension que J. Il reste enfin a` multiplier la matrice des contraintes par S, puis d’ajouter
le re´sultat final a` W. Pour cela, on peut utiliser le CPU en tirant parti du faible taux de
remplissage de H, ou e´ventuellement le GPU en utilisant les repre´sentations denses (qui
sont de´ja` disponibles sur GPU) et la primitive cublasSgemm de (CUBLAS), qui fournit
13Notons qu’il est impe´ratif de re´aliser ce transfert dans la boucle de simulation, car les transferts me´moire en CUDA ne
peuvent eˆtre initie´s que par un seul thread dans l’application.
5.5. CONSTRUCTION DU LCP BASE´E SUR LE PRE´CONDITIONNEUR 159
une imple´mentation optimise´e. L’avantage de la deuxie`me approche est que l’ope´rateur
de Delasus sera finalement disponible directement sur le GPU.
Re´solution de syste`mes triangulaires sur GPU
Nous pre´sentons maintenant le cœur de notre me´thode, qui consiste a` paralle´liser la
re´solution de syste`me triangulaire sur GPU. Tout d’abord, il faut remarquer que les
calculs a` effectuer de´pendent de la factorisation choisie. Nous avons imple´mente´ notre
me´thode pour deux factorisations l’une sous forme LDLT et l’autre sous forme LLT . La
seule diffe´rence re´side dans l’application de l’inverse de la diagonale entre les calculs, ce qui
est rapide et trivial a` paralle´liser. La me´thode que nous pre´sentons reste donc valable pour
ces deux factorisations, mais nous verrons qu’il est possible d’effectuer des optimisations
supple´mentaires pour la factorisation LDLT .
Nous nous inte´ressons donc ici a` la re´solution successive de deux syste`mes triangulaires.
Les re´solutions avec la triangulaire infe´rieure seront appele´es lower solve, alors que upper
solve de´signera les re´solutions avec la triangulaire supe´rieure. Pour chacune, le calcul a`
effectuer est similaire a` un pivot de Gauss, qui consiste a` e´liminer une a` une les contribu-
tions d’une meˆme ligne pour se ramener a` un syste`me diagonal. Pour le lower solve par
exemple, on peut calculer les composantes yi de la solution avec la formule suivante :
yj =
bj −
i<n∑
i=0
(yi ∗ Li,j)
Lj,j
(5.27)
On constate alors que le calcul de la composante j ne´cessite d’avoir calcule´ au pre´alable
toutes les valeurs yi, tel que i < j. En d’autres termes, le calcul d’une nouvelle ligne
ne´cessite d’avoir calcule´ toutes les lignes pre´ce´dentes, et on ne peut mettre a` jour qu’une
seule valeur a` la fois. Ceci rend cet algorithme difficile a` paralle´liser, puisque de nombreuses
synchronisations seront ne´cessaires. En effet, le calcul de chaque ligne, implique :
1. Accumuler toutes les contributions de la ligne.
2. Soustraire ce re´sultat a` la solution actuelle.
3. Diviser la valeur par la diagonale de la triangulaire, pour obtenir le re´sultat final.
Pour la factorisation LDLT , on a toujours Lj,j = 1, ce qui permet de retirer la troisie`me
e´tape (et les synchronisations associe´es). Dans la suite, nous appliquerons notre so-
lution a` cette factorisation, mais il faut garder en me´moire que des synchronisations
supple´mentaires seront ne´cessaires si l’on veut l’utiliser pour la factorisation LLT .
Par syme´trie, le upper solve conduit a` une e´quation tre`s similaire qui pre´sente les meˆmes
de´pendances, a` la diffe´rence pre`s que les inconnues sont acce´de´es de bas en haut :
xj =
yj −
i≥0∑
i=n
(xi ∗ Lj,i)
Lj,j
(5.28)
Nous cherchons maintenant a` re´soudre ces e´quation sur GPU.
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Paralle´lisation sur GPU On rappelle que nous utilisons un seul bloc CUDA par re´solution
de syste`me triangulaire, et que chaque bloc CUDA effectue la re´solution du meˆme syste`me
triangulaire sur des vecteurs. Avec ce sche´ma, on peut donc utiliser les synchronisations
locales pour respecter les de´pendances de calculs au sein des re´solutions.
Pour chaque re´solution le calcul de toutes les contributions d’une meˆme ligne (ou d’une
meˆme colonne pour le lower solve) peut eˆtre fait en paralle`le (voir figure 5.15). Ainsi,
pour maximiser les performances on utilise plusieurs threads par bloc, chacun calculant la
contribution d’une ligne (ou d’une colonne pour le lower solve). Entre chaque ligne, nous
utiliserons une synchronisation locale pour respecter les de´pendances. La premie`re chose
que l’on peut remarquer est qu’on ne peut pas exploiter un grand nombre de threads avec
cette paralle´lisation. En effet, comme une seule ligne (ou colonne) de la matrice peut eˆtre
traite´e a` un instant donne´, et que la matrice est creuse, il est inutile de lancer un plus
grand nombre de threads par bloc que le nombre de valeurs non nulles par ligne.
 
                                  
                    
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
 
  
  
  
  
  
  
  
    
    
  
  
      
      
    
      
      
  
 
  
  
  
  
  
Fig. 5.15 – Re´solution du lower solve (gauche) et upper solve (droite) sur GPU, a` partir d’une matrice
stocke´e sous le format CRS (bas). Les fle`ches symbolisent les donne´es traite´es en paralle`le. Les losanges
aux extre´mite´s symbolisent une synchronisation.
Par ailleurs, que ce soit pour la factorisation LDLT ou la LLT , on posse`de en re´alite´ une
seule repre´sentation de la matrice sous le format CRS. En effet, l’une peut eˆtre facilement
de´duite de l’autre, puisque c’est sa transpose´e (dans notre imple´mentation, il s’agit de la
repre´sentation de la triangulaire supe´rieure qui correspond a` LT ). Cependant, le format
CRS oblige a` lire la matrice en ligne, ce qui ge´ne`re des proble`mes pour acce´der aux donne´es
dans notre version paralle`le.
Pour le lower solve, le format de stockage nous oblige a` lire les donne´es en colonnes. En
effet, la matrice infe´rieure L est en re´alite´ la transpose´e de la matrice qui est disponible sur
le GPU LT . Or, une lecture en ligne dans LT , est e´quivalent a` une lecture en colonne dans
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L. On propose donc d’utiliser une paralle´lisation par colonne similaire a` ce que nous avions
propose´ dans la section 5.3.1 (a` la diffe´rence que notre matrice est creuse). Ainsi, chaque
thread calcule l’accumulation de la nouvelle force sur des inconnues diffe´rentes, et on e´vite
ainsi les proble`mes d’e´critures concurrentes. De plus, comme les donne´es sont acce´de´es
de fac¸on continue, chaque thread peut re´aliser des lectures aligne´es dans la matrice CRS
(mais doit e´crire de fac¸on non aligne´e14 dans le vecteur solution).
Pour le upper solve, le format de stockage CRS nous impose une lecture des donne´es en
ligne. On peut alors utiliser une paralle´lisation par ligne similaire a` la section 5.3.1, mais
cette paralle`lisation requiert une re´duction paralle`le pour chaque ligne. En effet, comme
chaque thread calcule une partie de la meˆme solution, il est ne´cessaire de rassembler les
donne´es pour mettre a` jour la solution. E´videmment, ceci va largement influencer les
performances, et on devra veiller a` optimiser les re´ductions paralle`les au sein d’un meˆme
bloc (voir annexe C). On pourra e´galement organiser les threads pour qu’ils acce`dent aux
donne´es de fac¸on aligne´e sur la matrice, mais e´galement sur le vecteur solution.
Un autre aspect essentiel pour les performances (que ce soit pour le lower solve ou le
upper solve), consiste a` minimiser la quantite´ de me´moire consomme´e par chaque thread.
En effet, comme la strate´gie de paralle´lisation repose en grande partie sur les multiples
re´solutions re´alise´es par diffe´rents blocs CUDA, il est important que le GPU puisse
exe´cuter le maximum de blocs simultane´ment. Or, on sait qu’un seul multiprocesseur
peut exe´cuter plusieurs blocs simultane´ment, si la consommation me´moire de tous les
threads est plus petite que la me´moire totale disponible sur le mate´riel.
14Une optimisation que nous avons imple´mente´e consiste a` pre´-charger en me´moire partage´e une partie de la solution. En
effet, les valeurs du vecteur solution proche de la diagonale en cours de traitement sont susceptibles d’eˆtre souvent utilise´es.
 
                                  
                    
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
 
  
  
  
  
  
  
  
    
    
  
  
      
      
    
      
      
  
 
  
  
  
  
  
      
                    
                              
Fig. 5.16 – Optimisations du lower solve (gauche) et du upper solve (droite) sur GPU, a` partir de la
matrice initiale et de sa transpose´e stocke´es dans le format CRS (bas). Les fle`ches symbolisent les donne´es
traite´es en paralle`le. Les losanges aux extre´mite´s symbolisent une synchronisation.
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Optimisations et regroupements Nous proposons maintenant d’augmenter le nombre de
threads par bloc. De fac¸on similaire a` la paralle´lisation par bloc de la section 5.3.1, on
peut calculer les accumulations de plusieurs lignes simultane´ment, et diminuer le nombre
de synchronisations. Cependant, nous devons ici utiliser une paralle´lisation par groupes
de lignes. En effet, si on acce`de aux donne´es en colonnes, on ne peut pas pre´dire l’ordre
des indices de lignes de la repre´sentation creuse. Ainsi, si plusieurs colonnes sont calcule´es
en paralle`le, on peut e´ventuellement avoir plusieurs threads qui vont e´crire simultane´ment
leurs contributions sur la meˆme valeur. Ainsi, en raison du format CRS, cette optimisation
n’est pour l’instant envisageable que pour le upper solve.
Le kernel produit est alors compose´ de deux parties, la premie`re a pour objectif de calculer
les contributions se trouvant en dehors du bloc diagonal, alors que la seconde met a` jour
les composantes de la solution. La difficulte´ re´side dans le fait que l’on ne peut pas pre´voir
avant de lire la matrice, si les donne´es appartiennent ou non au bloc diagonal.
La strate´gie que nous avons adopte´e consiste a` lire l’inte´gralite´ du groupe de lignes, si
les donne´es appartiennent au bloc diagonal alors elles sont simplement copie´es dans un
premier tableau en me´moire partage´e. En revanche, si elles n’appartiennent pas au bloc
diagonal, alors leurs contributions sont accumule´es dans un second tableau en me´moire
partage´e. A` la fin de cette e´tape, on posse`de donc deux tableaux en me´moire partage´e :
– L’un contenant les valeurs de la matrice sur le bloc diagonal (dans un format dense).
– L’autre contenant les contributions des valeurs en dehors du bloc diagonal.
Une fois que ces tableaux sont disponibles (synchronisation locale), on applique une
re´duction paralle`le des contributions hors bloc diagonal, auxquelles on soustrait la va-
leur du vecteur solution. En d’autres termes, si t est le nombre de lignes traite´es simul-
tane´ment, on vient de calculer les contributions partielles rj des lignes [j, j + t] tel que :
rj = yj −
i≥j+t∑
i=n
(xi ∗ Lj,i) (5.29)
Pour comple´ter l’e´quation (5.28), il reste a` accumuler les contributions du bloc diagonal.
Pour cela, on utilise le tableau en me´moire partage´e qui contient les valeurs de la diagonale
dans une repre´sentation dense. On peut alors y acce´der dans n’importe quel ordre de
lecture, avec n’importe quel thread. Ainsi, pour accumuler les dernie`res contributions,
on choisit d’utiliser une paralle´lisation en colonne (ceci permet d’e´viter les re´ductions
paralle`les). On utilise alors une boucle qui traite chaque colonne se´quentiellement, et dans
laquelle plusieurs threads mettent a` jour le vecteur solution. Une optimisation consiste
a` utiliser les threads d’un meˆme warp afin de ne plus avoir recours aux synchronisations
locales. Pour cela, on utilise les t premiers threads, du bloc CUDA (ce qui est possible car
le bloc diagonal est en me´moire partage´e, et peut eˆtre acce´de´ par tous les threads).
E´videmment, l’approche propose´e pre´sente une consommation me´moire plus grande que la
solution pre´ce´dente, ce qui implique qu’un nombre plus petit de blocs CUDA pourront eˆtre
exe´cute´s simultane´ment par les multiprocesseurs. Cependant, on s’attend a` ce que chaque
re´solution soit plus rapide, puisqu’elle ne´cessite beaucoup moins de synchronisations. En
effet, en comparant les performances on constate que cette version devient beaucoup plus
rapide que le lower solve. Une solution pour adapter cette paralle´lisation a` l’application
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du lower solve consiste a` calculer la transpose´e de la matrice triangulaire. On pourra ainsi
acce´der aux donne´es en ligne et utiliser le meˆme sche´ma de paralle´lisation (voir figure
5.16). De plus, ce calcul peut eˆtre comple`tement cache´, en le de´portant dans le thread
de factorisation. En conse´quence, nous obtiendrons le pre´conditionneur le´ge`rement plus
tard, mais nos expe´riences ont montre´ que la diffe´rence de temps est ne´gligeable. Cette
solution ajoute malgre´ tout un surcouˆt dans la boucle de simulation, pour transmettre
les deux versions de la factorisation au GPU. Encore une fois, ce couˆt est mode´re´, car ce
transfert n’est re´alise´ qu’une seule fois a` chaque mise a` jour du pre´conditionneur.
5.5.3 Avantages et extension de la me´thode
Nous discutons maintenant des avantages, et des applications de cette contribution.
Gestion des objets de´taille´s
La premie`re chose importante a` remarquer, c’est que nous ne calculons jamais la matrice
inverse explicitement, et nous gardons toujours une repre´sentation creuse des factorisa-
tions. Ceci e´tait un point limitant de la me´thode de compliance warping, qui stockait l’in-
verse de la matrice dans une repre´sentation dense. La consommation me´moire e´tait alors
proble´matique sur CPU, et le proble`me e´tait amplifie´ sur GPU. Avec la repre´sentation
creuse, notre me´thode permet de simuler, des contacts ou des contraintes sur des objets
de´taille´s comprenant plusieurs milliers de degre´s de liberte´.
Couplage me´canique et non homoge´ne´ite´
La prise en compte du couplage me´canique de fac¸on quasi exacte entre les contacts
est e´galement une contribution importante. Cela nous permet d’ame´liorer la qualite´
de la re´ponse aux contacts, dans les simulations en temps re´el. En effet, comme le
pre´conditionneur repre´sente (tout au long de la simulation) une bonne approximation
de la me´canique des objets, nous montrerons qu’il permet d’obtenir une re´ponse aux
contacts qui soit tre`s similaire a` un calcul base´ sur le couplage exact. Or, nous avons vu
que le calcul exact ne´cessite d’inverser une grande matrice a` chaque pas de temps, ce qui
est impossible a` faire en temps re´el. Ainsi, notre me´thode permet d’ame´liorer la qualite´
de la re´ponse dans le contexte des simulations en temps re´el.
D’autre part, on a vu dans le chapitre 3 que le pre´conditionneur fournit une bonne ap-
proximation de la me´canique des objets qu’ils soient homoge`nes ou he´te´roge`nes. Ceci e´tait
une autre limitation de la me´thode de compliance warping qui devait se contenter d’une
approximation calcule´e dans l’e´tat initial. Or, la de´formation des objets modifie les pro-
prie´te´s me´caniques des objets, ce qui invalide le re´sultat pre´-calcule´. En particulier, les
zones plus rigides d’un objet non homoge`ne vont se de´former de fac¸on moins importante
que les zones plus molles ce qui va provoquer des variations plus ou moins importantes
de rigidite´ sur diffe´rents e´le´ments (ce qui ne peut pas eˆtre compense´, en appliquant les
rotations). Notre me´thode permet de prendre en compte ces aspects dans le calcul de la
re´ponse aux contacts en temps re´el (voir figure 5.18).
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Application aux mode`les non line´aires
L’application du pre´conditionneur repre´sente alors une bonne approximation de l’inverse
quelle que soit la fac¸on dont le syste`me matriciel a e´te´ calcule´. Ainsi, la seule contrainte
pour utiliser notre me´thode est d’eˆtre capable de construire la matrice du syste`me pour
eˆtre en mesure de la factoriser. Or, nous avons suppose´ dans le chapitre 2 que quel que
soit le mode`le de de´formation utilise´, on peut le line´ariser entre deux pas de temps. En
effet, de tre`s faibles variations dans la rigidite´ devraient eˆtre introduite entre deux pas de
temps, et on conside`re que la relation suit une loi line´aire.
Cependant, on s’attend a` ce que les re´sultats soient optimaux pour le mode`le co-
rotationnel. En effet, nous avons montre´ dans la section 3.4 que le pre´conditionneur fournit
la meilleure approximation pour ce mode`le. Pour les mode`les non line´aires en mate´riaux
la variation de rigidite´ est ge´ne´ralement plus importante, ce qui implique de mettre a`
jour le pre´conditionneur plus rapidement pour garder une erreur faible. Cependant, cette
me´thode est la premie`re a` proposer une solution pour ge´rer une re´ponse aux contacts
pour les mode`les non line´aires, qui soit base´e sur une formulation en LCP. En particulier,
nous avons re´ussi a` appliquer notre approche aux mode`les de St-Venant-Kirchhoffs et
Mooney Rivlin, (tous deux imple´mente´s dans le mode`le MJED Marchesseau et al. (2010)
disponible dans SOFA).
Une limitation actuelle de l’expe´rimentation vient du fait que la re´solution des contacts
peut engendrer l’inversion de certains e´le´ments. C’est le cas surtout quand les maillages
sont de´taille´s et les e´le´ments relativement petits. Dans ce cas, le matrice obtenue n’est plus
garantie d’eˆtre syme´trique de´finie positive. Et, meˆme si l’utilisation du solveur LDLT ,
nous permet d’obtenir malgre´ tout une factorisation (contrairement au solveur LLT ),
l’algorithme du Gauss-Seidel ne parvient pas a` converger, sur ce type de proble`me. Ceci ne
remet pas en cause la me´thode, mais ne´cessite de lui ajouter des solutions pour empeˆcher
que les e´le´ments s’inversent.
Changements topologiques
Pour terminer, nous souhaitons e´voquer le fait que cette technique permet e´galement de
ge´rer les changements topologiques pour la re´ponse aux contacts. Ceci de fac¸on automa-
tique et sans sur-couˆt important, a` condition d’eˆtre capable de mettre a` jour la rigidite´ du
mate´riau. Pour de nombreux mode`les de de´formations, il est assez facile de mettre a` jour
la rigidite´ du mate´riau puisqu’il suffit alors de recalculer les rigidite´s locales des e´le´ments
affecte´s. Or, comme le nombre d’e´le´ments impacte´s par une de´coupe est ge´ne´ralement
faible, la mise a` jour de la rigidite´ du mate´riau en temps re´el est possible dans la plu-
part des mode`les de´formables. Dans ce cas, l’utilisation du pre´conditionneur asynchrone
pour re´soudre les contacts va alors se baser sur un syste`me matriciel qui tient compte
des changements topologiques. Par ailleurs, comme on sait que le pre´conditionneur ne
ne´cessite que quelques pas de temps (de l’ordre de 3 ou 4 dans les expe´rimentations que
nous pre´senterons en section 6.1) pour calculer une nouvelle factorisation, les changements
dans la compliance seront effectifs tre`s rapidement. En effet, avec une simulation en temps
re´el (au moins 25 FPS), le de´lai de mise a` jour sera tre`s peu perceptible pour l’utilisateur
(voir chapitre 6).
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Par ailleurs, contrairement a` la solution que nous avions propose´e en section 5.4.3 pour
mettre a` jour l’inverse pre´-calcule´e de fac¸on incre´mentale, cette me´thode n’accumule
pas d’erreurs nume´riques au cours des changements topologiques. En effet, le calcul du
pre´conditionneur se base toujours sur un re-calcul complet a` partir de l’e´tat courant du
syste`me, il est donc comple`tement insensible a` l’historique de la de´coupe. Ainsi, dans
la section 6.1 nous montrons des exemples dans lesquels nous avons re´ussi a` simuler un
mode`le co-rotationnel et a` le de´couper avec une me´thode de de´coupe de type carving
(qui consiste simplement a` supprimer des e´le´ments, sans jamais ajouter ou supprimer
de nœuds). Ceci, en re´solvant les contacts avec des contraintes, qui tiennent compte du
couplage me´canique et des modifications topologiques.
Cependant, la principale limitation de l’imple´mentation actuelle est que le nombre de
nœuds doit rester constant apre`s la modification topologique. l’ajout ou la suppression
de nœuds aura pour effet de modifier la dimension du syste`me me´canique. Or, comme le
pre´conditionneur ne tient pas compte des modifications instantane´ment, les factorisations
posse´deront une dimension diffe´rente de celle du syste`me entre les mises a` jour. Il n’est
alors plus possible d’utiliser la me´thode (que ce soit comme pre´conditionneur, ou pour la
re´solution des contacts). Cependant, plusieurs pistes peuvent eˆtre envisage´es pour pour-
suivre ces travaux. Tout d’abord, les temps de mise a` jour e´tant relativement courts, on
pourra alors se contenter d’une rigidite´ tre`s approche´e sur les points nouvellement cre´e´s.
On peut par exemple conside´rer de calculer la compliance de fac¸on de´couple´e jusqu’a` la
prochaine mise a` jour (ce qui se traduit par l’inverse d’une diagonale). Pour les mode`les
de grandes tailles ou` les mises a` jour sont plus longues, une autre piste peut eˆtre d’e´tudier
une fac¸on de mettre a` jour les factorisations avec une formule du type Sherman-Morrisson
modifie´e (comme nous l’avons pre´sente´ dans la section 5.4.3).
5.5.4 Re´sultats
Tous les re´sultats suivants, sont obtenus sur un Intel Quad-CoreR© CoreTM i7 3.07 GHz et
une NvidiaR© GeForceR© GTX 580, GTX 480 et GTX 295.
E´valuation Nous avons mesure´ l’erreur introduite en utilisant diffe´rentes approximations
de la matrice de compliance, par rapport a` une factorisation exacte calcule´e a` chaque
pas de temps que nous utiliserons comme re´fe´rence. Nous avons produit une simulation
impliquant une lentille plus rigide au centre que sur la pe´riphe´rie, qui est pousse´e par une
sphe`re a` travers une cavite´ au milieu d’un tore. Ainsi, nous avons mesure´ la diffe´rence de
position des sommets avec les diffe´rentes approximations (voir fig 5.17).
Lorsque nous utilisons uniquement la matrice diagonale (voir figure 5.18a), la sphe`re ne
parvient pas a` enfoncer la lentille dans la cavite´. En effet, les forces qui sont applique´es par
la sphe`re pour faire descendre la lentille sont situe´es au centre (sur la zone rigide), alors que
les forces qu’appliquent le cylindre sont situe´es sur la pe´riphe´rie et maintiennent l’objet
vers le haut. La lentille reste alors en e´quilibre sans se de´former me´caniquement, puisque
les contacts sont re´solus de fac¸on de´couple´s sans tenir compte de la cohe´rence globale du
syste`me. En revanche, en diminuant le pas de temps on constate que la position de l’objet
de´formable tend vers la position de re´fe´rence. En effet, comme chaque inte´gration tend
a` minimiser l’e´nergie de de´formation, le fait de re´aliser de nombreuses inte´grations et de
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Fig. 5.18 – Position de la lentille (bleue) apre`s 0.8
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exacte (vert). (a) version de´couple´e. (b) compliance
warping. (c) et (d) mise a` jour tous les 20 et 10 pas de
temps. (e) mise a` jour asynchrone (calcule´e en temps
re´el).
de´placer continuellement les points en contact va avoir tendance a` de´former correctement
le disque. Cependant, meˆme avec un pas de temps de l’ordre de 10−5, la position de la
lentille reste relativement e´loigne´e, et la simulation n’est plus du tout en temps re´el.
En utilisant la me´thode du compliance warping (voir figure 5.18b), on constate que le
re´sultat est bien meilleur que la version non couple´e, tout en restant en temps re´el. Ce-
pendant, la rigidite´ est mal e´value´e dans la configuration de´forme´e, et tre`s vite la sphe`re
ne parvient plus a` enfoncer la lentille.
Lorsque nous mettons a` jour le pre´conditionneur tous les 20 et 10 pas de temps, (voir
figures 5.18b et 5.18a), on constate que l’erreur est de plus en plus faible a` mesure que
la pe´riode est petite. Sur la courbe ou` le pre´conditionneur est mis a` jour tous les 20
pas de temps, on peut facilement l’effet de chaque mise a` jour puisqu’a` chacune d’entre
elles, la sphe`re parvient a` enfoncer la lentille plus profonde´ment et l’erreur diminue en
conse´quence. Pour la version ou` le pre´conditionneur est mis a` jour tous les 10 pas de
temps, on ne constate quasiment plus d’erreur. Enfin, en utilisant la version asynchrone,
ou` la mise a` jour est faite de`s que possible en utilisant un thread se´pare´ (voir figure 5.18b),
on peut simuler un comportement quasiment exact. De plus la me´thode reste en temps
re´el et compatible avec de grands pas de temps.
Imple´mentation GPU Nous avons mesure´ les temps de calcul (voir figure 5.19)
ne´cessaires pour construire la matrice de compliance avec notre version GPU, compare´e
a` une version se´quentielle.
Comme pre´vu, le temps de calcul pour obtenir une seule re´solution avec notre algorithme
GPU est a` peu pre`s deux fois supe´rieur a` la version CPU. Ainsi, nous maintenons l’ap-
plication du pre´conditionneur sur CPU pendant le mouvement libre (car chaque ite´ration
du CG ne ne´cessite qu’une seule re´solution). Cependant, le temps de calcul pour re´soudre
les multiples contacts reste presque constant avec l’algorithme de GPU, ce qui permet de
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Fig. 5.19 – Comparaison des temps de calcul pour la construction de l’ope´rateur de Delasus base´e sur
le pre´conditionneur LDLT sur GPU. Les temps de calcul concernent la version optimise´e ou plusieurs
lignes sont traite´es en paralle`le pendant une re´solution triangulaire, a` l’exception de la courbe GTX 580
(simple) qui montre les temps de calcul de la solution ou` chaque ligne est traite´e se´quentiellement par
plusieurs threads sur une architecture GTX 580.
profiter rapidement du processeur graphique. En effet, jusqu’a` 100 contraintes, les unite´s
de calcul du GPU ne sont pas pleinement exploite´es, et chaque re´solution est calcule´e en
paralle`le. Au-dela` de ce nombre, certaines unite´s de calcul vont alors calculer plusieurs
re´solutions successivement, et la courbe des temps de calcul ressemble aux marches d’un
escalier.
Toutefois, le GPU est capable de superposer les temps d’attente comme les synchroni-
sations ou les lectures/e´critures en me´moire, avec des calculs pour une autre solution.
Ainsi, la re´solution de 260 contraintes est de seulement 1.7 fois plus lente que pour 130
contraintes. Par ailleurs si on compare la version simple (ou` chaque ligne est traite´e suc-
cessivement) et optimise´e sur la figure 5.19a, on voit que la version bloc offre de meilleurs
re´sultats. Surtout, elle permet de diminuer le couˆt du kernel quand la simulation pre´sente
peu de contacts, mais en contrepartie, on constate des sauts dans les temps de calcul plus
fre´quents. En effet, comme la version bloc consomme plus de me´moire, chaque multipro-
cesseur peut en exe´cuter un plus petit nombre simultane´ment, en contrepartie chacun est
plus rapide. Enfin, on constate que l’apparition des caches sur les architectures GTX 480
et GTX 580 fournissent une acce´le´ration significative par rapport a` la version GTX 295.
5.6 Conclusion
Dans cette section, nous nous sommes inte´resse´s a` la cre´ation et a` la re´solution (base´e
sur des contraintes), des contacts dans une application temps re´el. Nous avons une fois
de plus fait des choix pour mode´liser le plus pre´cise´ment ces phe´nome`nes, ce qui nous a
amene´ a` proposer des paralle´lisations de diffe´rents algorithmes base´es sur des contraintes
et une formulation en LCP. Nous avons tout d’abord propose´ une paralle´lisation de l’algo-
rithme du Gauss-Seidel pour GPU et processeur paralle`le, qui permet de trouver la force
a` appliquer pour re´soudre les contacts. Nous avons ensuite constate´ que la re´solution du
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Gauss-Seidel n’e´tait pas la seule e´tape consommatrice des temps pour la re´ponse aux
contacts, mais que la construction du LCP e´tait e´galement proble´matique.
Ainsi, nous avons propose´ une me´thode pour calculer efficacement l’inverse d’une ma-
trice bande tri-diagonale sur GPU. Nous avons ensuite montre´ comment paralle´liser la
construction de l’ope´rateur de Delasus directement sur GPU quand on posse`de l’inverse
(ou une approximation) du syste`me. Cette contribution est alors applicable aussi bien
aux mode`les de poutre de´formable, qu’au mode`le co-rotationnel, et nous avons montre´
que nous pouvions ge´rer un nombre important (de l’ordre de 2500) de contacts en temps
re´el. Ensuite, nous avons e´tendu la me´thode de compliance warping a` la gestion de la
de´coupe et des changements topologiques.
Enfin, nous avons propose´ un nouvel algorithme pour construire la matrice de compliance
en re´-utilisant le calcul du pre´conditionneur pre´sente´ au chapitre pre´ce´dent. Cette me´thode
n’est envisageable qu’avec l’utilisation d’un processeur paralle`le comme un GPU, car une
version se´quentielle ne peut garantir des temps de calcul en temps re´el que pour un
nombre tre`s limite´ de contraintes. En revanche, meˆme si la version GPU peut ge´rer un
nombre plus important de contacts en temps re´el, il est tout de meˆme important de
limiter leur nombre. Ainsi, cette me´thode est parfaitement bien adapte´e a` la me´thode
de de´tection de collisions base´e sur les volumes d’interpe´ne´tration que nous avons de´crit
pre´ce´demment (voir chapitre 4). De plus, cette dernie`re contribution peut ge´rer un grand
nombre de nœuds, et s’appliquer aux mode`les non line´aires. Elle offre e´galement une
meilleure pre´cision, et ge`re la de´coupe de fac¸on automatique et sans de´rive nume´rique.
Cependant, elle est plus couˆteuse et permet de ge´rer un nombre moins grand de contacts
en temps re´el. Ainsi, le dernier chapitre est consacre´ a` la de´tection des contacts, et nous
allons pre´senter un ensemble de contributions pour limiter leur nombre.
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6.1 Applications
Pour conclure ce document, nous commenc¸ons par pre´senter un ensemble d’applications
qui tirent parti des travaux pre´sente´s dans cette the`se. Nous montrerons tout d’abord une
application de radiologie interventionnelle pour l’embolisation d’un ane´vrisme par un coil.
Ensuite nous pre´senterons une simulation de la chirurgie de la cataracte, et nous termine-
rons en pre´sentant un simulateur de re´section he´patique en laparoscopie. L’ensemble de
ces simulations sont calcule´es en temps re´el. A` chaque fois, nous montrerons comment nos
contributions ont permis d’ame´liorer les performances (et la pre´cision) des simulations.
6.1.1 Simulation du cathe´ter
Un ane´vrisme ce´re´bral se produit lorsqu’une zone fragilise´e d’une arte`re se de´forme de
fac¸on anormale (suite a` un traumatisme par exemple). Il se manifeste sous la forme de
petites poches dans laquelle le sang s’accumule. Sous l’effet de la pression exerce´e par
le flux sanguin, le risque est que l’ane´vrisme se dilate et finisse par se rompre. Dans ce
cas, les de´gaˆts cause´s par l’he´morragie interne peuvent eˆtre dramatique pour le patient.
Pour pre´venir la rupture d’un ane´vrisme, il est possible de pratiquer une chirurgie ou-
verte (avec tous les risques qu’elle comporte). Cette chirurgie consiste a` poser un clip
me´tallique autour du collet (structure reliant le vaisseau a` l’ane´vrisme) pour interrompre
la vascularisation. Le traitement endovasculaire, repre´sente aujourd’hui une alternative a`
la voie chirurgicale. Cette proce´dure est dite non invasive, elle consiste a` de´ployer un fil
de platine (appele´ coil) dans l’ane´vrisme afin de l’oblite´rer comple`tement.
Un simulateur endovasculaire a e´te´ de´veloppe´ dans SOFA Dequidt et al. (2009), pour la
formation me´dicale et la planification des interventions. Un cathe´ter peut eˆtre manipule´
pour naviguer a` l’inte´rieur des arte`res, puis eˆtre de´ploye´ a` l’inte´rieur d’un ane´vrisme (voir
figure 6.1). La version la plus re´cente de la simulation permet d’utiliser un pe´riphe´rique
haptique pour controˆler le cathe´ter virtuel. Un espace de de´monstration a` Euratechnolo-
gie1 est meˆme de´die´ a` ce simulateur, qui met en sce`ne la simulation avec un mannequin
virtuel, et plusieurs e´crans de controˆle.
Le coil, est mode´lise´ par des centaines de poutres en se´rie. E´tant constitue´ uniquement
de segments, la de´tection de collisions est assez rapide a` re´aliser, avec une de´tection
par proximite´. Cependant, elle peut produire de multiples contacts tout le long de la
structure. De plus, comme l’objet de´formable glisse le long des parois de l’ane´vrisme,
nous avons besoin d’utiliser la formulation e´tendue du LCP (voir chapitre 5) pour inclure
le frottement de Coulomb. Ceci cre´e trois contraintes par contact, ce qui demande de
re´soudre un nombre important de contraintes en temps re´el.
Le nombre de contraintes ge´ne´re´es pendant la simulation pre´sente´e en figure 6.1 est
compris entre 600 et 3000 contraintes. Pour les re´soudre, nous utilisons l’algorithme de
Gauss-Seidel paralle`le que nous avons pre´sente´ en section 5.3. Dans cette gamme, la pa-
ralle´lisation sur processeur multi-cœur est actuellement la plus efficace, et nous obtenons
une acce´le´ration entre 5× et 20× pour cette e´tape, conduisant a` une diminution signi-
ficative des temps de calcul. Le GPU est capable d’atteindre des acce´le´rations jusqu’a`
3×, mais surtout il devrait nous permettre d’augmenter la complexite´ de nos simulations.
1http://www.euratechnologies.com/
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Fig. 6.1 – Se´quence de 3 e´tapes de la simulation du de´ploiement du coil a` l’inte´rieur d’un ane´vrisme
(haut), et vue de controˆle en re´alite´ augmente´e.
D’autre part, avec un tel nombre de contacts la construction de la matrice de compliance
peut rapidement devenir l’e´tape la plus consommatrice de temps de calcul. Ainsi, nous
utilisons la version paralle`le de la construction de la matrice de compliance que nous avons
de´taille´ dans la section 5.4. Cette contribution nous permet de maintenir des performances
en temps re´el. De plus, et en inversant la matrice BTD directement sur GPU nous pou-
vons encore ame´liorer les temps de calcul. Cela permet e´galement de traiter l’inte´gralite´
de la re´ponse aux contacts sur GPU, et donc d’e´conomiser plusieurs transferts entre les
architectures. A´ l’avenir, ces aspects seront de plus en plus importants a` mesure que nous
allons augmenter le de´tail des simulations.
6.1.2 Simulation de la chirurgie de la cataracte
La cataracte touche aujourd’hui pre`s de 20 millions de personnes dans le monde, dont
la majorite´ est situe´e dans les pays en voie de de´veloppement. La pathologie se traduit
par une opacification du cristallin, qui empeˆche le passage de la lumie`re. Les symptoˆmes
sont une perte partielle ou totale de la vue, et c’est la premie`re cause de ce´cite´ dans
le monde. Il existe un traitement d’ordre chirurgical, qui consiste a` extraire le cristallin
opacifie´ pour le remplacer par un implant intraoculaire. L’intervention est alors re´alise´e
en milieu chirurgical sous microscope.
La phacoemulsification, est la proce´dure standard pour traiter cette pathologie. Cette
chirurgie repose sur l’utilisation d’une sonde (appele´e du phacoemulsificateur) introduite
dans l’œil par une micro incision (2 a` 3 millime`tres). La sonde e´met des ultrasons qui
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e´mulsifient le cristallin en petits morceaux qui sont aspire´s en continu par le phacoemul-
sificateur. L’avantage de cette technique est que l’incision reste de tre`s petite taille, ce qui
permet une gue´rison rapide des patients. En revanche, elle impose d’utiliser un mate´riel
technologiquement avance´ et one´reux. Selon une e´tude2 re´cente, le couˆt moyen pour trai-
ter un seul œil avec cette technique est estime´ a` environ $2000. Ce couˆt peut repre´senter
plusieurs fois le salaire annuel des patients dans les pays sous de´veloppe´s. La conse´quence
est que ces patients ne sont tout simplement pas traite´s.
Incision
Micromanipulateur
Cristallin
Iris
 
Dépression
(a) Extraction du cristallin (b) Proce´dure simule´e
Fig. 6.2 – Extraction du cristallin, a` l’aide d’un micromanipulateur. 6.2a mouvement de l’outil, 6.2b
cristallin simule´. Les e´le´ments en rouges sont plus rigides que les e´le´ments en bleus.
Une autre intervention chirurgicale connue sous le nom Manual Small Incision Cataract
Surgery (MSICS) requiert une technologie mois avance´e, et offre des re´sultats presque
e´quivalents lorsqu’elle est pratique´e par un spe´cialiste expe´rimente´. Cette technique
ne´cessite une incision le´ge`rement plus large (environs 5 mm), et elle consiste a` extraire le
cristallin en une seul pie`ce. Pour cela, le chirurgien utilise un micromanipulateur (appele´
Irrigating Vectis cannula), qu’il place sous le cristallin opacifie´. En s’aidant de la pression
naturelle a` l’inte´rieur de l’œil et en de´formant les structures anatomiques, le chirurgien
peut alors extraire le cristallin sans le de´couper (voir figure 6.2). Le couˆt cette proce´dure
est nettement infe´rieur a` celui de la phacoemulsification, puisqu’il est estime´ entre $35
a` $50 par œil. Malheureusement, il y a tre`s peu de spe´cialistes de cette technique dans
le monde. Un rapport re´cent de HelpMeSee (2009) montre qu’il y a un grand besoin de
formation pour cette chirurgie, afin de faire face au nombre grandissant de personnes
touche´es par la cataracte.
Les simulateurs peuvent repre´senter une re´ponse a` ce proble`me, en proposant un envi-
ronnement suˆr et reproductible, pour entraˆıner et former les chirurgiens. La simulation
de la cataracte a de´ja` e´te´ pre´sente´e dans des applications en temps re´el. Une solution
commerciale est propose´e par VRmagic Wagner et al. (2002) pour la phacoemulsification,
et certaines e´tapes de la chirurgie ont e´galement e´te´ e´tudie´es en de´tail comme l’insertion
de l’implant Comas et al. (2010). Cependant, ce travail est motive´ par un simulateur
d’entraˆınement pour la technique MSICS, dont les besoins ne peuvent eˆtre aborde´s avec
les me´thodes existantes.
Cette simulation comporte plusieurs enjeux. La premie`re est une contrainte de temps re´el,
puisqu’on souhaite pouvoir interagir avec le simulateur. D’autre part, le globe oculaire et
2www.allaboutvision.com
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le cristallin (voir figure 6.2) doivent eˆtre tous les deux simule´s, et subissent de grandes
de´formations ainsi que de multiples contacts. Il faut e´galement prendre en compte les
he´te´roge´ne´ite´ des structures anatomiques car elles influent sur la re´ussite ou non de la
chirurgie. En effet, le noyau du cristallin est ge´ne´ralement plus rigide que la pe´riphe´rie,
et ce phe´nome`ne peut ne´cessiter d’adapter la taille de l’incision. De meˆme, la taille des
e´le´ments est potentiellement tre`s diffe´rente (en particulier pre`s de l’incision situe´e sur le
globe oculaire). Toutes ces caracte´ristiques conduisent a` un conditionnement tre`s faible,
de la matrice du syste`me.
Dans ce projet, nous nous sommes uniquement inte´resse´s a` l’extraction du cristallin.
Ainsi, nous avons re´alise´ l’incision de l’œil en dehors de la simulation. Les maillages de
surface ont e´te´ re´alise´s par un graphiste de l’e´quipe qui a travaille´ en collaboration avec
des me´decins, pour respecter les spe´cificite´s anatomiques de l’œil. A` partir de la surface,
nous en avons extrait un maillage volumique de chacune des structures anatomiques,
en utilisant la librairie (CGAL). La difficulte´ de cette e´tape e´tait de trouver un jeu de
parame`tres qui permettait de respecter l’incision tre`s fine, sans pour autant obtenir un
nombre trop grand d’e´le´ments. Enfin, l’instrument chirurgical est controˆle´ par l’utilisateur
avec un dispositif haptique. Comme nous calculons la matrice de compliance des objets
en contact avec l’instrument, nous sommes capables de calculer et transmettre des forces
a` l’appareil.
Simulation de la proce´dure MSICS
Nous montrons dans la figure 6.3 notre simulation de la cataracte. Dans cette simulation,
le cristallin est mode´lise´ avec 1113 nœuds et 4862 te´trae`dres, tandis que l’œil contient 1249
nœuds et 3734 te´trae`dres. Le centre du cristallin est cinq fois plus rigide que la pe´riphe´rie,
et nous avons utilise´ notre pre´conditionneur asynchrone (aussi bien pour le globe oculaire
que pour le cristallin) afin d’assurer la convergence du CG. En effet, le gradient conjugue´
pre´conditionne´ ne ne´cessitait en moyenne que de 11, 6 ite´rations pour converger, malgre´
les fortes de´formations et les he´te´roge´ne´ite´.
Fig. 6.3 – Simulation de l’extraction du cristallin avec la technique MSICS.
Le cristallin est retire´ avec l’aide des de´formations du globe oculaire, et des frottements
avec l’instrument. Graˆce a` la formulation en volume et les LDI nous avons pu mainte-
nir un nombre tre`s petit de contraintes pour une simulation aussi complexe En effet,
sur l’inte´gralite´ de la simulation 47, 34 contraintes frottantes e´taient ge´ne´re´es pas pas de
temps (soit un peu plus de 15 contacts). En fonction de ce nombre, les performances
de la simulation e´taient comprises entre 18 et 25 FPS. Au sein d’un seul pas de temps,
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la re´partition du temps de calcul e´tait la suivante : 40, 56% pour le gradient conjugue´
pre´conditionne´, 44, 69% pour l’assemblage de la matrice de compliance sur GPU, et 6, 58%
pour la de´tection de collisions et la formulation de la re´ponse.
Dans cette simulation, l’ensemble de nos contributions porte sur plus de 90% d’un pas
de temps. Or, sans utiliser l’ensemble de ces contributions cette simulation n’aurait pas
pu eˆtre exe´cute´e interactivement. Par exemple, sans utiliser le pre´conditionneur asyn-
chrone et a` pre´cision e´gale, le CG ne´cessite plus de 2000 ite´rations pour simuler le globe
oculaire et 900 ite´rations pour l’oeil. D’autre part, la de´tection des collision base´e sur la
raste´risation est re´alise´e en un temps tre`s court, et surtout permet de maintenir un nombre
de contraintes tre`s bas. Ceci nous permet d’utiliser le pre´conditionneuer asynchrone pour
re´soudre les contacts en tenant compte du couplage me´canique et des he´te´roge´ne´ite´.
Simulation de la Phacoemulsification
Pour valider l’utilisation du pre´conditionneur pour la re´ponse aux contacts avec chan-
gements topologiques, nous avons e´galement cre´e´ une sce`ne similaire a` la technique de
phacoemulsification (voir figure 6.4). Dans cette sce`ne, nous de´coupons le cristalin avec
la me´thode de carving (qui consiste a` supprimer des e´le´ments sans ajouter ni supprimer
de nœuds). Pour obtenir un re´sultat visuel plus convaincant, nous subdivisons chaque
te´trae`dre en 8 e´le´ments plus petits. Cependant, cette subdivision est purement visuelle,
et n’est utilise´e que pour la visualisation et la de´coupe (les points sont relie´s au mode`le
me´canique a` l’aide d’un mapping fourni dans SOFA).
Fig. 6.4 – Simulation of the extraction of the eye lens during MSICS
Cette application montre que le pre´conditionneur peut prendre en compte les changements
topologiques applique´s pendant la de´coupe. En effet, les modifications de rigidite´ sont
directement prises en compte avec les mises a` jour de la factorisation. Or, la fre´quence de
mise a` jour du pre´conditionneur e´tait de 4 pas de temps en moyenne pour l’œil, et de 3 pas
de temps pour le cristallin, ce qui restait beaucoup trop faible pour eˆtre perceptible par
l’utilisateur. Enfin, dans la mesure ou nous utilisons exactement le meˆme jeu de donne´es
que pour la version MSICS, les performances sont similaires a` ce que nous avons pre´sente´
auparavant. Cependant, il est inte´ressant de remarquer que les changements topologiques
influencent tre`s peu les temps de calcul, puisque la de´coupe utilise´e ne ne´cessite aucune
e´tape de remaillage. Notre solution est la seule me´thode qui permette de simuler en temps
re´el des objets tre`s de´taille´s avec une re´ponse par contrainte (qui tient compte du couplage
me´canique entre les contacts) et des changements topologiques.
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Rendu de la simulation
Pour terminer, nous avons ajoute´ un rendu en dehors de la simulation pour produire les
images visibles en figure 6.5. Ce rendu n’est pour l’instant pas simule´ en temps re´el, mais
permet d’avoir un aperc¸u de l’application finale. Il inclut notamment une gestion pre´cise
de la lumie`re et de la transparence.
Fig. 6.5 – Simulation of the extraction of the eye lens during MSICS
Pour ge´ne´rer ces images, nous avons exporte´ la position des maillages a` chaque pas de
temps, afin de produire une se´quence d’animation 3D. Le rendu final a` e´te´ re´alise´ dans
modo 3d3, qui est un logiciel spe´cialise´. Re´aliser ce rendu en temps re´el fait partie des
travaux futurs pour cette application.
6.1.3 Simulateur de re´section he´patique en laparoscopie
Une he´patectomie (ou re´section he´patique) peut eˆtre envisage´e pour le traitement de
tumeurs be´nignes ou malignes tre`s localise´es. Ce geste chirurgical consiste a` retirer la
tumeur par l’ablation de la partie contamine´e. Un ensemble de bilans pre´-ope´ratoires tre`s
de´taille´s est ne´cessaire pour valider ou contre-indiquer le geste chirurgical. En effet, une
he´patectomie reste une ope´ration difficile et de´licate, qui comporte de nombreux risques.
Par exemple, le foie est un organe tre`s vascularise´ et le risque de couper un vaisseau et de
provoquer une he´morragie est tre`s important. Ces contraintes font qu’aujourd’hui, l’ex-
pertise du me´decin est de´terminante pour valider le recours a` une he´patectomie. La simu-
lation permettrait d’avoir une repre´sentation plus objective, en fournissant une meilleure
repre´sentation aux chirurgiens (que ce soit avant l’ope´ration en proposant un simulateur
d’entraˆınement ou pendant l’ope´ration avec un syste`me de re´alite´ augmente´e).
Un nombre important d’he´patectomies est aujourd’hui re´alise´ en laparoscopie, ce qui si-
gnifie que les instruments me´dicaux sont inse´re´s graˆce a` un petite incision au niveau de
l’abdomen. Ces nouvelles techniques permettent de minimiser sensiblement les risques lie´s
3http://www.luxology.com/
6.1. APPLICATIONS 177
a` la chirurgie ouverte traditionnelle, et le temps de re´cupe´ration des patients est e´galement
diminue´. En contrepartie, elles ne´cessitent aupre`s du personnel me´dical d’acque´rir de
nouvelles compe´tences, comme par exemple le guidage par came´ra ou comme le guidage
tactile. En effet, la sensation tactile ressentie par le chirurgien est alors re´duite aux sensa-
tions transmises via les instruments chirurgicaux. Cette interface qui s’est glisse´e entre le
me´decin et le patient, nous permet de reproduire un champ ope´ratoire similaire dans nos
simulations. On peut par exemple reproduire des forces similaires avec un pe´riphe´rique
haptique.
Toutefois, au meˆme titre que les applications pre´ce´dentes ces simulations pre´sentent tou-
jours de nombreux de´fis a` surmonter. De multiples structures anatomiques interagissent
ensemble, et peuvent potentiellement subir de grandes de´formations. Une autre difficulte´
importante porte sur la de´coupe progressive du foie tout au long de la simulation. On peut
trouver d’autres simulateurs semblables qui ont e´te´ de´veloppe´s dans le passe´ Bourquain
et al. (2002); Lamade´ et al. (2002). Cependant, l’application pre´sente´e ici s’appuie sur les
me´thodes avance´es que nous avons pre´sente´es dans cette the`se.
Construction de la simulation
Cette de´monstration est le re´sultat d’une collaboration entre l’INRIA et l’IRCAD4 dans le
cadre du projet PASSPORT5. En effet, la premie`re e´tape pour construire cette simulation
a e´te´ de ge´ne´rer la surface des structures anatomiques. Cette partie du travail a e´te´
re´alise´e par l’IRCAD, en utilisant des donne´es re´elles d’un patient. L’e´quipe a de´veloppe´ un
moyen automatique pour segmenter les images issues d’un CT-scan. Ce proce´de´ consiste
a` reconstruire le maillage 3D de la surface des structures anatomiques, a` partir d’un
ensemble d’images me´dicales (voir figure 6.6). L’automatisation de ce processus permet
notamment de produire facilement des simulations spe´cifiques aux patients, ce qui est ce
qui est particulie`rement utile pour l’entraˆınement pre´-ope´ratoire des cas pathologiques
rares ou complexes.
Fig. 6.6 – Segmentation d’un CT scan. Source IRCAD
A` partir de la surface des organes, nous avons ensuite ge´ne´re´ les diffe´rentes repre´sentations
de la simulation (voir figure 6.7). Nous utilisons trois repre´sentations : une repre´sentation
visuelle, une me´canique et un mode`le de collisions. Pour la partie visuelle, nous utilisons
directement les maillages segmente´s, ainsi que des composants fournis par SOFA pour
4www.ircad.fr/softwares/3Dircadb/3Dircadb1
5http://passport-liver.eu/
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appliquer des textures sur les organes. Pour la repre´sentation me´canique, nous avons
utilise´ le logiciel (CGAL) pour mailler le foie, l’estomac et le colon, car ils sont susceptibles
de subir les plus grandes de´formations. Pour les intestins et le diaphragme, nous avons
utilise´ une grille re´gulie`re de te´trae`dres (affiche´e en fil de fer), car leur de´formations sont
moins importantes. Enfin, nous utilisons un mode`le de collisions simplifie´ car les maillages
obtenus par la segmentation ne constituent pas un volume ferme´ (ce qui est une contrainte
de notre me´thode a` base de LDI). Ces maillages ont e´te´ ge´ne´re´s manuellement, en de´cimant
puis en corrigeant les erreurs issues de la segmentation.
Fig. 6.7 – Diffe´rentes repre´sentations des structures anatomiques utilise´es dans la simulation (De gauche
a` droite : mode`les visuels, mode`les me´caniques, mode`les de collisions).
Pour interagir avec la simulation, nous utilisons un ensemble de dispositifs haptiques
(voir figure 6.8). La pince laparoscopique est controˆle´e par un Xitact IHP6, alors que la
came´ra laparoscopique est controˆle´e par un PHANTOM OMNI7. Ces deux pe´riphe´riques
permettent de retranscrire me´caniquement une force calcule´e dans la simulation.
Fig. 6.8 – Diffe´rents pe´riphe´riques haptiques pour la simulation me´dicale.
En tenant compte du couplage me´canique entre les contacts, on peut ainsi produire un
retour haptique convaincant. Par exemple, l’utilisateur peut ressentir la rigidite´ des coˆtes
en appliquant un contact uniquement sur le foie. En effet, la matrice de compliance permet
de coupler les contacts indirects entre le foie, les coˆtes et l’instrument. On peut alors
transmettre la force re´sultante au pe´riphe´rique haptique.
6www.mentice.com
7www.sensable.com
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Mise a` jour incre´mentale de la compliance
Nous pre´sentons tout d’abord une premie`re version de la simulation (voir figure 6.9) dans
laquelle nous ne simulons que 3 organes de´formables (le foie, l’estomac et le colon). Le
foie e´tant l’un des organes les plus grands du corps humain, et il difficile d’utiliser un
maillage uniforme compose´ de petits e´le´ments sur l’inte´gralite´ du volume. En revanche,
cette structure anatomique est de´compose´e en 8 re´gions the´oriques (appele´s segments
anatomiques) qui permettent d’en avoir une repre´sentation sche´matique. Ainsi, graˆce aux
bilans pre´-ope´ratoire, et en fonction de la localisation de la tumeur on peut de´terminer a`
l’avance les segments anatomiques qui vont eˆtre manipule´s pendant l’ope´ration.
Dans cette simulation nous avons de´compose´ le foie en deux parties, dont une seule peut
eˆtre de´coupe´e. La premie`re est limite´e a` la zone proche de la tumeur et contient 4664
te´trae`dres (1143 points), alors que la seconde est compose´e de 11251 te´trae`dres (2382
points) re´partis dans un volume beaucoup plus grand. Ainsi, seule la zone proche de
la tumeur peut eˆtre de´coupe´e, et pour cela nous utilisons la me´thode de carving. Pour
relier les deux parties du foie, nous avons place´ 22 contraintes afin d’imposer une position
commune aux points se trouvant a` l’interface entre les deux sections.
Fig. 6.9 – Simulation d’une re´section he´patique avec la mise a` jour incre´mentale de la matrice de com-
pliance. A` gauche, on peut voir la tumeur en transparence.
Les organes sont simule´s en utilisant le mode`le co-rotationnel implicite, avec le CG non
pre´conditionne´ calcule´ sur GPU (voir chapitre 3). Les collisions sont de´tecte´es avec la
me´thode des LDI pre´sente´e dans le chapitre 4, et les contraintes sont formule´es en volume
avec frottement. Les contraintes et les contacts frottants sont ajoute´s dans le LCP, qui
est obtenu avec la version GPU de la me´thode de compliance warping (voir section 5.4.2).
Quand une de´coupe est re´alise´e, nous utilisons la me´thode de mise a` jour incre´mentale de
la compliance calcule´e sur GPU.
Cette solution permet de de´couper le mode`le me´canique tout en gardant la matrice de
compliance cohe´rente par rapport aux modifications. En pratique, l’instrument ne sup-
prime qu’un nombre limite´ d’e´le´ments par pas de temps, ce qui permet de garantir des
performances proches du temps re´el (autour de 15 FPS), meˆme pendant la de´coupe. Par
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ailleurs, la me´thode permet de ge´rer un nombre important de contacts simultane´s graˆce
a` la paralle´lisation du calcul de la compliance sur GPU. En revanche, une limitation de
cette simulation est que chaque de´coupe accumule des erreurs nume´riques dans la matrice
de compliance. Ainsi, la simulation d’une de´coupe plus longue s’effectuant sur plusieurs
segments anatomique rendrait la simulation instable.
Calcul de la compliance base´ sur le pre´conditionneur
Nous pre´sentons maintenant une dernie`re application, dans laquelle nous construisons la
compliance a` partir du pre´conditionneur (voir section 5.5). Cette de´monstration a e´te´
pre´sente´e a` Siggraph Courtecuisse et al. (2011b).
Fig. 6.10 – Simulation d’une re´section he´patique, en construisant la matrice de compliance a` partir du
pre´conditionneur asynchrone.
Dans cette simulation, 5 objets de´formables (le foie, l’estomac, le colon, les intestins et le
diaphragme) sont simule´s (Le de´tail sur structures anatomiques est donne´ dans le tableau
6.1). Pour ajouter du re´alisme a` la simulation, nous avons mode´lise´ le diaphragme, auquel
nous appliquons des forces pe´riodiquement pour simuler la respiration. L’utilisateur peut
controˆler alternativement une came´ra, et un bistouri e´lectrique capable de de´couper le
foie.
Nombre de Nombre Nombre de
points d’e´le´ments triangles
Foie 498 1999 2568
Estomac 306 756 594
Colon 347 819 702
Diaphragme 131 328 8794
intestins 64 142 12460
Tab. 6.1 – Informations sur les objets simule´s.
Les structures anatomiques sont simule´es avec le mode`le co-rotationnel et une inte´gration
implicite calcule´e sur GPU. Les contacts sont de´tecte´s avec la me´thode des LDI, et des
contraintes en volume avec frottement sont formule´es. Cette solution est tre`s pratique
6.2. BILAN 181
pour animer cette simulation, puisque les maillages issus de la segmentations automatique
pre´sentent de multiples interpe´ne´trations a` l’e´tat initial. De plus, elle permet de garder un
nombre de contacts extreˆmement bas (en moyenne 49.05 contraintes) malgre´ la complexite´
ge´ome´trique de la sce`ne. Ainsi, nous utilisations le pre´conditionneur asynchrone (voir
section 5.5) pour calculer la re´ponse aux contacts sur le foie. Pour les autres organes
nous utilisons la me´thode de compliance warping sur GPU (voir section 5.5.2), car ils ne
pre´sentent pas de changement topologiques.
Du point de vue des performances, la simulation de´roule a` une fre´quence d’environ 25
FPS, y compris pendant la de´coupe. La re´partition des temps de calcul dans une pas
de temps est la suivante : 27.77% pour le mouvement libre. 11.01% pour la de´tection
des collisions. 19.07% calculer la matrice de compliance, et 3.41% pour la re´solution des
contraintes. Dans cette application, le gradient conjugue´ pre´conditionne´ avait en moyenne
besoin de 5, 82 ite´rations pour converger sur le mode`le du foie. Pendant la de´coupe, le
nombre d’ite´rations e´tait le´ge`rement plus e´leve´, mais se stabilise tre`s rapidement de`s qu’on
arreˆte de de´couper.
Pour terminer, nous avons e´galement re´ussi a` simuler le foie avec le mode`le non line´aire
de St-Venant-Kirchhoff. La simulation e´tait stable dans la mesure ou le foie e´tait compose´
de grands e´le´ments difficiles a` inverser. De plus, nous e´tions capable de transmettre un
retour haptique sur ce mode`le qui est cohe´rent avec le mode`le hypere´lastique. Dans les
perspectives a` court terme, nous souhaitons d’ailleurs proposer un framework permettant
de faire du rendu haptique temps-re´el sur des mode`les hypere´lastiques, ce qui n’a encore
jamais e´te´ re´alise´. Encore une fois, cette contribution repre´sente une avance´e majeure,
car il n’existe pas d’autre me´thode pour simuler un rendu haptique convaincant sur des
mode`les non line´aires.
6.2 Bilan
Pour faire le bilan de cette the`se, on peut commencer par rappeler que le domaine de
la me´decine a re´cemment e´mis de nouveaux besoins envers les simulations physiquement
re´alistes d’objets de´formables. Ces applications pourront contribuer a` ame´liorer la qualite´
des soins dans un futur proche, puisqu’elles permettent de reproduire facilement des patho-
logies rares et complexes. En interagissant avec le simulateur, les me´decins ont de´sormais
acce`s a` de nouveaux outils pour l’apprentissage ou la planification des actes chirurgi-
caux, le tout dans un environnement suˆr et reproductible. Pour parvenir a` construire de
telles applications et obtenir un degre´ de re´alisme suffisant, nous avons eu recours aux
nouvelles architectures paralle`les qui permettent d’atteindre des performances de calculs
nettement supe´rieures a` celles des processeurs traditionnels. En revanche, elles ne´cessitent
de repenser totalement les algorithmes pour en produire une version hautement paralle`le.
Concre`tement, nos contributions ont d’abord porte´ sur la re´solution de syste`mes line´aires,
afin de calculer la de´formation des organes. Pour ame´liorer les temps de calcul, nous avons
propose´ une paralle´lisation sur GPU de l’inte´grateur implicite, qui comprend notam-
ment l’algorithme du Gradient Conjugue´. Nous avons e´galement propose´ une technique
de pre´conditionnement asynchrone qui permet d’ame´liorer la convergence du CG, tout en
maintenant de bonnes performances.
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Ensuite, nous avons propose´ un algorithme de de´tection des collisions base´ sur une
raste´risation des objets. Nous en de´duisons les volumes d’intersections ainsi que les gra-
dients de volumes a` partir des LDI. Nous avons ensuite montre´ comment exploiter ces
informations pour construire une re´ponse en contraintes volumiques avec frottement, et
nous avons propose´ un mode`le multi-volumes qui permet d’ame´liorer le comportement
des objets en re´ponse aux collisions.
Enfin, le dernier groupe de contributions traite du proble`me de la re´ponse aux contacts.
Nous avons tout d’abord propose´ une me´thode de paralle´lisation de l’algorithme du Gauss-
Seidel, qui permet de calculer la force de re´ponse aux contacts. Ensuite, nous avons propose´
plusieurs contributions pour calculer la matrice de compliance efficacement en tirant partie
des spe´cificite´s du mode`le de de´formation. Pour terminer, nous avons propose´ une me´thode
ge´ne´rique qui repose sur l’utilisation du pre´conditionneur asynchrone pour construire une
approximation de la matrice de compliance quel que soit le mode`le de de´formation.
Nous avons e´galement pre´sente´ un ensemble d’applications qui montre que nos contribu-
tions sont capables de re´pondre aux besoins des applications me´dicales. Nous garantis-
sons une grande stabilite´ et des temps de calcul tre`s bas, ce qui permet aux utilisateurs
d’interagir avec les simulations. Les contributions pre´sente´es dans ce document ont des
implications a` diffe´rents niveaux :
Diminuer les temps de calcul En identifiant et en re´-organisant les de´pendances des
algorithmes utilise´s dans les simulations physiques, nous avons propose´ des solutions pour
extraire un haut degre´ de paralle´lisme. L’acce´le´ration obtenue nous a permis de diminuer
sensiblement les temps de calcul et d’atteindre des performances en temps re´el. En re`gle
ge´ne´rale, nous avons utilise´ cette acce´le´ration non pas pour simuler les objets plus vite,
mais plutoˆt pour augmenter le de´tail des mode`les. Ainsi, nos solutions ont permis de
changer l’ordre de grandeur du nombre d’e´le´ments simule´s en temps re´el.
Meilleure pre´cision en temps re´el Les nouvelles architectures paralle`les, nous ont permis
de proposer des nouvelles solutions dans le contexte des applications en temps re´el. Ces
algorithmes n’e´taient pourtant pas nouveaux, mais ils e´taient auparavant limite´s par leurs
temps de calculs. En proposant une version paralle`le et optimise´e, nous avons rendu
possible l’utilisation des ces me´thodes dans un contexte interactif (comme le calcul du
contact avec couplage me´canique). En utilisant ces me´thodes dans nos applications, nous
avons pu augmenter la pre´cision et la ge´ne´ricite´ dans les simulations s’exe´cutant en temps
re´el. Nous avons e´galement rendu possible la simulation de phe´nome`nes complexes, comme
par exemple les changements topologiques ne´cessaires dans de nombreuses simulations
me´dicales.
Nouveaux algorithmes Enfin, les proprie´te´s radicalement diffe´rentes des architectures
paralle`les nous ont conduites a` proposer de nouveaux algorithmes (LDI et contacts volu-
miques). Ces nouvelles solutions ont permis de repousser les limites de la simulation en
temps re´el, en diminuant sensiblement les temps de calcul des approches traditionnelles.
Ainsi, ces nouveaux algorithmes permettent a` la fois de retirer les points qui e´taient blo-
quants des approches classiques, tout en maintenant un comportement similaire. De plus,
ils sont a` la fois plus robustes, plus ge´ne´riques et pre´sentent moins de limitations que les
approches classiques. Ceci facilite la cre´ation des simulations et s’adaptent a` de nombreux
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cas d’utilisation.
En conclusion, nous pouvons dire que les me´thodes pre´sente´es dans ce document ont per-
mis de rendre utilisable les simulations interactives base´es sur un comportement physique.
Jusqu’a` pre´sent, les simulations base´es sur des e´le´ments finis restaient trop limite´es (soit
par le faible nombre d’e´le´ments, soit par la simplification des e´quations) pour eˆtre utilise´es
dans de re´elles applications. Nos me´thodes offrent maintenant la possibilite´ de de´velopper
des simulations complexes, pouvant eˆtre exploite´es dans de re´elles applications.
6.3 Perspectives
De nombreuses pistes sont encore a` explorer pour continuer ces travaux. Pour la
partie des solveurs line´aires, il serait inte´ressant d’explorer l’utilisation de nouveaux
pre´conditionneurs. En effet, nous avons par exemple commence´ a` travailler sur l’utili-
sation d’une factorisation XXT , ou` X est l’inverse de L, dans une factorisation LLT . Le
calcul de X est une ope´ration couˆteuse, mais qui peut eˆtre calcule´e dans le thread de
factorisation. Le taux de remplissage de X reste relativement faible, ce qui permet de
l’utiliser sur des maillages tre`s de´taille´s. Le grand inte´reˆt de ce pre´conditionneur re´side
dans le fait que son application est fortement paralle´lisable, puisqu’il s’agit simplement
de multiplications matrice–vecteur. On espe`re alors diminuer le couˆt d’application du
pre´conditionneur dans le thread de simulation.
Pour la partie de la de´tection des collisions base´e sur la raste´risation, nous souhaiterions
e´tendre la me´thode a` une grille multi-re´solutions, en fonction des zones d’inte´reˆt et de la
taille des objets. En effet, notre me´thode souffre actuellement du fait que la re´solution des
pixels est un parame`tre global de la sce`ne, et il est difficile de trouver une valeur optimale
quand on veut simuler des grands objets (comme les organes) avec des objets plus petits
(comme la pointe d’un instrument). Pour cela, on pourrait spe´cifier une taille de pixel
propre a` chaque objet et calculer les volumes d’intersection en fonction des diffe´rentes
re´solutions de grilles. De plus, nous souhaitons e´tendre la me´thode a` une de´tection de
collision continue, ce qui permettrait d’ame´liorer la qualite´ de la re´ponse. En particulier,
cette piste semble prometteuse pour re´duire totalement les proble`mes de stabilisations
post-re´solution.
Enfin, pour la re´solution des contacts base´e sur l’utilisation du pre´conditionneur, il reste
encore a` e´tendre la me´thode a` une re´elle de´coupe des e´le´ments. En effet, nous avons vu que
nous sommes capables de supprimer des e´le´ments, sans changer le nombre de degre´s de
liberte´ du syste`me. Cependant, une de´coupe plus fine est souvent ne´cessaire, ce qui impose
de changer les dimensions du syste`me. Pour y parvenir, on peut utiliser le fait que la mise
a` jour du pre´conditionneur est tre`s rapide. On peut se contenter d’une approximation
grossie`re pendant ce temps, et espe´rer obtenir une nouvelle mise a` jour rapidement qui
prendra en compte le changement de taille de fac¸on correcte.
D’un point de vue plus ge´ne´ral, maintenant que nous sommes capables de construire des
applications re´alistes, avec un nombre importants de mode`les et de parame`tres associe´s ;
une autre piste concerne la ge´ne´ration automatique de simulation spe´cifique a` chaque
patient. Nous avons vu que nous utilisons de´ja` des techniques de segmentations auto-
matiques, pour obtenir la surface des organes a` partir d’une segmentation d’un scanner.
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Cependant, il reste a` automatiser la ge´ne´ration des mailles e´le´ments finis, notamment
pour respecter les spe´cificite´s anatomiques de la surface des objets (comme l’incision de
l’œil par exemple). Un autre proble`me qui reste encore ouvert, c’est de de´terminer les
parame`tres des mode`les me´caniques a` partir des donne´es de patients et, ide´alement, de
manie`re automatique. En effet, pour l’instant ces parame`tres ont e´te´ choisis de fac¸on ar-
bitraire, et il serait inte´ressant de pouvoir les spe´cifier automatiquement en fonction des
proprie´te´s des organes propres a` chaque patient.
Par ailleurs, ceci nous ame`ne directement au proble`me de validation des applications. Nous
avons de´ja` valide´ nos me´thodes en comparant l’exactitude des re´sultats par rapport aux
me´thodes traditionnelles. Nous avons par exemple compare´ nos re´sultats par rapport aux
me´thodes exactes, et nous avons ve´rifie´ l’exactitude du re´sultat par rapport aux approches
se´quentielles. Cependant, il serait inte´ressant d’e´valuer l’utilite´ du simulateur du point de
vue applicatif. Une piste serait de valider le fait que l’utilisation du simulateur a une
re´elle utilite´ pour l’apprentissage des chirurgiens. Par exemple, on peut imaginer que le
simulateur permette aux e´tudiants d’avoir une repre´sentation pratique de la chirurgie.
Ils pourront par exemple acque´rir des connaissances sur la localisation des incisions ou
le placement des outils, ou encore apprendre a` coordonner leurs gestes pour re´aliser une
taˆche. Il serait inte´ressant de valider ces aspects pour inte´grer l’utilisation d’un simulateur
dans la formation des chirurgiens, en vue de diminuer le temps d’apprentissage.
Une validation validation me´canique, qui aurait pour objectif de prouver que le compor-
tement des objets simule´s, est similaire a` celui des organes du patient, aurait e´galement
un grand inte´reˆt. Le simulateur pourrait alors eˆtre utilise´ avant l’ope´ration pour e´valuer
diffe´rentes techniques, et certifier le bon de´roulement. L’enjeu est e´norme, puisqu’une telle
application pourrait re´duire de fac¸on significative le risque ope´ratoire. De plus, en com-
binant ce type de validation avec une me´thode automatique pour ge´ne´rer une simulation
spe´cifique a` chaque patient, on s’attend a` ce que le simulateur devienne un nouvel outil
d’aide a` la chirurgie.
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De´finition du tenseur de contrainte
Le vecteur contrainte ne suffit pas a` caracte´riser la contrainte en un point mate´riel en rai-
son de sa de´pendance vis-a`-vis de la normale. En effet, conside´rons une poutre de´formable
sollicite´e en traction le long de son axe (pas de cisaillement), sur laquelle on ne´glige les
efforts exte´rieurs tels que la force de gravite´ (voir figure A.1). Si on place la normale
du plan de coupe dans l’axe de la poutre (voir figure A.1b), on peut exprimer le vecteur
contrainte par ~c(M, ~n1) =
~F
S
~n1. Alors que dans le cas ou` le plan de coupe est longitudinale
(voir figure A.1c), ~c(M, ~n2) = 0. Ainsi, en un meˆme point, on peut avoir deux vecteurs
contraintes diffe´rents.
 
(a) Cylindre d’origine
 
(b) Plan de coupe verticale
 
(c) Plan de coupe horizontale
Fig. A.1 – Transposition des efforts internes en efforts de surface, en un point donne´, a` l’aide de diffe´rents
plans de coupe.
Mesure de la contrainte
Comme pre´ce´demment, on va transposer la notion de force ponctuelle applique´e a` un
point de l’objet, en un tenseur de contraintes. Conside´rons l’infime portion de matie`res
contenue a` l’inte´rieur d’un te´trae`dre dont les faces sont aligne´es avec le repe`re de base
orthonorme´e (~e1, ~e2, ~e3) (voir figure 2.3). Le te´trae`dre e´tant conside´re´ infiniment petit,
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on peut se limiter a` l’e´tude de la force applique´e en un point M au centre du repe`re.
On note alors dSi et ~ci(M,−~ei), respectivement l’aire et le vecteur contrainte de la face
orthogonale a` la normale ~ei. Il reste a` de´finir la dernie`re face, de normale ~n(n1, n2, n3),
dont l’aire est note´e dS, et le vecteur contrainte ~c(M,~n).
Un peu de ge´ome´trie nous montre que :
2dS~n = ~AB ∧ ~AC = ( ~MB − ~MA) ∧ ( ~MC − ~MA)
= ~MB ∧ ~MC + ~MA ∧ ~MB + ~MC ∧ ~MA
= 2dS1~e1 + 2dS2~e2 + 2dS3~e3
(A.1)
En projetant successivement sur (~e1, ~e2, ~e3) on obtient :
dS1 = dSn1, dS2 = dSn2, dS3 = dSn3 (A.2)
Le principe d’action, re´action, dit que ~c(M,−~n) = −~c(M,~n). En utilisant ce principe, on
peut exprimer l’e´quilibre des efforts exte´rieurs qui s’appliquent sur le te´trae`dre par :
dS~c(M,~n) + dS1~c1(M,−~e1) + dS2~c2(M,−~e2) + dS3~c3(M,−~e3) = 0
dS~c(M,~n) + n1dS~c1(M,−~e1) + n2dS~c2(M,−~e2) + n3dS~c3(M,−~e3) = 0
~c(M,~n) = n1~c1(M,~e1) + n2~c2(M,~e2) + n3~c3(M,~e3)
(A.3)
En e´crivant ce re´sultat sous forme matricielle, on obtient finalement l’e´quation (2.15).
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Algorithme du CG
Cette annexe pre´sente la fac¸on dont sont construites les directions (et les coefficients
associe´s) dans l’algorithme du gradient conjugue´. On rappelle que l’on cherche a` minimiser
la forme quadratique suivante :
f(x) =
1
2
xTAx− bTx+ c (B.1)
On va alors chercher un ensemble de directions mutuellement conjugue´es pour “descendre”
le long de la forme quadratique. Pour de´terminer les vecteurs p(k) (qui correspondent
aux directions), on proce`de par re´currence. Le premier vecteur est obtenu a` partir d’une
solution initiale x(0) arbitraire, les autres vecteurs sont de´termine´s au cours du processus
ite´ratif.
On pose r(k) le re´sidu d’une ite´ration k, de´fini comme suit :
r(k) = b−Ax(k) (B.2)
On remarque que r(k) = −f ′(x(k)) qui est l’oppose´ du gradient e´value´ en x(k). Cela cor-
respond a` la direction ou` f(x) diminue le plus rapidement. Ainsi, on pose p1 = −f ′(x(0)),
et si x(0) = 0, on obtient :
p0 = −f ′(x(0)) = b−Ax(0) = b (B.3)
Nous allons ensuite calculer la prochaine direction, de telle sorte qu’elle soit conjugue´e aux
directions pre´ce´dentes. Pour cela, on utilise l’algorithme de Gram-Schmidt , qui permet
de de´terminer un vecteur orthogonal a` un ensemble d’autres vecteurs, en le projetant
successivement dans chacune des directions. La direction suivante s’e´crit alors :
p(k+1) = r(k) −
∑
i≤k
p(i)
T
Ar(k)
p(i)
T
Ap(i)
p(i) (B.4)
La position suivante est donc obtenue en calculant xk+1 = xk + αk+1pk+1, avec αk+1 qui
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peut eˆtre exprime´ directement en fonction du re´sidu et de la direction suivante :
α(k+1) =
p(k+1)
T
r(k)
p(k+1)
T
Ap(k+1)
(B.5)
Bien que tre`s simple, cette version du gradient conjugue´ ne´cessite le stockage de toutes
les directions pre´ce´dentes ainsi qu’un grand nombre de multiplications de matrice–vecteur
pour re´soudre l’e´quation (B.4). En pratique, on utilise une version le´ge`rement modifie´e
qui ne ne´cessite le stockage que des deux derniers re´sidus et d’une seule multiplication
matrice–vecteur par ite´ration Shewchuk (1994).
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Re´duction paralle`le
Une re´duction paralle`le consiste a` sommer toutes les valeurs d’un vecteur. De`s lors il faut
diffe´rencier deux cas : si les threads sont re´partis dans plusieurs blocs CUDA, ou si les
threads doivent eˆtre synchronise´s au sein du meˆme bloc.
E´videmment, la premie`re solution est plus couˆteuse, pour la paralle´liser on utilise deux
kernels. Pour le premier kernel, on affecte plusieurs blocs CUDA a` diffe´rentes portions du
vecteur. Pour cela, si dim est la dimension du vecteur et BSIZE une constante de´finie
pour re´partir les threads dans les diffe´rents blocs, on lancera BSIZE blocs contenant
chacun un nombre arbitraire de thread (ge´ne´ralement 256 ou 512). Avec ce de´coupage,
chaque thread va traiter se´quentiellement (dim/(BSIZE ∗ 512)) valeurs (si on a choisi
d’utiliser 512 threads). Apre`s une synchronisation locale, on pourra re´aliser une re´duction
paralle`le a` l’inte´rieur de chaque bloc afin d’obtenir une somme partielle dans chacun des
blocs. Pour cela on utilise la seconde variante de la re´duction paralle`le, ou` tous les threads
sont contenus dans un seul bloc. Enfin, le premier thread de chaque bloc e´crit le re´sultat
de l’accumulation de son bloc dans un vecteur de taille BSIZE, en utilisant l’indice du
bloc. Pour terminer on utilise une synchronisation globale, pour s’assurer que tous les
blocs ont e´crit leur re´sultat. Cela se traduit par le lancement du second kernel qui ne
contient que BSIZE threads, et un seul bloc. ce kernel correspond alors a` la re´duction
paralle`le des BSIZE accumulations partielles des blocs pre´ce´dents, dans laquelle tous les
threads appartiennent au meˆme bloc.
Nous pre´sentons maintenant la seconde variante de la re´duction paralle`le, dans laquelle
tous les threads appartiennent au meˆme bloc. Cette variante de l’algorithme est beaucoup
plus souvent utilise´ au sein des kernels, et il est important de l’optimiser. De plus, cela
repre´sente un excellent exemple d’optimisations spe´cifiques au GPU (voir le listing C.1).
Le principe consiste a` diviser successivement la taille du tableau en deux parties e´gales,
les threads situe´s a` gauche de la division accumulent les valeurs situe´es a` droite. Entre
chaque division, on utilise des synchronisations pour garantir l’exactitude du re´sultat, et
on a alors besoin de log(n) synchronisations. Cependant, il est ne´cessaire d’utiliser des syn-
chronisations si et seulement si les threads re´alisant les accumulations sont re´partis dans
plusieurs warps. Ainsi, si le tableau restant a` une taille infe´rieure a` 32, les synchronisations
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sont inutiles car les threads qui vont re´aliser les calculs restant seront automatiquement
synchronise´s. Enfin, on utilise des macros qui de´pendent de BSIZE, pour re´aliser le mi-
nimum d’ope´rations et de synchronisations. Enfin, une fois ce code exe´cute´, le premier
thread posse`de la valeur de la somme de tous les e´le´ments du tableau.
Listing C.1 – Re´duction paralle`le
1 int tx = Threads.x;
2 shared float stemp[BSIZE];
3 volatile float ∗ temp = stemp;
4
5 #if BSIZE > 256
6 syncthreads();
7 if (tx<256) temp[tx] += temp[tx+256];
8 #endif
9 #if BSIZE > 128
10 syncthreads();
11 if (tx<128) temp[tx] += temp[tx+128];
12 #endif
13 #if BSIZE > 64
14 syncthreads();
15 if (tx<64) temp[tx] += temp[tx+64];
16 #endif
17 #if BSIZE > 32
18 syncthreads();
19 if (tx<32) temp[tx] += temp[tx+32];
20 #endif
21 #if BSIZE > 16
22 if (tx<16) temp[tx] += temp[tx+16];
23 #endif
24 #if BSIZE > 8
25 if (tx<8) temp[tx] += temp[tx+8];
26 #endif
27 #if BSIZE > 4
28 if (tx<4) temp[tx] += temp[tx+4];
29 #endif
30 #if BSIZE > 2
31 if (tx<2) temp[tx] += temp[tx+2];
32 #endif
33 #if BSIZE > 1
34 if (tx<1) temp[tx] += temp[tx+1];
35 #endif
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Imple´mentation du scan paralle`le
Un scan paralle`le consiste a` additionner successivement chaque valeur d’un tableau, avec
la valeur de la case pre´ce´dente. Par exemple sur le tableau suivant :
1 0 3 1 2 0 0 3 2 5 2 0 1
On obtiendra le tableau suivant apre`s le scan :
0 1 1 4 5 7 7 7 10 12 17 19 19 20
On utilise plusieurs fois ce calcul dans le rasterizer pour de´terminer l’adresse d’e´criture
de chaque thread dans les diffe´rents kernels. Par exemple, si on conside`re que le premier
Sequential san Sequential san Sequential sanSequential san
Parallel sum Parallel sum Parallel sum Parallel sum
Parallel sumParallel sumParallel sumParallel sum
1 0 3 1 2 0 0 3 2 5 2 0 1
5 5 9 1
0 0 0 0 5 0 0 0 5 5 0 0 5 5 9 0
0 5 10 19
0 1 1 4 5 7 7 7 10 12 17 19 19 20
Second kernel
Fig. D.1 – Scan paralle`le avec une synchronisation globale
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tableau contient le nombre de collisions sous chaque pixel, le second tableau donne pour
chaque thread le de´calage a` effectuer pour e´crire les donne´es de chaque thread. Sur cet
exemple, si ptr est l’adresse du tableau de sortie, le thread no 1 devra e´crire a` l’adresse
ptr + 1 alors que le thread no 5 devra e´crire a` l’adresse ptr + 7. Ainsi, apre`s le calcul du
scan, on pourra traiter toutes les collisions en paralle`le, en posse´dant une adresse unique
pour chaque thread.
E´videmment ce calcul est difficile a` paralle´liser puisqu’il pre´sente de nombreuses
de´pendances. Pour cela, nous proce´dons en deux temps (voir figure D.1). Un premier
kernel (exe´cute´ par un nombre fixe de blocs CUDA) calcule la somme des contributions
d’un sous ensemble du tableau. Ce calcul est exactement le meˆme que celui re´alise´ par le
premier kernel d’une re´duction paralle`le (voir annexe C). Ensuite, un second kernel re´alise
le scan en relisant le tableau pre´ce´dent, en en utilisant les synchronisations locales pour
garantir le re´sultat.
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Liste des symboles
Symboles Signification
Φ Champ de de´placement
Ψ Fonction de test
η Fonction de forme
ψ Contraintes unilate´rales
Υ Relation barycentrique
F Gradient de de´formation
εc, εb Tenseur de de´formation de Cauchy-Green (gauche et droit)
εg, εg′ Tenseur de de´formation de Green-Lagrange, et sa line´arisation
σc Tenseur de contraintes de Cauchy
σp,σs Premier et deuxie`me tenseur de contraintes de Piola-Kirchhoff
⊗,⊗,⊗ Produit tensoriel re´duit une, deux et trois fois
M,B,K Matrices de masse, amortissement et rigidite´
A Matrice du syste`me assemble´
C Matrice de compliance
P Matrice de Pre´conditionnement
P Matrice de permutation
L,U Matrices triangulaires infe´rieures et supe´rieures
D Matrice diagonale
W Ope´rateur de Delasus
R Matrice de rotations
G Matrice de globalisation
J Matrice de mapping
E Line´arisation de la relation contrainte - de´formation
F Line´arisation de la relation de´formation - de´placement
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Symboles Signification
a,v,p Vecteurs d’acce´le´ration, vitesse et position
u Vecteur de de´placement
f Vecteur de force
b Vecteur solution du syste`me line´aire
x Vecteur inconnu du syste`me line´aire
δ Vecteur des interpe´ne´trations
λ Vecteur des multiplicateurs de Lagrange
ρ Vecteur des multiplicateurs de Lagrange exprime´s en volume
~c Vecteur de contrainte
~n Vecteur normal
~t1, ~t2, ~tn Vecteurs tangents
ρ Masse volumique
h Pas de temps
p Taille des pixels
A Aire associe´ aux pixels
E, ν Module de Young et coefficient de Poisson
λ, µ Coefficients de Lame´
µ Coefficient de frottement
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