An unsupervised multi-strategy approach has been developed to identify informative genes from high throughput genomic data. Several statistical methods have been used in the field to identify differentially expressed genes. Since different methods generate different lists of genes, it is very challenging to determine the most reliable gene list and the appropriate method. This paper presents a multi-strategy method, in which a combination of several data analysis techniques are applied to a given dataset and a confidence measure is established to select genes from the gene lists generated by these techniques to form the core of our final selection. The remainder of the genes that form the peripheral region are subject to exclusion or inclusion into the final selection. This paper demonstrates this methodology through its application to an in-house cancer genomics dataset and a public dataset. The results indicate that our method provides more reliable list of genes, which are validated using biological knowledge, biological experiments, and literature search. We further evaluated our multi-strategy method by consolidating two pairs of independent datasets, each pair is for the same disease, but generated by different labs using different platforms. The results showed that our method has produced far better results.
Introduction
Discovering useful, and ideally, all previously unknown knowledge from historical or real-time data obtained from various sources, such as biological experiments or clinical information, is a complex and challenging task. This first requires an in-depth understanding of the domain and second, the development of novel and appropriate strategies for data preprocessing and analysis. In high throughput genomics applications, knowledge discovery processes support various research and development activities. Two examples of these are: (i) the discovery of relationships between genes and their functions based on time-series data (such as a drug response over time or stages during embryonic development), and (ii) the investigation of gene responses to various treatments at one discrete time point. Many different statistic and data mining approaches have been developed and successfully applied to biological datasets.
1 However, a method suitable for analyzing one dataset may not be successful when used for another dataset. It is well recognized that the different methods for the identification of differentially expressed genes produce nonoverlapping lists of genes. This has motivated many researchers to apply several techniques, instead of one. However, several questions should be asked: (i) what are the suitable methods that can be applied, and (ii) how can the results generated by these methods be properly combined without losing any useful information. The objective of this paper is to address the latter question.
In this paper, we provide an overview of knowledge discovery in genomics with the emphasis on multi-strategy approaches in which a number of unsupervised learning techniques are applied to identify differentially expressed genes from a given dataset. The following sections consist of a brief summary of some related work followed by a detailed description of the biological problem which motivated us to consider a multi-strategy approach. We then describe our method, provide the results of its application on two cancer related datasets and additional evaluation that we performed on two pairs of independent datasets. We conclude that our multi-strategic method outperforms any individual method used in this study.
Related Work
The research reported in this paper is closely related to both supervised and unsupervised learning. This is in addition to bagging, boosting, and randomization approach for the construction of ensembles of decision trees, which is well described in Dietterich's paper. 2 The topic of our paper also overlaps with feature selection based on multiple methods. Supervised methods, which are mainly concept learners, generate hypotheses that are based on the original set of attributes. In many learning applications, the original learning space becomes inadequate. This inadequacy becomes evident through a high degree of irregularity in the distribution of instances and the models that are generated as output. Bloedorn of the knowledge representation space.
3 A system like AQ-17 has been able to significantly extend the machine learning capabilities as a multi-mechanism approach and produces a new generation of symbolic learning systems. 3 Hsu et al. proposed a high level optimization system (in the form of a wrapper) for relevance determination and constructive induction, and on integrating these wrappers with elicited knowledge on attribute relevance and synthesis. 4 Their approach is based on using decision-support systems when multi-strategy machine learning is applied. Similarly, Geurts et al. proposed a new tree-based ensemble method for supervised classification and regression problems. 5 This approach consists of randomizing both attribute and cut-point choice while splitting a tree node. In the extreme case, this approach builds totally randomized trees whose structures are independent of the output values of the learning sample. Similar efforts are seen in applying unsupervised methods for multi-strategy learning. Amershi and Conati outline a user modeling framework that uses both unsupervised and supervised machine learning in order to reduce development costs of building user models, and facilitate transferability. 6 They apply a framework to model student learning during interaction with the Adaptive Coach for Exploration (ACE) learning environment (using both interface and eye-tracking data). Learning from cluster examples (LCE) is a hybrid task for combining features of two common grouping tasks: learning from examples and clustering. 7 In this approach, each training example is a partition of objects. The objective is then to learn from a training set, a rule for partitioning unseen object sets. Multi-clustering is an example that has qualitative advantages over standard clustering when applied to vector-data images.
In biological applications, one of the most relevant publications regarding feature selection for biological datasets is the comparison and evaluation of ten different feature selection methods by Jeffery et al. 8 The authors applied the ten methods listed in their paper to nine microarray datasets and found that these methods returned very dissimilar gene lists; only 8-21% of the genes identified were common among the various methods. Most recently, Kadota et al. proposed a weighted average difference (WAD) method and compared it with seven other feature selection methods for ranking differentially expressed genes and found that the strength of each method is dependent on the preprocessing method used prior to the feature selection. 9 Hua et al. also found that none of the feature selection methods they used are good across all scenarios. 10 Nevertheless, none of these papers tried to combine gene lists generated by various methods. Abruzzo et al. applied three feature selection methods to identify differentially expressed genes and combined genes generated by each method. 11 They concluded that a comprehensive list containing all of the differentially expressed genes can be obtained by applying multiple statistical tests and combining the results of these tests. Random forest classification is another example of multi-strategy methods. Classifiers built using this approach consist of many decision trees where the end results are modes of the classes generated by individual trees. Diaz-Uriarte and Alvarez de Andres investigated the use of random forests for classification of nine microarray datasets.
12 They proposed a new method for gene selection based on random trees and bootstrapping that produced a relatively small set of genes while preserving predictive accuracy and concluded that this method is competitive with the existing methods.
The Multi-Strategy Approach
This section provides an overview of the proposed multi-strategy approach (Fig. 1) . Microarray data are first passed through a basic data preprocessing stage such as normalization, data filtering, and missing value handling. Certain procedures in data preprocessing require domain expertise and additional research. Data preprocessing helps us to better envision the scope of the knowledge discovery process and to ascertain whether the microarray experiments have been performed properly. The next step in the multi-strategy approach is to apply as many data analysis methods as desired to obtain the best possible lists of differentially expressed genes. The gene lists obtained from the selected methods are then consolidated based on a novel algorithm that we describe in this study. The overall consolidation algorithm is summarized in Fig. 2 . After obtaining the gene lists from different analysis methods, we first established a confidence measure to select from these gene lists a set of genes to form the core of our final selection. The remainder genes form the peripheral set which is subject to exclusion or inclusion into the final selection by applying the method described below. Depending on the context of the problem under study, there is a variety of ways to define the confidence measure to form the core and peripheral. A simple 
.. confidence measure could be defined as a unanimity voting scheme, under which the core consists of genes that are identified by all methods that were applied. Another option is to define a less stringent voting scheme by defining the core as the genes that are selected by more than one method. The next step is the recruitment of similar genes from the peripheral into the core. This is done based on the principle of characteristic similarity such as gene coregulation, pathways involved, and Gene Ontology (GO) annotation. 13 In order to achieve this, we first partition the genes in core into different characteristic groups.
The genes in each group could:
i. participate in the same biological pathway (based on, for example, KEGG database), 14 or
ii. have the same biological function (based on GO annotation), or iii. be regulated by the similar mechanism (based on common transcription factors).
We then evaluate the similarity between the genes in the peripheral and the characteristics of each group in the core. If a gene in the peripheral region passes the pre-established similarity threshold, this gene is recruited into the final gene list. During the functional clustering in the recruitment process, ideally, the peripheral genes and core genes are considered as disjoint sets. In practice, this is not always possible. In such case, we may consider the union (core + peripheral ) and partition them into various functional clusters. If certain percentage of genes in a functional cluster share their functions with a cluster in the core region, then the genes belonging to peripheral in the cluster are recruited, as indicated in our application below (Eq. (1)). The core genes and the recruited genes are derived from the differentially expressed genes identified by the individual methods; they therefore inherit the statistical significance property from these original methods. If a gene in our final selected list is identified by more than one method, we could maintain a multiple significance measure for the gene; or if only one single measure is desired then for a conservative measure, we would assign the statistical significance for the gene to be the least significant among them.
Data Used for this Study
We used two gene expression datasets for this study. The first dataset was obtained from a mouse mammary epithelial cell line that was treated with Transforming Growth Factor (TGF)-β, 15 whereas the second dataset is a leukemia dataset that was published by Stirewalt et al. 16 Each of these datasets has its unique properties and provides us with a good means to evaluate our proposed method.
JM01 dataset
This dataset was generated by exposing JM01 cell line to a treatment with the TGF-β for 24 h. 15 TGF-β induces an Epithelial-to-Mesenchymal Transition (EMT) in these cells, a phenomenon characterized by significant morphology and motility changes, which are thought to be critical for tumor progression. TGF-β can act both as a tumor suppressor and tumor promoter depending on the context in which it is expressed. Given the opposite actions of TGF-β and the multiplicity of effectors that this growth factor utilizes, it is essential to identify those mediators that are specific to its tumor promoting or tumor suppressive pathways. Elucidation of the genetic programs underlying this EMT should provide a better understanding of the molecular mechanisms involved in cancer development and progression. The goal of this study is to identify the TGF-β modulated genes involved in the EMT process. The transcriptome changes after 24 hours in TGF-β treated versus nontreated control cells were monitored using Agilent 41 K mouse genome array (four technical replicates).
Leukemia dataset
This dataset contains the gene expression data of 38 healthy donors and 26 acute myeloid leukemia (AML) patients, and was obtained using the Affymetrix HG U133A microarray platform. 16 This analysis was focused on the identification of abnormally expressed genes in AML, which could serve as potential therapeutic targets. Seven over-expressed genes in the AML to normal (healthy donors) comparison were discovered in the original cohort. Quantitative RT/PCR studies of an independent set of normal and AML patient samples then confirmed the findings.
16
We also used these results for the validation of the outcome of our analysis.
Experimental Results
The effectiveness of the proposed methodology is demonstrated through its application to the two datasets (Sec. 4). After data preprocessing, we applied three most popular methods used in microarray data analysis: a parametric statistical method t-test, a variant of t-test called significant analysis of microarrays (SAM), and a nonparametric method Rank Products (RP) to identify lists of differentially expressed genes from these two datasets. 17, 18 For t-test, the cutoff point is p ≤ 0.05 for both datasets. When analyzing data using SAM, "one class response" was applied to JM01 dataset and "two class unpaired" to the Leukemia dataset. The False Discovery Rate (FDR) for SAM was 5% for both datasets and the analysis used 500 random permutations for both datasets. In our experiments with RP, the expected RP-values and FDR were calculated using 500 random experiments (number of permutations) of the same size of original datasets for both datasets. We selected genes based on 5% FDR for both datasets. To form the core, we selected genes that were identified by more than one method. The remaining genes that were identified by only one individual method fall into peripheral. The DAVID annotation tool 19 was applied to partition the genes (Fig. 3) in core (S4+S5+S6+S7) and core plus peripheral (S1+S2+S3+S4+S5+S6+S7), respectively, based on similar characteristics (such as biological process, molecular function, subcellular location, protein-protein interaction, protein functional domains, pathway information, disease association and literature). This resulted in a set of n clusters, g = {g 1 , g 2 , . . . , g n } for the genes in core and a set of m clusters,
. . , G m } for the genes in core plus peripheral. We applied p ≤ 0.05 with each annotation in the enrichment analysis. For the clustering, with regards to KAPPA similarity threshold, we used 0.35 for JM01 dataset and 0.45 for the Leukemia dataset. The clusters in g and G were then pair-wise compared. The percentage of the genes in each cluster of G that are overlapped with each cluster of g was calculated as follows:
If an overlap ≥ 70% is found for the pair (G i , g j ), then all the peripheral genes in G i are recruited into the final gene list. Although these thresholds are arbitrarily selected, we selected these thresholds in order to recruit reasonable number of genes. We also applied promoter similarity measure for recruitment. For each individual gene in the peripheral, as long as it finds a gene in the core that has similar promoter composition with a similarity score ≥ 0.7, this gene is recruited. The promoter similarity was measured based on the number of the same transcription factor binding sites (TFBS) appeared in the promoter region of the compared pair of genes. Let χ and ψ be the sets of distinct TFBSs that are found from two promoter regions X and Y , respectively. Usually χ and ψ share some common instances. Let n(Z) be the number of instances in a set Z, the similarity, Sim(X, Y ), between the two promoter regions X and Y can be defined as:
Since χ ∩ ψ is a subset of χ ∪ ψ, n(χ ∩ ψ) ≤ n(χ ∪ ψ). The value of Sim is therefore between 0 and 1. We searched the significant (p < 0.05) 20 TFBS using Profile Hid- Figure 3 shows the distribution of differentially expressed genes identified by applying t-test, SAM, and RP that make up the core (501 genes) and the peripheral (533 genes). Table 1 shows the final number of up and down-regulated genes identified by the multi-strategy approach. Initially, there were 355 up-and 146 down-regulated genes in the core. Through the recruitment processes, genes in the peripheral were brought in according to functional annotation clustering and promoter similarity. The final list contains 428 up-and 205 down-regulated genes. The recruitment is based on known (annotated) genes only.
JM01 dataset
A Gene Set Enrichment Analysis (GSEA) was conducted as described in Subramanian's paper 23 to check the association of our final genes with human disorders/diseases or their related pathways. GSEA was performed using gene set databases C2 with 10,000 random gene set membership assignments. A summary of the results from GSEA is given in Table 2 , where we list the gene sets with nominal p-value < 0.025 and FDR < 0.3. As can be noted, the results provide an overall picture of our final gene list, which is much more enriched in gene sets that are related to breast cancer, or TGF-beta signaling pathway, for example, BRENTANI CELL ADHESION, TGFBETA ALL UP. It also shows a consistency between our finding and the previous research.
23 Table 3 shows a group of selected genes that were confirmed to be modulated by TGF-β. Several of these genes were independently confirmed by a proteomics analysis of TGF-β treated JM01 cells, 24 polymerase chain reaction (PCR), western blot or immunofluorescence microscopy. These results show that if only SAM was applied, eight (four up-and four down-regulated) genes would have been missed. The number of missed genes would have been two (one up-and one down-regulated) if only t-test was applied and 13 genes (seven up-and six down-regulated) if only RP was applied. These results clearly show that the application of a multi-strategy approach uncovers many important genes that could be missed when applying a single analysis method. For example, several members of the ITGB family have been implicated 
Up-regulated genes
Notes: PCR: either semi-quantitative real-time PCR assays or real-time PCR assays; WB : western blot; IF : immunofluorescent microscopy; MRM : mass spectrometry-based multiple reaction monitoring.
in the metastasis phenomenon, 25 whereas variations of caveolin-1 expression may have an important role in the progression of human breast lobular cancer, 26 and the c-kit and the PDGF receptors have been identified as potential targets for molecular therapy in breast cancer. Figure 4 shows the distribution of differentially expressed genes for the Leukemia dataset identified by applying t-test, SAM, and RP, respectively. There are 785 and 709 genes in the core and the peripheral, respectively. The results of partitioning the core and the recruitment of additional genes from the peripheral are given in Table 4 . Initially, there were 241 up-and 544 down-regulated genes in the core. Through the recruitment from the peripheral, 196 up-and 273 down-regulated genes were brought in according to functional annotation clustering and promoter similarity. The final list contains 437 up-and 817 down-regulated genes. We then performed a GSEA using the same parameters for the cross checking of the final gene list as was done for the JM01 dataset. A summary of the results of this GSEA is given in Table 5 , which lists gene sets with FDR < 0.01 and nominal p-value < 0.0001. These results show that the genes that are identified through the multi-strategy method are enriched, and that the list contains many gene sets that are strongly related to AML. This indicates that there is significant agreement between the gene list we generated using the multi-strategy method and previously published gene lists generated from leukemia datasets. 23 We therefore strongly believe that our multi-strategy approach for selecting genes is more reliable. We validated the results of multi-strategy method using two leukemia databases. The first database is LeGenD, 28 a leukemia database curated from several published biomedical research literature databases (PubMed, OMIM, CGAP, etc). The second database is GeneCards, 29 which is curated according to the information from biomedical research literature databases (OMIM, SWISS-PROT, Genatlas, GeneTests, GAD, GDPInfo, Bioalma, Leiden, Atlas, BCGD, TGDB, and/or HGMD). the genes selected through our multi-strategy method are actually already identified leukemia disease genes. These results also show that if only SAM was applied, five genes would have been missed, whereas seven would have been missed if only t-test was applied and two would have been missed if only RP was applied. The multi-strategy approach therefore helped us to identify many important genes that would have otherwise been missed. T-cell leukemia/lymphoma protein (TLX1), for example, has been shown to be involved in a chromosomal aberration that may be a cause of the acute T-cell lymphoblastic leukemia (T-ALL). 30 In addition, a chromosomal aberration involving ARHGEF12 may be the cause of acute leukemia.
Leukemia dataset
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For example, the translocation of t(11;11)(q23;23) with the mixed-lineage (MLL) gene is observed to form myeloid/lymphoid fusion partner in AML. 30 Finally, translocation of FOXO3 gene with the MLL gene is associated with secondary acute leukemia. 30 Table 6 also shows that seven of the identified genes through our multi-strategy approach were confirmed by qRT-PCR studies of an independent set of normal and AML patient samples. 16 The GSEA results have provided a clear insight in the significance of genes identified through the multi-strategy approach. The validation of these results using the two leukemia databases provided solid confirmation. Overall, these findings strongly suggest that multi-strategy approach successfully identifies differentially expressed genes with a higher degree of reliability.
Additional Evaluations
To further demonstrate the effectiveness of the proposed methodology, we performed additional experiments on two pairs of independent datasets using Jaccard coefficient. Each pair of datasets deals with the same disease phenotypes, but is 
Note: Q-RT/PCR validation in Stirewalt's study. 16 produced by different labs using different platforms. The first pair is about lung cancer, consisting of two data sets, one with 13 squamous cell lung cancers and 5 normal lung specimens 31 and the other with 21 squamous cell lung cancers, and 17 normal lung specimens. 32 The second pair is about Duchenne muscular dystrophy (DMD) consisting of two data sets, one with 12 DMD patient samples and 12 unaffected control 33 and the other with 22 DMD patient samples and 14 control samples. 34 During data preprocessing, the cDNA data was log2 transformed while quantile normalization was applied to all datasets, except the Affymetrix GeneChip data, that was preprocessed using RMA. 35 We then applied RP, SAM, T -test, and our Multi-strategy method to identify the significant genes in each dataset. In each pair, the genes present in both datasets were used in the subsequent analysis. 
In this way, we not only count the number of genes overlapped between the two lists based on their gene expression, but also consider functionally related genes. The functionally related genes were identified using DAVID functional classification tool 19 with similarity threshold 0.35. We used Matchminer software 37 to process the gene identifiers from different datasets/platforms. Then we calculated the Jaccard coefficient (Eq. (3)) for each pair of gene lists generated by all the four methods ( Table 7) . The Jaccard coefficient is the highest when using multi-strategy method for both pair of datasets. Therefore, by recruiting functionally related genes, the multi-strategy method generates the two lists that are in much better agreement than any individual method used in this study.
Discussion and Conclusions
In the past decade, many statistical methods have been developed to identify differentially expressed genes during embryonic development, disease versus normal, etc.
Since the last few years, researchers have come to realize that application of a single analysis method may not identify all genes that are involved in the process that is studied. We therefore propose a multi-strategy analysis method which integrates the output of several analysis methods, thereby generating a more comprehensive result. In this paper, we have applied a multi-strategy method to the two microarray datasets. The results of our data analysis and further evaluation based on two pairs of independent datasets have shown that our consolidation method outperformed any single participating method; it is able to identify additional important genes that would be missed when applying only one method. This method provides a stronger confidence in the results without incurring high false identification.
The main challenge in all multi-strategy methods is the consolidation and interpretation of the results. We strongly believe that given the objectives of this research and the biological problem, applying multiple analysis methods has produced better results than any single method. The two most important questions arising from the analysis we described here are: (i) what are the most appropriate methods that one needs to apply to search for list of informative genes that would lead to identifying biomarkers, and (ii) how to combine the generated results. We are pursuing this research further by applying this approach to other datasets, and are also evaluating other comparison methods. We believe that the novelty of our approach is in employing data mining concepts, refining them, and combining them with other existing methods in the field of unsupervised learning to discover useful and more comprehensive information from biological data.
One has to keep in mind that the core of our approach is an unsupervised method, where (i) the data are not labeled, (ii) no confusion matrix can be applied, and (iii) the real decision on what is False Positive and what is False Negative can be made through (a) domain expert feedback, (b) literature validation, (c) biological experimental confirmation, and (d) perhaps follow-up studies, such as performing additional biological experiments, etc. Because of the cost associated with biological experiments, we were not able to validate all the identified genes experimentally. We have done our best to identify which genes, from amongst all the genes that we identified to be the most informative, are truly the most relevant (or true positives) based on experimental confirmation (see Table 3 ).
Supplementary Materials
Gene lists are available at http://bioinfo.iit.nrc.ca/Multistrategy. The gene lists include detailed list of up-down core gene lists and recruited gene lists by different methods.
