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Abstract
In this paper we investigate the problem of ﬁnding a 2-connected spanning subgraph of minimal
cost in a complete and weighted graph G. This problem is known to be APX-hard, for both the edge
and the vertex connectivity case. Here we prove that theAPX-hardness still holds even if one restricts
the edge costs to an interval [1, 1+ε], for an arbitrary small ε > 0. This result implies the ﬁrst explicit
lower bound on the approximability of the general version (i.e., for arbitrary graphs) of the problem.
On the other hand, if the input graph satisﬁes the sharpened -triangle inequality, then a(
2
3 + 13 · 1−
)
-approximation algorithm is designed. This ratio tends to 1 with  tending to 12 ,
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and it improves the previous known bound of 32 , holding for graphs satisfying the triangle inequality,
as soon as < 57 .
Furthermore, a generalized problem of increasing to 2 the edge-connectivity of any spanning
subgraph of G by means of a set of edges of minimum cost is considered. This problem is known
to admit a 2-approximation algorithm. Here we show that whenever the input graph satisﬁes the
sharpened -triangle inequality with < 23 , then this ratio can be improved to

1− .
© 2004 Elsevier B.V. All rights reserved.
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1. Introduction
The design of approximation algorithms is one of the most successful approaches in
attacking hard optimization problems. Another fundamental approach is trying to specify
the set of “easy” input instances, for which the hard problem considered can be solved
efﬁciently. Here we follow the idea of the concept of stability of approximation [8,23] that
combines these two approaches. The main point of the stability concept is to try to split
the set of all input instances into (potentially inﬁnitely many) classes with respect to the
achievable approximation ratio. This approach is similar to the concept of parameterized
complexity introduced by Downey and Fellows [12,13] (the difference is in that we relate
the parameter to the approximation ratio while Downey and Fellows relate the parameter
to the time complexity). The crucial point in applying this concept is to ﬁnd parameters
that well capture the difﬁculty of problem instances of the particular hard problem. The
concept of the stability of approximation was successfully applied [6–8] for TSP by using
the -triangle inequality to partition the set of all input instances of TSP. We say, for every
 12 , that a complete weighted graphG = (V ,E) satisﬁes the -triangle inequality, if, for
a given non-negative cost function cost : E → R+0 , and for all vertices u, v,w ∈ V , we
have that
cost({u,w}) (cost({u, v})+ cost({v,w})) .
We also speak of a sharpened triangle inequality in the case  < 1, and of a relaxed triangle
inequality in the case  > 1.
Notice that for  = 12 all edges have the same weight, and that the general TSP does not
admit any polynomial approximation ratio in the number of vertices of G. In a sequence
of papers [1,2,4,6–9], lower and upper bounds on the polynomial-time approximability of
TSP input instances satisfying -triangle inequalities were proved. These lower and upper
bounds continuously growwith from1 (for = 12 ) to inﬁnity (for tending to inﬁnity) and
so the strength of the triangle inequality really captures the hardness of TSP input instances.
Recently, also the approximability of input instances of the asymmetric TSP satisfying a
sharpened triangle inequality was investigated in [5,10].
Although at ﬁrst glance the sharpened triangle inequality might seem less natural to
consider than the relaxed triangle inequality, there are some good reasons to do so. For
example, any Euclidean instance, in which the cost function is given by the Euclidean
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distance and where no three points lie on the same line, satisﬁes a sharpened triangle
inequality with
 = max
u,v,w∈V
cost({u,w})
cost({u, v})+ cost({v,w}) < 1.
A further discussion on the motivation of the sharpened triangle inequality is given in [8].
The goal of this paper is to extend this characterization to two fundamental connectivity
problems, that is theminimum-cost 2-connected spanning subgraph problem (note that this
may be either 2-edge- or 2-vertex-connectivity) and the minimum-cost 2-edge-connectivity
augmentation problem. Both problems play a crucial role in graph theory, and have many
important applications in the framework of network design, especially with the increasing
attention towards communication reliability aspects [3,20,22].
Concerning the former problem, in its more general formulation, we are given a weighted
graphG = (V ,E), and we want to ﬁnd a minimum-weight 2-connected spanning subgraph
H = (V ,E′) of G (recall that a graph is 2-edge-connected [2-vertex-connected] if the
removal of any edge [vertex] leaves the graph connected). This problem is well-known to
be NP-hard [20]. Concerning approximability results, for both kinds of connectivity the best
known ratio is 2 [25,29]. Concerning the special case inwhichG is unweighted, there exists a
4
3 -approximation algorithm for 2-vertex-connectivity [30], and a
( 4
3 − 11344
)
-approximation
algorithm for 2-edge-connectivity [26], while if G satisﬁes the triangle inequality, then it is
approximable within 3/2 [17]. Finally, concerning inapproximability results, the problem is
known to beAPX-hard, even ifG is unweighted and has bounded degree [16,11]. However,
for any integer d = o(log |V |), if G is complete and Euclidean in Rd (i.e., G is embedded
in the Euclidean d-dimensional space and the edge weights correspond to the Euclidean
d-dimensional distance between the corresponding endvertices), then for both kinds of
connectivity the problem admits a PTAS [11].
Regarding the latter problem, in its more general formulation, we are given a weighted
graph G = (V ,E) and a spanning subgraph H = (V ,E′) of G, and we want to ﬁnd a
minimum-weight set of edges inE\E′ whose addition toH augments its edge-connectivity
to 2. This problem is well-known to be NP-hard [20], but it becomes polynomial-time
solvable if G is complete and unweighted [14]. Other interesting polynomial cases arise
when H is restricted to be either a Hamiltonian path of G [18], or it is a tree which can be
rooted in a vertex r ∈ V in such a way that for every edge e = (u, v) ∈ E, either u is an
ancestor of v, or v is an ancestor of u in the rooted tree [19]. Concerning approximability
results, the best known approximation ratio is 2 [24]. For the unweighted case, improving the
approximation ratio below 2 has been a long standing open problem. Recently, Nagamochi
[28] developed a (1.875+ ε)-approximation algorithm, for any constant ε > 0, afterwards
improved to 3/2byEven et al. [15]. Finally, as far as inapproximability results are concerned,
these are the same holding for the previous problem.
In this paper, we focus on input graphs which are complete and satisfy a sharpened
triangle inequality, and we provide the following three main contributions for the above
problems:
(i) We show that the minimum-cost 2-connectivity problems are APX-hard even for the
subsets of input instances satisfying the -triangle inequality for an arbitrary  > 12 ,
and even for input instances with costs from an interval [1, 1+ ε] for an arbitrary small
140 H.-J. Böckenhauer et al. / Theoretical Computer Science 326 (2004) 137–153
ε. Since we provide a lower bound on the polynomial-time approximability that grows
with , for 12 <  <
2
3 , we obtain a lower bound of
68569
68564 − ε, for every ε > 0, on
the approximability of 2-connectivity problems and of their generalized augmentation
versions. Notice that this is the ﬁrst explicit lower bound for these problems.
(ii) We design a
(
2
3 + 13 · 1−
)
-approximation algorithm for the minimum-cost 2-edge-
[2-vertex]-connectivity problem restricted to the input instances satisfying the-triangle
inequality for 12 <  < 1. This improves, for  <
5
7 , the best known approximation
ratio of 3/2 holding for instances satisfying the triangle inequality [17].
(iii) We design a 1− -approximation algorithm for the input instances satisfying the -
triangle inequality ( 12 <  < 1) of the augmentation problem. This improves, for
 < 23 , the best known approximation ratio of 2 [24].
The paper is organized as follows. Section 2 is devoted to deﬁnitions and some useful
fundamental observations about input instances satisfying the sharpened triangle inequality.
The subsequent three sections present the above-mentioned results.
2. Preliminaries
In this section we give details on the notion of the sharpened triangle inequality and some
of its implications.
Lemma 1 (Böckenhauer et al. [6]). Let G = (V ,E) be a complete, non-negatively
weighted graph with a cost function cost that satisﬁes the -triangle inequality for 12 <
 < 1. Let cmin and cmax denote the minimum and the maximum cost occurring in G,
respectively. Then
(a) For all adjacent edges e1, e2 ∈ E, we have cost(e1) 1−cost(e2),
(b) cmax 2
2
1−cmin.
Proof. (a) For any triangle consisting of the edges e1, e2, e3, the -triangle inequality
implies cost(e1)(cost(e2)+ cost(e3)) and cost(e3)(cost(e1)+ cost(e2)) and thus
cost(e1)
(
cost(e2)+  (cost(e1)+ cost(e2))
)
.
This implies
cost(e1)
+ 2
1− 2 cost(e2) =

1−  cost(e2).
(b) Let {a, b} be an edge with cost cmin and let {c, d} be an edge with cost cmax.
If these edges have a common endpoint, the claim follows immediately from (a), since
22
1−

1− . If these edges do not have a common endpoint, we know from (a) that
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cost({a, c}), cost({a, d}) 1−cmin. Therefore, with the triangle inequality we have
cmax (cost({a, c})+ cost({a, d}))  · 2 1− cmin =
22
1− cmin. 
Notice that Lemma 1 implies that either cmin is positive or all edge costs are zero. Now
we can derive the following.
Corollary 1. Let G = (V ,E) be a complete, non-negatively weighted graph with a cost
function cost that satisﬁes the -triangle inequality for 12 <  < 1. If  < 23 , then
cost(e3) < cost(e1) + cost(e2) for all edges e1, e2, e3 ∈ E, where both e1 and e2 are
adjacent to e3.
Proof. We know from Lemma 1 that cost(e3) 1−cost(e1) as well as cost(e3)

1−
cost(e2). This implies
cost(e3)

2(1− ) (cost(e1)+ cost(e2)).
Since 2(1−) < 1 for all
1
2 <  <
2
3 , this directly completes the proof. 
This result implies that in the case where  < 23 holds, we can replace two edges by one
adjacent edge, thus decreasing the cost.
Next we formulate the tasks which will be investigated in the rest of the paper. Recall that
a graph is said to be 2-edge-connected (2-ec, for short) if the removal of any edge leaves
the graph connected. Similarly, a graph is said to be 2-vertex-connected (2-vc, for short) if
the removal of any vertex leaves the graph connected. Notice that every 2-vc graph is also
a 2-ec graph.
Deﬁnition 1. LetG = (V ,E) be a weighted graph. The 2-ec spanning subgraph (2-ECSS)
problem is that of computing a minimum-weight spanning 2-ec subgraph G′ = (V ,E′)
of G.
The 2-vc spanning subgraph (2-VCSS) problem can be deﬁned similarly.
Deﬁnition 2. Let G = (V ,E) be a weighted graph, and let H = (V ,E′) be a spanning
subgraph of G. The 2-ec augmentation (2-ECA) problem on inputs G and H is that of
computing a minimum-weight set of edges A ⊆ E\E′ such that G′ = (V ,E′ ∪ A) is a
spanning 2-ec subgraph of G.
In the following, a component [block]will denote a 2-ec [2-vc] subgraphwhich ismaximal
w.r.t. inclusion. Furthermore, we will use the term leaf to denote a vertex of degree 1.
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3. A lower bound on the approximability of the 2-ECSS and the 2-VCSS problem
We show in the following that in the case of the -triangle inequality with 12 <  <
2
3 , the
2-ECSS and the 2-VCSS problem are equivalent to computing aminimum-costHamiltonian
cycle (i.e., to solving the TSP) for graphs with -triangle inequality. In this way, we directly
obtain the APX-hardness of the problem even if the edge costs are restricted to [1, 1+ ε],
for an arbitrary small positive constant ε, as well as the ﬁrst explicit lower bound on the
approximability of the problems [6,9]. In the rest of the paper, for any subgraph G′ of G,
with cost(G′) we denote the sum of the costs of all the edges of G′.
Lemma 2. Let G = (V ,E) be a complete, non-negatively weighted graph with a cost
function cost that satisﬁes the -triangle inequality for 12 <  < 23 . Then, there exists a
polynomial-time algorithm that, given any spanning 2-ec subgraph G′ = (V ,E′) of G,
computes a Hamiltonian cycle G′′ = (V ,E′′) of G such that cost(G′′)cost(G′).
Proof. First, recall the fact that in a 2-ec subgraph each vertex has to occur in at least one
cycle.
To prove the lemma we now describe a transformation which decreases, at each step,
the weight of G′. Such a transformation reduces, at each step, the number of cycles of G′,
and is applicable until there do not exist two cycles of the transformed subgraph sharing
at least a common vertex. Therefore, since the transformations preserve the 2-ec property,
the resulting subgraph will be a Hamiltonian cycle. Notice that to ensure the termination of
the transformation process it is not necessary to show that the number of cycles decreases
at each step, but it is sufﬁcient to recognize that we reduce the number of edges of the
subgraph by exactly one at each transformation step.
The transformation works as follows: Let C1, C2 be any two cycles inG′ sharing at least
one vertex, and let 〈v1, {v1, v2}, . . . , {vk−1, vk}, vk〉 be anymaximal (w.r.t. vertex inclusion)
path shared by the two cycles. We distinguish three cases:
• k = 1: In this case, we determine two edges e1 = {v1, w}, e2 = {v1, w′} incident to v1,
where e1 ∈ C1 and e2 ∈ C2, and replace the edges e1 and e2 by the edge e3 = {w,w′}.
Since e1, e2, and e3 form a triangle, we can directly apply the -triangle inequality, thus
ensuring that the weight of the resulting subgraph has decreased. Obviously, the graph
remains 2-ec. This procedure is shown in Fig. 1(i)
• k = 2: In this case, we can just remove the edge {v1, v2} from the 2-ec subgraph and
obtain a 2-ec subgraph of decreased weight (see Fig. 1(ii))
• k3: In this case, we connect the cycles as follows. We determine two edges e1 =
{w, v1} and e2 = {vk, w′} belonging to the cycles C1 and C2, respectively, and replace
them by the edge e3 = {w,w′}, thus decreasing the weight of the resulting 2-ec subgraph
as guaranteed by Corollary 1. We present a schematic view of this strategy in Fig. 2.
Note that this transformation decreases the weight of the graph and the number of edges
also in the case that the two cycles have some additional vertices (/∈ {v1, . . . , vk}) in
common.
We apply these transformations to the given spanning 2-ec subgraphG′ until none of them
is applicable, andwe denote the resulting graph byG′′. The above transformations guarantee
that eventually each vertex in G′′ belongs to exactly one cycle. Since we know that G′ is a
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(i) (ii)
Fig. 1. Strategy to join two cycles sharing: (i) exactly one vertex, or (ii) exactly one edge.
Fig. 2. Strategy to join two cycles sharing a sequence of contiguous vertices v1, . . . , vk .
spanning 2-ec subgraph, we also know that G′′ is connected, because the transformations
do not affect the connectivity. Hence G′′ is a Hamiltonian cycle, and this completes the
proof. 
Since every Hamiltonian cycle is 2-vc [2-ec], Lemma 2 directly implies the following.
Lemma 3. Let G = (V ,E) be a complete, non-negatively weighted graph satisfying the
-triangle inequality with 12 <  <
2
3 . Then, the problem of computing a minimum-cost
2-ec [2-vc] subgraph G′ = (V ,E′) of G is polynomial-time reducible to computing a
minimum-cost Hamiltonian cycle of G.
Thus, we can transfer all lower as well as upper bounds on the approximability of the
TSP with sharpened triangle inequality to the 2-ECSS and the 2-VCSS problems where
1
2 <  <
2
3 . We therefore obtain the following inapproximability result:
Theorem 1. For any ε > 0, it is NP-hard to approximate the 2-ECSS and the 2-VCSS prob-
lem on a complete, weighted graph satisfying the -triangle inequality with
1
2 <  <
2
3 within
7611+102+5
7612+82+4 − ε.
Proof. Direct implication from Lemma 3 and the lower bound on the approximability of
the TSP with sharpened -triangle inequality proved in [6,9]. 
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Note that Theorem 1 directly implies that the 2-ECSS and 2-VCSS problems are APX-
hard also for instances where the edge costs are restricted to the interval [1, 1 + ε] for an
arbitrary small ε > 0 (see Lemma 1(b)).
Since the above bound is monotonically increasing, by letting  tend to 23 , we obtain the
following general inapproximability result:
Theorem 2. For any ε > 0, it is NP-hard to approximate the 2-ECSS and the 2-VCSS
problem on general weighted graphs within 6856968564 − ε.
4. An approximation algorithm for the 2-ECSS and the 2-VCSS problem
In this section we will present an approximation algorithm for the 2-ECSS and the
2-VCSS problem that is based on the construction of a minimum-cost spanning subgraph
in which each vertex has degree at least two (notice that such subgraph is not necessarily
connected).
2-ECSS and 2-VCSS Approximation Algorithm
Input:A complete graphG = (V ,E)with a non-negative cost function cost : E → R0
satisfying the -triangle inequality for 12 <  < 1.
Step 1: Construct a minimum-cost spanning subgraph G′ = (V ,E′) of G in which each
vertex has degree at least two.
Step 2: Find the components of G′ containing at least three vertices (notice that, by
deﬁnition, a component contains either exactly one or at least three vertices). Denote the
set of these components by C = {C1, . . . , Ck}.
Step 3: For 1 ik, ﬁnd a cheapest edge {ai, bi} in every component Ci of C. 1
Step 4: Obtain a 2-ec spanning subgraph H of G from G′ by replacing the edges
{{ai, bi} | 1 ik} by the edges {{bi, ai+1} | 1 ik − 1} ∪ {{bk, a1}}.
Step 5: Set H ′ = H . Find the blocks of H ′. While a cutvertex v (i.e., a vertex whose
removal fromH ′ along with the removal of its incident edges disconnectsH ′) remains, ﬁnd
edges {u, v} and {v,w} in different blocks and replace {u, v} and {v,w} by {u,w}.
Output: The 2-ec spanning subgraph H and the 2-vc spanning subgraph H ′
of G.
In the following, we analyze the approximation ratio of the above algorithm, which
improves, for  < 57 , the best known approximation ratio of
3
2 , holding for instances
satisfying the triangle inequality [17].
1 By deﬁnition, it is not hard to see that for i = 1, . . . , k, at most one vertex of Ci is adjacent to C(i+1) mod k
in G′ (otherwise Ci and C(i+1) mod k would not be components of G′). Hence, in order to maintain the 2-edge-
connectivity, we choose the names ai , bi so that bi is not adjacent to C(i+1) mod k in G′, thus ensuring that the
edge {bi , a(i+1) mod k} does not already exist in G′.
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Theorem 3. For 12 <  < 1, the above is a
(
2
3 + 13 · 1−
)
-approximation algorithm for
the 2-ECSS [2-VCSS] problem on a complete, non-negatively weighted graph satisfying the
-triangle inequality. Its running time is O(|V |4).
Proof. Obviously, the cost of a minimum-cost spanning subgraph G′ in which each vertex
has degree at least two is a lower bound on the cost of an optimal 2-ec [2-vc] spanning
subgraph. 2 Such a subgraph can be found in polynomial time. In fact, the following opti-
mization problem is solvable in polynomial time [21, p. 259]: Maximize the sum of edge
costs of a spanning subgraph of G such that the degree of every vertex lies between a given
lower bound a and a given upper bound b. If we deﬁne a = 0 and b = |V | − 3, then the
edges not belonging to such a subgraph form a minimum-cost spanning subgraph ofG such
that the degree of every vertex is at least 2 (since the degree of every vertex inG is |V |−1).
Nowwewill show that the subgraphH constructed in Step 4 is 2-ec. Note that there are no
2-ec graphs with exactly two vertices. Thus, the constructed graphG′ has only components
with either exactly one or at least three vertices. The components of G′ are connected in a
forest-like way. More formally speaking, let G˜′ be the forest obtained fromG′ by shrinking
every component of G′ into a single vertex. The leaves of G˜′ correspond to components
with at least three vertices, since we have assured in Step 1 that every vertex in G′ has
degree at least two. This implies that every component in G′ of size one is connected to at
least two of the components in C via edge-disjoint paths.
Now we are ready to prove that the deletion of an arbitrary edge in the graph H con-
structed in Step 4 does not disconnect H (i.e., H is 2-ec). Note that H is connected even
in the case that G′ was disconnected, due to the edges added in Step 4. For this proof we
will distinguish three cases.
1. First, we will show that the deletion of any edge inside a component Ci , 1 ik, does
not disconnect H. In the transformation of Step 4, the edge {ai, bi} in Ci is replaced by
a path of edges outside Ci . Since Ci was 2-ec inG′, the removal of any of the remaining
edges of Ci does not disconnect Ci , and it clearly does not affect the connectivity of the
rest of H.
2. The deletion of any of the edges added in Step 4 does not disconnectH, since these edges
connect the components from C in the form of a cycle.
3. It remains to show that the deletion of an arbitrary forest edge connecting the components
in G′ does not disconnect H. This follows, since by the construction, the components
of size at least three are connected in H by a cycle, and every component of size one is
connected to at least two components in C via edge-disjoint paths.
Let us now analyze the cost of H, as compared to the optimum. For every component Ci ,
1 ik, the cheapest edge is removed from Ci . Thus, the cost of these edges is at most
1
3 · cost(Ci) since each of these components has at least three vertices. The removed edges
are replaced by adjacent edges, and according to Lemma 1 the costs of these new edges can
2 Note that, for  > 2/3, the cost of a minimum-cost vertex-disjoint cycle cover is not necessarily a lower bound
on the cost of a minimum 2-ec spanning subgraph. Indeed, in this latter structure we are allowed to use a vertex
in more than one cycle, and this can result in a lower cost as compared to the former one. Hence, we have to use
the more complicated structure described in the text.
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exceed the costs of the removed edges by a factor of at most 1− . Thus, we have
cost(H)
(
2
3
+ 1
3
· 
1− 
)
· cost(G′).
It remains to show that the subgraphH ′ constructed in Step 5 is 2-vc and at least as cheap
as the 2-ec subgraphH. We know that each cutvertex is incident to at least four edges, since
a cutvertex connects to at least two blocks, and thus the existence of a cutvertex with at
most three edges would imply the existence of a bridge in H which is a contradiction to the
fact that H is 2-ec. Thus, we can apply the transformation in Step 5 to every cutvertex of
H, and hence the resulting subgraph H ′ is 2-vc. Since the edges {u, v}, {v,w} and {u,w}
form a triangle, the resulting graph must become cheaper in each transformation step, due
to the -triangle inequality.
Concerning the time complexity, we observe that Step 1 can be accomplished in O(|V |4)
time. Indeed, it is easy to see that computing G′ is equivalent to solving the following
capacitated weighted perfect b-matching (CWPM) problem: Given G, we take a copy G¯ of
it and we join each vertex v of G to its copy v¯ of G¯ with a crossing edge of capacity equal
to |V | − 3 and zero cost; then, we set the capacity of all the other edges to 1, and we call Ĝ
the graph thus obtained (notice that Ĝ can be built in O(|V |+ |E|) time); then, the problem
is that of ﬁnding a function x : E → N such that:
1. Capacity constraint: x(e)c(e), for any edge e ∈ Ĝ;
2. Perfectness:
∑
e∈(v)x(e) = |V | − 3, for any vertex v ∈ Ĝ, where (v) denotes the set
of edges incident to v in Ĝ;
3. Maximum cost:
∑
e∈Ĝcost(e) · x(e) is maximum.
Such a function can be found in (see [27])
max
{
O
(|V ||E| log(max{c(e) : e ∈ Ĝ})) ,O (|V |2|E|)} (1)
time, and being c(e) = O(|V |) and |E| = (|V |2), it follows that (1) is O(|V |4). We
now show that a solution for the above CWPM problem induces a solution for the original
problem (i.e., it provides G′), and vice versa.
Let xG and xG¯ denote the function x now restricted to the subgraph of Ĝ induced by the
vertex set ofG and G¯, respectively. Clearly, for any edge e ofG and its corresponding copy e¯
in G¯, we have that xG(e) = xG¯(e¯). From now on, we then restrict our attention to xG, since
all the arguments apply similarly to xG¯. Since for any edge e ofGwe have that c(e) = 1, and
given that by deﬁnition the function x is integral, it follows that xG(e) ∈ {0, 1}. Moreover,
from the perfectness condition, for any vertex v of G,
∑
e∈G(v) xG(e) |V | − 3, where
G(v) denotes the set of incident edges of v now restricted to the subgraph of Ĝ induced
by the vertex set of G. Finally,∑
e∈Ĝ
cost(e) · x(e) = 2 · ∑
e∈G
cost(e) · xG(e).
Therefore, from the maximality induced by x, it follows that xG deﬁnes a maximum-cost
spanning subgraph of G such that the degree of every vertex lies between 0 and |V | − 3.
Conversely, it is easy to see that a solution forG′ induces a solution for the CWPM problem
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(it sufﬁces to deﬁne the function x over a crossing edge {v, v¯} equal to |V | − 3− |G(v)|).
Therefore, it follows that Step 1 can be performed in O(|V |4) time. Concerning Steps 2–5,
they can easily be performed in O(|V | + |E′|) = O(|V |2) time, from which the claim
follows. 
Note that the above analysis of Step 5 of the algorithm directly implies that for graphs
obeying the -triangle inequality for 12 <  < 1, a minimum-cost 2-ec subgraph is also a
minimum-cost 2-vc subgraph and vice versa.
5. An approximation algorithm for the 2-ECA problem
In the sequel we will present an approximation algorithm for the 2-ECA problem
for complete, non-negatively weighted graphs satisfying the -triangle inequality for
1
2 <  < 1.
As a ﬁrst step towards this result, we present an approximation algorithm where the input
subgraph to be augmented is restricted to be a spanning forest. The idea of this algorithm
is to construct a 2-ec subgraph by adding a minimum number of edges, similarly to the
approach used in [14] for the unweighted case. In a ﬁrst step we will construct a spanning
tree by joining the trees of the given forest, and in a second step we will construct a 2-ec
subgraph by adding one edge for each two leaves of the spanning tree.
After that we will extend this idea to prove the same approximation ratio for the problem
of augmenting arbitrary spanning subgraphs.
Forest–Augmenting Algorithm
Input: A complete graphG = (V ,E)with a non-negative cost function cost : E → R>0
satisfying the -triangle inequality for 12 <  < 1, and a spanning forest F = (V ,EF )
of G.
Step 1: Construct a spanning tree T = (V ,ET ) of G with EF ⊆ ET by connecting the
trees in F in the following way:
1.1. connect the isolated vertices in F by an arbitrary path (see Fig. 3(i),(ii));
1.2. connect the resulting trees by a set of pairwise non-adjacent edges, each of which
connects two leaves of different trees (see Fig. 3(iii)).
Step 2:
2.1. Find two leaves u and v in T.
2.2. Set ED := ET ∪ {u, v}, and let D = (V ,ED). Let C(D) denote the cycle of D
containing the vertices u and v.
2.3. while D contains at least two leaves x, y do
if there exists a cycle inD ∪ {x, y} containing {x, y} and sharing a common vertex
with C(D),
then set ED := ED ∪ {x, y} (see Fig. 4(i),(ii));
else ﬁnd an edge {s, t} in C(D)− T , and set ED := (ED − {s, t}) ∪ {x, s} ∪ {y, t}
(see Fig. 4(iii)).
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(i) (ii) (iii)
Fig. 3.An example for the work of Step 1 in the Forest–AugmentingAlgorithm. In (i) the input forest F containing
three isolated vertices is shown, (ii) shows the resulting graph after the execution of Step 1.1, and in (iii) the
spanning tree T after completing Step 1.2 is drawn.
(i) (ii) (iii)
Fig. 4. Some examples for the transformations in Step 2.3 of the Forest–Augmenting Algorithm. In (i) and (ii)
possible transformations are shown for the case that the cycle in D ∪ {x, y} containing {x, y} shares at least one
common vertex with C(D) and a possible transformation for the other case is presented in (iii).
Step 3: If D contains exactly one leaf x which is adjacent to a vertex y in D, let ED :=
D∪{x, z}, where z /∈ {x, y} is either an arbitrary vertex that initiallywas neither a leaf nor an
isolated vertex inF, if such a vertex z exists, or z is such that cost({x, z}) = min{cost({x, r}) |
r = y}.
Output: The 2-ec subgraph D of G.
We start by proving a lemma concerned with the size of the edge set of D, that will be
used later to prove the approximation ratio guaranteed by the above algorithm.
Lemma 4. Let G = (V ,E) be a complete, non-negatively weighted graph satisfying the
-triangle inequality with 12 <  < 1, and let F = (V ,EF ) be a spanning forest of G.
Then, every 2-ec subgraph of G containing F has at least as many edges as the subgraph
D constructed by the algorithm.
Proof. Let F contain r isolated vertices and k leaves. Then, every 2-ec subgraph containing
F has to have at least
⌈ 2r+k
2
⌉ = r + ⌈ k2⌉ additional edges, since no 2-ec subgraph can
contain a vertex of degree 1.
The algorithm uses r − 1 additional edges in Step 1.1 to connect the isolated vertices by
a path, and q− 1 additional edges in Step 1.2, where q is the number of trees after Step 1.1.
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After Step 1, the constructed graph has no isolated vertices and contains k+2−2(q−1) =
k − 2q + 4 leaves.
In Step 2 the number of leaves of D is diminished by 2 with each added edge, and in
Step 3 the last remaining leaf (if k is odd) is removed by one additional edge. Therefore the
algorithm uses
⌈
k−2q+4
2
⌉
additional edges in Steps 2 and 3.
This means that the algorithm uses
(r − 1)+ (q − 1)+
⌈
k − 2q + 4
2
⌉
= r − 1+ q − 1+
⌈
k
2
⌉
− q + 2 = r +
⌈
k
2
⌉
additional edges overall. 
Next, we prove the correctness of the above algorithm.
Lemma 5. Let G = (V ,E) be a complete, non-negatively weighted graph satisfying the
-triangle inequality with 12 <  < 1, and let F = (V ,EF ) be a spanning forest of G.
Then, the subgraph D computed by the above algorithm provides a feasible solution to the
2-ECA problem on inputs G and F.
Proof.Wewill show by induction that the constructed subgraphD contains exactly one non-
trivial component (i.e., containing more than one vertex) after each iteration of Step 2.3,
and also after Step 3. This immediately implies that D is 2-ec after Step 3, and therefore
that it provides a feasible solution to the 2-ECA problem with inputs G and F, since all the
edges of F are initially added to D, and none of these edges is ever removed from D.
Let D0 = D and let Di denote the subgraph D as obtained after the ith iteration of
Step 2.3, and let xi, yi, si , ti denote the vertices x, y, s, t chosen in the ith iteration of
Step 2.3. The basic step of the induction is obviously true, since the only component of
D0 is the cycle C(D0) constructed in Step 2.2. Assuming that Di−1 contains exactly one
component, sayC(Di−1),wewill show that the transformation inStep 2.3 creates a subgraph
Di with exactly one component, say C(Di). We have to distinguish two cases, depending
on the result of the test executed in Step 2.3:
1. If the test is true, then we get Di by adding the edge {xi, yi} to Di−1, and the induction
hypothesis is trivially true by construction (cf. Fig. 4(i) and (ii)).
2. If the test is false, then we get Di by deleting an edge {si, ti} ∈ EF in C(Di−1), where
si and ti are leaves in the constructed spanning tree T (such an edge must exist since
C(Di−1) is 2-ec, and F is not), and by replacing it with the edges {xi, si} and {yi, ti}.
This means that the connection in C(Di−1) via the edge {si, ti} is replaced in C(Di) by
the path consisting of the edges {si, xi} and {yi, ti}, plus the path between xi and yi in F
(cf. Fig. 4(iii)). Since this path has no intersection with C(Di−1), every two vertices
which were connected by two edge-disjoint paths in Di−1, are connected by two edge-
disjoint paths inDi as well. Obviously, all the vertices along the paths inDi between xi
and yi to C(Di−1) are now part of C(Di). Given that these are the only vertices affected
by Step 2.3, this implies that C(Di) is the only component of Di .
The transformation in Step 3 of the algorithm can be treated in an analogous way, and
this completes the proof. 
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Theorem 4. LetG = (V ,E) be a complete graph with a non-negative cost function cost :
E → R>0 satisfying the -triangle inequality for 12 <  < 1, and let F = (V ,EF ) be a
spanning forest of G. Then, the above algorithm is a 1− -approximation algorithm for the
2-ECA problem on inputs G and F. Its running time is O(|V |2).
Proof.Denote the set of leaves and isolated vertices in F by L and I, respectively. Moreover,
let A = E(D) − EF be the augmenting set of edges in the constructed 2-ec subgraph D,
and let Aopt be an optimal augmenting set of edges.
Let us ﬁrst assume that in the case of an odd number of leaves in F we are able to ﬁnd a
vertex z /∈ L ∪ I in Step 3. Consider an arbitrary leaf x in F. By construction, this leaf is
incident to exactly one edge in A, which we will denote by e(x). Furthermore, x is incident
to at least one edge e′(x) in Aopt. Now let us denote by EL = {e(x) | x ∈ L, e(x) ∈ A}
the set of edges in A incident to some leaf x ∈ L. Similarly, denote by E′L = {e′(x) | x ∈
L, e′(x) ∈ Aopt} the set of edges in Aopt incident to some leaf x ∈ L.
Let us ﬁrst assume that I = ∅. Since EL includes all edges in A, our goal is to estimate
the costs of these edges in terms of the costs of the edges fromE′L, which represent a subset
of the edges used in the optimal solution. Thus, we can in a ﬁrst step delete all edges in
EL ∩ E′L, i.e., all edges where the optimal and algorithmic solution do not differ. For this
reason, in what follows, we can consider EL and E′L to be disjoint.
To compareEL withE′L, we construct a set of disjoint paths coveringEL. Any such path
starts with an arbitrary edge fromEL, proceeds through unvisited edges fromE′L andEL in
an alternating way, and then stops either if no edge is available to continue the path obeying
the rule of alternating edges, or if it reaches a vertex on the path for the second time. In the
case of an odd number of leaves in F, we make the ﬁrst path start with the edge generated
in Step 3 of the algorithm, and let it continue by adding an edge {x, v} fromE′L which must
exist, since x is a leaf of F.
We can observe that all these alternating paths start with edges from EL and end with
edges from E′L. To show the validity of this observation, we consider the following cases:
1. The vertex reached by the last edge is not a leaf of F. Thus, the last edge must be from
E′L, since by construction, all edges from EL only connect leaves, apart from the edge
added in Step 3 of the algorithm, if any, which we already used as the starting edge of
the ﬁrst path (see the argumentation above).
2. The last edge of a path reaches a vertex for a second time. Since no pair of edges in
EL can be adjacent, due to the fact that every leaf of F is incident with exactly one
constructed edge, the last edge must be from the set E′L.
Thus, we have a set of paths which cover all the edges in EL exactly once, and no edge
from E′L more than once, and all paths are alternating between edges from EL and E′L,
contributing the same number of edges. So, we can consider all consecutive pairs of edges
in these paths separately, and estimate the cost of an edge in A in terms of the cost of the
adjacent edge in Aopt. Therefore, by applying Lemma 1, we obtain an approximation ratio
of 1− .
To treat the case where the set of isolated vertices I is non-empty, we just use the same
idea, extending the sets EL and E′L also to cover the edges incident to the vertices from I.
In constructing the above described alternating paths we have to visit every isolated vertex
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exactly twice, since in the case of a 2-ec subgraph, the optimal solution must have at least
two edges incident to an isolated vertex, while the solution constructed by the algorithm has
exactly two edges incident to every isolated vertex. Note that the number of visits may also
in this case decrease due to the deletion of identical edges fromEL andE′L. For the analysis
of the algorithm, the same argumentation as above holds, yielding an approximation ratio
of 1− also in this more general case.
Now it remains to handle the case that we cannot ﬁnd a vertex z /∈ L ∪ I in Step 3. This
implies that the vertex x is connected to a vertex z in Step 3 that is either a leaf or an isolated
vertex in F. According to Lemma 4, there exists a vertex z′ such that either z′ ∈ L and there
are two edges in Aopt incident to z′, or z′ ∈ I and there are three edges in Aopt incident
to z′. In both cases there is an edge in Aopt incident to z′ that we have not used so far for
our comparison of A and Aopt. Thus, with an analogous argument as above, we get for the
augmenting set A′ = (A−{x, z})∪ {x, z′} that cost(A′) 1− · cost(Aopt). Since the edge
{x, z} was chosen to be of minimal cost, we know that cost(A)cost(A′), from which the
claimed approximation ratio follows.
Concerning the time complexity, we observe that Step 1 can be easily executed in O(|V |)
time. Concerning Step 2, it can be performed in O(|V |2) time. Indeed, instructions 2.1 and
2.2 can be easily executed in O(|V |) time, while instruction 2.3 costs O(|V |) time for each
considered pair of leaves in D, and since at each execution of this instruction the number
of leaves decreases by 2, it follows that instruction 2.3 is performed O(|V |) times. Finally,
Step 3 can be easily performed in O(|V |), from which the thesis follows. 
Next we extend the above result to the general casewherewe have to augment an arbitrary
spanning subgraph. The idea of this extension is to shrink the components of the given
subgraph into single vertices (similar to the approach used in [14] for the unweighted case),
and then to apply a modiﬁcation of the Forest–Augmenting Algorithm. In this way, we
improve, for  < 23 , the best known approximation ratio of 2 [24].
Theorem 5. LetG = (V ,E) be a complete graph with a non-negative cost function cost :
E → R>0 satisfying the -triangle inequality for 12 <  < 1, and let H be a spanning
subgraph of G. Then there exists a polynomial time 1− -approximation algorithm solving
the 2-ECA problem on inputs G and H. Its running time is O(|V |2).
Proof. To prove this result, we reduce the arbitrary spanning substructureH ofG to a forest
of components, by contracting all the components of H into single vertices, now called
nodes. Additionally, we deﬁne the edge cost between two nodes X and Y in the obtained
graph G˜ to be the cost of a minimum-cost edge among all the edges joining vertices of G
absorbed into the nodes X and Y, respectively.
If we run the Forest–AugmentingAlgorithm on G˜, the analysis of the approximation ratio
performed in Theorem 4 still holds. In fact, the only problem might occur from the fact that
alternating paths in G˜ can be constructed using non-adjacent edges in G. Let eopt = {x, y1}
and econstr = {y2, w} be any two such edges in the optimal and the constructed solution,
respectively, with x ∈ X, y1, y2 ∈ Y and w ∈ W in G˜. Since econstr has minimum cost
among all the edges connecting the components Y and W in G, if we then substitute such
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Fig. 5. Situation in the proof of Theorem 5 where a constructed edge and an optimal edge are not adjacent.
an edge by the edge eadj = {y1, w}, we can guarantee the 1− factor also in this case (see
Fig. 5). In fact, we have
cost(econstr)cost(eadj)

1− cost(eopt) .
from which we derive the 1− approximation ratio.
As far as the running time is concerned, it sufﬁces to observe that the only additional
operationsw.r.t. the Forest–Augmenting algorithm are: (i) the contraction of the components
ofH into nodes, which can be executed in O(|V |) time; (ii) the replacement of non-adjacent
edges in the alternating paths (needed to maintain the approximation ratio), which can be
executed in O(|V |) time. From this, the claim follows. 
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