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ABSTRACT 
A determinantal formula, based on an appropriate extension of the definition of 
subresultants, is derived for the location of the number of zeros of a generalized 
polynomial in the upper half plane. 
1. INTRODUCTION 
The location of the number of zeros of a polynomial in a half plane has 
been the subject of many papers. A number of references on this topic can 
be found in [6]. It is the purpose of this paper to show that some of these 
results continue to hold for generalized polynomials. 
Let p,(z),i =O, 1,. . . , be manic polynomials of degree exactly i with real 
coefficients. Then we will call A(z) a generalized polynomial of degree n if 
A(z) is given as a linear combination of the polynomials p,(z), i = 0, 1,. . . ,n, 
i.e., 
A(z)= i: aoiPi(z)- 
i=o 
It is known [2, p. 1071 that any nth-degree polynomial A(z) can be expressed 
uniquely in this way. We shall use the notation aA to denote the degree of 
the polynomial A (z). 
2. SOME DEFINITIONS 
A. Cauchy Index 
The Cauchy index of a real-valued rational function R (x) will be denoted 
by Z,“R (x), where a and b are real numbers or 2 co. It represents the 
LINEAR ALGEBRA ANLI ITS APPLICATIONS 22, 79-88 79 
0 Elsevier North-Holland, Inc., 1978 00%4-3795/78/0022-0079$01.75 
80 GUIDO CLAESSENS 
difference between the number of jumps of R (x) from - 00 to + cc and the 
number of jumps from + co to - cc as the argument changes from a to b. 
B. The Euclid-Sturm algorithm 
If A,(z),A,(z) are two polynomials with aA,> aA,, then the Euclid- 
Stunn algorithm is defined by 
A.-i=@-Ai+, for j=l,2 ,..., k-l, (1) 
where - 4, 1 is the remainder after division of Ai_ 1 by Ai. The algorithm is 
terminated when A, is a constant. We say that the polynomials A,,A,, . . . ,A, 
form a Euclid-Sturm chain. Further, we denote the coefficients of Ai by a 
a@; thus the coefficient of the highest-degree term of 4 is a&. Also we put 
sj=nj-fzi+i. 
The Euclid-Sturm chain is called normal if ni-q+i=l for i=O,l,...,k-1. 
C. S&resultants 
Let A,,A,, . . . , A, be a Euclid-Sturm chain, and let 
“t + i 
Pi(Z)*&(Z)= 2 a$?p,(z), i=O,l ,..., k-l and i=O,l,.... (2) 
r=O 
Further on, a,!‘) is defined to be 0 for all r >n# + j. The jth subresultant of 
Ai and &+1(z) is the bigradient defined by 
R (i,i) 
a(i) nI+,-j-l,n,+n,+,-j-l aC$ ,+,-i-l,n,+n,+,-i-2 ‘. . 
0 
0 
= 
0 
0 
(i+l) 
%,-i-i,flz+~+,- 
a(i) 
n,+,-j-z,n,+n,+,-j-2 . . . 
0 
0 
. . 
U~-+fL2,n,+nz+,-j-2 ’ * ’ 
1 Ut+/Ll,n,+n,+,-i-2 *” i- 
...... a(i) 
fli+l-j-l.j 
...... a;’ 
,+I-i-%i 
...... agT/Lz,i 
...... a(iz!)l. 
“z I .I 
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with i=O,l,..., r++r and i=O,l,..., k -2. Clearly this determinant is of 
order (r+-j)+(l~~+~-j)=74+1~~+~-2j. 
A last definition to be introduced is that of the polynomial subresultant. 
The jth polynomial subresultant S (i, i) of A,(z) and Ai+ r(z) is the determi- 
nant which is generated if we replace the last column of R (i, j) by the 
following column: 
By subtracting from the last column of S (i, j) the kth column (k = 
1,2,...,4+?++r -2j-1) multiplied by P,++~+,_~_~(z), it is easily verified 
that S (i, i) represents a generalized polynomial of degree at most i. More 
precisely, 
where cj = R (i, j), and where the coefficient ck( k =0, 1, . . . , j - 1) is given by 
the value of the determinant which is obtained by replacing the last column 
of R (i,j) by 
Note that the definitions of subresultants and polynomial subresultants 
reduce to the usual definitions [5, p. 191 if pi(x)=z’ for all i. 
3. SOME AUXILIARY RESULTS 
As will be seen, the main theorem can be derived as a consequence of 
some other results which we will state as lemmas. Let 
% 
A(z) = izo aOi?4(x)~ with aon”= 1, 
be a generalized polynomial with complex coefficients. Let aoi = u,$‘) + ia$, i 
=O,l,..., q-1; then 
A(x)=A,(z)+iA,(z)= 5 d!)pi+i 2 &‘pi, 
i=O i=O 
where n, < no - 1. 
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LEMMA 1. (see e.g. [6, p. 1301). Zf A(z) is a polynomial (4) with r real 
zeros, and if its real and imaginary parts are A,(z) and A,(z) with Al(z) 
then the number p of its zeros above the real axis is given by 
LEMMA 2. (see e.g. [4, p. 441). Let A, and A, be two real polyrwmials, 
and let the sequence A,,A,, . . . , A, be generated by applying the Euclid- 
Sturm algorithm to A, and A,. Let V(x), with x real, denote the number of 
sign changes in the sequence A,(x), A,(x), . . . , Ak(x). Then for real a and b 
such that a < b and A,( a) .A,( b) # 0, 
= V(a)- V(b). 
Note that this lemma also remains true in the limiting case where 
a-+-cc and/or b-++a. 
The next results relate the remainders in the Euclidean algorithm with 
the polynomial subresultants. First however we introduce the following 
matrices: 
where Zj denotes the unit matrix of order j and where 
4 
(i+l) . . . . . . 1.. . . . n,+,_i_l,o q(i+l) n,+,-i-l,ni-j-l 
-Kn,+L-j,n,-i= 
q$i; 1) :. . . . . qps+:)l 
3 I 1. 
q/);o+l) . . . q&;;‘) 0 J 
Here the elements of the matrix &+, _ i,s _! are defined by 
(5) 
for s=O,l,...,q+,- j- 1, where Qi+r(z) is defined by (1). 
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LEMMA 3. Let A,,A,, . . . , A, be the Euclid-Stunn chain defined by (l), 
where Ai=~Qz,$~pir with aAi=ni (i=O,l,...,k) and 6i=ni-ni+l (i= 
0, 1 )...) k-l); &enfori=O,l,..., k-2, 
Case 1: S (i,j) = (- 1)~s.(4-1)(~;=rl)~‘+9+‘S (i + l,j) for O<j<ni+2; 
(6) 
Case 2: S (i,n,+,) =( - I)~r;ri~i(6,-1)(~f=f1)~‘fs,,1 (&f~)6,“-1Ai+,; (7) 
case 3: s(i,ni+l- - (8) 
Case S (i,j) for n,+,<j<q+i--1. 
Proof. 
Case O< j<ni+z. multiply S(i,i) the left S[Qi+Jj (here 
means “determinant and we using (l), and (5): Equation 
10, 84). 
After the order the rows after expanding - n, = Si Si + 
times with to the column, we 
using the that uJiI, = u$i all s 0. 
Case j = After the order the rows (10) and 
Si + + i with respect the first an anti-triangular 
is left, gives 
Note a factor (- l)~+l@+lP1) because of anti-triangularity. 
Case 3: j=ni+l- 1. In this case (10) is an anti-triangular determinant, 
and we find 
S (i,ni+l- 1)=(-l)dS,(Si-1)(a6f~fi)8,+1Ai+2. 
. . . 
. . . 
. . . 
I 
‘: 
c- 
+ 
2 
0 
3 
I 
._ 
0 
84 
-I 
-._ 
+I 
” e- 
ct 
LOCATION OF THE ZEROS 8.5 
Case4: n,+,<j<ni+l-l. After reversing the order of the rows in (10) 
and expanding q - i times with respect to the first column, a determinant is 
left with ni+l- j rows. Only the last q, 1 + ni+z - 2j columns, however, 
contain nonzero elements. And since ni + 1 - j + n, +2 - i < n, + 1 - i, (9) follows. 
n 
From (6) we obtain the following corollary by using induction. 
COROLLARY. Under the hypothesis of Lemma 3 we have 
r-1 
S(O,j)=(_l)~“:;bs,(S,-l) JJ (~n:,‘i)“+6i+lS(r,j) 
i=O’ 
for O<r<k-2 and O< j<q+,. (11) 
Using Lemma 3 and its corollary we can now establish the following 
relationship between the remainders in the Euclidean algorithm and the 
polynomial subresultants. 
LEMMA 4. Let A,, A 
k 
l,...,A, be a Euclid-Sturmchain. Thenfor2<s< 
Case 1: 
(12) 
Case 2: 
s-3 
S (O,n,_, - 1) = (- l)‘$ n (u,$~:,‘~)“‘“+’ (c$,‘~)~*-“‘~A, (13) 
i=O 
with & = +2;:;Si(Si - 1); 
Case 3: 
S(O,i)=O for n,<j<n,_,-1. 
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Proof. If k = 2, the results follow from (7), (8) and (9) with i = 0. Hence 
we may assume k>3. We put r=s-2 and j=ns in (ll), giving 
With i = s - 2, (7) becomes 
Combining these two relations results in (12). The relations (13) and (14) can 
be proved in the same way. H 
4. THE NUMBER OF ZEROS ABOVE THE REAL AXIS 
From Lemma 4 we conclude that, in view of (3), 
k, =R(O,n,) #O 
for s=1,2,..., k [the case s= 1 is easily verified from the definition of 
R (O,n,)]. Let ks_l_ i be the coefficient of p,,(z) in S (O,n,_ 1 - 1); then 
R,,_, _ 1 # 0, while the coefficients of the (possibly) higher-degree terms 
vanish. 
Then we can formulate our main result as follows. 
THEOREM. Let the polynomial A(z), defined in (4), be a polynomial 
with r real zeros on the real axis; then the number p of its zeros above the 
real axis is given by 
,...,ok_,- 
where or=signa& and ui=signa~(:=signoi_,R~_,_,/R?_, fm i=%&..., 
k- 1. 
proof. From Lemmas 1 and 2 it follows that 
P=~{~,-r-V[(-l)““,(-l)“‘a~~~,(-l)””~~~~,...~(-l)~k~~~~] 
+ v[ l,~!b,,~~~~,...,~~~~]}. (16) 
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From Lemma 4 we obtain, for s=2,3 ,..., k-l, 
%-I= a&ti;,“lR,. (17) 
In particular this relation holds for s= 1, since R,,l=( - l)fs~@o-‘)(u#J’~. 
Hence, using (17), (16) can also be written as 
If we then put u1 =signa& and u~=signuj_,R,,,_,/R,,_, for j>2, (15) 
follows. n 
COROLLARY. Let the polynomial A(z), defined in (4), be a polyrwmial 
with no real zeros, and suppose the Euclid-Sturm chain, formed by applying 
the Euclidean algorithm to A,(z) and A,(z), is norm&; then the number p of 
the zeros above the real axis is given by 
where n = no 
p= V[l,R,_,,R,_,,...,R,], 
Proof. If the Euclid-Stmm chain is normal, then nj = n - i( = n,, - j), and 
we obtain from Lemma 4 that 
i-2 
for i-1,2,..., n - 1. Hence (15) becomes 
+ V[l,R”_1,R,-2,...,Ro]). 
Using the fact that 
n=V[(-l)“,(-l)“-‘R”_,,...,R,]+V[l,a-,,...,R,], 
88 
we obtain 
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p= V[l,R n-1, R”_, ,..., &I. n 
5. SOME REMARKS 
(a) A result similar to (15), in the case where pi (n) = z ‘, can be found in 
[8, p. 1421. 
(b) In the case where pi(z) = zi, it is straightforward [8, p. 1351 to relate 
(15) with the problem of locating the number of zeros to the left of the 
imaginary axis. However, it seems no longer straightforward for generalized 
polynomials. 
(c) The method of reasoning used in the proof of Lemmas 3 and 4 goes 
back to Muir [7, Vol. 3, p. 3341. See also [3]. 
(d) The subresultants introduced in Sec. 2 are, as follows from Lemma 4, 
related with the problem of finding the greatest common divisor of two 
generalized polynomials. It is interesting to note that from this point of view 
there is a connection with the very recent paper of Bamett [l]. 
I want to thank the refmee fm improving the readability of this paper. 
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