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ABSTRACT
Lately, to provide a solid ground for quantization of the open
string theory with a constant B-field, it has been proposed to
treat the boundary conditions as hamiltonian constraints. It
seems that this proposal is quite general and should be applica-
ble to a wide range of models defined on manifolds with bound-
aries. The goal of the present paper is to show how the boundary
conditions can arise as constraints in a purely algebraic fashion
within the Hamiltonian approach without any reference to the
Lagrangian formulation of the theory. The construction of the
boundary Dirac brackets is also given and some subtleties are
pointed out. We consider four examples of field theories with
boundaries: the topological sigma model, the open string theory
with and without a constant B-field and electrodynamics with
topological term. A curious result for electrodynamics on a man-
ifold with boundaries is presented.
1zabzin@physto.se
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1 Introduction and motivation
Lately, there has been a renewed interest in field theories on manifolds with
boundaries. In general one would expect a nontrivial relation between bulk
and boundary dynamics. One such model is the open string theory with
a constant B-field. It turns out that the bulk and boundary properties of
this model are quite different [1]. Recently, in the attempt to provide a
solid ground for the quantization of the model, it has been proposed to treat
boundary conditions as Hamiltonian constraints within the Dirac approach
[2, 3, 4, 5, 6]. This idea seems quite powerful and could be applied to a wide
range of models.
Let us recall that for systems with boundaries, traditionally the boundary
conditions have to be imposed to properly define the functional derivatives
in the theory. Specifically, for the Hamiltonian treatment one needs a bound-
ary conditions for the proper definition of the Poisson brackets (symplectic
structure on the phase space). However, there is an alternative algebraic ap-
proach to the definition of symplectic structures. Using three basic properties
of the Poisson bracket (antisymmetry, Leibniz rule and Jacobi identity) and
the canonical brackets for momenta and coordinates one can calculate any
bracket. Of course a function on the phase space should now be understood
as a formal power expansion in momenta and coordinates. This approach to
the Poisson bracket is in the spirit of quantum mechanics where the algebraic
definitions are the basic ones.
Thus applying the algebraic definition of Poisson bracket one does not
have to impose the boundary conditions in order to do concrete calculations.
As a matter of fact one sees that to define momentum, hamiltonian and
primary constraints formally in many models there is no need to use the
boundary conditions. Thus the natural question arises: what is the status of
boundary conditions in this framework. In this paper we try to answer this
question. The main point which we are going to make is that the boundary
conditions can arise in a purely algebraic fashion as Hamiltonian constraints
localized on the boundary. As a result all the Dirac machinery may be ap-
plied2 to the boundary conditions vs the Hamiltonian boundary constraints.
Indeed we need those boundary constraints to make the whole Hamiltonian
treatment consistent.
2That is true up to certain technical problems which, we believe, can be resolved.
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Let us make a few technical remarks. The basic idea is rather naive. Since
one can formally define the momentum, hamiltonian, the primary constraints
and do calculations with the Poisson brackets without using the boundary
conditions we may proceed in a formally along Dirac’s lines using the canon-
ical Poisson brackets [7]. However now we are not allowed to throw away
the total derivative terms (the boundary terms). These boundary terms pro-
duce the corresponding constraints on the boundary. The usual consistency
conditions have to be required for these constraints. To handle the technical
side of the idea it is useful to work with constraints Φ smeared with test
functions N(x)
Φ[N ] =
∫
ddxΦ(x)N(x). (1.1)
This is often a convenient notation, especially when one wants to keep track
of partial integrations in a calculation. For the case of boundary constraint
one assumes that the smearing function has support on the boundary only.
(Those assumptions do not effect the formal calculations in any way.) In
all calculations we will avoid the functional questions and will concentrate
attention on the algebraic aspect of the computations. We will see that
there is no ambiguity as soon as a calculation is done using test functions.
However to define the Dirac brackets one has to do calculations without the
test functions (as far as the author knows) and this may lead to trouble in
some cases. To make sense of those boundary Dirac’s bracket in certain cases
one should give a mathematically rigorous definition of the relevant objects.
We do not do this and just present the formal answer with short comments.
We clarify this point by considering concrete examples.
It is worthwhile to make some remarks concerning the status of boundary
conditions also within the Lagrangian formalism. The presence of a boundary
can spoil some properties which hold in the situation without a boundary. For
instance, two classically equivalent actions (in the sense that they reproduce
the same equations of motion) can give rise to different boundary conditions.
A nontrivial example of this situation is the relation between the Howe-
Tucker and Nambu-Goto actions for the open branes. These actions give
slightly different boundary conditions. To relate them is a subtle task and
depends on the dimension of the background space-time3. This is another
reason for looking at the Hamiltonian treatment of the boundary conditions.
3For instance, the strings in two dimensional space-time: The Nambu-Goto action
is linear and it gives rise only the Dirichlet boundary conditions. However the Howe-
3
The main motivation behind the present work is to understand the status
of the boundary conditions in a quantum theory especially an interacting
one. The Hamiltonian approach has certain advantages when it comes to
quantizing a theory. (At least in principle it is clear what one should do.) At
the end we will comment on the possible quantum applications of our results.
Let us briefly comment on the literature. In mathematical physics the
Hamiltonian systems with boundaries is an old subject (see [8] for a list of
references). The main attention has been on possible modifications of the
Poisson bracket by surface terms to fulfil general axiomatic properties in the
presence of boundaries. A modifed Poisson bracket was defined in [8] and
later generalized in [9]. Unlike [8, 9] the present discussion is not formal. Our
attitude is conservative. We calculate the Poisson brackets in the standard
way and keep track of the boundary terms which we interpret as Hamiltonian
constraints. Eventually these Hamiltonian boundary constraints should lead
to a Dirac bracket which gives the right symplectic structure for the model.
Since the general idea by itself is simple one and it is difficult to give any
general theorems, examples are quite helpful. Thus throughout the paper we
consider four examples: the topological sigma model with a boundary, the
open string theory with and without a constant B-field and four dimensional
U(1) gauge theory on a manifold with a boundary. There is a section for every
example and at the end we summarize the results and discuss the problems.
In the first section we consider the topological sigma model with boundaries.
This example is rather simple and particular. It demonstrates that there is
a difference between the functional and algebraic approaches to the Poisson
bracket and that the former approach misses some interesting information
about the boundary. In next two section we consider the open string theory.
We show that the boundary constraints can arise in a purely algebraic fashion
from the algebra of constraints. We hope that the discussion in the fourth
section will clarify some points in earlier analysises of the problem [2, 3, 4,
5, 6]. We also point out that some problems may arise in the definition of
modified symplectic structure on the boundary. The last section is devoted
to Euclidean electrodynamics with a topological term on a manifold with
boundaries. In the spirit of open string theory with B-field we derive the
modification of the symplectic structure on the boundary.
Tucker (Polyakov) action is quadratic and it might produce as well the Neumann boundary
conditions.
4
2 Topological sigma model with boundaries
Let us consider a topological sigma model with boundaries defined on 2d-
dimensional smooth manifold which admits a symplectic structure4 ω
S =
1
2
∫
Σ
d2ξ ωµν(X)∂αX
µ∂βX
νǫαβ , (2.2)
where Σ is a two-dimensional world-sheet with boundary. In the bulk this
model is purely topological and has no local degrees of freedom [10]. For
the present purposes we ignore the topological aspects of the model and
thus assume that the background space-time manifold can be covered by one
patch. It means that we can think of the sympelctic form as an exact two
form ω = dA and the action (2.2) becomes
S =
∫
∂Σ
dτAµ(X)X˙
µ, (2.3)
which describes the boundary dynamics. These boundary dynamics are triv-
ial (X˙µ = 0) and there is just a modification of the Poisson brackets for Xµ
since there are 2d second class constraints.
Now we want to try to extract the information about boundary dynamics
from the Hamiltonian treatment, starting from the action (2.2). A variation
of the action (2.2) gives
δS =
∫
∂Σ
dξαωµνδX
µ∂αX
ν +
1
2
∫
Σ
d2ξ (dω)µνρ∂αX
µ∂βX
νǫαβδXρ, (2.4)
where the last term vanishes by itself (see footnote) and the boundary term
should vanish as well. Since ωµν is nondegenerate, one should impose the
Dirichlet boundary condition
δXµ|∂Σ = 0, (2.5)
which simply means that the naive functional derivative with respect to X is
not defined on the boundary. Thus the functional approach cannot be used
4
ω = ωµνdX
µ ∧ dXν is a symplectic structure if dω = 0 and ωµν is not degenerate.
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to find the boundary dynamics. Instead we may use an algebraic approach
to the problem. The action (2.2) produces 2d constraints
Φµ[N
µ] =
∫
dσNµ(Pµ − ωµν(X)X ′ν), (2.6)
which give the following Poisson bracket algebra
{Φµ[Nµ],Φν [Mν ]} =
∫
dσ [(dω)µνρN
µMνX ′ρ]−NµMνωµν |pi0 , (2.7)
where Nµ andMν are test functions and σ ∈ [0, π]. In the present calculation
(and as well as in the next two sections) we use the following formula
pi∫
0
dσ
pi∫
0
dσ′f(σ)g(σ′)∂σ(δ(σ − σ′)) = f(σ)g(σ)|pi0 −
pi∫
0
dσf ′(σ)g(σ). (2.8)
which can be easily motivated. The constraints (2.6) are first class in the bulk
and second class constraints on the boundary. To simplify the calculations
we can do the following. Since we are working on one patch one can assume
that the symplectic structure ωµν is a constant matrix of a special form (due
to the Darboux theorem in one patch there are always special coordinates
where the symplectic form can be brought to canonical form). Thus because
of (2.7) there is a suitable modification of the symplectic structure on the
boundary
{Xµ, Xν}|∂Σ = ωµν , (2.9)
where ωµνωνρ = δ
µ
ρ . Furthermore,
{Pµ, Pν}|∂Σ = −1
4
ωµν , {Xµ, Pν}|∂Σ = 1
2
δµν , {X ′µ, Xν}|∂Σ =
1
2
ωµν .
(2.10)
It is easy to check that all these brackets have the desired properties (ev-
erything should have a trivial bracket with constraints on the boundary).
Proceeding along standard lines one finds that δXµ = X˙µ equals Nµ in the
bulk and zero on the boundary.
The present model is trivial, nevertheless it contains the essence of the
general situation of Hamiltonian models with boundaries. It shows that
there is a difference between the functional and the algebraic approaches
to the symplectic structure. In the algebraic approach the right boundary
conditions arise by themselves in a consistent way. In the next sections we
consider less trivial examples of this situation.
6
3 Open string theory without a B-field
Let us consider an open string theory in a flat space-time (ηµν = (−1, 1, ..., 1))
without antisymmetric background field. The model has the following action
S = −1
2
∫
d2σ
√
−hhαβ∂αXµ∂βXνηµν , (3.11)
where hαβ is an auxilary metric. The treatment of the theory is presented
in string theory textbooks (for instance [11]). To the author’s knowledge the
canonical treatment of the open string has only been given in the lectures by
Henneaux [12]. In this section we would like to have a new look at some well-
known facts about open strings. The action (3.11) produces the following
boundary condition
(
√−hh10X˙µ +√−hh11X ′µ)|0,pi = 0. (3.12)
If one starts from the Nambu-Goto action instead then the general boundary
condition is X˙µ ∼ X ′µ|0,pi which is equivalent to (3.12). The condition (3.12)
can be rewritten as follows in phase space
(ηµνX
′ν +
√
−hh01Pµ)|0,pi = 0, (3.13)
which states that ηµνX
′ν and Pµ are proportional to each other on the bound-
ary.
Now let us turn to the Hamiltonian analysis of the system. For the model
(3.11) the constraints are well known
H1[N ] =
pi∫
0
dσPµX
′µN, H[M ] =
pi∫
0
dσ(Pµη
µνPν +X
′µηµνX
′ν)M,
(3.14)
and they hold at all points including the boundary. Since the system is gen-
erally covariant the naive Hamiltonian vanishes identically. Both constraints
(3.14) are first class and they correspond to reparametrizations of the two
dimensional world sheet. The constraints obey the following Poisson bracket
algebra
{H1[N ],H1[M ]} = H1[NM ′ −N ′M ], (3.15)
{H1[N ],H[M ]} = H[NM ′ −N ′M ] +NM(PµηµνPν −X ′µηµνX ′ν)|pi0 , (3.16)
{H[N ],H[M ]} = H1[4(NM ′ −N ′M)].(3.17)
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The bracket between H1 and H gives rise the boundary term which should be
set to zero to make the Hamiltonian treatment consistent. Since H1 and H
hold everywhere we must require the following constraints on the boundary
Pµη
µνPν |0,pi = 0, X ′µηµνX ′ν |0,pi = 0, PµX ′µ|0,pi = 0. (3.18)
One might call them the boundary constraints. The next step should be to
check whether the algebra of new constraints is closed or not. As we said
before all calculations can be done in a formal way avoiding questions of
regularization. For example let us introduce the following notation for the
boundary constraints
φ1[N ] =
pi∫
0
dσN Pµη
µνPν , φ2[M ] =
pi∫
0
dσM X ′µηµνX
′ν (3.19)
where N andM might be thought as test functions localized on the boundary
(or around boundary if there is some regularization assumed). This kind of
assumptions does not effect the formal calculations. For instance we calculate
the following brackets
{φ1[N ], φ2[M ]} = 4
pi∫
0
dσNM ′PµX
′µ + 4
pi∫
0
dσNMPµX
′′µ − 4NMPµX ′µ|pi0 ,
(3.20)
and see that secondary constraints arise. However the constraints (3.18) can
be resolved since P and X ′ are null vectors on the boundary and they are
orthogonal to each other there is a proportionality relation on the boundary
(αPµ + ηµνX
′ν)0,pi = 0, (3.21)
where α is some proportionality constant which is subject to gauge condi-
tion (since it relates world-sheet density to the world-sheet vector). The
conditions (3.21) give us the same information as one would get from the La-
grangian formalism (3.13). Hence the whole system can be described as two
first class constraints H1, H plus a set of second class boundary constraints
(3.21). The constraints (3.21) are second class because of the non vanishing
brackets
{Φµ[Nµ],Φν [Mν ]} = α
pi∫
0
dσ [NνM ′µ −N ′µMν ]ηµν , (3.22)
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where Φµ[N
µ] is (3.21) smeared with the test function Nµ. Proceeding for-
mally for the second class constraints (3.21) we define the corresponding
Dirac brackets
{Xµ(σ), Xν(σ′)} = α
2
ηµν
1
∂σ
δ(σ − σ′), (3.23)
as well as the brackets
{Xµ(σ), Pν(σ′)} = 1
2
δµν δ(σ − σ′), {X ′µ(σ), Xν(σ′)} =
α
2
ηµνδ(σ − σ′).
(3.24)
We are interested in the restriction of these brackets to the boundary and
it is not clear how to find this, especially for the non-local bracket (3.23).
The point is that this question can not be answered unless our description of
the model is supplemented with a certain amount of additional information.
The extra information concerns the restrictions on the behaviour of the fields
in order to make operator ∂σ invertable (in general there is a constant zero
mode for this operator). Therefore to make further progress one needs more
insight into the model. It would be interesting to quantize the free open string
theory in a nonconformal gauge (where α 6= 0) and calculate the commutators
(3.23), (3.24) explicitly on the boundary. Resolving this kind of questions
can lead to the proper understanding of the foundations of Witten’s open
string field theory [13] where the noncommutativity of the ends of strings
plays a crucial role.
4 Open string theory with a constant B-field
Now let us turn to the open string theory with a constant B-field. The model
has the following action
S = −1
2
∫
d2σ (
√
−hhαβ∂αXµ∂βXνηµν − ǫαβ∂αXµ∂βXνBµν). (4.25)
This system has attracted much attention recently because of the noncom-
mutative properties of the end points of the string. A treatment of the model
has been given in [1] (also see [14] for the quite full list of references). Let us
just recall that in the Lagrangian formalism one should impose the boundary
conditions
(
√
−hh10ηµνX˙ν +
√
−hh11ηµνX ′ν +BµνX˙ν)|0,pi = 0, (4.26)
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which have the following form in phase space
(Bµ
νPν +GµνX
′ν +
√−hh01Pµ)|0,pi = 0, (4.27)
where Gµν = ηµν −BµσBσν . For the sake of simplicity we assume that B is a
non-degenerate matrix (for the degenerate case one can easily generalize all
the following arguments).
Now we turn to the Hamiltonian formalism. In the usual fashion the
constraints are
H1[N ] =
pi∫
0
dσPµX
′µN, (4.28)
H[M ] =
pi∫
0
dσ(Pµη
µνPν − 2PµBµνX ′ν +X ′µGµνX ′ν)M. (4.29)
These are first class constraints and they hold everywhere including at the
boundary points. Next we calculate the algebra keeping track of the bound-
ary terms. The constraints obey the following Poisson bracket algebra
{H1[N ],H1[M ]} = H1[NM ′ −N ′M ],(4.30)
{H1[N ],H[M ]} = H[NM ′ −N ′M ] +NM(PµηµνPν −X ′µGµνX ′ν)|pi0 ,(4.31)
{H[N ],H[M ]} = H1[4(NM ′ −N ′M)].(4.32)
To make the theory consistient one should set the boundary term to zero.
Since H1 and H hold everywhere there is a boundary constraint
X ′µ(Bµ
νPν +GµνX
′ν)|0,pi = 0, (4.33)
which is the difference between H1 and the boundary term in (4.31). One
cannot solve the system as simply as before. Therefore we proceed along
Dirac’s lines [7]. We look at possible secondary and tertiary constraints and
then try to separate them into first and second class constraints. Sometimes,
before separating them into different classes it is helpful to solve some of
them.
We thus have to calculate brackets of all constraints including the bound-
ary one and see if new constraints arise. We will perform the calculations in a
formal way and introduce the following notation for the boundary constraint
Φ[N ] =
pi∫
0
dσ N X ′µ(Bµ
νPν +GµνX
′ν), (4.34)
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where N is a test function. As a result of the computations some new con-
straints will arise. Let us look at some of them to see the pattern. We
have
{Φ[N ],Φ[M ]} =
pi∫
0
dσ [NM ′ −N ′M ]X ′µBµρ(BρνPν +GρνX ′ν). (4.35)
Introducing the following notation for the new constraint
Φ1[N ] =
pi∫
0
dσNX ′µBµ
ρ(Bρ
νPν +GρνX
′ν), (4.36)
we get
{Φ1[N ],Φ1[M ]} =
pi∫
0
dσ [NM ′ −N ′M ]X ′µBµδBδσBσρ(BρνPν +GρνX ′ν),
(4.37)
and
{Φ1[N ],Φ[M ]} =
pi∫
0
dσ [NM ′ −N ′M ]X ′µBµδBδρ(BρνPν +GρνX ′ν), (4.38)
and so on. This suggests the following boundary conditions
X ′µMµ
σ(Bσ
νPν +GσνX
′ν)|0,pi = 0, (4.39)
where M is some power of B. Since B is nondegenerate and antisymmetric
all these conditions can be replaced by the following one
(Bµ
νPν +GµνX
′ν + βPµ)|0,pi = 0, (4.40)
where β is the coefficient of proportionality which is subject to a gauge
condition (like α in the previous section). We will see that (4.40) are second
class constraints. Introducing the notation
Kµ[Nµ] =
pi∫
0
dσNµ(Bµ
νPν +GµνX
′ν + βPµ) (4.41)
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it is easy to check the brackets
{Kµ[Nµ],Kν[Mν ]} =
pi∫
0
dσ [NµM ′ν −N ′νMµ](BµρGρν + βGµν) (4.42)
where we have nondegenerate matrix on the right-hand side. Therefore we
conclude that to make the whole Hamiltonian treatment consistent one must
impose the boundary conditions (4.27) which play the role of second class con-
straint on the boundary. Otherwise the algebra (4.32) would not be closed.
Thus the bracket algebra has to be modified on the boundary. The Poisson
bracket must be replaced by the Dirac bracket. For example on the boundary
the coordinates have the following bracket
{Xµ, Xν}∂Σ = −Bµσ(G−1)σν + β(nonlocal part) (4.43)
where the non local part has the same structure as in the previous section. For
the case β = 0 (for instance, conformal gauge or static gauge) the brackets
(4.43) are well defined. A discussion of the modified brackets is given in
[2, 3, 4, 5, 6].
5 Electrodynamics with topological term
As a last example we consider theory with a nonvanishing Hamiltonian. We
will take a look at four dimensional Euclidean electrodynamics with a topo-
logical term. The action is defined by
S =
1
2g2
∫
M
F ∧ ∗F + iθ
4π2
∫
M
F ∧ F, (5.44)
where we use differential forms. Equivalently, in components,
S =
1
4g2
∫
M
d4xFµνF
µν +
iθ
16π2
∫
M
d4x ǫµνρσF
µνF ρσ. (5.45)
The theory is defined on a manifoldM with non empty boundary ∂M. Since
we are interested in the Hamiltonian treatment we assume that M = R×Σ
where Σ is a spatial manifold. For the sake of simplicity we further assume
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that Σ is closed set in R3 and thus it carries a flat metric. This assumption
is not essential and the whole logic can be generalized to the general curved
case.
Before looking at the Hamiltonian formalism we briefly consider the La-
grangian formalism. To the author’s knowledge this system has not been
separately studied, except in [16]. The action (5.44) gives the following equa-
tions of motion
d ∗ F = 0, (5.46)
which should be supplemented by the boundary condition
∫
∂M
δA ∧ ( 1
g2
∗ F + iθ
2π2
F ) = 0. (5.47)
To proceed further let us write (5.47) in components
−
∫
dt
∫
∂Σ
d2s
[
na(
1
g2
Ea +
iθ
2π2
Ba)δA
0 − nbǫabcδAc( 1
g2
Ba +
iθ
2π2
Ea)
]
,
(5.48)
where we introduce the standard notation Ea ≡ F0a and Ba = 12ǫabcF bc
and na is a vector normal to ∂Σ. Now it is straightforward to read off the
boundary conditions
na(
1
g2
Ea +
iθ
2π2
Ba)|∂M = 0 or δA0|∂M = 0, (5.49)
nbǫ
abc(
1
g2
Ba +
iθ
2π2
Ea)|∂M = 0 or δAc|∂M = 0. (5.50)
Thus one of these two sets of conditions should be imposed to make the
Lagrangian treatment consistent5.
Let us rewrite the boundary conditions (5.49), (5.50) in phase space. The
momentum is defined as follows
πa =
1
g2
Ea +
iθ
2π2
Ba, (5.51)
5Apart from this one can think about other physical requirements such as absence
of energy-momentum flow through the boundary. In fact the conservation of energy-
momentum requires the conditions on the left hand side of (5.49) and (5.50) [17].
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and there is the usual constraint π0 = 0 which we will discuss later on. Using
(5.51) the boundary conditions (5.49), (5.50) become
naπa|∂M = 0 or δA0|∂M = 0, (5.52)
nbǫ
abc
(
iθ
2π2
g2πa +
(
1
g2
− ( iθ
2π2
)2g2
)
Ba
)
|∂M = 0 or δAc|∂M = 0.
(5.53)
There are one normal condition (on the left handside (5.52)) and two tan-
gential conditions (on the left handside (5.53)). We will keep these in mind.
We hope to find them as boundary constraints required to make the whole
Hamiltonian treatment consistent. Let us assume that one can choose a
coordinate system such that the normal vector has the form ~n = (1, 0, 0).
We now turn to the Hamiltonian treatment. Using (5.44) and (5.51) one
defines the Hamiltonian
H =
∫
Σ
d3x
[
g2
2
πaπ
a − iθ
2π2
g2πaB
a − 1
2
(
1
g2
− ( iθ
2π2
)2g2
)
BaB
a + (∂aA0)π
a
]
.
(5.54)
Thus one defines the Hamiltonian H and primary constraint π0 without using
the boundary conditions. Introducing the notation
Π[Λ] =
∫
Σ
d3xΛ(x)π0(x), (5.55)
one has the following bracket
{Π[Λ], H} = G[Λ]−
∫
∂Σ
d2sΛ(naπa), (5.56)
where G[Λ] is the Gauss law constraint
G[Λ] =
∫
Σ
d3xΛ(x)∂aπ
a(x). (5.57)
Consistency then implies that the right hand of (5.56) must be equal to
zero. Thus we are getting the standard Gauss law and as well the boundary
constraint naπa = 0 (if one assumes that A
0 is zero on the boundary there is
no boundary term in (5.56)).
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Following the standard prescription one should look at the time evolution
of Gauss law (5.57) and the new boundary constraint
Φ1[Λ] =
∫
Σ
d3xΛnaπa, (5.58)
where Λ can be thought as test function with support on ∂Σ. The formal
computation gives us the following result
{G[Λ], H} =
∫
∂Σ
d2s [nb∂cΛǫ
abc]
(
iθ
2π2
g2πa +
(
1
g2
− ( iθ
2π2
)2g2
)
Ba
)
, (5.59)
{Φ1[Λ], H} =
∫
Σ
d3x [∂c(Λnb)ǫ
abc]
(
iθ
2π2
g2πa +
(
1
g2
− ( iθ
2π2
)2g2
)
Ba
)
,
(5.60)
where we have used the higher dimensional analog of equation (2.8). The
bracket (5.59) is localized on the boundary and it gives us the tangential
boundary constraints which exactly coincide with the boundary conditions
(5.53). The same boundary constraint is given by the bracket (5.60) and
it is localized on the boundary since Λ has support on the boundary only.
Therefore we introduce the new boundary constraint
Φa[N
a] =
∫
d3xNa[
iθ
2π2
g2πa +
(
1
g2
− ( iθ
2π2
)2g2
)
Ba], (5.61)
where it is assumed that Na = (0, N2, N3). To decide on the status of bound-
ary constraints Φ1, Φ2 and Φ3 one should calculate the following brackets
{Φ1[Λ],Φb[N b]} =
(
1
g2
− ( iθ
2π2
)2g2
)∫
Σ
d3xΛna∂bN cǫabc, (5.62)
{Φa[Na],Φb[M b]} = iθ
2π2
g2
(
1
g2
− ( iθ
2π2
)2g2
) ∫
Σ
d3x ∂a(N bM c)ǫabc. (5.63)
One notices that the brackets (5.63) of Φa (a = 2, 3) are non-zero because of
the boundary term on the right hand side of (5.63). In the bulk such brackets
are zero since the constraints Φa are generalization of the chiral condition for
two forms [15]. Therefore the brackets of all boundary constraints give a field
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independent antisymmetric matrix with rank 2. It turns out that there is
one first class boundary constraint naπa which makes us able to gauge away
the normal component of the connection on the boundary. The boundary
constraints Φ2 and Φ3 are second class constraints which lead to the the
following Dirac bracket on the boundary
{A2(x), A3(y)}|∂Σ = iθ
2π2
g2
(
1
g2
+
θ2
4π4
g2
)−1
δ(2)(x− y). (5.64)
In analogy with the models considered in the previous section we see that at
the boundary the Poisson brackets should be replaced by the corresponding
Dirac bracket. In general the boundary Dirac bracket will depend on the
geometry of the boundary. We will discuss this elsewhere. The physical
interpretation of (5.64) is unclear. It seems that one will have problems
with localizing photons on the boundary. Certainly this subject deserves an
independent study [] and we do no analyse the boundary theory further here.
6 Discussion and problems
In this paper we made an attempt to understand the status of the boundary
conditions within the Hamiltonian formalism motivated by the quantum the-
ory. We have shown that boundary conditions can arise in a purely algebraic
fashion as Hamiltonian boundary constraints. Their existence is necessary
to make the whole Hamiltonian treatment consistent. Our arguments were
based on four examples: the topological sigma model, the open string theory
with and without a B-field and electrodynamics with a topological term. For
some systems it is important to motivate that the boundary conditions can
be treated as Hamiltonian constraints. This type of systems has non trivial
boundary conditions which mix momenta and coordinates. Such bound-
ary conditions change the canonical brackets on the boundary drastically
and therefore they are very important for the quantization of the system as
whole. However as we saw in some instances (e.g.,(3.23)) problems can arise
with the definition of the Dirac bracket on the boundary. To resolve those
problems one needs more insight into the models. In other cases there is
no ambiguity in defining the modified symplectic structure (e.g., (2.9), local
part of (4.43) and (5.64)).
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As can be seen from the last example the boundary conditions give rise not
only to second class constraints but also to first class constraint. It is unclear
how this kind of boundary constraint should be applied in the quantum
theory. We hope to return to this question and do explicit calculations for
this model in the presence of a simple boundary.
From a technical point of view the present approach is based on rules for
dealing with the following expression
∫
Σ
ddx
∫
Σ
ddx′f(x)g(x′)DxDx′δ(x− x′) (6.65)
where Dx (Dx′) is some differential operator. As was pointed out in [8]
the expression (6.65) is not in general well defined on a closed domain. In
the present paper we considered simple models with a few derivatives and
therefore it was no problem to define (6.65) in a reasonable way. However in
general one should address this question more carefully.
It would be interesting to study an interacting theory like Yang-Mills
theory and gravity systems in this context. We hope to treat these questions
elsewhere.
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