We present a novel method for planning coverage paths for inspecting complex structures on the ocean floor using an autonomous underwater vehicle (AUV). Our method initially uses a 2.5-dimensional (2.5D) prior bathymetric map to plan a nominal coverage path that allows the AUV to pass its sensors over all points on the target area. The nominal path uses a standard mowing-the-lawn pattern in effectively planar regions, while in regions with substantial 3D relief it follows horizontal contours of the terrain at a given offset distance. We then go beyond previous approaches in the literature by considering the vehicle's state uncertainty rather than relying on the unrealistic assumption of an idealized path execution. Toward that end, we present a replanning algorithm based on a stochastic trajectory optimization that reshapes the nominal path to cope with the actual target structure perceived in situ. The replanning algorithm runs onboard the AUV in real time during the inspection mission, adapting the path according to the measurements provided by the vehicle's range-sensing sonars. Furthermore, we propose a pipeline of state-of-the-art surface reconstruction techniques we apply to the data acquired by the AUV to obtain 3D models of the inspected structures that show the benefits of our planning method for 3D mapping. We demonstrate the efficacy of our method in experiments at sea using the GIRONA 500 AUV, where we cover part of a breakwater structure in a harbor and an underwater boulder rising from 40 m up to 27 m depth. C 2014 Wiley Periodicals, Inc.
INTRODUCTION
Thanks to technology breakthroughs in the past two decades, autonomous underwater vehicles (AUVs) have become a standard tool for surveying the ocean floor in a broad variety of applications, including marine geology (Escartin et al., 2008) , underwater archeology (Bingham et al., 2010; Gracias et al., 2013) , and fine-scale mapping of structures on the ocean floor (Johnson-Roberson et al., 2010; Tivey et al., 1997; Williams et al., 2009; Yoerger, Kelley, & Delaney, 2000) , to name just a few. AUVs provide high-resolution maps thanks to near-bottom surveys, and they require little human supervision compared to their ship-or remotely operated vehicle (ROV) -assisted counterparts, and hence at a lower cost.
Nonetheless, fully autonomous AUV surveys still have important limitations, particularly when targeting highrelief areas on the sea floor. At present, in most AUV survey missions, the vehicle passes a down-looking sensor over the sea floor by following a preplanned lawnmower-like survey path while keeping a safe altitude from the bottom. This is a valid approach for sea floor areas that are effectively planar at the survey scale. However, flying at a conservative altitude imposes serious limitations for a number of emerging applications demanding fine-scale sea Figure 1 . Askew sensor footprint due to a large angle of incidence (a) in contrast with a more desirable viewpoint along the surface normal (b).
floor surveys of rugged terrain. These applications require surveying the ocean floor in close proximity for acquisition of high-resolution imagery or even object grasping. Examples include monitoring of cold water coral reefs, oil and gas pipeline inspection, harbor and dam protection, and object recovery. Therefore, techniques that allow AUVs to maneuver in close proximity to the seabed without compromising vehicle safety are desired.
Additionally, following the elevation profile of the seabed does not provide satisfactory results when surveying rugged, high-relief terrain such as coral reefs or ship wrecks. These sites present very steep slopes that cannot be imaged with acceptable quality from an overhead point of view. It is rather desired that the AUV places its sensor so that a viewing angle close to the surface normal of the target structure is achieved, as illustrated in Figure 1 . Therefore, in order to meet these requirements, flying at a conservative distance from the sea floor is no longer an option. The AUV must rather navigate amidst potential bulges sticking out of the bottom. Obviously, this increases the threat of collision.
The general task of passing a robot's sensor over all points in a target area is known as coverage path planning, and there is substantial research addressing this problem in the literature (see Section 2 below). However, typical coverage path-planning approaches assume perfect knowledge of the environment and no uncertainty in sensing or control, which are unrealistic assumptions in the vast majority of scenarios and especially in underwater environments, even when using techniques such as terrain-relative navigation (TRN) (Meduna, Rock, & McEwen, 2008) or simultaneous localization and mapping (SLAM) (Barkby et al., 2012) for enhanced localization. This limits real-world application of those approaches to very constrained, controlled environments.
In this paper, we present a new coverage path-planning method for inspection of 3D structures on the ocean floor using AUVs that does not rely on these assumptions. Strictly speaking, our algorithms operate on a 2D manifold embedded in R 3 , i.e., the sea floor, which can be represented as a 2.5D model (an elevation map). However, covering such a geometrical structure requires the vehicle to move in a 3D workspace. In addition, the coverage paths we plan enable a full 3D perception of the target structures, as shown in our experiments. Bearing this in mind, we use the term "3D coverage" throughout this article.
Our method is a two-step process. First, a nominal coverage path seeking to provide sensor viewpoints close to the target surface's normal is planned using an a priori bathymetric map of the target structure (a bathymetric map is an elevation map of the ocean floor). To plan the path, our algorithm classifies the mapped area into effectively planar areas, which can be covered using a standard mowing-the-lawn pattern, and high-slope regions. For the latter, the algorithm uses a coverage pattern that follows the structure's horizontal contours at uniformly spaced depths while maintaining a fixed offset distance, accumulating data contour-by-contour along the vertical spatial dimension of the workspace. As a result, the path enables acquisition of a clear and continuous data product, simplifying the tasks of postprocessing and analysis for both humans and automated procedures.
Once a nominal path has been planned, we go beyond previous approaches by not relying on the unrealistic assumption of an idealized execution of the planned path. To handle the uncertainty in the vehicle's state and environment, we put forth a replanning algorithm based on stochastic trajectory optimization to adapt the initially planned coverage path in real time using range sensor measurements. The resulting path provides successful coverage under bounded position error. Additionally, we present a pipeline of state-of-the-art 3D surface reconstruction techniques, which we apply to the data collected in the coverage tasks, obtaining full 3D surface models and optical maps. The traditional downward-looking configuration of multibeam sonars mounted on AUVs has typically promoted using 2.5D representations of the mapped surface of the sea floor. In contrast, our real-time coverage pathreplanning algorithm provides viewpoints enabling recovery of point clouds describing full 3D surfaces, requiring more complex surface reconstruction methods. Our 3D mapping results show how the paths planned with our method are useful in mapping complex 3D structures, not amenable to traditional surveying of marine environments.
The data products obtained demonstrate the high quality of the 3D perception enabled by our coverage path-planning method.
We show the feasibility of our approach in experiments at sea with the GIRONA 500, a reconfigurable AUV equipped with range and imaging sensors. Our experiments comprise coverage of a large concrete block on a breakwater structure in a harbor and coverage of a diving site featuring an underwater boulder rising from 40 to 27 m depth. Results show that our method successfully achieves coverage of the target structures, adapting the planned paths in agreement with real-time perception onsite and enabling full 3D mapping of the target structures.
The remainder of this paper is organized as follows. Section 2 briefly reviews related work on coverage path planning, while Section 3 introduces planning and reconstruction algorithms from the literature upon which this paper builds. The nominal coverage path-planning phase of our method is described in Section 4, and the replanning algorithm is presented in Section 5. Section 6 introduces the GIRONA 500 AUV and the sensor configuration we use, the scenarios in which we conduct the experiments to evaluate our method, and it describes the choice of planning parameters used in the coverage tasks according to experimental data. Section 7 reports on the results obtained in sea trials, including 3D reconstructions and a comparison with a traditional lawnmower-type survey. Finally, concluding remarks and directions for further research are given in Section 8.
RELATED WORK
As mentioned earlier, the task of the determining a path that passes over all points of a surface of interest while avoiding obstacles is known as coverage path planning. A large body of research has investigated coverage path planning [see Galceran & Carreras (2013b) for a recent survey] in 2D environments (Acar & Choset, 2002a; Acar et al., 2002 Acar et al., , 2006 Butler, Rizzi, & Hollis, 1999; Choset, 2000; Gabriely & Rimon, 2002; Luo & Yang, 2008; Wong, 2006) and applications have been reported in domains such as aerial robotics (Ahmadzadeh et al., 2006; Barrientos et al., 2011; Maza & Ollero, 2007; Xu, Virie, & Rekleitis, 2011) , agricultural robotics (Oksanen & Visala, 2009) , mine countermeasures (MCM) operations (Acar et al., 2003; Stack & Smith, 2003) , and marine robotics (Galceran & Carreras, 2012; Paull et al., 2012) . Furthermore, 2D coverage algorithms for planning optimal paths (Huang, 2001; Jimenez et al., 2007; Mannadiar & Rekleitis, 2010) and for minimizing the robot's state uncertainty along the planned paths (Acar & Choset, 2002b; Bosse, Nourani-Vatani, & Roberts, 2007; Bretl & Hutchinson, 2013; Das, Becker, & Bretl, 2011; Tully, Kantor, & Choset, 2010) have been presented. In this latter category of 2D coverage under uncertainty, some approaches have particularly targeted underwater environments (Galceran et al., 2013; Hollinger, Mitra, & Sukhatme, 2012b; Paull, Seto, & Li, 2014) , which, respectively, seek to maximize to quality of bathymetric data gathered during a survey, guarantee area coverage even in the case of severe AUV position estimate drift, and seek to maximize the quality of 3D reconstructions out of side-scan sonar data.
In contrast to 2D coverage, very few papers have addressed coverage path planning in 3D environments. Hert et al. presented a sensor-based coverage algorithm for AUVs 3D environments that are projectively planar (2.5D) (Hert, Tiwari, & Lumelsky, 1996) . Their approach works by running a 2D coverage algorithm at uniformly spaced depths, and it entirely covers the volume free of obstacles. Lee et al. proposed an extension of the algorithm to cover only the environment's boundary, namely the seabed, which is the main focus in most applications (Lee, Choi, Lee, & Lee, 2009 ). However, details on how to detect the landmarks used by those algorithms to direct the vehicle are not provided, which makes its application to real-world environments difficult. Atkar, Choset, Rizzi, & Acar (2001) presented another sensor-based coverage algorithm for closed surfaces embedded in 3D space. This algorithm directs the robot to follow cross sections of the surface at an offset distance (similarly to our nominal coverage path-planning method), assuming the robot is equipped with an idealized omnidirectional range sensor ring. Those sensor-based, also known as online, 3D coverage algorithms are theoretically proven but lack experimental validation using real-world vehicles.
More recently, offline 3D coverage algorithms that use a model of the environment have been presented. A coverage algorithm specifically targeted for spray-painting of automotive parts was presented in Atkar et al. (2005) , which provides uniform paint deposition. Cheng et al. presented a method for planning time-optimal trajectories for unmanned aerial vehicles (UAVs) covering the exterior of buildings in urban environments (Cheng, Keller, & Kumar, 2008) . Their approach first simplifies the target surfaces into hemispheres and cylinders and then plans the trajectories on these simpler surfaces. Their proposal is validated in hardware-in-the-loop simulations using a fixed-wing aircraft. Recently, Englot and Hover introduced a samplingbased algorithm to achieve coverage of complex 3D structures for ship hull inspection (Englot & Hover, 2013) . Also building upon the idea of sampling-based planning, the algorithm in Papadopoulos, Kurniawati, & Patrikalakis (2013) provides coverage for inspection of complex structures using systems with differential constraints. While these latter algorithms based on sampling can handle 3D structures of unprecedented complexity, they do not account for uncertainty in the model of the environment nor in the robot's sensors. As a result, their application is constrained to idealized or highly controlled environments. Moreover, they require large amounts of computation time, and the paths they generate spread randomly in all dimensions of the workspace, making the vehicle's maneuvers hard to predict from an operator's standpoint, although Englot et al. presented a path-smoothing algorithm aiming to mitigate this latter issue (Englot & Hover, 2013) . This paper's account for an uncertain execution of the planned coverage paths connects with the general field of robotic planning under uncertainty. Algorithms for robotic planning under uncertainty use probabilistic models of the robot's state, actions, and environment to produce a feasible plan, which often seeks to minimize some cost function or maximize some objective function. Lambert & Le Fort-Piat (2000) presented probabilistic models for a robot's state, control and map uncertainty. Using the well-known A* (Hart, Nilsson, & Raphael, 1968; Russell & Norvig, 2003) search algorithm with a cost function accounting for all three sources of uncertainty, they were able to plan safe trajectories for a mobile robot. Many researchers propose extensions to the sampling-based rapidly exploring random tree (RRT) and probabilistic roadmap (PRM) path-planning algorithms (Kavraki et al., 1996; LaValle & Kuffner, 2000) to handle uncertainty. The RRT extensions by Melchior & Simmons (2007) and Kewlani, Ishigami, & Iagnemma (2009) explicitly handle uncertainty associated with terrain parameters (e.g., friction). By taking this uncertainty into account, these planners try to avoid rough terrain. Huang & Gupta (2008) combined an extension to the RRT algorithm with a particlebased SLAM algorithm used to expand the tree. This integrated approach explicitly accounts for sensor, localization, and environment uncertainty in the planning stage.
Some planners seek to maximize the probability of success or rather to minimize an expected cost by taking into account the sensing uncertainty (Carrillo et al., 2012; Gonzalez & Stentz, 2009; Pepy & Lambert, 2006; Platt et al., 2010; Prentice & Roy, 2009; van den Berg, Abbeel, & Goldberg, 2011) while other path planners focus on generating paths with minimum probability of collision with obstacles (Blackmore, Ono, & Williams, 2011; Burns & Brock, 2006; Guibas et al., 2008; Missiuro & Roy, 2006; Nakhaei & Lamiraux, 2008) .
Another class of approaches uses Markov decision processes (MDPs) with motion uncertainty to define a global control policy over the entire robot's workspace, providing a connection between planning and control (Alterovitz et al., 2007) . To also include sensing uncertainty, partially observable Markov decision processes (POMDPs) can be used (Bai et al., 2014; Candido & Hutchinson, 2010; Kurniawati, Hsu, & Lee, 2008; van den Berg, Patil, & Alterovitz, 2012) . Although POMDPs are theoretically satisfactory, these approaches suffer from scalability problems. Alternatively, Du Toit & Burdick (2012) formulated the problem as a dynamic program (DP) and presented a receding horizon control algorithm that approximates the solution to said DP to navigate in cluttered uncertain environments with moving obstacles.
Active perception algorithms increase robot localization efficacy, or more generally, maximize the robot's information gain along the path by specifically considering the expected uncertainty associated with the next action to be executed by the robot (Burgard, Fox, & Thrun, 1997; Roy et al., 1999; Valencia et al., 2012) . Several approaches in this category are particularly related to the underwater domain. Fairfield & Wettergreen (2008) proposed an active localization technique using multibeam sonar for enhanced localization of AUVs gathering bathymetric data. In the context of ship hull inspection, Kim & Eustice (2013) presented a next-best-view visual SLAM approach including planning of paths to revisit salient areas of the hull and reduce the accumulated uncertainty along a ship hull survey. Building upon this approach, Chaves, Kim, & Eustice (2014) combined a sampling-based algorithm with a Gaussian process predicting a measure of saliency in yet to be covered areas of the hull to minimize the robot's uncertainty along the inspection path. Also in a ship hull inspection context, Hollinger et al. (2012a) presented a view planning strategy seeking to improve the quality of the inspection. Finally, Hollinger & Sukhatme (2014) proposed sampling-based motion planning algorithms for planning informative robot trajectories. These algorithms seek to maximize an information metric along the planned path (such as information gain or variance reduction) while also satisfying a prespecified budget constraint (e.g., fuel, energy, or time). A proof-of-concept field implementation of the algorithms on an autonomous surface vehicle (ASV) is provided.
The unquestionable benefits of incorporating uncertainty into planning, however, come at the cost of dramatically higher computational complexity. Rather than directly planning in a probabilistic space, in this paper we use instead fast local replanning to account for discrepancies with the available prior information.
Earlier snapshots of the research reported in this paper have appeared in conference papers (Galceran & Carreras, 2013a; Galceran et al., 2014) . This paper presents new experimental results and significantly extends the discussion of the methods employed to achieve them.
ALGORITHMIC BACKGROUND
In this section, we outline for the reader's convenience key algorithms upon which our paper builds: the boustrophedon decomposition algorithm, which we use to plan coverage paths in effectively planar areas accounting for obstacles; the stochastic trajectory optimization motion planning (STOMP) algorithm, integral to our coverage pathreplanning approach; and state-of-the-art 3D surface reconstruction techniques composing pipelines for optical and bathymetric surface reconstructions.
2D Coverage Path Planning: The Boustrophedon Decomposition Algorithm
In this paper, we use the Morse-based boustrophedon 1 decomposition coverage path-planning algorithm introduced by Acar et al. (2002) to cover effectively planar areas of the target area on the sea floor. This algorithm generates a standard mowing-the-lawn pattern, but it is able to account for obstacles in a 2D workspace. As we detail later in Section 4.3, in our case the obstacles represent the high-slope regions of the terrain.
The boustrophedon decomposition is a 2D algorithm that breaks down the target workspace into obstacle-free regions, called cells. Given that they are obstacle-free, the cells can be easily covered using standard mowing-the-lawn patterns. The cell decomposition is encoded as an adjacency graph where nodes represent cells and edges represent adjacency relationships between cells. Thus, finding an exhaustive walk through the adjacency graph guarantees that all cells are visited and that there is full coverage of the workspace as a result.
To determine the cell decomposition, a vertical line is swept through the target area from left to right. Whenever the sweep line encounters a point on an obstacle boundary whose surface normal is perpendicular to the sweep line, as shown in Figure 2 , a division between cells is placed along the line. The points where this occurs are called critical points.
At critical points, the connectivity of the sweep line changes, and therefore it is used to determine the cells in the decomposition. Take for instance the example shown in Figure 3(a) , where, at the critical point, the connectivity of the line changes from one to two, and hence the old cell is closed and two new cells are created. In Figure 3 (b) , at the critical point, the connectivity of the slice changes from two to one, and hence two old cells are closed and a new cell is created. Notice that the line connectivity remains constant within a cell, which guarantees that cells are obstacle-free.
Once the cell decomposition is constructed, it is represented as an adjacency graph, where adjacent cells (nodes) that share a common cell boundary have an edge connecting them. Next, an exhaustive walk through the adjacency graph is determined, and mowing-the-lawn paths are generated in each cell to obtain a full coverage path.
Path Reshaping via Stochastic Trajectory Optimization
We use the STOMP algorithm (Kalakrishnan et al., 2011) to reshape the nominal coverage path so it adapts to the actual target structure perceived onsite via onboard sensors. STOMP explores the space around an initial trajectory by generating noisy trajectories, which are then combined to produce an updated trajectory with lower cost in each iteration. Consider the example in Figure 4 , where a cost designed to repel obstacles is used. In each iteration, the trajectory is updated to obtain a lower cost, achieving the effect of keeping it away from the obstacle (shaded in blue in Figure 4 ). The algorithm takes as input the start and goal positions (which are kept constant during the optimization process), an initial trajectory from start to goal (which can be as simple as a straight line), and a cost function (which we detail below in Section 5.2.2 for our case). STOMP optimizes a cost function based on a combination of smoothness and application-specific costs, such as obstacles (as in the example above), constraints, or motor torques. An important characteristic of this algorithm is that it does not use gradient information, and so general costs for which derivatives are not available can be included in the cost function.
STOMP optimizes a trajectory, θ, discretized as a sequence of N waypoints. Smoothness costs are represented as a positive semidefinite matrix R, such that θ Rθ is the sum of squared accelerations along the trajectory. The accelerations are obtained by means of a second-order finitedifference matrix A that, when multiplied by the trajectory's position vector θ , produces accelerationsθ:
Thus, the sum of squared accelerations along the trajectory can be computed as
Defining the matrix R = A A allows us to minimize the sum of squared accelerations at each iteration by incorporating the term θ Rθ into the following cost function:
where θ i is the ith waypoint in the trajectory, N is the total number of waypoints, and q(·) represents the user-defined cost function. Further, the R matrix plays a second critical role in the STOMP algorithm. In each iteration of STOMP, first a set of noisy trajectories is generated by adding noise to the current trajectory, where the noise is sampled from a zero mean normal distribution with R −1 as its covariance matrix. This keeps the generated trajectories smooth and does not allow them to diverge from the start or goal. Figure 5 shows a representation of the noisy trajectories generated to explore the space around the initial trajectory. For each trajectory, its cost per time step is computed with the user-defined cost function q(·) in Eq. (3). Based on this cost, a probability is assigned to each trajectory, per time step. The trajectory update for each time step is computed as the probability-weighted combination of the noisy trajectories for that time step. Finally, the trajectory parameter vector is updated and the cost for the updated trajectory is computed. The process repeats until convergence of the trajectory cost Q(·). For further details on the STOMP algorithm, we refer the reader to Kalakrishnan et al. (2011) .
Surface Reconstruction
We show the benefits of our coverage path-planning method for 3D mapping using both bathymetric and optical surface reconstruction techniques. Regarding bathymetric data, we use the screened Poisson algorithm (Kazhdan & Hoppe, 2013) to recover a triangle mesh resembling the surface described by the unorganized range data collected by the multibeam sonar. In this method, points and their associated normals are seen as samples of the gradient of an indicator function volumetrically defining the object, such that the problem solved by the screened Poisson method is to find the indicator function χ whose gradient best approximates the vector field V defined by the samples: min ∇χ − V . Once this indicator function is computed, the surface is extracted as its zero level set using a surface contouring technique (Boissonnat & Oudot, 2005) .
As the reader may observe, and following the tendency of many surface reconstruction approaches in the state of the art, the screened Poisson method requires additional knowledge of per-point normals. Since multibeam readings provide pure range data, we estimate the normals at each point using the method of Hoppe (Hoppe et al., 1992) . This method computes the normals at each point by fitting a plane using principal component analysis (PCA) in a local k-neighborhood around the point. Then, a globally coherent orientation of the normals is achieved by propagating the orientation of a given seed to its neighbors following the order defined by the minimum spanning tree of the points.
In addition, we apply another mapping technique based on optical data only. Using solely camera images, we follow a sequential pipeline composed by a camera trajectory estimation via structure from motion (Nicosevici et al., 2009 ), followed by a dense point set sampling through multiple-view stereo (Yang & Pollefeys, 2003) . With the scene being also described as a point set, we can use again the previously mentioned surface reconstruction procedure (Kazhdan & Hoppe, 2013) . In addition, and since we rely on optical data, we can enhance the reconstructed model using a final texture mapping step. In the present case, we use a direct per-vertex texturing, where each vertex in the mesh takes the color from the mean values of its reprojections on the original images.
COVERAGE PATH PLANNING ON BATHYMETRIC MAPS
Our proposed nominal coverage path-planning method has the objective of generating a path for an AUV to cover a target region of the seabed potentially containing 3D structures, which cannot be covered satisfactorily with a traditional mowing-the-lawn pattern. As illustrated in Figure 6 , the method is a two-level hierarchical procedure that takes a prior bathymetric map, B(x, y), as input. For every point (x, y) on the mapped area, B(x, y) returns its depth. The method addresses coverage of high-slope (3D) regions and coverage of effectively planar (2D) regions as two separate, decoupled problems, generating a path specifically tailored for each type of region. This is done by first classifying the terrain (bathymetric map) into high-slope regions and effectively planar regions. Next, a coverage path that follows the horizontal cross sections of the surface is generated in the high-slope (3D) regions using a slicing algorithm that we put forth. Finally, a coverage path is planned for the remaining effectively planar (2D) regions of the target region of the sea floor. This latter coverage path is planned using a popular method from the coverage path-planning literature, where the high-slope regions are treated as obstacles. 
Terrain Classification
We classify the terrain into high-slope and effectively planar regions using a slope map, S(x, y). The slope map is calculated for the mapped area as the norm of the gradient of B, that is,
where i, j are the standard unit vectors in the X and Y axis, respectively. Then, we apply a user-defined slope threshold, δ s , to S to obtain an initial binary classification:
The choice of δ s depends strongly on the scale of the mapped area. A valid option is to normalize S into the [0, . . . , 1] range and select δ s = 0.5. To filter out small regions and potential artifacts in the initial classification, we apply the dilate and erode morphological operations (Serra, 1982) to T using an appropriate structuring element.
Let us illustrate this terrain classification process with the simple example shown in 
Covering High-slope Regions Using a Slicing Algorithm
We propose a slicing algorithm to generate an in-detail coverage path for each identified high-slope region. The proposed algorithm draws inspiration from the algorithm of Atkar, Choset, Rizzi, & Acar (2001) , which consists in a control law to guide a robot along cross sections of a 3D structure using range sensors online. Our algorithm, however, plans using a full prior bathymetric map rather than reacting to sensor ranges at each time step. The main idea of the algorithm is to intersect a horizontal slice plane with the target surface at incremental depths, offset these intersections by a desired distance, and then link them together. The resulting intersections correspond to contour lines, or level curves, of the target bathymetric surface. As a result, the planned path acquires data contour-by-contour along the vertical spatial dimension of the workspace. Thus, our algorithm actually operates in a 2.5D workspace, as induced Figure 8 . Sensor FOV of a robot's sensor located at an offset distance from the target surface. The sensor footprint, given by the aperture angle α, determines the distance between slice planes, λ. Note that must be big enough to accommodate the robot's volume and not bigger than the maximum sensor range r max .
by the prior bathymetric map. The viewpoints provided by the planned path, however, enable a full 3D perception of the target structure, as we show later in Section 7. Consider a robot equipped with a limited field of view (FOV) sensor. The sensor FOV is determined by an aperture angle, α, and a maximum range r max , as shown in Figure 8 . To image the target surface with the sensor, the robot navigates at a user-defined fixed offset distance, < r max , from the target surface. Note that must be chosen to accommodate the robot's volume. The sensor footprint on the target surface determines the spacing between successive slice planes, λ (where λ is the current slice plane depth). Note that the footprint extent depends on the curvature of the target surface on the imaged area. We approximate the footprint extent as a circle of radius r = tan α 2 , and therefore λ = 2r.
The slicing algorithm is detailed in Algorithm 1. The algorithm is applied to each identified high-slope region of the bathymetric map. For each high-slope region, the algorithm takes as input the corresponding subset of the bathymetric map B r [for the example described above, the subset depicted in Figure 7 (e)], the offset distance, , and the slice plane spacing, λ.
An example run of the algorithm on the high-slope regions of Figure 7 (e) is illustrated in Figure 9 . First, the algorithm initializes the horizontal slice plane depth, λ, as the minimum depth (the shallowest) in B r (line 1). The set of intersection edges, E, is initialized as empty in line 2. The algorithm runs at incremental values of λ until λ surpasses the maximum depth in B r (line 3), that is, from the shallowest down to the deepest point in B r [see Figures 9(a) and 9(b)]. At each depth level, a horizontal plane is intersected with the bathymetric surface (line 4). The function INTER-SECT() returns the set of edges composing the intersection, as illustrated in Figure 9 (c). The intersection edges of the current slice plane are added to E. Recall that these edges correspond to the level curves of B r at the current depth λ, and that these edges are not necessarily closed.
Notice that, when the while loop exits, the intersection edges lie exactly on the bathymetric surface. To obtain a coverage path at the desired offset distance, the edges are then projected onto the offset surface by OFFSETEDGES(), which projects all points in the edges outward from the target surface by an offset distance , as shown in Figure 9 (d). To do so, each point in the original edge is offset along the projection of the bathymetric surface normal vector on the corresponding horizontal plane. This approach assumes there is enough clearance between protruding bulges in the terrain to accommodate the desired offset distance, which we have found to be a reasonable assumption in practice. A more general approach is to first construct an offset surface of the prior bathymetric map [using, e.g., Liu & Wang (2011)] , and apply the slicing in such a surface without the need for edge offsetting.
Lastly, the final coverage path is generated by linking all edges in the set [function LINKEDGES(), line 7]. The function LINKEDGES() connects all edges in E in a greedy manner. Starting at the first edge in the set, belonging to the first depth level, it will link it to the closest edge in the set, and do so repeatedly for all remaining edges until all of them have been linked. To link a given pair of edges, LINKEDGES() simply traces a straight line path from the first edge to the second. If the straight line intersects the bathymetric surface, it traces the projection of the line on the bathymetric surface. The result of this linkage procedure is shown in Figure 9 (e).
Algorithm 1: Slicing Algorithm
Input: High-slope region of a bathymetric map, B r (x, y) Parameters: Offset distance, . Slice plane spacing, λ.
// see Figure 9 (e) 8 return p
Covering the Effectively Planar Regions using the Boustrophedon Decomposition Algorithm
Once a coverage path is obtained for the high-slope regions using the slicing algorithm introduced above, we generate a coverage path for the remaining effectively planar regions treating the (already addressed) high-slope regions as obstacles. To do so, we use the Morse-based boustrophedon decomposition coverage path-planning algorithm introduced by Acar et al. (2002) and outlined in Section 3. We apply the boustrophedon decomposition to the 2D workspace induced by the terrain classification procedure, where high-slope regions represent obstacles. Following up on the example introduced above, Figure 10 shows the execution of the algorithm. The workspace [ Figure 101 
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Obtaining a Complete Coverage Path
The union of both coverage paths (the coverage path for high-slope areas and the coverage path for effectively planar areas) provides full coverage of the entire target bathymetric surface, using different coverage patterns according to the terrain's slope and providing the AUV with suitable viewpoints for inspection tasks. Figure 11 shows the coverage paths for both high-slope and effectively planar areas generated on the example target surface introduced above.
Example Application to a Real-world Dataset
To further illustrate our coverage path-planning method, we next show its application to a real-world bathymetric dataset. Toward that end, we utilize a bathymetric map of a region of an underwater caldera near the island of Santorini, Greece, shown in Figure 12 . The mapped area is approximately 100 × 250 m with depths ranging from 310 down to 350 m. To plan the coverage path, we set an offset distance = 2 m and assume a 60-degree FOV sensor to determine the interplane spacing. The slope map, S(x, y), of the region of interest (ROI) is shown in Figure 13(a) , with values ranging between 0.001 and 0.622. The slope map is classified using a threshold δ s = 0.5, which yields a single high-slope region after applying the described morphological operations as shown in Figure 13(b) . The slicing and boustrophedon decomposition algorithms are then applied to the corresponding regions. Figure 14 shows the boustrophedon decomposition process on the effectively planar areas of the caldera scenario, while Figure 15 illustrates the slicing algorithm process. The resulting coverage path after combining the outcome from the boustrophedon decomposition algorithm with that of the slicing algorithm is shown in Figure 16 .
REAL-TIME COVERAGE PATH REPLANNING
As mentioned earlier, most coverage path-planning algorithms described in the literature assume that the map used to plan the path accurately represents the environment, and that the vehicle will be able to precisely execute the path, ignoring any sensing or control uncertainties. Clearly, however, these assumptions do not hold when operating in the challenging oceanic environment, where the robot's position estimation is subject to error, disturbances such as currents affect the vehicle's control actions, and the acoustic sensors used to map the environment might lead to inaccuracies and artifacts in the prior map. To be able to conduct AUV inspection tasks in such environments, we present a novel 3D coverage path-replanning method that does not rely on the unrealistic assumption of an idealized path execution. By contrast, our method reshapes a nominal coverage path according to the actual target structure perceived in situ using the vehicle's onboard sensors during the mission. The method takes as input a nominal coverage path planned using the algorithm presented above in Algorithm 1. Recall that the planned coverage path follows the structure contours on the map at uniformly spaced depths maintaining a fixed offset distance from the target surface, accumulating data contour-by-contour along the vertical spatial dimension of the workspace. To handle the vehicle's position, environmental, and control uncertainty during path execution, we use stochastic trajectory optimization to adapt the initially planned coverage path in real time according to To design our replanning method, we focus on the estimation error in the X (surge) and Y (sway) degrees of freedom (DOFs), since the vehicle's depth (Z or heave DOF) and attitude can typically be measured accurately using a pressure sensor and a motion reference unit (MRU), respectively. Thus we model the vehicle's position error as follows. When the AUV executes the path, its position estimate in the X (surge) and Y (sway) DOFs at time t, (x t , y t ), is given by its ground truth position (x t ,ŷ t ) subject to a random error t :
where we assume t is bounded by
In a real-world AUV, t is typically brought about by GPS error while at the surface and by dead-reckoning drift while underwater. The upper bound max can be estimated according to the accuracy of the AUV's navigation sensors and the mission duration. Additionally, if a SLAM or mapbased localization system is running on the vehicle during the mission, its expected precision can be factored into the error bound estimation. Note that t also factors in the error in the bathymetric map used to plan the nominal path. Thus, given a nominal path and max , the objective is for the AUV to provide full coverage of the exterior boundary surface of the 3D target structure. Note that, to address potential errors in the map used to plan the nominal path, we rely in the short-term, close-proximity range measurements provided by the vehicle's sensors during task execution.
Choosing an Appropriate Offset Distance
A key point of our method is the choice of the offset distance used to plan the nominal coverage path. Of course, as mentioned earlier, must be greater than the vehicle's radius to avoid collisions, assuming a rigid vehicle modeled as a sphere. must also lie within the payload sensors range limits. However, as we will discuss below, for our real-time replanning strategy to succeed, must be chosen such that for an error | t | ≤ max , the coverage path does not intersect the target surface. This has two implications. First, must be greater than max . Second, sufficient clearance between our target structure and potential neighboring structures is required. More formally, for a given depth λ in the nominal path, each point in the nominal path must lie outside the Minkowski sum of the current slice edges and a disk of radius max . Since we assume the vehicle's heading to be accurately estimated by a MRU, this requirement ensures that the nominal coverage plan is collision-free under | t | ≤ max . Given the difficulty in precisely determining max , a safe, conservative value must be used (we describe the determination of max and for our system later in Sections 6 and 7). We note that it is possible to adaptively select a more aggressive or more conservative value of for the replanning algorithm, for instance to achieve a closer proximity to the target structure as the uncertainty in the vehicle's state is decreased by a SLAM or map-based localization system or, conversely, to increase the desired offset distance as the vehicle's state uncertainty grows as a result of drift while dead reckoning. In any such case, a value of that accounts for the total error at the moment of generating the nominal plan must be used. Notice, however, that we have not evaluated this possibility in our experiments.
Real-time Replanning Algorithm
Starting from a nominal coverage path, we propose an iterative replanning method to adapt the path in real time according to a 3D occupancy grid map constructed from range measurements obtained during the inspection mission. In each iteration, our algorithm operates on the section of the nominal path yet to be processed within a given range from the robot. That piece of the nominal path is then reshaped using the STOMP algorithm (Section 3.2) that, given an appropriate cost function, produces a smooth trajectory Figure 17 . Example 3D occupancy grid map of an underwater environment obtained by means of Octomap on the GIRONA 500 AUV during one of our inspection trials. The map represents an underwater boulder spanning approximately 13 m from top to bottom. The map cells are color-coded by depth. The axes represent the robot's pose and the cyan arrows represent the robot poses along the circular trajectory followed to acquire sensor data to construct the map. that keeps the vehicle at the desired offset distance from the actual target structure. The vehicle then executes the optimized trajectory. The process repeats until the end of the nominal path is reached. Next, we first describe the mapping framework (Section 5.2.1) and the cost function we use in the optimization process (Section 5.2.2). Then, building upon those elements, we detail our coverage pathreplanning algorithm (Section 5.2.3).
Online Mapping
To obtain a convenient representation of the environment for our replanning method, we incrementally construct and maintain a 3D map of the target structure onboard the vehicle in real time using range data. We use the Octomap (Hornung et al., 2013) probabilistic mapping framework for this purpose, which uses an octree map compression method to keep the 3D model compact and quickly accessible. Figure 17 shows an example 3D occupancy grid map constructed from multibeam sonar range measurements obtained during the sea trials we describe in the experimental outcomes section below. For planning purposes, we retrieve the maximum likelihood map, using the occupied cells therein to reshape the nominal path.
Cost Function
Our cost function seeks to keep all the points in the optimized trajectory at the desired offset distance from the target structure. The distance between a point x and the boundary surface of the target structure S is the shortest distance between x and all points s i in S. Such a distance is given by the following function:
We define our cost function so it penalizes the difference between the distance from the trajectory points to the target surface and the desired offset distance:
where d(θ i , S) is calculated according to the current online map. Recall that the additional smoothness cost θ Rθ is already incorporated in Eq. (3).
Real-time Coverage Path-replanning Algorithm
We propose an iterative real-time replanning algorithm that uses range sensor data to reshape the nominal path to the actual target structure perceived in situ. The resulting path is smooth and keeps the desired offset distance from the target structure. Recall that our replanning algorithm assumes that for an error | t | ≤ max , the nominal coverage path does not intersect the actual target surface. The algorithm reshapes, in each iteration, the section of the nominal path yet to be processed within a range R from the vehicle's position. The magnitude of R must be smaller than the maximum sensor range used to perceive the target structure since the environment is still unknown beyond that limit. Once optimized, the vehicle begins executing the path and the algorithm restarts from the current vehicle position. The process continues until the entire nominal coverage path has been processed. Algorithm 2 details our real-time coverage pathreplanning algorithm. In each iteration, the algorithm takes the section of the nominal path composed of all unprocessed waypoints within the given range R from the vehicle (lines 4-8). Next, an initial trajectory is built based on this path section (line 9). We do so by first building an initial geometric path. To construct this initial geometric path, the last waypoint (the most distant from the vehicle) in the current nominal path section is projected along the surface normal, so it lies at the desired distance from the target structure. This step is necessary because the goal of the initial trajectory remains constant during the optimization process. Then, the initial path is composed by (1) a straight line connecting the current vehicle position to the first waypoint of the current path section, (2) the current path section itself, and (3) a straight line connecting the last waypoint of the current path section to its projection along the surface normal. This initial path is then discretized into time steps to obtain an initial trajectory. This initial trajectory generation procedure is illustrated in Figure 18 .
Next, the initial trajectory is optimized using the STOMP algorithm (line 10). The optimization takes place in the vehicle's horizontal (X-Y ) plane, leaving the vertical (Z) coordinates of the nominal path unchanged. The current map M is passed as an argument to compute the cost function given in Eq. (7). Finally, the vehicle begins executing the optimized trajectory (line 11) and the process repeats • Nominal coverage path as a list of K waypoints w 0 , . . . , w K .
• Current environment's map, M.
• Replanning step range, R. 1 Navigate to initial waypoint w 0 2 i ← 0 3 while i < K do 4 x ← GETROBOTPOSITION() 5 pathSection ← ∅ 6 while DISTANCE(x, w i ) < R and i < K do 7 pathSection.APPEND(w i ) 8 i ← i + 1 9 θ ← INITIALTRAJECTORY(pathSection, x) 10 optimizedT raj ectory ← STOMP (θ, M) 11 EXECUTE(optimizedT raj ectory)
EXPERIMENTAL SETUP
We validated our strategy for autonomous inspection of underwater structures by conducting inspection tasks with the GIRONA 500 AUV (Ribas et al., 2012) . In our experiments, we target a manmade structure in a harbor environment and an underwater boulder lying at 40 m depth in open waters. We next introduce GIRONA 500 and its sensor suite and outline the scenarios in which we conducted the experimental validation.
Experimental Platform: The GIRONA 500 AUV
GIRONA 500, shown in Figure 19 , is a reconfigurable AUV designed to operate at depths up to 500 m. The vehicle is composed of an aluminum chassis supporting three torpedo-shaped hulls (0.3 m in diameter and 1.5 m in length) and a variable number of thrusters. The typical thruster configuration, which we use for our experiments, consists in four thrusters providing controllability in the surge (X), sway (Y ), heave (Z), and heading (yaw) DOFs. The design of the vehicle offers good hydrodynamic performance and Figure 19 . The GIRONA 500 AUV during the 3D coverage with replanning sea trials. The vehicle is equipped with a pencil-beam sonar and side-looking multibeam sonar and stereo camera. room for equipment while keeping the vehicle compact, allowing deployment from small vessels. The overall dimensions of the AUV are 1 m height, 1 m width, 1.5 m length, and it weighs under 200 kg, the actual weight depending on the particular vehicle configuration and payload.
6.1.1. Sensor Suite GIRONA 500's standard navigation sensor suite includes a pressure sensor, Doppler velocity log (DVL), inertial measurement unit (IMU), and GPS to receive fixes while at the surface. The measurements from these sensors are integrated via an extended Kalman filter (Kalman, 1960) to perform dead-reckoning navigation and estimate the vehicle's pose. In addition, an ultrashort baseline (USBL) system allows us to localize and track the vehicle from a support vessel at the surface. We note that, in the experiments presented below, there was no SLAM or map-based localization module running aboard the vehicle. As a result, the pose uncertainty along the vehicle's trajectory can grow without bound. To perceive the environment and collect valuable sensory data for inspection tasks, we equip the vehicle with a SeaKing pencil-beam sonar by Tritech, a Delta T multibeam bathymetry sonar by Imagenex, and a stereo camera system by Point Grey. The pencil-beam sonar is mounted on the front end of the upper-right hull of the vehicle to scan on a horizontal plane, being able to detect forthcoming objects along the trajectory of the robot. The multibeam sonar is mounted looking sideways, with its beams spanning a 120 degree fan in a vertical plane, being able to perceive structures to the side of the vehicle as it advances. These two sensors provide range measurements that are used to update the 3D occupancy grid map online during the mission. Finally, the stereo camera system is mounted side-looking Figure 20 . Location of the target structures on which we conducted our experiments. Satellite imagery: Google Earth, TerraMetrics, Institut Cartogràfic de Catalunya.
as the multibeam and is able to gather optical imagery of the target structures with a 65 degree FOV.
Scenarios
We planned and executed autonomous inspection tasks with the GIRONA 500 AUV in two different scenarios, both nearby the harbor of Sant Feliu de Guíxols in the Costa Brava of Catalonia, northeastern Spain. First, we conducted the inspection of a large concrete block part of a breakwater structure that protects the harbor from the effects of weather and long-shore drift. This breakwater structure is composed of 20 such blocks, each block's footprint being approximately 5 × 5 m, spanning from 2 m above the surface down to the bottom at 10 m depth. Second, we planned and executed the inspection of a popular diving site featuring rich marine biodiversity known as "l'Amarrador." This diving site is located approximately 1 Km into the sea from the harbor of Sant Feliu and features a natural underwater boulder based at 40 m depth and rising up to 27 m depth. Figure 20 shows the location of the Sant Feliu harbor and both scenarios on satellite imagery. Deployment of GIRONA 500 at the target sites is shown in Figure 21 . We deploy and recover the vehicle from a 7-m-long boat equipped with a crane for lifting the vehicle, shown in Figure 21 (b).
State Error Estimation
As mentioned above, a key point of our proposed coverage scheme is estimating the total maximum position error max that will be incurred during the task in order to determine the desired offset distance . We know from prior field trials that the error induced by GIRONA 500's dead-reckoning system is approximately 0.01% of the trajectory length [see, e.g., Zandara et al. (2011)] . Figure 22 shows the position error in the X and Y coordinates along a typical lawnmower-type survey performed with GIRONA 500's sensor suite, where Figure 21 . GIRONA 500 initiating the planned inspection tasks at the target sites. A small surface vessel equipped with a crane allows us to deploy and recover the vehicle. ground truth is provided by GPS measurements. The survey took 24 min to complete, the trajectory being 1,500 m long. However, in this paper we execute much shorter missions of under 300 m total length, depending on the experiment and deployment point. Additionally, the testing sites in this paper provide good bottom lock for the DVL, resulting in accurate vehicle velocity estimates.
In addition, typical error in prior bathymetric maps of the scale we use to plan the coverage tasks in this paper is typically well below 1 m, although there are some sporadic areas where the error can approach 2 m. As a typical example, Figure 23 shows the mapping error of "l'Amarrador" prior map (introduced below in Section 7.2). High error peaks are often located in salient regions of the terrain, such Figure 23 . Map error of "l'Amarrador" site prior map we use to plan a coverage task. The map error is computed as the standard deviation of the bathymetry points falling in each cell of the 2.5D grid model composing the map.
as an underwater boulder summit in this case. The map error is computed as a measure of self-consistency as the standard deviation of the bathymetry points falling in each cell of the 2.5D grid model composing the map, each cell being 0.3 × 0.3 m in this case. For further reference, see also the mapping results in Galceran et al. (2013) .
Finally, another important factor contributing to position error is the GPS initialization provided by the commodity GPS device mounted on GIRONA 500 when starting a mission at the surface.
To obtain an estimate of the typical position error as a blend of the aforementioned factors, we performed a total of six vertical dives at a known location nearby an underwater boulder. The expected range to the boulder is known according to a prior bathymetric map of the area, and the actual range was measured by GIRONA 500's horizontally scanning pencil-beam sonar. The average error measured was 3.7 m, with the maximum error never surpassing 5 m (4.6 m was the actual maximum error we measured). Therefore, in both experiments, we estimate that we are dealing with a maximum position error of 5 m. Hereby, we set the estimation of the total maximum error max in our replanning strategy to a different conservative value depending on each particular setup, as we detail in the experimental outcomes section below.
EXPERIMENTAL OUTCOMES
We next present experimental outcomes that show the potential of the 3D coverage path-planning and surface reconstruction techniques introduced earlier in this article. Both our 3D nominal coverage path-planning and -replanning algorithms have been implemented in Python and integrated with GIRONA 500's software architecture using the robot operating system (ROS) frame- Figure 24 . Bathymetric map of the area surrounding Sant Feliu harbor's breakwater structure overlapped on satellite imagery. The nominal coverage path, targeting the rightmost block of the breakwater structure, is shown in red. Satellite imagery: Google Earth, TerraMetrics, Institut Cartogràfic de Catalunya.
work (ROS, 2014) to run onboard the AUV. The implementation produces a nominal 3D coverage path in less than a second on the prior bathymetric maps used in our experiments, while a typical replanning step completes in 0.5 s, which is enough to reliably execute the inspection tasks at the slow speeds (< 0.5 m/s) at which GIRONA 500 operates in these experiments. To present our results, we replay the mission logs and visualize the data using Rviz, the visualization package provided by the ROS framework. As previously mentioned, we have tested our method by performing two coverage tasks with the GIRONA 500 AUV at sea, inspecting a large concrete block in a breakwater structure and "l'Amarrador" site featuring a 13-m-high underwater boulder.
2 The concrete block scenario served as a minimal validation of our real-time replanning technique, where the nominal path is a simple offset edge around the block. This initial validation allowed us to confidently move on to the more challenging diving site at 40 m depth, where we demonstrate the full potential of our nominal coverage path-planning and -replanning techniques. The a priori bathymetric charts used to plan the nominal coverage paths were created by members of our lab using a vessel equipped with GIRONA 500's Delta T multibeam sonar.
Inspection on a Breakwater Structure
As stated earlier, the first coverage task in which we test our method serves as a minimal test of our implementation. Figure 24 shows the a priori bathymetric chart (overlapped on satellite imagery) we use to plan a nominal coverage path (also shown in Figure 24 ) for this task using our nominal Figure 25 . Real-time replanning on the concrete block coverage experiment at the last replanning step of the task: nominal coverage path (blue-dotted line); optimized trajectory that the robot is executing at that particular instant (red-dotted line); overall trajectory (white arrows); occupied cells in the online map (white cubes). The depth-colored range data acquired by the multibeam sonar is also displayed. coverage planning method. In this minimal validation experiment, we target the rightmost block of the structure and we plan a coverage path of a single contour at 5 m depth, which will allow the multibeam sonar to image most of the in-water part of the block. Aiming to capture optical data of the structure, and since we deal with a somewhat controlled environment in this experiment, we use a relatively short offset distance = 6.0 m to plan the nominal path (hence assuming max < 6.0 m). The nominal path resulting from the nominal path-planning phase is also shown in Figure 25 . Note that the path is not closed (it resembles a semicircle) and therefore provides coverage of only three of the four vertical faces of the block.
The trajectory followed by the robot during the realtime replanning phase is shown in Figure 25 with the online map and the depth-colored raw range data acquired by the side-looking multibeam sonar. It can be observed that the map includes many outliers, mainly due to surface reflections of the pencil-beam and multibeam sonar beams. Nonetheless, the resulting trajectory provides full sensor coverage of the targeted in-water part of the structure. Figure 26 shows the desired offset distance, the offset distance achieved by our replanning scheme along the executed trajectory, and the offset distance associated with the nominal plan. All distances are computed as per Eq. (6) using the online map incrementally constructed for the purpose of replanning. Note that we did not execute the nominal path. In fact, directly executing the nominal path without any reshaping strategy can drive the AUV dangerously Figure 26 . Offset distance achieved along the replanned trajectory compared to the nominal plan in the breakwater structure scenario.
close to the target structure, as shown in the plot. Nonetheless, as evidenced by the oscillations about the desired offset distance incurred by the replanned trajectory, the aforementioned outliers in the online map pose a difficulty to the optimization procedure as new data are added to the map. Overall, however, the proposed replanning strategy achieves a safer trajectory by staying closer to the prescribed offset distance in the nominal plan.
Inspection of "l'Amarrador" Diving Site
We now show results obtained at "l'Amarrador" diving site. Recall that the underwater boulder in this site rises from 40 m depth up to 27 m, being approximately 13 m high. We will apply to this scenario our nominal coverage path-planning algorithm and our real-time replanning algorithm. In addition, we will also show how our nominal coverage path-planning algorithm can be applied to the 3D occupancy grid map constructed online during the mission.
Nominal Coverage Path Planning using a Prior Map
We start by generating a nominal coverage path for the entire diving site using a prior bathymetric chart of the site, shown in Figure 27 . This bathymetric chart was generated out of multibeam range data using the MB-System mapping software (MBARI, 2013) , and was filtered to remove outliers and adjusted to maximize the map's self-consistency. Each cell in the uniform grid composing the bathymetric model is 40 × 40 cm.
The terrain classification for "l'Amarrador" site is shown in Figure 28 . The application of the boustrophedon algorithm for coverage of the effectively planar region is illustrated in Figure 29 , while Figure 30 shows the application of the slicing algorithm for coverage of the highslope region. The final nominal coverage path for the site Figure 27 . Prior bathymetric map of "l'Amarrador" site.
is shown in Figure 31 . The coverage path for the effectively planar region is basically a standard mowing-the-lawn path like those used by most AUVs in survey missions. Today, most AUVs are able to track such mowing-the-lawn paths. Therefore, we will focus our discussion on the execution of the more challenging coverage paths for high-slope regions.
The plan for the high-slope region (i.e., the boulder) consists of two contours spaced 2 m apart in the vertical axis. This spacing provides some redundant coverage, which is of interest for testing SLAM and 3D reconstruction algorithms since the overlap allows these algorithms to match sensory data to previously seen features on the environment. There are two important factors to take into account when choosing an offset distance to plan this task. First, this site is in an open sea environment, and there exists a threat of strong currents. Second, the mission is significantly longer, incurring a potentially larger error due to dead-reckoning drift. For these reasons, we use a more conservative offset distance than in the previous task: = 10 m. Unfortunately, at this offset distance, the water turbidity conditions did not allow for optical imaging of the underwater boulder. Therefore, only the sonar range data are of interest in this experiment.
Nominal Coverage Path Planning using an Online Map
Next, we show that our nominal coverage path-planning method can be applied also to a 3D occupancy grid map constructed online onboard an AUV using Octomap, as described in Section 5.2.1. This capability might be of interest when a prior bathymetric chart of the target site is thought to be inaccurate or outdated, or when a prior chart is not available at all. In one of the sea trials at l'"Amarrador," we commanded GIRONA 500 to follow a preplanned, constantdepth circular trajectory feeding range data to the Octomap mapping system. The trajectory was centered at the boulder's peak. To prevent a collision, it kept a constant depth of 22 m (well above the boulder's peak at 27 m) and a radius of 25 m, with the vehicle turning clockwise with its sensors pointing inward toward the boulder. After completing the circular trajectory, the slicing algorithm for 3D coverage path planning was applied to the 3D map. The result is shown in Figure 32 . Although the map contains a substantial number of outlier cells due to spurious multibeam measurements, the path with offset = 10 m produced by the algorithm is feasible. Nonetheless, since we had a postprocessed, more refined prior chart available, we used the nominal path planned on this latter chart for inspecting the site. Figure 33 shows two instants of the real-time replanning phase together with the nominal coverage path, which Figure 28 . Slope map and terrain classification for "l'Amarrador" site.
Real-time Coverage Path Replanning
Journal of Field Robotics DOI 10.1002/rob E. Galceran et al.: Coverage Path Planning with Real-time Replanning and Surface Reconstruction • 973 Figure 29 . Application of the Morse-based boustrophedon decomposition algorithm for coverage of effectively planar areas on the "l'Amarrador" scenario.
GIRONA 500 is reshaping so it agrees with the perceived sonar range data of the underwater boulder. To minimize the effect of potential artifacts in the online 3D map, and taking into account that we deal with an unstructured environment in this experiment rather than a manmade one, we use only a 3-m-thick horizontal slice of it, spanning 1.5 m above and 1.5 m below the AUV, as represented by the white cubes in Figure 33 . As can be observed in the figure, the vehicle starts at the surface, dives down to the depth of the first coverage edge of the plan in a safe area, and starts the coverage task. Along the overall coverage trajectory in this experiment, and according to the online map, the AUV kept a mean distance to the target structure of 9.41 m, with a standard deviation of 0.93 m. The trajectory executed to cover the deepest coverage edge of the plan is shown in comparison with the nominal path in Figure 34 . Note how the coverage trajectory, in contrast with the nominal path, adapts to the actual shape of the boulder perceived onsite. The trajectory provides successful coverage of the underwater boulder, allowing a full 3D perception of the target Figure 30 . Application of the slicing algorithm for coverage of high-slope areas on the "l'Amarrador" scenario. structure as demonstrated in the resulting 3D maps presented in the following section.
As in the breakwater structure results above, Figure 35 shows, for the underwater boulder scenario, the desired offset distance, the offset distance achieved by our replanning scheme along the executed trajectory, and the offset distance associated with the nominal plan (which was not executed). As evidenced already in Figure 34 , the nominal plan deviates significantly from the desired offset distance, leading to an increased threat of collision. Conversely, the replanned coverage trajectory stays closer to the desired offset, and as a result provides sensor viewpoints closer to those mandated by the nominal coverage plan.
Surface Reconstruction Outcomes
This section shows the direct application of the methods in this article to the problem of surface reconstruction on complex scenarios. We show in the following the results of the surface reconstruction pipeline on the two previously presented datasets. All the data products we show are the direct result of the automatic 3D mapping techniques we use, without any manual tuning or refinement. Figure 36 shows the surface reconstructed from the multibeam raw range data, globally positioned with respect to the navigation information of the AUV. Note how the point cloud depicted in Figure 25 is far from ideal, as it contains Journal of Field Robotics DOI 10.1002/rob E. Galceran et al.: Coverage Path Planning with Real-time Replanning and Surface Reconstruction • 975 Figure 33 . Real-time replanning on "l'Amarrador" underwater boulder at the end of the deepest coverage edge: nominal coverage path (blue-dotted line); optimized trajectory that the robot is executing at that particular instant (red-dotted line); overall trajectory (cyan arrows); occupied cells in the current slice of the online map (white cubes); and last processed waypoint of the nominal plan (yellow cube). The current pose of the vehicle is represented by the red-green-blue 3D axis. The depth-colored range data acquired by the multibeam sonar are also displayed.
Breakwater Structure
high levels of noise and outliers coupled with registration errors. As previously commented, since the surface reconstruction method used (Kazhdan & Hoppe, 2013) requires oriented point sets, we computed per-point normals with the method of Hoppe (Hoppe et al., 1992) , using a neighborhood of k = 200 points. We found this value for the k parameter to be a good tradeoff between the density on the data and the noise level to take into account during PCA computations, and varying its value by small amounts did not change the results noticeably. Despite the defect-laden nature of the input data, the screened Poisson method is able to recover the surface with reasonable accuracy. However, data defects cause some nonexistent artifacts to show up in the top-and bottommost parts of the model and some undesirable roughness in its front wall.
Finally, we used the onboard stereo camera to reconstruct a 3D model of the site using just optical data. As visible in Figure 37 (a), due to low visibility conditions brought about by water turbidity, we are only able to obtain a partial reconstruction of the structure. This produces a less complete point set model than its range-based counterpart. Additionally, for the same reason, the point cloud suffers from large defects in the form of noise and outliers caused by accumulating cascading errors in both the structure from motion and the dense point set sampling stages. Nevertheless, as shown in Figures 37(b) and 37(c), the surface reconstruction pipeline retrieved an acceptable final model (again, using k = 200 when computing the normals). Note that, regardless of the high levels of corruption for the input point set, the front face of the block is reconstructed with more detail than in the model obtained using range data, due to the larger density of samples of the optical point cloud.
7.3.2. "L'Amarrador" Diving Site Figure 38 shows the reconstructed surface from the raw range data in Figure 34 , with normals computed with a neighborhood of k = 100 points (note that k is smaller in this case due to a smaller sampling density when compared to the previously presented point sets). It is obvious that the point set shown in Figure 34 presents fewer outliers than the datasets discussed above, but on the contrary attains a larger amount of noise. Additionally, in this dataset the effect of drifting in the global navigation results in evident registration errors in the final point set, which greatly complicates the extraction of a global coherent surface in loop-closing areas.
Nonetheless, the overall reconstructed surface provides a detailed representation of the shape of the surveyed underwater boulder, increasing by far the resolution from the prior bathymetry in Figure 27 . We note, however, that undersampled parts are overly extrapolated (in particular at the peak of the boulder), and noise and registration errors create some small artifacts, depicted as unrealistic offsurface blobs. In the top part of Figure 38 , we can see that this area of the object, presenting a larger amount of registration error, is also presenting the worst results, in the form of a spiky surface. In this regard, applying a global postprocessing optimization method to the dataset, merging registration information from a larger set of sensors would result in a better estimation of the global trajectory followed by the vehicle. Consequently, a better positioning of the individual range scans in the global frame would correspond to the generation of cleaner and more precise point sets, posing fewer difficulties to the surface reconstruction process.
Comparison with a Standard Boustrophedon Survey
Next, we provide a qualitative comparison of the coverage method proposed in this paper with a traditional boustrophedon survey. The boustrophedon survey was conducted autonomously by the GIRONA 500 AUV navigating at 18 m depth, keeping a safe distance from the boulder's summit at 27 m. Here we used a down-looking multibeam sonar configuration, with a sufficiently short interlap spacing to provide overlap among the sonar swaths. We note that, if operating in close proximity as required for inspection Figure 36 . Surface reconstruction of the concrete block from range data (scales are approximate).
tasks, the boulder present in this site poses a threat to traditional bottom-keeping approaches based on single-range echosounders. Figure 39 shows the vehicle trajectory and the point cloud gathered during the standard survey. Remarkably, due to the askew angle of incidence of the sonar beams, the most vertical face of the boulder presents a significant hole with no bathymetric points. Likewise, vertical protrusions on the surface of the boulder present less point density than in the slicing-based coverage survey presented above. As a result, when applying the 3D surface reconstruction pipeline to this dataset (Figure 40) , we obtain a considerably less detailed reconstruction. This is a direct result of the sparsity of the data in the vertical faces of the boulder provided by the boustrophedon survey, which leads to a rougher estimation of the surface normals (a key step in the reconstruction process). For this particular case, we empirically found a neighborhood of k = 50 points in computing the normals to produce the best results for this dataset. Nonetheless, the result resembles a "smoothed" version of that in Figure 38 , where the finer-detail features of the vertical faces of the boulder are not captured. Conversely, due to the down-looking sensor configuration, the boustrophedon survey images with more density the summit of the boulder, leading to a less extrapolated reconstruction in that part of the surface. However, this issue could be mitigated by adjusting the slope threshold in the terrain segmentation phase to consider the boulder's summit as an effectively planar region.
CONCLUSION
In this paper, we have presented a 3D coverage pathplanning method for inspection of complex underwater structures. The method first plans a nominal coverage path on a prior map of the target structure, covering both 2D and 3D regions. By classifying the target region into effectively planar and high-slope regions, coverage paths suited for each type of regions are generated. In effectively planar regions, our method favors a traditional mowing-the-lawn pattern, while in high-slope regions the planned coverage path follows contours of the target surface at a given offset distance. As a result, our method provides a clear and continuous data product by sequentially covering horizontal slices of the target surface along the vertical dimension of the workspace. This contrasts with state-of-the art samplingbased 3D coverage path-planning algorithms, whose paths spread randomly in all dimensions of the workspace, making the vehicle's maneuvers hard to predict from an operator's standpoint and resulting in a less structured data flow for postprocessing tasks.
Rather than assuming a perfect execution of the nominal path, we use a replanning algorithm based on stochastic trajectory optimization to reshape the nominal path in real time during the mission. Provided a bound for the vehicle's position error, the replanning algorithm is able to adapt the nominal path according to range sensor measurements onboard the vehicle. Our method has proven successful in inspection tasks in two different scenarios, involving coverage of a part of a breakwater structure and of an underwater boulder rising from 40 m up to 27 m depth. Moreover, we have presented surface reconstruction pipelines to obtain 3D models of the inspected sites that show the benefits of our coverage path-planning method for 3D mapping of complex structures, not amenable to standard mowing-thelawn surveys.
Nonetheless, one aspect of the proposed approach that could be improved is the binary threshold used for terrain classification. In certain areas, it might be hard to choose an appropriate threshold, since regions with a slope close to the threshold could potentially be addressed by a boustrophedon survey even if they have been classified as high-slope regions, and vice versa. Perhaps using a segmentation approach like that proposed in Atkar et al. (2009) to segment the target terrain into regions bounded by high-curvature edges could result in more meaningful regions for which it is more clear what coverage strategy to use. However, the method proposed by Atkar et al. (2009) exploited high curvature features present in automotive surfaces, such as weld lines, which have no clear counterpart in underwater environments. Exploring possible algorithmic combinations of the two proposed coverage patterns is an interesting subject for further research. In addition, the nominal coverage path-planning algorithm we propose could benefit from advances in the area of motion planning under uncertainty (such as those surveyed in Section 2), leading to paths that result in less localization error or that maximize the information gain during the mission, for example.
We are currently working on further testing of the proposed method in other challenging sites of interest and using different sensor configurations such as side-scan sonar. In this paper, we have provided qualitative evaluations of the 3D reconstruction performance, since due to uncertainty in the robot's position and noise and troublesome second returns from the multibeam sonar it is difficult to obtain a ground truth model of the surface. Thus, finding a method to obtain such ground truth would help quantify the performance of 3D mapping algorithms in underwater environments.
In the future, we plan to incorporate map uncertainty in the cost function to obtain safer trajectories with smaller probability of collision. Finally, splitting the workload of the coverage tasks among multiple AUVs would provide shorter mission times, for instance by assigning a piece of the path to each robot. However, multiple robots could do more, such as use each other as beacons for more robust localization and mapping. This multirobot extension is an interesting open problem for further research.
