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A coordenação entre processos se configura como um grande desafio no desenvolvimento 
de sistemas distribuídos. Um dos modelos utilizados para realização de coordenação 
entre processos temporal e espacialmente desacoplados é por Espaços de Tuplas, que 
consiste em uma implementação de memória compartilhada que provê armazenamento e 
recuperação de objetos de dados chamados tuplas. Buscas de tuplas são realizadas de 
modo associativo, através do conteúdo de seus campos. Este tipo de acesso pode impedir 
que haja privacidade dos dados armazenados, tornando-as vulneráveis a uma série de 
ataques, já que os servidores precisam acessar dados em claro para realizar buscas.
Com o objetivo de sanar este problema, este trabalho apresenta propostas visando 
prover privacidade no sistema DepSpace, um sistema de coordenação que implementa 
mecanismos de tolerância a falhas e confiabilidade combinadas com aspectos de segurança. 
A ideia principal é utilizar esquemas criptográficos de computação privativa, que possibili­
tam a busca e computação sobre dados cifrados. Assim, os servidores podem operar sobre 
dados sem tomarem conhecimento dos mesmos. O sistema resultante além de prover pri­
vacidade, aumenta suas funcionalidades, tornando-se mais flexível. Apresentamos ainda 
uma análise de segurança do sistema com as melhorias propostas, juntamente com sua 
análise de desempenho, explicitando o impacto causado pelos algoritmos criptográficos.
Experimentos foram realizados aplicando as propostas à coordenação distribuída ex­
tensível, um modelo que utiliza computação dos dados nos servidores para tornar a coor­
denação mais ágil. Os resultados mostram uma redução de até 90% na latência do sistema 
e um aumento de até quase 9x na vazão (throughput) no processamento de mecanismos 
de coordenação em comparação à abordagem tradicional não extensível.




The coordination of distributed processes is a big challenge in the development of dis- 
tributed applications. Tuple spaces provide a model for processes coordination that is 
decoupled in space and time. Conceptually, tuple spaces are shared memory objects that 
provide operations to store and retrieve ordered sets of data, called tuples. Tuples stored 
in a tuple space are accessed by the contents of their fields, working as an associative 
memory. This kind of access could impair user and data privacy, making these Systems 
susceptible to several types of attacks since servers need to access plaintext data to search 
for tuples.
In order to deal with this problem, this work proposes mechanisms to provide privacy 
on DepSpace, a fault-tolerant coordination system that combines dependability and 
security properties. The main idea is to use privacy-preserving cryptography schemes, 
that allow search and computation over encrypted data. Consequently, servers could 
operate over data without knowing them. Beyond to provide privacy, the resulting system 
increases its functionalities, being more flexible. This work also presents a security analysis 
of the system with the proposed improvements, together with its performance analysis 
that shows the impact caused by the cryptographic algorithms.
A set of experiments was implemented applying this proposals for extensible dis­
tributed coordination, a model that uses data computing on the servers side to make 
the coordination faster. The results show that it could bring a reduction of up to 90% 
on the system latency and increase almost 9x its throughput on processing coordination 
mechanisms, comparing to the non-extensible traditional approach.
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A preocupação com aspectos de segurança tem ganhado espaço cada vez maior no projeto 
e desenvolvimento de aplicações distribuídas. Um sistema é dito seguro se satisfaz requi­
sitos de integridade, disponibilidade e confidencialidade [5]. Intuitivamente, privacidade é 
entendida na perspectiva de uma entidade como a confidencialidade de suas informações 
sensíveis (dados e metadados) [72]. Esta entidade pode ser uma pessoa, uma organização, 
uma nação, etc. Como podemos observar, a privacidade está diretamente relacionada com 
a confidencialidade das informações.
1.1 Motivação
Atualmente existem vários fatores que aumentam o risco à segurança das aplicações [72]: 
(i) o mundo está se tornando uma infraestrutura imensa, interconectada e interdepen­
dente; (vi) existem muitos dados correlacionados entre si publicamente disponíveis; (iii) 
as entidades estão se expondo cada vez mais; e (iv) o número de vulnerabilidades de soft­
ware está aumentando. Exemplos como o vazamento do site Yahoo em que dados como 
nomes, endereços de e-mail, números de telefone e datas de nascimento de pelo menos 500 
milhões de usuários foram roubadas [38], são a prova de que mesmo grandes sistemas são 
passivos de sofrerem estes ataques.
Em meio a este cenário, muitos sistemas visam manter a confidencialidade protegendo 
apenas os dados sigilosos, sem se preocupar com os dados não sigilosos relacionados. En­
tretanto, ataques de inferência estatística [58] muitas vezes conseguem obter informações 
mantidas sob sigilo através da análise e correlação de dados de acesso público. Conse­
quentemente, torna-se interessante, sob o viés de segurança, proteger toda informação 
disponibilizada para uma aplicação.
Estes aspectos são particularmente relevantes quando consideramos dados comparti­
lhados através de espaços de tuplas (Tuple Space - TS) [13, 39], onde o acesso é feito
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de maneira associativa, através do conteúdo dos campos das tuplas. Como exemplos de 
sistemas distribuídos que podem se beneficiar de um espaço de tuplas seguro, pode-se 
mencionar aplicações de alto nível como pregão eletrônico seguro [2] e aplicações que pre­
cisam de memória compartilhada distribuída [2, 14] ou estruturas de sincronização como 
contadores compartilhados e listas distribuídas [30].
Embora existam algumas propostas que visam adicionar propriedades de segurança 
neste modelo [13, 22, 28, 30, 73], a necessidade de acesso através do conteúdo dos campos 
faz com que as mesmas sejam suscetíveis a ataques capazes de quebrar a privacidade dos 
dados e de seus usuários. O principal problema a ser resolvido para prover privacidade 
neste modelo é que os servidores precisam ser capazes de selecionar tuplas com base em 
seu conteúdo, porém sem conhecê-lo.
Dentre as propostas existentes, o DepSpace [13] é o sistema que provê um maior nível 
de segurança, empregando mecanismos tanto de controle de acesso quanto de criptografia. 
Este sistema sugere a classificação dos campos das tuplas em (1) público - os dados são 
armazenados em claro e todas as partes ou processos podem acessá-los; (2) comparável - 
apenas um resumo (hash) do conteúdo do campo fica disponível; ou (3) privado - nenhuma 
informação é disponibilizada. Dada esta classificação, pelo menos um dos campos de cada 
tupla precisa ser público ou comparável para que o acesso a uma tupla seja possível, isto é, 
para que um servidor possa comparar tuplas e moldes (Section 3.3.1). Esta abordagem, 
apesar de trazer algum nível de confidencialidade, traz consigo um grande desafio ao 
desenvolvimento de aplicações: se muitos campos públicos e/ou comparáveis são usados, 
o sistema se torna vulnerável a ataques de correlação, de pré-imagem e de colisão; por 
outro lado, como os servidores não podem executar buscas e comparações em dados 
privados, as possibilidades de buscas por tuplas podem ser significativamente reduzidas 
para se preservar a segurança da informação, limitando seu uso no desenvolvimento de 
aplicações distribuídas.
Visando contornar estes problemas, este trabalho propõe extensões ao DepSpace com 
o intuito de impedir que a privacidade dos dados e usuários seja afetada. Através do em­
prego de mecanismos de criptografia mais adequados a este cenário, as extensões propostas 
preservam as propriedades de segurança do sistema e proporcionam maior flexibilidade 
nas buscas ao modelo tradicional de coordenação por espaço de tuplas.
Finalmente, é proposta a aplicação do sistema resultante no modelo de coordenação 
distribuída extensível [30] conferindo-lhe propriedades de segurança e privacidade. Neste 
cenário, dados são processados nos servidores, evitando as perdas relacionadas às falhas 
causadas por processamento concorrente entre os clientes e à transmissão de dados entre 
clientes e servidores. Experimentos mostram que, apesar do impacto no desempenho 
causado pelos algoritmos criptográficos, o processamento de contadores compartilhados e
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filas distribuídas utilizando as propostas resultam em ganhos de desempenho significativos 
em relação às suas abordagens tradicionais.
1.2 Objetivos
O objetivo geral deste trabalho é projetar e desenvolver protocolos para prover segurança, 
principalmente privacidade, em dados compartilhados através de espaço de tuplas.
Dentro do objetivo geral, os seguintes objetivos específicos são observados:
• Estudar os conceitos relacionados com Sistemas Distribuídos (SD) focando em co­
ordenação de processos;
• Estudar os conceitos de Segurança da Informação e os diversos protocolos de crip­
tografia, buscando algoritmos apropriados ao cenário de comunicação por tuplas;
• Analisar a segurança do sistema de coordenação DepSpace [13] e propor extensões 
ao sistema visando torná-lo mais seguro;
• Implementar as soluções propostas e analisar o desempenho e nível de segurança do 
sistema resultante;
• Aplicar as soluções propostas no desenvolvimento de protocolos de coordenação 
distribuída extensível, que façam uso de toda sua potencialidade.
1.3 Metodologia
Este trabalho tem natureza empírica baseado em uma pesquisa aplicada de objetivos ex­
ploratórios. Utilizou-se as abordagens qualitativa em relação aos métodos de segurança 
que se deseja implementar, e quantitativa em relação às métricas de desempenho resul­
tantes da aplicação destes métodos. Quanto às técnicas e procedimentos, realizou-se uma 
pesquisa de caráter bibliográfico e experimental.
A pesquisa bibliográfica foi realizada visando o entendimento tanto do “estado-da- 
arte” dos algoritmos criptográficos a serem utilizados quanto das características intrín­
secas aos sistemas distribuídos orientados a coordenação. Todo o estudo foi guiado pela 
interação interdisciplinar da aplicação dos paradigmas de segurança da informação ao 
campo de pesquisas em sistemas distribuídos. O estudo sistemático de questões ligadas à 
segurança de informação proporcionou a adoção de um olhar crítico utilizado na análise 
das características do sistema em questão.
A pesquisa experimental foi então realizada, testando algoritmos criptográficos na 
busca pelos que melhor se encaixam ao ambiente de coordenação por espaço de tuplas.
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Foram utilizadas bibliotecas já bem estabelecidas para cada algoritmo realizando as de­
vidas adaptações para integrá-las o DepSpace. Traçou-se então uma análise qualitativa 
dos níveis de segurança alcançados com a proposta e quantitativa a cerca do impacto no 
desempenho causado pelos algoritmos criptográficos.
Para validação dos resultados, foram implementados dois mecanismos largamente uti­
lizados para coordenação de processos. Os resultados de desempenho dos mecanismos 
foram então medidos empiricamente e comparados quantitativamente com o modelo tra­
dicional de coordenação com vistas de se estabelecer o nível de melhora de desempenho 
da aplicação do modelo extensível de coordenação.
1.4 Organização do texto
Visando atingir os objetivos citados, este trabalho apresenta no Capítulo 2 uma visão 
geral sobre aspectos de segurança, bem como algumas técnicas utilizadas para atingir seus 
objetivos. Já no Capítulo 3 são expostos os conceitos básicos de Sistemas Distribuídos 
e tolerância a falhas, evoluindo até os sistemas de coordenação por Espaço de Tuplas e 
como os aspectos de segurança se encaixam neste cenário. O Capítulo 4 contém então 
a proposta desenvolvida durante o trabalho, juntamente com sua análise de segurança e 
desempenho. O Capítulo 5 comenta o modelo de Coordenação Distribuída Extensível e 
apresenta a aplicação das propostas do capítulo anterior aos contatores compartilhados 
e filas distribuídas, trazendo sua análise de desempenho neste cenário. Finalmente, o 
Capítulo 6 traz as conclusões do trabalho e as visões de trabalhos futuros.
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Capítulo 2
Segurança da Informação e 
Criptografia
Não é de hoje a noção de que a informação é um dos ativos mais importantes de qualquer 
organização. Desde os primórdios, civilizações como os egípcios protegiam seus segredos 
de seus inimigos. Entretanto, no mundo tão digital e conectado que vivemos hoje, o dito 
popular “o segredo é a alma do negócio” ganha cada vez mais importância também no 
âmbito computacional, visto que incidentes como o já citado do portal Yahoo [38] acabam 
causando, além de uma enorme perda de credibilidade, prejuízos financeiros e morais tanto 
às instituições alvo dos ataques quanto aos usuários que tiveram seus dados expostos. 
Neste capítulo será visto o que significa segurança em um sistema de computação, quais 
os principais tipos de ataque aos quais estão sujeitos e algumas ferramentas e noções de 
segurança utilizados para prevenir problemas decorrentes destes ataques.
2.1 Segurança da Informação
Segundo Menezes et al. [55], para prover Segurança da Informação, sistemas devem 
atingir alguns objetivos em relação a estas informações. Dentre outros citados pelo autor, 
destacam-se a Confidencialidade e a Integridade que são apresentados na Tabela 2.1, 
juntamente com a Disponibilidade, apresentada por Avizienis et al. [5], que definem 
ainda que um sistema é dito seguro se fornece estas três propriedades. Resumindo, em 
um sistema seguro, temos a informação certa, disponível na hora certa para a pessoa 
certa.
Além da academia, no mundo dos negócios a segurança da informação é tão importante 
que foi padronizada internacionalmente pela diretiva ISO/IEC 17799:2005 [45] (posterior­
mente corrigida e substituída pelas diretivas ISO/IEC 27002:2005 [46] e 27002:2013 [47]),
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a qual trata da implementação dos controles e procedimentos que visam proteger a infor­
mação das diversas ameaças minimizando as vulnerabilidades a que podem ser exploradas.
Confidencialidade Manutenção dos dados em segredo, exceto para aqueles que 
estejam autorizados a ter conhecimento. Ex.: Mensagens 
enviadas de A para B não podem ser legíveis a E.
Integridade Garantia de que os dados não estejam sendo alterados por 
pessoas não autorizadas. Ex.: B deve estar apto a iden­
tificar se a mensagem enviada por A foi modificada por 
E.
Disponibilidade Prontidão para prover o serviço correto. Ex.: A consegue 
acessar o serviço provido por B sempre que precisa fazê-lo.
Tabela 2.1: Propriedades de Segurança da Informação. [5, 55]
2.2 Criptografia
Para se alcançar as propostas citadas, várias técnicas são utilizadas. Criptografia é 
um termo que se refere a um conjunto de técnicas que buscam prover principalmente 
confidencialidade, mas que também está relacionada a integridade e aspectos como au­
tenticação de entidade e origem dos dados em questão. Formalmente, define-se cripto­
grafia como a área de pesquisa que desenvolve técnicas matemáticas que possibilitam 
comunicações seguras na presença de adversários maliciosos. [55]. Sejam M, C e K, os 
conjuntos finitos de possíveis textos claros, possíveis textos cifrados (ou criptogramas} e 
possíveis chaves (ou espaço de chaves}, respectivamente, um criptossistema (ou uma ci­
fra} 8 definido sobre (/C, M,C} será composto pelas funções de encriptação (ou cifração} 
Enc(ke,m} : (/C x M.} —> C e decifração Dec(kd,c} :(/CxC}-tM tais que para cada 
m E M e ke E /C, temos que existe uma kd E /C tal que Dec(kd, Enc{ke,m}} = m. Uma 
cifra será dita probabilistica se para entradas fixas de chave k E /Ce mensagem m E M. da 
função de cifração, a saída c = Enc(k, m} pode assumir valores diferentes. Caso contrário, 
a cifra será dita determinística [20].
Segundo Hankerson et al. [27], os criptossistemas podem ser divididos em dois grandes 
tipos: os de criptografia simétrica e os de criptografia assimétrica. No primeiro caso, 
as chaves kd e ke podem ser eficientemente calculadas uma a partir da outra, sendo seu caso 
mais extremo quando ke = kd- São exemplos deste tipo de criptografia os sistemas Data 
Encryption Standard (DES) [33] e o Advanced Encryption Standard (AES) [32]. Ainda 
com criptografia simétrica, estas entidades podem usar um Código de Autenticação de 
Mensagem (MAC) tal como HMAC [9] para garantir a integridade e autenticação de 
mensagem.
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Porém, este tipo de cifra, apesar de sua alta eficiência, esbarra nos chamados problemas 
de distribuição de chaves e de gerenciamento de chaves [27], os quais consistem em:
1. Necessidade de um canal ao mesmo tempo confidencial e autenticado para a distri­
buição de chaves, sendo necessário, em grande parte das vezes a utilização de um 
canal físico considerado seguro, como um portador confiável (pessoa credenciada, 
por exemplo) para fazê-lo.
2. Em uma rede com N entidades, cada uma precisa manter uma chave diferente 
com cada uma das N — 1 entidades da rede. Além do mais, como uma chave 
é compartilhada entre duas (ou mais) entidades, estes algoritmos não podem ser 
usados para prover esquemas elegantes de assinatura digital, visto que é impraticável 
fazer distinção entre as ações de diferentes titulares da mesma chave secreta.
Estes problemas podem ser tratados com a utilização do segundo tipo de criptossiste- 
mas, os de criptografia assimétrica, também conhecidos como de criptografia de chave 
pública [29]. Neste caso, segundo Washington [74], as partes comunicantes, suponhamos, 
Alice e Bob, não precisam de um contato prévio em canal seguro para troca de chaves. 
Bob disponibiliza uma chave pública que será utilizada por Alice para cifrar mensagens 
destinadas a Bob. Este, por sua vez, possui uma chave privada (mantida em segredo) que 
o habilita a decifrar os textos cifrados com a sua chave pública. Neste tipo de algoritmo, 
deve ser computacionalmente impraticável deduzir o texto em claro ou a chave privada 
a partir da chave pública, visto que esta última é conhecida por todos. O mais famoso 
sistema de chave pública conhecido é o RSA [61], que se baseia na dificuldade da fatoração 
de inteiros grandes.
Independente do tipo de criptografia utilizada, a tarefa de mensurar o nível de segu­
rança de um sistema não é trivial. Como se verá a seguir, não é viável atingir segurança 
incondicional contra todo tipo de ataque matematicamente possível, portanto o nível 
de segurança de um sistema deverá ser estabelecido em termos do esforço computacional 
necessário para quebrá-lo (segurança computacional) ou na dificuldade de se resolver 
o problema matemático no qual o sistema se baseia (segurança demonstrável) [69].
Para afirmar que um sistema é computacionalmente seguro, deve ser provado que o 
melhor algoritmo para quebrar este sistema necessita de um número de passos que excede o 
poder computacional do adversário para ser executado. Enquanto que para se afirmar que 
um sistema é demonstradamente seguro, mostra-se que se um sistema pode ser quebrado 
de alguma forma, então o problema matemático conhecidamente difícil no qual ele se 
baseia poderia também ser resolvido de modo eficiente. Neste caso, o que existe é uma 
redução a um problema subjacente e não uma prova absoluta de segurança.
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2.2.1 Segredo Perfeito
Seja 8 uma cifra definida sobre (/C, M, C) e sejam K, X e Y variáveis aleatórias nos espaços 
de chaves, textos claros e criptogramas, respectivamente, com K e X independentes. 
Definimos Pr[K = k] como a probabilidade de se selecionar uma chave k para cada k E K,. 
Da mesma forma, para cada x € M. e y G C temos que Pr[X = rr] é a probabilidade 
prévia de se selecionar um texto claro x e Pr[Y = y] a probabilidade posterior de ter 
como resultado um criptograma y.
Definimos ainda Pr[a;|?/] como a probabilidade condicional de que X assuma o valor 
x, dado que Y assume o valor y. Temos que X e Y são independentes se e somente se 
Vrr G M, Vy E C, Pr[rc|2/] = Pr[rr], ou seja, dado um criptograma y a probabilidade de que 
o texto claro correspondente seja x é idêntica à probabilidade prévia de se selecionar x 
no conjunto M. Um sistema criptográfico que atende a esta premissa é dito ter Segredo 
Perfeito. Isso significa que o criptograma não deve fornecer qualquer ideia do texto em 
claro correspondente a ele. Assim, o Teorema de Shannon estabelece que para fornecer 
segredo perfeito, um criptossistema com |/C| = |A4| = |C| deve poder utilizar qualquer 
chave k e ÀS com a mesma probabilidade 1/|/C| e ainda que para todo m e M. e c E C 
exista uma única chave tal que c = Enc(k,m) [69].
O problema com esta definição é que o conjunto de chaves deve ser tão grande quanto 
o conjunto de textos possíveis e cada chave destas tão grande quanto o texto claro que 
se objetiva cifrar, algo totalmente inviável. Um exemplo disso é a cifra conhecida como 
One-time pad (OTP) que consiste em efetuar a operação XOR entre o texto claro m e 
a chave k selecionada aleatoriamente no espaço de chaves (c = m © fc). O texto cifrado 
resultante não oferece qualquer indicação sobre o texto claro correspondente, entretanto 
se uma mesma chave for utilizada mais que uma vez, ela se torna vulnerável. Isto porque 
de posse de um par (m, c), um atacante pode obter a chave apenas calculando k = m © c, 
utilizando então esta chave para decifrar outras mensagens [20].
Portanto, é necessário estabelecer outros critérios para analisar a segurança de um 
criptossistema e estabelecer níveis de segurança que sejam possíveis de serem implemen­
tados.
2.2.2 Segurança Semântica
Continuando a busca por uma definição de segurança que torne os sistemas viáveis, é 
necessário um enfraquecimento da definição de segurança baseada no poder computacional 
do adversário e no quanto ele pode ter acesso e ainda assim o sistema permanecer seguro.
Com esta finalidade, define-se então a segurança semântica de um sistema con­
forme segue. Para todo adversário eficiente A, isto é, polinomial, uma cifra 8 definida
8
sobre (Â2, M,C) e uma instância desta cifra, chamada de oráculo, utilizando uma chave 
k aleatoriamente selecionada no conjunto uniformemente distribuído /C, definimos o ex­
perimento b ou Exp(b), com b G {0,1} como:
• A computa duas mensagens mo, mi G M., de tamanhos iguais e envia para o oráculo;
• O oráculo escolhe ao acaso um b G {0,1}, seleciona uma chave k, computa o crip- 
tograma q, = Enc(k, m&) e o envia para A;
• Com base apenas neste criptograma, A tenta deduzir a qual experimento esta res­










Figura 2.1: Exp(E) e a segurança semântica.
Com base nisso, seja Wb o evento em que a A gera b' = 1 como saída do Exp(b), 
definimos a vantagem (advantage) de A em relação a 8 como:
Adv\A,8\ := |Pr[PF0] -Pr[lFi]|.
Uma cifra 8 será dita semanticamente segura se para todo adversário eficiente A o 
valor Adv[A., 8] for desprezível [20]. Em outras palavras, se a probabilidade de que A gere 
1 como saída for aproximadamente a mesma para qualquer dos experimentos 0 e 1, então 
A não tem condições de distinguir Exp(Ü) de Exp(E). Essa definição traz consigo uma 
forte noção de confidencialidade, e seu conceito será utilizado para apresentar as diversos 
modelos de indistinguibilidade baseados em classes de ataque.
2.2.3 Classes de Ataque e Indistinguibilidade
Segundo Menezes et al. [55], os ataques aos esquemas criptográficos buscam obter o texto 
claro ou a chave de decifração através dos seguintes métodos:
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• Ciphertext-only attack (COA) ou Ataque de texto cifrado conhecido: Neste tipo de 
ataque, um adversário pode obter a chave de decifração ou o texto claro somente de 
posse do texto cifrado. Este é o tipo de ataque mais fraco e, portanto, um sistema 
vulnerável a este tipo de ataque não tem qualquer tipo de segurança.
• Know-plaintext attack (KPA) ou Ataque de texto claro conhecido: Neste tipo de 
ataque o adversário tem ao seu dispor uma significativa quantidade de textos claros 
e seus correspondentes textos cifrados e através desta comparação tenta obter a 
chave de decifração ou decifrar outros textos cifrados.
• Chosen-plaintext attack (CPA) ou Ataque de texto claro escolhido: Neste tipo de 
ataque o adversário escolhe um texto claro e lhe é fornecido o texto cifrado corres­
pondente, ele usa então a análise desta correlação para obter o texto claro corres­
pondente a outro texto cifrado. Este ataque é muito semelhante ao anterior, exceto 
pelo fato de que aqui o atacante pode escolher quais textos claros serão cifrados.
• Adaptative chosen-plaintext attack (CPA2) ou Ataque adaptativo de texto claro 
escolhido: Semelhante ao anterior, porém o atacante pode escolher novos textos 
claros dependendo da resposta recebida.
• Chosen ciphertext attack (CCA) ou Ataque de texto cifrado escolhido: Neste tipo de 
ataque, o adversário escolhe um texto cifrado e lhe é fornecido (sem acesso à chave 
de decifração) o texto claro correspondente, ele então usa a análise desta correlação 
para obter o texto claro correspondente a outro texto cifrado.
• Adaptative chosen-ciphertext attack (CCA2) ou Ataque adaptativo de texto cifrado 
escolhido: Semelhante ao anterior, porém o atacante pode escolher novos textos 
cifrados dependendo da resposta recebida. Este ataque é considerado muito forte e 
de implementação mais difícil.
Os ataques citados estão em ordem de complexidade, de modo que um sistema vulne­
rável a um ataque mais fraco será classificado em um nível de segurança inferior, mesmo 
que resista a um ataque mais forte. Voltemos ao exemplo da cifra OTP. Como dito, nesta 
cifra o criptograma não fornece qualquer informação sobre o texto claro, logo o primeiro 
ataque relacionado acima não é possível. Entretanto, o OTP é vulnerável ao ataque de 
texto claro conhecido, visto que de posse de um par texto claro (m) e criptograma (c), 
um atacante pode efetuar a operação m © c e obter a chave k utilizada.
Este é o motivo pelo qual no OTP uma mesma chave nunca deve ser utilizada para 
cifrar mais que uma mensagem, pois uma vez descoberta a chave utilizada para cifrar 
várias mensagens, um atacante poderia decifrar todos os demais criptogramas facilmente. 
Outra possibilidade seria, de posse de dois criptogramas ci e C2 cifrados com a mesma
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chave k, um atacante pode efetuar a operação ci © = (mi © fc) © (m,2 © fc) = mi © ify
e utilizar análise de frequência do idioma para inferir as mensagens originais mi e ify, o 
chamado ataque two-time pad [20].
Outros conceitos importantes que devem ser apresentados são os de pré-imagem e 
colisão. Dada uma função de resumo criptográfico (hash) h : X —> Y, uma função será 
dita resistente à pré-imagem se, dado um resumo y E Y fixo, é computacionalmente 
inviável encontrar um x E X tal que h(x) = y. Se, para um resumo y e uma mensagem 
x tais que y = h(x), for computacionalmente inviável encontrar uma mensagem x' % x 
tal que h(x') — h(x) — y, então diz-se que a função é resistente à segunda pré- 
imagem. Já uma colisão ocorre quando existem duas mensagens quaisquer x,x' E X tais 
que h(x) = h(x'). Uma função para a qual é computacionalmente inviável encontrar tais 
mensagens é dita resistente a colisões [69]. Os mesmos conceitos podem ser facilmente 
estendidos para qualquer função criptográfica f : (M x AS) —> C, apenas com a diferença 
que nestes casos é necessário o uso de uma chave para produzir o criptograma.
Para estabelecer os níveis de segurança contra os demais ataques utilizaremos o con­
ceito de indistinguibilidade, o qual formaliza a incapacidade de um adversário em obter 
alguma informação a respeito do texto claro a partir do texto cifrado [10]. De acordo 
com o mesmo autor, para todo adversário eficiente A, uma cifra 8 = (Enc, Dec) definida 
sobre (K., M,C) pode oferecer:
• Indistinguibilidade contra ataques de texto claro escolhido (IND-CPA)
se, para qualquer tentativa i = 1,2, ...q, dadas duas mensagens G Aí de
mesmo tamanho escolhidas por A e submetidas a um oráculo que responde com o 
criptograma Cj = Enc(k,mn,) E C, chamado “desafio”, para alguma chave k E X 
selecionada aleatoriamente e b E {0,1}, a probabilidade de que A possa distinguir se 
Cj = Enc(k, rriio) ou Cj = Enc(k, mu) com uma chance maior que 50% é desprezível.
• Indistinguibilidade contra ataques de texto cifrado escolhido (IND-CCA)
se, para as mesmas condições do item IND-CPA, o adversário A ainda obtiver acesso 
a um oráculo de decifração que dado um texto cifrado Cj {ci, ...,Cj_i} responde 
com o texto claro mj = Dec(k, Cj) correspondente e da mesma forma a probabili­
dade de que A possa distinguir se Ci = Enc(k,mi0) ouc, - Enc(k,rriii) com uma 
chance maior que 50% é desprezível. Neste caso, A pode fazer quantas requisições 
quiser ao oráculo de decifração, porém somente até receber o criptograma desafio 
do oráculo de cifração.
• Indistinguibilidade contra ataques adaptativos de texto cifrado esco­
lhido (IND-CCA 2) se, além do estabelecido no item IND-CCA, o adversário 
puder continuar a usar o oráculo de decifração mesmo após receber o criptograma
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desafio, tendo como única restrição não poder submeter este criptograma para de­
cifração.
Voltando ao conceito de segurança semântica, dizemos que uma cifra é semantica- 
mente segura contra o ataque ATK E {CPA, CCA, CCA2} se o valor Adv[A, 5] = 
|Pr[W0] — Pr[Wi] | para o ataque ATK é desprezível. Verificamos portanto que os con­
ceitos de indistinguibilidade e segurança semântica são equivalentes e portanto se um 
sistema oferece indistinguibilidade contra um determinado ataque, pode ser dito seguro 
(semanticamente) contra este mesmo ataque ou ATK-seguro.
2.2.4 Segurança de Cifras Determinísticas
Consideremos agora uma cifra determinística £. Cifras deste tipo possuem a característica 
de vazar igualdade de textos claros quando cifrados sob a mesma chave, ou seja, mo = 
mi Enc(k, mo) = Enc(k, mi). Essa característica pode ser utilizada para realizar
buscas por igualdade em dados cifrados, como mostrado em [3, 60]. Pode-se verificar que 
uma cifra como esta não pode ser CPA-segura. Isso porque um atacante pode enviar para o 
oráculo de decifração duas cópias da mesma mensagem mo na primeira rodada, recebendo 
a forma cifrada de m0, Co = Enc(k, ra0), independente de se tratar do experimento 6 = 0 
ou 1 e em seguida enviar juntamente com mo uma mensagem qualquer mi. Ao receber a 
resposta do oráculo, basta comparar q, e c0 para responder com 100% de certeza se b = 0 ou 
b = 1, ou seja a vantagem do atacante A sobre a cifra £, Adv[A, £] = |Pr[IV0] — Pr[Wi] | = 
|0 — 1| = 1. Portanto, faz-se necessário o estabelecimento de uma definição de segurança 
específica para este tipo de cifra, uma flexibilização da definição de IND-CPA para o caso 
em que a cifra é determinística, o que foi proposto mais recentemente por Bellare [11]:
• Indistinguibilidade contra Ataque de texto claro distinto escolhido (IND- 
DCPA) se a cifra £ for determinística e se, para qualquer tentativa i = 1,2,..., ç, 
dadas duas mensagens m^ G At de mesmo tamanho escolhidas por A, distintas 
para cada tentativa, isto é, G {1,2, ...,q},mio m,jo e mu % rriji, submetidas 
a um oráculo que responde com a cifra q = Enc(k, md) G C para alguma chave 
k selecionada aleatoriamente em K, e b G {0,1}, a probabilidade de que A possa 
distinguir se Cj = Enc(k, rriio) ou q = Enc(k, m^} com uma chance maior que 50% 
é desprezível.
Ou seja, por esta definição, uma mensagem m cifrada deterministicamente com uma 
chave k estará segura enquanto nenhum atacante tiver conhecimento do par (m, Enc(k, m)} 
Já para as cifras probabilísticas (ou aleatorizadas), conhecer um par (m, Enc(k,m}} não 
compromete a segurança da mensagem m cifrada posteriormente com a mesma chave k, 
pois diversos são os valores que d = Enc(k, m) pode assumir.
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2.2.5 Ataques de Inferência
Apesar dos ataques citados na Seção 2.2.3 serem os principais considerados pela literatura, 
eles não se limitam a esta lista. Uma infinidade de outros ataques pode ser possível 
dependendo das características do sistema. Por exemplo, Naveed et al. [58] mostram 
que é possível realizar os chamados ataques de inferência por meio da correlação dos 
textos cifrados com informações adicionais publicamente disponíveis. Neste caso, havendo 
uma correlação forte entre estes dados cifrados e os públicos, os textos claros podem ser 
recuperados com grande acurácia. Em seu trabalho com bases de dados cifradas de 
hospitais, mais de 60% dos dados cifrados deterministicamente, como sexo, raça e risco 
de mortalidade, foram descobertos em 60% dos hospitais, enquanto que mais de 80% dos 
dados cifrados com uma cifra que preserva a ordem dos dados (Seção 2.3.1), como idade 
e nível de severidade de doença, foram recuperados em 95% dos hospitais.
Segundo os autores, estes ataques foram possíveis devido ao mal uso de técnicas crip­
tográficas. Isso porque uma cifra determinística, devido aos motivos citados na Seção 
2.2.4, jamais deve ser utilizada para cifrar campos que tenham um espaço tão pequeno de 
valores possíveis, principalmente se todos eles ocorrem na coleção de dados. Por exemplo, 
em hospital que conhecidamente tenha mais pacientes do sexo feminino que masculino, 
basta contabilizar os dois valores possíveis para o campo sexo (ou procurar o campo que 
tem apenas dois valores possíveis, caso o nome do campo também esteja cifrado) e veri­
ficar qual valor mais ocorre e com isso concluir que se trata do “feminino”. Da mesma 
forma, campos cifrados com cifras com preservação de ordem, que além de determinísticas 
vazam a ordem, podem ter todo seu conteúdo exposto. Como exemplo, ainda no hospital 
hipotético, caso seja público o conhecimento de que todas as idades de 0 a 100 ocorrem 
no campo idade o próprio algoritmo entrega ao atacante os valores ordenados e portanto, 
basta uma correlação rápida para obter todos os valores em claro correspondentes.
Ataques de inferência cada vez mais complexos são facilitados hoje em dia, na medida 
em que cada vez mais dados são disponibilizados publicamente pelas pessoas em geral nas 
diversas mídias e redes sociais. Por este motivo, torna-se interessante manter cifrado todo 
dado possível, mesmo que não seja sigiloso ou sensível, de modo a evitar que este dado 
acabe servindo como ligação entre os dados sigilosos e os publicamente disponíveis.
2.3 Computação Privativa
Após implementar um bom nível de segurança através das técnicas e algoritmos men­
cionados até aqui, um sistema pode se tornar inviável se toda vez que precisar realizar 
uma busca necessitar decifrar toda uma base, ou se precisar decifrar mesmo que apenas 
uma entrada cada vez que necessitar alterá-la. Em vistas de evitar todo esse retraba-
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lho, o impacto em desempenho que ele implica e ainda preservar a segurança, alguns 
trabalhos propõem o uso da Computação Privativa, que em suas diversas abordagens 
pode possibilitar desde a execução de funções como a comparação e consequentemente a 
ordenação de dados cifrados [17, 18, 19, 24] até a execução de operações como soma e 
multiplicação sobre estes dados, sem a necessidade de decifrá-los ou conhecer as chaves 
de decifração [56, 57, 61].
Com este poder em mãos, torna-se factível tanto realizar buscas como fazer alterações 
sobre dados cifrados sem que os servidores nos quais estes estão armazenados tenham co­
nhecimento destes dados, fato relevante tendo em vista o crescimento de modelos como a 
computação em nuvem, em que cada vez mais usuários armazenam informações em servi­
dores dos quais não é possível garantir total idoneidade. Vejamos agora as características 
de algumas dessas abordagens.
2.3.1 Cifras de Ordem
Proposto por Agrawal et. al [1], o Order Preserving Encryption Scheme (OPES) se 
trata de um esquema criptográfico simétrico que preserva a relação de ordem para dados 
numéricos, ou seja, para todo ie j e para toda chave k, Enc(k, i) < Enc(k,j~) <=> i < j. 
A ideia por trás deste esquema é proporcionar uma forma de se realizar comparações entre 
números cifrados o que consequentemente habilita consultas como intervalos e máximos e 
mínimos em bases de dados cifrados, bem como realizar operações como COUNT, GROUP 
BY e ORDER BY nestas consultas.
É evidente que uma implementação com esta característica permite o vazamento de 
informações de ordem entre os textos cifrados, não satisfazendo portanto à premissa de 
IND-CPA. Admitindo que esta premissa não é alcançável por um algoritmo com tal pro­
priedade, Boldyreva et al. [17] apresentam seu próprio esquema, chamando-o apenas de 
Order Preserving Encryption (OPE). Este algoritmo retorna como saída um inteiro de pre­
cisão arbitrária (Biglnteger em JAVA) determinístico que preserva exatamente a mesma 
ordem que os números em claro, com uma distância pseudo-aleatória entre dois núme­
ros cifrados. Neste mesmo trabalho, os autores apresentam uma definição de segurança 
voltada para este tipo de cifra:
• Indistinguibilidade contra Ataques de texto claro ordenado escolhido 
(IND-OCPA) se a cifra £ preservar a ordem dos textos claros e se, para qual­
quer tentativa i — 1,2, ...q, dadas duas mensagens E M de mesmo ta­
manho escolhidas por A e submetidas sempre na mesma ordem (isto é, mi0 < 
mjo <=>■ mu < iriji para todo 1 < i,j < q) & um oráculo que responde com 
a cifra c4 = Enc(k, ma) E C para alguma chave k selecionada aleatoriamente em
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K, e b E {0,1}, a probabilidade de que A possa distinguir se Cj = EncÇk.m^) ou 
Cj = Enc(k,mii) é desprezível [17].
Os autores mostram ainda que nenhum algoritmo determinístico pode atingir este nível 
de segurança, pelos mesmos motivos mostrados na Seção 2.2.4. Seu algoritmo utiliza fun­
ções pseudo-aleatórias (PRF’s) e geradores pseudo-aleatórios (PRG’s), desfrutando de um 
nível flexibilizado de segurança por eles chamado de pseudorandom order-preserving func- 
tion under chosen-ciphertext attack (POPF-CCA), ou seja, uma função pseudo-aleatória 
com preservação de ordem que resiste ao ataque de texto cifrado escolhido. Entretanto, 
esta definição de segurança não especifica quais dados, além da ordem, podem vazar ao 
se utilizar tal cifra [17, 18].
Outro problema de construções deste tipo, é que para atender à premissa de ordenação 
dos textos cifrados, estes devem ser numéricos, reduzindo bastante o espaço de possíveis 
valores. Para contornar este problema, o tamanho do criptograma deve ser aumentado, 
porém com isso, o desempenho do sistema acaba sendo comprometido. Boneh et al. [19] 
então propõem o Order Revealing Encryption (ORE), uma construção que não impõe 
restrições em relação aos criptogramas, ao invés disso, disponibiliza uma função capaz 
de comparar dois criptogramas. Portanto, neste tipo de algoritmo não é mais possível 
comparar criptogramas diretamente como nas cifras OPE. Os autores provam ainda que 
este esquema atinge o melhor nível de segurança semântica possível, compatível com o 
IND-OCPA.
Entretanto, devido ao paradigma no qual se baseia, o algoritmo proposto por Boneh 
et. al se mostrou inviável em termos de desempenho. Posteriormente, Chenette et al. [24] 
propõem um algoritmo de ORE cujo desempenho possibilita que seja praticável, onde se 
tem a exata noção de que dados são vazados pela cifra, neste caso, o primeiro bit que 
diferencia os valores comparados. Mais recentemente, Lewi e Wu [52] apresentam um 
algoritmo de ORE praticável e resistente aos ataques de inferência.
O algoritmo ORE de Lewi e Wu se destaca por não ser determinístico, adicionando 
mais segurança ao esquema. Como mostrado por Alves e Aranha, este algoritmo funciona 
muito bem em aplicações de Banco de Dados cifrados [3, 53].
2.3.2 Criptografia Homomórfica
A Criptografia Homomórfica [56, 57, 61] tem sido pesquisada como uma forma de se rea­
lizar operações sobre dados cifrados sem a necessidade de decifrá-los ou conhecer a chave 
de decifração obtendo os mesmos resultados que se teria caso a operação correspondente 
tivesse sido executada com os dados em claro. Isso se deve ao fato de que, em uma cifra ho­
momórfica, dadas duas mensagens quaisquer mi e uma função de cifração Enc e uma
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chave k, existem operações om e oc tais que Enc(k, mi) ocEnc(k, m^) = Enc(k, miomm2), 
onde om denota uma operação aritmética no domínio das mensagens e oc denota uma ope­
ração aritmética no domínio dos criptogramas.
Entretanto, sistemas completamente homomórficos genéricos apresentam um desem­
penho impraticável para aplicações reais [57]. Naehrig et al. [57] mostram que é possível 
evitar os problemas de desempenho dos sistemas completamente homomórficos, pois vá­
rias aplicações exigem suporte de apenas alguns tipos de operações, o que pode ser de­
sempenhado por esquemas parcialmente (somewhat) homomórficos de criptografia. Por 
apresentar desempenho muito superior, estes esquemas estão mais próximos de serem apli­
cáveis na prática. Os autores apresentam também uma implementação de um algoritmo 
que suporta soma e multiplicação modulares com desempenho praticável.
Como exemplos de cifras parcialmente homomórficas eficientes e probabilísticas com 
nível de segurança IND-CPA, podemos citar:
• O algoritmo de Paillier [59], cuja segurança é baseada no problema da fatoração de 
inteiros e tem seu homomorfismo aditivo definido como Enc(k, mi) • Enc(k, m2) = 
Enc(k,m-i + m2). Ou seja, ao multiplicar dois criptogramas, o resultado é a forma 
cifrada da soma dos dois textos claros correspondentes; e
• ElGamal [31], cuja segurança é baseada na dificuldade do problema do Logaritmo 
Discreto. Este algoritmo em sua proposta original tem seu homomorfismo multi- 
plicativo definido como Enc(k,mi) ■ Enc(k,m2) = Enc(k,mi • m2), mas pode ser 
adaptado para sua versão Exponencial, a qual possui homomorfismo aditivo definido 
como Enc(k, m-^-EncÇk, m2) = Enc(k, mi+ro2). Por simplicidade, omite-se aqui as 
questões relacionadas às chaves efêmeras utilizadas no algoritmo, mais informações 
podem ser encontradas em [31].
2.3.3 Busca em Bancos de Dados Cifrados
Popa et al. [60] apresentam em seu trabalho a abordagem que serviu como base para um 
grande número de trabalhos que buscam prover confidencialidade no processamento de 
consultas em dados cifrados [3, 53, 54], A abordagem, ambientada em banco de dados 
relacionais, consiste em atribuir esquemas diferentes de criptografia de acordo com os 
tipos dos dados armazenados e as consultas esperadas para cada campo.
Os autores propõem o uso de cifra determinística para consultas de igualdade, cifra 
de ordem para consultas de comparação e intervalo e cifra homomórfica para valores 
numéricos que podem ser atualizados (apenas soma). Soma-se a estas o uso de uma cifra 
simétrica padrão para dados mais sensíveis, sobre os quais não se pode realizar qualquer
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tipo de computação. Combinações de primitivas criptográficas podem ser usadas, como 
em camadas, para fornecer níveis de segurança e funcionalidades diferentes.
Macedo et al. [54] utilizam o mesmo princípio, porém no contexto de bancos de dados 
NoSQL, provendo um framework completo para preservação de privacidade neste tipo 
de banco. Exceto pela cifra homomórfica, os autores aplicaram basicamente os mesmos 
algoritmos, impossibilitando, portanto, atualizações de dados cifrados diretamente no 
servidor.
Alves e Aranha [3, 53], por sua vez, apesar de utilizarem o mesmo princípio baseado 
em cifras de ordem e homomórficas, conseguem atingir um nível de segurança mais alto 
por não utilizarem algoritmos determinísticos em seu framework. A cifra de ordem OPE, 
por exemplo, foi substituída pela ORE [52]. Apesar de utilizarem as operações de álgebra 
relacionai para descrever seu framework, os autores afirmam que o conceito pode ser 
estendido para outras classes de bancos de dados mantendo a mesma estrutura.
2.4 Considerações
Os sistemas utilizam diversos meios para prover as propriedades relacionadas com a se­
gurança da informação, dentre os quais destaca-se a criptografia. Mesmo na inviabilidade 
de fornecer segurança incondicional, esta ciência busca fornecer um nível suficiente de 
segurança tomando o devido cuidado de não tornar o sistema impraticável em termos de 
desempenho em face à grande variedade de ataques possíveis. Com o advento da compu­
tação privativa este desafio torna-se ainda mais instigante, pois esta acrescenta soluções 
para diminuir a necessidade de se decifrar e cifrar dados quando se deseja fazer consul­
tas e/ou operações. Com isso diminuem-se as vulnerabilidades que possibilitam ataques 
de inferência, os quais de uma maneira simples podem causar grandes transtornos para 
empresas e clientes.
Um olhar sobre o estado da arte em busca sobre dados cifrados, nos mostra que 
capacidade de buscas e confidencialidade podem conviver sem que uma anule a outra, 
entretanto em um eterno compromisso entre desempenho e segurança.
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Capítulo 3
Sistemas Distribuídos Baseados em 
Coordenação
A necessidade de usuários geograficamente espalhados em obter compartilhamento de 
recursos de forma eficiente e escalável, com garantias de disponibilidade e a baixo custo é 
uma das principais motivações para o desenvolvimento de Sistemas Distribuídos (SD). 
Este capítulo faz uma breve exposição sobre sistemas deste tipo, apresentando os conceitos 
de tolerância a falhas e memória compartilhada e dentro destes, abordam-se o modelo de 
coordenação através de espaços de tuplas e algumas de suas principais implementações.
3.1 Introdução
Diversas são as definições de SD na literatura, cada uma com um enfoque um pouco dife­
rente. Segundo Coulouris [25], um sistema distribuído é “aquele no qual os componentes 
de hardware ou software localizados em computadores interligados em rede, se comunicam 
e coordenam suas ações apenas enviando mensagens entre si” (p. 2). Esta definição 
apesar de genérica, retrata bem o que acontece no backgroud da implementação. Já Ta- 
nenbaum [71] expõe melhor o que é percebido pelo usuário, definindo também de maneira 
genérica que “um sistema distribuído é um conjunto de computadores independentes que 
se apresenta a seus usuários como um sistema único e coerente” (p. 1).
Em ambos os casos, percebemos que a execução paralela de atividades e o uso concor­
rente de recursos estão intimamente ligados aos sistemas distribuídos. Lamport [49], por 
sua vez, estabelece que “um sistema distribuído consiste em uma coleção de processos 
distintos espacialmente separadas cuja comunicação é feita por troca de mensagens”. Esta 
definição é mais abrangente por se referir aos processos como componentes essenciais de 
um sistema distribuído.
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Entretanto, existem fatores complicadores, como a inevitável ocorrência de falhas dos 
componentes que integram o sistema e a inexistência de relógio global, isto é, devido aos 
limites de precisão, não é possível estabelecer uma noção exata de tempo comum a todos 
os computadores. Então para estabelecer a coordenação das ações, buscando garantir a 
consistência dos dados e a coerência da operações, a sincronização de tempo é toda feita 
através do envio de mensagens [49].
Tanto a abstração de sistema único para o usuário quanto a comunicação entre os pro­
cessos são fornecidos por uma camada de software chamada middleware. Esta camada 
é tão importante que pode ser considerada como o próprio sistema distribuído. O mid­
dleware é responsável por esconder do usuário diversos aspectos da implementação, como 
a heterogeneidade de hardware e sistemas operacionais dos computadores integrantes do 
SD. Da mesma forma, é ele quem orquestra a execução de processos entre os computa­
dores, bem como sua comunicação e sincronização, garantindo a consistência citada no 
parágrafo anterior [71].
3.2 Tolerância a Falhas
Por ser composto por vários computadores independentes, um SD está suscetível a falhas 
que podem ocorrer de forma independente em cada uma das partes que o compõem. 
Cristian [26] apresenta uma classificação das diversas falhas que podem atingir os sistemas, 
como falhas por omissão (em que o servidor não consegue responder a uma requisição 
que lhe é enviada), por crash (em que após a primeira omissão o servidor passa a omitir 
todas as respostas até ser reiniciado), de temporização (em que a resposta do servidor 
se encontra fora do intervalo de tempo esperado) e de resposta (em que a resposta do 
servidor está incorreta).
Além destas, Shneider [63] apresenta as falhas por parada (em que em resposta a 
uma falha, o componente altera o seu estado de modo que os outros componentes possam 
detectar que uma falha ocorreu e então para) e Lamport et al. [50] apresenta as chamadas 
falhas arbitrárias ou Bizantinas (em que o servidor pode produzir respostas arbitrárias 
em momentos arbitrários). As falhas bizantinas são consideradas as mais graves, pois 
neste tipo de falha as respostas incorretas produzidas pelos servidores podem não ser 
identificadas como tais, podendo inclusive terem sido produzidas de forma maliciosa. 
Estão inclusas neste tipo de falha situações em que um ou mais servidores se organizam 
maliciosamente para produzir este tipo de resposta ou obter dados indevidamente.
Um sistema é dito tolerante a falhas quando, mesmo na presença de falhas, continua 
funcionando corretamente [71]. Para ser tolerante, um sistema deve ser capaz de detectar 
a falha e/ou de certa forma mascará-la de modo que o sistema como um todo possa
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ainda prover seus serviços normalmente. Ocasionalmente, um sistema pode ser tolerante 
a falhas simultâneas de até k servidores, neste caso, será dito /c-tolerante a falhas. Para 
prover tal tolerância, os principais mecanismos utilizados são a redundância, através 
da qual pode-se recuperar dados e operações perdidos ou incoerentes à partir de dados, 
operações ou equipamentos extras (como bits de verificação, repetição de operações ou 
equipamentos/processos sobressalentes) e a replicação que consiste em manter cópias 
completas de processos ou dados como forma de backup para recuperação em caso de 
perda ou falha.
3.3 Coordenação Distribuída
A comunicação entre processos é uma necessidade intrínseca aos sistemas distribuídos. 
Exclusão mútua distribuída e eleição de líderes são exemplos de situações que explicitam 
a necessidade de coordenação das ações entre os nós do sistema, visando a manutenção da 
consistência dos dados e a tolerância a falhas [25]. Para este fim, o uso de uma comunicação 
direta entre remetente e destinatário torna o sistema pouco versátil, ao passo que uma 
falha ocorrida em qualquer dos lados comunicantes, pode inviabilizar esta comunicação, 
impondo às partes a dificuldade de tratar explicitamente a falha ocorrida.
Situações como esta motivaram o desenvolvimento de comunicação indireta entre en­
tidades em diversos sistemas cliente/servidor, através de uma entidade intermediária. 
Esta comunicação indireta pode ser feita fornecendo aos processos acesso a um espaço 
comum para troca de dados. Este tipo de comunicação fornece às partes comunicantes 
propriedades importantes conhecidas como desacoplamento referencial (ou espacial) 
e temporal, ou seja, as partes comunicantes não necessitam conhecer a identidade uma 
da outra (e consequentemente sua localização) e podem ter tempos de vida independen­
tes. A primeira propriedade implica que os participantes podem ser a qualquer momento 
atualizados, substituídos, duplicados ou migrados, enquanto a segunda os dispensa da 
necessidade de estabelecer conexão simultânea para haver comunicação [25, 49, 71].
A necessidade de armazenamento temporário destes dados pode ser suprida utilizando 
uma abstração de memória compartilhada. Dentre as estratégias que fornecem esta 
abstração, destacam-se a Memória Compartilhada Distribuída - Distributed Shared 
Memory (DSM) e o Espaço de Tuplas. Na primeira, os computadores acessam os dados 
na DSM diretamente através de seus endereços como se estivessem em sua memória física, 
sendo-lhes permitido manipulações como leitura, escrita e atualizações. O middleware é 
responsável por transformar a solicitação dos dados para a DSM de maneira transparente 
ao processo que a desencadeou [25]. A próxima seção se dedica a apresentar e discutir 
com maior profundidade a segunda estratégia, mais voltada para a coordenação.
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3.3.1 Espaço de Tuplas
O espaço de tuplas, é uma estratégia de implementação de coordenação no qual os dados 
são dispostos em tuplas e armazenados na memória compartilhada, permitindo a coor­
denação de processos de um sistema distribuído desacoplada no espaço e no tempo [39]. 
Tuplas são sequências de um ou mais campos tipados, como <“joão”, 1974>, <“MAT”, 
“UnB”>, <“CIC”, “UnB”, “Brasília”>, <8, 7.5, “Não”, “Masculino”>.
Ao contrário do que ocorre no caso da DSM, as tuplas não são selecionadas diretamente 
por endereçamento mas sim indiretamente, através do casamento de padrões do próprio 
conteúdo da tupla. Para isso, são utilizados os chamados moldes (templates), que são 
tuplas que podem conter um ou mais campos indefinidos, isto é, campos coringa que 
podem ser casados (ou combinados) com qualquer valor e são simbolizados pelo caractere 
especial Diz-se que uma tupla t e um template t combinam se e somente se ambos 
têm o mesmo número de campos e todos os valores e tipos dos campos definidos em t 
são iguais aos valores e tipos dos campos correspondentes em t. Então, por exemplo, o 
template <*, “UnB”> combina com a tupla <“MAT”, “UnB”> mas não com a tupla 
<“CIC”, “UnB”, “Brasília”>.
Neste modelo, as manipulações realizadas no espaço de tuplas consistem em invocações 
de três operações básicas: out(t) que adiciona a entrada t no espaço de tuplas; in(t), que 
realiza a leitura de uma tupla que combina com o template t e a remove do espaço de 
tuplas; rd (7) realiza a leitura de uma tupla que combina com o template í, sem removê-la 
do espaço.
(a) ouf(í): os servidores recebem 
uma tupla t submetida por um 
cliente, armazenam t no espaço 
de tuplas e retornam “ok”.
(b) rdp(t): servidores recebem 
um template t, procuram uma tu­
pla t que combine com t e a re­
tornam mantendo-a no espaço de 
tuplas. Se nenhuma tupla for en­
contrada, retornam null.
< UnB, 2018, CiC>
(c) inp(i): servidores recebem 
um template t, procuram uma tu­
pla t que combine com t e a retor­
nam removendo-a do espaço do 
tuplas. Se nenhuma tupla for en­
contrada, retornam null.
Figura 3.1: Operações básicas do Espaço de Tuplas.
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As operações in e rd são bloqueantes, isto é, se não houver uma tupla que combine 
com o template no espaço, o processo fica bloqueado até que uma esteja disponível. Uma 
extensão comum a este modelo é a inclusão de variantes não bloqueantes das operações de 
leitura, denominadas inp e rdp que funcionam exatamente como as anteriores, a não ser 
pelo fato de retornarem mesmo não havendo uma tupla que combine com o template usado 
(indicando esta inexistência). A Figura 3.1 ilustra as operações de out, rdp e inp. Outras 
operações comumente adicionadas são [6, 13, 30, 66]: cas(t, í), que insere t no espaço 
se não tiver uma tupla t' que combine com o template t e retorna nulo, caso contrário 
retorna í'; replace(t,t'), que insere a tupla t' e remove (e retorna) a tupla t caso t esteja 
no espaço, caso contrário apenas retorna nulo; e readAUÇt'), que retorna todas as tuplas 
que combinem com o template t.
3.4 Trabalhos Relacionados
Apresentamos a seguir, alguns trabalhos que exploram os conceitos de segurança aplicados 
a espaço de tuplas.
3.4.1 Espaços de Tuplas com Propriedades de Segurança
Não é de hoje a preocupação com segurança em espaço de tuplas. Inicialmente, a preocu­
pação era focada em garantir a disponibilidade de sistemas baseados em Linda [39]. Por 
isso, trabalhos como [6, 76] têm seu foco voltado a prover mecanismos de redundância e 
replicação para garantir tolerância a falhas a estes sistemas. Com a proposta de sistemas 
modelados para agentes móveis [28], surgiu a necessidade de focar em controle de acesso 
[15, 22, 73]. Nestes trabalhos, os agentes (processos) móveis visitam outros sites e cole­
tam dados (tuplas) que precisam ser enviados ao seu proprietário. Como o agente está 
vulnerável a ataques enquanto transita, este não é confiável. Portanto, os agentes devem 
ser capazes de coletar os dados sem ter acesso ao seu conteúdo. Além do controle de 
acesso, primitivas criptográficas assimétricas são utilizadas em [15] para garantir que os 
agentes (que portam apenas chaves públicas) não possam decifrar e ter acesso aos dados 
coletados.
Paralelamente, a preocupação com a integridade dos dados mostrou-se na forma da 
introdução do suporte ao conceito de transações [37, 70], garantindo a atomicidade das 
operações. Nos dias atuais, sistemas robustos como GigaSpace [41] e JavaSpace [48] 
servem de base para a maior parte das aplicações baseadas em espaço de tuplas. Nestes 
trabalhos entretanto, a preocupação com a confidencialidade para espaço de tuplas têm 
um foco muito limitado, pois consideram apenas ataques simples (acesso inválido).
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Dentre os sistemas de coordenação baseados em espaços de tuplas, o DepSpace [13] 
e a sua versão estendida para coordenação distribuída [30] se destacam por considerarem 
tanto mecanismos para tolerância a falhas (redundância e replicação) quanto mecanismos 
de criptografia e controle de acesso, visando com esta combinação atender as premissas 
básicas de segurança da informação (disponibilidade, integridade e confidencialidade) além 
de propriedades relativas à confiabilidade, isto é, as operações realizadas no espaço de 
tuplas fazem com que seu estado se modifique de acordo com a especificação.
Baseando-se no DepSpace, Silva e Correia [67] apresentam o HomomorphicSpace, 
uma extensão do DepSpace que utiliza alguns dos algoritmos criptográficos apresentados 
no Capítulo 2 para fornecer mecanismos de pesquisa e operações sobre dados cifrados 
no modelo de coordenação por espaço de tuplas. Para isso, os autores acrescentaram 
comandos ao sistema original que identificam consultas e operações deste tipo solicitadas 
pelos clientes. Paralelamente, neste trabalho seguimos a mesma linha com uma proposta 
que ao invés de implementar novos comandos, acrescenta novas classificações de campos 
ao sistema original. Apresentamos ainda uma completa análise de segurança do sistema 
pré e pós proposta e dos algoritmos implementados, além de levar em consideração os 
tempos de cifração e decifração de cada algoritmo na análise de desempenho.
3.4.2 DepSpace: Um sistema de Coordenação Tolerante a Fa­
lhas Bizantinas
Segurança é uma característica fundamental de sistemas confiáveis [5]. No contexto de 
um espaço de tuplas, os atributos de confiabilidade, disponibilidade, integridade e confi­
dencialidade são necessários. O DepSpace [13] consiste na implementação de um espaço 
de tuplas que busca satisfazer estas propriedades por meio de diversas camadas, cada 
uma responsável pela concretização de uma funcionalidade ou propriedade distinta. Es­
tas camadas são descritas a seguir (Figura 3.2), com uma maior ênfase para a camada 
responsável pela confidencialidade dos dados armazenados por ser extensivamente usada 
neste trabalho.
Pelo lado do cliente, a primeira camada, chamada de Proxy, é responsável pela entrega 
da abstração ao cliente, transformando suas solicitações nas operações correspondentes 
no espaço de tuplas. A camada correspondente no lado do servidor é o próprio Espaço de 
Tuplas.
Logo após, a camada de Controle de acesso entra em ação para garantir que as 
operações serão executadas apenas por quem tem privilégio para tal. Para isso, o trabalho 
sugere utilizar, dentre outros esquemas, as Listas de Controle de Acesso — Access Control 
Lists (ACL) —, uma ligada ao TS, indicando quais processos têm permissão para inserir
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Ciienle Réplica 0 Réplica n
Figura 3.2: Camadas do DepSpace (adaptado de [13]).
tuplas, e outras duas ligadas a cada tupla, definindo quais processos têm permissão de 
leitura e de remoção sobre esta. Estas ACL’s são aplicadas na camada correspondente no 
lado do servidor.
No cliente, ao receber uma solicitação por parte da camada de proxy, a camada de 
controle de acesso anexa as credenciais do usuário, para que possa ser verificado nas ACL’s 
se este cliente possui privilégio para esta operação. Esta camada, juntamente com uma 
camada adicional de Aplicação de Políticas no lado do servidor, estão diretamente 
ligadas à manutenção da integridade e atuam como um primeiro passo na busca pela 
confidencialidade. Esta última camada possibilita a execução de uma política de acesso 
de granularidade fina [14] que leva em consideração três parâmetros: ((z) identificação do 
chamador; (zz) operação e argumentos; e (zzz) tuplas atualmente armazenadas no espaço) 
para decidir se uma operação é aprovada ou negada. Estas políticas são definidas pelos 
usuários e carregadas nos servidores durante a inicialização do sistema.
Deixando por um instante a ordem entre as camadas, temos a camada de Replicação, 
responsável diretamente pela disponibilidade e integridade do sistema. Esta camada cons­
titui a base do sistema por manter a consistência da réplica local do espaço de tuplas em 
cada um dos n servidores. Para suportar a até f servidores em falha, esta camada exige 
um número n > 3f + 1 réplicas. Assim, as réplicas corretas mascaram o comportamento 
das faltosas. Isso é feito através da replicação máquina de estados (RME) [64], a 
qual determina que todas as réplicas devem iniciar no mesmo estado e executar todas as
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requisições na mesma ordem, produzindo a mesma saída. Para isso, é impreterível que as 
operações no espaço de tuplas sejam determinísticas, isto é, a mesma operação executada 
no mesmo estado inicial deve retornar o mesmo resultado em todas as replicas. Para al­
cançar este resultado é utilizado o BFT-SMaRt [12], uma biblioteca de RME tolerante 
a falhas bizantinas, para garantir que pelo menos n — f > 2f + 1 servidores retornem de 
forma idêntica.
Na camada de Confidencialidade o sistema busca atingir o atributo de mesmo nome 
além de contribuir indiretamente com os outros atributos de segurança. Para isso, são 
utilizadas técnicas de criptografia sobre as tuplas através do uso do esquema (n, f +1) de 
compartilhamento de segredo publicamente verificável {Publicly Verifiable Secret Sharing 
- (n> f + 1)-PVSS) [65] onde n e f são os números de servidores e falhas apresentados 
na camada de replicação. Através deste esquema, os clientes cifram as tuplas e geram 
um conjunto de n fragmentos (chamados shares) da tupla cifrada. O esquema PVSS é 
baseado em criptografia assimétrica e cada share é gerado utilizando a chave pública de 
um dos n servidores diferentes. Antes de serem enviados aos servidores, os shares são 
cifrados usando um algoritmo simétrico padrão, como Triple-DES (3DES) [33] e chaves 
compartilhadas entre o cliente e cada servidor. Para remontar a tupla, é necessário a 
combinação de f + 1 shares, o que torna impossível que um conluio de até f servidores 
maliciosos revele o conteúdo de uma tupla.
Como os servidores não podem acessar diretamente o conteúdo dos campos das tuplas 
(pois estão cifradas) esta camada emprega a combinação de uma classificação de cada 
campo com o uso de uma tupla especial chamada fingerprint th para cada tupla t. O 
fingerprint contém a mesma quantidade de campos que a tupla original, e será utilizado 
para realizar as buscas por casamento de padrões. Seus campos são preenchidos de acordo 
com uma classificação atribuída a cada campo da tupla original no ato de sua inserção no 
espaço, como segue:
• Público (PU): não utiliza criptografia e seu conteúdo original é usado no fingerprint.
• Comparável (CO): estes campos utilizam uma função de resumo criptográfico {hasti).
• Privado (PR): Nenhuma informação referente ao conteúdo do campo da tupla ori­
ginal é inserida, apenas um caractere especial indicando sua classificação.
A coleção ordenada das classificações de cada campo de uma tupla t é chamada de vetor 
de proteção vt. Por exemplo, a tupla t =< 1,3 > com vetor de proteção vt =< CO, PR > 
tem o seu primeiro campo classificado como comparável e o segundo como privado. Isso 
confere ao sistema um nível de confidencialidade dos dados críticos sem impedir a busca 
sobre estas tuplas.
Em síntese, uma operação de inserção {out) funciona da seguinte forma:
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• O cliente c usa o esquema PVSS para gerar n shares da tupla í;
• c computa o fingerprint th de t usando o vetor de proteção vt
• c cifra cada share com uma chave secreta compartilhada com cada servidor e um 
algoritmo de criptografia simétrica (um share por servidor);
• c usa o protocolo de replicação máquinas de estados para enviar uma requisição 
(inserção) aos servidores e aguarda por pelo menos f + 1 respostas para finalizar a 
execução da requisição. A requisição contém os shares cifrados, uma prova de que 
estes shares são válidos e o fingerprint da tupla;
• Cada servidor que recebe esta requisição extrai o share correspondente e verifica se 
este é válido utilizando a prova recebida;
• Cada servidor então armazena o share recebido e envia uma confirmação ao cliente 
como resposta.
As operações de leitura e remoção (rdp e inp) são feitas utilizando casamento de 
padrões entre os fingerprints das tuplas e dos templates, ou seja, uma tupla t e um template 
t combinam se cada campo definido no fingerprint de t combina com o correspondente no 
de t. O seguinte passo-a-passo demonstra como o protocolo funciona:
• O cliente c computa o fingerprint para o template de acordo com a classificação dos 
seus campos (o fingerprint de um campo indefinido é o próprio caractere coringa);
• c usa o protocolo de replicação máquina de estados para enviar uma operação de 
leitura/remoção para os servidores contendo o fingerprint gerado;
• Cada servidor que recebe esta requisição seleciona deterministicamente uma tupla 
tal que seu fingerprint combine com o fingerprint recebido;
• Se esta é uma operação de remoção (inp) esta tupla é removida do espaço;
• Cada servidor responde ao cliente com uma mensagem cifrada simetricamente que 
contém o share, o fingerprint e a prova de que o share é válido;
• c decifra a resposta e a verifica, aguardando por pelo menos f +1 respostas válidas, 
ou seja, com o mesmo th e cuja função de verificação dos shares tenha retornado 
verdadeiro;
• c combina f + 1 shares corretos recuperando a tupla í;
• c verifica se o fingerprint usado é válido para a tupla recuperada. Se for válido, a 
operação é finalizada. Caso contrário, um procedimento de reparação é executado 
para remover os dados inválidos do espaço e a operação é repetida.
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3.4.3 Outras Abordagens para Coordenação Distribuída
Além de espaço de tuplas, outros modelos são utilizados por diversos sistemas para realizar 
as tarefas de coordenação. É o caso, por exemplo, do sistema ZooKeeper [44], que utiliza o 
modelo hierárquico de nós para prover um serviço de coordenação que visa a escalabilidade 
na leitura de dados. Estes nós, chamados znodes, são os objetos de dados manipulados 
pelos usuários através da API fornecida pelo sistema.
Outro sistema largamente utilizado para esta funcionalidade é o Chubby [21], que 
utiliza locks para implementar um sistema de coordenação cuja interface se assemelha à 
de um sistema de arquivos. O sistema, que serve de base para o Google File System [40], 
abre mão de uma alta performance para priorizar a disponibilidade e a confiabilidade na 
sincronização de atividades dos clientes.
Estes são apenas alguns exemplos de sistemas para coordenação distribuída. Esta é 
uma área vasta de pesquisa com diversas propostas utilizando várias abordagens.
3.5 Considerações
Neste capítulo falou-se sobre sistemas distribuídos, apresentando aspectos ligados à tole­
rância a falhas e coordenação distribuída. Diversos sistemas de coordenação por espaços 
de tuplas foram apresentados, onde foram abordados os aspectos de segurança forneci­
dos por cada um. Um enfoque foi dado no DepSpace, um sistema que visa fornecer os 
aspectos de confiabilidade, integridade, disponibilidade e confidencialidade tornando-se 
um sistema tolerante a falhas bizantinas com aspectos de segurança. Finalmente, são 
expostas rapidamente outras abordagens para coordenação distribuída.
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Capítulo 4
Provendo Privacidade no Modelo de 
Coordenação por Espaço de Tuplas
Este capítulo apresenta a proposta de aplicação de esquemas criptográficos robustos ao sis­
tema DepSpace, incrementando suas propriedades de segurança e privacidade ao mesmo 
tempo que aumenta sua flexibilidade nas buscas. Para isso, inicialmente apresenta-se uma 
análise de segurança do DepSpace que pautará as propostas apresentadas a seguir. Uma 
análise de segurança da proposta também é apresentada, juntamente com experimentos 
que analisam o desempenho das soluções propostas.
4.1 Análise de Segurança do DepSpace
Esta seção aponta algumas vulnerabilidades apresentadas pelo DepSpace com base na 
análise de sua definição. O sistema em questão apresenta pelo menos dois problemas 
notáveis, além de algumas questões que serão discutidas.
O primeiro problema, levantado pelos próprios autores, consiste no fato de que os 
campos comparáveis utilizam o algoritmo SHA-1, que apesar de permitir a seleção de 
tuplas sem a necessidade de decifrá-las, é vulnerável a ataques de colisão. Um exemplo 
de colisão contra a função SHA-1 foi mostrado possível em [68], onde foram gerados dois 
arquivos PDF diferentes com exatamente o mesmo hash. Além disso, se o domínio de 
valores possíveis é limitado e conhecido, estes campos serão vulneráveis ao ataque de 
pré-imagem. Isso porque um adversário sempre pode obter qualquer quantidade desejada 
de entradas e suas respectivas saídas simplesmente calculando seus hashes. Somado a 
isso, a existência de campos públicos pode proporcionar a um atacante a possibilidade 
de correlação entre os dados do sistema e uma base pública favorecendo os ataques de 
inferência (Seção 2.2.5).
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O segundo problema diz respeito à funcionalidade das buscas no sistema. Por utili­
zar classificações muito limitadas, os dados sempre estão ou expostos/vulneráveis ( Pú- 
blico/Comparável) ou totalmente sem funcionalidades para se manter seguros (Privado). 
Tal fato, como veremos no próximo capítulo, se torna um problema de segurança quando 
aplicado à coordenação extensível [30].
Outras questões que podem ser levantadas, dizem respeito ao esquema (n, f + 1)- 
PVSS [65] utilizado para cifrar as tuplas. O esquema produz n fragmentos, chamados 
shares de modo que são necessários f+1 shares corretos para reconstituí-las. Estes shares 
são então distribuídos entre os servidores e graças a este esquema, o sistema suporta uma 
quantidade de até f de servidores em falha. Entretanto, para cifrar algo aleatório como 
uma tupla, o esquema requer o uso de um algoritmo simétrico que utiliza como chave 
um segredo gerado e distribuído em forma dos shares. Isso desencadeia dois problemas: 
Primeiro, os fragmentos das chaves estão sob o poder dos servidores. Em um cenário 
de possíveis falhas bizantinas, uma quantidade de servidores maior que f podem entrar 
maliciosamente em um acordo para conseguirem obter as chaves completas e decifrar as 
tuplas.
O segundo problema do PVSS diz respeito ao algoritmo simétrico utilizado, que de 
acordo com os autores [13] do DepSpace, é o Triple-DES (3DES) [33]. Este algoritmo 
utiliza uma chave de 168 bits mas provê apenas 112 bits de segurança [7]. Além disso, 
para um algoritmo como este, só faria sentido se falar em resistência IND-CCA quando o 
modo de operação é autenticado como Counter with CBC-MAC Mode (CCM). Utilizando 
um modo de operação como Cipher Block Chaining (CBC) ou Counter Mode (CTR) 
a noção máxima de segurança é IND-CPA. Se porém, o modo de operação utilizado for 
Electronic Code Block (ECB), o algoritmo não atinge segurança semântica contra o CPA e 
é considerado inseguro [20]. No caso do DepSpace, o código implementado não especifica 
o modo a ser utilizado e portanto será utilizado o padrão do ambiente em que o sistema 
estiver sendo executado, que em alguns casos é o ECB.
4.2 Provendo Privacidade no DepSpace
Esta seção discute a proposta de incremento de segurança e funcionalidades no DepSpace 
através da aplicação dos esquemas criptográficos citados na Seção 2.3 ao protocolo. A ideia 
parte do mesmo princípio exposto na Seção 2.3.3, aplicando o conceito ao ambiente de 
coordenação por tuplas [13]. Fornecemos ainda uma arquitetura para compartilhamento 
de chaves utilizando o próprio espaço de tuplas e a segurança provida pelo esquema PVSS.
Como todas as garantias do sistema são baseadas no limite de até f falhas (ex.: camada 
de replicação), neste trabalho assumimos este mesmo limite. Portanto, a confidencialidade
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do sistema, assim como suas demais propriedades, persiste enquanto até f servidores 
estiverem em falha, não havendo garantias caso um número maior de falhas ocorra.
4.2.1 Novas Classificações de Campos
A análise apresentada na Seção 4.1 mostra que, devido à forma como foi proposta a 
construção dos fingerprints, o DepSpace está sujeito a ataques simples. Portanto, faz-se 
necessário contornar este problema, evitando assim que os servidores manipulem dados em 
claro ou cifrados de forma fraca. Propõe-se, portanto, a redução (ou eliminação) do uso 
de campos classificados como públicos ou comparáveis e a adoção da seguinte classificação:
• Comparável Determinístico (CD), os quais serão cifrados utilizando um algo­
ritmo determinístico de criptografia simétrica encryptCD(KeyCDshared, f) (Seção 
2-2.4);
• Ordenável (OR), os quais serão cifrados utilizando um algoritmo simétrico de crip­
tografia com preservação da relação de ordem encryptOR{KeyORsharedi f) (Seção 
2.3.1);
• Operável (OP), os quais serão cifrados utilizando um algoritmo completa ou par­
cialmente homomórfico encryptOP (KeyOPpubilc, f) de acordo com a necessidade da 
aplicação (Seção 2.3.2).
Assim, para gerar o fingerprint th = (fh,--- ,hm) de uma tupla t = (fi,--- , fm) 
com vetor de proteção vt = (ui, • • • ,um), a função fingerprint(t,vt) = th calcula cada 
hi = EncfiKi, fi), utilizando a cifra £,ea chave compartilhada ki de acordo com o tipo Uj. 
Caso fi = *, então hi = *, ou ainda se Vi = PR então hi = PR. A função é apresentada 
na Figura 4.1.
O cliente então armazena a tupla no espaço seguindo o procedimento apresentado na 
seção 3.4.2. Com isso, continua garantido que um template t e a tupla t combinam se th 
combina com th- Então ao encontrarem um fingerprint th que combina com um fingerprint
* se fi = *
fi se Vi = PU
hash(A) se ví = CO
PR se Vi = PR
encryptCD(fceys/iare(i, /») se ví = CD
encryptOP(key^uc, fi) se Vi = OP
encryptOR(/ceys/iare(/, fi) se Vi = OR
Figura 4.1: Produção do fingerprint.
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th de um template t utilizado para consulta, os servidores retornam seus shares cifrados. 
Estes serão decifrados e combinados pelo cliente para obter a tupla correspondente, a qual 
será verificada pelo mesmo.
Devido aos motivos citados na Seção 4.1, aconselha-se fortemente a preferência pelo uso 
da classificação comparável determinístico proposta ao invés da comparável, pois utilizando 
uma cifra com chave simétrica previamente compartilhada ao invés do hash, um atacante 
precisaria de acesso à chave secreta para cifrar um texto, impossibilitando o ataque de 
pré-imagem. Entretanto, esta classificação deve ser utilizada com cuidado, pois como 
esta cifra revela a igualdade de textos claros, em um domínio muito pequeno utilizando 
poucas informações externas, o conteúdo destes campos pode ser facilmente deduzido. 
Portanto, este campo deve ser utilizado somente para campos que sirvam como índices, 
com grande quantidade de possíveis valores e que não sejam em si dados sensíveis, como 
identificadores, endereços de e-mail, nomes de nós de processos, dentre outros.
Alguns algoritmos criptográficos utilizam modos de operação com Vetores de inici­
alização - Initialization Vector (IV) - randomizados como forma de prover criptografia 
probabilística. Este referido IV será então enviado como parâmetro da função de cifra­
ção juntamente com a chave e a mensagem na forma Enc(k,m-, IV). Estes algoritmos 
apresentam a opção de fixar estes IV’s (em zero, por exemplo) como forma de prover 
criptografia determinística.
Nestes casos, recomenda-se que, ao invés do uso do IV fixo, seja utilizado uma função 
pseudo-aleatória - Pseudo Random Function (PRF) - F : QÇ x Af) —> R, onde R é um 
conjunto uniformemente distribuído. Sejam E AS chaves previamente compartilha­
das, aplica-se F sobre a mensagem utilizando k1; produzindo uma saída pseudo-aleatória 
r = F(kí,m'), com r ER e então utiliza-se r como IV da função de cifração utilizando a 
chave à?2, produzindo c = Enc(k2,m;r) seguindo o sugerido em [20]. Como a PRF gera 
a mesma saída para a mesma mensagem, o algoritmo continua determinístico, entretanto 
para mensagens diferentes a PRF gera saídas diferentes e portanto IV’s diferentes para 
cada mensagem, alcançando o nível de segurança IND-DCPA (Seção 2.2.4). Uma opção 
mais simples seria utilizar apenas uma função que gere um código de autenticação de men­
sagem, como HMAC-SHA256, já que este dado (fingerprint) não precisará ser decifrado 
futuramente.
A classificação ordenável, por sua vez, possibilita uma gama de funcionalidades sobre 
as tuplas, como ordená-las por um campo deste tipo, realizar consultas de intervalo, sele­
cionar máximos e mínimos, dentre outras. Da forma com que o DepSpace foi proposto, 
para se possibilitar este tipo de consulta, o campo precisaria estar classificado como pú­
blico, ou caso os dados em questão sejam sensíveis, perde-se totalmente as funcionalidades 
classificando-se o campo como privado.
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Pelos motivos mostrados na Seção 2.3.1, sugere-se o uso do estado-da-arte deste tipo 
de algoritmo, chamado de Order Revealing Encryption (ORE), o qual foi apresentado por 
Lewi e Wu [52] e utilizado por Alves e Aranha [3]. Este algoritmo baseado em AES, ao 
invés de preservar a ordem, gera textos cifrados não determinísticos que não podem ser 
comparados diretamente, mas sim submetidos a uma função de comparação que retorna 
a relação entre eles. 0 acesso a esta função pode ser restringido, o que também contribui 
para um maior nível de segurança. Este algoritmo, por fornecer resposta também de 
igualdade, dispensaria o uso dos tipos de campos CO e CD, visto que pode ser aplicado 
também a textos e não apenas a números, tornando o sistema ainda mais seguro por 
seu caráter não determinístico. Porém, aqueles campos ainda podem ser utilizados por 
questões de desempenho.
Por último, a classificação de um campo como operável permite a computação sobre 
dados cifrados. Para isso, sugere-se o uso de uma cifra homomórfica ou parcialmente 
homomórfica como descrito na Seção 2.3.2. Um campo como este traria substancial incre­
mento de funcionalidade ao DepSpace como a possibilidade de atualizar valores utiliza­
dos para sincronia de processos temporalmente desacoplados, sem revelar aos servidores 
o estado em que cada um se encontra.
Para campos como este, que geralmente necessitam de apenas uma classe de operações 
(como soma/subtração ou multiplicação/divisão), não se faz necessário o uso de uma 
cifra completamente homomórfica, uma cifra parcialmente homomórfica seria suficiente e 
não comprometeria de sobremaneira seu desempenho. Recomenda-se portanto o uso do 
algoritmo Paillier [59] para soma ou ElGamal [31] para multiplicação. Finalmente, como 
pode-se observar, ao ler uma tupla com um campo como este, deve-se considerar o valor 
do fingerprint e não o da tupla, pois esse é o campo que será atualizado caso a operação 
tenha sido aplicada em algum momento.
Um dos fatos mais importantes a se considerar é que todas estas funcionalidades 
oferecidas por estas cifras podem ser utilizadas em uma busca ou operação sem que o 
servidor onde as tuplas estão armazenadas precise conhecer as chaves de decifração para 
os dados em questão. Além disso, os servidores não tomam conhecimento sequer do que 
está sendo consultado, possibilitando que uma busca segura seja realizada mesmo na 
presença de servidores não confiáveis.
4.2.2 Gerenciamento de Chaves
Gerenciamento de chaves não é uma tarefa trivial em sistemas distribuídos, e envolve 
desde o compartilhamento das chaves até a atualização das mesmas. O Algoritmo 1 
apresenta um protocolo para compartilhamento de um par de chaves entre processos em 
um sistema distribuído, através de um espaço de tuplas. Algoritmo semelhante pode
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Algoritmo 1 Algoritmo para compartilhamento de chaves.
1: void compartilharChaves() {
2: Tny_keyprivate — gerar chave privada;
3: my_key^míc = gerar chave pública;
4: t = (“keys” ,my_keypubnc,my_keyprivate} protegidos como (PU, PU, PR}
5: t = (“keys”, *, *) protegidos como (PU, PR, PR}
6: (“keys”, key'^, keyUv} = cas(t, í);
7: if (“keys^key^keyUJ != null then
8: my_keypuilic = key'^
9: my—key^wate = key'^
10: endif
11: }
ser usado para compartilhar apenas uma chave secreta. Nas soluções propostas neste 
trabalho, este algoritmo deve ser usado antes que os campos CD, OR e OP possam ser 
utilizados (note que este algoritmo utiliza apenas campos PU e PR).
A ideia por traz do algoritmo é que cada processo gere um par de chaves e tente 
disponibilizá-las no espaço para os outros processos. Para isso, utiliza a função cas com 
um template que combine com um par de chaves já disponível no espaço. Caso o retorno 
seja nulo, então estas foram as primeiras chaves a serem inseridas no espaço e o processo 
pode continuar a usá-las. Caso contrário, as chaves lidas do espaço passam a ser utilizadas. 
Como a chave privada fica em um campo PR, apenas os clientes que obtêm esta tupla do 
espaço conseguem acessá-la.
Note que devem-se ativar nestas tuplas os mecanismos de controle de acesso de forma 
que apenas os clientes autorizados, que fazem parte do grupo de coordenação, possam 
acessá-las. Por simplicidade, estas configurações de controle de acesso não são apresen­
tadas nos algoritmos presentes neste trabalho. Pode-se notar que é possível o uso de 
diferentes chaves para diferentes campos, ou mesmo criar grupos que compartilham um 
mesmo conjunto de chaves. Finalmente, para atualizar esta chave ou o grupo de processos 
autorizados a acessá-la, basta inserir uma nova tupla no espaço com as configurações e 
dados apropriados. Para remover um processo do grupo, uma nova chave deve ser gerada 
(neste caso os fingerprints obtidos com a chave antiga devem ser atualizados). Por outro 
lado, a mesma chave pode ser usada para adicionar um processo no grupo, inserindo uma 
nova tupla com os mesmos valores, porém com a configuração apropriada de controle de 
acesso (incluindo o novo processo) e o novo processo só precisa ler a tupla do espaço.
4.2.3 Implementação
Utilizamos a implementação original do DepSpace, adicionando a ela algumas modi­
ficações que introduzem a nova classificação anteriormente apresentada para produção
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do fingerprint e posteriores consultas e alterações de valores. Basicamente, as opera­
ções continuam a funcionar como em sua versão anterior e os seguintes algoritmos foram 
utilizados:
• Público (PU): não utiliza criptografia uma vez que o seu conteúdo original é usado 
como fingerprint.
• Comparável (CO): estes campos utilizam o algoritmo SHA-1, que gera um hash de 
20 bytes, (legado da implementação original do DepSpace).
• Comparável Determinístico (CD): estes campos utilizam o algoritmo HMAC-SHA256 
(Hash-based Message Authentication Code with SHA-256) fornecido pela biblioteca 
nativa javax.crypto. Foram utilizadas chaves secretas de 256 bits para gerar saídas 
pseudo-aleatórias de 256 bits.
• Ordenável (OR): para este tipo de campo foram utilizadas duas bibliotecas:
— A biblioteca jope [62], uma implementação em Java do algoritmo OPE [17]. 
As consultas foram realizadas no servidor utilizando os métodos nativos de 
comparação <,<,=,> e > entre inteiros de precisão arbitrária (Biglnteger).
— A biblioteca FastORE [51], uma implementação em C do algoritmo ORE [52], 
integrada ao sistema via JNI [34]. A comparação é feita via função fornecida 
pelo algoritmo.
Em ambas foram utilizadas chaves simétricas de 128 bits e para executar consultas 
de ordem. Implementamos no lado do cliente um detector que identifica a presença 
deste tipo de consulta, a manipula e cifra a mensagem de modo que a camada 
correspondente do lado dos servidores possa executar a consulta. Esta por sua vez 
foi ligeiramente alterada para realizar tais consultas ao invés de apenas igualdade.
• Operável (OP): estes campos utilizam a biblioteca javallier [4], que é uma imple­
mentação em Java do algoritmo de Paillier [59]. Para este algoritmo assimétrico 
utilizamos um par de chaves (pública e privada) de 3072 bits, de modo a obter um 
nível de segurança de 128 bits [3].
• Privado (PR): não utiliza criptografia uma vez que nenhuma informação é incluída 
no fingerprint (somente o símbolo PR).
4.2.4 Análise de Segurança da Proposta
Como citado na Seção 2.2.3, uma cifra vulnerável a um ataque mais fraco será considerada 
como tendo um nível inferior de segurança, mesmo que seja resistente a um ataque mais
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Campo Algoritmo Resistência Chaves Nível de Segurança
PU Não há criptografia - - Inseguro
CO SHA-1 Quebrado - Inseguro
OR OPE POPF-CCA 128 bits 128 bits
CD HMAC-SHA256 IND-DCPA 256 bits 128 bits
OR ORE IND-OCPA 128 bits 128 bits
OP Paillier IND-CPA 3072 bits 128 bits
PR Não há informações - - Não se aplica
Tupla PVSS+3DES IND-CPA 168 bits 112 bits
Tabela 4.1: Nível de segurança dos campos no DepSpace
forte. Tomando isso em conta, apresentamos na Tabela 4.1 o nível de indistinguibilidade 
intrínseco a cifra utilizada em cada campo. Apresentamos na mesma tabela os tamanhos 
de chaves utilizados e o nível de segurança fornecido.
Os níveis IND-DCPA e IND-OCPA são ambos flexibilizações do nível IND-CPA, porém 
apesar de revelar igualdade e relação de ordem entre textos cifrados diferentes, o nível IND- 
OCPA só pôde ser alcançado graças ao não determinismo da cifra utilizada (ORE [52]). 
Além disso, a cifra impossibilita a inferência de dados a partir dos dados cifrados, sendo 
necessário uma função de comparação. Por estes motivos, considera-se o IND-OCPA como 
sendo um nível superior de segurança em relação ao IND-DCPA. Os algoritmos utilizados 
nos campos OR são, ambos, simétricos e baseados em AES, e por isso herdam o mesmo 
nível de segurança em relação ao tamanho da chave utilizada, guardadas as restrições já 
comentadas.
Cabe ressaltar que a composição HAMAC-SHA256 poderia fornecer até 256 bits de 
segurança contra colisões dependendo da qualidade da chave utilizada. Para isso, é neces­
sário que esta tenha sido retirada aleatoriamente de um espaço uniformemente distribuído 
com pelo menos 2256 valores possíveis. Aplicar uma função de hash com uma saída como 
esta (256 bits) para tentar mascarar um espaço pequeno de chaves possíveis não adi­
antaria, pois como o algoritmo é determinístico, a chave fica vulnerável à pré-imagem, 
podendo o adversário calcular os hashes de todas as chaves possíveis e testá-las para uma 
mesma mensagem cuja saída HMAC-SHA256 seja conhecida. Admitindo esta possibili­
dade e pautados pela definição de segurança baseada em oráculo (Seção 2.1), em que o 
protocolo permite ao adversário enviar uma mensagem e obter o criptograma correspon­
dente, estabelecemos o nível de segurança apenas nos 128 bits fornecidos pelo SHA256 
contra colisões.
Para os campos operáveis, como os algoritmos aplicados são de chave pública, faz-se 
necessário o uso de chaves bem maiores (3072 bits) para fornecer os mesmos 128 bits dos
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demais algoritmos [3].
Os campos privados dos fingerprints não contém informações referentes ao seu corres­
pondente na tupla, e portanto, sua segurança está diretamente ligada ao nível de segurança 
da cifra utilizada para cifrar a tupla completa. Esta, como já comentado, é cifrada uti­
lizando o esquema PVSS e o algoritmo de cifra simétrica 3DES, permanecendo segura 
sob as mesmas garantias de tolerância a falhas do esquema. Entretanto este algoritmo 
pode fornecer apenas 112 bits de segurança, um valor menor que os algoritmos sugeri­
dos para os campos do fingerprint. Apesar de ainda ser aceitável na configuração que 
utiliza três chaves diferentes (tree-key TDEÁ) [8], sugere-se que o algoritmo 3DES seja 
substituído pelo AES-128 para prover os mesmos 128 bits de segurança dos algoritmos su­
geridos. Recomenda-se ainda, a especificação de um modo de operação com autenticação 
como CCM para que esta cifra tenha resistência contra ataques de texto cifrado escolhido 
(IND-CCA).
4.2.5 Avaliação Experimental
Para demonstrar o uso das soluções propostas e melhor entender os custos envolvidos, 
executamos alguns experimentos com a implementação descrita acima.
Configuração dos Experimentos
Os testes foram realizados no ambiente do Emulab [75] configurado com 5 máquinas (2.4 
GHz 64-bit Intel Xeon E5-2630v3 de 8 núcleos com 2 threads por núcleo, 64Gb de RAM 
e placas de rede de lGbps) em uma rede de lGbps. O ambiente de software utilizado foi 
sistema operacional Ubuntu 14 64-bit, Java Virtual Machine versão 1.8.0.121 e DepSpace 
versão 2.0 [16]. Para todos os experimentos, o sistema foi configurado com 4 réplicas 
hospedadas em diferentes maquinas para tolerar até uma réplica em falha, enquanto os 
clientes foram executados na máquina restante.
Para executar operações out, para cada classificação (PU, CO, PR, CD, OP, OR_OPE 
e OR_ORE), utilizamos tuplas com todos os campos definidos da mesma forma (ex: 
(1,1,1), com vetor de proteção (O RO RE, O RO RE, O RO RE)). Por outro lado, 
os templates usados para as operações de rdp e inp foram configurados com apenas um 
campo definido enquanto todos os outros foram deixados como coringas (ex.: (1, *, *), com 
vetor de proteção (CD,CD,CD), exceto pelas classificações PR e OP, as quais tiveram 
todos os campos configurados como coringas pois estas não possibilitam consultas.
Avaliamos a vazão (throughput) do sistema nos servidores e a latência percebida pelos 
clientes em todas as configurações. Para avaliar a latência, usamos um cliente para execu­
tar cada operação 1000 vezes, enquanto que para a vazão na tentativa de sobrecarregar os
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servidores, cada cliente processou 1000 requisições, antes de enviá-las aos servidores, que 
mediram a vazão periodicamente a cada 100 requisições executadas. Este procedimento é 
necessário pois as operações criptográficas mais custosas são realizadas no lado do cliente. 
Apesar do DepSpace tolerar falhas, todos os valores de desempenho foram obtidos em 
execuções sem falhas.
Para a latência, ordenamos os valores obtidos e então trabalhamos com dois tipos de 
amostra: (a) selecionando o de posição 90 • n/100, onde n denota o número de operações 
realizadas. Ou seja, 90% dos valores foram menores ou iguais ao selecionado, chamaremos 
esta amostra de 90° percentil; e (b) calculamos a média de 90% das amostras descartando 
os 10% de maior variância. Já para a vazão, tomamos o valor máximo obtido para cada 
configuração. Em todas as operações foram avaliados o desempenho do processamento de 
tuplas com 3, 5 e 7 campos para cada classificação.
Para obter os custos relativos a cada processamento criptográfico envolvido nas opera­
ções (fingerprint, verificação, extração e comparação) executamos cada parte 10000 vezes 
para cada tipo de campo e calculamos a média descartando os 10% de maior variância.
Resultados
Esta seção reporta os resultados obtidos nos experimentos. Primeiramente, as figu­
ras 4.2(a) e 4.2(b) apresentam a latência (90° percentil e média) para operações out. 
Os gráficos são apresentados em escala logarítmica para facilitar a visualização. Como 
podemos ver, os três campos originais (PU, CO e PR) tem custos semelhantes, pois destes, 
o único que efetua alguma operação criptográfica é o comparável com a função SHA-1, a 
qual tem custo muito baixo.
Os gráficos também nos mostram o campo CD com praticamente a mesma latência dos 
três campos originais do DepSpace, entre 2 e 3 ms para todos os números de campos. 
Um pequeno aumento foi apresentado nos campos OR_ORE, os quais permaneceram 
entre 5 e 7 ms na média com um amento gradativo para cada quantidade de campo.
O impacto começa a se tornar expressivo para os campos OP. Nestes campos, a latência 
se manteve entre 130 e 300 ms na média, com valores um pouco mais altos para o 90° 
percentil. Este aumento se deve ao tamanho da chave do algoritmo, 3072 bits. Para se 
ter uma ideia, em testes com 512 bits em ambiente similar o mesmo se manteve na casa 
dos 10 ms [36], entretanto este tamanho de chave não forneceria segurança suficiente.
Já no processamento dos campos OP_OPE a diferença se mostra muito mais expres­
siva. A latência varia de 1,1 a 2,2 s na média e de 1,5 a 3 s no 90° percentil, cerca de 
lOOOx o custo dos campos mais baratos. Este custo alto muito provavelmente se deve 
ao tipo de função em que o algoritmo se baseia, chamadas de funções de distribuição 
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Tabela 4.2: Custos médios (md) e e o desvio padrão (cr) relativos ao processamento 









PU - - - -
PR - - - -
CO (0.003 / 0.0003) (0.003 / 0.0003) - -
CD (0.013 / 0.005) (0.013 / 0.006) - -
OP (32.879 / 0.071) - (13.308 / 0.025) -
OR-ORE (0.301 / 0.049) (0.883 / 0.166) - (0.517 / 0.089)
OR-OPE (287.453 / 42.604) (320.748 / 67.061) - (0.002 / 0.0005)
Os custos referentes à criptografia para esta operação (out) são relacionados apenas à 
produção do fingerprint que é diferente para cada abordagem e a execução do esquema 
PVSS.
Comportamentos relativos similares entre os algoritmos podem ser visualizados para 
as operações rdp (Figuras 4.3(a) e 4.3(b)) e inp (Figuras 4.4(a) e 4.4(b)). Entretanto, é 
visível que na rdp os custos são significativamente menores para os campos com algoritmos 
mais baratos. Isso se deve a uma otimização do DepSpace para esta operação [13] e ao 
fato de que a operação inp além de ler, remove a tupla do espaço. Já para os algoritmos 
mais caros os custos criptográficos dominam a execução e a diferença entre as operações 
para o mesmo tipo de campo são pouco notadas.
Os custos com criptografia para estas operações (rdp e inp) são relacionados a: (1) o 
cliente precisa gerar o fingerprint f para o template-, (2) (4) executar uma comparação nos 
servidores; verificar se f é válido para a tupla recebida; (3) extrair os valores dos campos 
operáveis do fingerprint, além da execução com PVSS.
A Tabela 4.2 apresenta os custos para cada etapa de criptografia. Como se pode notar, 
a maior parte dos custos com criptografia ocorrem no lado do cliente, isto é, os custos re­
portados nas colunas Fingerprint, Verificação e Extração. Na coluna Busca/Comparação, 
somente os campos OR têm processamentos adicionais executados pelos servidores, sendo 
que apenas o algoritmo ORE apresenta um custo significativo.
Podemos observar ainda que uma configuração com campos PU ou PR não apresenta 
custos pois nenhuma operação criptográfica é necessária para gerar seus respectivos figer- 
prints. Nas configurações CO e CD os custos também são baixos. Como pode ser visto, 
apesar do processamento do fingerprint para os campos CD demandar maior tempo em 
relação aos campos CO (cerca de 4a;), este fato praticamente não impacta seu desempe­
nho, pois estes algoritmos não dominam o tempo de execução e como pode ser visto nos
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gráficos, se comportam de maneira similar aos campos PU e PR.
A configuração OP, cujo tempo na Tabela 4.2 é de cerca de 30fc vezes o custo do 
campo CO, apresenta uma latência de 100 a 300x em relação ao mesmo campo em todos 
os gráficos.
Nos campos OR é possível perceber uma grande diferença entre os dois algoritmos 
testados. Na configuração utilizando o algoritmo ORE, o processamento do fingerprint 
leva em média cerca 100a; o tempo médio do CD. Entretanto, como pode ser visto nos 
gráficos, a latência deste campo em relação aos mais baratos é de apenas 2x para todas 
as operações.
Por outro lado, a configuração OR utilizando o algoritmo OPE apresentou um de­
sempenho proibitivo visto que levou um tempo extremamente maior para processar seu 
fingerprint, cerca de 100 A; vezes o tempo do campo CO. O impacto pode ser visto nos 
gráficos em que a latência para todas as operações é de mais de 1000x a do campo CO. 
Cerca de 600ms são gastos com processamento e verificação de apenas um campo de
(c) Vazão da remoção de tuplas (inp).
Figura 4.5: Vazão (throughput) de inserção (out), leitura (rdp) e remoção (inp) de tuplas 
do espaço.
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cada requisição. Com um pequeno aumento das requisições a diferença já é facilmente 
perceptível pelo usuário.
Além disso, o maior custo relacionado à execução do esquema PVSS também ocorre 
do lado do cliente [13]. Isto é importante porque mostra que é possível ter um espaço 
de tuplas que garante privacidade das informações que armazena e ao mesmo tempo ser 
escalável. Consequentemente, apesar destes custos impactarem a latência, não é esperado 
que tenham impacto significativo na vazão do sistema.
Tentando investigar este aspecto, a Figura 4.5 apresenta a vazão (throughput) apre­
sentada nos servidores para cada operação e configuração. A vazão é similar para todas as 
configurações, mesmo para os campos OR com algoritmo ORE, que utilizam uma função 
de comparação. Não obstante, o throughput das inserções (Figura 4.5(a)) de tuplas no 
espaço é maior que o de leitura (Figura 4.5(b) ou remoção (Figura 4.5(c)) do espaço. De 
fato, na execução de uma leitura ou remoção, os servidores precisam efetuar as buscas 
para selecionar uma tupla, enquanto nenhum processamento adicional é executado nos 
servidores para operações de inserção (Seção 3.4.2).
Um outro importante aspecto observado nos experimentos é que o número de campos 
em uma tupla não impacta significativamente o desempenho do sistema. De fato, para 
todas as configurações e operações, o desempenho para 3, 5 e 7 campos são similares.
Além disso, a Tabela 4.3 mostra a quantidade de informação (em bytes) que necessita 
ser trocada entre clientes e servidores em uma requisição/resposta para cada configuração. 
O tamanho da requisição e o entendimento do seu impacto nos custos de comunicação é 
importante pois estes dados são trafegados pelos protocolos de replicação que têm com­
plexidade de O(n2) mensagens [13]. O tamanho da resposta também é importante pois 
vários servidores enviam respostas ao cliente resultando em uma comunicação de n pra 1.
Como pode ser visto, apenas o campo OP possui grande diferença na quantidade de
Tabela 4.3: Quantidade de dados (em bytes) transmitidos em uma requisição/resposta 





3 campos 5 campos 7 campos 3 campos 5 campos 7 campos
PU (874 / 133) (917 / 133) (951 / 133) (364 / 1081) (386 / 1122) (408 / 1156)
CO (937 / 133) (1064 / 133) (1195 / 133) (336 / 1147) (358 / 1269) (380 / 1405)
PR (794 / 133) (831 / 133) (859 / 133) (288 / 996) (310 / 1038) (332 / 1072)
CD (1144 / 133) (1399 / 133) (1665 / 133) (403 / 1342) (425 / 1610) (447 / 1868)
OP (1763 / 133) (2433 / 133) (3113 / 133) (288 / 1969) (310 / 2640) (332 / 3324)
OR-ORE (890 / 133) (954 / 133) (1018 / 133) (320 / 1092) (342 / 1198) (364 / 1296)
OR-OPE (825 / 133) (866 / 133) (916 / 133) (297 / 1026) (319 / 1081) (341 / 1124)
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dados trafegados em relação aos demais algoritmos. Isto se dá porque este é o único 
algoritmo de chave pública utilizado na proposta. Este tipo de algoritmo além de utilizar 
chaves maiores, produz criptogramas maiores para atingir os mesmos níveis de segurança 
que os demais da proposta.
Note que estes resultados são ligeiramente diferentes daqueles apresentado no artigo 
original do DepSpace [13], pois nestes experimentos não utilizamos a otimização no rdp 
proposta pelos autores, a qual permite ignorar os protocolos de ordenação da RME para 
sequências de operações sem alteração de estado.
4.3 Discussão
Esta seção apresenta questões importantes sobre alguns aspectos da solução proposta.
4.3.1 (Im)possibilidade de Combinações de Campos
A implementação proposta não permite que um campo assuma mais que um tipo. Entre­
tanto, alguns tipos podem ser vistos como uma combinação de outros tipos pois provêm 
funcionalidades equivalentes. Abaixo apresentamos alguns exemplos:
• OR também provê buscas por igualdade, dispensado o uso de CD ou CO.
• CO e CD provêm a mesma funcionalidade, porém com níveis de segurança diferentes
• PU provê todas as funcionalidades, mas não é seguro.
Por outro lado, as combinações apresentadas abaixo não são possíveis:
• campos OP não são determinísticos nem provêm métodos para realizarem compa­
rações. Portanto não podem prover as funcionalidades de CD ou CO, tampouco 
OR.
• OP são os únicos campos seguros que possibilitam computação.
• OR são os únicos campos seguros que possibilitam ordenação.
• PR apresentam o melhor nível de segurança, mas não provê qualquer funcionalidade.
4.3.2 Replicação Máquina de Estados vs. Campos Operáveis
Campos operáveis podem ser alterados através da execução de computação nos servidores. 
Estas mudanças ocorrem no fingerprint e não na tupla, a qual está cifrada sob uma cifra 
padrão (3DES) como uma única peça de dados. Esta abordagem leva a duas questões 
que precisam de atenção:
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• Primeiramente, quando decifrada após uma operação de leitura/remoção, o valor do 
campo OP do fingerprint pode não coincidir com o campo correspondente da tupla. 
Consequentemente, durante a verificação da validade do fingerprint para a tupla 
recebida (Seção 3.4.2), campos OP são sempre considerados válidos. Além disso, o 
valor do campo correspondente da tupla deve ser desconsiderado e sobrescrito pelo 
valor atualizado do campo do fingerprint.
• Por último e mais crítico, durante a execução dos protocolos de Replicação Máquina 
de Estados (RME) no cliente [64, 23], as respostas recebidas dos servidores podem 
ser diferentes pois os campos OP usam um algoritmo não determinístico. De fato, os 
criptogramas resultantes de alguma computação nos servidores podem diferir entre 
si, apesar de se referirem ao mesmo valor. Estes aspectos impactam nos protocolos 
de RME, os quais requerem f + 1 respostas idênticas para terminar retornando al­
guma destas réplicas. Para contornar este problema, é necessário decifrar os campos 
operáveis antes de contar o número de réplicas recebidas.
4.3.3 Comparação entre Abordagens de Espaços de Tuplas
Como comentado na Seção 3.4, existem vários sistemas desenvolvidos para prover pro­
priedades de segurança e/ou tolerância a falhas no modelo de coordenação por espaço 
de tuplas. Como pode ser visto na Tabela 4.4, algumas destas propostas implementam 
apenas mecanismos de replicação [6, 76], enquanto outros usam apenas técnicas de con­
trole de acesso [28, 22, 73]. Outros sistemas prevêm algum nível de tolerância a falhas 
através do conceito de transações [70, 41, 48]. O sistema DepSpace se destaca por prover
Tabela 4.4: Comparação entre abordagens de espaços de tuplas.




e busca sobre 
dados cifrados
TSpaces [70] X y X X X
JavaSpaces [48] X v' X X X
GigaSpaces [41] X v X X X
FT-Linda [6] yj X X X X
Parallel-Linda [76] y/ X X X X
SecSpaces [22] X X y/ X X
KLAIM [28] X X V X X
SECOS [73] X X V X X
DepSpace [13] yj X V V X
DepSpace
+soluções propostas V X y/ V y/
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replicação, controle de acesso e algum nível de confidencialidade que, como já discutido 
aqui, é bastante limitado por considerar apenas ataques mais simples. Nosso trabalho 
vai um pouco mais além, elevando o nível de segurança do sistema e possibilitando ainda 
operações e buscas sobre os dados cifrados.
4.4 Conclusões
Apresentamos neste capítulo nossa proposta de extensão ao sistema de coordenação 
DepSpace. Estas propostas foram pautadas pela análise de segurança e funcionalidades 
apresentada no início do capítulo e embasadas nas primitivas de computação em dados 
cifrados fornecida no Capítulo 2, aplicadas ao ambiente de coordenação por espaço de 
tuplas descrito no Capítulo 3.
Através da inserção de novas classificações de campos para os fingerprints do DepS­
pace (CD, OR e OP), eliminamos a necessidade do uso de campos vulneráveis como PU e 
CO, além de adicionar novas funcionalidades às buscas e atualizações de dados no sistema 
de modo seguro. Como as novas classificações de campos envolvem o uso de esquemas 
criptográficos que necessitam de compartilhamento de chaves, utilizamos as funcionalida­
des já presentes no DepSpace para prover um protocolo de de gerenciamento de chaves. 
Apresentamos ainda os dados de desempenho obtidos em experimentos utilizando todos 
os campos implementados no DepSpace,
O próximo capítulo visa a utilização deste sistema proposto para aplicações práticas.
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Capítulo 5
Segurança e Privacidade em 
Coordenação Distribuída Extensível
Este capítulo mostra como as melhorias propostas para o DepSpace podem ser usadas 
no desenvolvimento de mecanismos e protocolos para coordenação distribuída extensível.
5.1 Coordenação Distribuída Extensível (CDE)
Apesar de espaços de tuplas proverem as funcionalidades necessárias para coordenação, 
um estudo recente mostrou que o emprego de protocolos e arquiteturas de Coordenação 
Distribuída Extensível (CDE) é fundamental para o desempenho do sistema [30]. A ideia 
principal das extensões é permitir que os servidores, que mantém a infraestrutura de co­
ordenação, acessem e processem as informações de coordenação. Os principais benefícios 
de se utilizar CDE são os seguintes: o número de passos de comunicações (normalmente, 
chamadas de procedimento remoto - RPC) necessárias para processar a coordenação é 
reduzido e evita-se reprocessamento de requisições quando o sistema passa por acessos 
concorrentes, pois é garantido que a requisição de coordenação sempre é processada uti­
lizando o estado atualizado do sistema.
Como exemplos de mecanismos que podem se beneficiar de extensões, podemos citar 
os contadores compartilhados e as filas distribuídas que podem ser usados em data centers 
para coordenação e sincronização de processos [30]. No modelo tradicional de coordena­
ção, para atualizar um contador um cliente necessita fazer a leitura do mesmo no servidor, 
atualizá-lo localmente e enviar o contador atualizado de volta ao servidor. Entretanto, se 
concorrentemente outros clientes também leram o contador com o mesmo valor, somente 
o primeiro a enviar o valor atualizado terá sucesso em sua operação. Os demais clien­
tes deverão ler o contador novamente repetindo a operação até conseguirem sucesso. O
45
Cliente Replica 0 Replica n
Figura 5.1: Camadas do DepSpace Extensível (Adaptado de [30]).
problema piora com o crescimento do número de clientes, diminuindo o desempenho do 
sistema.
Através da utilização de coordenação extensível, a operação de incremento do contador 
pode ser executada diretamente no servidor ao invés de ler o contador e atualizá-lo nos 
clientes, eliminando a necessidade de reprocessamentos devido a acessos concorrentes. 
Pensamento semelhante pode ser aplicado às filas distribuídas, de modo a garantir a 
ordem de inserção e recuperação dos elementos. As seções 5.2.1 e 5.2.2 abordarão estes 
mecanismos com mais detalhes, comentando suas respectivas versões em coordenação 
extensível.
Quanto às garantias de liveness do sistema para processos concorrentes, o modelo 
tradicional garante o progresso de um processo apenas em execução isolada para um tempo 
longo o suficiente (obstruction-freedom [43]). Já utilizando CDE, é garantido que qualquer 
operação termina se o processo que a invocou não falhar (wait-freedon [42]). Portanto com 
CDE tem-se garantias mais fortes de que todas as operações serão executadas.
5.2 Segurança e Privacidade em CDE
A Figura 5.1 apresenta as camadas do DepSpace, com uma camada adicional para 
gerenciamento de extensões [30], que não fornece segurança e privacidade adequadas, 
uma vez que dados em claro são acessados pelos servidores. Conforme já comentado,
46
através do uso de campos OP e OR, é possível que por meio das extensões nesta camada, 
servidores realizem computações sobre dados cifrados. Note que, devido aos problemas 
expostos, extensões seguras não podem ser implementadas sem a utilização destes campos.
Antes de uma extensão ser instalada, o gerenciador de extensões realiza uma série de 
verificações para determinar se este passo é seguro (ex.: uma extensão não pode conter 
laços infinitos de repetição ou recursividade). Depois que uma extensão é instalada, 
a mesma passa a interceptar as operações antes de serem processadas pelas camadas 
superiores e podem modificar o comportamento do sistema. No entanto, as mesmas 
devem apresentar um comportamento determinístico para manter a consistência no estado 
das réplicas e também são executadas de forma controlada, evitando por exemplo um 
consumo significativo de recursos (CPU), o acesso ao sistema de arquivos e a abertura de 
conexões [30].
As seções seguintes apresentam protocolos para implementação de dois importantes 
mecanismos de coordenação distribuída [30], que são os contadores compartilhados e as 
filas distribuídas. Por exemplo, estes mecanismos podem ser usados em data centers para 
coordenação e sincronização de processos. Para cada um dos mecanismos, são apresenta­
das e comparadas soluções que utilizam tanto o modelo tradicional de coordenação quanto 
o modelo extensível.
5.2.1 Contador Compartilhado
Para implementar um contador compartilhado, os processos precisam ler e atualizar um 
contador armazenado em uma tupla. O Algoritmo 2 apresenta a solução usando o mo­
delo tradicional de coordenação. Neste algoritmo, para incrementar o contador, um pro­
cesso (cliente) precisa primeiro ler o valor armazenado no espaço (linha 4) para então 
incrementá-lo (linha 5) e armazená-lo de volta no espaço substituindo o valor antigo (li­
nha 6). Neste modelo, caso haja concorrência no acesso ao contador, um processo pode 
não conseguir atualizar seu valor devido ao fato de outro processo já ter realizado esta 
atualização. Neste caso, a função replace (linha 6) retorna nulo e todo o procedimento 
precisa ser reiniciado. Note que o valor do contador é armazenado em um campo CD, 
pois a função replace usa o valor antigo para localizar a tupla a ser substituída.
Através da utilização de coordenação extensível, o Algoritmo 3 diminui os passos de 
comunicação necessários para realizar a operação de incremento (apenas um rdp ao invés 
de um rdp e um replace do Algoritmo 2) e elimina a necessidade de reprocessamentos 
devido a acessos concorrentes. Neste caso, uma extensão (linhas 6-13) é instalada nos 
servidores e quando uma operação rdp é recebida, o servidor incrementa o valor do con­
tador (para isso este campo é configurado como OP) e retorna o valor já atualizado.
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1: int incrementar() {
2: while true do
3: t= {cont,*} protegidos como {PU, CD}', { //define o template.}
4: {cont, c} = rdp (t); { // lê o valor do contador}
5: cntnavo = {cont, c+1) protegidos como {PU, CD}-, { // define o novo valor}
6: {cont, c} = replace( {cont, c} ,cntnovo}-, { // tenta atualizar o contador}





Algoritmo 2 Contador compartilhado tradicional.
Nestes algoritmos, o prefixo “local” (linha 8) é utilizado para indicar um operação local 
nos servidores, que não envolve a troca de mensagens (execuções de RPCs).
Algoritmo 3 Contador compartilhado usando coordenação extensível.
Cliente:
1: int incrementar() {
2: t= {cont, 1} protegidos como {PU, OP}-, { //define o template.}




6: Tuple rdp{{cont,cifrecebido}) {
7: default = {cont,*} protegidos como {PU,OP}-,
8: {cont, dfatual} = local.rdp(default); { //busca localmente o valor atual do contador} 
9: d fnovo — soma{cifatual, cifrecebido} { //operação possível por ser campo OP}





Para implementar uma fila distribuída através de um espaço de tuplas, os processos pre­
cisam inserir tuplas no espaço representando os elementos da fila. Cada elemento contém 
um identificador que será usado para organizar os elementos em ordem na fila. Neste tra­
balho, utilizamos o tempo da criação dos elementos para esta finalidade. Posteriormente, 
para remover o primeiro elemento da fila, um processo precisa remover a tupla com o 
menor tempo de criação.
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O Algoritmo 4 apresenta a solução que utiliza o modelo tradicional. Para inserir 
um elemento na fila basta inserir a tupla representando este elemento no espaço. No 
entanto, na remoção primeiramente todas as tuplas com elementos precisam ser lidas pelo 
processo (linha 8) que as organiza segundo o tempo de criação (linha 9) para então tentar 
remover o primeiro elemento da fila (linha 11). Esta função pode retornar nulo devido 
ao acesso concorrente de outro processo que já removeu o elemento em questão. Desta 
forma, aumentar a concorrência também aumenta a necessidade de reprocessamentos, 
em um comportamento similar ao que ocorre com o contador compartilhado previamente 
apresentado.
Finalmente, note que os dados do elemento são armazenados em campo privado (PR) 
e somente clientes autorizados podem acessar esta informação. Já o identificador do 
elemento é armazenado em campos CD, pois a função inp usa este campo para remover 
a cabeça da fila (linha 11).
Algoritmo 4 Fila distribuída tradicional.
1: void add(ElementoId eid, byte[] dados) {
2: t = (fila, eid, dados} protegidos como (PU, CD, PR}
3: out(í);
4: }
5: byte[] remove() {
6: while true do
7: t= (fila, *, *) protegidos como (PU, CD, PR}; { // define o template.}
8: Tuple[] tuples = rdAll (í); { //lê os elementos}
9: Ordenar as tuplas em tuples pelos seus ids (segundo campo)
10: for all t in tuples do
11: (fila, id, dados} = inp(í); { //tenta remover o primeiro elemento da fila}






O Algoritmo 5 apresenta a solução usando coordenação extensível. Assim como no 
contador, esta solução diminui os passos de comunicação e elimina a necessidade de re­
processamentos. A inserção de um elemento funciona como no modelo anterior, já na 
remoção uma extensão é instalada nos servidores para interceptar operações inp e remo­
ver o primeiro elemento da fila, retornando-o. Para isso, os campos com os identificadores 
dos elementos devem ser configurados como OR. Ao receber uma solicitação de remoção, 




1: void add(ElementoId eid, byte[] dados) {
2: t — {fila., eid, dados} protegidos como {PU, OR, PR}
3: out(í);
4: }
5: byte[] remove() {
6: t— {fila,*,*} protegidos como {PU,OR,PR}




10: Tuple imp{{fila, *, *)) {
11: default = {fila,*,*} protegidos como {PU,OR,PR}-,
12: Tuple[] tuples = local.rdAll(default); { //lê localmente os elementos}




Algoritmo 5 Fila distribuída usando coordenação extensível.
5.3 Avaliação Experimental
Visando analisar o desempenho dos mecanismos propostos para coordenação distribuída, 
os algoritmos foram implementados no DepSpace e alguns experimentos foram realizados 
no Emulab [75]. O principal objetivo destes experimentos é analisar as diferenças entre 
as abordagens e demonstrar o quanto as extensões podem melhorar o desempenho do 
sistema em um cenário considerando segurança e privacidade, seguindo o mesmo padrão 
apresentado em um cenário sem segurança [30].
Configuração dos Experimentos. O ambiente para os experimentos foi constituído 
por 6 máquinas (2.4 GHz 64-bit Intel Xeon E5-2630v3 de 8 núcleos com 2 threads por 
núcleo, 64GB de RAM e interface de rede de lGbps) conectadas a um switch de lGbps. 
O ambiente de software utilizado foi o sistema operacional Ubuntu 14 64-tò, Java Virtual 
Machine de 64 bits versão 1.8.0_131 e o Extensible DepSpace (EDS) [30], uma versão 
do DepSpace voltada para coordenação extensível. O sistema foi configurado com 4 
servidores hospedados em máquinas diferentes para tolerar a falha de até um destes. 
Cada servidor foi executado em uma máquina separada, enquanto que os clientes foram 
distribuídos uniformemente nas outras duas máquinas.
Foram utilizados para cada campo os seguintes algoritmos:
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• Público (PU): não utiliza criptografia uma vez que o seu conteúdo original é usado 
como fingerprint.
• Comparável Determinístico (CD): estes campos utilizam o algoritmo HMAC-SHA256 
(Hash-based Message Authentication Code with SHA-256) fornecido pela biblioteca 
nativa javax.crypto. Foram utilizadas chaves secretas de 256 bits para gerar saídas 
pseudo-aleatórias de 256 bits.
• Ordenável (OR): para este tipo de campo foi utilizada a biblioteca FastORE [51], 
uma implementação em C do algoritmo ORE [52], integrada ao sistema via JNI [34], 
com chaves simétricas de 128 bits. A comparação é feita via função fornecida pelo 
algoritmo.
• Operável (OP): estes campos utilizam a biblioteca javallier [4], que é uma imple­
mentação em Java do algoritmo de Paillier [59]. Para este algoritmo assimétrico 
utilizamos um par de chaves (pública e privada) de 3072 bits.
• Privado (PR): não utiliza criptografia uma vez que nenhuma informação é incluída 
no fingerprint (somente o símbolo PR).
Para verificar o desempenho das diferentes abordagens, variamos a quantidade de 
clientes e medimos a vazão (throughput) e a latência apresentadas pelo sistema. A vazão 
foi medida nos servidores a cada 1000 requisições processadas, enquanto que a latência 
foi medida nos clientes em uma execução com 1000 repetições. Os mesmos métodos do 
Capítulo 4 foram aplicados para cálculos das médias. Os gráficos desta seção apresentam 
os valores médios obtidos para estas métricas. Nos experimentos com a fila distribuída, 
cada cliente primeiramente adicionava um dado (como elemento da fila, usamos um vetor 
com zero bytes para avaliar apenas os custos relacionados com as iterações no protocolo) 
e depois removia o primeiro elemento da fila, garantindo que a mesma nunca estivesse 
vazia no momento da remoção.
5.3.1 Resultados e Análises
A Figura 5.2 apresenta os valores para o desempenho dos protocolos para o contador com­
partilhado, enquanto que a Figura 5.3 apresenta os valores para a fila distribuída. De uma 
forma geral, as soluções que permitem processamento nos servidores (extensíveis) apre­
sentam um desempenho significativamente superior ao das soluções tradicionais. De fato, 
conforme o número de clientes aumenta, a concorrência para acesso aos dados comparti­
lhados aumenta e a quantidade de reprocessamentos (devido a falhas no incremento do 
contador ou na remoção do início da fila) também se torna maior. Este comportamento 
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Figura 5.2: Latência e vazão (throughput) do contador compartilhado.
(b) Throughput
Figura 5.3: Latência e vazão (throughput) da fila distribuída.
Entretanto, na versão extensível o desempenho é significativamente melhor utilizando 
processamentos nos servidores mesmo que para isso precise realizar computações cripto­
gráficas mais custosas (campos OP ou OR).
Os experimentos mostraram que o desvio padrão para a latência das soluções tradici­
onais é muito grande, o que é explicado pelo fato de algumas operações não precisarem de 
reprocessamentos enquanto que outras podem repetir várias vezes até conseguirem reali­
zar as computações desejadas (incrementar o contador ou remover o início da lista). Este 
comportamento corrobora com as garantias de liveness citadas anteriormente, fornecendo 
melhores garantias de execução das operações concorrentes. Além disso, a diferença no 
desempenho é maior no contador compartilhado que na fila distribuída, pois o protocolo 
para inserir um elemento na fila é exatamente o mesmo para ambas abordagens e portanto,
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este mecanismo se beneficia das soluções propostas apenas na retirada de elementos. 
Com base nos gráficos, podemos concluir que em média, a latência foi reduzida em
cerca de 90% para o contador e 60% para a fila. Já quanto a vazão, podemos observar 
no caso extensível valores quase 9 vezes maiores para o contador e mais que 3 vezes 
maiores para a fila em relação às abordagens tradicionais. Finalmente, vale destacar que 
em testes semelhantes mas sem as opções de segurança e privacidade, a vazão do sistema 
com extensões foi cerca de lOx maior que o observado com estas opções habilitadas.
5.4 Conclusões
Neste capítulo demonstramos o poder computacional das soluções propostas, aplicando- 
as ao modelo de coordenação extensível. Experimentos foram apresentados com vistas 
de comprovar este resultado. Pudemos concluir que, apesar do impacto gerado pelo 
uso de algoritmos criptográficos demonstrado no Capítulo 4, os mecanismos apresentados 
tiveram uma significativa melhora de desempenho se comparados aos seus correspondentes 
no modelo tradicional de coordenação.
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Capítulo 6
Conclusões e Trabalhos Futuros
Neste capítulo apresentamos nossa conclusão na forma de uma breve visão do trabalho 
realizado, juntamente com uma revisão dos objetivos demonstrando como cada um foi 
alcançado. Apresentamos também nossas perspectivas de trabalhos futuros.
6.1 Visão Geral do Trabalho
Este trabalho apresentou uma proposta de incremento de segurança ao modelo de coor­
denação por espaço de tuplas, utilizando para tal o sistema DepSpace. Primeiramente, 
uma breve explanação sobre os aspectos de segurança da informação foi apresentada no 
Capítulo 2, juntamente com os algoritmos considerados como o “estado da arte” para 
computação privativa e os principais trabalhos que os utilizam.
Uma visão geral sobre os sistemas de coordenação distribuída foi apresentada no Capí­
tulo 3 com ênfase nos espaços de tuplas. No mesmo capítulo foram mostrados os principais 
trabalhos que visam agregar tolerância a falhas e propriedades de segurança a este modelo.
O Capítulo 4, por sua vez, trouxe nossas propostas, utilizando os algoritmos apre­
sentados no Capítulo 2 para prover segurança ao modelo de coordenação apresentado no 
Capítulo 3. O capítulo, que foi iniciado com uma análise de segurança do sistema em 
questão, apresentou ao final os resultados experimentais, quantificando o impacto de de­
sempenho causado pelos algoritmos criptográficos. Uma análise de segurança do sistema 
proposto também foi apresentada, qualificando os níveis de segurança alcançados.
Pautados pelas propostas de coordenação extensível apresentada em [30], no Capí­
tulo 5 apresentamos exemplos de mecanismos que puderam se beneficiar dos algoritmos 
propostos através da busca e operação em dados cifrados. Experimentos realizados de­
monstraram que mesmo em face custo dos algoritmos criptográficos, foi possível obter 
uma significativa melhora de desempenho nos mecanismos de coordenação.
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Como conclusão geral do trabalho, percebemos que através desta proposta, foi possível 
incrementar tanto a segurança do sistema quanto suas funcionalidades, tendo ainda uma 
melhora de desempenho quando aplicada a mecanismos reais. Com isso, trazemos a 
aplicação de conceitos de segurança da informação para mais próximo do desenvolvimento 
das aplicações práticas, estreitando o largo abismo que costuma separar estes dois mundos.
6.1.1 Revisão dos Objetivos
Revisamos aqui os objetivos apresentados na Seção 1.2 e de que forma alcançamos cada 
um deles. Iniciando pelos objetivos específicos temos que:
“Estudar os conceitos relacionados com Sistemas Distribuídos (SD) focando em coor­
denação de processos;”
Foi possível no decorrer deste estudo, tomar conhecimento destes conceitos e problemas 
através do estudo das principais fontes da área, onde foi possível o contato com o sistema 
DepSpace. Seus principais pontos foram expostos no Capítulo 3.
“Estudar os conceitos de Segurança da Informação e os diversos protocolos de cripto­
grafia, buscando algoritmos apropriados ao cenário de comunicação por tuplas;”
Da mesma forma, os principais algoritmos foram estudados e testados tendo como 
fruto a seleção dos que foram utilizados neste trabalho, os quais foram relacionados no 
Capítulo 2.
“Analisar a segurança do sistema de coordenação DepSpace [13] e propor extensões 
ao sistema visando torná-lo mais seguro;”
Com base nos conceitos estudados, foi possível realizar esta análise e proposta, como 
mostrado no Capítulo 4.
“Implementar as soluções propostas e analisar o desempenho e nível de segurança do 
sistema resultante;”
Após a seleção dos algoritmos, buscamos e testamos bibliotecas que os implementam, 
apresentando sua análise de segurança e experimentos que mediram o desempenho dos 
campos propostos dando-nos uma boa noção do impacto dos algoritmos criptográficos.
“Aplicar as soluções propostas no desenvolvimento de protocolos de coordenação dis­
tribuída extensível, que façam uso de toda sua potencialidade.”
Mecanismos de contador compartilhado e fila distribuída foram apresentados e suas 
versões extensíveis utilizando as soluções de privacidade foram comparadas com seus 
modelos tradicionais, demonstrando ganhos expressivos.
Quanto ao objetivo geral de “projetar e desenvolver protocolos para prover segurança, 
principalmente privacidade, em dados compartilhados através de espaço de tuplas”:
Acreditamos que o objetivo geral foi alcançado pela soma dos motivos citados acima. 
Corroborando com isso, uma parte das contribuições acima listadas foram publicadas nos
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seguintes artigos: Edson Floriano et al.: Privacidade em dados armazenados em memória 
compartilhada através de espaços de tupla, Simpósio Brasileiro de Redes de Computadores 
e Sistemas Distribuídos, 2017 [35] e Edson Floriano et al.: Providing privacy on the tuple 
space model, Journal of Internet Services and Applications, 8(19):1-16, 2017 [36].
6.2 Perspectivas Futuras
De modo geral, acreditamos que este trabalho pode ter uma ampla aplicação na área de 
sistemas distribuídos baseados em coordenação devido ao nível de segurança e funcionali­
dades alcançados, bem como aos seus ganhos expressivos de desempenho. Vislumbramos 
ainda como trabalhos futuros:
• A investigação de outros esquemas criptográficos que possam melhorar ainda mais as 
soluções propostas. Como exemplo, esquemas que possam combinar funcionalidades 
ou apresentar desempenho melhores;
• Projetar e implementar outros mecanismos de CDE utilizando estas soluções, como 
protocolos de barreiras distribuídas e eleição de líderes, tornando a coordenação 
distribuída ainda mais segura;
• Utilizar o DepSpace com as soluções propostas em sistemas práticos, como na 
implementação distribuída de controladores no ambiente de Redes Definidas por 
Software (Software Defined Networks - SDN). Neste ambiente, a preocupação com 
segurança e tolerância a falhas pode ser expressa na forma de garantir que a comu­
nicação entre o plano de controle e o de dados ocorra de modo efetivo, mesmo na 
presença de adversários que possam tentar tomar conhecimento das regras instaladas 
ou alterá-las para obter algum benefício.
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