Models for the individual steps used to fabricate integrated circuits (ICs) are of interest in order to improve fabrication efficiency and improve process designs. Here we focus on deposition from the gas stream, in which the dominant species is an inert carrier gas, as it flows across a wafer on which ICs are being fabricated. We model the transport of gaseous species to the surface and heterogeneous (surface) chemical reactions for chemical vapor deposition using a kinetic transport and reaction model (KTRM), which is represented by a system of linear Boltzmann equations. The model is valid for a range of pressures and for length scales from nanometers to decimeters, making it suitable for multiscale models. We present transient simulation results for transport of reactants into an inherently three-dimensional prototypical micron scale trench/via structure for a wide range of Knudsen numbers. The results highlight the capabilities of the KTRM and its implementation, and demonstrate that the transients last longer for lower Knudsen numbers than for higher Knudsen numbers. We briefly discuss how the KTRM might be used in a multiscale computational model.
deposition (CVD) in Section 4. Finally, Section 5 summarizes the conclusions drawn from the numerical results.
THE MODEL
We have developed the kinetic transport and reaction model (KTRM) [3, 9, 10] to model flow of reactive species in a gas flow dominated by an inert carrier that is assumed to be an order denser than the reactive species. The KTRM is then represented by a system of linear Boltzmann equations, one for each of the n s reactive species ∂f
with the linear collision operators to be determined at all points x in the three-dimensional spatial domain Ω and for all three-dimensional velocity vectors v at all times 0 < t ≤ t fin . This high dimensionality of the space of independent variables is responsible for the numerical complexity of kinetic models, as six dimensions need to be discretized, at every time step for transient simulations. Notice that while the equations in (2.1) appear decoupled, they actually remain coupled through the boundary condition at the wafer surface that models the surface reactions and is of crucial importance for the applications under consideration.
The numerical method for (2.1) needs to discretize the spatial domain Ω ⊂ R 3 and the (unbounded) velocity space R 3 . We start by approximating each
Here, the basis functions ϕ (v) in velocity space are chosen such that they form an orthogonal family of functions in velocity space with respect to a weighted L 2 -inner product that arises from entropy considerations for the linear Boltzmann equation [13] . The basis functions are constructed as products of polynomials and a Maxwellian; hence, they are most appropriate if the flow regime is not too far from a Maxwellian regime. This is suitable for the flows that will be considered here. Flows with other properties can however be approximated by this method by constructing different basis functions.
Inserting the expansion for f (i) (x, v, t) and testing successively against ϕ k (v) with respect to the inner product approximates (2.1) by a system of linear hyperbolic equations [13] 
where
T is the vector of the K coefficient functions in the expansion in velocity space. Here,
, and B (i) are constant K×K matrices. Using collocation basis functions, the coefficient matrices
) become diagonal matrices [4] . Note again that the equations for all species remain coupled through the crucial reaction boundary condition at the wafer surface.
The hyperbolic system (3.1) is now posed in a standard form as a system of partial differential equations on the spatial domain Ω ⊂ R 3 and in time t and amenable to solution by various methods. Figure 1 . Since typical domains in our applications such as this one are of irregular shape, we use the discontinuous Galerkin method (DGM) [14] , relying on a finite element discretization of the domain into tetrahedra.
The degrees of freedom (DOF) of the finite element method are the values of the n s species' coefficient functions f (i) (x, t) in the Galerkin expansion at K discrete velocities on the 4 vertices of each of the N e tetrahedra of the three-dimensional mesh. Hence, the complexity of the computational problem is given by 4 N e K n s at every time step. To appreciate the size of the problem, consider that the mesh of the domain in Figure 1 uses N e = 7,087 three-dimensional tetrahedral elements; even in the case of a single-species model (n s = 1) and if we use just K = 4 × 4 × 4 = 64 discrete velocities in three dimensions, as used for the application results in the following section, the total DOF are N = 1,814,272 or nearly 2 million unknowns to be determined at every time step. Extensive validations of the numerical method and convergence studies for a wide range of Knudsen numbers are the focus of [4] . Based on these results, the choice of discrete velocities here is sufficient to obtain reliable results.
The size of problem at every time step motivates our interest in parallel computing. For the parallel computations on a distributed-memory cluster, the spatial domain Ω is partitioned in a pre-processing step, and the disjoint subdomains are distributed to separate parallel processes. The discontinuous Galerkin method for (3.1) needs the flux through the element faces. At the interface from one subdomain to the next, communications are required among those pairs of parallel processes that share a subdomain boundary.
Additionally, a number of global reduce operations are needed to compute inner products, norms, and other diagnostic quantities. The performance of the parallel implementation was studied in [2] and confirmed that a distributed-memory cluster is very effective in speeding up calculations for a problem of this type.
APPLICATION RESULTS
As an application example, we present a model for chemical vapor deposition. In this process, reactants are supplied from the gas-phase interface at the top of the domain at x 3 = 0.3 in Figure 1 . The reactants flow downwards throughout the domain Ω until they reach the solid wafer surface shown in Figure 1 , where some fraction of the molecules form a solid deposit. The time scale of all simulations corresponds to forming only a very thin layer; hence the surface is not moved within a simulation. Here, we use a single-species model with one reactive species (n s = 1) and drop the species superscript in the following discussion. The deposition at the wafer surface can then be modeled using a sticking factor 0 ≤ γ 0 ≤ 1 that represents the fraction of molecules that are modeled to deposit at ("stick to") the wafer surface. The re-emission into Ω of gaseous molecules from the wafer surface is modeled as re-emission with velocity components in Maxwellian form and proportional to the flux to the surface as well as proportional to 1−γ 0 . The re-emission is scaled to conserve mass in the absence of deposition (γ 0 = 0). The studies shown use a sticking factor of γ 0 = 0.01, that is, most molecules re-emit from the surface, which is a realistic condition [5] . The collision operator uses a relaxation time discretization by choosing σ 1 (v, v ) ≡ 1/τ 1 with (dimensionless) relaxation time τ 1 = 1.0 that characterized the time to return to steady-state under appropriate boundary conditions.
The temperature on the scale of this micron-scale domain is assumed constant and uniform throughout the domain and is set at T = 500 K [3] . We focus on how the flow behaves when starting from no gas present throughout Ω, modeled by initial condition f ≡ 0 at t = 0 for the reactive species; the inert species is already present throughout the domain [3] . and 5 appears nearly identical, up to the resolution of the plots. We also note that the overall behavior of the feature filling with molecules is similar to the previous cases of smaller Knudsen numbers, but it clearly occurs a lot faster. By time 10 ns, steady-state is rapidly being approached already, where in the previous plots at 10 ns, in particular the inside of the via had only been reached by few molecules.
Concentration Results

Figures
Kinetic Density Results
The previous figures showed results of the (macroscopic) concentration c(x, t) = f (x, v, t) dx, given as integral of the kinetic density f (x, v, t). To provide more insight into the behavior of the solution, the following four figures show plots of the kinetic density f (x, v, t) directly as a function of velocity v. This requires fixing the spatial position x ∈ Ω at which the kinetic density is analyzed. We select the values In Figure 6 for the velocity distribution at the mouth of the trench at x = (0.5, 0.5, 0.0) for the relatively small Knudsen number Kn = 0.01, the plots at times 5 and 10 ns confirm that few molecules have reached this point, as all components of f (x, v, t) are less than 0.005. In accordance with the concentration results in Figure 2 , by time 50 ns, significant amounts of molecules have reached the mouth of the trench. The plots in Figure 6 for the times 50 ns and larger additionally show that these molecules have apparently a randomized velocity distribution, close to a Maxwellian distribution, for Kn = 0.01.
By contrast, the plots in Figure 7 for the case of the larger Kn = 1.0 first of all confirm the results in for Kn = 0.01 and Figure 9 with Figure 7 for Kn = 1.0. Particularly, the kinetic density at t = 50 ns in Figure 8 has smaller values than those in Figure 6 , but they are equally randomized due to relatively frequent collisions for Kn = 0.01. Analogously, the density at t = 5 ns in Figure 9 has smaller values than the density in Figure 7 , but it is also still more directional and less randomized.
Kinetic Saturation Results
The final plots in Figures 6 through 9 all appear to show that kinetic density has reached a Maxwellian velocity distribution in the final plot. To determine if this is indeed the case, we now plot the kinetic saturation Figure 10 shows the saturation f /M at the trench mouth and via mouth for Kn = 0.01. In both cases, the saturation increases over time. Overall, the saturation levels are lower at the via mouth than at the trench mouth, which is consistent with the concentration results in Figure 2 ; notice the different scales on the vertical axes. We notice that the last lines are closer to each other than earlier lines, so a steady-state is being approached; notice that only the final four times are uniformly spaced. Finally, each line shows larger values of f /M for v 3 < 0 (the left side of the plot) than for f 3 > 0 (the right side). This means that the velocity distribution has a downward direction. This detail could not be clearly determined in Figure 6 or 8;
in fact, many of the plots of the kinetic density could not be distinguished from Maxwellians there, but the present plots of the saturation allow us to establish clearly that they are not Maxwellians. Figure 11 shows the saturation f /M for Kn = 1.0. The same observations as for Figure 10 hold concerning the level of saturation being higher at the trench mouth than the via mouth and concerning a generally downward velocity distribution. But additionally, we notice that the difference between the f /M values for v 3 < 0 and v 3 > 0 is sharper for most of the times; this corresponds to fewer collisions for this larger Kn = 1.0 compared to more collisions for Kn = 0.01 that tend to smooth out the velocity distribution. However, by the final time, sufficiently many molecules have been re-emitted from the wafer surface that also upward velocity components are present in the distribution and hence the saturation plot has become more uniform.
CONCLUSIONS
The results presented in the previous section highlight the capabilities of the KTRM and the numerical method used to model an important chemical process. We see that the flow associated with larger Knudsen numbers is more directional and the transients due to the change in flux of reactant species are shorter for higher Kn. This is highlighted by looking at the local kinetic density function at selected times. Access to the kinetic density is thus important to understanding such systems.
The studies presented point out the need to consider Kn when deciding how long transients due to perturbations might last. That is, when deciding the simulation time for a particular case, its Knudsen number must be taken into account, because different times will be appropriate for different Kn. This is important in our effort to develop a multiscale simulator for processes of this type.
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