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ABSTRACT
In this work, the capability of restricted Boltzmann machines (RBMs) to find solutions for the
Kitaev honeycomb model is investigated. The measured groundstate (GS) energy of the system is
compared and shown to reside within less than 5% error of the analytically derived value of the
energy. Moreover, given a set of single shot measurements of exact solutions of the model, an RBM
is used to perform quantum state tomography and the obtained result has a 97% overlap with the
exact analytic result. Furthermore, the possibility of realizing anyons in the RBM is discussed and
an algorithm is given to build these anyonic excitations and braid them as a proof of concept for
performing quantum gates and doing quantum computation.
Keywords Restricted Boltzmann Machine (RBM) · Feed-Forward Neural Network (FFNN) · Honeycomb Lattice
Model · Quantum State Tomography (QST) · Topological Phases of Matter · Anyons · Quantum Computing
1 Introduction
The Honeycomb model is a 2-dimensional lattice spin system (see Fig.1) which was first introduced by Kitaev in 2006
[1] and is famous because of the topological quantum order due to a degenerate gapped groundstate which is persistent
to local and finite-sized perturbations. The system also supports both abelian and non-abelian topological phases as
demonstrated in the original proposal [1]. There is a wide range of applications for this model, from fault-tolerant
quantum computation [2] to analytical study of strongly correlated systems [3] and quantum spin liquids [4]. The
honeycomb lattice is not a Bravias lattice in its original structure, but it can be considered as a triangular Bravias lattice
with a two-spin basis. The direct Bravias lattice and the primitive cells are illustrated in Fig.1a with the dashed lines.
Each primitive cell has a pair of odd and even indexed spins. Just for the sake of simplicity we will denote each cell
with the even indexed (empty circles) spins of the system. The primitive vectors of the lattice, a1 and a2 are also shown
in Fig.1a (see also Equ.1). The entire lattice can be tiled and covered with primitive cells using translations composed
of different linear combinations of primitive vectors.
a1 =
√
3aex & a2 =
√
3
2
a(ex,
√
3ey) (1)
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Where a is the lattice constant. The reciprocal lattice for the triangle lattice can be obtained by solving Equ.2 for basis
vectors of the reciprocal lattice, b1 and b2.
ai.bj = 2piδij (2)
The solution is as below:
b1 =
2pi√
3a
(ex − 1√
3
ey) & b2 =
4pi
3a
ey (3)
The reciprocal lattice is depicted in Fig.1b.
The Hamiltonian of the Kitaev model is a nearest-neighbor interaction of Pauli matrices on a honeycomb lattice as
written in Equ.4, where r&r
′
are indices for the nearest neighbour spins. The physics of the system is symmetric under
permutation of coupling strengths Jα with α = x, y, z and due to an-isotropic interaction the model is a frustrated spin
system, because a spin cannot satisfy conflicting demands of orientation from its three neighboring sites [1].
H = −
∑
α
Jα
∑
α−bonds
σαr σ
α
r′ (4)
In this paper we apply the approach developed in [5] to the Honeycomb model. In Section2, we briefly review the
analytical solution of the model. In Section3 the mapping of the spin model to an RBM architecture is explained. In
particular, we demonstrate how to calculate the groundstate and excited states of the Honeycomb model using machine
learning techniques. To this end we employ the NetKet environment [6] to train a restricted Boltzmann machine (RBM)
in order to find a groundstate via gradient descent. In Section4 realization of vortices is discussed from both analytical
and RBM language points of view. In brief, a vortex pair can be created by adjusting the parameters of the RBM and
subsequent braiding can be achieved by further adjustments of parameters. Section5 is dedicated to results and relevant
discussions and finally we conclude in Section6. An important application of the techniques developed in this paper is
the reconstruction of a given quantum state from simple measurements known as quantum state tomography [7].
2 Solution of the Model
In this section an exact solution of the system is provided and an explicit form of the groundstate energy is achieved
where we will be following references [1, 8, 9]. First of all, we fermionize the Hamiltonian by performing a one-
dimensional Jordan-Wigner transformation [10] defined in Equ.5. A deformation of the hexagonal lattice to a brick-wall
lattice (see Fig.2) clarifies the mechanism of the Jordan-Wigner transformation and why it is one-dimensional [11]. In
the brick-wall lattice, each lattice site r is denoted by the coordinates (i, j).
σ+i,j = 2[
∏
j′<j
∏
i′
σzi′,j′ ][
∏
i′<i
σzi′,j ]a
†
i,j
σ−i,j = 2[
∏
j′<j
∏
i′
σzi′,j′ ][
∏
i′<i
σzi′,j ]ai,j
σzi,j = 2a
†
i,jai,j − 1
(5)
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(a)
(b)
Figure 1: (a) The honeycomb lattice in position space and its primitive vectors and primitive cell. (b) First Brillouin
zone and primitive vectors of reciprocal lattice.
This transformation maps the Hilbert space of spins to the Hilbert space of spinless complex fermions. Using the fact
that σ± = σx ± iσy one can expand the Hamiltonian in Equ.4 into three terms and rewrite them as below [9].
σxi,jσ
x
i+1,j =
∏
i′<i
σzi′,j(a
†
i,j + ai,j)
∏
i′<i+1
σzi′,j(a
†
i+1,j + ai+1,j)
= (a†i,j + ai,j)σ
z
i,j(a
†
i+1,j + ai+1,j)
= −(a†i,j − ai,j)(a†i+1,j + ai+1,j)
σyi,jσ
y
i+1,j = −
∏
i′<i−1
σzi′,j(a
†
i−1,j − ai−1,j)
∏
i′<i
σzi′,j(a
†
i,j − ai,j)
= −(a†i−1,j − ai−1,j)σzi−1,j(a†i,j − ai,j)
= (a†i−1,j + ai−1,j)(a
†
i,j − ai,j)
σzi,jσ
z
i,j+1 = (2a
†
i,jai,j − 1)(2a†i,j+1ai,j+1 − 1)
(6)
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Figure 2: Brick-wall lattice and the Jordan-Wigner transformation path depicted with the dashed arrows. The r1 and r2
are the primitive vectors for this lattice.
Figure 3: Kitaev Honeycomb lattice model on a torus: The generators of the lattice in position space are named e1 and
e2, as shown in the image above. Hence, the lattice points are L = n1e1 + n2e2 with n1, n2 ∈ Z and the above lattice
is drawn for N1 = N2 = 4 with toric boundary conditions.
Therefore, the Hamiltonian transforms to the one in Equ.7.
H = + Jx
∑
x−links
(a†i,j − ai,j)(a†i+1,j + ai+1,j)
− Jy
∑
y−links
(a†i−1,j + ai−1,j)(a
†
i,j − ai,j)
− Jz
∑
z−links
(2a†i,jai,j − 1)(2a†i,j+1ai,j+1 − 1)
(7)
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The Jx and Jy terms are quadratic interactions in spinless fermions and are easy to solve, however, the Jz term is a
product of number density operators and can be further simplified by introducing the Majorana operators in Equ.8 [9].
As we will see, this simplification can be done due to the presence of the conserved quantity called plaquette operator
Bp [9].
ci,j = i(a
†
i,j − ai,j) , di,j = a†i,j + ai,j , for i+ j = even ≡ ◦
ci,j = a
†
i,j + ai,j , di,j = i(a
†
i,j − ai,j) , for i+ j = odd ≡ •
(8)
These operators have the following commutation relations:
c2i,j = d
2
i,j = 1
{ci,j , ci′,j′} = {di,j , di′,j′} = 2δii′δjj′
{ci,j , di′,j′} = 0
(9)
Then, the Jz term can be rewritten using the Majorana operators:
σzi,jσ
z
i,j+1 = (2a
†
i,jai,j − 1)(2a†i,j+1ai,j+1 − 1)
= i(idi,j+1di,j)ci,j+1ci,j
(10)
Finally, using the circle indices for the odd and even lattice sites as defined in Equ.8 the Hamiltonian transforms to the
expression in Equ.11.
H =− iJx
∑
x−links
c◦c•
+ iJy
∑
y−links
c•c◦
− iJz
∑
z−links
(id•d◦)c•c◦
(11)
If we write the Hamiltonian as a sum over unit cells we have:
H = i
∑
r
[Jxc•,rc◦,r+r1 + Jyc•,rc◦,r+r2 − Jz(id•,rd◦,r)c•,rc◦,r] (12)
where r is the position vector of z-bonds or unit cells (see Fig.2). It makes no difference in the physics if we set r to be
any point along the z-bond, whether we choose an even site or an odd site or some point in the middle, they are all
related through translation. What will be important in what follows, is that now since we have grouped a pair of even
and odd sites as an unit cell, to evaluate the summation over the unit cells, it is sufficient to just run over the even or odd
sites.
Furthermore, the αr = (id•,rd◦,r) operators are defined on each z-bond of the lattice (labled by r) and they commute
with the Hamiltonian and are good quantum numbers. Moreover, it can easily be shown that each plaquette operator
can be written as:
Bp = σ
y
1σ
z
2σ
x
3σ
y
4σ
z
5σ
x
6 = α61α43 (13)
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On the other hand, from Lieb’s theorem [12] we know that the groundstate manifold is obtained by setting Bp = 1,∀p.
Thus the uniform choice of αr = 1,∀r corresponds to a vortex-free sector, nevertheless all configurations leading to the
same sector are equivalent.
We also introduce a Dirac fermion on each z-link using the Majorana operators:
dr =
1
2
(c•,r − ic◦,r)
d†r =
1
2
(c•,r + ic◦,r)
(14)
Using the inverse transformation we can rewrite the Hamiltonian:
H =
∑
r
[Jx(d
†
r + dr)(d
†
r+r1 − dr+r1)
+ Jy(d
†
r + dr)(d
†
r+r2 − dr+r2)
+ Jzαr(2d
†
rdr − 1)]
(15)
The Hamiltonian is translation invariant and can be transformed to momentum space in order to be diagonalized. We
define the Fourier transform for the Dirac fermion through:
dr =
1√
N
∑
k
e+ik.rdk
d†r =
1√
N
∑
k
e−ik.rd†k
(16)
Setting k→ -k in d†r simplifies the calculations. We then have:
X : Jx
1
N
∑
r
∑
k,k′
e+ik.re+ik
′.(r+r1)(d†−k + dk)(d
†
−k′ − dk′)
= Jx
∑
k
[−2 cos(k1)d†kdk + i sin(k1)(d†kd†−k − h.c.)]
Y : Jy
1
N
∑
r
∑
k,k′
e+ik.re+ik
′.(r+r2)(d†−k + dk)(d
†
−k′ − dk′)
= Jy
∑
k
[−2 cos(k2)d†kdk + i sin(k2)(d†kd†−k − h.c.)]
Z : Jz
1
N
∑
r
∑
k,k′
e+ik.re+ik
′.r(2d†−kd
†
k′ − 1)
= Jz
∑
k
2d†kdk − JzN.
(17)
For the above equation we used the orthogonality relation in Fourier transformation:∑
r
ei(k+k
′).r = Nδ(k + k′) (18)
6
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Using all previous transformations we obtain a Hamiltonian which is quadratic in the Dirac fermions living on each of
the unit cells along the z-links:
H =
∑
k
[kd
†
kdk +
1
2
(i∆kd
†
kd
†
−k − i∆kd−kdk)]− JzN
k = 2[Jz − Jx cos(k1)− Jy cos(k2)]
∆k = 2[Jx sin(k1) + Jy sin(k2)]
(19)
By applying a unitary Bogoliubov transformation, we diagonalize the Hamiltonian which can be written as:
H =
∑
k
1
2
(
γ†k γ-k
)(Ek 0
0 −Ek
)(
γk
γ†-k
)
=
∑
k
Ek(γ
†
kγk −
1
2
), Ek =
√
2k + ∆
2
k,
(20)
where γ†k and γk are quasiparticle creation and annihilation operators. The groundstate energy can easily be read off
from the above Hamiltonian and is given by EGS = −
∑
k
Ek
2 .
3 Restricted Boltzmann Machine Representations
3.1 RBM as a Neural Network Quantum State
With the ever growing applications of neural networks in sciences and the emergent new technologies to deploy and
build physical neural networks, this is the right time to investigate potential applications of them in condensed matter
systems. Recently, a new approach has been proposed for simulating topological quantum states using neural networks
[5]. In this section we use the same approach to map the Honeycomb Kitaev model to a restricted Boltzmann machine
(RBM). There are many reasons why an RBM is chosen. This particular architecture has proved to be effective in
many tasks such as dimensional reduction, classification, regression, collaborative filtering, feature learning and topic
modeling and moreover a general theorem shows that RBMs are universal approximators of discrete distributions [13].
Having a set of spins on a lattice, Ξ = (σ1, σ2, · · ·σN ) (in our case the Jordan-Wigner chain of spins), our goal is to use
an RBM to reduce the dimensionality of the Hilbert space and estimate the energy of the system in both groundstate and
excited states to be able to classify different topological phases of the model. An RBM is a short range feed-forward
neural network with two layers. The first layer (visible layer) has N nodes which are representing the physical spins in
the Hamiltonian and the second layer (hidden layer) has M binary valued nodes (architecture of the network is shown
in Fig.4).
The quantum state of the Honeycomb model, up to an irrelevant normalization factor, can be written as
|Φ〉 =
∑
Ξ
ΦM (Ξ; Ω)|Ξ〉 (21)
where
ΦM (Ξ; Ω) =
∑
{hk}
e
∑
k akσ
z
k+
∑
k′ bk′hk′+
∑
kk′ Wkk′hkσ
z
k′
= e
∑
k akσ
z
k ×
∏
k′
cosh
(∑
k
Wkk′σ
z
k + bk′
) (22)
To obtain the second equality we used the values for {hk} = {−1, 1}M which is the set of possible configurations of
hidden layer nodes and Ω = (ak, bk′ ,Wkk′) is the set of weights and biases of the RBM which should be trained in such
7
A PREPRINT - MARCH 17, 2020
Figure 4: Fully connected Restricted Boltzmann machine architecture.
a way that the final RBM state represents the desired quantum state of the model (i.e. groundstate or the excited states).
The combined number of weight and bias parameters and nodes is polynomial in system size and computationally
feasible.
The mapping of the model to an RBM is done using the machinery already developed in the NetKet software package
[6]. In order to train the network, the parameter space of the network was sampled using the Metropolis algorithm and
the optimization iterations are based on the stochastic gradient descent algorithm.
3.2 Quantum State Tomography
Reconstruction of complex synthetic quantum states from experimental measurement data is computationally ex-
ponentially expensive. Therefore, the capability of neural network quantum states such as RBM to accurately and
efficiently represent high-dimensional quantum states is beneficial to quantum state tomography. Apart from the
numerous applications of QST, in our study case, the reconstructed states of the honeycomb model can later on be used
for validation of particular quantum processes, e.g. braiding of vortices in the system, phase transitions, etc. at the
experimental level and after implementation of the framework developed in Section4. For instance, there are promising
proposals for implementation of topological systems in cold atoms. A review has recently been published here [14].
In Section5.3 we present QST results for the groundstate of a small system size of the honeycomb model, as proof
of concept. In a normal QST task, the data sets come from experimental measurements, but since we don’t have
experimental data, we need to first find the exact wave-function for the system through exact diagonalization methods
and then sample that wave-function by performing single shot measurements in different bases to build the data set.
After preparing the training data set, one needs to define a variational ansatz that should be trained on the measurement
data. For the same motivations, we also choose an ansatz similar to the one used in [7]
ψ˜λ/µ(σ) = pλ(σ)e
iφµ(σ) (23)
where φµ(σ) = log pµ(σ) and pλ/µ are RBM real probability distributions corresponding to two separate sets of RBM
parameters λ/µ. The probability distribution of single shot measurements in basis b is given by
Pb(σ) = |〈σ|Uˆb|ΨU 〉|2 (24)
where |ΨU 〉 is the physical wave-function that we want to reconstruct. Uˆb is the unitary transformation which rotates
the wave-function to the basis b in which the measurement is performed. One can write the same expression for the
probability distribution of the measurements for the variational wave-function |ψ˜λ/µ〉, namely P˜b(σ).
8
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Then the QST problem reduces to a minimization task to find the set of parameters κ which minimizes the total
Kullback-Leibler divergence between Pb(σ) and P˜b(σ)
Ξ(κ) =
∑
b
KLb(κ) (25)
where
KLb(κ) =
∑
σ
Pb(σ) log
Pb(σ)
P˜b(σ)
(26)
A more detailed explanation of how to perform this minimization using gradient descent can be found in [7]. In the
present paper, we will follow the simpler approach of using the representation in Equ.21 (22) for the wave function,
or in other words we work with a choice where φµ(σ) = 0 while the RBM pµ(σ) has complex parameters and thus
automatically takes care of the phase. The entire process of QST was implemented using NetKet [6] which has the
above algorithm already built in.
4 Braiding
In this section we want to explore the possibility to create anionic excitations in the RBM representation and describe
anyon braiding. Such a representation is important for various reasons, in particular for performing quantum computation
[15].
First of all, let us describe the creation of these quasi-particles by starting with a groundstate sector and then subsequently
changing the eigenvalue of the Bp operators from +1 to -1 locally and in the region where we want to realize the
vortices in the system. In an arbitrary configuration of spins (not necessarily in the groundstate sector) it is easy to
prove that
∏
Bp = +1,∀p. Hence, we can just build the vortices in pairs. For example, if you apply the operator Oˆ1 to
the groundstate, it produces two vortices in plaquettes 1 and 2 (see Fig.5) [16] .
Oˆ1 = exp (−ipi
2
σˆza) (27)
Another possibility is to apply the following operator
Oˆ2 = exp (−ipi
2
σˆxa) exp (−i
pi
2
σˆyb ) , (28)
which produces two vortices along the zˆ direction in plaquettes 3 and 4.
The reason why these operators can produce vortices in the system can be explained by rewriting the Hamiltonian
of the system in terms of Majorana fermions. Kitaev originally solved the Hamiltonian through this approach. The
disadvantage of this approach in comparison to what was done above is that when the Hamiltonian is mapped to Majo-
rana fermions, there are unphysical states in the system which need to be projected out. This will be clear as we go along.
We assume that there are two fermionic modes living on each lattice site corresponding to the four creation and
annihilation operators a†m,i and am,i, where m ∈ {1, 2} is the index for the modes and i is the index for the lattice sites.
Here unlike before, we use one index for lattice site to avoid unnecessary complications. Then we will separate the
imaginary and real parts of these operators, to define the Majorana fermions as below
ci = a1,i + a
†
1,i
bxi = i(a
†
1,i − a1,i)
byi = a2,i + a
†
2,i
bzi = i(a
†
2,i − a2,i)
(29)
9
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Figure 5: Demonstration of vortex pair realization using operators Oˆ1,2.
Notice that the spins have a two dimensional space (being up or down) and now that we are representing them with
four Majorana modes (two complex fermionic modes), we need to project out the unphysical states. The Fock space of
the complex fermionic modes can be represented as {|00〉 , |01〉 , |10〉 , |11〉}. We make the following correspondence
between the states of spins and fermions
|↑〉 = |00〉
|↓〉 = |11〉 (30)
One can define the projector Pi on site i [17] to do this job for us
Pi =
1 +Di
2
where Di = (1− 2a†1,ia1,i)(1− 2a†2,ia2,i) = bxi byi bzi ci . (31)
One can easily show that the relation between Majorana operators and the original Pauli operators is as follows
σαi = ib
α
i ci for α ∈ {x, y, z} . (32)
In fact, by the above projection, we satisfied the extra condition coming from the algebra of Pauli matrices,−iσxi σyi σzi =
bxi b
y
i b
z
i ci = 1. Therefore, the eigenvalue of the projector Pi for physical states is 1 and for unphysical states is 0.
Using Equ.32 the Hamiltonian can be written in terms of Majorana operators as
H =
i
2
∑
i,j
Aijcicj where Aij = Jijuij and uij = ibαi b
α
j with α ∈ {x, y, z} . (33)
The uij are antisymmetric Hermitian link operators with eigenvalues ±1
uij = −uji, u2ij = 1, , u†ij = uij (34)
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A PREPRINT - MARCH 17, 2020
The link operators commute with the Hamiltonian, [H,uij ] = 0, so they are local symmetries. In this form, the
Hamiltonian is representing a tight binding model of free Majorana fermions hopping along the lattice, with tunneling
couplings that depend on the eigevalues of link operators which can be thought of as a classical Z2 gauge field. One
can assign a configuration {u} to all link operators and diagonalize the resulting quadratic Hamiltonian in Majorana
operators directly and obtain the spectrum and groundstate energy for H{u}. But which configuration {u} corresponds
to the global minimum of the energy? This question has been answered by Lieb (1994) [12]. The groundstate lies in
the sector with Bp = 1 ∀ p and since the Bp operators are the only gauge invariant objects, every gauge fixing choice
{u} which leads to this particular configuration for Bp is equivalent. Therefore, our goal is to find a configuration {u}
which leads to Bp = 1 ∀ p.
Next, we define the vortex operator Wp as
Wp =
∏
(i,j)∈∂P
uij where
{
i ∈ even sublattice
j ∈ odd sublattice . (35)
The vortex operator can be simplified as below
Wp = u
x
12u
y
32u
z
34u
x
54u
y
56u
z
16
= −(i)6cx1cx2cy2cy3cz3cz4cx4cx5cy5cy6cz6cz1
= σy1D1σ
z
2D2σ
x
3D3σ
y
4D4σ
z
5D5σ
x
6D6 ,
(36)
where we used icxj c
y
j = −σzjDj and cyclic permutations. Considering the fact that [Wp, H] = [Wp, Di] = 0, in the
physical subspace where Dj = 1 we recover Wp = Bp. Therefore, the uniform choice of uij = 1 for every link
will lead us to the groundstate in the extended (not yet projected) space with Bp = 1. In order to find the physical
groundstate, we apply the global projector D to project out the unphysical states
|ψw〉physical = D |ψu〉extended , where D =
N∏
i=1
Pi (37)
Now we are at a point to explain in detail why the operators Oˆ1 and Oˆ2 can create vortices in the system. As mentioned
earlier, if we flip the sign of the eigenvalue of the vortex operator at p, a vortex will be created in the system. Looking
back at Equ.35, we see that the vortex configuration {Wp} is created by fixing the gauge at every link {uij}. Therefore,
by changing the link operators, we can move between vortex sectors. Starting from a vortex-free sector with all link
operators being +1, applying Oˆ1 on site a will leave the σza untouched while flipping the σ
x
a and σ
y
a . Consequently,
this will change the sign of the eigenvalue of the uij for x-link and y-link attached to site a, leaving the system with
Bp1 = −1 and Bp2 = −1. We can also move the vortices around in the system, by consecutively applying these
operators on the particular sites in a path for which we want to move the vortices along. As an example, the red path
shown in the Fig.6 corresponds to the operator
Oˆ = exp (−ipi
2
σzi ) exp (−i
pi
2
σxj ) (38)
In general, we can define string operators to move the vortices anywhere in the system along the string, similar to the
example above. To create such a string operator is straightforward now. If the string passes through a link, we need to
apply an operator on one of the sites connected to that α− link which carries σα in the exponent. Before continuing, we
need to make a convention. A sharp reader might point out that applying the operator Oˆ
′
= exp (−ipi2σzl ) exp (−ipi2σxk)
instead of Oˆ creates the same pair of vortices in the system. For consistency reasons, we therefore use the convention
that if a string is passing through a link, the corresponding string operator is built up by picking the even site on the link.
Having said all of this, a generic string operator is defined as
Sˆ =
∏
α−links
exp (−ipi
2
σˆα◦ ) . (39)
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Figure 6: Two vortices connected by a string operator passing through several links. The white dots denote even lattice
sites while the black dots are odd ones. By convention, the string operator is built up from operators acting on even
sites.
This string operator will create two vortices at the ending points of the string which passes through the α− links. The
manipulation of link operators using these string operators is practically equivalent to changing the sign of the couplings
Jij corresponding to the link uij in the definition of the Aij (see Equ.33). Therefore, in the RBM language one can
simply redefine the Hamiltonian with the desired signs of Jij for a particular vortex sector and then try to find the RBM
representation for this new Hamiltonian through the approach explained in Section3. The only practical disadvantage
of this vortex realization approach is that it is computationally expensive as the RBM should be trained again from
scratch to find the representation for the excited state. An ideal approach is one where, given the representation for the
groundstate, we would be able to directly and without further optimization steps find the representation for the excited
state.
In principle, it is possible to directly manipulate the weight and bias parameters of the RBM, Ω = (ak, bk′ ,Wkk′) to
realize the vortices and find the excited state representation. Looking at Equ.22, we notice that there is a symmetry
between the eigenvalues of physical spins and the value of parameters of the RBM. In other words, flipping a particular
spin in site k is equivalent to flipping the sign of the RBM parameter sitting next to the σαk in Equ.22 and/or adding a
phase to it. In general, for a string operator Sˆαl = exp (−ipi2 σˆαl ) we have:
Sˆ |Φ〉 = (−iσˆαl )
∑
Ξ
ΦM (Ξ; Ω)|Ξ〉
=
∑
Ξ
e[(−1)
δ(α−z)−1al]σzl +
∑
k 6=l akσ
z
k×
∏
k′
cosh
(−1)δ(α−z)−1Wlk′σzl +∑
k 6=l
Wkk′σ
z
k + bk′
 (−iσˆαl ) |Ξ〉 .
(40)
Next, one needs to evaluate how (−iσˆαa ) acts on |Ξ〉. Here we subdivide the three cases α = z, x and y. If α = z, spin
up states will get a phase −i and spin down states a phase i. The overall effect of this can be absorbed in a shift of al by
−ipi2 . If α = x, then spins up and down are just exchanged and the −i is an overall phase which can be ignored. If
α = y, we get a combination of the previous two cases.
Sˆzl : (Wlk′ , al) 7→
(
Wlk′ , al − ipi
2
)
Sˆxl : (Wlk′ , al) 7→ (−Wlk′ ,−al)
Sˆyl : (Wlk′ , al) 7→
(
−Wlk′ ,−al − ipi
2
)
.
(41)
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5 Results and Discussion
5.1 Groundstate
In this section, we present the results for the groundstate energy estimate of different system sizes for the proposed
mapping discussed in Section3. These results are also compared to the exact analytical expression given in Equ.20. The
absolute value of the energies is plotted in Fig.7. All results for this and the following sections are for the non-Abelian
phase Jx = Jy = Jz = 1.
The RBM has a simple fully-connected and two-layered architecture. The optimized value for the density of hidden
nodes was found to be α = numhnumv = 2. For lower values of α, the network does not give an accurate estimate of
energies, while the larger values cause over-fitting and again lead to inaccurate results. For training, the configuration
space of the network has been sampled for hundreds of times, depending on the lattice size, using the Metropolis
algorithm. Moreover, the stochastic gradient descent algorithm has been used for optimization using a suitable number
of iterations such that the network converges to a low enough minimum of the energy landscape.
lattice size 2× 2 2× 3 2× 4 3× 3 3× 4 4× 4 5× 5 6× 6 7× 7
a.i -6.4721 -9.8003 -12.5851 -14.2915 -18.9869 -25.1282 -39.3892 -56.7529 -77.1249
a.ii -6 -9.2915 -12.4721 -14.2915 -19.0918 -25.4164 -39.3892 -56.2668 -77.1249
b -6 -9.2915 -12.4721 -14.2915 -19.0918 -25.4164 -39.3892 -56.2668 -77.1249
c -6.9282 -9.8003 -12.9443 -14.2915 -19.0918 - - - -
d -6.7197 -9.5414 -12.573 -13.7374 -18.0466 -24.0783 -37.305 -52.920 -71.793
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Figure 7: Numerical results for groundstate energy calculation using Restricted Boltzmann Machines (RBM) and
Feed-Forward Neural Networks (FFNN) compared to the analytically obtained exact groundstate energy using Equ.19.
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The numerical results obtained are shown in Fig.7. The different methods for computing the groundstate energy listed
in the table are as follows:
a) Analytic formula Equ.20 using
i. anti-periodic boundary conditions
ii. periodic boundary conditions
b) The method used by Kitaev and Pachos [2, 8]
c) Direct diagonalization for small system sizes, using NetKet.
d) RMB results for an architecture with α = 2 and 1k samples and 10k iteration steps.
Based on the results obtained for the energy of the groundstate of the system, training of the network was tested and
optimized by changing the learning rate for different training phases and iteration numbers. However, the outcome did
not considerably change or improve and it seems that the above results are the most accurate results one can get for this
particular network architecture. We will later elaborate more on the reasons behind this discrepancy observed between
the energy obtained using RBM and the analytical exact values.
In order to check the effect of the relative number of hidden and visible nodes on the outcome of the network, different
values for α were tested, keeping other parameters fixed. The α parameter was changed just by changing the number of
hidden nodes for a fixed system size (and hence fixed visible layer size) and the results are outlined in the table below,
including the number of free parameters of the network. In order to keep things simple, we focus on one particular
system size. The results summarized in the table are for a 5 × 5 plaquette lattice with exact analytic energy being
−39.3892.
α Number of Hidden Nodes Number of Parameters Energy
0.1 5 305 -27.7808(59)
0.3 15 815 -33.4312(37)
0.5 25 1325 -36.6024(22)
1.0 50 2600 -37.2464(13)
1.5 75 3875 -37.1235(15)
2.0 100 5150 -37.3054(14)
3.0 150 7700 -37.3037(14)
4.0 200 10250 -37.1007(16)
6.0 300 15350 -37.2989(14)
8.0 400 20450 -37.1710(15)
10.0 500 25550 -37.1946(15)
Table 1: Numerical results for the density of hidden nodes, α = numhnumv , and its influence on groundstate energy
calculation.
The performance of FFNN vs. no-visible-bias RBM
In Table 2, we give a brief summary of the comparison results between an FFNN with one layer and a no-visible-bias
RBM (referred to as novb-RBM in the table). The two architectures are similar and for the same computational
resources (such as CPU and memory) and system size these results have been obtained.
α # Hidden Nodes # Parameters Energy(FFNN) Energy(novb-RBM) Time(FFNN) Time(novb-RBM)
1.0 50 2550 -37.2401(15) -37.1532(15) 2783s 2754s
2.0 100 5100 -37.2958(14) -36.8954(18) 4591s 5476s
3.0 150 7650 -37.3007(14) -37.2191(15) 6889s 8331s
Table 2: Comparison between a single-layer FFNN and a novb-RBM performance, in terms of training time and
accuracy of energy for a 5× 5 plaquette lattice.
The conclusion we reach is:
1. The FFNN trains faster than the RBM with relatively fewer free parameters and performs better than the RBM
with no bias.
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2. But the FFNN’s result again deviates by a similar margin from the analytic result.
One explanation for the slight deviation of the RBM result from the exact analytic result is that the RBM result is not in
an exact eigenstate of the plaquette operators Wp. In fact, we find that the sum of all plaquette operator expectation
values is close to zero, whereas the true groundstate should have Wp = +1 for all plaquettes p. Thus the state we are
finding seems to be a highly entangled state composed of the true groundstate as well as certain excited states with
small energy. This seems to be a side effect of the gradient descent algorithm for minimizing the energy expectation
value. We will have more to say about how to circumvent this constraint in Section5.3.
5.2 Creating Vortex pairs and measuring their energy
As described in Section4, there are three theoretically equivalent methods to create vortices:
(a) modifing parameters of RBM
(b) creating an auxiliary Hamiltonian and training it again
(c) transforming into auxiliary fermion representation and fixing uijs [2, 8]
We applied all three methods to a 3x3 lattice and computed the corresponding energy levels for excited states. The
numerical result obtained for the groundstate energy of a 3x3 lattice is -13.7166(2), while the theoretical groundstate
energy is -14.2915. For excited states obtained by flipping spins, the results we get are shown in the table below.
Spins Flipped Energy(Method A) Energy(Method B) Energy(Method C)
σy8 -11.7335(5) -12.1070(51) -13.9146
σy9 -11.7474(5) -11.8873(57) -13.9146
σx8σ
z
8 unrealizable -12.7447(37) -13.9146
Table 3: Energy of excited states with a pair of vortices in a 3× 3 lattice system, measured through different methods
as explained in the text.
We find that method (a) is more stable than method (b), which might be due to the random initialization of RBM
parameters in method (b) for the training process. Both methods, (a) and (b), deviate by a margin from the analytic
values, namely method (c). This can be again explained by the fact that the state from which these states are obtained
by flipping, is not a true groundstate but an entangled state. This can be confirmed by measuring the plaquette operators
in the excited states we created and the result is again a value close to zero rather than +1 or −1.
5.3 Quantum State Tomography for Groundstate
In this section we apply the technique discussed in Section 3.2 to reconstruct the wave function from measurements . In
order to generate measurement data set, we sample from an exact groundstate by random measurements in different
basis. To this end, we focus on the 2× 2 lattice in order to deal with the computational resource requests and also being
able to find the exact groundstate wave function through exact diagonalization. The last step is to train the RBM using
the data set obtained. The result is shown in Fig.8.
There are many intricate parameters which one can adjust during training, such as learning rate, batch size, number of
Metropolis samples, and number of single measurements. Only with a suitable choice of parameters and large enough
training data set, can one achieve a satisfactory result. For the example depicted in Fig.8, in order to build the training
data set, the exact wave function was sampled 2000 times for 256 randomly chosen basis x, y, z and the hidden node
density α was set equal to 2. With this combinations of parameters, QST leads to an overlap of 97 percent between the
exact wave function and the learned one.
Plaquette Operator expectation values and spin flipping
Starting from the state obtained from tomography as discussed above, one can then realize vortices in the system by
modifying parameters of the RBM as described in Section4. In order to verify that modification of RBM parameters
takes us to the right excited state, we measure the relevant plaquette operators in the system. The convention for labeling
plaquette operators and sites is as shown in Fig.9.
For the trained RBM state after performing QST for groundstate of 2 × 2 lattice, the expectation values of its four
plaquette operators as well as the measured energies are shown in Table 4. Moreover, flipping the y- and z-components
of the spin at lattice site number 5 (or equivalently, applying Sˆx5 ) will produce a pair of vortices at B and D plaquettes.
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Figure 8: Energy and overlap results for QST of 2×2 lattice system for different training phases with specified learning
rates in the figure.
Figure 9: Labeling convention for plaquette operator measurements.
Therefore, the expectation value of the Wˆp operator in these plaquettes also flips sign. Similarly, applying Sˆ
y
7 , will
kill the vortex in plaquette D and produce one in plaquette A. The changes in the sign of expectation values for these
plaquettes is shown in the Table 4 below. Finally, by applying Sˆz3 we return back to the no-vortex sector. These results,
prove the effectiveness of the framework developed in Section4 for realization of vortices in RBM states, in both QST
and usual learning approaches.
Note that the energy after each flip changes by an amount ∆E ∼ 2. This can be explained by the fact that each
vortex sector has its own groundstate but also excited states with higher energies created by fermionic quasi-particle
excitations. For example, the no-vortex sector has a spectrum given by the Hamiltonian in Equ.20 and while the
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Spin Flip Operator (acting successively) WA WB WC WD Energy
Groundstate 0.94889473 0.95168581 0.95248031 0.95528330 -6.0778
Sˆx5 0.94889473 -0.95168581 0.95248031 -0.95528330 -4.0105
Sˆy7 -0.94889473 -0.95168581 0.95248031 0.95528330 -1.8040
Sˆz3 0.94889473 0.95168581 0.95248031 0.95528330 0.0606
Table 4: Expectation values of plaquette operators after applying a series of spin flip operators on the RBM state
obtained from QST.
groundstate is the lowest lying state in this sector, there will be excited quasi-particle states carrying momentum k
which are created by the γ†k operators. Similarly, vortex sectors with a non-trivial vortex number can be in an excited
state by applying quasi-particle creation operators. A rough estimate shows that the difference ∆E ∼ 2 is of the order
of such a quasi-particle excitation and thus the vortices we are creating carry such excitations. This also explains why
when returning to the no-vortex sector we do not arrive at the original energy.
6 Conclusion
In this paper we have constructed RBM realizations of several sectors of the Kitaev Honeycomb model. In particular,
we have focused on the gap-less non-Abelian phase corresponding to the parameter choice Jx = Jy = Jz and used
machine learning algorithms to train restricted Boltzmann machines in order to find groundstates and excited states of
such systems. We find that one can achieve a groundstate realization to a reasonable approximation and also realize
excited states. Moreover, using quantum state tomography we have been able to reconstruct an exact wavefunction
from single shot measurements and used this method to “detect” the vortex state of the system. This is useful for
applications in topological quantum computation where one would need to “decode” input data, then perform a quantum
gate operation, and finally create an output.
Of course, in the case of the Honeycomb model we have an exact solution of the spectrum using Kitaev’s Majorana
fermion representation. However, such a representation, though giving exact values for the energies of given states in
the Hilbert space, is at the same time loosing information. For example it is difficult and in some cases unknown how to
compute expectation values of string operators composed of Pauli matrices. Moreover, one may loose the Majorana
representation in cases where a complicated perturbation is added to the Hamiltonian which obscures such a simple
representation. For all these reasons it is desirable to obtain realizations of the quantum state in terms of spin eigenstates
and the RBM given in Equ.21 is such a representation. It would be interesting to look at further refinements of the
RBM representation which would allow us to find more accurate approximations of ground and excited states as well
as shorter learning times. One way to achieve this is to use “projected gradient descent” where after each learning
step/gradient step one projects the parameters of the RBM to a subspace corresponding to a specific vortex sector of the
physical system. We leave such refinements and further applications for future work.
The software framework developed for this project is publicly available at https://github.com/mrnp95/TQC/.
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