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Abstract
The purpose of this paper is to investigate kernel density estimators for spatial processes
with linear or nonlinear structures. Sufﬁcient conditions for such estimators to converge in L1
are obtained under extremely general, veriﬁable conditions. The results hold for mixing as well
as for nonmixing processes. Potential applications include testing for spatial interaction, the
spatial analysis of causality structures, the deﬁnition of leading/lagging sites, the construction
of clusters of comoving sites, etc.
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1. Introduction
The applications of spatial statistical models are extremely numerous and diverse.
Data, in a number of ﬁelds, are collected on the surface of the earth, thus involving
two- or three-dimensional spatial coordinates, possibly more. The subject has
generated an enormous literature that cannot be reviewed here; for background
material on spatial statistics and spatial time series, the reader is referred to Anselin
and Florax [2], Basawa [3,4], Cressie [10], Possolo [20], Ripley [21], Rosenblatt [24],
and Tj^stheim [26].
In this paper, our goal is to study nonparametric density estimation for spatial
data with linear or nonlinear structures in situations in which parametric estimation
cannot be adopted with conﬁdence.
Denote by ZN the set of integer lattice points in the N-dimensional Euclidean
space, where NX1 and Z ¼ f0; 71;72;yg: A d-dimensional random ﬁeld over
ZN is a Rd -valued stochastic process fXj; jAZNg deﬁned on some probability space
ðO;F;PÞ: In the sequel, we always tacitly assume that fXjg is strictly stationary; a
point jAZN will be referred to as a site.
A random ﬁeld fXjg is called linear if there exist an integer d˜; a collection of d  d˜
matrices ai; iAZN ; and an i.i.d. Rd˜-valued random ﬁeld feng deﬁned on ðO;F;PÞ;
with E½ej	 ¼ 0 and E½eje0j	 :¼ s2I; soN such that
Xj ¼
X
iAZN
aieji; jAZN ; ð1:1Þ
where the series on the right-hand side is convergent in L2:
Such models were considered as early as 1954 by Whittle [31,32], who suggested a
linear spatial autoregression model (see also [18]) whose stationary solution can be
expressed (with N ¼ 2 and d ¼ d˜ ¼ 1) as a spatial moving average of the form (1.1).
The problem of density estimation for linear random ﬁelds was studied in [14] from
the L2 point of view.
In this paper, we consider the much more general case of a nonlinear structure of
the form
Xj ¼ gðeji; iAZNÞ; jAZN ; ð1:2Þ
where g is a Borel-measurable function from ðRd˜ÞZN to Rd : Let In; where n ¼
ðn1;y; nNÞAZN is such that nkX1; k ¼ 1;y; N; be the rectangular region of ZN
deﬁned by
In :¼ fiAZN : 1pikpnk; k ¼ 1;y; Ng;
the number of sites in In is denoted as #n :¼
QN
k¼1 nk: We write that n-N when
min
1pkpN
fnkg-N and max
1pj;kpN
fnj=nkgoC
for some ﬁxed 0oCoN; the same letter C is used throughout for various positive
constants, the value of which is unimportant.
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Suppose that fXjg has density f ; and is observed on In: The kernel density
estimator fn of f is deﬁned by
fnðxÞ :¼ ð#nbdÞ1
X
jAIn
Kððx XjÞ=bÞ; xARd ; ð1:3Þ
where K :Rd-Rþ is a kernel function, and b  bn a sequence of bandwidths tending
to zero as n tends to inﬁnity.
The convergence to f of fn can be considered from several point of views, but
Devroye and Gyo¨rﬁ [12, p. 1] convincingly pointed out that L1 is the natural distance
to be considered for densities. Accordingly, the main objective of this paper is to
obtain weak conditions for the L1 distance
Jn :¼
Z
Rd
j fnðxÞ  f ðxÞj dx ð1:4Þ
between fn and f to converge to zero in probability.
The nonparametric estimation of a probability density f has a pretty long history
in statistical inference. In the independent case with N ¼ 1; the L1 distance (1.4)
tends to zero under very mild conditions (see [11]); this consistency result was
employed by Chan and Tran [8] in the problem of testing for serial dependence. The
results obtained here similarly have potential usefulness in testing for spatial
interaction.
The same problem has been studied quite extensively in the context of strongly
mixing stationary processes ðN ¼ 1Þ (see [5,6,13,16,17,19,22,23,25,27,33], to name
only a few). For linear process (satisfying (1.1) with N ¼ 1 and d ¼ d˜ ¼ 1), results
have been obtained by Chanda [9], Tran [29], and Hallin and Tran [15], among
others.
The case of random ﬁelds ðN41Þ has not been studied much: the fact that the sites
do not have a natural ordering indeed makes the problem technically more difﬁcult.
Tran [28] and Tran and Yakowitz [30] have investigated some aspects of the
problem. More recently, Hallin et al. [14] have obtained the limiting distribution of
kernel density estimators for linear random ﬁelds under general conditions.
To the best of our knowledge, the only paper dealing with a L1 approach of kernel
estimation problems in random ﬁelds is Carbon et al. [7], under strong mixing
assumptions. Although the strong mixing property is often reasonable, it is not
satisﬁed by many processes of practical interest. A very simple example of a linear
process that is not strong mixing is the autoregressive process Xt ¼ ð1=2ÞXt1 þ et
with Pðet ¼71Þ ¼ 1=2 (here d ¼ d˜ ¼ 1); cf. [1]. Moreover, it is generally impossible
to check whether or not a process is strongly mixing.
In this paper, we relax both the linearity assumption of Hallin, et al. [14], and the
mixing assumptions of Carbon et al. [7]. Our results show that kernel density
estimators of f converge in L1 under general and rather simple conditions on the
bandwidth b:
The paper is organized as follows. The main assumptions and consistency result
(Theorem 2.1) are presented in Section 2. In Section 3, this result is considered
(Corollaries 3.1 and 3.2) in the particular case of linear random ﬁelds. The conditions
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for Jn to converge to zero are quite simple in this case. Section 4 contains a series of
lemmas which are crucial for the proof of (Theorem 2.1). In Section 5, we devise a
nonstandard blocking technique for spatial random variables, from which we
establish an exponential inequality by Poissonization, as done by Devroye [11]. This
exponential inequality in turn provides sharp bounds which are later utilized to
obtain mild conditions for the convergence of Jn . The proof of the main result then
readily follows (Section 6).
2. Assumptions and main result
Assume throughout that fXjg; observed over In; satisﬁes (1.2). For any site
j ¼ ð j1;y; ; jNÞ and any m ¼ ðm1;y; mNÞAZN such that mkX1; k ¼ 1;y; N; set
Rðj;mÞ :¼ fiAZN : ji1  j1jpm1;y; jiN  jN jpmNg
and
X
ðmÞ
j :¼ gmðei; iARðj;mÞÞ :¼ E½Xjjei; iARðj;mÞ	: ð2:1Þ
Write vðmÞ ¼ EjjXj  XðmÞj jj2; where jj  jj is the usual Euclidean norm in Rd : the
random ﬁeld fXjg is said to be v-stable (in L2) with respect to fejg if limm-N vðmÞ ¼
0 as m-N: We call vðmÞ the stability coefficients of fXjg (with respect to fejg).
It is clear that, when g is linear, that is, when fXjg is a linear random ﬁeld of the
form (1.1), then
vðmÞ ¼ s2
X
i
jjaijj2; with jjaijj2 ¼
Xd
k¼1
Xd˜
c¼1
ðaiÞ2kc; ð2:2Þ
where the summation
P
i covers all sites i ¼ ði1;y; iNÞ such that ik4mk for some
k ¼ 1;y; N:
Our consistency result (Theorem 2.1), of course, requires some assumptions on the
kernel K and the bandwidth b: Whereas Assumption 2.1 is a very mild and standard
condition on K ; the asymptotic behavior of the bandwidth should be related with the
stability coefﬁcients of the model. If these stability coefﬁcients go to zero ‘‘slowly’’
(Assumption 2.2), then the bandwidth should go to zero ‘‘fast’’ (Assumption 2.3). If
the stability coefﬁcients go to zero ‘‘fast’’ (Assumption 2.4), then bandwidth decay
can be ‘‘slower’’ (Assumption 2.5).
Assumption 2.1. The kernel function K in (1.3) is absolutely integrable, withR
KðzÞ dz ¼ 1 and R jjzjjKðzÞ dzoN: In addition, jKðxÞ  KðyÞjpCjjx yjj for
some constant C40 and any x; yARd :
Assumption 2.2. There exists a constant a40 such that vðk1Þ ¼ oðkaÞ as k-N;
where 1 :¼ ð1;y; 1ÞAZN :
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Assumption 2.3. The bandwidth b ¼ bn tends to 0 slowly enough that
lim
n-N
#nbdþ2ðdþ1ÞN=an ¼N: ð2:3Þ
Note that when a is large, condition (2.3) is close to the condition that #nbdn-N;
which is the condition needed for Jn to converge to zero in probability in the i.i.d.
case (see, for example, [11]).
Assumption 2.2 only requires that vðk1Þ decays at algebraic (polynomial) rate as
k-N: If this decay is geometric, then the condition on the bandwidth can be much
weaker, and almost the same as in the i.i.d. case. More precisely, let us replace
Assumption 2.2 with
Assumption 2.4. There exists 0oro1 such that vðk1Þ ¼ OðrkÞ as k-N:
Then, Assumption 2.3 can be weakened into
Assumption 2.5. The bandwidth bn is such that
bdnðln #nÞ-0 and #nbdnðln #nÞN-N ð2:4Þ
as n-N:
Under these assumptions, we now can state the main result of this paper, which
establishes the L1 consistency of fˆn:
Theorem 2.1. Suppose that either Assumptions 2.1–2.3 or Assumptions 2.1, 2.4, and
2.5 are satisfied: then Jn!P 0 as n-N:
3. Linear random ﬁelds
In this section, we show that the conditions on the stability coefﬁcients in
Assumptions 2.2 and 2.4 are satisﬁed by a large class of linear random ﬁelds (of the
form (1.1)). For simplicity, we let d ¼ d˜ ¼ 1 (writing Xj instead of Xj; ai instead of ai;
etc.). Suppose ai tends to zero at algebraic rate, with
jaij ¼ Oðji1jd1yjiN jdN Þ ð3:1Þ
as i-N; where dj41=2 for j ¼ 1;y; N: From (2.2),
vðmÞpOð1Þ
XN
i1¼m1
i2d11 þ?þ
XN
iN¼mN
i2dNN
 !
pOðm2d1þ11 þ?þ m2dNþ1N Þ:
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Choose 0oao2min1pjpN dj  1: then,
kavðk1Þ ¼ kaO k2 min1pjpN djþ1 	-0;
so that Assumption 2.2 is satisﬁed. We have thus proved the following corollary to
Theorem 2.1.
Corollary 3.1. Suppose the linear random field fXjg defined in (1.1) (with d ¼ d˜ ¼ 1)
satisfies condition (3.1). Suppose that Assumptions 2.1 and 2.3 also hold. Then Jn!P 0
as n-N:
Next, if ai decays at geometric rate, that is, if
jaij ¼ Oðrji1j1 yrjiN jN Þ ð3:2Þ
as i-N; where 0orjo1 for j ¼ 1;y; N; then
vðmÞpOðrm11 þ?þ rmNN Þ;
and thus vðk1Þ ¼ OðrkÞ-0; with 0or ¼ max1pjpN rjo1: Hence Assumption 2.4 is
satisﬁed, and the following corollary to Theorem 2.1 holds.
Corollary 3.2. Suppose the linear random field fXjg defined in (1.1) (with d ¼ d˜ ¼ 1)
satisfies condition (3.2). Suppose that Assumptions 2.1 and 2.5 also hold. Then Jn!P 0
as n-N:
4. Preliminaries and lemmas
The proof of Proposition 2.1 relies on a series of lemmas, which we now state and
prove. For any positive constant u; deﬁne
Jn1ðuÞ :¼
Z
jjxjj4u
j fnðxÞ  f ðxÞj dx and Jn2ðuÞ :¼
Z
jjxjjpu
j fnðxÞ  f ðxÞj dx:
Note that, for any uX0; Jn decomposes into Jn ¼ Jn1ðuÞ þ Jn2ðuÞ:
Lemma 4.1. Let E40 be an arbitrarily small positive number. Then,
limn-N E½Jn1ðuÞ	oE for all u larger than some UðEÞ:
Proof. Since
R
f ðxÞ dx ¼ 1 and R KðxÞ dxoN; for u40 sufﬁciently large, we haveZ
jjxjj4u=2
f ðxÞ dxoE=3 and
Z
jjxjj4u
KðxÞ dxoE=3; ð4:1Þ
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hence
E½Jn1ðuÞ	pE
Z
jjxjj4u
fnðxÞ dx
" #
þ
Z
jjxjj4u
f ðxÞ dx
p
Z Z
jjxjj4u
bdKððx yÞ=bÞ dxf ðyÞ dyþ E=3: ð4:2Þ
Letting t :¼ ðx yÞ=b and noting that b-0 as n-N; (4.1) and (4.2) yield
E½Jn1ðuÞ	p
Z Z
jjyþbtjj4u
KðtÞ dtf ðyÞ dyþ E=3
p
Z
jjtjj4u
KðtÞ dtþ
Z Z
jjyjjþbjjtjj4u;jjtjjpu
KðtÞ dtf ðyÞ dyþ E=3
p
Z Z
jjtjjpu
KðtÞ dtIðjjyjjþbu4uÞðyÞ f ðyÞ dyþ 2E=3
p
Z
jjyjj4u=2
f ðyÞ dyþ 2E=3oE;
which completes the proof. &
Still for u40; deﬁne
J
ð1Þ
n2 ðuÞ :¼
Z
jjxjjpu
j fnðxÞ  EfnðxÞj dx and Jð2Þn2 :¼
Z
Rd
jEfnðxÞ  f ðxÞj dx:
Obviously, Jn2ðuÞpJð1Þn2 ðuÞ þ Jð2Þn2 :
Lemma 4.2. For all u40; Jð2Þn2 ðuÞ-0 as n-N:
Proof. See Lemma 2.1 of Carbon et al. [7, p. 159] or Lemma 1 of Devroye [11,
p. 897]. &
Clearly, we have, for all m;
J
ð1Þ
n2 ðuÞp
Z
jjxjjpu
j fnðxÞ  f ðmÞn ðxÞj dxþ
Z
jjxjjpu
j f ðmÞn ðxÞ  Ef ðmÞn ðxÞj dx
þ
Z
jjxjjpu
jEf ðmÞn ðxÞ  EfnðxÞj dx
:¼ In1ðuÞ þ In2ðuÞ þ In3ðuÞ;
say, where f
ðmÞ
n ðxÞ :¼ ð#nbdÞ1
P
jAIn Kððx X
ðmÞ
j Þ=bÞ; with XðmÞj deﬁned in (2.1).
Consider a sequence m ¼ mðnÞ; nAZN ; such that, for n-N; mðnÞ-N: In the
sequel, we will make some statements requiring that
b2ðdþ1ÞvðmðnÞÞ-0; ð4:3Þ
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and/or
#m=ð#nbdÞ-0 and #m expfC #nE2= #mg-0: ð4:4Þ
for all E40: Such sequences mðnÞ need not exist; later on (Section 6), however, we
will show that their existence follows from either Assumptions 2.3 or 2.4 (for (4.3)),
either Assumptions 2.3 or 2.5 (for (4.4)).
Lemma 4.3. Let the sequence m ¼ mðnÞ satisfy (4.3). Then, for all u; In1ðuÞ!P 0 as
n-N:
Proof. Let l denote the d-dimensional Lebesgue measure. By the Lipschitz
continuity of KðÞ and the deﬁnition of vðmÞ;
E½In1ðuÞ	pE
Z
jjxjjpu
ð#nbdÞ1
X
jAIn
jKððx XjÞ=bÞ  Kððx XðmÞj Þ=bÞj dx
" #
pCE ð#nbdÞ1
X
jAIn
jjXj  XðmÞj jj
" #
=blðjjxjjpuÞ
¼Cbðdþ1ÞE½jjXj  XðmÞj jj	lðjjxjjpuÞ
pCbðdþ1ÞðEjjXj  XðmÞj jj2Þ1=2lðjjxjjpuÞ
p ðb2ðdþ1ÞvðmðnÞÞÞ1=2lðjjxjjpuÞ;
a quantity which, in view of (4.3), converges to zero as n-N: &
Lemma 4.4. Under the same assumptions as in Lemma 4.3, In3ðuÞ!P 0 for all u; as
n-N:
Proof. The proof follows along the same lines as for Lemma 4.3. &
The same property also holds for In2ðuÞ provided that m ¼ mðnÞ satisﬁes (4.4), but
the proof is more complicated. We start with a lemma about In2ðuÞ:
Lemma 4.5. Let the sequence m ¼ mðnÞ satisfy (4.4). Then, In2ðuÞ!P 0 for all u; as
n-N:
Proof. For any given E40; let the positive constants M; L; N0; a1;y; aN0 ; and the
N0-tuple of disjoint ﬁnite rectangles A1;y; AN0 in R
d be such that the function
K%ðxÞ :¼PN0i¼1 aiIAiðxÞ satisﬁes
jK%jpM; K%ðxÞ ¼ 0 for xe½L; L	d ; and
Z
jKðxÞ  K%ðxÞj dxoE:
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For all rectangle A in Rd ; set mðmÞn ðAÞ :¼ #n1
P
iAIn IðXðmÞ
i
AAÞ and m
ðmÞðAÞ :¼
PðXðmÞi AAÞ: Then,
f ðmÞn ðxÞ ¼ bd
Z
Kððx yÞ=bÞmðmÞn ðdyÞ
and
E½f ðmÞn ðxÞ	 ¼ bd
Z
Kððx yÞ=bÞmðmÞðdyÞ:
Similarly, deﬁning
f%ðmÞn ðxÞ :¼ bd
Z
K%ððx yÞ=bÞmðmÞn ðdyÞ;
we have
Ef%ðmÞn ðxÞ ¼ bd
Z
K%ððx yÞ=bÞmðmÞðdyÞ:
Thus, In2ðuÞ decomposes into
In2ðuÞ ¼
Z
jjxjjpu
j f ðmÞn ðxÞ  f%ðmÞn ðxÞj dxþ
Z
jjxjjpu
j f%ðmÞn ðxÞ  Ef%ðmÞn ðxÞj dx
þ
Z
jjxjjpu
jEf%ðmÞn ðxÞ  Ef ðmÞn ðxÞj dx
:¼ I ð1Þn2 ðuÞ þ I ð2Þn2 ðuÞ þ I ð3Þn2 ðuÞ;
say. By the same argument as in the proof of Lemma 3.2 of Devroye and Gyo¨rﬁ [12],
it is easily proved that I
ð1Þ
n2 ðuÞoE and I ð3Þn2 ðuÞoE: For I ð2Þn2 ðuÞ; we have
I
ð2Þ
n2 ðuÞpMbd
XN0
i¼1
Z
jjxjjpu
jmðmÞn ðxþ bAiÞ  mðmÞðxþ bAiÞj dx:
So, in order to prove that I
ð2Þ
n2 ðuÞ!
P
0; it sufﬁces to show that, for all ﬁnite rectangle A
of Rd ;
IAn2ðuÞ :¼ bd
Z
jjxjjpu
jmðmÞn ðxþ bAÞ  mðmÞðxþ bAÞj dx!
P
0:
Consider a partition of Rd into sets B that are d-fold products of intervals of the
form ½ði  1Þb=N0; ib=N0Þ; where i is an integer, and N0 a positive number to be
chosen later. Call this partition C: Let a˜1;y; a˜d be positive numbers with a˜iX2=N0
for all 1pipd: Deﬁne
A :¼
Yd
i¼1
½x˜i; x˜i þ a˜iÞ and A :¼
Yd
i¼1
½x˜i þ ð1=N0Þ; x˜i þ a˜i  ð1=N0ÞÞ;
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where x˜i; i ¼ 1;y; d; are real constants, Cx :¼ xþ bA 
SfBAC : BDxþ bAg; and
Cx :¼ xþ bðA  AÞ: It is easy to see that CxDCx: Thus,
IAn2ðuÞp bd
Z X
BAC
BDxþbA
jmðmÞn ðBÞ  mðmÞðBÞj dx
þ bd
Z
fmðmÞðCxÞ þ mðmÞn ðCxÞg dx
:¼ q1n þ q2n; ð4:5Þ
say. Let us show that Eq1n and Eq2n can be made arbitrarily small for sufﬁciently
large N0 and n:
(a) Starting with q2n; note that
Cx ¼ xþ b
Yd
i¼1
f½x˜i; x˜i þ 1=N0Þ,½x˜i þ a˜i  1=N0; x˜i þ a˜iÞg :¼ xþ bC˜:
From (4.5) and the fact that, for any Borel set C˜; and any probability measure n on
the Borel sets of Rd ;
R
nðxþ bC˜Þ dx ¼ lðbC˜Þ; we have, for N0 large enough,
Eq2npbd
Z
ðEmðmÞn ðCxÞ þ mðmÞðCxÞÞ dx ¼ 2bd
Z
mðmÞðCxÞ dx ¼ 2bdlðbC˜ÞoE:
(b) Turning to q1n; let a˜40; S :¼
Qd
i¼1 ½a˜; a˜	; and T :¼
Qd
i¼1 ½2a˜; 2a˜	: Choose a˜
large enough so that mðmÞðScÞoE=2 for m ¼ mðnÞ large enough (Sc stands for the
complement of S in Rd). Let | denote the empty set. In the following, we let n; hence
m; be large enough. Deﬁne
F :¼ fBAC : B-Sa|; mðmÞðBÞoðe=2ÞlðBÞ=lðTÞg and E :¼ Sc,
[
BAF
B
 !
;
where l denotes the d-dimensional Lebesgue measure. Note that
S
BAF BDT for
boN0a˜: thus, mðmÞð
S
BAF BÞoe=2 and mðmÞðEÞoe:
Next, deﬁne G :¼ fBAC : B-Sa|; BeFg: Clearly, G,F ¼ fBAC: B-Sa|g;
C G ¼ fBAC; B-S ¼ | or BAFg; and SBAðCGÞ BDE: Since the collection of
sets BAC which are subsets of x þ bA is no larger than the collection of all sets
BAC;
q1n ¼ bd
Z X
BAC
BDxþbA
jmðmÞn ðBÞ  mðmÞðBÞj dx
¼ bd
Z X
BAC
BDxþbA
jmðmÞn ðB-ðxþ bAÞÞ  mðmÞðB-ðxþ bAÞÞj dx
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p bd
Z X
BAC
jmðmÞn ðB-ðxþ bAÞÞ  mðmÞðB-ðxþ bAÞÞj dx
¼ bd
Z X
BAC
fðmðmÞn  mðmÞÞþðB-ðxþ bAÞÞ
þ ðmðmÞn  mðmÞÞðB-ðxþ bAÞÞg dx: ð4:6Þ
Hence, by the deﬁnitions of mðmÞn and mðmÞ;
q1np bd
X
BAC
Z Z
IBðyÞIxþbAðyÞðmðmÞn  mðmÞÞþðdyÞ dx

þ
Z Z
IBðyÞIxþbAðyÞðmðmÞn  mðmÞÞðdyÞ dx

¼ bd
X
BAC
lðbAÞ
Z
IBðyÞðmðmÞn  mðmÞÞþðdyÞ

þ lðbAÞ
Z
IBðyÞðmðmÞn  mðmÞÞðdyÞ

pC
X
BAC
jmðmÞn ðBÞ  mðmÞðBÞj;
since bdlðbAÞ is bounded by a constant C: It follows that
q1npC
X
BAG
jmðmÞn ðBÞ  mðmÞðBÞj þ C
X
BACG
jmðmÞn ðBÞ  mðmÞðBÞj
pC
X
BAG
jmðmÞn ðBÞ  mðmÞðBÞj þ mðmÞn ðEÞ  mðmÞðEÞ þ 2mðmÞðEÞ
" #
:
From the deﬁnition of E; it is now easy to see that mðmÞðEÞoE; so that q1n tends to 0
in probability if
X
BAG
jmðmÞn ðBÞ  mðmÞðBÞj!
P
0 ð4:7Þ
and
jmðmÞn ðEÞ  mðmÞðEÞj!
P
0: ð4:8Þ
In order to complete the proof of Lemma 4.5, it is thus sufﬁcient to show that
condition (4.4) implies the convergences (4.7) and (4.8). This ﬁnal part of the proof is
based on a delicate blocking argument and an exponential inequality, which we
rather develop in a separate section.
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5. Blocking and exponential inequality
This section is devoted to a nonstandard blocking of spatial Bernoulli random
variables, which is crucial in proving that (4.4) implies (4.7) and (4.8), hence in the
end of the proof of Lemma 4.5. Without any loss of generality, we may assume that
mðnÞ :¼ ðm1;y; mNÞAZN is such that nk ¼ ð2mk þ 1ÞqkðnÞ; where qk; k ¼ 1;y; N;
are positive integers. For all l :¼ ðc1;y; cNÞ with lkAf0; 1;y; 2mkg; k ¼ 1;y; N;
deﬁne
ZlðBÞ :¼
Xq1
j1¼1
y
XqN
jN¼1
IfXðmÞ
2m1ð j11Þþj1þc1 ;y;2mN ð jN1ÞþjNþcN
ABg:
Then, ZlðBÞ is the sum of a block of independent Bernoulli random variables. This
fact is more easily explained from an example: in the particular case where N ¼ 2
and j ¼ ð j1; 1Þ; consider the following table:
X
ðmÞ
1;1 X
ðmÞ
2m1þ2;1 X
ðmÞ
4m1þ3;1 y X
ðmÞ
2m1ðq11Þþq1;1
X
ðmÞ
2;1 X
ðmÞ
2m1þ3;1 X
ðmÞ
4m1þ4;1 y X
ðmÞ
2m1ðq11Þþq1þ1;1
^ ^ ^ & ^
X
ðmÞ
2m1þ1;1 X
ðmÞ
4m1þ2;1 X
ðmÞ
6m1þ3;1 y X
ðmÞ
ð2m1þ1Þq1;1
Summations in the deﬁnition of ZlðBÞ are running along the rows of this table, and
the elements in each row are clearly mutually independent.
On the other hand,
mðmÞn ðBÞ  mðmÞðBÞ ¼ ð1=#nÞ
X2m1
c1¼0
y
X2mN
cN¼0
ðZlðBÞ  EZlðBÞÞ:
In the notation we introduced in the proof of Lemma 4.5, we then have the two
following exponential inequalities.
Lemma 5.1. For all E40;
P½jmðmÞn ðEÞ  mðmÞðEÞj4E	p 3
YN
k¼1
ð2mk þ 1Þ
 !

YN
k¼1
qk
 !
E2=25
( )
¼ 3 YN
k¼1
ð2mk þ 1Þ
 !
exp 
YN
k¼1
nk=ð2mk þ 1Þ
 !
E2=25
( )
:
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Lemma 5.2. If #nbd= #m-N; then, for all E40;
P
X
BAG
jmðmÞn ðBÞ  mðmÞðBÞj4E
 !
p3
YN
k¼1
ð2mk þ 1Þ
 !
exp 
YN
k¼1
qk
 !
E2=25
( )
¼ 3
YN
k¼1
ð2mk þ 1Þ
 !
exp 
YN
k¼1
nk=ð2mk þ 1Þ
 !
E2=25
( )
:
Proof. We only prove Lemma 5.2; the proof for Lemma 5.1 is entirely similar. Let
q :¼ ðq1;y; qNÞ: Since the number of elements in G is bounded by Cbd ; and since
Cbd=#q ¼ Oð #mbd=#nÞ-0 in view of the assumption made,
P
X
BAG
jmðmÞn ðBÞ  mðmÞðBÞj4E
 !
pP
X
BAG
X2m1
c1¼0
y
X2mN
cN¼0
ðZlðBÞ  EZlðBÞÞ

X#nE
 !
p
YN
k¼1
ð2mk þ 1Þ
 !
P
X
BAG
jZ0ðBÞ  EZ0ðBÞjX#qE
 !
p
YN
k¼1
ð2mk þ 1Þ
 !
3 expf#qE2=25g;
where the last inequality is obtained from Lemma 3 of Devroye [11, p. 898]. &
Proof of Lemma 4.5 (Continued). Assume that condition (4.4) holds. Noting that
the exponential bound, in Lemmas 5.2 and 5.1, is Oð #m expfC #nE2= #mgÞ; (4.7) and
(4.8) easily follow from these two lemmas. &
Summing up, piecing together Lemmas 4.1–4.5, we have proved the following
result.
Lemma 5.3. Let Assumption 2.1 hold. If there exists a sequence #mð#nÞ such that
conditions (4.3) and (4.4) hold, then Jn!P 0 as n-N:
6. Proof of the main result
In view of Lemma 5.3, the proofs of the two consistency results of Theorem 2.1 are
now straightforward.
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Proof of Theorem 2.1. The proof simply consists in exhibiting a particular sequence
mðnÞ satisfying conditions (4.3) and (4.4).
(a) First consider the system of Assumptions 2.1–2.3. Set mðnÞ :¼
ðm1ðnÞ;y; mNðnÞÞ; with mkðnÞ :¼ b2ðdþ1Þ=a for k ¼ 1;y; N; where a is the positive
constant in Assumption 2.2: this sequence mðnÞ clearly satisﬁes condition (4.3).
As for condition (4.4), note that, for the same sequence mðnÞ;
ðln #mÞ=bd ¼ ð2ðd þ 1Þ=aÞðln b1Þbd-0;
so that ð#n= #mÞ=ðln #mÞXð#n= #mÞ=bd diverges to inﬁnity, if #nbd= #m-N; a condition
which is satisﬁed under Assumption 2.3. Thus condition (4.4) is a consequence of
Assumption 2.3.
Hence, conditions (4.3) and (4.4) hold, and the theorem follows from Lemma 5.3.
(b) Next consider the system of Assumptions 2.1-2.4-2.5. Set mðnÞ :¼
ðm1ðnÞ;y; mNðnÞÞ; with mkðnÞ :¼ ð#nbd=lnb #nÞa=N for k ¼ 1;y; N; where 0oao1 is
a positive constant and b ¼ ðN=aÞð1 aÞ: Then #m ¼ ð#nbd=lnb #nÞa; and
ðln #mÞ=bd ¼ aðbd ln #nþ bd ln bd  bbd ln ln #nÞ-0
if bd ln #n-0: Thus
ð#n= #mÞ=ðln #mÞXð#n= #mÞ=bd ¼ ð#nbd=ðln #nÞNÞ1a-N;
and hence condition (4.4) is satisﬁed under Assumption 2.5.
For condition (4.3), note that, by Assumption 2.4,
b2ðdþ1ÞvðmÞ ¼ b2ðdþ1Þrð#nbd=lnb #nÞa=N
¼ expfð#nbd=lnb #nÞa=N ln r1 þ ln b2ðdþ1Þg-0
if ð#nbd=lnb #nÞa=N=ln b1-N: Since #nbd-N; so ln #n4d ln b1 for n large enough.
Thus #nbd is greater than
dð#nbd=lnb #nÞa=N=ln #n ¼ dð#nbd=lnN #nÞa=N ;
which tends to N by Assumption 2.5. This, along with Lemma 5.3, completes the
proof. &
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