Abstract. We consider the invariance principle for
Introduction
Let a stochastic process ξ(s), s ≥ 0, be defined on a complete probability space (Ω, F, P) equipped with a filtration F t 0 , t ≥ 0,
The invariance principle for this setting means that the sequence of stochastic processes
weakly converges in the Skorokhod topology to the Wiener process W (t), t ∈ [0, T ], where
The proofs of the invariance principle in the papers [1, 2, 3] are based on the assumption that the process X(t), t ∈ [0, +∞), is "close" to a martingale. To be precise, the proofs in [1, 2, 3] use the decomposition ( 
2) X(t) = µ(t) + ρ(t),
where µ(t), t ∈ [0, +∞), is a martingale and ρ(nt)/ √ n, t ∈ [0, T ], is an asymptotically negligible process as n → +∞. Decomposition (2) holds under some conditions posed on the process ξ(s). These conditions are similar to the weak dependence of the process ξ(s). Below is an example of such a condition:
ds < +∞ (see [2] ).
Consider the process
Note that v is well defined if, for example, condition (3) holds. Let
be a martingale. The stochastic process µ(t) is well defined if condition (3) holds and E |ξ(s)| < +∞. Using the properties of conditional expectation we obtain the following representation:
If ξ(s), s ≥ 0, is a stationary process, then v(t) is a strongly stationary process. Equality (5) implies, for example, that
Moreover the strongly stationary process υ(t) is such that
in probability (see [2] ).
To this end we note that representation (5) may also hold in the case of a nonstationary process ξ(t), t ≥ 0, if µ and ρ have the same properties as above, namely if µ is a martingale and ρ is negligible. This is the case we consider below.
In this paper, we study the invariance principle for normalized integrals with fast Poisson time. Namely, we consider the problem of estimating the rate of approximation in probability of the process
by the family of processes σγ
2. An estimate of the rate of convergence of a compound Poisson process to a normalized integral of the Ornstein-Uhlenbeck process Consider a process ξ(t) to be a solution of the equation
where γ > 0 and σ > 0 are constants and W (t), t ≥ 0, is a standard Wiener process such that W (t), t ≥ 0, does not depend on ξ(0). We also assume that Var ξ(0) < +∞. Then ξ(t) is called the Ornstein-Uhlenbeck process. Let ξ t,x (s) be a stochastic process starting from a point x at the moment t ≥ 0 and let ξ t,x (s) have the following stochastic differential:
We understand equality (7) in the sense that
It is well known that
Since
we have
This implies the following bound:
Combining the latter result with (7) we finally get
This means that condition (3) holds. Thus the stochastic process
is well defined. It is clear that the process
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use also is well defined. Therefore both processes v(t) and µ(t) in the definition of the Ornstein-Uhlenbeck process are well defined and moreover
This yields
Note that representation (10) is obvious in the case of the Ornstein-Uhlenbeck process.
Theorem 2.1. Let ξ(t), t ≥ 0, be the Ornstein-Uhlenbeck process such that
Var ξ(0) < +∞, and suppose that W (t), t ≥ 0, does not depend on ξ(0) and Z(t). Then
in probability. Moreover
Proof. Using representation (10) we obtain
Indeed, the process
is a martingale, since
The characteristics of ξ kT do not exceed
Applying an estimate of [4, p. 172] we prove representation (13). Further,
This implies the upper bound (12).
Remark 2.1. If the initial distribution possesses an exponential moment, that is, if
E exp{αξ(0)} ≤ C < +∞ for some 0 < α < +∞, then a sharper bound holds. Namely,
Now we prove that the following representation holds:
3. An estimate of the rate of approximation of sums of increments of a Wiener process with fast Poisson time by sums of increments of the Wiener process with fast nonrandom time
The main result of this section reads as follows.
Theorem 3.1. Let Z(t), 0 ≤ t ≤ T , be a Poisson process such that E Z(t) = λ(t).
Assume that
Proof. Put
Then W (t) is a Wiener process and
Let ω(h) be the modulus of continuity of the process W (t), 0 ≤ t ≤ 1:
The following estimate is well known (see [5] ):
Since the stochastic processes
are martingales, we have the following bound:
Inequality (17) follows from the bounds (18), (19), and (20). Theorem 3.1 is proved.
Below we provide an estimate of the rate of approximation of a normalized integral of the Ornstein-Uhlenbeck process with fast Poisson time by a family of Wiener processes. 
Theorem 3.2. Let Z(t), 0 ≤ t ≤ T , be a Poisson process such that E Z(t) = λ(t).

Assume that
0 < ρT n ≤ λ(nT ) ≤ χT n < +∞. Let ρ(n) → 0 and δ(n) → 0 such that nδ(n) → +∞, ρ 2 (n)/h(n) → +∞, and ρ(n) √ T χ h −3/2 (n) exp − ρ 2 (n) 2h(n)T χ → 0 as n → +∞. Further let ξ(t), t ≥ 0,1 √ n Z(nt) 0 ξ(s) ds = σ γ 1 √ n W (λ(nt)) + ρ n (t), t∈ [0, T ]. Moreover P sup 0≤t≤T |ρ n (t)| > ρ ≤ 32 Var ξ(0) ρ 2 γ 2 n + 2nδ exp − ρ 2 γ 3 n 16σ 2 2γT − 1 −1 + 20 γρ(n) σ √ T χ h −3/2 (n) exp −ρ 2 (n)γ 2 / 2σ 2 h(n)T χ + 2 exp −T ρh(n)n + 1 6 .
Concluding remarks
We considered the problem on estimating the rate of approximation in probability as n → +∞ of the process
, where Z(t) is a Poisson process such that E Z(t) = λ(t), λ(0) = 0, and W (t), t ≥ 0, is a standard Wiener process. We obtained sufficient conditions for the inequality
where r n → 0 and α n → 0 as n → +∞. The statistical analysis of logarithms of the prices of some stocks leads to the following empirical conclusions: the moments of jumps in prices are Poisson, while the heights of the jumps are Gaussian. Moreover, there exists a positive correlation between jumps. The process ς n (t) considered above possesses these properties. Therefore ς n (t) can be used as the main process when modeling the evolution of prices of stocks. Note that this model is an ε-martingale for sufficiently large n (see [6] concerning the notion of ε-martingales).
The idea of the above proof of Theorem 3.1 belongs to Yu. S. Mishura. This idea allowed us to shorten the original proof. The authors are grateful to Professor Yu. S. Mishura and to a reviewer whose remarks allowed us to improve the presentation of our results.
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