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Abstract
We use a simple and effective Hille-type technique to establish that the n-th-dimensional elliptic equation ∆u + f (x, u) +
g(|x |)x · ∇u = 0, |x | > A > 0, with n ≥ 3, has positive solutions which decay to 0 as |x | → +∞.
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1. The q-problem
The semi-linear elliptic equation
∆u + f (x, u)+ g(|x |)x · ∇u = 0, x ∈ G A, (1)
where G A = {x ∈ Rn : |x | > A}, A > 0 and n ≥ 3, modeling various phenomena of a physical nature, has received
increasing attention in recent years. Following the authoritative work of Constantin [1–3], the existence of positive
solutions that are either bounded or, an even more physically relevant feature, decaying to 0 when their argument
increases indefinitely is implied by the assumption that f (x, u) ≥ 0 has special growth on certain subsets of R+×Rn
while g is either bounded (when we restrict the search to that for bounded solutions without any specification of
decay) or such that∫ +∞
A
r |g(r)|dr < +∞. (2)
The fundamental tool of these investigations is the sub-solution and super-solution method devised by Noussair and
Swanson [4] to deal with general existence problems in exterior domains of Euclidean space. We regard as the sub-
solution of (1) any function v ∈ C2(GB)∩C(GB) such that∆v+F(x, v)+g(|x |)x ·∇v ≥ 0 for |x | > B, with B ≥ A.
As for the super-solution, the sign of the inequality is reversed. According to [4, Theorem 3.3], if f : G A × R→ R
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is locally Ho¨lder continuous and g : [A,+∞)→ R is continuously differentiable then the existence of a nonnegative
sub-solution v and of a positive super-solution w to (1) in GB for some B ≥ A, such that v(x) ≤ w(x) for x ∈ GB ,
implies the existence of a solution u of (1) in GB confined by v ≤ u ≤ w throughout GB . Also, u = v on |x | = B.
The latter property is decisive in deducing, via the strong maximum principle, the positivity of u; see [1–3].
Let us introduce a growth condition for f that is closely connected with the restrictions in the papers by Constantin
and with those emerging from the recent literature [5–8]. We consider that
0 ≤ f (x, u) ≤ a(|x |)u, u ∈ [0,+∞), x ∈ G A, (3)
where a : [A,+∞)→ [0,+∞) is a continuous function verifying the smallness condition∫ +∞
A
ra(r)dr < +∞. (4)
An observation due to Ehrnstro¨m [6] says that, if we ask for g(α) ≥ 0 for any α ≥ A (meaning that we remove
any other restriction used in the literature), then solutions decaying to 0 at infinity for (1) will exist provided that a is
subjected to the standard smallness condition (4). Its proof was the starting point of a series of investigations [9–12]
that are completed by the present note. In fact, following [12], the existence and behavior of convenient sub-solutions
v and super-solutions w is established by studying the ordinary differential equation with real-valued, continuous
coefficients (expressed in terms of a, g and a certain scaling function β that links x with s):
h′′(s)+ k1(s)h(s)+ k2(s)
(
h′(s)− h(s)
s
)
= 0, s ≥ s0 > 0. (5)
The connection between v,w, h is given by v(s) = sh1(s), w(s) = sh2(s), where h1,2 are solutions to various
particular cases of (5). While taking h1 ≡ 0 (a standard option), Ehrnstro¨m noticed that if the equation
h′′(s)+ k1(s)h(s) = 0 (6)
has a positive solution h2 such that
h′2(s) ≤
h2(s)
s
for all s large enough, (7)
then we can use (6) instead of (5) (recall that g(α) ≥ 0 for any α ≥ A) when searching for appropriate super-solutions
of (1).
This remark leads us to the issue of existence for a positive solution h to (6) (we shall write just k instead of k1
from now on) such that
h′(s) ≤ q(s)h(s)
s
, s ≥ s0, (8)
where q : [s0,+∞)→ [0, 1] is continuous.
The results regarding (1) established in [11] are more flexible than the previous literature ones since they are based
on a modification of (5) which takes advantage of (8), namely
h′′(s)+
∣∣∣∣k1(s)− 1− q(s)s · k2(s)
∣∣∣∣ h(s) = 0.
In a different direction, given the positive numbers b ∈ (0, 1) and a, c, and two nonnegative, bounded continuous
functions α(s), β(s), the existence of a solution h to (6) expressible as h(s) = as + O(s1−b) when s → +∞ such
that
h(s) ≥ c, α(s) ≤ sb
[
h(s)− c
s
− h′(s)
]
≤ β(s), s ≥ s0,
is established in [9] by means of the Hale–Onuchic approach [10] initiated in [13].
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We shall use a simple Riccatian analysis in the spirit of E. Hille, see the comprehensive presentations in [14–17],
to discuss the existence of positive solutions h of the linear differential equation
h′′(s)+ k(s)h(s) = 0, s ≥ s0 > 0, (9)
where k : [s0,+∞) → R is continuous, that satisfy (8) for a certain class of q’s. Such an investigation will be called
a q-problem. In its entirety, the q-problem is still open. The purpose of this work is to obtain more flexible conditions,
compared with (2) and (4), for the existence of positive solutions of (1) which decay to 0 as |x | → +∞. We stress
that, apart from [12], there is virtually no research in this direction in the literature.
Theorem 1. Let q : [s0,+∞)→ [0, 1] be a continuous function such that sups≥s0 q(s) = Q < 12 and
s
∫ +∞
s
q2(τ )
τ 2
dτ + s
∣∣∣∣∫ +∞
s
k(τ )dτ
∣∣∣∣ ≤ q(s), s ≥ s0.
Then, Eq. (9) has a positive solution h such that (8) holds.
Proof. Consider the set
Z = {z ∈ C([s0,+∞),R) : |z(s)| ≤ q(s) for all s ≥ s0} .
If endowed with the standard sup-metric
d(z1, z2) = sup
s≥s0
|z1(s)− z2(s)|, z1,2 ∈ Z ,
this set will become a complete metric space Z = (Z , d).
Define the operator T : Z → Z via the formula
(T z)(s) = s
∫ +∞
s
z2(τ )
τ 2
dτ + s
∫ +∞
s
k(τ )dτ, s ≥ s0,
for all z ∈ Z .
The operator T : Z → Z is a contraction of coefficient 2Q. This follows readily from the estimate
|(T z1)(s)− (T z2)(s)| ≤ s
∫ +∞
s
2q(τ )
τ 2
|z1(τ )− z2(τ )|dτ
≤ 2Q · d(z1, z2),
where z1,2 ∈ Z . Accordingly, T has a fixed point z0 in Z .
Finally, the function h(s) ≡ h0 exp
(∫ s
s0
z0(τ )
τ
dτ
)
is the solution that we have searched for. Here, h0 > 0. 
Remark 1. An example of q is given by q(s) ≡ L for any L ∈
(
0, 12
)
. The hypothesis of our Theorem 1 reads as the
Hille condition [18], namely
s
∣∣∣∣∫ +∞
s
k(τ )dτ
∣∣∣∣ ≤ L − L2 < 14 , s ≥ s0.
In this case, the q-problem yields the existence of a solution h to (9) such that h(s) = O(sL) as s → +∞. Another
example of q comes from [11], namely q(s) = (log s)−1 for s > max{e2, s0}. It illustrates the situations when
q(s) = o(1) as s →+∞.
2. Decay of positive solutions to (1)
Let us introduce the scaling function β by the formula
β(s) =
(
s
n − 2
) 1
n−2
, s ≥ s0 = (n − 2)An−2.
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We consider further the positive, twice continuously differentiable functions w, h linked by
w(x) = h(s)
s
, s ≥ s0, (10)
where |x | = β(s). We shall use w as a radially symmetric super-solution to (1), h being a solution of (9) for k given
by
k(s) = 1
s
β(s)β ′(s)
∣∣∣∣ 1n − 2a(β(s))− [1− q(s)] g (β(s))
∣∣∣∣ , s ≥ s0. (11)
Assume that k verifies the hypotheses of Theorem 1. This means that
r
n − 2
∫ +∞
r
τ 3−n
∣∣∣∣ a(τ )n − 2 − [1− q((n − 2)τ n−2)]g(τ )
∣∣∣∣ dτ ≤ q(r)− r ∫ +∞
r
q2(τ )
τ 2
dτ, r ≥ A.
Remark 2. It might happen that the upper bound of q in Theorem 1, that is Q < 12 , looks like an unnecessary
restriction at first glance. We agree that it is possible to derive, via the functional analysis machinery described in
[10], ways of bypassing this restriction. However, as this investigation aims at relaxing (2) and (4), an inspection of
the formula for k, (11), clarifies the fact that our best situation is a situation when q(s) = o(1) for s → +∞ because
in that case we allow for as much freedom of a as possible by our method.
Now, following [12], we have the estimates
|x |n−1 (∆w + f (x, w)+ g(|x |)x · ∇w) = n − 2
β(s)β ′(s)
[β(s)]n−1
×
[
h′′(s)+ 1
n − 2β(s)β
′(s) f (x, w)+ β(s)β ′(s)g(β(s))
(
h′(s)− h(s)
s
)]
,
where s ≥ s0, which further lead to (recall that g(α) ≥ 0 for any α ≥ A)
|x |n−1 (∆w + f (x, w)+ g(|x |)x · ∇w) ≤ n − 2
β(s)β ′(s)
[β(s)]n−1 [h′′(s)+ k(s)h(s)] = 0.
We have proved that w from (10) is a positive super-solution of (1). Also, the trivial solution of (1) is its
(nonnegative) sub-solution. As explained in the introduction, the strong maximum principle helps in deciding that
the solution of (1) confined between v and w does not possess any zeros.
A closer look at (8) reveals that h(s) = O(sQ) as s → +∞, by means of the Gronwall–Bellman inequality. This
implies that
0 < u(x) ≤ h((n − 2)|x |
n−2)
(n − 2)|x |n−2 = O
(
|x |(Q−1)(n−2)
)
when |x | → +∞.
In conclusion, u decays to 0 as |x | → +∞ with a prescribed rate. Also, the restriction upon a, g is far more
permissive than the conditions (2) and (4) used in the recent literature.
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