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fractionnaires des quotients d’un nombre réel positif par les
nombres entiers naturels consécutifs
Michel Balazard
Abstract
We give an asymptotic formula for the quadratic total variation of the sequence of fractional parts
of the quotients of a positive real number by the consecutive natural numbers :
∑
n>1
(
{x/(n+ 1)} − {x/n}
)2
=
ζ(3/2)
pi
x1/2 +O(x3/7).
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1 Énoncé du résultat
Posons
Q(x) =
∑
n>1
({x/(n + 1)} − {x/n})2 (x > 0),
où {t} = t − ⌊t⌋ désigne la partie fractionnaire du nombre réel t, et ⌊t⌋ sa partie entière. Le
présent document est annexe à l’article [1] et a pour objet la démonstration du résultat suivant,
mentionné dans [1].
Théorème On a
Q(x) =
ζ(3/2)
pi
x1/2 +O(x3/7) (x > 0).
La démonstration est similaire à celle du théorème de [1]. Nous reprenons l’ensemble des
notations de cet article.
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2 Démonstration du théorème
Posons donc, pour d ∈ N,
Qd(x) =
∑
n>1
[⌊x/n⌋ − ⌊x/(n + 1)⌋ = d] · ({x/n} − {x/(n + 1)})2 ,
où nous avons utilisé la notation d’Iverson : [P ] = 1 si la proposition P est vraie, 0 sinon.
Nous allons évaluer la quantité Qd(x) pour tout d.
2.1 Contribution des grandes valeurs de d
On a d’abord, comme dans le cas de la fonction W de [1] :∑
d>D
Qd(x) <
√
x/(D − 1) (1)
pour D > 1 et x > 0.
2.2 Estimation de Q0(x)
On a
Q0(x) =
∑
06k6x
∑
x/(k+1)<n6x/k−1
x2/n2(n+ 1)2
= ∆1(x)−∆2(x),
où
∆1(x) = x
2
∑
06k6K
∑
x/(k+1)<n6x/k
1/n2(n+ 1)2
∆2(x) = x
2
∑
06k6K
1/⌊x/k⌋2(⌊x/k⌋ + 1)2 ,
et
K = K(x) = ⌊
√
x+ 1/4 − 1/2⌋.
Si x > 2, on a K > 1 et
∆1(x) = x
2
∑
n>x/(K+1)
(
n−4 +O(n−5)
)
= x2
(K3 +O(K2)
3x3
+O(K4/x4)
)
=
√
x
3
+O(1) ,
2
et
∆2(x) = x
2
∑
06k6K
(
k4/x4 +O(k5/x5)
)
=
K5 +O(K4)
5x2
+O(K6/x3)
=
√
x
5
+O(1).
Par conséquent,
Q0(x) =
2
√
x
15
+O(1) (2)
2.3 Calcul de Qd(x) pour d positif
Avec des notations correspondant à celles de [1], nous évaluons maintenant
Qd,1(x) =
∑
Kd−1<k6Kd−1
∑
x/(k−d+1)−1<n6x/k
(
d− x
n(n+ 1)
)2
=
∑
Kd−1<k6Kd−1
(
d2
(⌊x/k⌋ − ⌊x/(k − d+ 1)⌋ + 1) − 2dx( 1⌊x/(k − d+ 1)⌋ −
1
⌊x/k⌋+ 1
)
+ x2
(
F (x/(k − d+ 1))− F (x/k + 1))
)
,
où
F (t) =
∑
n>t−1
1
n2(n+ 1)2
·
On se ramène ensuite à des sommes (d− 1)-télescopiques en utilisant la fonction
ϕ(t) =
1
⌊t⌋ −
1
⌊t⌋+ 1
,
et en notant que
F (t+ 1) = F (t)− ϕ(t)2.
Ainsi,
Qd,1(x) = d
2
∑
Kd−d<k6Kd−1
⌊x/k⌋ − d2
∑
Kd−1−d+1<k6Kd−1
⌊x/k⌋+ d2(Kd −Kd−1 − 1)
+ 2dx
∑
Kd−d<k6Kd−1
1
⌊x/k⌋ − 2dx
∑
Kd−1−d+1<k6Kd−1
1
⌊x/k⌋ − 2dx
∑
Kd−1<k6Kd−1
ϕ(x/k)
− x2
∑
Kd−d<k6Kd−1
F (x/k) + x2
∑
Kd−1−d+1<k6Kd−1
F (x/k) + x2
∑
Kd−1<k6Kd−1
ϕ(x/k)2.
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De même,
Qd,2(x) = −d2
∑
Kd+1−d−1<k6Kd+1
⌊x/k⌋+ d2
∑
Kd−d<k6Kd+1
⌊x/k⌋ − d2(Kd+1 −Kd − 1)
− 2dx
∑
Kd+1−d−1<k6Kd+1
1
⌊x/k⌋ + 2dx
∑
Kd−d<k6Kd+1
1
⌊x/k⌋ + 2dx
∑
Kd+1<k6Kd+1
ϕ(x/k)
+ x2
∑
Kd+1−d−1<k6Kd+1
F (x/k) − x2
∑
Kd−d<k6Kd+1
F (x/k) − x2
∑
Kd+1<k6Kd+1
ϕ(x/k)2.
Enfin,
Qd,3(x) =
∑
x
Kd+1
<k6 x
Kd
(
d− x
n(n+ 1)
)2
= d2
(⌊x/Kd⌋ − ⌊x/(Kd + 1)⌋) − 2dx
( 1
⌊x/(Kd + 1)⌋+ 1
− 1⌊x/Kd⌋+ 1
)
+ x2
(
F
(
x/(Kd + 1) + 1
) − F (x/Kd + 1)
)
.
L’addition des formules obtenues pour Qd,1, Qd,2 et Qd,3 donne
Qd(x) =(
2
∑
Kd−d<k6Kd
−
∑
Kd+1−d−1<k6Kd+1
−
∑
Kd−1−d+1<k6Kd−1
)(
d2⌊x/k⌋ + 2dx/⌊x/k⌋ − x2F (x/k))
−
( ∑
Kd<k6Kd+1
−
∑
Kd−1<k6Kd
)(
d− xϕ(x/k))2. (3)
2.4 Estimation de Qd(x) pour d positif
2.4.1 Estimations complémentaires concernant Kd
Les propositions suivantes n’étaient pas utiles pour démontrer le résultat de [1], mais nous
en aurons l’usage pour l’estimation de Qd(x).
Proposition 1 Pour 0 6 d 6 x, on a
Kd(x) =
√
dx+
d
2
+O(d3/2x−1/2) +O(1).
Démonstration
4
On a
Kd(x) = ⌊(d+
√
d2 + 4dx )/2⌋
=
√
dx (1 + d/4x)1/2 + d/2 +O(1)
=
√
dx+
d
2
+O(d3/2x−1/2) +O(1). ✷
Proposition 2 Pour 0 6 d 6 x, on a
∑
Kd−d<k6Kd
k = d
√
dx+O(d5/2x−1/2) +O(d).
Démonstration
On a
∑
Kd−d<k6Kd
k =
1
2
(
K2d +Kd − (Kd − d)2 −Kd + d
)
= dKd − d
2
2
+
d
2
= d
√
dx+O(d5/2x−1/2) +O(d) ,
d’après la proposition 1. ✷
Proposition 3 Pour 0 6 d 6 x, on a
∑
Kd−d<k6Kd
k3 = x
(
d2
√
dx+O(d7/2x−1/2) +O(d2)
)
.
Démonstration
On a
∑
Kd−d<k6Kd
k3 =
1
4
(
K4d − (Kd − d)4
)
+
1
2
(
K3d − (Kd − d)3
)
+
1
4
(
K2d − (Kd − d)2
)
= dK3d −
3
2
d(d− 1)K2d +O(d3Kd) (puisque d 6 Kd)
= d
(
d3/2x3/2 +
3
2
d2x+O(d5/2x1/2) +O(dx)
) − 3
2
d(d− 1)(dx+O(d3/2x1/2))+O(d7/2x1/2)
(d’après la proposition 1)
= x
(
d2
√
dx+O(d7/2x−1/2) +O(d2)
)
. ✷
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Proposition 4 Pour 0 6 d 6 x, on a
∑
Kd<k6Kd+1
k4 =
(d+ 1)2
√
d+ 1− d2
√
d
5
x5/2 +O((d+ 1)2x2).
Démonstration
Soit P le polynôme tel que
∑
k6K
k4 = P (K) (K ∈ N).
Le terme de plus haut degré de P (K) est K5/5. Par conséquent, si d est fixé, on a
∑
Kd<k6Kd+1
k4 ∼ (d+ 1)
2
√
d+ 1− d2
√
d
5
x5/2 (x→∞).
Maintenant, soit
Q(X,Y ) =
P (X) − P (Y )
X − Y ·
Cette fraction rationnelle est en fait un polynôme de degré 4. Notons Q4(X,Y ) sa partie homo-
gène de degré 4, et R = Q−Q4, de sorte que R est de degré 3.
La contribution de chaque monôme de Q4 à la quantité Q4(Kd+1,Kd) est de la forme c(d)x
2+
O
(
(d+1)5/2x3/2
)
où la fonction c(d) dépend du monôme considéré, mais est toujours O
(
(d+1)2
)
.
D’autre part, R(Kd+1,Kd) = O
(
(d+ 1)3/2x3/2
)
. On en déduit que
P (Kd+1)− P (Kd) = (Kd+1 −Kd)
(
C(d)x2 +O((d+ 1)5/2x3/2)
)
,
où C(d) est la somme des c(d). En particulier, C(d) = O
(
(d + 1)2
)
. En utilisant maintenant la
proposition 2 de [1], on obtient
P (Kd+1)− P (Kd) = C1(d)x5/2 +O((d+ 1)2x2
)
,
pour une certaine constante C1(d), qui vaut nécessairement
(d+ 1)2
√
d+ 1− d2
√
d
5
· ✷
2.4.2 Estimation de la fonction F
Nous utiliserons l’estimation suivante.
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Proposition 5 Pour t > 1 on a
F (t) =
1
3⌊t⌋3 +O(1/t
5).
Démonstration
On a l’identité
3
n2(n+ 1)2
=
1
n3
− 1
(n + 1)3
− 1
n3(n+ 1)3
,
donc
F (t) =
∑
n>t−1
1
n2(n+ 1)2
=
1
3
∑
n>t−1
( 1
n3
− 1
(n+ 1)3
)
+
∑
n>t−1
O(n−6)
=
1
3⌊t⌋3 +O(1/t
5). ✷
2.4.3 Estimation préliminaire concernant les sommants de (3)
La quantité
d2⌊x/k⌋ + 2dx/⌊x/k⌋ − x2F (x/k)
apparaît dans (3). Nous en donnons maintenant une estimation.
Proposition 6 Pour 0 < d 6 x/2, on a
d2⌊x/k⌋ + 2dx/⌊x/k⌋ − x2F (x/k) = 2d
√
dx+ kd− k
3
3x
+O(d5/2x−1/2) (Kd − d < k 6 Kd).
Démonstration
Supposons donc 0 < d 6 x/2 et Kd − d < k 6 Kd. On a d’abord, d’après la proposition 5,
x2F (x/k) = x2/3⌊x/k⌋3 +O(k5/x3) ,
et le terme d’erreur est bien O(d5/2x−1/2) puisque k 6 Kd ≪
√
dx.
Ensuite, la proposition 4 de [1] nous donne
d2⌊x/k⌋+ dx/⌊x/k⌋ = 2d
√
dx+O(d5/2x−1/2).
On a donc
d2⌊x/k⌋ + 2dx/⌊x/k⌋ − x2F (x/k) = 2d
√
dx+ dx/⌊x/k⌋ − x2/3⌊x/k⌋3 +O(d5/2x−1/2).
7
Maintenant
dx/⌊x/k⌋ − x2/3⌊x/k⌋3 = dx
x/k − {x/k} −
x2
3(x/k − {x/k})3
= kd
(
1 + k{x/k}/x +O(k2/x2)) − k3
3x
(
1 + 3k{x/k}/x +O(k2/x2))
= kd− k
3
3x
− (k4/x2 − k2d/x){x/k} +O(d5/2x−1/2).
Enfin
k4/x2 − k2d/x = k2(k +
√
dx)(k −
√
dx)/x2
≪ d5/2x−1/2
puisque k −
√
dx≪ d (cf. [1], (17)). ✷
2.4.4 Estimation des trois premières sommes de (3)
Proposition 7 Pour 0 < d 6 x/2, on a
∑
Kd−d<k6Kd
(
d2⌊x/k⌋ + 2dx/⌊x/k⌋ − x2F (x/k)) = 8
3
d2
√
dx+O(d7/2x−1/2) +O(d2). (4)
Démonstration
La proposition 6 nous donne :
∑
Kd−d<k6Kd
(
d2⌊x/k⌋+2dx/⌊x/k⌋−x2F (x/k)) = 2d2√dx+ ∑
Kd−d<k6Kd
(kd−k3/3x)+O(d7/2x−1/2)
La proposition découle de cette expression et des propositions 2 et 3.. ✷
Proposition 8 Pour 0 < d+ 1 6 x/2, on a
∑
Kd+1−d−1<k6Kd+1
(
d2⌊x/k⌋+ 2dx/⌊x/k⌋ − x2F (x/k)) =
8d2 + 4d− 1
3
√
(d+ 1)x+O(d7/2x−1/2) +O(d2). (5)
Démonstration
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On a
∑
Kd+1−d−1<k6Kd+1
(
d2⌊x/k⌋+ 2dx/⌊x/k⌋ − x2F (x/k)) =
∑
Kd+1−d−1<k6Kd+1
(
(d+ 1)2⌊x/k⌋+ 2(d + 1)x/⌊x/k⌋ − x2F (x/k))−
∑
Kd+1−d−1<k6Kd+1
(
(2d + 1)⌊x/k⌋ + 2x/⌊x/k⌋). (6)
La première somme du second membre de (6) vaut
8
3
(d+ 1)2
√
(d+ 1)x+O(d7/2x−1/2) +O(d2)
d’après la proposition 7.
En utilisant l’estimation
x
k
=
√
x/(d+ 1) +O(1) (Kd+1 − d− 1 < k 6 Kd+1) ,
on voit que la seconde somme du second membre de (6) vaut
∑
Kd+1−d−1<k6Kd+1
(
(2d+ 1)⌊x/k⌋ + 2x/⌊x/k⌋) = (4d + 3)√(d+ 1)x+O(d2).
La proposition s’en déduit. ✷
Proposition 9 Pour 0 6 d− 1 6 x/2, on a
∑
Kd−1−d+1<k6Kd−1
(
d2⌊x/k⌋+2dx/⌊x/k⌋−x2F (x/k)) = 8d2 − 4d− 1
3
√
(d− 1)x+O(d7/2x−1/2)+O(d2).
(7)
Démonstration
Si d = 1 le résultat est trivial. Si d > 1, on a
∑
Kd−1−d+1<k6Kd−1
(
d2⌊x/k⌋ + 2dx/⌊x/k⌋ − x2F (x/k)) =
∑
Kd−1−d+1<k6Kd−1
(
(d− 1)2⌊x/k⌋+ 2(d− 1)x/⌊x/k⌋ − x2F (x/k))
+
∑
Kd−1−d+1<k6Kd−1
(
(2d − 1)⌊x/k⌋ + 2x/⌊x/k⌋). (8)
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La première somme du second membre de (8) vaut
8
3
(d− 1)2
√
(d− 1)x+O(d7/2x−1/2) +O(d2)
d’après la proposition 7.
En utilisant l’estimation
x
k
=
√
x/(d− 1) +O(1) (Kd−1 − d+ 1 < k 6 Kd−1) ,
on voit que la seconde somme du second membre de (8) vaut
∑
Kd−1−d+1<k6Kd−1
(
(2d− 1)⌊x/k⌋ + 2x/⌊x/k⌋) = (4d− 3)√(d− 1)x+O(d2).
La proposition s’en déduit. ✷
2.4.5 Estimation des deux dernières sommes de (3)
En utilisant la proposition 2 de [1], on obtient
− d2(Kd+1 − 2Kd +Kd−1) = −d2(
√
d+ 1 +
√
d− 1− 2
√
d )
√
x+O(d2) (9)
En utilisant la relation asymptotique
ϕ(t) =
1
t2
+O(1/t3) (t > 1)
et la proposition 3 de [1], on obtient
2dx
( ∑
Kd<k6Kd+1
−
∑
Kd−1<k6Kd
)
ϕ(x/k) =
2d
3
(
(d+ 1)
√
d+ 1 + (d− 1)
√
d− 1− 2d
√
d
)√
x+O(d2). (10)
Enfin, en utilisant la relation asymptotique
ϕ(t)2 =
1
t4
+O(1/t5) (t > 1)
et la proposition 4, on obtient
− x2
( ∑
Kd<k6Kd+1
−
∑
Kd−1<k6Kd
)
ϕ(x/k)2 =
− 1
5
(
(d+ 1)2
√
d+ 1 + (d− 1)2
√
d− 1− 2d2
√
d
)√
x+O(d2). (11)
10
2.4.6 Estimation de Qd(x)
En insérant (4), (5), (7), (9), (10) et (11) dans (3), on obtient la proposition suivante.
Proposition 10 Pour d ∈ N∗ et x > 0, on a
Qd(x) = ϑ(d)
√
x+O(d2).
où
ϑ(d) =
32d2
5
√
d− 48d
2 + 16d− 2
15
√
d+ 1− 48d
2 − 16d− 2
15
√
d− 1.
Démonstration
Il s’agit de voir que l’on peut omettre le terme d’erreur O(d7/2x−1/2) et la contrainte d+1 6
x/2.
Si d 6 x1/3, ce terme d’erreur est absorbé par le O(d2). D’autre part, en utilisant l’approxi-
mation √
d± 1 =
√
d
(
1± 1/2d − 1/8d2 ± 1/16d3 +O(d−4)) ,
on voit que ϑ(d) = O(d−3/2). La majoration uniforme Qd(x)≪
√
x/d montre alors que
Qd(x)− ϑ(d)
√
x≪ d (d > x1/3),
ce qui permet encore d’omettre le terme d’erreur O(d7/2x−1/2). Enfin, l’énoncé de la proposition
est trivial si d > x/2− 1. ✷
2.5 Sommation de la série des ϑ(d)
Puisque ϑ(d) = O(d−3/2), la série
∑
d>1 ϑ(d) converge ; nous allons calculer sa somme.
En écrivant
ϑ(d) =
16
5
(
d5/2 − (d+ 1)5/2)− 16
5
(
(d− 1)5/2 − d5/2)
+
16
3
(
(d+ 1)3/2 − (d− 1)3/2)− 2(d+ 1)1/2 − 2(d − 1)1/2.
et et en supposant D entier positif, on obtient comme dans [1], §2.5,
∑
d6D
ϑ(d) = − 2
15
− 16
5
(
(D + 1)5/2 −D5/2) (12)
+
16
3
(
(D + 1)3/2 +D3/2
)− 2((D + 1)1/2 −D1/2)− 4
D∑
d=1
√
d
= − 2
15
+
ζ(3/2)
pi
+O(D−1/2). (13)
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2.6 Conclusion
Pour x > 0 et D > 2, on a
Q(x) = Q0(x) +
∑
16d6D
Qd(x) +
∑
d>D
Qd(x)
=
2
15
√
x+O(1) +
∑
16d6D
(
ϑ(d)
√
x+O(d2)
)
+O(
√
x/D) (d’après (2), la proposition 10, et (1))
=
(
2/15 +
∞∑
d=1
ϑ(d)
)√
x+O(D3) +O
(√
x/D
)
(car ϑ(d) = O(d−3/2))
=
ζ(3/2)
pi
√
x+O(x3/7),
d’après (13), et en choisissant D = x1/7.
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