Abstract To reduce management costs and improve performance, the European Telecommunication Standards Institute (ETSI) introduced the concept of network function virtualization (NFV), which can implement network functions (NFs) on cloud/datacenters. Within the NFV architecture, NFs can share physical resources by hosting NFs on physical nodes (commodity servers). For network service providers who support NFV architectures, an efficient resource allocation method finds utility in being able to reduce operating expenses (OPEX) and capital expenses (CAPEX). Thus, in this paper, we analyzed the network service chain embedding problem via an optimization formulation and found a close-optimal solution based on the Markov approximation framework. Our simulation results show that our approach could increases on average CPU utilization by up to 73% and link utilization up to 53%.
서 론
Traditionally, service provision of network providers, such as telecommunication service provider (TSP), infrastructure provider (InP), etc., has been based on deploying physical proprietary devices and equipment for specific services [1] , [2] . There are many aspects of the resource management in a network operator, such as efficient resource allocation, redu- That means a set of VNFs is specified and the flows traverse these VNFs in a specific order. The set of VNFs for a specific service is called a service chain. Second, in implementation on cloud nodes, computing resources (such as CPU, memory, etc.)
are explicit however sharing network traffic is still abstract and is often ignored. Finally, although VNFs now can embed on distributed cloud nodes by using algorithms of virtual machine placement approaches [6] [7] [8] , they cannot be applied directly on the SC embedding due to the relationship of VNFs.
Considering the implementation for service chains, In this paper, we formulate the service chain embedding problem as a combinatorial optimization problem to minimize the operational cost. We then study a Markov approximation mechanism that can find a close optimal solution for this combinatorial NP-hard problem. By using log-sum-exp to transform the original problem, we can apply the Markov approximation framework [10] . We design a specific Markov chain and derive the transition rate between states. Based on the stationary distribution, we design a distributed embedding algorithm to implement service chains.
The rest of the paper is organized as follows. Section 2 discusses about the related work. The problem statement is presented in Section 3. We then represents the Markov approximation approach for solving the service chain embedding problem in Section 4.
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The algorithm is proposed in Section 5. Section 6 presents about the simulation results. Finally, we present the conclusion in Section 7.
Related work
To Resource allocation in NFV is a problem widely studied in literature [1] , [3] . In these existing works, the resource allocation in NFV deals with the minimization of the operational cost, the network latency, and the number of rejected service chains. However, the service chain placement problem is NP-hard so that the current solution cannot guarantee the small gap compared to the optimal solution.
Furthermore, the current service chain placement solutions in [4] , [5] , [6] ignore the complicated relationship between VNFs in service chains. Because it increases the combination in the placement problem, which is more difficult to solve.
To find the solution for service chain embedding, we choose the Markov approximation framework, a Fig. 2 ETSI-NFV architecture [1] famous framework to solve the combinatorial optimization problem. The robustness of this framework is convinced in several complicated applications such as maximum weighted independent set, optimal neighbor problem in peer-to-peer streaming system [9] , virtual machine placement [7] . This approach not only guarantees the close-optimal solution but also enables a simple implementation in practice.
System model and problem formulation 3.1 System model
We consider a service provider scenario that users request a set           of service chains.
Each service chain  includes a set   of VNFs.
Using physical infrastructure, the network operator determines a scheme to embed VNFs on physical nodes (servers). In Fig. 1 , we show an example that embeds 3 service chains on 4 physical nodes. When embedding all service chains on physical nodes, the network operator has to ensure following constraints:
where  is the set of physical nodes, and   is the capacity of node , and   is the indicator variable 
Problem formulation
Combining the constraints (1)- (4), we formulate the optimization problem of service chain placement as follow:
s.t. constraints (1) -(4).
   aims to find a service chain placement to minimize the total cost incurred in the system, which is represented based on the number of active nodes. However, the problem above cannot be found in the polynomial time since it is NP-hard.
Among the many choices of optimization methods, 
where  is a constant.
The key idea in the Markov approximation method is to move randomly to a new configuration with a probability depending on the new cost of configuration  ′ that can approach to the optimal configuration.
Distributed service chain embedding algorithm
Consider the Markov chain and states, the system moves from configuration  to  ′ with only one change of an VNF. Thus, we can execute distributedly for each service chain, whenever a service chain change its configuration, others must be blocked. We schedule for all service chains following first-come-first-serve (FCFS and the next service chain has to wait the free message to execute its procedure). 3. Migrate to the new configuration  ′ with the transition probability  according to (6) and (7).
4. Broadcast a "free message" to other sessions.
Return to
Step 1 until the stopping criteria is met The optimal gap is bounded by     , where  is the size of the configuration set . Therefore, when increasing , the optimal gap will be reduced (5).
Simulation results
Settings
In this section, we make a simulation for our work with 20 service chains including 150 VNFs.
We create 30 physical nodes and create a network connection between them. The link capacities of physical links are set from 5 to 10 and the virtual link bandwidth requirements are set from 1 to 2.
For power consumption, we set    kWh and    kWh for the physical nodes
Results
Convergence. We evaluate the convergence of SEMA during 1000 iterations. As shown in Fig. 4 , does not over as in Best-fit that keeps the system operate in stability. In average, the CPU utilization increases up to 73% and link utilization up to 53%.
Conclusion
In this paper, we have studied about service chain embedding problem. This problem is combinatorial and NP-hard problem that cannot be found a solution in polynomial time. Furthermore, due to the diversity and the relationship of NFs, current allocation approaches (First-fit, Best-fit) cannot achieve the efficient solution. We have proposed a distributed service chain embedding based on the Markov approximation method. Our solution can obtain the close optimal solution and outperforms compared to Bestfit, where the CPU utilization increases up to 73%
and link utilization up to 53% in average.
