In this paper we define a small variation of the Taylor method and a formula for the global error of this new numerical method that allows us to keep track of the round-off error and does not require previous knowledge of the exact solution. As an application we provide a rigorous proof of the construction/existence of a periodic solution of the three body problem. Some images of this periodic motion can be seen at https://www.youtube.com/watch?v=fSmQyeKcj5k 
Introduction

The numerical Part
When we think about using a numerical method to do a mathematical proof, the first thing that comes to our mind is that we need to consider the error of the numerical method. Very soon we realize that the standard formula for the error is no very useful due to the fact that it assumes that all the basic operations are being made with no error and this is computationally very expensive. As an example, if we consider the initial value problem y = y − , we see that, even though we are considering the computational cheapest numerical method and we are only doing 30 iterations, a regular Computer Algebra System (Mathematica 10 in this case) will need 8696.99 seconds to do these 30 iterations most likely because the final answer is a rational number of the form p q with p and q integers both with 2607760525 digits, more than 2.6 billions digits. On the other hand, if we allow the Computer Algebra System to have round-off error in every operation involved in each iteration, it becomes challenging to keep track of the error because easily, each iteration may have a few dozens of operations. In our example above, each iteration has 3 operations: one raising to the square, one product and a difference. We will exploit the fact that most of the Computer Algebra Systems (CAS) can compute, with a mathematical precision, the two integers i and j such that i ≤ r 1 + √ r 2 ≤ j where r 1 and r 2 rational number and r 2 ≥ 0. The new numerical method that we are proposing in this paper allows us to work all the time with mathematical precision without paying the price of dealing with numbers that have huge expression using integers. Our numerical method will do the operations in each iteration with a mathematical precision and then at the end of the iteration, it will find with a mathematical precision a rational number that approximates the output of the iteration within a distance H. In order to be able to use the method, we find a formula for the error between the real value of the solution of the ODE and the approximation given by the numerical method in terms of the two values: h, the desired value for the step, and H, the desired value for the rounding in each iteration. This is done in Theorem (2.3). In general, when we try to estimate the error of a numerical method, a problem that we face is that we need to have some a-priori bounds of the solution of the differential equation that we do not know. An important aspect of Theorem (2.3) is that it does not need previous knowledge of the exact solution.
Periodic solutions of the three body problem
Poincare showed that the three body problem has a chaotic behavior that makes it difficult to solve. For this reason, it is not surprising that the only explicit solutions were discovered more than 240 years ago by Euler in 1765 and by Lagrange in 1772. Recall that we have a periodic solution when the values of the positions and the velocities of the three bodies, after some time T , agree with the values of the positions and velocities at t = 0. Usually, when the values of a solution after T are within a small distance from the initial condition, this solution is called numerically periodic. There is an enormous amount of numerically periodic solutions, for example, in 1975 [5] , H. Henon showed a family of numerically periodic planar solutions of the three body with = 10 −14 . Despite the abundance of numerically periodic solutions, the task of showing that numerically periodic solutions are periodic is a difficult one. In 2000, Chenciner and Montgomery [1] showed that a numerically solution found by Moore in 1993, [4] , was indeed periodic. This example represents (to my knowledge) the first example of a periodic solution that has a numerical image associated with it and does not have an explicit formula.
It is important to mention that proofs showing the existence of periodic solutions have been found before, for example, Meyer and Schmidt1993 [3] . These solutions are usually near a bifurcation point of a family of solutions described with explicit formulas. After the paper by Chenciner and Montgomery, there has been more proofs showing that some numerical solutions are periodic. Among them, we have papers by Terracini and Ferrario, K.C Chen and Simo and Kapitza and Gronchi. An excellent account of the work done in this direction so far can be found in the site http://montgomery.math.ucsc.edu/Nbdy.html
In this paper we will show that the numerical periodic solution given by the initial condition explained in Figure 1 .1 is periodic.
To describe the motion, let us assume that t represents seconds. Keep in mind that the units of time, mass and distance, have been adjusted so that the gravitational constant is 1. For this periodic solution the motion starts with two bodies, each one with a mass of 100, separated 20 units and the third body with a mass of 200 right in the middle. If we reference the body in the middle as body 1, then, we have that the initial position of the body 1 is (0, 0, 0) and the initial position of the other two bodies are (10, 0, 0) and (−10, 0, 0). Body 1 will always stay in the z-axis while the other two bodies will move around the z-axis. During the first t 0 = 2.673 . . . seconds, Body 1 moves straight up to the position (0, 0, 2.453 . . . ) = (0, 0, z 1 ), this is the farthest up this body will get. Simultaneously, the other two bodies move down and around the z-axis; after these first t 0 seconds they are both z 1 units below the x-y plane, they are r 1 = 9.43 . . . units away from the the z axis; and they have made 18 -rotation (70 degrees) with respect to the z-axis. At every instance, the distance to the z-axis of these two bodies is the same and it is twice the distance between them. In this way, after the first t 0 seconds Body 2 is at (r 1 cos 7π 18 , r 1 sin 7π 18 , −z 1 ) and Body 3 is at (−r 1 cos 7π 18 , −r 1 sin 7π 18 , −z 1 ). During the next t 0 seconds the body 1 moves down getting back to the origin and the other two bodies will simultaneously rotate, move up and move apart from the z axis; they will rotate another 7π 18 , and they will go back to be 10 units apart from the z-axis. Notice that after 2t 0 seconds the relative positions with respect to each other are the same as in the starting position. The only difference is that Body 1 is now going down and the other two bodies are going up. With respect to a fixed reference frame, after 2t 0 seconds, the positions of all three bodies differ from the starting position by a rotation of 7π 9 . The next t 0 seconds Body 1 will reach its lowest point (0, 0, −z 1 ) while the other two bodies will reach the highest point rotating another 7π 18 . Finally after another t 0 seconds the relative positions with respect to each other are the same as the starting position, and this time the body 1 is going up as it was at the starting position. With respect to a fixed frame, the positions after 4t 0 seconds differ from the starting position by a rotation of 14π 9 . Doing 9 more of these 4t 0 cycles will bring the three bodies to the starting position. In this process, bodies 2 and 3 will have completed 7 rotations around the z-axis. The trajectory of Body 2 is shown in Figure 0 .1.
Each color represents a cycle of 4t 0 seconds, for this reason there are 9 colors in the picture. Body 3 does not share the same trajectory as Body 2. The trajectory of Body 3 is the reflection with respect to the x-y plane of the trajectory of the body 2.
We would like to emphasize that the goal of this part of the paper is not to show the existence of this type of solutions: This was done by Meyer and Schmidt [3] , nor to show numerically periodic solutions of this type: We can see similar images of solutions like the one we are showing (when the three masses are the same), in the work by Yan and Ouyang [7] . The goal of this part of the paper is to give a rigorous proof that a particular numerically periodic solution is indeed periodic.
We will reduce the proof of the periodicity of this solution to show that three functions defined in an open set of R 3 must vanish simultaneously. The variables in the domain of these three functions are given by triples (t, a, b) where a and b are explained in Figure 1.1 The author has found some numerical solutions of the same type, not only for the 3 body problem but for the n-body problem. Some aspects of these solutions have been posted online:
The link https://www.youtube.com/watch?v=PtEMb6Rvflg shows a periodic solution of the 6 body problem.
The link https://www.youtube.com/watch?v=2Wpv6vpOxXk shows a periodic solution of the four body problem.
The link https://www.youtube.com/watch?v=hjQp1P09560 shows a periodic solution of the three body problem.
The images in the videos were generated by solving the differential equation that governs the n body problem and then posting 10 pictures per second, in this way, the time in the video is proportional to the time t of the solution.
The technique used in this paper to prove periodicity is different to the one used by Chenciner and Montgomery, they used variational methods. There are five ingredients in our proof that the solution that we are considering is periodic: (i) The Poincare-Miranda theorem, Theorem 4.4, which is essentially a generalization of the intermediate value theorem. (ii) A symmetry result that allow to integrate the ordinary differential equation (ODE) over a quarter of a period instead of the whole period. Lemma 6.2. (iii) The Round Taylor Method to solve differential equations, that allow us to estimate the values of the functions that we are considering. Section 2. (iv) A lemma related with the the implicit function theorem that allow us to find a set where the solution of a system of equations of the form f 1 (t, a, b) = 0, f 2 (t, a, b) = 0 is given by only points on a connected smooth curve, Section 3. (v) A theorem that tell us how to compute the partial derivative of an ODE with respect to the initial conditions and parameters in the ODE. [2] .
The author would like to express his gratitude to Andrés Rivera, Richard Montgomery, Carles Simo and Marian Anton for their valuable comments on this work.
The Round Taylor Method
We will be using a small modification of the Taylor method of order m to estimate solutions of differential equations. This modification will allow the computer that implements the method to work all the time with rational number and its square roots instead of working with approximations of numbers. In this way, the method is free of error coming from decimal approximation, this is, this method is round -off error free. Let us call this method the Round Taylor Method. Assume we have the ordinary differential equation
where Y (t) = (Y 1 (t), . . . , Y n (t)) T and f (y) = (f 1 (y), . . . , f n (y)) T . Here v T stands for the transpose of the vector v. Given two positive rational number h and H, we define the sequence of points in R n that starts with z 0 = y 0 and follows using the recursive formulas
where
Here D denotes the derivative operator that takes a function from R n to R n to the matrix which columns are the partial derivatives with respect to the variables. In order to define z i from y i , we may use -and will use in this paper-the Floor function x that assigns to a real number x the largest integer not greater than x. When x = (x 1 , . . . , x k ) is a vector, x = ( x 1 , . . . , x k ). It is clear that a posible choice for z i is z i = H 1 H y i . As an example, when we use the Round Taylor method of order 1 for the differential equation given in the introduction, this is, n = 1, f (y) = y − 
Let us start the process of finding the formula for the error of this numerical method.
Lemma 2.1. The sequence given by the recursive formula
Proof. The proof follows by induction. Clearly the formula works for k = 0. Now, assuming the formula works for k ≥ 0, we have:
This finishes the proof of the lemma.
There are different norms that we can use in the set of matrices, in order to establish the the one that we are using, we state the following lemma.
Lemma 2.2. Let A be an n × n matrix, if |A| 2 denote the sum of the square of its entries, then for any vector v in R n we have that |Av| ≤ |A||v|.
Proof. If A i denote the columns of A and v i denote the entries of v, then we have that 
• The map f and all its partial derivative with order less than m + 2 are continuous in an open set that contain the closure of U 2 .
• z j ∈ U 1 for j = 0, . . . , k.
•
• |f i (u)| ≤ M 0 for i = 1, . . . , n and u ∈ U 2 .
then, the solution Y (t) of the system of ordinary differential equation is defined on [0, hk] and for any positive integer j ≤ k, we have that |Y (jh) − z j | ≤H.
Proof. Let us start by checking that for any pair of points u 1 and u 2 in U 2 we have that
The proof of the inequalities
for all positive integers e ≤ n and all τ ∈ (0, τ ). Denoting z j = (z j 1 , . . . , z j n ), we have that for some ξ ∈ (0, τ ),
Since z j ∈ U 1 , the inequality above contradicts the fact that either Y w (jh + τ ) = b w − or Y w (jh + τ ) = c w + . This contradiction shows that Y (t) ∈ U 2 for all t ∈ [0, (j + 1)h], in particular x j+1 ∈ U 2 . Let us prove now that |x j+1 − z j+1 | <H.
For any i = 0, . . . , j + 1 we have that
This finishes the proof.
The following theorem is well known. A reference for the particular case when f and g are Lipschitz real value functions can be found at Earl A. Coddington, An Introduction to ordinary differential equations -Dover Publication -1989. A reference for a more general case can be found at Herbert Amann, Ordinary Differential Equations An Introduction to Nonlinear Analysis -Walter de Gruyter -1990.
On the implicit function theorem
Let us consider the set Σ = {x = (x 1 , x 2 , x 3 ) : f 1 (x) = 0, f 2 (x) = 0} where f 1 and f 2 are real value functions defined on an open set of R 3 . By the Implicit Function Theorem we know that if p 0 ∈ Σ and ∇f 1 (p 0 ) × ∇f 2 (p 0 ) is not the zero vector then there exists an open set U that contains p 0 such that Σ ∩ U is given a regular connected curve. The following lemma give us an estimate on how big this open set U can be, under the assumption that we know that there is point in Σ in a small box with dimensions 2µ 1 , 2µ 2 and 2µ 3 .
Theorem 3.1. Let us assume that
and for every p ∈ U we have that
then, for every z 1 with |z 1 | < ρ, there exists a unique (
Proof. Let us denote by ξ = (ξ 1 , ξ 2 , ξ 3 ) = ∇f 1 ×∇f 2 . Direct computations show that
be the integral curve of the vector field ξ such that α(0) = p 0 . Since |ξ 3 | > 0 we have that the vector field ξ never vanishes on U , therefore there exist T 2 > 0 and T 1 < 0 such that α(t) ∈ U for all t ∈ (T 1 , T 2 ) and α(T 1 ) and α(T 2 ) are in the boundary of U , in particular we have that either x(T 2 ) = ±˜ 1 , y(T 2 ) = ±˜ 2 or z(T 2 ) = ±ρ. We will prove that z(T 2 ) must be either ρ or −ρ. Using the fact thatẋ = ξ 1 (α(t)), y = ξ 2 (α(t)) andż = ξ 3 (α(t)) we obtain that,
Recall that z(t) is one to one because its derivative never vanishes. Let us denote by h the inverse function of z. We have that h(z(t)) = t. If g 1 (τ ) = x(h(τ )), then
. Therefore,
Likewise we can show that |y(T 2 )| <˜ 2 . Therefore we must have |z(T 2 )| = ρ. The same arguments show that |z(T 1 )| must be either ρ or −ρ. Since the functionż(t) = 0 and [T 1, T 2 ] is connected then we get that for every z 1 with |z 1 | < ρ, there exists a
Therefore the only solution of the system f 1 (p) = f 2 (p) = 0 on the set U are those points in the curve α : [T 1 , T 2 ] → U . This finishes the proof.
By doing an orthogonal change of coordinates we have the following corollary, 4 The differential equation, a symmetry result and the Poincare Miranda Theorem
Let us start introducing the differential equation for the subfamily of solutions of the three body that we are considering in this paper.
Proposition 4.1. If f , r and θ satisfy the initial value system of differential equationsf
with r(0) = 10, f (0) = 0,ṙ(0) = 0,ḟ (0) = b, θ(0) = 0, where s = r 2 + 4f 2 then,
is a solution of the 3-Body problem with the mass for the body moving according to x(t) equal 200 and the masses of the other two bodies equal 100. We are assuming that the gravitational constant is 1.
Proof. Notice that |x − y| = |x − z| = h and |y − x| = 2r, we can check that if f and r satisfy the ODE, thenẍ(t) = 100 Lemma 4.2. Let us assume that f and g satisfies the ordinary differential equation
with f (0) = 0,ḟ (0) = a, g(0) = r > 0 andġ(0) = 0 and φ and ξ smooth functions. If φ(−f, g) = −φ(f, g) and ξ(−f, g) = ξ(f, g) then, f (t) is odd and g(t) is even.
Proof. Let us consider the functionsf (t) = −f (−t) andg(t) = g(−t). A direct computation shows thatf (0) = 0,ḟ (0) = a,g(0) = r andġ(0) = 0. Moreover we have thaẗ
By the uniqueness of the solutions of ordinary differential equations we get that f (t) =f (t) = −f (−t) and g(t) =g(t) = g(−t). This finishes the proof. 
Proof. Let us consider the functionsf (t) = f (−t) andg(t) = g(−t). A direct computation shows thatf (0) = f (0),ḟ (0) = 0,g(0) = g(0) andġ(0) = 0. Moreover we have thatf
By the uniqueness of the solutions of ordinary differential equations we get that f (t) =f (t) = f (−t) and g(t) =g(t) = g(−t). This finishes the proof. This is the Poincare-Miranda theorem for two variables 
5 The solution of the ODE as a function of the time and the parameters a and b.
The main tool used to show the periodicity of the solution of the three body problem is to understand the functions in the solution of an ODE as functions of t, a and b.
We this in mind we define, Definition 1. We will denote by F (t, a, b) = f (t) and R(t, a, b) = r(t) and Θ(t, a, b) = θ(t) the solution of the system (4.1) with initial conditions It is well know that the function F and R has continuous partial derivatives [2] and they obey a differential equation. 
satisfies the differential equationẎ = P (Y ) with P (x 1 , . . . , x 12 ) = P (x) = (P 1 (x), . . . , P 12 (x)) where 
Main result
In this section we explain the arguments used in the proof of the periodicity of the solution and we will also show how to reduced this proof to the proof of 4 lemmas. With the intension of not cutting the flow of main ideas, we will prove these lemmas in a different section.
Special values used in the proof
before we continue explaining the main result we would like to defined some constants.
a Theorem 6.1. There exist a triple (ā,b,t) with |ā − a 0 | < sa + da, |b − b 0 | < sb and |t − t 0 | < 6(ds + dt), such that the solution of the three body problem given by
is period with period 36t. Moreover, we have that Θ(ā,b,t) = 
Symmetry lemmas and reduced periodic solutions
A solution of the three body problem is called reduced periodic if the functions that provide the distances between the bodies are periodic with the same period T 0 . In the subfamily of solutions that we are describing in this paper, reduced periodic means that for some T 0 > 0, R(t + kT 0 , a, b) = R(t, a, b) and f (t + kT 0 , a, b) = f (t, a, b) for any integer k. The following theorem makes easier the task of finding reduced periodic solutions.
Lemma 6.2. If for some t 1 > 0 we have thatṘ (t 1 , a, b) = 0 =Ḟ (t 1 , a, b) , then the functions f (t) = F (t, a, b) and r(t) = R(t, a, b) are periodic with period 4t 1 .
Proof. By Lemma (4.3) we have that F (t 1 − t, a, b) = F (t 1 + t, a, b) and R(t 1 − t, a, b) = R(t 1 + ta, b). It follows that −Ḟ (t 1 − t, a, b) =Ḟ (t 1 + t, a, b) and −Ṙ(t 1 − t, a, b) =Ṙ(t 1 + t, a, b), thereforeṘ(2t 1 , a, b) =Ṙ(0, a, b) = 0 and F (2t 1 , a, b) = F (0, a, b) = 0. By Lemma 4.2 we have that f (−t) = −f (t) and r(−t) = r(t). Using Lemma 4.2 one more time we obtain that f (t + 2t 1 ) = −f (2t 1 − t) and r(2t 1 + t) = r(2t 1 − t). It follows that f (4t 1 ) = f (0) = 0,ḟ (4t 1 ) =ḟ (0) = b, r(4t 1 ) = r(0) = 10 andṙ(4t 1 ) = −ṙ(0) = 0. Since the values of the solutions f and r at t = 4t 1 agrees with those at t = 0, then the lemma follows.
By the previous theorem, a point (t 1 , a 1 , b 1 ) satisfyingṘ(t 1 , a 1 , b 1 ) = 0 =Ḟ (t 1 , a 1 , b 1 ) defines a reduced periodic solution. If additionally Θ(t 1 , a 1 , b 1 ) = 2πp q with p and q > 0 integers, then the solution is not only reduced periodic but periodic with period 4qt 1 . Moreover, by the implicit function theorem if the cross product between the gradients of the functionsṘ andḞ at (t 1 , a 1 , b 1 ) does not vanish, then there is a curve of points that solve the equationṘ(t, a, b) = 0 =Ḟ (t, a, b) and then, we obtain a family of reduced periodic solutions. In the case that the function Θ is not constant along this curve of points in the space that represent reduced periodic solutions, then we obtain infinitely many periodic solution due to the fact that on any open interval there are infinitely many numbers of the form 18 for two nearby points (t 1 , a 1 , b 1 ) and (t 2 , a 2 , b 2 ) that satisfy the equationsṘ(t, a, b) = 0 =Ḟ (t, a, b), does not guarantee that Θ eventually reaches the value 7π 18 due to the fact the point (t 1 , a 1 , b 1 ) may no be in the same connected component of the curve of solutions that contains (t 2 , a 2 , b 2 ). Theorem 3.1 helps to solve these two difficulties.
The idea of the proof of Theorem 6.1 is the following. We consider a box in the space, see 1: Points (t, a, b) in the curve represent reduced periodic solutions of the three body problem. We proved the existence of a point in this curve in each one of the three small rectangles shown in the picture and we prove that at the point in the curve contained in the first rectangle the value of the function Θ is smaller than 7π 18 and at the point in the curve contained in the last rectangle the value of the function Θ is bigger than 7π 18 . The proof of the existence of a point in the curve on the rectangle in the center was needed to implement our theorem regarding the Implicit Function Theorem, which, in this case, it guarantees the existence of a unique point on the curve in every plane b = c. . Now we are ready to state the four lemmas mentioned in the beginning of this section that lead to the proof of the main Theorem 6.1. The first lemma shows that there is a point in the curve on the box in Figure 6 .1 in the rectangle in the center. The fourth lemma guaranties the set for values of (t, a, b) given by
is small enough to only allow one connected curve on it as the solution for the equationṘ(t, a, b) = 0 =Ḟ (t, a, b).
Lemma 6.6. For every b ∈ [b 0 − sb, b 0 + sb] there exists a unique solution (t, a, b) of the equationsṘ(t, a, b) = 0 =Ḟ (t, a, b) with |a − a 0 | < 3(sa + da) and |t − t 0 | < 6(st + dt).
Bounds
In this section we will define 3 differential equations that will help us find bounds for the functions F (t, a, b), R(t, a, b), Θ(t, a, b) and their partial derivatives. We will be using the functions φ i defined in section 8. 
The vector field G
Let us consider the vector field G = (x 2 , φ 1 , x 4 , φ 2 , x 6 , φ 16 , x 8 , φ 17 , φ 18 ) T , where the function φ i are those defined on section 8. For any fixed a and b, the function that sends t to 
Reduced Periodic Solutions
In this section we use theorem 2.3 and the Poincare -Miranda Theorem to prove the existence of three reduced periodic solutions, one on each rectangle in figure 6.1.
Remark 7.4. Several lemmas in this section will be using the Round Taylor method and therefore it will be using Theorem 2.3 to estimate the values of the solution of the ODE's. If we take a look a the hypothesis of this lemma we notice that there is a number that has to be greater than M 0 h +H. This will be 1 1000 in all proofs that use the Taylor method in this paper. Some of these lemmas contains the variable , in each case, it just refers to a small number giving an estimate of the error. 
Proof. Let us consider the following intervals,
, 31 100
, 12 25
, 69 25
, 42 25
A direct computation using the bounds in section 8 shows that if
then, for values of (x 1 , . . . , x 8 ) with x i ∈ I i we have that |G j | < M 0g where G 1 , . . . , G 9 are the entries of the vector field G; |G j 2 | < M jg where G 1 2 , . . . , G 9 2 are the entries of the vector field G 2 = DG 1 G. Recall that G 1 = DG G. Moreover we have that
The Round Taylor method of order 2 using the vector field G with a = a 0 , k = 30000 and initial conditions Y (0) = (0, b 0 , 10, 0, 0, 0, 0, 0, 0) T produces a sequence
In this caseH =
A direct verification shows that, for every j = 1, . . . , 8 and i = 1, . . . , 30000, the j th entry of z i is within a distance of the boundary of the interval I j . Also we have that the last entry of z i is within a distance 1 1000 of the boundary of the interval J 9 . By Theorem 2.3 we conclude that for all i = 1, . . . , k,
is within a distanceH of z i . Notice that for any function ρ, under the assumption that |ρ(τ, a 0 , b 0 )| < M ρ for all τ between t and t 0 , we have that
We will use the observation above to finish the proof of the lemma. We will bound |ρ(t, a, b) − ρ(t, a 0 , b 0 )| using Theorem 2.4 with the vector fields G and G 0 , where G 0 is the vector field G with a replaced by a 0 . A direct computation shows that
Using the information on section 8 we obtain that |δ G | < 23 500000 . Therefore, using Theorem 2.4 we conclude that the values of the solution of the differential equation using G (with a general a and b) compare with those of the solution of the differential equation using G 0 differ by less than
Therefore we have that for any a ∈ [a 0 −3(sa+da), a 0 +3(sa+da)], b ∈ [b 0 −sb, b 0 +sb] and t ∈ [t 0 − 6(st + dt), t 0 + 6(st + dt)]
We have similar computations for the functions Θ a ,Ḟ a , R a andṘ a . This finishes the proof. 
Proof. Let us consider the following intervals, 
The Round Taylor method of order 2 using the vector field U with a = a 0 , k = 30000 and initial conditions Y (0) = (0, b 0 , 10, 0, 0, 1, 0, 0) T produces a sequence {z i } In this caseH = 
We will use the observation above to finish the proof of the lemma. We will bound |ρ(t, a, b) − ρ(t, a 0 , b 0 )| using Theorem 2.4 with the vector fields U and U 0 , where U 0 is the vector field U with a replaced by a 0 . A direct computation shows that
Using the information on section 8 we obtain that |δ U | < 1 25000 . Therefore, using Theorem 2.4 we conclude that the values of the the solution of the differential equation using U (with a general a and b) compare with those of the solution of the differential equation using U 0 differ by less than
The Round Taylor method of order 2 using the vector field W with H = 10 −14 , h = In this caseH =
and
A direct verification shows that, for every j = 1, . . . , 4 and i = 1, . . . , 30000, the j th entry of z i is within a distance 1 1000 of the boundary of the interval I j . Also we have that the last entry of z i is within a distance 1 1000 of the boundary of the interval J 5 . By Theorem 2.3 we conclude that for all i = 1, . . . , k,
T is within a distanceH of z i . Notice that for any function ρ, under the assumption that |ρ(τ, a 0 , b 0 )| < M ρ for all τ between t and t 0 , we have that
We will use the observation above to finish the proof of the lemma. We will bound |ρ(t, a, b) − ρ(t, a 0 , b 0 )| using Theorem 2.4 with the vector fields W and W 0 , where W 0 is the vector field W with a replaced by a 0 . A direct computation shows that
Using the information on section 8 we obtain that |δ W | < 39 1000000 . Therefore, using Theorem 2.4 we conclude that the values of the the solution of the differential equation using W (with a general a and b) compare with those of the solution of the differential equation using W 0 differ by less than
We have a similar computation for the function R. This finishes the proof.
Definition 2. We will denote by Z W (t, b, a, k) ∈ R 5 the last vector in the sequence {z i } k i=1 produced using the Round Taylor Method of order 2 using the vector field W with H = 10 −14 , h = t k and initial conditions (0, b, 10, 0, 0) T . We denote by
If we need to use H = 10 −q instead of H = 10 −14 , then we will use the notation Z W (t, b, a, k, q) ∈ R 5 and H W (t, k, q).
Remark 7.9. For all the following Lemmas that use the Round Taylor Method, it can be directly verified that all the conditions of Theorem 2.3 are satisfied; therefore
For the sake of keeping the flow of the proof, we will left out all the details in the proofs of these lemmas. 
Proof. The proof is similar to that of Lemma 7.11. In this caseḞ 
Dictionary of functions
In this section we define the functions involved in the definition of the differential equations that we considered in this paper. The domain of the variable x 1 will be an interval containing possible values of the function F (t, a, b). In the same way, the variable x 2 is related with the functionḞ (t, a, b); the variable x 3 is related with the function R(t, a, b); the variable x 4 is related with the functionṘ(t, a, b); the variable x 5 is related with the function F a (t, a, b); the variable x 6 is related with the functionḞ a (t, a, b); the variable x 7 is related with the function R a (t, a, b); the variable x 8 is related with the functionṘ a (t, a, b); the variable x 9 is related with the function F b (t, a, b); the variable x 10 is related with the functionḞ b (t, a, b); the variable x 11 is related with the function R b (t, a, b); the variable x 12 is related with the functionṘ b (t, a, b). As in the previous section, s = 4x 2 1 + x 2 3 . For each one of these function B(φ i )= {lb i , ub i } where lb i is a lower bound and ub i is a lower bound for the function φ i = φ i (x 1 , x 2 , x 3 , x 4 , x 5 , x 6 , x 7 , x 8 , x 9 , x 10 , x 11 , x 12 , a) on the set V , where V = I 1 × I 2 × I 3 × I 4 × I 5 × I 6 × I 7 × I 8 × I 9 × I 10 × I 11 × I 12 × I 13 with I We would like to point out that I 13 = [a 0 − 3(sa + da), a 0 + 3(sa + da)].
Remark 8.1. In order to obtain each bound B(φ i ) = {lb i , ub i }, we first compute the minimum and maximum of the function, mi and ma respectively. Then we define lb i = 1 10 k 10 k mi and ub i = 1 10 k 10 k ma , where k is a positive integer. Usually k is between 4 and 12 and it is chosen according to the precision that we want for the bound. The reason for using lb i , ub i and not the minimum and maximum is that ma and mi may have complicate expression in term of radicals and roots of polynomials.
