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Abstract
Several formulas for computing coarse indices of twisted Dirac type
operators are introduced. One type of such formulas is by composition
product in E-theory. The other type is by module multiplications in
K-theory, which also yields an index theoretic interpretation of the
duality between Roe algebra and stable Higson corona.
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Introduction
The purpose of this paper is to give several E- and K-theoretic formulas for
calculating coarse indices of twisted Dirac operators over complete Rieman-
nian manifolds, which eventually also enable us to give an index theoretic
interpretation of the duality between Roe algebra and stable Higson corona
(cf. [EM06]).
Recall that the index of twisted longitudinally elliptic operators DE
over foliations (M,F) can be calculated from a fundamental class [D] ∈
KK(C(M), C∗(M,F)) of the original operator D and the K-theory class
[E] ∈ K0(M) of the vector bundle E → M by composition product in
KK-theory:
ind(DE) = [D] ◦ [E]
(cf. [Kor09, Section 8.2], [Kuc97, Theorem 13]). This formula generalizes the
index pairing between K-homology and K-theory, which allows to calculate
∗Supported by the Program of Post-Doctoral Scholarships at the Universidad Nacional
Auto´noma de Me´xico.
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the index of a twisted (Z2-)graded Dirac operator by ind(DE) = 〈[D], [E]〉 ∈
Z from the fundamental class [D] ∈ K0(M) and again [E] ∈ K
0(M).
A similar formula in coarse index theory had been missing so far. A
fundamental class [D] ∈ K0(M) of a Dirac operator over a complete Rie-
mannian manifold M does exist and one obtains the coarse index ind(D) ∈
K0(C
∗(M)) from it as the image under the coarse assembly map µ : K∗(M)→
K∗(C
∗(M)) [HR00, Chapter 12]. But at first glance1, this fundamental class
seems inappropriate for calculating coarse indices of twisted operators for
two different reasons: first, one might be interested in twisting by more
general vector bundles E → M than those which are trivial outside of a
compact subset K ⊆M and thus yield elements of K0(M) and, second, the
coarse index of the twisted operator is an element of K∗(C
∗M)) whereas the
index pairing yields only an integer.
Instead one might hope for a fundamental class inKK(Cb(M,K), C
∗(M)),
because arbitrary vector bundles over M correspond to projection valued
functions M → K, K being the compact operators. However, the C∗-algebra
Cb(M,K) is too large to hope for such an element. First of all, it is non-
separable, which is a problem because the definition of the composition
product in KK-theory relies on separability. We circumvent this problem
by using E-theory instead. The concrete picture of E-theory which is suit-
able for non-separable C∗-algebras will be reviewed in Section 1.
Second, Cb(M,K) is too large in the sense that our construction yields
only a fundamental class JDK ∈ E(A(M), C∗(M)), where A(M) ⊆ Cb(M,K)
is the sub-C∗-algebra generated by the smooth functions with bounded gra-
dient (which is still non-separable). If M is a manifold of bounded geome-
try, then A(M) consists exactly of the uniformly continuous bounded func-
tions M → K and K(A(M)) is a stabilized version of the uniform K-theory
K0u(M) defined in [Eng15, Definition 4.1]. A smooth projection P ∈ A(M)
yields a smooth vector bundle E →M with fibres Ex := im(P (x)) –we call
such bundles vector bundles of bounded variation– and a K-theory class
JEK := JP K ∈ K(A(M)). The index of the twisted operator ind(DE) is in-
dependent of the choice of a connection on E because of bordism invariance
and the expected index formula holds: ind(DE) = JDK ◦ JEK ∈ K(C
∗(M)).
In fact, we will use a much more general set-up by considering Dirac bun-
dles whose fibres are finitely generated graded projective Hilbert-A-modules,
A a unital graded C∗-algebra. Indices of the associated A-linear Dirac op-
erators D are then elements of the K-theory of the Roe algebra with coef-
ficients in A, ind(D) ∈ K(C∗(M,A)). In particular this covers Cℓk-linear
1For a second glance, see Section 5.
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Dirac operators, thereby also taking care of the index theory of ungraded
Dirac operators by Bott periodicity. Given another unital graded C∗-algebra
B, we define A∞(M,B) to be the algebra of functions f ∈ C∞b (M,B ⊗̂ K̂)
with bounded gradient and A(M,B) its closure in Cb(M,B ⊗̂ K̂). Here, K̂
is the graded C∗-algebra of compact operators. The fundamental class of
Definition 4.6 is then an element JD;BK ∈ E(A(M,B), C∗(M,A ⊗̂B)).
Although we define these E-theory classes by direct construction, we
shall establish a “descent” homomorphism
Kn(M)→ E(A(M,B), C
∗(M,Cℓn ⊗̂B))
for manifolds of bounded geometry in Section 5 which allows to calculate
the E-theory class JD,BK of a Cℓn-linear Dirac operator D from its K-
homology class [D]. It probably generalizes in some way to general A-linear
Dirac operators, but we will not be pursue this any further in this paper,
because we are happy with the direct definition of the E-theory classes.
Our first main theorem is the following index formula. The notion of
twisted operator in the context of Hilbert module bundles is introduced in
Lemma 3.7 and Definition 3.8.
Theorem 4.14. Let M be a complete Riemannian manifold, S → M a
Dirac A-bundle with associated Dirac operator D and E → M a B-bundle
of bounded variation. Then the index of the twisted operator DE is
ind(DE) = JD;BK ◦ JEK .
As a main technical tool we will prove a bordism invariance result for
the fundamental classes. It lifts the bordism invariance of coarse indices (see
also [Wul12]) and is also of separate interest.
Theorem 4.12 (Bordism invariance). Let W be a complete Riemannian
manifold with a boundary ∂W which decomposes into two complete Rie-
manian manifolds M0, M1 and assume that there are collar neighborhoods
M0× [0, 2ε) of M0 and M1× (−2ε, 0] of M1 on which the Riemannian met-
ric of W is the product metric. Let S0 → M0 and S1 → M1 be Dirac
A-bundles with associated Dirac operators D0, D1, respectively, and assume
that there is a Dirac A ⊗̂Cℓ1-bundle S →W , which restricts to the product
Dirac A ⊗̂Cℓ1-bundles S0 ⊠̂ S[0,2ε) and S1 ⊠̂ S(−2ε,0] over the respective col-
lar neighborhoods. Then for every graded unital C∗-algebra B the following
3
diagram in E-theory commutes:
A(M0, B)
JD0;BK
// C∗(M0, A ⊗̂B)
(M0⊆W )∗ ))❙❙
❙❙
❙❙
❙❙
❙❙
❙❙
❙❙
A(W,B)
restr.
77♦♦♦♦♦♦♦♦♦♦♦♦
restr.
''❖❖
❖❖
❖❖
❖❖
❖❖
❖❖
C∗(W,A ⊗̂B)
A(M1, B)
JD1;BK // C∗(M1, A ⊗̂B)
(M1⊆W )∗
55❦❦❦❦❦❦❦❦❦❦❦❦❦❦
The index formula of Theorem 4.14 covers probably the most common
bundles E, but nevertheless it is possible to derive a similar formula for
arbitrary vector bundles. This will be covered in Section 6: Assume that E
is given by a smooth projection P ∈ C∞b (M,B ⊗̂ K̂). We can always find
a smooth function λ : M → [1,∞) such that λ−1 · grad(P ) is bounded, i. e.
that it is contained in
A∞λ (M,B) := {f ∈ C
∞
b (M,B ⊗̂ K̂) | λ
−1 · grad(f) is bounded} .
We can treat this case by conformally changing the metric on M by mul-
tiplying with λ2. Denote M with this new metric by Mλ and the suitably
changed Dirac operator by Dλ. Then the closure Aλ(M,B) of A
∞
λ (M,B) is
equal to A(Mλ, B) and we can apply Theorem 4.14 to obtain:
Theorem 6.2. The index of the twisted operator DE is the E-theory product
ind(DE) = (cλ)∗ ◦ JD
λ;BK ◦ JEK ∈ K(C∗(M,A ⊗̂B))
of the element induced by the coarse map cλ := id : M
λ →M , the E-theory
class JDλ;BK ∈ E(A(Mλ, B), C∗(Mλ, A⊗̂B)) and the K-theory class JEK ∈
K(Aλ(M,B)) determined by the projection P .
Furthermore, the (cλ)∗ ◦ JD
λ;BK combined yield an element JD;BK
←−−−−
in
the inverse limit
E←−(Cb(M,B ⊗̂ K̂), C
∗(M,A ⊗̂B)) := lim←−
λ
E(Aλ(M,B), C
∗(M,A ⊗̂B)) .
This group pairs with K(Cb(M,B ⊗̂ K̂)) = lim−→λK(Aλ(M,B)) to give ele-
ments of K(C∗(M,A ⊗̂B)), thus condensing Theorem 6.2 into one formula:
Theorem 6.5. If the B-bundle E is determined by a smooth projection
valued function P : M → B ⊗̂ K̂, then ind(DE) = JD;BK
←−−−−
◦ JEK, where JEK
denotes the K-theory class of P .
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From Section 7 on we change our view of coarse index theory by con-
sidering coarse indices not as elements of K(C∗(M,A)) but as elements of
K(C∗/K(M,A)), where C
∗
/K(M,A) is the quotient of C
∗(M,A) by the compact
operators. This is motivated by the observation that coarse index theory
on compact manifolds behaves quite differently from coarse index theory
on non-compact complete Riemannian manifolds. Indeed, for compact M
the coarse index is the same as the classical A-index under a canonical iso-
morphism K(C∗(M,A)) ∼= K(A) whereas coarse indices of operators over
non-compact connected manifolds only contain large-scale information and
everything that happens on compact subsets is irrelevant. The new index
in K(C∗/K(M,A)) does not have this deficiency, because it vanishes when-
ever M is compact, but preserves all information if M is non-compact and
connected.
A big advantage of this new set-up is that Dirac operators D which
are defined outside of a compact subset K ⊆ M now have coarse indices
ind/K(D) ∈ K(C
∗
/K(M,A)). Furthermore, we will construct fundamental
E-theory classes
JD;BK/K/C0 ∈ E(A/C0(M,B), C
∗
/K(M,A ⊗̂B))
where A/C0(M,B) := A(M,B)/C0(M,B ⊗̂ K). The bundles E → M \ K
which determine classes in theK-theory of this C∗-algebra are the B-bundles
of bounded variation defined outside of K. The corresponding index formula
is:
Theorem 7.10. Let M be a complete Riemannian manifold, S → M \K
a Dirac A-bundle with Dirac operator D and E → M \ K a B-bundle of
bounded variation defined outside of a compact subset K ⊆ M . Then the
index of the twisted operator DE is
ind/K(DE) = JD;BK/K/C0 ◦ JEK/C0 .
A completely different type of index formula is obtained in Section 8 by
specializing even further to vector bundles E → M \ K which are defined
by functions P ∈ A(M,B) which are projection valued outside of a com-
pact subset K ⊆ M and whose gradients vanish at infinity. Assuming that
M has bounded geometry, these projections are exactly those mapping to
projections in the stable Higson corona with coefficients in B of [EM06]:
P ∈ c(M,B), thus defining JEKc ∈ K(c(M,B)).
Now, there are associative products
K∗(C
∗
/K(M,A)) ⊗̂K∗(c(M,B)) → K∗(C
∗
/K(M,A ⊗̂B)) ,
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which are in fact module multiplications in the case B = C. Note that
K∗(C
∗
/K(M,A)) behaves somewhat like a “coarse homology theory” while
K∗(c(M,B)) behaves like a “coarse cohomology theory”. The multiplication
can thus be interpreted as a cap product.
This module structure allows the calculation of the index of the twisted
operator DE even without knowing the fundamental class of D. Only the
index of D and the class of E are required:
Theorem 8.7. LetM be a complete Riemannian manifold of bounded geom-
etry, D the Dirac operator of a Dirac A-bundle S →M \K and E →M \K
a B-bundle of vanishing variation defined outside of the compact subset
K ⊆M . Then
ind/K(DE) = ind/K(D) · JEKc .
This theorem is another instance of “calculating indices by module multi-
plication”, the first being [Wul16b, Corollary 11.3]. Furthermore, the author
believes that this type of index formula might also serve as a prototype for
similar results in other types of C∗-algebraic index theory.
Recall that the stable Higson corona, which appears here, was originally
introduced in [EM06] to construct a coarse co-assembly map
µ∗ : K˜−∗+1(c(M,B))→ KX
∗(M,B)
which is dual to the well-studied coarse assembly map
µ : KX∗(M,A)→ K∗(C
∗(M,A)) .
At first glance it might cause a bit of a stomach-ache why the domain of the
coarse co-assembly map is not the K-homology group K∗(C∗(M,B)). Our
Theorem 8.7 can be seen as an index theoretic interpretation of the duality
between Roe algebra and stable Higson corona, suggesting that the stable
Higson corona is indeed a good choice.
Emerson and Meyer motivated this duality furthermore by constructing
a pairing between K∗(C
∗(M,C)) and K˜−∗+1(c(M,C)) which is compati-
ble with assembly, co-assembly and the pairing between KX∗ and KX
∗ in
the obvious way. In our context of a non-compact, complete, connected
Riemannian manifold of bounded geometry, this pairing corresponds af-
ter slight modification to the composition of the module multiplication
K∗(C
∗
/K(M,C))⊗̂K−∗+1(c(M,C))→ K1(C
∗
/K(M,C)) and the boundary map
K1(C
∗
/K(M,C))→ K0(K̂)
∼= Z. These pairings, which we construct in slight
more generality in Section 8, are stabilized versions of the pairing of [Yu97a]
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and may be used to detect non-vanishing of indices. Finally, our results im-
mediately yield the following index theoretic interpretation of the pairing:
Theorem 8.9. Let M be a complete non-compact Riemannian manifold of
bounded geometry, D the Dirac operator of a Dirac A-bundle S → M \K
and E → M \ K a B-bundle of vanishing variation defined outside of the
compact subset K ⊆M . Then the pairing between ind/K(D) and JEKc is an
obstruction to the extendibility of DE to all of M .
Finally, in Section 9 we use the partitioned manifold theorem to show
that (in certain set-ups) the connecting homomorphism ∂ : K1(C
∗
/K(M,A))→
K0(A) maps the index ind/K(D) of an A⊗̂Cℓ1-linear Dirac operator DM de-
fined outside of a compact subset to the A-index of a suitable A-linear Dirac
operator DN on a compact connected codimension one submanifold N ⊂M .
This map is therefore the natural choice for detecting non-vanishing of the
modulo-K-indices.
Interestingly, this method appears to become very powerful in combina-
tion with the module structure: In Example 9.4 we will illustrate this by
showing that ∂ maps the modulo-K-index of the (Cℓ3-linear) spinor Dirac
operator /D over R3 to 0, but after twisting with the pullback E → R3 \ {0}
of the nontrivial vector bundle H → S2 under the radial projection we have
∂(ind/K( /D)·JEKc) = ∂(ind/K( /DE)) 6= 0, and this finally implies non-triviality
of ind/K( /D).
Acknowledgements. The author is grateful to Thomas Schick, Rudolf
Zeidler and Alexander Engel for valuable discussions and helpful comments.
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1 The asymptotic category and E-theory
The central building block of the results presented in this paper is E-theory
of non-separable Z2-graded C
∗-algebras. For this reason, we begin with a
whole section reviewing its definition and basic properties. This section is
in large parts identical with [Wul16b, Section 8], but the focus will partly
be on different properties.
We use the picture of E-theory presented in [HG04]. A more detailed
exposition of E-theory, which is based on a slightly different definition, is
found in [GHT00]. Furthermore, we treat K-theory of graded C∗-algebras
simply as the special case K(B) = E(C, B), which is essentially the spectral
picture of K-theory of [Tro00].
At this point it is necessary to fix some terminology concerning graded
C∗-algebras. In this paper, all C∗-algebras are Z2-graded C
∗-algebras; un-
graded C∗-algebras are treated as trivially graded. For simplicity we will
always drop the “Z2-” and simply speak of “gradings” in all contexts.
The tensor product we use is always the maximal graded tensor product
which we denote by ⊗̂. This is in contrast to the usual convention, which
uses this symbol for the minimal tensor product. However, the minimal
tensor product does not appear in this paper – except at one place where it is
explicitly mentioned. Recall that there is a canonical symmetry isomorphism
A ⊗̂B ∼= B ⊗̂A which sends a ⊗̂ b to (−1)∂a∂bb ⊗̂ a.
Here are the most important graded C∗-algebras, which we encounter in
this paper:
• By S we mean the C∗-algebra C0(R) but equipped with the grading
into even and odd functions.
• Given a graded Hilbert-A-module H = H+ ⊕H−, the C∗-algebras of
compact and adjointable operators are denoted by KA(H) andBA(H),
respectively, and we consider them equipped with the grading into
diagonal and off-diagonal matrices. In the Hilbert space case, i. e.
A = C, we drop the index.
• Let ℓ2 be our favourite ungraded infinite dimensional separable Hilbert
space (e. g. ℓ2 = ℓ2(N)) and ℓ̂2 = ℓ2⊕ ℓ2 the graded Hilbert space with
8
even and odd part equal to ℓ2. Abbreviate K := K(ℓ2) and K̂ := K(ℓ̂2).
Furthermore, for i, j ∈ N let Ci,j := Ci ⊕ Cj graded as indicated. We
obtain the graded matrix algebras Mi,j(C) = K(C
i,j) = B(Ci,j).
• Given a Euclidean vector space V we denote its complex Clifford alge-
bra by Cℓ(V ) and equip it with the grading in which V ⊆ (Cℓ(V ))odd.
In particular for V = Rk with standard basis e1, . . . , ek we write
Cℓk := Cℓ(R
k) and recall that it is generated by e1, . . . , ek under the
relations eiej + ejei = −2δij . For all k ∈ N we have Cℓ2k ∼= Mk,k(C).
Note furthermore that there are canonical ∗-isomorphisms
BA⊗̂Cℓk(H ⊗̂ Cℓk)
∼= BA(H) ⊗̂ Cℓk (1)
for every Hilbert A-module H.
Finally it should be said that, throughout the whole paper, equivalence
classes will always be denoted by overlines.
We can now proceed with the actual topic of this section, namely the
asymptotic methods.
Definition 1.1 ([HG04, Definition 2.2],[GHT00, Definition 1.1]). Let B be
a graded C∗-algebra. The asymptotic C∗-algebra of B is
A(B) := Cb([1,∞), B)/C0([1,∞), B).
A is a functor from the category of Z2-graded C
∗-algebras into itself.
An asymptotic morphisms is a graded ∗-homomorphisms A→ A(B).
Definition 1.2 ([HG04, Definition 2.3],[GHT00, Definition 2.2]). Let A,B
be graded C∗-algebras. The asymptotic functors A0,A1, . . . are defined by
A0(B) = B and
An(B) = A(An−1(B)).
Two ∗-homomorphisms φ0, φ1 : A → An(B) are n-homotopic if there exists
a ∗-homomorphism Φ: A→ An(B[0, 1]), called n-homotopy between φ0, φ1,
from which the ∗-homomorphisms φ0, φ1 are recovered as the compositions
A
Φ
−→ An(B[0, 1])
evaluation at 0,1
−−−−−−−−−−→ An(B).
Lemma 1.3 ([GHT00, Proposition 2.3]). The relation of n-homotopy is an
equivalence relation on the set of ∗-homomorphisms from A to An(B).
Definition 1.4 ([HG04, Definition 2.4],[GHT00, Definition 2.6]). Let A,B
be graded C∗-algebras. Denote by JA,BKn the set of n-homotopy classes of
∗-homomorphisms from A to An(B).
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There are two natural transformations An → An+1: The first is defined
by including An(B) into An+1(B) = A(An(B)) as constant functions. The
second is defined by applying the functor An to the inclusion of B into AB
as constant functions. Both of them define maps JA,BKn → JA,BKn+1.
Lemma 1.5 ([GHT00, Proposition 2.8]). The above natural transformations
define the same map JA,BKn → JA,BKn+1.
These maps organize the sets JA,BKn into a directed system
JA,BK0 → JA,BK1 → JA,BK2 → . . .
Definition 1.6 ([HG04, Definition 2.5],[GHT00, Definition 2.7]). Let A,B
be Z2-graded C
∗-algebras. Denote by JA,BK∞ the direct limit of the above
directed system. We denote the class of a ∗-homomorphism φ : A→ An(B)
by JφK.
Proposition 1.7 ([GHT00, Proposition 2.12]). Let φ : A → An(B) and
ψ : B → Am(C) be ∗-homomorphisms. The class JψK ◦ JφK ∈ JA,CK∞ of the
composite ∗-homomorphism
A
φ
−→ An(B)
An(ψ)
−−−−→ An+m(C)
depends only on the classes JφK ∈ JA,BK∞, JψK ∈ JB,CK∞ of φ,ψ. The
composition law
JA,BK∞ × JB,CK∞ → JA,CK∞, (JφK, JψK) 7→ JψK ◦ JφK
so defined is associative.
According to the proposition, we obtain a category:
Definition 1.8 ([HG04, Definition 2.6],[GHT00, Definition 2.13]). The asymp-
totic category is the category whose objects are graded C∗-algebras, whose
morphisms are elements of the sets JA,BK∞, and whose composition law is
defined in Proposition 1.7.
The identity morphism 1A ∈ JA,AK∞ is represented by the identity
idA : A→ A = A
0(A).
For arbitrary graded C∗-algebras B,D, there are canonical asymptotic
morphisms
A(B) ⊗̂D → A(B ⊗̂D) g¯ ⊗̂ d 7→ t 7→ g(t) ⊗̂ d
D ⊗̂ A(B)→ A(D ⊗B) d ⊗̂ g¯ 7→ t 7→ d ⊗̂ g(t)
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and inductively also canonical ∗-homomorphisms An(B) ⊗̂D → An(B ⊗̂D),
D ⊗̂ An(B) → An(D ⊗̂B). This is a consequence of [GHT00, Lemmas 4.1,
4.2 & Chapter 3].
Proposition 1.9 ([GHT00, Theorem 4.6]). The asymptotic category is a
monoidal category with respect to the maximal graded tensor product ⊗̂ of
C∗-algebras and a tensor product on the morphism sets,
⊗̂ : JA1, B1K∞ × JA2, B2K∞ → JA1 ⊗̂A2, B1 ⊗̂B2K∞,
with the following property: If JφK ∈ JA1, B1K∞ and JψK ∈ JA2, B2K∞ are
represented by φ : A1 → A
m(B1) and ψ : A2 → A
n(B2) , respectively, and D
is another graded C∗-algebra, then
JφK ⊗̂ 1D ∈ JA1 ⊗̂D,B1 ⊗̂DK∞,
1D ⊗̂ JψK ∈ JD ⊗̂A2,D ⊗̂B2K∞
are represented by the compositions
A1 ⊗̂D
φ⊗̂idD−−−−→ Am(B1) ⊗̂D → A
m(B1 ⊗̂D),
D ⊗̂A2
idD ⊗̂ψ−−−−→ D ⊗̂ An(B2)→ A
n(D ⊗̂B2),
respectively.
The general form of the tensor product is of course
JφK ⊗̂ JψK = (JφK ⊗̂ 1B2) ◦ (1A1 ⊗̂ JψK) = (1B1 ⊗̂ JψK) ◦ (JφK ⊗̂ 1A2).
There is an obvious monoidal functor from the category of graded C∗-
algebras into the asymptotic category which is the identity on the objects
and maps a ∗-homomorphism A→ B to its class in JA,BK∞ by considering
it as a ∗-homomorphism A→ A0(B).
The definition of E-theory involves the two graded C∗-algebras K̂ and S
which we saw at the beginning of this section.
The role of K̂ is stabilization: Given two separable, graded Hilbert
spaces H1,H2, any isometry V : H1 ⊗̂ ℓ̂2 → H2 ⊗̂ ℓ̂2 defines an injective
∗-homomorphisms
AdV : K(H1) ⊗̂ K̂→ K(H2) ⊗̂ K̂, T 7→ V TV
∗.
The homotopy class of AdV is independent of the choice of V and therefore
defines a canonical isomorphism between K(H1) ⊗̂ K̂ and K(H2) ⊗̂ K̂ in the
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asymptotic category. In particular, K̂⊗̂K̂, K⊗̂K̂,Mi,j(C)⊗̂K̂ and Cℓ2k ⊗̂K̂ ∼=
Mk,k(C) ⊗̂ K̂ are all canonically isomorphic to K̂.
Recall from [HG04, Section 1.3] that the second C∗-algebra, S, is also a
co-algebra with co-unit η : S → C, f 7→ f(0) and a co-multiplication ∆: S →
S ⊗̂ S, i. e. the diagrams
S
∆ //
∆

S ⊗̂ S
id ⊗̂∆

S
id

id //
∆
!!❉
❉
❉
❉
❉
❉
❉
❉ S
S ⊗̂ S
∆⊗̂id
// S ⊗̂ S ⊗̂ S S S ⊗̂ S
η⊗̂id
oo
η⊗̂id
OO (2)
commute. As S is generated by the two functions u(x) := e−x
2
and v(x) :=
xe−x
2
, the ∗-homomorphism ∆ is completely determined by the values
∆(u) = u ⊗̂ u , ∆(v) = u ⊗̂ v + v ⊗̂ u .
Definition 1.10. Let A,B be graded C∗-algebras. The E-theory of A,B is
E(A,B) = JS ⊗̂A ⊗̂ K̂, B ⊗̂ K̂K∞.
It is a group with addition given by direct sum of ∗-homomorphisms
S ⊗̂A ⊗̂ K̂→ An(B ⊗̂ K̂)
(via an inclusion K̂ ⊕ K̂ →֒ K̂, which is canonical up to homotopy) and the
zero element represented by the zero ∗-homomorphism.
Remark 1.11. By [GHT00, Theorem 2.16], this definition is equivalent to
[HG04, Definition 2.1] when A,B are separable. For non-separable C∗-al-
gebras, however, it is essential to use Definition 1.10, because otherwise the
products defined below might not exist.
There is a composition product
E(A,B)⊗ E(B,C)→ E(A,C), (φ,ψ) 7→ ψ ◦ φ,
where ψ ◦ φ ∈ E(A,C) is defined to be the composition
S ⊗̂A ⊗̂ K̂
∆⊗̂id
A⊗̂K̂
−−−−−−→ S ⊗̂ S ⊗̂A ⊗̂ K̂
idS ⊗̂φ−−−−→ S ⊗̂B ⊗̂ K̂
ψ
−→ C ⊗̂ K̂
of morphisms in the asymptotic category.
There is also an exterior product
E(A1, B1)⊗ E(A2, B2)→ E(A1 ⊗̂A2, B1 ⊗̂B2), (φ,ψ) 7→ φ ⊗̂ ψ,
where φ ⊗̂ ψ ∈ E(A1 ⊗̂A2, B1 ⊗̂B2) is defined to be the composition
S ⊗̂A1 ⊗̂A2 ⊗̂ K̂
∆⊗̂id
−−−→ S ⊗̂ S ⊗̂A1 ⊗̂A2 ⊗̂ K̂ ∼= S ⊗̂A1 ⊗̂ K̂ ⊗̂ S ⊗̂A2 ⊗̂ K̂
φ⊗̂ψ
−−−→ B1 ⊗̂ K̂ ⊗̂B2 ⊗̂ K̂ ∼= B1 ⊗̂B2 ⊗̂ K̂
of morphisms in the asymptotic category.
Theorem 1.12 ([HG04, Theorems 2.3, 2.4]). With these composition and
exterior products, the E-theory groups E(A,B) are the morphism groups in
an additive monoidal category E whose objects are the graded C∗-algebras.
Here are some properties of E-theory. Our earlier observations imply:
Theorem 1.13 (Stability). For any separable graded Hilbert space H, the
graded C∗-algebra K(H) is canonically isomorphic in the category E to C.
In particular, this applies to K̂, K, Mi,j(C) and Cℓ2k.
Theorem 1.14 ([HG04, Theorems 2.3, 2.4]). There is a monoidal functor
from the asymptotic category into E which is the identity on the objects and
maps φ ∈ JA,BK∞ to the morphism
S ⊗̂A ⊗̂ K̂
JηK⊗̂φ⊗̂1
K̂−−−−−−→ B ⊗̂ K̂
in the asymptotic category, which we denote by the same letter φ.
Thus, by taking the E-theory product with this E-theory element, we
obtain homomorphisms
E(D,A)
φ◦
−→ E(D,B), E(B,D)
◦φ
−→ E(A,D)
for any third graded C∗-algebra D. Consequently, the E-theory groups are
contravariantly functorial in the first variable and covariantly functorial in
the second variable with respect to morphisms in the asymptotic category
and in particular with respect to ∗-homomorphisms.
These functorialities can be computed more easily than arbitrary com-
position products in E-theory: If ψ ∈ E(D,A) and φ ∈ JA,BK∞, then
φ ◦ ψ ∈ E(D,B) is the composition
S ⊗̂D ⊗̂ K
ψ
−→ A ⊗̂ K̂
φ⊗̂1
K̂−−−→ B ⊗̂ K
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in the asymptotic category. This is, because the co-multiplication ∆: S →
S ⊗̂ S in the definition of the composition product in E-theory cancels with
the co-unit η : S → C appearing in the functor from the asymptotic category
to E-theory by (2).
Similarly, if ψ ∈ E(B,D) and φ ∈ JA,BK∞, then ψ ◦ φ ∈ E(A,D) is the
composition
S ⊗̂A ⊗̂ K̂
1S⊗̂φ⊗̂1K̂−−−−−−→ S ⊗̂B ⊗̂ K̂
ψ
−→ B ⊗̂ K̂,
and the exterior product of φ ∈ E(A1, B1) and ψ ∈ JA2, B2K∞ is the com-
position
S ⊗̂A1 ⊗̂A2 ⊗̂ K̂
φ⊗̂ψ
−−−→ B1 ⊗̂B2 ⊗̂ K̂.
Generalizing the functor from the asymptotic category to the E-theory
category, elements of E(A,B) are also obtained from any morphism in the
asymptotic category of the form
A ⊗̂ K(H1)→ B ⊗̂ K(H2) or S ⊗̂A ⊗̂ K(H1)→ B ⊗̂ K(H2)
where H1,H2 are arbitrary separable, graded Hilbert spaces. The E-theory
element is obtained by tensoring with JηK⊗̂id
K̂
respectively id
K̂
and applying
stability.
To treat bordisms later on, we need Bott periodicity. Denote by X the
odd, unbounded multiplier on C0(R) ⊗̂ Cℓ1 = C0(R,Cℓ1) by multiplication
with the function R ∋ x 7→ x ∈ (Cℓ1)
odd and by DR the closure of the Dirac
operator e ∂∂x : Cc(R,Cℓ1)→ Cc(R,Cℓ1) over R, which is an odd, self-adjoint,
regular operator on the Hilbert module L2(R,Cℓ1).
Definition 1.15. The Bott element b ∈ E(C, C0(R) ⊗̂ Cℓ1) is defined by
S → C0(R) ⊗̂ Cℓ1 , φ 7→ φ(X)
and the dual Bott element b∗ ∈ E(C0(R),Cℓ1) is defined by the asymptotic
morphism
S ⊗̂ C0(R)→ A(K(L
2(R)) ⊗̂ Cℓ1) , φ ⊗̂ f 7→ t 7→ φ(t−1DR)f .
Theorem 1.16 ([HG04, Theorem 1.12, Corollary 1.2]). The elements b and
b∗ are mutually inverse in the sense that
(b∗ ⊗̂ 1Cℓ1) ◦ b ∈ E(C,Cℓ2)
∼= E(C,C) and
(b ⊗̂ 1Cℓ1) ◦ b
∗ ∈ E(C0(R), C0(R) ⊗̂ Cℓ2) ∼= E(C0(R), C0(R))
are the respective identity morphisms.
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Now that we have introduced all that we need to know about E-theory,
we simply treat K-theory as the special case K(B) := E(C, B). In this
special case, it is not even necessary to use asymptotic morphisms, because
E(C, B) ∼= JS, B ⊗̂ K̂K0 by [HG04, Proposition 1.3]. This is the spectral
picture of K-theory of [Tro00].
The relation to the classical picture of K-theory is the following: If
P ∈ B ⊗̂ K̂ is a projection, then its K-theory element is represented by the
∗-homomorphism
S → B ⊗̂ K̂ , φ 7→ φ(0) · P .
2 The Roe algebra with coefficients
We shall now recall the construction of the Roe algebra with coefficients.
The coefficient C∗-algebras appearing in the remaining part of this paper
will usually be denoted by A,A1, A2, B,B1, B2, C. Therefore, we will from
now on always assume that these letters stand for graded, unital, complex
C∗-algebras.
It is important to begin by making some remarks about the spaces X
we work with: We do not use the notion of a coarse space in this paper,
which would be the most general setup. Instead, our spaces will always be
proper metric spaces. However, we do allow the metric to take the value
infinity, thus yielding a decomposition into subspaces which are infinitely far
apart from each other, the so-called coarse components. The reason is that
some constructions in the sequel yield non-connected complete Riemannian
manifolds, whose path-metric is of this type. We emphasize right here at the
beginning that many arguments in coarse geometry generalize to spaces with
such metrics simply by applying them to each coarse component separately.
The theory which we are about to recall in this section usually makes
heavy use of the fact that–if the space has only one coarse component–the
bounded subsets are exactly the precompact ones. If the space has more
than one coarse component, this has to be adapted to:
Lemma 2.1. The precompact subsets are exactly those which are a finite
union of bounded subsets.
That said, complete Riemannian manifolds without boundary are under-
stood to be equipped with the path-metric. Nonetheless, we also encounter
spaces with different metrics. For example, if X is the closure of an open
subset of a complete Riemannian manifold M , then we will usually equip
X with the restricted path-metric from M . We shall write X⊆M instead of
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X in these cases, to indicate that the restricted metric from M has been
chosen.
The basic properties of the Roe algebra stated in this section do not come
surprisingly at all, as they are well known in similar set-ups (e. g. [HR00,
Chapter 6]). However, they have not been stated in the context of E-theory
and in the presence of Z2-gradings before, and for this reason we will be a
bit detailed where it seems appropriate.
Definition 2.2 (cf. [HPS15, Definition 3.2], [HPR97, Definitions 5.1–5.3]).
Let H be a separable right Hilbert A-module, ρ : C0(X)→ BA(H) a repre-
sentation and T ∈ BA(H).
• T is locally compact if T ◦ ρ(f), ρ(f) ◦ T ∈ KA(H) for all f ∈ C0(X),
or equivalently if this holds for all bounded Borel functions f which
vanish at infinity.
• T has finite propagation if there exists R > 0 such that ρ(f)Tρ(g)
vanishes for all f, g ∈ C0(X) with dist(supp(f), supp(g)) ≥ R. The
smallest such R is called the propagation of T .
• The Roe-C∗-algebra of X associated with ρ is the sub-C∗-algebra
C∗(X,H) ⊆ BA(H) generated by all locally compact operators with
finite propagation. The dependence of the representation ρ is under-
stood implicitly.
There is the well known “functoriality” of the Roe algebras under coarse
maps.
Definition 2.3. Let X1, X2, X3 be proper metric spaces.
• A coarse map between X1,X2 is a proper Borel map h : X1 → X2,
proper in the sense that preimages of precompact sets are precompact2,
such that for each R > 0 there is S > 0 such that
∀x, y ∈ X1 : d(x, y) < R⇒ d(f(x), f(y)) < S .
• Two coarse maps h1, h2 : X1 → X2 are called close (or coarsely equiv-
alent) if the function X1 ∋ x 7→ d(h1(x), h2(x)) ∈ R is bounded. This
defines an equivalence relation on the set of coarse maps from X1 to
X2.
2In view of Lemma 2.1 this is not the same as saying that preimages of bounded sets
are bounded.
16
• Proper metric spaces together with closeness classes of coarse maps
comprise a category. A coarse equivalence is a coarse map which is an
isomorphism in this category.
Definition 2.4 (cf. [HPR97, Definitions 5.1]). Let X1,X2 be two proper
metric spaces, A a Z2-graded unital C
∗-algebra, ρ1,2 : C0(X1,2)→ BA(H1,2)
grading preserving representations on separable Z2-graded Hilbert-A-modules
and V : H1 → H2 an isometry of Hilbert modules.
• The support supp(V ) of V is the complement in X1×X2 of the union
of all open subsets of the form U1 × U2 such that ρ2(f2)V ρ1(f1) = 0
for all f1,2 ∈ C0(U1,2).
• A coarse map h : X1 → X2 is covered by V , if there is an R > 0 such
that
∀(x, y) ∈ supp(V ) : d(h(x), y) < R .
Lemma 2.5. Given an isometry V which covers a coarse map h as in the
previous definition, adjoining by V yields a ∗-homomorphism
AdV : C
∗(X1,H1)→ C
∗(X2,H2) , T 7→ V TV
∗ .
The E-theory class h∗ ∈ E(C
∗(X1,H1), C
∗(X2,H2)) determined by this
∗-homomorphism is independent of the choice of V and depends only on
the closeness class of h. If X1,X2,X3 are three proper metric spaces with
representations on Hilbert A-modules H1,H2,H3 and h1 : X1 → X2 and
h2 : X2 → X3 are two coarse maps, which are covered by isometries H1 →
H2, H2 → H3, respectively, then (h2 ◦ h1)∗ = (h2)∗ ◦ (h1)∗.
Proof. The first part was already mentioned in [HPR97, Section 5]. If
V0, V1 : H1 → H2 are two isometries which cover h, then AdV0 , AdV1 de-
termine the same E-theory elements as the ∗-homomorphisms(
AdV0 0
0 0
)
,
(
0 0
0 AdV1
)
: C∗(M1, ρ1)→ C
∗(M2, ρ2) ⊗̂M2(C) ,
repectively, but these are homotopic via the ∗-homomorphisms obtained by
adjoining with Vt :=
(
cos(π2 t)V0
sin(π2 t)V1
)
, t ∈ [0, 1], and thus determine the same
element in E-theory.
If V covers the coarse map h1 and the coarse map h2 is close to h1, then
V obviously covers h2, too.
Finally, if V1 : H1 → H2, covers h1 and V2 : H2 → H3 covers h2, then
V2V1 covers h2 ◦ h1.
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Isometries which cover coarse maps do not always exist. They do, how-
ever, exist if the Hilbert module H2 is “sufficiently large” [HPR97, Propo-
sition 5.5]. In the cases mentioned at the beginning, i. e. a manifold with or
without boundary or, more general, closures of open subsets of manifolds,
then it is easy to give sufficiently large Hilbert modules explicitely, for ex-
ample L2(X) ⊗̂A ⊗̂ ℓ̂2. We will use this Hilbert module for constructing the
Roe algebra with coefficients concretely:
Definition 2.6. If X is the closure of an open subset of a complete, con-
nected Riemannian manifold and A a graded unital C∗-algebra, then the
Roe algebra of X with coefficients in A is
C∗(X,A) := C∗(X,L2(X) ⊗̂A ⊗̂ ℓ̂2)) .
Lemma 2.7. Given spaces X1,X2 as in the previous definition, a repre-
sentation of C0(X1) on a separable Hilbert A-module H and a coarse map
h : X1 → X2, then there exists an isometry H → L
2(M) ⊗̂ A ⊗̂ ℓ̂2 covering
h and hence the E-theory element
h∗ ∈ E(C
∗(X1,H), C
∗(X2, A))
exists. In particular, the assignments X → C∗(X,A) and h 7→ h∗ define a
functor from the category of spaces as in the previous definition and closeness
classes of coarse maps to the category of graded C∗-algebras.
Proof. The existence of an isometry covering h was shown in [HPR97, Propo-
sition 5.5] in the case of ungraded coefficient C∗-algebras. The gradings are
easily incorporated into the proof.
In the context of index theory, it is usually helpful to choose Hilbert
modules which take the presence of bundles S → X into account. Typically,
these bundles are of the following type:
Definition 2.8. Let X be as in Definiton 2.6.
• By an A-bundle S → X we mean a smooth bundle whose fibres are
finitely generated, projective, graded right Hilbert A-modules.
• The Hilbert A-module L2(S) or L2(X,S) is the completion of Γ∞cpt(S)
with respect to the A-valued scalar product
(ξ, ζ) =
∫
M
〈ξ(x), ζ(x)〉dvol ,
where 〈., .〉 : Γ(S)×Γ(S)→ C∞(X,A) is the fibre-wise A-valued inner
product.
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• Furthermore, we define C∗(X,S) := C∗(X,L2(S) ⊗̂ ℓ̂2).
There are inclusions
C∗(X,L2(S)) ⊆ C∗(X,S) ⊆ C∗(X,A)
given by adjoining with grading preserving isometric embedding of bundles
S ⊆ S ⊗̂ ℓ̂2 ⊆ A ⊗̂ ℓ̂2. Note that the E-theory elements corresponding to
these inclusions are in fact both of the form id∗ and therefore independent
of the choices. If the fibres of S are “sufficiently large” in the appropriate
sense, then these E-theory elements are even isomorphisms, but we will not
use this fact.
As we will see soon, C∗(X,L2(S)) is perfect for the direct construc-
tion of the coarse index (cf. [HPS15]), but the extra space in C∗(X,S) =
C∗(X,L2(S) ⊗̂ ℓ̂2) is very useful when considering twisted operators.
Important coefficient C∗-algebras are of course the Clifford algebras Cℓk.
Note that the isomorphisms (1) carry over to the Roe algebras:
Lemma 2.9. There are canonical isomorphisms
C∗(X,H ⊗̂ Cℓk) ∼= C
∗(X,H) ⊗̂ Cℓk
which are natural under the functoriality of Lemma 2.5.
3 Dirac operators over C∗-algebras
The index theorems presented in this paper work for A-linear Dirac operators
acting on sections of A-bundles. Let’s make all these notions precise.
Definition 3.1. Let S → M be a smooth A-bundle. A connection on S
is a C-linear map ∇ : Γ(S) → Γ(S ⊗ T ∗M) which is grading preserving,
i. e. maps Γ(S±) to Γ(S± ⊗ T ∗M), satisfies the Leibniz rule ∇X(ξ · f) =
∇X(ξ) · f + ξ · ∂Xf for all sections ξ ∈ Γ(S), all smooth A-valued functions
f ∈ C∞(M,A) and all X ∈ TM , and is metric with respect to the A-valued
inner product 〈., .〉 on the fibres, i. e. ∂X〈ξ, ζ〉 = 〈∇Xξ, ζ〉+ 〈ξ,∇Xζ〉 for all
ξ, ζ ∈ Γ(S) and X ∈ TM .
Definition 3.2. Let (M,g) be a Riemannian manifold (possibly with bound-
ary) and ∇LC its Levi–Civita connection. A Dirac A-bundle is a smooth
A-bundle along with
• a connection ∇ : Γ(S)→ Γ(S ⊗ T ∗M);
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• a Clifford multiplication Cℓ(TM)→ EndA(S), i. e. a graded C
∗-algebra
bundle homomorphism;
such that connection and Clifford multiplication are related by the Leibniz
rule ∇X(Y · ξ) = (∇
LC
X Y ) · ξ + Y · ∇Xξ for all X ∈ TM , Y ∈ Γ(Cℓ(TM))
and ξ ∈ Γ(S).
Definition 3.3. The Dirac operator associated to a Dirac A-bundle S →M
is the A-linear first order differential operator D : Γ∞cpt(S) → Γ
∞
cpt(S) which
is locally given by
D =
n∑
i=1
ei∇
S
ei ,
where e1, . . . , en is a local orthonormal frame of TM .
The following two theorems are proven in [HPS15, Theorem 2.3, Lemma
3.6] for (C-linear) Dirac operators twisted by A-bundles. However, their
proofs never make use of the special shape of the twisted operator DE in
any essential way and thus carries over to A-linear Dirac operators. Alterna-
tively, see [Zad10, Lemma 2.1], but [HPS15, Remark 1.6] pointed out some
drawbacks of Zadeh’s proof. A newer proof of the first of the two theorems
in its full generality has recently been provided by Ebert in [Ebe16].
Theorem 3.4 (cf. [HPS15, Theorem 2.3.] and [Ebe16, Theorem 1.14]). The
Dirac operator D is closable in L2(S) and the minimal closure is regular and
self-adjoint as unbounded Hilbert-A-module operator. It is the unique self-
adjoint extension of D.
We denote the closure by the same letter D. The importance of self-
adjoint regular operators on Hilbert modules is that they admit a functional
calculus, see [HPS15, Theorem 3.1] and [Ebe16, Theorem 1.19]. Relevant to
us are the properties mentioned in the following theorem:
Theorem 3.5 (cf. [HPS15, Lemma 3.6.]). The functional calculus yields a
graded ∗-homomorphism
S → C∗(M,L2(S)) , f 7→ f(D)
with the property that f(D) = Dg(D) = g(D)D if f, g ∈ S satisfy f(t) =
tg(t) for all t.
Definition 3.6. The coarse index ind(D) ∈ K(C∗(M,A)) of D is the K-
theory class obtained by composing the ∗-homomorphism of the previous
theorem with the inclusion C∗(M,L2(S)) ⊆ C∗(M,A).
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Sometimes we will also call the class inK(C∗(M,L2(S))) orK(C∗(M,S))
the coarse index. However, we emphasize that we will use functoriality in
special cases later on, and this is in general only available for C∗(M,A).
Let us now proceed to twisted operators. The following works for the
minimal as well as the maximal tensor product:
Lemma 3.7. Let S → M be a A-bundle with connection ∇S and E → M
a B-bundle with connection ∇E. Then there is a unique connection ∇S⊗̂E
on the A ⊗̂B-bundle S ⊗̂ E such that
∇S⊗̂E(ξ ⊗̂ ζ) = ∇Sξ ⊗̂ ζ + ξ ⊗̂ ∇Eζ (3)
for all section ξ ∈ Γ(S) and ζ ∈ Γ(E).
If S is even a Dirac A-bundle, then S ⊗̂E is a Dirac A ⊗̂B-bundle with
this connection and the obvious Clifford action.
Proof. Uniqueness: If there are two connections of this type, then their
difference is an endomorphism of the bundle S ⊗̂ E which vanishes on the
algebraic tensor product of the fibres and therefore on all of S ⊗̂ E.
To prove existence, we could construct the connection using local trivi-
alizations, but we prefer to proceed differently:
As the fibres of the bundles are finitely generated projective Hilbert
modules, we can find smooth adjointable isometric and grading preserving
inclusions into trivial bundles
V : S
⊆
−→M ×A ⊗̂ ℓ̂2 , W : E
⊆
−→M ×B ⊗̂ ℓ̂2 .
These yield new metric connections on S, E and S ⊗̂ E, namely
∇˜SX := V
∗ ◦ ∂X ◦ V , ∇˜
E
X := W
∗ ◦ ∂X ◦W ,
∇˜S⊗̂EX := (V ⊗̂W )
∗ ◦ ∂X ◦ (V ⊗̂W ) ,
respectively. The differences σ(X) := ∇SX − ∇˜
S
X and η(X) := ∇
E
X − ∇˜
E
X
are bundle endomorphism of S, E, respectively. They are antiselfadjoint,
because the connections are metric. Therefore, σ(X) ⊗̂ idE + idS ⊗̂η(x) is
an antiselfadjoint bundle homomorphism of S ⊗̂ E. One now easily verifies
that the metric connection
∇S⊗̂E = ∇˜S⊗̂E + σ ⊗̂ idE + idS ⊗̂η
satisfies Equation (3).
If S is Dirac, then the induced Clifford action on S ⊗̂ E is compatibe
with the new connection, too, as is easily verified using Equation (3).
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Definition 3.8. Let S → M be a Dirac A-bundle, D its associated Dirac
operator and E →M aB-bundle with connection. Then the twisted operator
DE is the Dirac operator associated to the Dirac A ⊗̂B-bundle S ⊗̂ E.
Similar to twisted Dirac bundles we can also construct external tensor
products of Dirac bundles. The proof of the following lemma is completely
analogous to the proof of Lemma 3.7.
Lemma 3.9. Let Si →Mi be Ai-bundles with connections ∇
Si for i = 1, 2.
Then there is a unique connection ∇S1⊠̂S2 on the A1 ⊗̂A2-bundle S1 ⊠̂S2 →
M1 ×M2 such that
∇S1⊠̂S2X1+X2(ξ1 ⊠̂ ξ2) = ∇
S1
X1
ξ1 ⊠̂ ξ2 + ξ1 ⊠̂∇
S2
X2
ξ2
for all section ξi ∈ Γ(Si) and Xi ∈ TMi.
If S1,2 are even Dirac A1,2-bundles, then S1 ⊠̂ S2 is a Dirac A1 ⊗̂ A2-
bundle with this connection and the obvious Clifford action.
Definition 3.10. Let Si →Mi be Ai-bundles with associated Dirac opera-
tors Di for i = 1, 2. Then the external tensor product D1 ×D2 is the Dirac
operator of the Dirac A1 ⊗̂A2-bundle S1 ⊠̂ S2 →M1 ×M2.
The closure of this operator is a regular operator on the Hilbert A1 ⊗̂A2-
module L2(M1 ×M2, S1 ⊠̂ S2) ∼= L
2(M1, S1) ⊗̂ L
2(M2, S2). The following
Lemma is more or less well known (cf. [Dum05, Proof of Theorem 4.1],
[HKT98, Appendix A], [Zei16, Lemma 4.16]) and is the key analytic ingre-
dient to bordism invariance.
Lemma 3.11. The functional calculus of the operators D1,D2 and D1×D2
are related by the formula
exp(−t−2(D1 ×D2)
2) = exp(−t−2D21) ⊗̂ exp(−t
−2D22) .
4 The E-theory class of an operator
With all preparatory work done in the previous three sections, we can now
turn our attention to the C∗-algebra A(M,B) and the E-theory classes
JD;BK of A-linear Dirac operators D.
Definition 4.1. Given a Riemannian manifold M , possibly with bound-
ary, an arbitrary graded C∗-algebra Y and a smooth function f : M → Y ,
we define the gradient of f to be the section grad(f) ∈ Γ(Cℓ(TM) ⊗̂ Y )
which is locally defined by the formula grad(f) :=
∑dimM
k=1 ek ⊗̂ ∂ekf where
e1, . . . , edimM denotes a local orthonormal frame.
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The presence of the grading on Y forces us to be a bit careful with this
notion. For example, the following well known result holds in this context
for the graded commutator. Its proof is a direct calculation.
Lemma 4.2. If f : M → Y is smooth and D =
∑dimM
k=1 ek∇ek a Dirac
operator acting on the smooth sections of a Dirac A-bundle S → M , then
f , D and grad(f) act in the obvious way on smooth sections of S ⊗̂ Y
and the action of grad(f) is equal to the graded commutator of D and f :
[D, f ] = grad(f).
Definition 4.3. For a Riemannian manifold M , possibly non-complete and
with boundary, and a graded unital C∗-algebra B we define A∞(M,B) to
be the algebra of bounded smooth functions f ∈ C∞b (M,B ⊗̂ K̂) such that
• grad(f) is bounded and
• the continuous extension of f to the completion M of M , which exists
because of the boundedness of the gradient, vanishes on M \M .
By A(M,B) we denote the closure of A∞(M,B) in Cb(M,B ⊗̂ K̂).
Note that the strange second condition is only relevant for non-complete
manifolds. Its purpose is to ensure that elements of A(M,B) behave like
C0-functions on finite scales. In particular, if M is embedded Riemann-
isometric3 as a codimension zero submanifold into M˜ , then A∞(M,B) con-
tains {f ∈ A∞(M˜ ,B) | f |M˜\M = 0} as a norm-dense subalgebra and hence
A(M,B) = {f ∈ A(M˜,B) | f |M˜\M = 0} .
Of particular importance to us are the bundles which have classes in the
K-theory of these C∗-algebras:
Definition 4.4. Let M be complete, B a graded unital C∗-algebra and
P ∈ A∞(M,B) a projection. The bundle E → M consisting of the finitely
generated projective Hilbert B-modules Ex := im(P (x)) ⊆ B ⊗̂ ℓ̂
2 as fibres
will be called a B-bundle of bounded variation. Denote by JEK the class of
the projection P in K(A(M,B)).
The following lemma provides the asymptotic morphism behind the E-
theory class of an operator:
3By Riemann-isometric we mean that the Riemannian metric is preserved by the in-
clusion, but not necessarily the path-metric.
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Lemma 4.5. Let S →M be a Dirac-A-bundle over a complete Riemannian
manifold M without boundary and D its associated A-linear Dirac operator.
Then for every unital graded C∗-algebra B there is an asymptotic morphism
S ⊗̂ A(M,B)→ A(C∗(M,S ⊗̂B)))
φ ⊗̂ f 7→ t 7→ (φ(t−1D) ⊗̂ id
B⊗̂K̂
) · (idS ⊗̂f) .
From now on we shall simplify the notation and abbreviate the canon-
ical actions of φ(t−1D) ⊗̂ idB⊗̂K̂ and idS ⊗̂f on the Hilbert A ⊗̂ B-module
L2(M,S)⊗̂B⊗̂ℓ̂2 ∼= L2(M,S⊗̂B⊗̂ℓ̂2) simply by φ(t−1D) and f , respectively.
Proof. Consider the two Z2-graded asymptotic morphisms
S → A(BA⊗̂B(L
2(M,S) ⊗̂B ⊗̂ ℓ̂2)) , φ 7→ t 7→ φ(t−1D) ,
A(M,B)→ A(BA⊗̂B(L
2(M,S) ⊗̂B ⊗̂ ℓ̂2)) , φ 7→ t 7→ f .
Continuity of t 7→ φ(t−1D) follows from norm-continuity of t 7→ φ(t−1 · ) ∈ S
and the fact that the functional calculus of D is a ∗-homomorphism and
therefore continuous. We have to prove that their images gradedly commute.
Let φ±(x) = (x± i)
−1 and f ∈ A∞(M,B). If f is of even degree, then
[φ±(t
−1D), f ] = (t−1D ± i)−1f − f(t−1D ± i)−1
= (t−1D ± i)−1(f(t−1D ± i)− (t−1D ± i)f)(t−1D ± i)−1
= t−1(t−1D ± i)−1(− grad(f))(t−1D ± i)−1 .
If, however, f is of odd degree, then
[φ±(t
−1D), f ] = (t−1D ± i)−1f − f(−t−1D ± i)−1
= (t−1D ± i)−1(f(t−1D ∓ i) + (t−1D ± i)f)(t−1D ∓ i)−1
= t−1(t−1D ± i)−1(+ grad(f))(t−1D ∓ i)−1 .
Both expressions converge to 0 in norm as t → ∞. As φ± generate S, the
universal property of the maximal tensor product is satisfied and we obtain
an asymptotic morphism
S ⊗̂ A(M,B)→ A(BA⊗̂B(L
2(M,S) ⊗̂B ⊗̂ ℓ̂2)) .
By Theorem 3.5, it is in fact an asymptotic homomorphism to the Roe
algebra: If φ ∈ S and f ∈ A(M,B), then φ(t−1D) ∈ C∗(M,L2(S)), i. e.
φ(t−1D) is the norm limit of locally compact operators Φn ∈ BA(L
2(M,S))
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with finite propagation Rn <∞, n ∈ N. Clearly φ(t
−1D)f is the norm limit
of the operators Φnf ∈ BA⊗̂B(L
2(M,S) ⊗̂ S ⊗̂ ℓ̂2), which have the same
propagations Rn. We have to show that they are also locally compact.
For g ∈ C0(M) we have fg ∈ C0(M) ⊗̂ B ⊗̂ K̂, and therefore fg =∑
m∈N fm ⊗̂Tm norm convergent with fm ∈ C0(M) and Tm ∈ B ⊗̂ K̂. Hence,
Φnfm ∈ KA(L
2(M,S)) and we obtain
(Φnf)g =
∑
m∈N
Φnfm ⊗̂ Tm ∈ KA(L
2(M,S)) ⊗̂B ⊗̂ K̂ .
In order to check that g(Φnf) is compact, too, we may assume without
loss of generality that g is compactly supported. Let g′ ∈ C0(M) be a
function which is 1 on the Rn-neighborhood of the support of g. Then
g(Φnf) = g(Φnf)g
′ is compact as we have seen above.
Definition 4.6. The asymptotic morphism from the previous lemma deter-
mines an E-theory class
JD;BK ∈ E(A(M,B), C∗(M,S ⊗̂B)) .
We denote the image of this class in E(A(M,B), C∗(M,A⊗̂B)) by the same
symbol and call it the E-theory class of D with respect to B.
Note that K(A(M,C)) contains a canonical element 1M : It is the class
of a constant function with value a rank-one projection in K =
(
K 0
0 0
)
⊆ K̂.
It follows directly from the definition, that ind(D) is the product of JD;CK
and 1M (and the inclusion C
∗(M,S) ⊆ C∗(M,A)).
For the sake of dealing with this E-theory class, it is very helpful to also
define E-theory classes for bordisms.
Lemma 4.7. Let M be a complete Riemannian manifold without boundary,
S → M a Dirac A-bundle over M with Dirac operator D, U ⊆ M an open
subset, B a Z2-graded C
∗-algebra and V : L2(U,S|U ⊗̂B) ⊗̂ ℓ̂
2 → L2(M,S ⊗̂
B) ⊗̂ ℓ̂2 the isometric inclusion of Hilbert A ⊗̂B-modules. Then there is an
asymptotic morphism
S ⊗̂ A(U,B)→ A(C∗(U
⊆M
, S|U ⊗̂B))
φ ⊗̂ f 7→ t 7→ V ∗φ(t−1D)fV .
Proof. The map
BA⊗̂B(L
2(M,S ⊗̂B) ⊗̂ ℓ̂2)→ BA⊗̂B(L
2(U,S|U ⊗̂B) ⊗̂ ℓ̂
2) , T 7→ V ∗TV
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is clearly norm-decreasing and maps C∗(M,S ⊗̂B) to C∗(U
⊆M
, S|U ⊗̂B)).
Thus, it induces a map
A(C∗(M,S ⊗̂B))→ A(C∗(U
⊆M
, S|U ⊗̂B)) .
We now define the asymptotic morphism by combining the asymptotic iso-
morphism of Lemma 4.5 with this map and the inclusionA(U,B) ⊆ A(M,B).
It is clearly linear and preserves the involution. What remains to be
proven is the multiplicativity. This, however, follows directly from the fact
that fV V ∗ = f for all f ∈ A(U,B).
Definition 4.8. The asymptotic morphism of the preceding Lemma defines
the E-theory class of D|U
JD|U ;BK ∈ E(A(U,B), C
∗(U
⊆M
, S|U ⊗̂B)) .
The notation JD|U ;BK already indicates that this class depends only on
the restriction D|U of D to the open subset U . This is not completely true,
because, first of all, an extension to some M has to exist and, second, M
determines the metric on U . But apart from this, we have the following
property:
Lemma 4.9 (Independence of extension). Let U be a Riemannian manifold,
S → U a Dirac A-bundle with associated Dirac operator D and B a graded
unital C∗-algebra. Assume that there are Riemann-isometric embeddings
U ⊆M1, U ⊆M2 into complete Riemannian manifolds M1,M2 and assume
that S,D extend to S1,2,D1,2 over M1,2. If the path-metric of M1 restricted
to U is greater or equal to the path metric of M2 restricted to U , then there
is a commutative diagram in E-theory:
A(U,B)
JD;BK ))❚❚❚
❚❚
❚❚
❚❚
❚❚
❚❚
❚❚
JD;BK // C∗(U
⊆M1 , S ⊗̂B)
inclusion of C∗-algebras
=(id: U
⊆M1→U
⊆M2)∗
C∗(U
⊆M2 , S ⊗̂B)
Of course, the two sets U
⊆M1,2 are the closures in the two distinct man-
ifolds M1,2 and therefore it is possible that they are not only different as
metric spaces, but also even as sets. Note that in the diagram we have
simply written C∗(U
⊆M1,2 , S ⊗̂ B) instead of C∗(U
⊆M1,2 , S1,2|U⊆M1,2 ⊗̂ B),
which is of course unproblematic, because U
⊆M1,2 \ U is a null set.
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Proof. Denote by V1,2 : L
2(U,S ⊗̂ B) ⊗̂ ℓ̂2 → L2(M1,2, S1,2 ⊗̂ B) ⊗̂ ℓ̂
2 the
isometric inclusions. Let φ±(x) = (x±i)
−1 and f ∈ A∞(U,B) ⊆ A(M1,2, B).
In the following two calculations, as well as later on in this paper, we
use the symbol “∝” to express that the difference between the term to the
left and the term to the right vanish in norm in the limit t → ∞. This is,
of course, an equivalence relation.
If f is of even degree, we calculate
V ∗2 φ±(t
−1D2)fV2 = V
∗
2 (t
−1D2 ± i)
−1fV2V
∗
1 (t
−1D1 ± i)(t
−1D1 ± i)
−1V1
= V ∗2 (t
−1D2 ± i)
−1V2 V
∗
1 f(t
−1D1 ± i)︸ ︷︷ ︸
=f(t−1D±i)V ∗1
(t−1D1 ± i)
−1V1
= V ∗2 (t
−1D2 ± i)
−1V2f(t
−1D ± i)V ∗1 (t
−1D1 ± i)
−1V1
∝ V ∗2 (t
−1D2 ± i)
−1V2(t
−1D ± i)fV ∗1 (t
−1D1 ± i)
−1V1
= V ∗1 f(t
−1D1 ± i)
−1V1
∝ V ∗1 (t
−1D1 ± i)
−1fV1 .
If f is of odd degree, the calculation is very similar:
V ∗2 φ±(t
−1D2)fV2 = V
∗
2 (t
−1D2 ± i)
−1fV2V
∗
1 (t
−1D1 ∓ i)(t
−1D1 ∓ i)
−1V1
= V ∗2 (t
−1D2 ± i)
−1V2 V
∗
1 f(t
−1D1 ∓ i)︸ ︷︷ ︸
=f(t−1D∓i)V ∗1
(t−1D1 ∓ i)
−1V1
= V ∗2 (t
−1D2 ± i)
−1V2f(t
−1D ∓ i)V ∗1 (t
−1D1 ∓ i)
−1V1
∝ −V ∗2 (t
−1D2 ± i)
−1V2(t
−1D ± i)fV ∗1 (t
−1D1 ∓ i)
−1V1
= −V ∗1 f(t
−1D1 ∓ i)
−1V1
∝ V ∗1 (t
−1D1 ± i)
−1fV1 .
These calculations prove the equality of the two asymptotic morphisms S ⊗̂
A(U,B) → A(C∗(U
⊆M2 , S ⊗̂ B)) behind the diagram in the statement of
the lemma.
Lemma 4.10 (Restriction). Let M be a complete Riemannian manifold
without boundary, S →M a Dirac A-bundle with associated Dirac operator
D, B another graded unital C∗-algebra and U1 ⊆ U2 ⊆ M open subsets.
Then
A(U1, B)
JD|U1 ;BK //
incl.

C∗(U1
⊆M
, S|U1 ⊗̂B)
incl.

A(U2, B)
JD|U2 ;BK // C∗(U2
⊆M
, S|U2 ⊗̂B)
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commutes in E-theory.
Proof. Let V1, V2 denote the isometric inclusions
L2(U 1, S|U1 ⊗̂B) ⊗̂ ℓ̂
2 V1−→ L2(U2, S|U2 ⊗̂B) ⊗̂ ℓ̂
2 V2−→ L2(M,S ⊗̂B) ⊗̂ ℓ̂2 .
The upper right composition in the diagram is represented by the asymptotic
morphism
S ⊗̂ A(U1, B)→ A(C
∗(U2
⊆M
, S|U2 ⊗̂B))
φ ⊗̂ f 7→ t 7→ V1(V2V1)∗φ(t−1D)f(V2V1)V ∗1 .
For every f ∈ A(U1, B) we have fV1V
∗
1 = f = V1V
∗
1 f and this implies
V1(V2V1)
∗φ(t−1D)f(V2V1)V
∗
1 = V1V
∗
1 V
∗
2 φ(t
−1D)V2fV1V
∗
1
= V1V
∗
1 V
∗
2 φ(t
−1D)V2f
∝ (−1)∂φ·∂fV1V
∗
1 fV
∗
2 φ(t
−1D)V2
= (−1)∂φ·∂ffV ∗2 φ(t
−1D)V2
∝ V ∗2 φ(t
−1D)fV2 .
The claim follows, because the lower left composition is represented by the
asymptotic morphism
φ ⊗̂ f 7→ t 7→ V ∗2 φ(t
−1D)fV2 .
Lemma 4.11 (Exterior product). Let M1,M2 be complete Riemannian
manifolds without boundary, S1 →M1 a Dirac A1-bundle, S2 →M2 a Dirac
A2-bundle, D1,D2 the associated Dirac operators and B1, B2 Z2-graded uni-
tal C∗-algebras. Consider the exterior product bundle S1 ⊠̂ S2 → M1 ×M2
which is a Dirac A1 ⊗̂A2-bundle with associated Dirac operator D1 ×D2 =
D1 ⊗̂ 1 + 1 ⊗̂D2. Then the following diagram in E-theory commutes:
A(U1, B1) ⊗̂ A(U2, B2)
JD1|U1 ;B1K⊗̂JD2|U2 ;B2K //

C∗(U1
⊆M1 , S1|U1 ⊗̂B1)⊗̂
⊗̂C∗(U2
⊆M2 , S2|U2 ⊗̂B2)

A(U1 × U2, B1 ⊗̂B2)
JD1×D2|U1×U2
;B1⊗̂B2K
// C
∗(U1 × U2
⊆M1×M2 ,
S1 ⊠̂ S2|U1×U2 ⊗̂B1 ⊗̂B2)
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Proof. Let V1,2 : L
2(U1,2, S|U1,2 ⊗̂B1,2) ⊗̂ ℓ̂
2 → L2(M1,2, S ⊗̂B1,2) ⊗̂ ℓ̂
2 be the
canonical inclusions. The composition of the upper and the right morphism
is represented by composing ∆: S → S ⊗̂ S with the asymptotic morphism
S ⊗̂ S ⊗̂ A(U1, B1) ⊗̂ A(U2, B2)
∼=
−→ S ⊗̂ A(U1, B1) ⊗̂ S ⊗̂ A(U2, B2)
→ A(C∗(U1
⊆M1 , S1|U1 ⊗̂B1) ⊗̂ C
∗(U2
⊆M2 , S2|U2 ⊗̂B2))
→ A(C∗(U1 × U2
⊆M1×M2 , S1 ⊠̂ S2|U1×U2 ⊗̂B1 ⊗̂B2))
which maps
φ1 ⊗̂ φ2 ⊗̂ f1 ⊗̂ f2 7→ (−1)
∂φ2·∂f1φ1 ⊗̂ f1 ⊗̂ φ2 ⊗̂ f2
7→ (−1)∂φ2·∂f1t 7→ V ∗1 φ1(t
−1D1)f1V1 ⊗̂ V ∗2 φ2(t
−1D2)f2V2
7→ t 7→ (V1 ⊗̂ V2)∗(φ1(t−1D1) ⊗̂ φ2(t−1D2))(f1 ⊗̂ f2)(V1 ⊗̂ V2) .
The composition of the left and the lower morphism is simply
S ⊗̂ A(U1, B1) ⊗̂ A(U2, B2)→ A(C
∗(U1 × U2
⊆M1×M2 ,
S1 ⊠̂ S2|U1×U2 ⊗̂B1 ⊗̂B2))
φ ⊗̂ f1 ⊗̂ f2 7→ t 7→ (V1 ⊗̂ V2)∗φ(t−1(D1 ×D2))(f1 ⊗̂ f2)(V1 ⊗̂ V2) .
The equality of the two asymptotic morphisms can now be checked directly
on the generating functions u(x) = e−x
2
and v(x) = xe−x
2
of S. Like in
the proof of [Dum05, Theorem 4.1], this follows from the formula of Lemma
3.11.
In the following theorem, for any interval I we let SI denote the trivial
Dirac bundle with fiber Cℓ1 over I and DI denote its Dirac operator. For
I = R, this operator is already known from the end of Section 1.
Theorem 4.12 (Bordism invariance). Let W be a complete Riemannian
manifold with a boundary ∂W which decomposes into two complete Rie-
manian manifolds M0, M1 and assume that there are collar neighborhoods
M0× [0, 2ε) of M0 and M1× (−2ε, 0] of M1 on which the Riemannian met-
ric of W is the product metric. Let S0 → M0 and S1 → M1 be Dirac
A-bundles with associated Dirac operators D0, D1, respectively, and assume
that there is a Dirac A ⊗̂Cℓ1-bundle S →W , which restricts to the product
Dirac A ⊗̂Cℓ1-bundles S0 ⊠̂ S[0,2ε) and S1 ⊠̂ S(−2ε,0] over the respective col-
lar neighborhoods. Then for every graded unital C∗-algebra B the following
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diagram in E-theory commutes:
A(M0, B)
JD0;BK
// C∗(M0, A ⊗̂B)
(M0⊆W )∗ ))❙❙❙
❙❙
❙❙
❙❙
❙❙
❙❙
❙
A(W,B)
restr.
77♦♦♦♦♦♦♦♦♦♦♦♦
restr.
''❖❖
❖❖
❖❖
❖❖
❖❖
❖❖
C∗(W,A ⊗̂B)
A(M1, B)
JD1;BK // C∗(M1, A ⊗̂B)
(M1⊆W )∗
55❦❦❦❦❦❦❦❦❦❦❦❦❦❦
Proof. Let us first consider the upper composition using the diagram in
Figure 1. The arrows labeled by “incl.” are the canonical inclusions of C∗-
algebras, “restr.” denotes restriction of functions and “Bott” denotes the
isomorphism given by exterior product with the Bott element b composed
by the inclusion C0(0, ε) ⊆ C0(R), which is an isomorphism in E-theory.
The interior of W is denoted by W˚ and the Dirac operator of S|W˚ by DW˚ .
The three arrows marked by α, β, γ are functoriality under the coarse
maps idM0 , M0
⊆
−→ M0 × [0, ε], idW , respectively, a` la Lemma 2.7, possibly
combined with some isomorphism of Lemma 2.9 and or the canonical iso-
morphism in E-theory Cℓ2 ∼= M2 ∼= C. An equivalent description of β is to
combine the inclusion
Cℓ1 ⊆ KCℓ1(L
2([0, ε], S[0,ε]) ⊗̂ ℓ̂
2) = C∗([0, ε], S[0,ε])
with the canonical exterior multiplication of Roe algebras seen in Lemma 4.11.
We denoted by DM0×(0,ε) the restriction of DW˚ to M0 × (0, ε). It is, by
assumption, the same as D0 ×D(0,ε), but we use different notations in this
diagram to indicate that the E-theory class of the first is taken with respect
to the coarse structure induced by W while the E-theory class of the second
is taken with respect to the coarse structure induced by M0 × R.
The top left square in the diagram commutes because of Theorem 1.16
and commutativity of
C0(0, ε)
JD(0,ε);CK //
incl.

C
C0(R)
b∗
77♦♦♦♦♦♦♦♦♦♦♦♦♦♦
in E-theory, which works analogous to Lemma 4.10.
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A(W,B)
restr.

A(M0, B)
JD0;BK //
Bott

C∗(M0, S0 ⊗̂B)
∼=

id∗
**❱❱❱
❱❱❱
❱❱❱
❱❱❱
❱❱❱
❱❱❱
❱❱❱
❱❱❱
❱❱❱
❱❱❱
❱
A(M0, B) ⊗̂ C0(0, ε) ⊗̂ Cℓ1
JD0;BK⊗̂JD(0,ε);CK⊗̂idCℓ1 //
incl.

C∗(M0, S0 ⊗̂B) ⊗̂ Cℓ2
α //
β

C∗(M0, A ⊗̂B)
(M0⊆W )∗

A(M0 × (0, ε), B) ⊗̂ Cℓ1
JD0×D(0,ε);BK⊗̂idCℓ1 //
JDM0×(0,ε);BK⊗̂idCℓ1
**❯❯❯
❯❯
❯❯
❯❯
❯❯
❯❯
❯❯
❯❯
❯❯
❯❯
❯❯
❯❯
❯❯
❯❯
❯❯
❯❯
❯
incl.

C∗((M0 × [0, ε])
⊆M0×R,
(S0 ⊠̂ S[0,ε]) ⊗̂B) ⊗̂ Cℓ1
id∗

C∗((M0 × [0, ε])
⊆W ,
S|M0×[0,ε] ⊗̂B) ⊗̂Cℓ1
(M0×[0,ε]⊆W )∗

A(W˚ ,B) ⊗̂ Cℓ1
JD
W˚
;BK⊗̂idCℓ1 // C∗(W,S ⊗̂B) ⊗̂ Cℓ1
γ // C∗(W,A ⊗̂B)
Figure 1: Proving bordism invariance.
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The remaining parts of the left side of the diagram commute because of
(from top to bottom) Lemmas 4.11, 4.9 and 4.10. The right part commutes
because of the naturality of the isomorphisms of Lemma 2.9.
It follows that the composition of the upper arrows in the assertion is
the same as the composition of JDW˚ ;BK ⊗̂ 1Cℓ1 with
A(W,B)
restr.
−−−→ A(M0, B)
Bott
−−−→ A(M0, B) ⊗̂ C0(0, ε) ⊗̂Cℓ1
incl.
−−→ A(W˚ ,B) ⊗̂ Cℓ1 . (4)
Analogously one sees that the composition of the lower arrows is the same
as the composition of JDW˚ ;BK ⊗̂ 1Cℓ1 with
A(W,B)
restr.
−−−→ A(M1, B)
Bott
−−−→ A(M0, B) ⊗̂ C0(−ε, 0) ⊗̂ Cℓ1
incl.
−−→ A(W˚ ,B) ⊗̂ Cℓ1 . (5)
It therefore suffices to show that the difference in E-theory of (4) and (5)
vanishes.
Recall that the reflection map s : R → R, x 7→ −x induces s∗ = − id ∈
E(C0R, C0R). From this one easily deduces that
C
Bott //
Bott
((❘❘
❘❘
❘❘
❘❘
❘❘
❘❘
❘❘
❘❘ C0(0, ε) ⊗̂ Cℓ1
s∗

C0(−ε, 0) ⊗̂ Cℓ1
commutes up to the sign −1. This will take care of the minus sign.
As the Bott isomorphism also commutes with the restriction homomor-
phisms, it suffices to show that the sum in E-theory of
κ0 : A(W,B) ⊗̂ C0(0, ε)
restr.
−−−→ A(M0, B) ⊗̂ C0(0, ε)
incl.
−−→ A(W˚ ,B)
and
κ1 : A(W,B) ⊗̂ C0(0, ε)
restr.
−−−→ A(M1, B) ⊗̂ C0(0, ε)
s∗
−→ A(M1, B) ⊗̂ C0(−ε, 0)
incl.
−−→ A(W˚ ,B)
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vanishes. But as the images of these ∗-homomorphisms are orthogonal, their
sum κ = κ0 + κ1 is again a ∗-homomorphism and the E-theory class of this
sum is the same as the sum of their E-theory classes. This follows from a
simple homotopy.
This sum, however, can easily be described as follows: Let π : ∂W ×
[0, ε]→ ∂W be the canonical projection and dist∂W : W → R be the function
returning the distance to the boundary. We consider every ψ ∈ C0(0, ε) to
be extended to all of R by 0. Then κ maps f ⊗̂ ψ ∈ A(W,B) ⊗̂ C0(0, ε)
to (f |∂W ◦ π) · (ψ ◦ dist∂W ). This ∗-homomorphism is homotopic in the
obvious way to f ⊗̂ ψ 7→ f · (ψ ◦ dist∂W ), because grad(f) is bounded, and
the latter is homotopic via f ⊗̂ ψ 7→ f · ψ(t · dist∂W ) (t ∈ [0, 1]) to the zero
homomorphism.
Thus, 0 = JκK = Jκ0K + Jκ1K and the proof is complete.
This theorem is a far reaching enhancement of the bordism invariance
of [Wul12]. To obtain the bordism invariance of the coarse index from the
bordism invariance of the E-theory class, just compose with the canonical
element 1W ∈ K(A(W,C)). In the present context we only consider Dirac-
type operators, but on the other hand we allow more general coefficient
C∗-algebras A than just C.
In the following we shall only need a few special cases, where W is a
product bordism.
Corollary 4.13. The E-theory class JD;BK ∈ E(A(M,B), C∗(M,A ⊗̂B))
depends only on the principle symbol of D, i. e. it is independent of the choice
of the Dirac connection on the bundle S.
Proof. Given two Dirac connections ∇0, ∇1 on S, we consider the product
bordism W = M × [0, 1] with the product metric and the product Dirac
bundle SW = S ⊠̂ S[0,1] but the connection we choose on SW interpolates
between the product connections of ∇0, ∇1 with the canonical connection
on S[0,1].
In this case, the inclusions of M into W as slices all induce the same
canonical isomorphism C∗(M,A⊗̂B) ∼= C∗(W,A⊗̂B) and the compositions
A(M,B)
pullback under
−−−−−−−−−→
projection
A(W,B)
restriction
−−−−−−→
at 0 or 1
A(M,B)
are the identity. The theorem thus implies the equality of JD0;BK and
JD1;BK.
The corollary allows us to prove the main theorem of this section:
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Theorem 4.14. Let M be a complete Riemannian manifold, S → M a
Dirac A-bundle with associated Dirac operator D and E → M a B-bundle
of bounded variation. Then the index of the twisted operator DE is
ind(DE) = JD;BK ◦ JEK .
Proof. By Corollary 4.13, the E- and K-theory classes in the assertion are
independent of the choice of the connections on S and E, so we are free
to choose them as we like. According to Definition 4.4 the bundle E was
constructed from a projection P ∈ A∞(M,B) and hence it already comes
with a smooth adjointable isometric inclusion W : E
⊆
−→ M × B ⊗̂ ℓ̂2 with
the property that WW ∗ = P . We simply choose the connection induced by
it (cf. proof of Lemma 3.7). On S we choose the connection induced by any
smooth adjointable isometric inclusions V : S
⊆
−→M ×A ⊗̂ ℓ̂2.
The same Lemma 3.7 applied to S and the trivial rank-one bundle M ×
B → M yields another Dirac A ⊗̂ B-bundle S ⊗̂ B with Dirac operator
DB . The closure of DB is a regular selfadjoint operator on L
2(S ⊗̂B), and
consequently the direct sum of infinitely many copies of DB is a regular
selfadjoint operator D∞B = DB ⊗̂ idℓ̂2 on L
2(S ⊗̂B) ⊗̂ ℓ̂2. It is not an A ⊗̂B-
linear Dirac operator in our sense, because we require finitely generated
Hilbert modules as fibres. Nonetheless, it behaves like a A ⊗̂B-linear Dirac
operator whenever we need it. We note that the construction in the proof
of Lemma 3.7 immediately implies DE = (id ⊗̂W )
∗ ◦D∞B ◦ (id ⊗̂W ).
On L2(S ⊗̂B) ⊗̂ ℓ̂2 we also define the self-adjoint unbounded operator
DP := P ◦D
∞
B ◦ P + (id−P ) ◦D
∞
B ◦ (id−P ) .
The same calculation which proves Lemma 4.2 also shows [D∞B , idS ⊗̂P ] =
grad(P ) ∈ Γb(Cℓ(TM) ⊗̂B ⊗̂ K̂) and thus allows us to express DP as
DP = D
∞
B + (idS ⊗̂(2P − id)) ◦ grad(P ) .
Therefore it is also regular by the following lemma.
Lemma 4.15. Let E,F be Hilbert A-modules, t : E → F a regular operator
and b : E → F a bounded adjointable operator. Then t + b is a regular
operator, too.
Proof. By [Lan95, Theorem 9.3], the graph G(t) of t is an orthocomple-
mented submodule of E⊕F , so in particular the inclusion i : G(t)→ E⊕F
is adjointable. The Hilbert module isomorphism
j : E ⊕ F → E ⊕ F , (x, y) 7→ (x, y + bx)
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maps the closed subset G(t) ⊆ E⊕F to G(t+ b) ⊆ E⊕F . Therefore, j ◦ i is
adjointable and its range im(j ◦ i) = G(t+ b) is closed. It now follows from
[Lan95, Theorem 3.2] that it is orthocomplemented and [Lan95, Proposition
9.5] implies that t+ b is regular.
We may now apply functional calculus and for φ±(x) = (x± i)
−1 we see
that
φ±(t
−1D∞B )−φ±(t
−1DP ) =
= t−1φ±(t
−1D∞B ) ◦ (idS ⊗̂(2P − id)) ◦ grad(P ) ◦ φ±(t
−1DP )
converges to 0 as t → ∞, because grad(P ) is bounded. This implies that
the two asymptotic morphisms
S → A(BA⊗̂B(L
2(S ⊗̂B) ⊗̂ ℓ̂2) ,
φ 7→ φ(t−1D∞B ) and φ 7→ φ(t
−1DP )
are in fact equal.
Note that the operatorDP preserves the submodules im(P ) and im(id−P ).
Thus, it decomposes into the direct sum of two regular operator on these
submodules. This allows us to calculate
φ(t−1DE) = φ(t
−1(id ⊗̂W )∗ ◦D∞B ◦ (id ⊗̂W ))
= φ(t−1(id ⊗̂W )∗ ◦DP ◦ (id ⊗̂W ))
= (id ⊗̂W )∗ ◦ φ(t−1DP ) ◦ (id ⊗̂W )
∝ (id ⊗̂W )∗ ◦ φ(t−1D∞B ) ◦ (id ⊗̂W )
= (id ⊗̂W )∗ ◦ (φ(t−1DB) ⊗̂ idℓ̂2) ◦ (id ⊗̂W )
= (id ⊗̂W )∗ ◦ (φ(t−1D) ⊗̂ id
B⊗̂ℓ̂2
) ◦ (id ⊗̂W )
and consequently
(V ⊗̂W ) ◦ φ(t−1DE) ◦ (V ⊗̂W )
∗
∝
∝ (V ⊗̂ P ) ◦ (φ(t−1D) ⊗̂ id
B⊗̂ℓ̂2
) ◦ (V ∗ ⊗̂ P )
∝ (V φ(t−1D)V ∗ ⊗̂ id
B⊗̂ℓ̂2
) ◦ (id ⊗̂P )
The claim now follows by recalling that the index of DE is represented
by the asymptotic morphism
S →A(C∗(M,A ⊗̂B))
φ 7→t 7→ (V ⊗̂W )∗ ◦ φ(t−1DE) ◦ (V ⊗̂W )
= t 7→ (V ∗φ(t−1D)V ⊗̂ id
B⊗̂ℓ̂2
) ◦ (id ⊗̂P )
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and this is exactly the canonical representative of the product of the E-
theory class JD;BK ∈ E(A(M,B), C∗(M,A ⊗̂ B)) and the K-theory class
JEK ∈ K(A(M,B)).
5 Relation of the E-theory classes to K-homology
classes
Recall from [HR00, Chapter 12] that the coarse index ind(D) ∈ Kn(C
∗(M))
of a Cℓn-linear Dirac operatorD can be computed from its fundamental class
[D] ∈ Kn(M) by applying the coarse assembly map. A natural question is
in how far our E-theoretic fundamental class JD;BK is already determined
by this K-homological fundamental class. In this section we construct a
“descent” homomorphism
Kn(M)→ E(A(M,B), C
∗(M,Cℓn ⊗̂B)) (6)
for manifolds M of bounded geometry which maps [D] to JD;BK. Its con-
struction is motivated by the observation that the formula in [Zei16] de-
scribing the K-homology class by means of Yu’s localization algebra (cf.
Definition 5.8 below) is very similar to our definition of the E-theory class.
It has to be assumed that there are similarly more general descent ho-
momorphisms
E(C0(M), A)→ E(A(M,B), C
∗(M,A ⊗̂B))
for A-linear Dirac operators, where the fundamental class on the left hand
side is defined by an asymptotic morphism S ⊗̂ C0(M) → A(K(L
2(S))) ⊆
A(A ⊗̂ K̂) similar to the one of Lemma 4.5. This general form will not be
pursued in this paper.
To construct (6), let M be a complete Riemannian manifold of bounded
geometry (cf. [Roe88, Definition 2.1]). We briefly review this notion and its
basic properties.
Definition 5.1. • A complete Riemannian manifold M has bounded
geometry if it has uniformly positive injectivity radius, i. e. r0 :=
inf{rinj(x) | x ∈ M} > 0, and the curvature tensor R of M and
all its derivatives ∇kR, k ∈ N, are uniformly bounded.
• A metric space X has bounded geometry if there is a subset Y ⊆ X
and a number r > 0 such that X =
⋃
y∈Y Br(y) and for each R > 0
the number #(Y ∩BR(x)) is uniformly bounded in x by some constant
Kr,R > 0.
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It is a well known fact that Riemannian manifolds of bounded geometry
do also have bounded geometry when seen as metric spaces. This also follows
from the following lemma.
Lemma 5.2. Let M be a complete Riemannian manifold of bounded geome-
try. For each r > 0, let Yr be the set of subsets Y ⊆M such that {Br(y)}y∈Y
is a cover of M and d(y, z) ≥ r for all y, z ∈ Y , y 6= z. For each R > 0
define
Kr,R := sup{#(Y ∩BR(x)) | Y ∈ Yr, x ∈M} .
Then Kr,R is finite for all r,R > 0 and for all α > 0 there is ε > 0 such
that Kr,αr is bounded uniformly in r ∈ (0, ε).
We remark that each Yr is non-empty by Zorn’s lemma and all Y ∈ Yr
are countable, because manifolds are assumed to be second countable by
definition. The proof of the Lemma is a modification of the proof of [Shu92,
Lemma 1.2]:
Proof. Let α > 0. For all r > 0 such that αr+ r2 < r0 and all y ∈ Y ∩Bαr(x),
the balls Br/2(y) are contained in Bαr+r/2(x) and disjoint for distinct y.
Thus,
#(Y ∩Bαr(x)) · inf
z∈X
Vol(Br/2(z)) ≤ sup
z∈X
Vol(Bαr+r/2(z))
and we conclude from
Kr,αr ≤
supz∈X Vol(Bαr+r/2(z))
infz∈X Vol(Br/2(z))
r→0
−−−→ (2α+ 1)dim(M)
that Kr,αr is bounded by a constant slightly larger than (2α + 1)
dim(M) for
small r.
To prove the other parts of the statement, we use the finiteness of Kr,3r
for small r > 0 in the following way: For R > 0 define N := ⌈Rr ⌉. If x ∈ X
and y ∈ Y ∩ BR(x), choose a minimal geodesic γ : [0, 1] → X from x to
y and pick yi ∈ Y ∩ Br(γ(
i
N )) for i = 1, . . . , N − 1. Then d(x, y1) < 2r,
d(yi, yi+1) < 3r for i = 1, . . . , N − 2 and d(yN−1, y) < 2r. By counting
consecutively the possibilities for y1, . . . , yN−1, y for each fixed x, we obtain
the inequality Kr,R ≤ (Kr,3r)
N <∞.
The proof is completed by the following monotony properties: If 0 <
r1 < r2 and R > 0, then any Y2 ∈ Yr2 is contained in some Y1 ∈ Yr1 (again
by Zorn’s lemma) and therefore Kr2,R ≤ Kr1,R.
Later on we will also need the following version of [Shu92, Lemmas 1.3]:
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Lemma 5.3. Let M be a complete Riemannian manifold of bounded ge-
ometry. Then there exists an r > 0, a Y ∈ Yr and a partition of unity
{ψy}y∈Y with the properties that supp(ψy) ⊆ Br(y) and such that the gradi-
ents grad(ψy) are uniformly bounded in norm by some constant C.
We construct the homomorphism (6) by expressing the K-homology
of M as the K-theory of Yu’s localization algebra from [Yu97b], see also
[QR10]. We use the Cℓn-linear version of this algebra from [Zei16, Defini-
tion 3.1(3)]:
Definition 5.4. The Cℓn-linear localization algebra C
∗
L(M,Cℓn) is the C
∗-
subalgebra of Cb( [1,∞) , C
∗(M,Cℓn)) generated by the uniformly continu-
ous functions L : [1,∞) → C∗(M ;Cℓn) such that the propagation of L(t) is
finite for all t and tends to zero as t→∞.
Lemma 5.5 ([QR10]). Kn(M) ∼= K(C
∗
L(M,Cℓn))
Lemma 5.6. IfM is a complete Riemannian manifold of bounded geometry,
then there is an asymptotic homomorphism
m : C∗L(M,Cℓn) ⊗̂ A(M,B)→ A(C
∗(M,Cℓn ⊗̂B))
L ⊗̂ f 7→ t 7→ Ltf
Recall that overlines in this paper always denote equivalence classes.
Proof. We have to prove that the graded commutators [Lt, f ] vanish in the
limit t→∞ for generating elements L with propagation pt := prop(Lt)
t→∞
−−−→
0 as in Definition 5.4 and f ∈ A∞(M,B).
For r > 0 choose Y ∈ Yr and a Borel decomposition {Zy}y∈Y subordinate
to {Br(y)}y∈Y . Denote by χy the characteristic function of Zy and define
fr :=
∑
y∈Y f(y)χy. Thus ‖fr − f‖ ≤ ‖ grad(f)‖ · r. Furthermore,
[Lt, fr] = Lt
∑
z∈Y
f(z)χz − (−1)
∂L∂f
∑
y∈Y
f(y)χyLt
=
∑
y,z∈Y
χyLtχz(f(z)− f(y)) =
∑
y,z∈Y
d(y,z)≤2r+pt
χyLtχz(f(z)− f(y))
with sums converging in the strong topology and for v ∈ L2(M,Cℓn⊗̂B⊗̂ℓ̂
2),
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vz := χzv we estimate the norm
‖[Lt, fr]v‖
2 =
∑
y∈Y
∥∥∥∥∥∥∥∥
∑
z∈Y
d(y,z)≤2r+pt
χyLt(f(z)− f(y))vz
∥∥∥∥∥∥∥∥
2
≤
∑
y∈Y

 ∑
z∈Y
d(y,z)≤2r+pt
‖Lt‖ · ‖ grad(f)‖ · (2r + pt) · ‖vz‖


2
≤
∑
y∈Y
Kr,2r+pt ·
∑
z∈Y
d(y,z)≤2r+pt
‖Lt‖
2 · ‖ grad(f)‖2 · (2r + pt)
2 · ‖vz‖
2
≤ K2r,2r+pt · ‖Lt‖
2 · ‖ grad(f)‖2 · (2r + pt)
2 · ‖v‖2
where the second inequality was the inequality between arithmetic and
quadratic mean. Thus, ‖[Lt, fr]‖ ≤ Kr,2r+pt · ‖Lt‖ · ‖ grad(f)‖ · (2r + pt)
and therefore
‖[Lt, f ]‖ ≤ (Kr,2r+pt + 1) · ‖Lt‖ · ‖ grad(f)‖ · (2r + pt) .
By letting r go to 0 and using the boundedness of Kr,αr for small r we
conclude, that the commutator vanishes in the limit t→∞.
The homomorphism (6) is now simply obtained from the previous two
lemmas using an E-theoretic product:
Definition 5.7. The descent homomorphism
ν : Kn(M)→ E(A(M,B), C
∗(M,Cℓn ⊗̂B))
maps an element x ∈ Kn(M) ∼= K(C
∗
L(M,Cℓn)) to the product JmK ◦ (x⊗
1A(M,B)).
It obviously maps the following K-homology class of D to the E-theory
class of the previous section.
Definition 5.8 (cf. [Zei16, Definition 4.1]). Let D be a Cℓn-linear Dirac
operator over M . Under the isomorphism of Lemma 5.5, the K-homology
class [D] ∈ Kn(M) is defined as corresponding to the K-theory element
determined by the ∗-homomorphism
S → C∗L(M,Cℓn) , φ 7→ (t 7→ φ(t
−1D)) .
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Remark 5.9. In [Eng15, Section 4.3] a cap product
Kup (M)⊗K
q
u(M)→ K
u
p−q(M)
between the uniform K-homology and the uniform K-theory of a manifold
of bounded geometry M was constructed. It has the property that it maps
the uniform K-homology class [D] of a Dirac operator D over M and the
uniform K-theory class [E] of a vector bundle E →M of bounded geometry
to the uniform K-homology class of the twisted operator: [D]∩ [E] = [DE ].
In view of this formula and Theorem 4.14, we conjecture that the assem-
bly map µ, the descent homomorphism ν, the forgetful map f : Ku∗ (M) →
K∗(M) and the canonical stabilization map ι : K
∗
u(M) → K−∗(A(M,C))
induced by inclusion of C∗-algebras are related by the formula.
(ν(f(x)) ◦ ι(y) = µ(f(x ∩ y))
for all x ∈ Ku∗ (M), y ∈ K
∗
u(M).
6 Twisting by more general vector bundles
Let S be a Dirac A-bundle over a complete Riemannian manifold (M,g)
with Dirac operator D. In this section we address the question what to do
if we want to calculate the index of the twisted operator DE by a B-bundle
E which is represented by a smooth projection P ∈ C∞(M,B ⊗̂ K̂) with
unbounded gradient grad(P ). In this case there exists a smooth function
λ : M → [1,∞) such that P is a projection in the following algebra:
Definition 6.1. Denote by Aλ(M,B) be the closure of
A∞λ (M,B) := {f ∈ C
∞
b (M,B ⊗̂ K̂) | λ
−1 · grad(f) is bounded}
in Cb(M,B ⊗̂ K̂).
We treat this case by a conformal change of the metric, which allows us
to apply our previously developed theory. Let Mλ denote the manifold M
equipped with the Riemannian metric λ2g. Note that it is again complete,
because λ ≥ 1, and that
A
(∞)
λ (M,B) = A
(∞)(Mλ, B) .
From S we construct a Dirac A-bundle Sλ → Mλ whose underlying
Hilbert A-module bundle is S, i. e. also the A-module multiplication and
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the A-valued scalar products on the fibers of S and Sλ are identical. It is
obtained by rescaling the Clifford action of tangential vectors by the factor
λ and changing the connection ∇ to
∇λX := ∇X +
1
4λ
(grad(λ)X −X grad(λ)) .
The second summand acts by Clifford multiplication. It is straightforward to
verify that this new connection is grading preserving, metric and fulfills the
Leibniz rule with respect to the multiplication byA-valued smooth functions.
The Leibniz rule with respect to Clifford multiplication by smooth vector
fields is more tricky to verify, as it contains traps: One has to keep in mind
that both the Clifford action and the Levi–Civita connection are different for
Mλ. The Levi–Civita connection ∇LC,λ of Mλ is related to the Levi–Civita
connection of M by the formula
∇LC,λX Y = ∇
LC
X Y +
1
λ
(
(∂Y λ)X + (∂Xλ)Y − g(X,Y ) grad(λ)
)
as is easily derived from the Koszul formula. Hence, using the abbreviation
Z := grad(λ) we have
λ∇LC,λX (Y ) =λ∇
LC
X (Y ) + (∂Y λ)X + (∂Xλ)Y − g(X,Y )Z
=∇LCX (λY ) + g(Y,Z)X − g(X,Y )Z
=∇LCX (λY ) +
1
4
(
− (Y Z + ZY )X −X(Y Z + ZY )
+ (XY + Y X)Z + Z(XY + Y X)
)
=∇LCX (λY ) +
1
4
(Y XZ + ZXY − Y ZX −XZY )
and therefore
∇λX(λY ξ)−λY∇
λ
Xξ = ∇X(λY ξ) +
1
4λ
(ZX −XZ)(λY ξ)
− λY
(
∇Xξ +
1
4λ
(ZX −XZ)ξ
)
=
(
∇LCX (λY )
)
ξ +
1
4
(ZXY −XZY − Y ZX + Y XZ)ξ
=λ
(
∇LC,λX (Y )
)
ξ ,
which is exactly the Leibniz formula for the new Clifford action with respect
to the new connections.
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From a given local orthonormal frame e1, . . . , edimM of TM we obtain
the local orthonormal frame λ−1e1, . . . , λ
−1edimM of TM
λ. This gives us
the relation between the Dirac operator D of S and the Dirac operator Dλ
of Sλ:
Dλ =
dimM∑
i=1
λ(λ−1ei)∇
λ
λ−1ei
=
dimM∑
i=1
λ−1ei
(
∇ei +
1
4λ
(grad(λ)ei − ei grad(λ))
)
=
1
λ
D +
dimM − 1
2λ2
grad(λ)
Theorem 6.2. The index of the twisted operator DE is the E-theory product
ind(DE) = (cλ)∗ ◦ JD
λ;BK ◦ JEK ∈ K(C∗(M,A ⊗̂B))
of the element induced by the coarse map cλ := id : M
λ →M , the E-theory
class JDλ;BK ∈ E(A(Mλ, B), C∗(Mλ, A⊗̂B)) and the K-theory class JEK ∈
K(Aλ(M,B)) determined by the projection P ∈ Aλ(M,B).
This is an easy consequence of the bordism invariance of the coarse index.
In fact, it is a special case of the following Lemma:
Lemma 6.3. Let λ0, λ1 : M → [1,∞) be smooth functions with λ0 ≥ λ1,
cλ0,λ1 : M
λ0 → Mλ1 the coarse map whose underlying map is the identity
and iλ1,λ0 : Aλ1(M,B)→ Aλ0(M,B) the inclusion. Then
JDλ1 ;BK = (cλ0,λ1)∗ ◦ JD
λ0 ;BK ◦ iλ1,λ0 .
Proof. Let ω : [0, 1]→ R be smooth, equal to 1 near 0 and equal to 0 near 1.
We equip W =M × [0, 1] with the Riemannian metric dt2 + ω(t)λ20g + (1−
ω(t))λ21g. Note that for ε small enough the collar neighborhoodsM × [0, 2ε)
and M × (1 − 2ε, 1] carry the product metrics dt2 + λ20g and dt
2 + λ21g,
respectively, and that the inclusion ι1 : M
λ1 = M × {1} ⊆ W is a coarse
equivalence.
Similar to the construction of Sλ we can change the Clifford action and
connection of S ⊠̂S[0,1] →M× [0, 1] to obtain a Dirac A⊗̂Cℓ1-bundle SW →
W which restricts to Sλ0 ⊠̂S[0,2ε) and S
λ1 ⊠̂S(1−2ε,1] over the respective collar
neighborhoods of the boundary components.
By pullback under the projection π : W → Mλ1 we obtain a ∗-homo-
morphism π∗ : Aλ1(M,B)→ A(W,B) which is left inverse to the restriction
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∗-homomorphism r1 : A(W,B)→ Aλ1(M,B). Composing π
∗ with the other
restriction r0 : A(W,B)→ Aλ0(M,B) yields the inclusion iλ1,λ0 . The claim
now follows from Theorem 4.12 by composing the diagram with π∗ from the
left and with ((ι1)∗)
−1 from the right.
Proof of Theorem 6.2. We apply this lemma to the Dirac A⊗̂B-bundle S⊗̂B
instead of the Dirac A-bundle S, C instead of B and λ0 = λ, λ1 = 1. By
composing the resulting equation with 1M ∈ K(A(M,C)) we obtain
ind(DE) = (cλ)∗ ind((DE)
λ) .
The proof is completed by noting that (DE)
λ = (Dλ)E , i. e. the operations of
twisting and changing the metric conformally commute, and that the index
of the latter is JDλ;BK ◦ JEK.
Lemma 6.3 allows us to construct an even more general “E-theory class”
which incorporates all λ at once. The set of smooth functions λ : M → [1,∞)
is a directed set under “≤” and the E-theory groups E(Aλ(M,B), C
∗(M,A⊗̂
B)) comprise a inverse system on this directed set via composing with the
inclusions iλ1,λ0 .
Definition 6.4. The collection of elements
(cλ)∗ ◦ JD
λ;BK ∈ E(Aλ(M,B), C
∗(M,A ⊗̂B))
defines an element JD;BK
←−−−−
in the inverse limit
E←−(Cb(M,B ⊗̂ K̂), C
∗(M,A ⊗̂B)) := lim
←−
λ
E(Aλ(M,B), C
∗(M,A ⊗̂B)) .
The notation is explained as follows: As the union of the Aλ(M,B) is
dense in Cb(M,B ⊗̂ K̂) (it contains all smooth bounded functions), we have
K(Cb(M,B ⊗̂ K̂)) = lim−→
λ
K(Aλ(M,B)) .
Thus, there is a composition product
◦ : E←−(Cb(M,B ⊗̂ K̂), C
∗(M,A⊗̂B))⊗̂K(Cb(M,B ⊗̂ K̂))→ K(C
∗(M,A⊗̂B))
and Theorem 6.2 implies:
Theorem 6.5. If the B-bundle E is determined by a smooth projection
valued function P : M → B ⊗̂ K̂, then ind(DE) = JD;BK
←−−−−
◦ JEK, where JEK
denotes the K-theory class of P .
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This is the most general form of the index pairing.
Remark 6.6. It is somewhat awkward, that this E-theory class does not only
depend on Cb(M,B⊗̂K̂) and C
∗(M,A⊗̂B) but also incorporates the directed
system of λ’s. This raises the question whether there is an even more suitable
version of bivariant K-theory, which does not show this inconvenience.
7 Dividing out the compact operators
The coarse index was invented as a generalization of the A-index of elliptic
operators over compact manifolds. Indeed, if M is compact and connected4,
and S → M a Dirac A-bundle with Dirac operator D, then C∗(M,A) =
K(L2(M) ⊗̂ A ⊗̂ ℓ̂2) ∼= A ⊗̂ K̂ and the coarse index of D corresponds to the
A-index under the isomorphism K(C∗(M,A)) ∼= K(A). However, the coarse
index behaves quite different from the Fredholm index if M is non-compact.
For example, the following theorem is not true for compact M :
Theorem 7.1 (cf. [HPS15, Theorem 1.7]). Let (M,g) be a complete con-
nected non-compact Riemannian spin manifold such that, outside of a com-
pact subset, the scalar curvature is uniformly positive. Let E → M be an
A-bundle with a flat connection. Denote by /D the spin Dirac operator and
by /DE the twisted operator. Then the coarse index
ind( /DE) ∈ K∗(C
∗(M,A))
vanishes.
We can get rid of this distinction between compact and non-compact M
if we consider the coarse index as an element of theK-theory of the following
quotient C∗-algebra instead.
Definition 7.2. For M a complete Riemannian manifold with connected
components {Mi}i∈I and A a Z2-graded unital C
∗-algebra we define the
ideal
K(M,A) :=
⊕
i∈I
K(L2(Mi) ⊗̂A ⊗̂ ℓ̂2)) = C
∗(M,A) ∩ K(L2(M) ⊗̂A ⊗̂ ℓ̂2)
of C∗(M,A) and the quotient C∗-algebra
C∗/K(M,A) := C
∗(M,A)/K(M,A) =
⊕
i∈I
C∗(Mi, A)/K(Mi, A) .
4We have to make this assumption, because in our context non-connected compact
manifolds are not bounded.
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Indeed, if M is compact, then this C∗-algebra vanishes and the theorem
becomes trivially true. If, on the other hand, M is non-compact and con-
nected, then there is a coarsely embedded ray [0,∞) → M and the map
K∗(K(M,A)) → K∗(C
∗(M,A)) factors through K∗(C
∗([0,∞), A)) = 0 (cf.
[HPS15, Proposition 3.10]). Thus, the long exact sequence in K-theory
decomposes into short exact sequences
0→ K∗(C
∗(M,A))→ K∗(C
∗
/K(M,A))→ K∗−1(K(M,A))→ 0 (7)
and therefore no information is lost by passing to the quotient. If M is non-
compact but disconnected, then we can argue on each component separately
to see that exactly the information of the compact components is lost.
Another way of thinking about the groups K∗(C
∗
/K(M,A)) is provided
by Roe’s X→-construction from [Roe95]: Given a proper metric space X,
the proper metric space X→ is obtained from X by attaching a ray [0,∞)
to an arbitrary point of X. Applied to a non-compact, connected, complete
Riemannian manifold M , the coarse Mayer–Vietoris sequence (cf. [HRY93]
in the case of Roe algebras without coefficients, [HPR97, Corollary 9.5] in
the case with coefficients) yields short exact sequences
0→ K∗(C
∗(M,A))→ K∗(C
∗(M→, A))→ K∗−1(K(M,A))→ 0 . (8)
Equations (7) and (8) and the five Lemma imply that the canonical com-
parision ∗-homomorphism C∗(M→, A) → C∗/K(M,A), which we will see in
more detail in Lemma 7.7 below, induces a canonical isomorphism
K∗(C
∗(M→, A)) ∼= K∗(C
∗
/K(M,A)) .
Note that this trivially holds for compact M , too. Thus, dividing out the
compact operators has the same effect of “unreducing” the “coarse homology
theory” K∗(C
∗(M,A)) as the constructions seen in [Wul16a, Section 5].
The coarse index in the K-theory of this quotient C∗-algebra, and sim-
ilarly an E-theory class, can even be defined more generally for elliptic
operators which are only defined on the complement of a compact subset,
as we will now show.
Lemma 7.3. LetM be a complete Riemannian manifold, K ⊆M a compact
subset and S →M \K a Dirac A-bundle with Dirac operator D. Then there
exist
• a complete submanifold W ⊆M of codimension 0 with boundary such
that M \W is precompact and contains K,
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• a Riemann-isometric inclusion W ⊆ M˜ of W as a complete submani-
fold of codimension 0 with boundary into another complete Riemannian
manifold M˜ , such that the identity W⊆M˜ → W⊆M is a coarse map
and such that
• S|W extends to a Dirac A-bundle S˜ → M˜ with Dirac operator D˜.
Such a manifold M˜ can be constructed essentially by doubling W , and
so we observe that M˜ \W need not be precompact and if M was connected,
then M˜ need not be connected.
By assumption,
W⊆M˜
id
−→W⊆M
incl.
−−→M
are coarse maps, and they are covered by the obvious isometries
L2(W,S|W )
id
−→ L2(W,S|W )
⊆
−→ L2(M,S)
and thereby yielding canonical inclusions
C∗(W⊆M˜ , S|W ⊗̂B) ⊆ C
∗(W⊆M , S|W ⊗̂B) ⊆ C
∗(M,S ⊗̂B) .
With these inclusions in mind, Lemma 4.7 yields an asymptotic morphism
S ⊗̂ A(W˚ ,B)→ A(C∗(W⊆M˜ , S|W ⊗̂B)) ⊆ A(C
∗(M,A ⊗̂B)) ,
φ ⊗̂ f 7→ t 7→ V ∗φ(t−1D˜)fV ,
where V : L2(W,S|W ⊗̂B) ⊗̂ ℓ̂
2 → L2(M˜, S˜ ⊗̂B) ⊗̂ ℓ̂2 denotes the canonical
isometry. The proof of Lemma 4.9 shows that it is independent of the
extension M˜ of W . Furthermore, it maps S ⊗̂ C0(W˚ ,B ⊗̂ K̂) to K(M,A).
Thus we obtain an asymptotic morphism
S ⊗̂ (A(W˚ ,B)/C0(W˚ ,B ⊗̂ K̂))→ A(C
∗
/K(M,A ⊗̂B)) .
Note that the quotient A(W˚ ,A ⊗̂B)/C0(W˚ ,B ⊗̂ K̂) depends only on M and
not on the choice ofW , because it is isomorphic to the following C∗-algebra.
Definition 7.4. For a complete Riemannian manifold M and a Z2-graded
unital C∗-algebra B, let
A/C0(M,B) := A(M,B)/C0(M,B ⊗̂ K̂) .
The vector bundles defining elements in theK-theory of this C∗-algebras
are the following:
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Definition 7.5. Let P ∈ A∞(M,B) be such that Px is a projection in B ⊗̂K̂
for each x outside of a compact subset K ⊆M . The B-bundle E →M \K
whose fibre at x is the image of Px in B ⊗̂ ℓ̂
2 is called a B-bundle of bounded
variation defined outside of a compact subset. Its K-theory class JEK/C0 ∈
K(A/C0(M,B)) is defined to be the class of the projection P ∈ A/C0(M,B)
determined by P .
Furthermore, the proof of Lemma 4.10 shows that the asymptotic mor-
phism
S ⊗̂ A/C0(M,B)→ A(C
∗
/K(M,A ⊗̂B)) (9)
so obtained is independent of the choice of W .
Definition 7.6. Let D be as above an A-linear Dirac operator defined over
the complement of a compact set K ⊂ M . The E-theory class of D is the
class
JD;BK/K/C0 ∈ E(A/C0(M,B), C
∗
/K(M,A ⊗̂B))
of the just defined asymptotic morphism (9). Its index is defined as
ind/K(D) := JD;CK/K/C0 ◦ 1M ∈ K(C
∗
/K(M,A)) .
Here, 1M ∈ K(A/C0(M,C)) denotes the image of 1M ∈ K(A(M,C))
under the quotient map.
Note that if D is defined over all of M , then we can simply choose
K = ∅, M˜ =W =M , S˜ = S in the construction above to see that ind/K(D)
is indeed the image of ind(D) under the canonical map.
The following lemmas provide an important alternative way of construct-
ing the index modulo K:
Lemma 7.7. Let M,K,S,D,W, M˜ , S˜, D˜ be as in the construction above
and define W c := M˜ \W .
• Let ω ∈ Cb(M˜) be 0 on W
c and 1 outside of the 1-neighborhood of W c.
Then
τM˜,W,B : A(M˜,B)→ A/C0(W˚ ,B) ⊆ A/C0(M,B) , f 7→ ωf
is a ∗-homomorphism which is independent of the choice of ω.
• Denote by VM˜,W,A : L
2(W,A) ⊗̂ ℓ̂2 → L2(M˜,A) ⊗̂ ℓ̂2 the isometric in-
clusion. Then
πM˜,W,A : C
∗(M˜,A)→ C∗/K(W
⊆M˜ , A) ⊆ C∗/K(M,A)
T 7→ (VM˜ ,W,A)
∗TVM˜,W,A
is a ∗-homomorphism.
47
• The following diagram commutes in E-theory:
A(M˜,B)
JD˜;BK //
τM˜,W,B

C∗(M˜ ,A ⊗̂B)
πM˜,W,A⊗̂B

A/C0(M,B)
JD;BK/K/C0 // C∗/K(M,A ⊗̂B)
Proof. The first part is trivial.
For the second part, let S, T have propagation bounded by R > 0. De-
note by χ : M˜ → {0, 1} the characteristic function of W and by ρ : M˜ →
{0, 1} the characteristic function of the R + 1-neighborhood of W and ab-
breviate V := VM˜,W,A. We make use of the propagation of S, T to see that
V ∗STV − V ∗SV V ∗TV = V ∗S(1− χ)TV = V ∗S(1− χ)ρTV ,
which is A-compact, because ρ(1 − χ) has compact support. This proves
multiplicativity.
The two compositions in the diagram of the third part are represented
by the asymptotic morphisms
S ⊗̂ A(M˜,B)→ A(C∗/K(M,A ⊗̂B))
φ ⊗̂ f 7→ t 7→ (VM˜,W,A⊗̂B)
∗ φ(t−1D˜)f VM˜,W,A⊗̂B and
φ ⊗̂ f 7→ t 7→ (VM˜,W,A⊗̂B)
∗ φ(t−1D˜)(ωf)VM˜,W,A⊗̂B ,
respectively. The task of keeping a clear head about which operators in
these formulas act on which Hilbert modules in which canonical way is left
to the reader.
The two asymptotic morphisms are equal, because the function f(1−ω)χ
has compact support and hence the difference
(VM˜,W,A⊗̂B)
∗φ(t−1D˜)fVM˜,W,A⊗̂B − (VM˜,W,A)
∗φ(t−1D˜)VM˜ ,W,A ωf
= (VM˜,W,A⊗̂B)
∗φ(t−1D˜)f(1− ω)χVM˜,W,A⊗̂B
is compact.
Corollary 7.8. πM˜,W,A ◦ ind(D˜) = ind/K(D).
Proof. The homomorphism (τM˜,W,C)∗ : K(A(M˜,C))→ K(A/C0(M,C)) maps
1M˜ to 1M . The claim now follows from the third part of the lemma with
B = C.
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Using this construction, we may now generalize Theorem 7.1 to the sit-
uation where M is only spin outside of the compact set K.
Theorem 7.9. Let (M,g) be a complete connected non-compact Rieman-
nian manifold such that, outside of a compact subset K, it is spin and the
scalar curvature is uniformly positive. Let E →M \K be an A-bundle with
a flat connection. Denote by /D the spin Dirac operator over M \K and by
/DE the twisted operator. Then the coarse index
ind/K( /DE) ∈ K∗(C
∗
/K(M,A))
vanishes.
Proof. In the construction of the index modulo K we can choose W,M˜ in
such a way that M˜ is –as differentiable manifold– the double of W and the
metric on M˜ \W can be chosen such that M˜ has uniformly positive scalar
curvature. Theorem 7.1 implies ind( /˜DE) = 0 and the claim follows from the
previous corollary.
Another consequence of Corollary 7.8 is the expected formula for twisted
operators:
Theorem 7.10. Let M be a complete Riemannian manifold, S → M \K
a Dirac A-bundle with Dirac operator D and E → M \ K a B-bundle of
bounded variation defined outside of a compact subset K ⊆ M . Then the
index of the twisted operator DE is
ind/K(DE) = JD;BK/K/C0 ◦ JEK/C0 .
Proof. We can find W,M˜, S˜ as in the construction above but with the ad-
ditional property that P |W extends to a projection P ∈ A
∞(M˜ ,B). By
Theorem 4.14, ind(D˜E) = JD˜;BK ◦ [P ] and by Lemma 7.7 and Corollary 7.8
we conclude
ind/K(DE) = πM˜,W,A⊗̂B ◦ JD˜;BKB ◦ [P ] = JD;BK/K/C0 ◦ τM˜,W,B ◦ [P ]
= JD;BK/K/C0 ◦ JEK/C0 .
8 Vector bundles of vanishing variation
In this section we specialize even further to operators twisted by B-bundles
of vanishing variation. To make these notions precise, we recall some termi-
nology from [Roe93, Chapter 5] and [EM06, Section 3]:
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Definition 8.1. Let X be a proper metric space.
• Let f : X → Y be a map into another metric space Y and R > 0. The
R-variation of f is the function
VarR : X → [0,∞) , x 7→ sup{dY (f(x), f(y)) | dX(x, y) ≤ R} .
The map f is said to have vanishing variation if VarR vanishes at
infinity for all R > 0.
• Let X be a proper metric space and B a Z2-graded unital C
∗-algebra.
The stable Higson compactification of X with coefficients in B is the
C∗-algebra
c(X,B) := {f ∈ Cb(X,B ⊗̂ K̂) | f has vanishing variation}
and the stable Higson corona is
c(X,B) := c(X,B)/C0(X,B ⊗̂ K̂) .
In contrast to the original definition, we use the graded C∗-algebra K̂
instead of the ungraded K here. This difference is irrelevant from an E-
theoretic point of view because of stability.
Recall from [Wul16a] that there are multiplication ∗-homomorphisms
∇B,C : c(X,B) ⊗̂ c(X,C)→ c(X,B ⊗̂ C) , f ⊗̂ g 7→ x 7→ f(x) ⊗̂ g(x)
which are unique up to homotopy. They induce multiplications
K∗(c(X,B)) ⊗K∗(c(X,C))→ K∗(c(X,B ⊗̂ C)) (10)
in K-theory and in particular for B = C = C (or B and C Clifford algebras)
we see that K∗(c(X,C)) is a Z2-graded, graded commutative ring.
In the context of index theory, a more analytic description of these no-
tions is necessary (cf. remarks at the beginning of [Roe93, Chapter 5]). This
is available in the context of complete Riemannian manifolds of bounded
geometry.
Lemma 8.2. Assume M is a complete Riemannian manifold of bounded
geometry. Then
c∞(M,B) := {f ∈ C∞b (M,B ⊗̂ K̂) | grad(f) vanishes at ∞}
is a dense subalgebra of c(X,B).
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Corollary 8.3. If M has bounded geometry, then c(M,B) is a sub-C∗-
algebra of A/C0(M,B). We denote its inclusion by ιB.
Proof of Lemma 8.2. Clearly c∞(M,B) ⊆ c(M,B).
Now let f ∈ c(M,B). Let Yr and Kr,R (r,R > 0) be as in Lemma 5.2
and choose r > 0, Y ∈ Yr, ψy, C as in Lemma 5.3. We define a new function
fˆ :=
∑
y∈Y f(y)ψy. It is clearly smooth and because of
∑
y∈Y grad(ψy) =
grad
(∑
y∈Y ψy
)
= 0 we can calculate
grad(fˆ)(x) =
∑
y∈Y
grad(ψy)(x) ⊗̂ f(y) =
∑
y∈Y
grad(ψy) ⊗̂ (f(y)− f(x))
and obtain the pointwise norm estimate
‖ grad(fˆ)(x)‖ ≤ Kr,R · C · Varr(f)(x)
and this vanishes at infinity. Thus, fˆ ∈ c∞(M,B). Similarly,
f − fˆ =
∑
y∈Y
(f(y)− f)ψy
is pointwise bounded in norm byKr,R ·Varr(f) and therefore also vanishes at
infinity. The claim now follows from the fact that f− fˆ can be approximated
in norm by smooth functions of compact support.
We can now define the bundles corresponding to elements of the K-
theory of the stable Higson corona:
Definition 8.4. Let P ∈ c∞(M,B) be projection valued outside of a com-
pact subsetK ⊆M . The B-bundle E →M \K whose fibre at x is the image
of Px in B ⊗̂ ℓ̂
2 is called a B-bundle of vanishing variation defined outside
of a compact subset. Its K-theory class JEKc ∈ K(c(M,B)) is defined to be
the class of the projection P ∈ c(M,B) determined by P .
This notion is obviously a special case of B-bundles of bounded variation
and the inclusion ιB of the previous corollary maps JEKc to JEK/C0 .
We now turn to the construction of a module multiplication which allows
us to state the main result of this section.
Lemma 8.5. Let M be a complete Riemannian manifold of bounded geom-
etry. We let C∗(M,A) and c(M,B) act on H := L2(M, (A ⊗̂ ℓ̂2) ⊗̂ (B ⊗̂ ℓ̂2))
in the obvious way. Then
mA,B : C
∗
/K(M,A) ⊗̂ c(M,B)→ C
∗
/K(M,A ⊗̂B)
T ⊗̂ f 7→ Tf
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defines a ∗-homomorphism. Furthermore, the following associativity dia-
gram commutes up to homotopy:
C∗/K(M,A) ⊗̂ c(M,B) ⊗̂ c(M,C)
id ⊗̂∇B,C //
mA,B⊗̂id

C∗/K(M,A) ⊗̂ c(M,B ⊗̂ C)
mA,B⊗̂C

C∗/K(M,A ⊗̂B) ⊗̂ c(M,C) mA⊗̂B,C
// C∗/K(M,A ⊗̂B ⊗̂ C)
This lemma actually needs only the metric space version of bounded ge-
ometry. Furthermore, we note that if one prefers working with the (unstable)
Higson corona (without coefficients) instead of the stable Higson corona with
coefficients, then bounded geometry is in fact unnecessary. This follows by
modifying our proof using the idea of the proof of [Roe93, Proposition 5.18].
However, this idea is not compatible with stabilization and the presence of
coefficient C∗-algebras.
Proof. We have to prove that the graded commutators [T, f ] are compact.
Assume that T and f are of homogeneous degree and that T has propagation
bounded byR > 0. Choose Y ∈ Yr and letM =
⋃˙
y∈Y Zy be a decomposition
of M into Borel subsets Zy ⊆ Br(y). Denote the characteristic function of
Zy by χy and define fˇ :=
∑
y∈Y f(y)χy. As before, f− fˇ vanishes at infinity
and therefore T (f − fˇ) and (f − fˇ)T are compact. It is thus sufficient to
prove that the graded commutators [T, fˇ ] are compact. We can write these
graded commutators as strongly converging sums of compact operators as
follows:
[T, fˇ ] = T
∑
z∈Y
f(z)χz − (−1)
∂T∂f
∑
y∈Y
f(y)χyT
=
∑
y,z∈Y
χyTχz(f(z)− f(y))
=
∑
y,z∈Y
d(y,z)≤R+2r
χyTχz(f(z)− f(y))︸ ︷︷ ︸
∈K(H)
. (11)
Here we have used that χyTχz vanishes if d(y, z) > R+ 2r.
Let ε > 0 and choose L ⊆ Y finite and with the property that VarR+2r(y) <
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ε for all y ∈ Y \ L. For v ∈ H and vy := χzv we calculate∥∥∥∥∥∥∥∥
∑
y,z∈Y \L
d(y,z)≤R+2r
χyTχz(f(z)− f(y))v
∥∥∥∥∥∥∥∥
2
=
=
∑
y∈Y \L
∥∥∥∥∥∥∥∥
∑
z∈Y \L
d(y,z)≤R+2r
χyT (f(z)− f(y))vz
∥∥∥∥∥∥∥∥
2
≤
∑
y∈Y \L

 ∑
z∈Y \L
d(y,z)≤R+2r
‖T‖ · ε · ‖vz‖


2
≤
∑
y∈Y \L
Kr,R+2r ·
∑
z∈Y \L
d(y,z)≤R+2r
‖T‖2 · ε2 · ‖vz‖
2
≤ K2r,R+2r · ‖T‖
2 · ε2 ·
∑
z∈Y \L
‖vz‖
2
≤ K2r,R+2r · ‖T‖
2 · ε2 · ‖v‖2 .
The second inequality was the inequality between arithmetic and quadratic
mean, as the sum over the z within the parenthesis had at most Kr,R+2r
summands. For ε → 0 this norm inequality implies that the sum (11)
converges even in norm and is therefore compact.
It remains to show the commutativity up to homotopy of the diagram.
Note that both compositions map
T ⊗̂ f ⊗̂ g ∈ C∗/K(M,A) ⊗̂ c(M,B) ⊗̂ c(M,C)
to the element of C∗/K(M,A⊗̂B ⊗̂C) represented by the operator Tfg acting
on
H′ := L2(M, (A ⊗̂ ℓ̂2) ⊗̂ (B ⊗̂ ℓ̂2) ⊗̂ (C ⊗̂ ℓ̂2))
in the obvious way. However, they are not equal, as H′ is identified with
L2(M,A ⊗̂ B ⊗̂ C ⊗̂ ℓ̂2) in two different ways, via two different isometric
isomorphisms ℓ̂2 ⊗̂ ℓ̂2 ⊗̂ ℓ̂2 ∼= ℓ̂2. Therefore, the diagram commutes only up
to homotopy.
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Corollary 8.6. There are multiplications
(mA,B)∗ : K∗(C
∗
/K(M,A)) ⊗̂K∗(c(M,B))→ K∗(C
∗
/K(M,A ⊗̂B))
which are associative with respect to the multiplication of (10). In particular,
K∗(C
∗
/K(M,A)) is a (right) module over the ring K∗(c(M,C)). We denote
all these multiplications by the infix notation x · y := (mA,B)∗(x ⊗̂ y).
The fact that the module structure pops up as a right module comes
from the fact that we always twist Dirac operators with bundles from the
right.
We can now formulate and prove the coarse geometric version of “cal-
culating indices by module multiplication”. For a similar result in foliation
index theory, see [Wul16b].
Theorem 8.7. LetM be a complete Riemannian manifold of bounded geom-
etry, D the Dirac operator of a Dirac A-bundle S →M \K and E →M \K
a B-bundle of vanishing variation defined outside of the compact subset
K ⊆M . Then
ind/K(DE) = ind/K(D) · JEKc .
Proof. We shall prove the formula
JD;BK/K/C0 ◦ ιB = mA,B ◦ (ind/K(D) ⊗̂ idc(M,B)) , (12)
from which the claim follows by composing with JEKc and applying Theorem
7.10 and the definition of the module structure.
Let W,M˜, S˜, D˜ be as in the construction of the E-theory class of D.
Then the index ind/K(D) is represented by the asymptotic morphism
S → A(C∗/K(M,A)) , φ 7→ t 7→ V
∗
M˜,W,A
φ(t−1D˜)VM˜,W,A
and so the right hand side of (12) is represented by
S ⊗̂c(M,B)→ A(C∗/K(M,A⊗̂B)) , φ⊗̂f 7→ t 7→ V
∗
M˜,W,A
φ(t−1D˜)VM˜ ,W,Af .
The left hand side, on the other hand, is represented by the asymptotic
morphism
S ⊗̂ c(M,B)→ A(C∗/K(M,A ⊗̂B) ,
φ ⊗̂ f 7→ t 7→ V ∗
M˜,W,A⊗̂B
φ(t−1D˜)fωVM˜,W,A⊗̂B
with ω as in Lemma 7.7. The claim follows just like in the proof of Lemma
7.7, because V ∗
M˜,W,A
φ(t−1D˜)VM˜,W,Af and V
∗
M˜,W,A⊗̂B
φ(t−1D˜)fωVM˜,W,A⊗̂B
differ only by a compact operator.
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Emerson and Meyer invented the stable Higson corona as a dual to the
Roe algebra. This duality emerges in the shape of a pairing
K˜−∗+1(c(X,C)) ×K∗(C
∗(X,C))→ Z
which is compatible with assembly and co-assembly [EM06, Theorem 6.1].
In our context, i. e. after unreducing these groups using theX→-construction
and focussing on the manifold case, the pairing can be described in terms
of the module multiplication:
Definition 8.8. For a connected, complete Riemannian manifold M of
bounded geometry we define the pairing
K∗(C
∗
/K(M,C)) ⊗̂K−∗+1(c(M,C))→ Z
as the composition of the module multiplication with the connecting homo-
morphism K1(C
∗
/K(M,C)) → K0(K̂)
∼= Z. In more generality, the pairing
can be defined as
Ki(C
∗
/K(M,A)) ⊗̂Kj(c(M,B))→ Ki+j−1(K(M,A ⊗̂B)) .
These pairings are stabilized versions of the pairing of [Yu97a] and may
be used to detect non-vanishing of indices.
Furthermore, for a non-compact, connected complete Riemannian mani-
fold of bounded geometry, the short exact sequence (7), the product formula
of Theorem 8.7 and the remark following Definition 7.6 immediately yield
the following interpretation of the index pairing:
Theorem 8.9. Let M be a complete non-compact Riemannian manifold of
bounded geometry, D the Dirac operator of a Dirac A-bundle S → M \K
and E → M \ K a B-bundle of vanishing variation defined outside of the
compact subset K ⊆M . Then the pairing between ind/K(D) and JEKc is an
obstruction to the extendibility of DE to all of M .
9 Application to non-vanishing of indices
In this final Section we want to illustrate how the module structure can be
used to prove the non-vanishing of indices. The main technical tool we use
is the partitioned manifold theorem, see [Roe96, Theorem 4.4] for the case
without coefficient C∗-algebras A and [Zad10, Theorem 2.6] for a version
with coefficients. We need it in the following version, which can be proven
by adapting the proof of [Zei16, Theorem 5.15].
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Theorem 9.1. Let M be a complete Riemannian manifold and N ⊆ M a
connected compact codimension 1 submanifold such that M \N decomposes
into two open subsets M± ⊆M with common boundary ∂M± = N . Assume
further that the metric of M restricts to the product metric on a tubular
neighborhood N × (−ε, ε) of N . Let DM be a A ⊗̂Cℓ1-linear Dirac operator
over M and DN a A-linear Dirac operator over N such that DM restricts
to DN × D(−ε,ε) over the tubular neighborhood. Then the Mayer–Vietoris
connecting homomorphism
∂MV : K(C
∗(M,A) ⊗̂ Cℓ1)→ K(A)
maps ind(DM ) to ind(DN ).
Remark 9.2. It might be worthwhile to also construct a lift of this theorem
from indices to fundamental E-theory classes, just like we lifted bordism
invariance in Theorem 4.12.
Now let M be a complete Riemannian manifold and D a A ⊗̂Cℓ1-linear
Dirac operator over the complement M \ K of a compact subset. Choose
W,M˜, D˜ as in the construction of ind/K(DM ). We want to apply the parti-
tioned manifold theorem to M˜ partitioned by ∂W , so we assume that ∂W is
connected. Metric and operator might have to be perturbed over a compact
subset in order to be of product type over the tubular neighborhood, but
this does not effect the construction of the index of DM .
Denote by C∗(W ⊆ M˜,A), C∗(M˜ \W ⊆ M˜,A), C∗(∂W ⊆ M˜,A) the
C∗-subalgebras of C∗(M˜,A) generated by the operators whose support are
contained in some R-neighborhood ofW , M˜\W , ∂W , respectively. They are
ideals in C∗(M˜,A) and C∗(∂W ⊆ M˜,A) ∼= A ⊗̂ K̂, because ∂W is compact
and connected. One way of obtaining the Mayer–Vietoris boundary map is
by composing functoriality under
C∗(M˜,A)→
C∗(M˜ ,A)
C∗(M˜ \W ⊆ M˜,A)
∼=
C∗(W ⊆ M˜,A)
C∗(∂W ⊆ M˜,A)
with the connecting homomorphism associated to the short exact sequence
0→ C∗(∂W ⊆ M˜,A)→ C∗(W ⊆ M˜,A)→
C∗(W ⊆ M˜,A)
C∗(∂W ⊆ M˜,A)
→ 0 .
Now note that there is a canonical isomorphism
C∗(W ⊆ M˜ ,A)
C∗(∂W ⊆ M˜,A)
∼= C∗/K(M,A)
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and using it we see that ∂MV factors as the composition of πM˜,W,A⊗̂Cℓ1 =
πM˜,W,A⊗̂idCℓ1 and the connecting homomorphism ∂ : K(C
∗
/K(M,A⊗̂Cℓ1))→
K(A) which we already encountered in Definition 8.8. Finally, Corollary 7.8
yields the following consequence of the partitioned manifold theorem:
Lemma 9.3. ∂(ind/K(DM )) = ind(DN ).
This lemma is an important tool for proving non-vanishing of the index.
We conclude with the following concrete example, which shows how
the lemma together with the module structure can be used to prove non-
vanishing of indices:
Example 9.4. Let /D be the unique Cℓ3-linear spinor Dirac operator over
R
3. We have ∂(ind/K( /D)) = 0, because /D is defined on all of M . Thus, ∂
alone is not sufficient for detecting the non-vanishing of the index.
Now let H → S2 be the two-dimensional vector bundle defining the
nontrivial class in K(S2). Denote by E → R3 \ {0} the pullback of H
under the radial projection. It satisfies the prerequisites of Theorem 8.7 and
therefore ind/K( /DE) = ind/K( /D) · JEKc by module multiplication.
To perform the constructions above, we may takeW ⊆ R3 to be the com-
plement of the unit ball and modify the metric in a tubular neighborhood
of ∂W = S2 such that it is of product type. On this tubular neighborhood
S2× (−ε, ε), /D is equal to /D
′
×D(−ε,ε), where /D
′
is the Dirac operator asso-
ciated to the spin structure bounding the disk. Consequently, /DE restricts
to /D
′
H ×D(−ε,ε) and Lemma 9.3 yields ∂(ind/K( /DE)) = ind( /D
′
H) ∈ Z.
It is well-known that the latter is non-zero. Thus, ind/K( /DE) 6= 0 and by
exploiting the module structure also ind/K( /D) 6= 0. An alternative way of
expressing this is to say that 〈ind/K( /D), JEKc〉 = ∂(ind/K( /DE)) = ind( /D
′
H) 6=
0 ⇒ ind/K( /D) 6= 0.
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