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Abstract
This paper presents a new and efficient nodal scheme for cell-centered com-
pressible flows in Lagrangian formulation. A single pressure and the velocity
at cell vertex are computed by the nodal solver in a least-squares sense, and
both variables are used to evaluate the numerical flux across the cell interface.
The resulting nodal velocity is also responsible for moving the mesh. The ac-
curacy and robustness of the proposed method is studied by several numerical
examples in the finite volume discretization, and compared with two other
nodal Riemann solvers. It is shown that its performance is comparable to the
latter two. Although the current paper mainly focuses on the first-order fi-
nite volume (FV), its extension to higher order methods such as high-order FV,
discontinuous Galerkin (DG) or reconstructed discontinous Galerkin (rDG), is
quite straightforward. And this method has the capability of easily extending
to three dimensions.
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1. Introduction
Lagrangian method is widely used for flows undergoing large deforma-
tion, or for tracking multimaterial interface. The main concern in Lagrangian
method is how to determine a unique velocity at cell vertex. The traditional
way is to use staggered grid [1, 2], to place the variables at different grid loca-
tions. This method has been studied extensively[3, 4, 5, 6, 7, 8, 9] and become
a robust and accurate method.
An alternative to the staggered-grid approach is the collocated-grid or cell-
centered discretization, in which all the variables are defined at the cell-center.
This method has gained wide attention and extensive exploration due to the
consistency of locations for the variables and ease in implementation. How-
ever, a difficulty stemmed in the cell-centered method is how to compute the
vertex velocity, and ensure the consistency between the mesh motion and the
numerical flux.
Dukowicz et al.[10] and Addessio et al. [11] proposed an approximate one-
directional Riemann solver in the face normal direction, and the cell-centered
conserved quantities are then evolved using the resulting Riemann flux. One
feature of this method is that the grid velocity is computed via a least-squares
procedure concerning the face normal projection of the velocities, i.e., requiring
the normal projection of the vertex velocity on each of the faces connecting to
this vertex, to be equal to the Riemann face-normal velocity; this is to minimize
the difference between these two. This approach, unfortunately, will produce
artificial mesh motion and inconsistency of the numerical flux with the mesh
motion. We should note that this least-squares procedure is a pure mathemati-
cal arithmetic treatment, after solving the 1D face normal Riemann problems.
Cheng and Shu [12] developed a solver which also takes the advantage of
the one-directional Riemann problem in the face normal direction. To compute
the vertex velocity, for example, for a vertex connecting four edges in a typical
quadrilateral mesh, four velocity vectors are determined first, one for each of
the four edges; then the final grid velocity of this vertex is a simple arithmetic
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average of the four vectors. The velocity vector for each edge is determined as
follows, separately for an edge normal component and an edge tangential com-
ponent. At the vertex, we have the left state/velocity and right state/velocity,
on two sides of the edge. First the two velocity vectors are split into edge nor-
mal parts and tangential parts. Then the edge tangential component is set as the
average of the two tangential parts; and the edge normal component is solved
by a one-directional Riemann solver in the edge normal direction, or by a Roe
average, depending on the numerical flux scheme in use. Unfortunately, the
numerical flux in this approach is still inconsistent with the mesh motion.
The evolution Galerkin type scheme [13], which is a multi-directional Rie-
mann solver constructed at the cell vertex, can also be used for the Lagrangian
methods. The evolution Galerkin solver in [13] is designed based on the gen-
eral theory of bicharacteristics, through exact integration of the linearized hy-
perbolic equations. This type of scheme has been investigated extensively
[14, 15, 16, 17, 18, 19, 20, 21]. Sun and Ren [20] devised a local evolution
Galerkin solver for solving the compressible equations in Eulerian frame, and
extended it to the Lagrangian formulation later by Sun et al [21]. This local
evolution Galerkin operator evolves the solution for an infinitely small time in-
terval instead of the finite time-step used in the time marching. A good feature
of this operator is that it decouples the temporal and spatial discretizations,
while maintaining the multi-directional effect from the characteristic property
of the compressible flow equations. For the Lagrangian frame in [21], the re-
sulting vertex velocity and pressure from the local evolution Galerkin operator
are used to update the grid coordinates and compute the numerical flux at cell
interface consistently. Although these evolution Galerkin schemes have im-
pressive simulating capabilities, the extension to 3D is not so straightforward.
Another type of nodal solver, the nodal acoustic Riemann solver, is attract-
ing more and more attention and research interest in the past decade. Després
and Mazeran [22] proposed a multi-directional Riemann solver at the cell ver-
tex for Lagrangian gas dynamics, in the context of finite volume discretization.
The momentum and total energy are conserved in this scheme, and an entropy
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inequality condition is ensured. At a given node, a unique nodal Riemann ve-
locity is defined at this node; one pressure per cell surrounding the node, is de-
fined as the Riemann pressure, which will provide the forces and work, in the
momentum and energy equations, respectively. This constructs a consistent
way to determine the vertex velocity and the numerical flux at the interface.
However, it was found that this scheme will lead to severe numerical instabil-
ities, since the computed nodal velocity depends on the cell aspect ratio, even
for the one-dimensional problem solved on a 2D mesh.
Maire et al. [23] investigated this issue and proposed an alternative La-
grangian scheme, which solves the aspect ratio problem, and inherits the con-
sistent property in [22] between the nodal velocity and the numerical flux. By
construction, this solver recovers the classical Godunov Riemann solver in the
one-dimensional case. The main feature of this solver is the introduction of
four pressures on each interface, two for each node on each side of the in-
terface. These pressures are connected to the unique nodal Riemann veloc-
ity by the Riemann jump relation. The nodal Riemann velocity is solved by
the assumption of a local equilibrium of the forces surrounding the node; this
assumption is also an indication of the conservation of momentum and total
energy. Besides, the local entropy inequality is also satisfied in this scheme.
Burton et al. [24] extended the seminal works of Després and Mazeran [22]
and Maire et al. [23], and proposed another robust multi-direcitonal Riemann
nodal solver. This node solver is capable of handling stress tensors, and is
applied for materials with strength, e.g., elastic-plastic materials [24]. A good
feature of this method is that the resulting Riemann stress tensors in the control
volume corners are symmetric. And a difference between this solver and those
in [22] and [23] is that, the resulting Riemann force is always in the direction of
the velocity difference (– the difference between nodal Riemann velocity and
the corner velocity of a cell), rather than in the face normal direction.
As is pointed out in [21], in the acoustic nodal Riemann solver[23], the non-
unique Riemann pressures at each interface leads to a nonequilibrium of nu-
merical fluxes on two sides of the interface, and the sufficient conditions satis-
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fied by each vertex for the local momentum and total energy conservation and
the local entropy inequality are excessively strict.
In view of the advantageous properties of the both the evolution Galerkin
type methods and the existing acoustic nodal Riemann solvers, the present pa-
per proposes a new and efficient acoustic nodal solver, in which the unknowns
are a single nodal Riemann pressure and the velocity components, and they
are solved by a single least-squares problem derived from the Riemann jump
equation.
The remainder of this paper is organized as follows. The governing equa-
tions and the updated Lagrangian formulation will follow in the next section.
Section 3 introduces the new nodal Riemann solver. Section 4 shows the tem-
poral discretization. A number of numerical examples are given in Section 5.
Final conclusions are made in Section 6.
2. Governing Equations
The compressible Euler equations can be written in the vectorial form
∂U(x, t)
∂t
+∇ · F(U) = 0 (1)
The conservative variable U and the inviscid flux vector F are defined as
U =

ρ
ρV
ρe
 F =

ρV
ρVV + pI
(ρe+ p)V
 (2)
where ρ, p and e denote the density, pressure and specific total energy of the
fluid, respectively, and V is the velocity vector of the flow field. The pressure
can be computed from the equation of state
p = (γ − 1)ρ
(
e− 12‖V‖
2
)
(3)
which is valid for perfect gas. γ is the ratio of specific heats.
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The unsteady compressible Euler equations for a moving control volume
can be expressed in the unsplit ALE formulation
d
dt
∫
Ωte
UdΩ +
∫
Γte
U(V−Vg) · ndΓ +
∫
Γte

0
pI
pV
 · ndΓ = 0 (4)
where Ωte is the moving control volume, Γte its boundary, Vg the arbitrary mesh
velocity. By assuming the fluid velocity equal to the grid velocity at cell bound-
aries, the above equations will reduce to the updated Lagrangian (or semi-
Lagrangian) formulation
d
dt
∫
Ωte
UdΩ +
∫
Γte

0
pI
pV
 · ndΓ = 0 (5)
In this paper, we use this formulation for the following Lagrangian computa-
tions.
3. The Nodal Riemann Solver
To move the mesh, we need to determine the mesh velocity at the vertices;
to compute the numerical flux, we also need the Riemann pressure(s). One
main difference between the new solver in this paper (referred to as LS solver)
and the other acoustic solvers (those by Maire et al.[23] and Burton et al. [24])
is that, the new solver requires only one single Riemann pressure at the node,
as illustrated in the figure below. In this example, for a node surrounded by
four cells, there will be 8, 4 and 1 Riemann pressure(s), respectively for these
three solvers.
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(a) Maire solver (b) Burton solver (c) current LS solver
Figure 1: Number of Riemann pressures around a node.
We first briefly recall the nodal solver by Maire et al.[23], and then introduce
the new LS solver proposed in this paper.
3.1. The solver by Maire et al.[23]
The main feature of this solver is the introduction of four pressures on each
interface, two for each node on each side of the interface. F∗i = −p∗iniNi is
the Riemann pressure force acting on face segment i, where p∗i is the Riemann
pressure and
pc − p∗i = µc
(
u∗p − uc
) · ni (6)
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Figure 2: Notations of the nodal Riemann solver (Maire et al.[23]) at a node p. The interface con-
nected to p is decomposed into a set of segments denoted by i, and ni is the outward face normal
vector of the interface segment i. The subscript c indicates which corner (cell) the segment i be-
longs to. u∗p is the unique Riemann velocity defined at the node and assumed to be constant over
all the interface segments surrounding it. p∗i is the Riemann pressure for each interface segment i.
In [23], the acoustic impedance µc = ρc is used , since the motivation was
to recover the approximate acoustic solver for one-dimensional flows, where c
is the isentropic sound speed.
Then a local sufficient condition for the global conservation of momentum
is ∑
i∈p
F∗i = 0. (7)
This can be interpreted as the local equilibrium of node p under pressure forces
[23]. It will yield the equations for the Riemann velocity at the node

∑
i∈p
Niµcnix
(
u∗p − uc
) · ni = ∑
i∈p
Ninixpc
∑
i∈p
Niµcniy
(
u∗p − uc
) · ni = ∑
i∈p
Niniypc
(8)
The velocity components are coupled with each other, thus the inversion of a
2× 2 matrix is needed.
The resulting Riemann velocity u∗p at the node and the Riemann pressure
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p∗i at interface segments are used to evaluate the flux on each face of each cell,
in addition u∗p will also be responsible for the mesh motion at vertex.
We note that another form of the shock impedance is µc = ρ(c+ sδ∗u) [24],
with s = γ+12 a constant for polytropic gases, and
δ∗u =
|δu| = |u
∗
p − uc| compression
0 expansion
(9)
It is reported in [25] that using the former acoustic impedance yields the
best result, despite the second term (sδ∗u) does have a physical basis in approx-
imating the shock velocity. Although the latter form of the shock impedance
will introduce more dissipation than the former acoustic impedance, thus po-
tentially resulting in less accurate solution, we found it help with the mesh
robustness as well as the solution stability in certain cases when strong shock
presents, for all three solvers considered in this paper.
3.2. The new LS solver
As mentioned above, in the new solver proposed in this paper, a single Rie-
mann pressure is needed at a node. Then the question is, how to determine this
single pressure, and also the velocity. By observing the Riemann jump equa-
tion 6, and noticing that the Riemann pressure and velocity components are
the variables whose values are to be determined, we can rewrite the equation
as
p∗ + µcu∗p · ni = pc + uc · ni (10)
where the unknowns are all on the left. Explicitly in 2D, it is
p∗ + µcnxi u∗p + µcn
y
i v
∗
p = pc + uc · ni (11)
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Realizing that this relation is for each interface segment i impinging on node,
we rewrite it in the matrix form
1 µc(1)nx1 µc(1)n
y
1
1 µc(2)nx2 µc(2)n
y
2
... ... ...
1 µc(i)nxi µc(i)n
y
i
... ... ...
1 µc(N)nxN µc(N)n
y
N


p∗
u∗p
v∗p
 =

pc(1) + uc(1) · n1
pc(2) + uc(2) · n2
...
pc(i) + uc(i) · ni
...
pc(N) + uc(N) · nN

=

r1
r2
...
ri
...
rN

(12)
The equations above could be solved in the least-squares sense, provided that
the resulting matrix is not singular. For a typical and valid initial 2D mesh,
the number of edges impinging on a node is at least 3, so the number of in-
terface segments N > 6, which indicates that the resulting system is usually
overdetermined and a unique solution could be sought. In 3D, the number of
unknowns only increases to 4, in which case the system is still overdetermined.
After all, it is natural to have a unique solution at any point of a physical flow
field. In very rare cases, the resulting least-squares matrix might be singular.
We will give more detailed discussion in the final manuscript, along with the
boundary conditions.
After solving the least-squares problem, the resulting Riemann pressure p∗
and velocity u∗p at the node are used to evaluate the numerical flux , in addition
u∗p will also be used for the mesh movement.
We note that in the other two acoustic solvers (by Maire et al.[23] and Bur-
ton et al. [24]), they require information on the interface length (area in 3D).
In the new solver, however, we do not need such information, making this
solver rather local, i.e., only the interface normals at the node is required, as
illustrated in the figure below.
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Figure 3: Notations of current LS solver at a node p.
This property might benefit its potential extension to curved elements, since
only node local information is used.
Figure 4: Notations of current LS solver at a node p (curved elements).
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4. Temporal Discretization
The updated Lagrangian formulation leads to the following semi-discrete
system of equations
d (ΩU)
dt
= R (13)
where Ω denotes the cell volume, U the global solution vector of the degrees of
freedom, and R the right-hand side (RHS).
The time marching for the semi-discrete system Eq. 13 can be completed
by the Runge-Kutta methods [26]. It is worth noting that since the mesh mo-
tion is part of the Lagrangian solution, one should use the same temporal dis-
cretization for both variable vector evolution and the mesh coordinate trajec-
tion. In this work, we use a two-stage Runge-Kutta method, and the procedure
is shown below:
Given the physical variable vector Un and the geometrical coordinates xn
at time level n, we are seeking the solution vector Un+1 and the new locations
xn+1 for grid point at time level n+ 1, for the time step ∆t = tn+1 − tn.
Step 1: Compute the Riemann velocity (u∗)n based on Un and xn.
Step 2: Set the intermediate coordinates x(1) for each vertex
x(1) = xn + ∆t(u∗)n
and compute the intermediate geometrical quantities, such as the cell volume
and the face area.
Step 3: Compute the intermediate solution vector U(1) by solving
Ω(1)U(1) = ΩnUn + ∆tR(Un)
Step 4: Compute the Riemann velocity (u∗)(1) based on U(1) and x(1).
Step 5: Set the n+ 1 level coordinates xn+1 for each vertex
xn+1 = 12x
n + 12x
(1) + 12∆t(u
∗)(1)
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and compute the n+ 1 level geometrical quantities.
Step 6: Compute the n+ 1 level solution vector Un+1 by solving
Ωn+1Un+1 = 12Ω
nUn + 12Ω
(1)U(1) + 12∆tR(U
(1))
5. Numerical Examples
In this section, several numerical test cases have been set up to verify the
performance of this new solver, and compare with other two acoustic solvers.
The first two cases will focus on the numerical error and spatial convergence,
and the rest ones are to evaluate the solution stability, accuracy and symmetry
preservation in the presence of strong shocks.
5.1. Shockless Noh
The first test case is the two-dimensional shockless Noh problem [27]. This
is a smooth flow problem with a known analytical solution. The material is
ideal gas with the ratio of specific heats γ = 5/3. The initial computational
domain is a square [−1, 1]× [−1, 1], with the following initial conditions
ρ0 = 1
u0 = −x0
v0 = −y0
e0 = 1
p0 = (γ − 1)ρ0e0
(14)
where e denotes the specific internal energy, u and v the components of the
velocity in x- and y- directions. A Dirichlet boundary condition for the velocity
is prescribed during the simulation, with no dependence on time, i.e., for any
boundary node (xb, yb), a constant velocity from the initial condition and its
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initial position (x0b , y0b ) is attached to it,
u(xb, yb, t) = u(x0b , y0b , 0) = −x0b
v(xb, yb, t) = v(x0b , y0b , 0) = −y0b
(15)
The analytical solution of this problem is dictated by
ρ(x, y, t) = ρ0 (1− t)−α
u(x, y, t) = u0
v(x, y, t) = v0
e(x, y, t) = e0 (1− t)−α(γ−1)
(16)
with α = 2. It can be seen that the density ρ and specific internal energy e
are spatially invariant, and are only functions of time. We use this test case
to assess the spatial convergence. The mesh refinement involves a set of five
uniform grids with quadrilateral elements: 10 × 10, 20 × 20, 40 × 40, 80 × 80
and 160 × 160. The initial mesh and density distribution are illustrated in Fig.
5a. The simulation stops at t = 0.6 and the final mesh and density contour are
shown in Fig. 5b.
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(a) initial mesh
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(b) mesh at t = 0.6
Figure 5: Initial and final grids of the shockless Noh problem, contoured by density.
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To assess the order of accuracy, we compute the L2 norm of the numeri-
cal error from internal energy at t = 0.6. Table 1 shows the numerical error
obtained on the set of five grids using the three nodal Riemann solvers.
Table 1: Spatial accuracy and convergence rate for the shockless Noh problem at t = 0.6.
Mesh Burton solver Maire solver LS solver
L2 error order L2 error order L2 error order
10 × 10 5.9324E-1 - 4.1626E-1 - 4.1626E-1 -
20 × 20 2.8692E-1 1.05 2.0208E-1 1.04 2.0208E-1 1.04
40 × 40 1.4108E-1 1.02 9.9556E-2 1.02 9.9556E-2 1.02
80 × 80 6.9949E-2 1.01 4.9411E-2 1.01 4.9411E-2 1.01
160 × 160 3.4828E-2 1.01 2.4614E-2 1.00 2.4614E-2 1.00
One can see that all three solutions achieve the designed 1st order conver-
gence. For this special case, the new LS solver leads to the same numerical
error as the Maire solver; and both errors are smaller than that from the Burton
solver.
5.2. Taylor-Green Vortex
The 2D Taylor-Green vortex problem [28, 29, 25, 30] is another benchmark
test case with analytical smooth solution thus permitting convergence analysis.
The initial condition are prescribed by
ρ0 = 1
u0 = sin (pix) cos (piy)
v0 = −cos (pix) sin (piy)
p0 = 14 [cos (2pix) + cos (2piy)] + 1
e0 = p
0
ρ0 (γ − 1) +
1
2
((
u0
)2 + (v0)2)
(17)
where e denotes the specific internal energy, u and v the velocity components
in the x- and y- directions, respectively. The flow material is ideal gas with
γ = 7/5. We note that the above definition of density, velocity and pressure
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implies that the continuity and momentum equations are automatically sat-
isfied. However, to make the flow steady state, a source term in the energy
equation is required
S = pi4 (γ − 1) [cos (3pix) cos (piy)− cos (pix) cos (3piy)] (18)
The computational domain is a square [0, 1]×[0, 1], consisting of uniform quadri-
lateral grids, as is shown in Fig. 6a together with the initial pressure distribu-
tion. The simulation is carried out until t = 0.4, and the final mesh and pressure
contour are shown in Fig. 6b.
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(a) initial mesh
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(b) mesh at t = 0.4
Figure 6: Initial and final grids of the Taylor-Green vortex problem.
In order to evaluate the spatial convergence rate, a mesh refinement study
is performed on successively refined grids: 10 × 10, 20 × 20, 40 × 40, 80 × 80
and 160×160. The L2 numerical errors of the pressure are computed at the end
time t = 0.4 and listed in Table 2. We can see that the new LS solver delivers
smaller absolute error and higher convergence rate, than the other two solvers.
Nevertheless, all three solvers are approaching 1st order convergence when
refining the mesh further.
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Table 2: Spatial accuracy and convergence rate for Taylor-Green vortex problem at t = 0.4.
Mesh Burton solver Maire solver LS solver
L2 error order L2 error order L2 error order
10 × 10 1.4627E-1 - 1.1531E-1 - 8.6650E-2 -
20 × 20 8.2653E-2 0.82 6.8966E-2 0.74 5.5295E-2 0.65
40 × 40 4.4976E-2 0.88 4.1131E-2 0.75 3.1038E-2 0.83
80 × 80 2.4200E-2 0.89 2.3415E-2 0.81 1.6415E-2 0.92
160 × 160 1.2842E-2 0.91 1.2737E-2 0.88 8.4503E-3 0.96
5.3. Sod Shock Tube
The Sod shock tube problem [31] is a classical test case for validating and
verifying numerical schemes. The specific heats ratio of the ideal gas is γ =
7/5. In [29], the polar geometry and mesh were used for this problem, as an
extension to the original Cartesian one. In this work, we consider both the 1D
Cartesian case and the 2D polar case.
5.3.1. 1D Cartesian case
To set up this 1D problem, a computational domain of [0, 1] × [0, 1] is se-
lected, with 100 uniform elements in the x- direction and 2 cell-layers in the
y-direction. The contact discontinuity is located at x = 0.5 at the initial time.
To the left and right are two uniform states in space. The left state with a
high pressure is given as (ρ0, u0, v0, p0)L = (1, 0, 0, 1), and the right state is
prescribed by (ρ0, u0, v0, p0)R = (0.125, 0, 0, 0.1). The computation is run up to
time t = 0.2. The computed solutions for three solvers are plotted in the figures
below.
17
 0.1
 0.2
 0.3
 0.4
 0.5
 0.6
 0.7
 0.8
 0.9
 1
 0  0.2  0.4  0.6  0.8  1
d
en
si
ty
x
Exact Solution
Burton solver
Maire solver
LS solver
Figure 7: Density profile for the 1D Cartesian Sod shock tube problem.
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Figure 8: Pressure profile for the 1D Cartesian Sod shock tube problem.
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Figure 9: Velocity profile for the 1D Cartesian Sod shock tube problem.
We can see from the above density, pressure and velocity plots that these
three solvers result in almost the same solutions. If we zoom in, the new LS
solver shows slightly better performance.
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Figure 10: Density profile (zoomed-in) for the 1D Cartesian Sod shock tube problem.
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Figure 11: Pressure profile (zoomed-in) for the 1D Cartesian Sod shock tube problem.
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Figure 12: Velocity profile (zoomed-in) for the 1D Cartesian Sod shock tube problem.
5.3.2. 2D polar case
For the polar case, we consider the computational domain of a circular re-
gion with unit radius on [0, 1] × [0, 2pi]. The mesh size is 100 × 40, i.e., 100
elements are placed in the radial direction, and 10 elements in the circumfer-
ential direction for each of the four quadrants, as shown in Fig. 13. The contact
discontinuity is initially located at r = 0.5, and the left state and right state are
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given as (ρ0, u0, v0, p0)L = (1, 0, 0, 1) and (ρ0, u0, v0, p0)R = (0.125, 0, 0, 0.1), re-
spectively, with u and v the x- and y- velocity components. The simulation is
run to time t = 0.2.
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Figure 13: Initial grids for the 2D polar Sod shock tube problem.
The final mesh and density contour are displayed in Fig. 14. The contact
discontinuity and shock position can be seen clearly in the mesh. The results
are observed to be quite axisymmetric.
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(a) final mesh (b) final density
Figure 14: Final mesh and density distribution for the 2D polar Sod shock tube problem.
As in the 1D Cartesian case, we proceed by creating the scattered plots of
the density at the cell-center of each element in the mesh, versus the radius of
the corresponding cell-center coordinates. The full profiles are shown in Fig.
15, and the zoomed-in ones are given in Fig. 16. Again, the difference between
the new LS solver and the other two is quite slight.
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Figure 15: Density profile for the 1D Cartesian Sod shock tube problem.
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Figure 16: Density profile (zoomed-in) for the 2D polar Sod shock tube problem.
5.4. Sedov Blast Wave
The Sedov [32] problem is a high intensity shock wave propagating out-
wards, generated by a strong explosion at the origin due to an energy source.
The material is a gamma-law gas initially at rest with γ = 7/5. We consider the
computational domain of a square on [−1.1, 1.1]× [−1.1, 1.1], with 60× 60 cells
uniformly distributed, as shown in Fig. 17. The initial conditions of the back-
ground are given by (ρ0, u0, v0, p0) = (1.0, 0, 0, 1.0× 10−6). An energy spike at
the center of the domain is released instantly; this is done by setting the total
amount of energy in the cells surrounding the origin. For the current mesh con-
figuration, we have four quadrilateral elements surrounding the origin point;
each of them has a volume Ω0 and each will be assigned an amount of energy
Etotal, thus its pressure is p0 = (γ − 1)ρ0EtotalΩ0 . In this case, Etotal = 0.244816.
With this choice, the shock front of the blast wave will be at radius r = 1 at
time t = 1, with a density peak 6. For this problem, we use the second form of
impedance for all three solvers.
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Figure 17: Initial mesh for the Sedov problem.
The final mesh and density contours obtained by three solvers are shown
in Fig. 18. In the mesh obtained by the LS solver, four nodes on the inner-
most cells have travelled into other cells. This is perhaps due to the lack of
dissipation of the new solver, compared to the other two.
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Figure 18: Final mesh and density contour for the Sedov problem.
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The scattered densities at the cell-centers are plotted against the radius in
Fig. 19. The density profile from the new solver shows a better shock position
than that from Burton solver, and has a higher density peak than its counter-
part of the Maire solver.
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Figure 19: Scattered density plots for the Sedov problem.
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5.5. Noh Problem
The Noh problem [33] is a typical test case used extensively in the litera-
ture to validate the Lagrangian schemes in the regime of strong shocks. The
material is the ideal gas with γ = 5/3, with initial density ρ0 = 1 and pressure
p0 = 1.0 × 10−6. The initial velocity is characterized by a unit inward radial
vector, i.e., (u0, v0) = (−x/r,−y/r) where r =
√
x2 + y2. A shock wave gen-
erated at the origin due to the converging flow propagates outwards and the
density plateau behind it reaches the value 16.
For this problem, we use the polar mesh in the computational domain [0, 1]×
[0, 2pi], with 50 cells in the radial direction and 30 × 4 cells in the circumferen-
tial direction. The initial mesh is shown in Fig. 20, where the triangles are
surrounding the origin node, and elsewhere are quadrangles. The simulation
time ends at t = 0.6.
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Figure 20: Initial grids for the Noh problem.
The final meshes and density contours are displayed in Fig. 21, Fig. 22 and
Fig. 23, and the scattered densities versus radius are plotted in Fig. 24, Fig.
25 and Fig. 26. We can see there’re some difference between the solution from
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the new LS solver and those from the other two solvers. This phenomenon is
under further investigation.
(a) density (b) zoomed-in
Figure 21: Final mesh and density contour for the Noh problem (Burton solver).
(a) density (b) zoomed-in
Figure 22: Final mesh and density contour for the Noh problem (Maire solver).
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(a) density (b) zoomed-in
Figure 23: Final mesh and density contour for the Noh problem (LS solver).
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Figure 24: Scattered density plots for the Noh problem (Burton solver).
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Figure 25: Scattered density plots for the Noh problem (Maire solver).
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Figure 26: Scattered density plots for the Noh problem (LS solver).
6. Conclusions
A new least-squares based nodal Riemann solver has been proposed to
solve the compressible Euler equations in the updated Lagrangian formula-
tion, where the conservative variables are solved. This formulation is the La-
grangian limit of the unsplit ALE formulation, by invoking the assumption
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that the grid velocity is equal to the fluid velocity at cell boundaries. One fea-
ture of the new solver is the single Riemann pressure at a node, which together
with the Riemann velocity, are obtained by solving a pressure-velocity coupled
least-squares system. The resulting nodal solutions are used to move the mesh
as well as evaluate the numerical flux at cell interface. A number of benchmark
test cases have been set up to assess its accuracy and stability. The performance
of the new solver are compared with that from two other acoustic solvers de-
veloped by Burton et al. and Maire et al., respectively. The extension of this
method to higher order is quite straightforward and is under investigation.
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