Abstract. This paper studies robust output tracking and disturbance rejection for boundary controlled infinite-dimensional port-Hamiltonian systems including second order models such as the Euler-Bernoulli beam. The control design is achieved using the internal model principle and the stability analysis using a Lyapunov approach. Contrary to existing works on the same topic no assumption is made on the external wellposedness of the considered class of systems. The theoretical results are applied in simulations to the robust tracking problem of a piezo actuated tube used in atomic force imaging.
Introduction
In this paper we consider robust output tracking and disturbance rejection for infinite-dimensional impedance passive port-Hamiltonian systems [21, 9] . In particular, we consider boundary controlled partial differential equations of the form ∂x ∂t (z, t) = P 2 ∂ 2 ∂z 2 H(z)x(z, t) + P 1 ∂ ∂z H(z)x(z, t) (1a) + (P 0 − G 0 ) (H(z)x(z, t)) + B d (z)w dist,1 (t), (1b)
f ∂ (t) e ∂ (t) = u(t) + w dist,2 (t), W 2 f ∂ (t) e ∂ (t) = w dist,3 (t) (1c) y(t) =W f ∂ (t) e ∂ (t) (1d) on a one-dimensional spatial domain [a, b] (see Section 2 for details). This class includes models of flexible structures, traveling waves [20, 12, 11] , heat exchangers, and linearised models of bio or chemical reactors among others, [22] .
The main control objective in robust output regulation is to define a dynamic error feedback controller such that the output y(t) ∈ R p satisfies y(t) − y ref (t) → 0 as t → ∞ for a given reference signal y ref (t) despite the disturbance signals w dist (t) = (w dist,1 (t), w dist,2 (t), w dist,3 (t)). The signals y ref (t) and w dist (t) are assumed to have known frequencies and unknown amplitudes and phases, and any parts of the disturbances may in particular be zero (see Section 3) . The controller is required to be robust so that it achieves the convergence of the output even if the parameters (P 2 , P 1 , P 0 , G 0 , W 1 , W 2 ,W , H, B d ) of the system contain uncertainty or small perturbations. We assume throughout the paper that the port-Hamiltonian system is exponentially stable and impedance passive (in the absence of the disturbance inputs w dist (t)) in the sense that T H(z)x(z, t)dz ≤ y(t) T u(t).
Likewise, the dynamic error feedback controller we propose is an impedance passive based controller of the forṁ where J c ∈ R nc×nc , J T c = −J c , and B c ∈ R p×nc . In this paper we formulate the port-Hamiltonian system (1) as an abstract boundary control and observation system [17] . The controller design is achieved using the internal model principle [4, 3, 15] which dictates that in order to solve the robust output regulation problem the controller should (a) contain the frequencies {ω k } q k=0 of the signals y ref (t) and w dist (t) as eigenvalues and (b) achieve stability of the closed-loop consisting of (1) and (2) . Internal model based controllers for passive well-posed linear systems were introduced in [16, Thm. 1.2] where the closed-loop analysis used frequency domain methods. In addition, internal model based low-gain controllers have been designed using semigroup methods for port-Hamiltonian systems in [8] and other boundary controlled PDE systems in [6] . In this paper our main contribution is to instead use the Lyapunov approach in the stability analysis of the closed-loop system. In addition, unlike in the previous references, we do not assume our control system (1) to be a well-posed linear system [17, 16] (in the sense that its transfer function would be bounded on a right half-plane of C). Even though in practice most control systems are well-posed, our extension is still valuable since proving well-posedness of a PDE system can be a challenging task. In particular, there are currently no general conditions for well-posedness for second order port-Hamiltonian systems of the form (1). The Lyapunov approach to the internal model based control was first considered in [14] for port-Hamiltonian systems with distributed control and observation. In this paper we extend the results for systems with boundary control and observation and remove the assumption of the well-posedness of the system. Notation: If X and Y are Banach spaces and A : X → Y is a linear operator, we denote by D(A), N (A) and R(A) the domain, kernel and range of A, respectively. The space of bounded linear operators from X to Y is denoted by L(X, Y ). If A : X → X, then σ(A) and ρ(A) denote the spectrum and the resolvent set of A, respectively. For λ ∈ ρ(A) the resolvent operator is R(λ, A) = (λ − A) −1 . The inner product on a Hilbert space is denoted by ·, · . For T ∈ L(X) on a Hilbert space X we define Re T = 1 2 (T +T * ). Finally, H k (a, b; R n ) denotes the kth order Sobolev space of functions f : [a, b] → R n .
Background on Port-Hamiltonian Systems
In this section we present the detailed assumptions on the parameters of the system (1). We assume P 2 , P 1 , P 0 , G 0 ∈ R n×n satisfy P 2 = −P T 2 ,
is a bounded and Lipschitz continuous matrix-valued function such that H(z) = H(z) T and H(z) ≥ κI,
) and can be unknown (the internal model based controller will achieve disturbance rejection for any such matrix-valued function B d (·)).
We consider first and second order port-Hamiltonian systems by assuming that either P 2 is invertible (the system (1) is of order N = 2) or P 2 = 0 and P 1 is invertible (the system is of order N = 1). The boundary inputs and ouputs are determined using the following "boundary port variables". Definition 2.1. The boundary port variables f ∂ (t) and e ∂ (t) associated to the system (1) are defined as
where Q ∈ R 2nN ×2nN and Φ(·) :
The input u(t) ∈ U := R m , output y(t) ∈ Y := R p and the disturbance inputs
of the system are defined as in (1) . The more precise assumptions on w dist (t) are given in Section 3. It should be noted that many of the results also remain valid in the case of infinite-dimensional spaces U and Y . We make the following assumption to guarantee the internal well-posedness of the PDE system [10, Sec. To prove our main result, we will formulate the port-Hamiltonian system (1) as a more general boundary control and observation system [17, 2] of the formẋ
on a Hilbert space X. As shown in [10, Sec. 4-5], we can do this for the system (1) on the space X := L 2 (a, b; R n ) with inner product ·,
) and C ∈ L(Z, R p ) are chosen as
where R ext and Φ(·) are as in Definition 2.1. We have from [10, Thm. 4.2] that with these definitions (1) is an internally well-posed boundary control and observation system in the sense that
) and C ∈ L(Z, Y ) have the following properties:
• The operator A : Throughout the paper we study impedance passive systems.
Assumption 2.3. The system (3) with input u(t) and output y(t) is impedance passive in the sense that U = Y and 1 2 For λ ∈ ρ(A) we denote the transfer function (from the input u(t) to the output y(t)) of the system (1) by P (λ). By [2, Thm. 2.9], for any u ∈ U and λ ∈ ρ(A) we have P (λ)u = Cx where x ∈ Z is such that (λ − A)x = 0 and Bx = u. If we denote Re T = 1 2 (T + T * ), then the passivity of the system implies that Re P (iω) ≥ 0 for all iω ∈ ρ(A) ∩ iR, see [18] .
Existence of the Closed-Loop State and Regulation Error.
We will now show that the closed-loop system consisting of (1) and the controller (2) leads to a well-defined closed-loop state x e (t) := (x(t), x c (t)) T and regulation error e(t) for all reference and disturbance signals of the form (4). The closed-loop system consisting of (3) and (2) iṡ
with state x e (t) = (x(t), x c (t)) T ∈ X e := X × X c . Let us denote
and C e = C, 0 .
Proposition 2.4. The operator A e := A e | N (Be) generates a strongly continuous contraction semigroup T e (t) on X e . For any y ref (t) and w dist (t) of the form (4) and for all initial states x(0) ∈ Z and x c (0) ∈ X c satisfying the compatibility conditions
and
Proof. The closed-loop system is a boundary control and observation system on the spaces Z ×X c and X e = X ×X c . The operator B e is clearly surjective due to the assumptions on B and B d . Our aim is to show that A e generates a contraction semigroup on X e . Since Thus A e is dissipative, and it remains to show that λ − A e is surjective for some λ > 0. Let λ > 0, y 1 ∈ X, and y 2 ∈ X c be arbitrary. Our aim is to find x e := (x, x c ) T ∈ N (B e ) such that (y 1 , y 2 ) T = (λ − A e )x e . Recall that P (λ) is the transfer function of (A, B, C) (from u to y) and denote P c (λ) = B T c R(λ, J c )B c . Since λ > 0 is real, we have P c (λ) ≥ 0 and P (λ) ≥ 0, and it can be shown that Q 1 (λ) := I +P (λ)P c (λ) and Q 2 (λ) := I +P c (λ)P (λ) are boundedly invertible. Denote R λ = R(λ, A) and R c λ = R(λ, J c ) for brevity. Due to the theory in [2] , [19, Ch. 10 ] the "abstract elliptic problem"
In addition, [2, Thm. 2.9] and linearity imply
Robust tracking and disturbance rejection
In this section we formulate the robust output regulation problem. The goal is to design a passive dynamic error feedback controller (2) to achieve output tracking and disturbance rejection of signals
for known frequencies 0 = ω 0 < ω 1 < · · · < ω q and unknown amplitudes
The main control problem is defined in the following.
The Robust Output Regulation Problem. Choose a controller (2) in such a way that the following hold.
(a) The semigroup T e (t) generated by A e = A e | N (Be) is exponentially stable. (b) There exists α > 0 such that for all y ref (t) and w dist (t) of the form (4) and for all initial states x(0) ∈ Z and x c (0) ∈ X c satisfying the boundary conditions of (1) the regulation error satisfies
(c) If (P 2 , P 1 , P 0 , G 0 , H, W,W ) are perturbed in such a way that (1) remains an internally well-posed port-Hamiltonian system of order N and the perturbed closed-loop operator generates an exponentially stable semigroup, then (b) continues to hold for someα > 0.
In order to solve the robust output regulation problem, it is necessary to assume that {±iω k } q k=0 ⊂ ρ(A) and that the transfer function P (λ) is such that P (±iω k ) are surjective for all k ∈ {0, . . . , q} (see e.g. [15, Lem. 6.4] ). In the case of impedance passive systems, it is more natural to make the following assumption.
Assumption 3.1. Assume that ±iω k ∈ ρ(A) and Re P (±iω k ) > 0 for all k ∈ {0, . . . , q}.
The following theorem shows that a controller incorporating an internal model in the sense that the conditions (5) below are satisfied will solve the robust output regulation problem provided that the closed-loop system is exponentially stable. 
Then there exists α > 0 such that for any y ref (t) and w dist (t) of the form (4) and for all x(0) ∈ Z and x c (0) ∈ X c satisfying the compatibility conditions
The convergence of the regulation error will continue to hold for any perturbations of (A 0 , B, B d , B d , C) for which the closed-loop system remains an internally well-posed and exponentially stable boundary control system.
Proof. Assume the closed-loop system is exponentially stable and (5) are satisfied. Then there exist M e , ω e > 0 such that T e (t) ≤ M e e −ωet . Let {µ k } q k=−q be such that µ k = ω k for k > 0, µ 0 = 0, and µ k = −ω |k| for k < 0. We can then write
for some constant elements {y k r } k , {w 1k } k , {w 2k } k , and {w 3k } k . Since iµ k ∈ ρ(A e ) for all k, we have from [19, Sec. 10 .1] that we can choose Σ k ∈ Z such that
Consider initial conditions x(0) ∈ Z and x c (0) ∈ X c satisfying the compatibility conditions Bx(0) = B T c x c (0) + w dist,2 (0) and
due to (6a). For all t ≥ 0 we also have from (6b) that
Thus x e (t) − Σ(t) ∈ D(A e ) is a classical solution of the abstract Cauchy problem d dt (x e (t) − Σ(t)) = A e (x e (t) − Σ(t)), and thus x e (t) − Σ(t) = T e (t)(x e (0) − Σ(0)) ≤ M e e −ωet x e (0) − Σ(0) .
If we write Σ
Using C e Σ k = y k r , we can write the regulation error e(t) = y(t) − y ref (t) as
Finally, since C e A −1 e ∈ L(X, Y ) for boundary control systems, we have
and thus e αt e(t) → 0 as t → ∞ for any 0 < α < ω e . Since the proof can be repeated analogously for any perturbations of (A 0 , B, B d , B d , C) for which the closed-loop system remains an internally well-posed and exponentially stable boundary control system, the controller has the stated robustness properties.
A Passive Robust Controller
We choose the parameters J c and B c of the controller in such a way that the controller (2) incorporates an internal model of the signals y ref (t) and w dist (t) in the sense that (5) are satisfied. To this end, we will choose On the other hand, if k ∈ {1, . . . , q} and w = (±iω 0 − J c )x c = B c y for w, x c ∈ X c and y ∈ Y , then the structures of J c and B c again imply that
for some z 1 , z 2 ∈ Y . Since ω k > 0, the second line of the above equation implies z 1 = ∓iz 2 . Substituting to the first line we get
which implies w = B c y = 0. Since w ∈ R(±iω k − J c ) ∩ R(B c ) was arbitrary, (5b) is satisfied.
The following theorem is the main result of this paper.
Theorem 4.2. Assume the operator C := C| D(A)
is admissible with respect to T (t) generated by A. Then there exists δ * c > 0 such that for all δ c ∈ (0, δ * c ) the controller (2) with parameters (7) solves the robust output regulation problem for all reference and disturbance signals (4).
The proof of Theorem 4.2 uses the following lemma.
Lemma 4.3. There exists a unique operator H ∈ L(X c , X) satisfying HJ c = AH and BH = −B T c , and this operator has the properties R(H) ⊂ Z and CH ∈ L(X c , Y ). There exist δ * 0 > 0, M c > 0 such that for any δ c ∈ (0, δ * 0 ) we can choose P c0 > 0 such that P c0 ≤ M c and
Proof. Define a block-diagonal invertible matrix T = blockdiag(T 0 , T 1 , . . . , T q ) ∈ C nc×nc where n c = p(2q + 1) with T 0 = I p and T k = I I iI −iI , T
. . , iω q I p , −iω q I p ), we can see that H is can be solved from the equations HT G 1 = AHT and BHT = −B T c T . Due to the block-diagonal structure of G 1 ∈ C nc×nc , the operator HT has the structure HT = (H 0 , H 1 , H −1 , . . . , H q , H −q ). Since B T c T = δ c I, . . . , I , for each k ∈ {0, . . . , q} the operators H ±k : C p → X are determined by z ±k = H ±k y for all y ∈ Y where z ±k are the solutions of the abstact elliptic equations
We have from [19, Prop. 10.1.2, Rem. 10.1.3 & 10.1.5] that H k ∈ L(C p , X) and R(H k ) ⊂ Z for all k ∈ {−q, . . . , q}. Due to the properties of the transformation T , H operates between the real spaces X c and X. Thus we conclude that H ∈ L(X c , X) and R(H) ⊂ Z. The result [2, Thm. 2.9] implies that CH ±k y = Cz ±k = −δ c P (iω k )y for all y ∈ Y and k ∈ {0, . . . , q}. Because of this, we have
Using the transformation T and defining G 2 := T −1 B c we get
By Assumption 3.1 we have Re P (±iω k ) > 0 for all k ∈ {0, . . . , q}, and this further implies σ(P (±iω k )) ⊂ C + for all k ∈ {0, . . . , q}. 
is exponentially stable, we can chooseP c0 > 0 such that
. Now P c0 = δ 2 cP c0 has the required properties.
Proof of Theorem 4.2. By Theorem 3.2 and Lemma 4.1 it is sufficient to show that the closed-loop system is exponentially stable without the presence of the reference and disturbance signals. Let H ∈ L(X c , X) be as in Lemma 4.3. Since B c = δ c B c0 , also H = δ c H 0 for a fixed H 0 ∈ L(X c , X). We choose the Lyapunov function candidate V e for the closed-loop system by V e = x + Hx c , P (x + Hx c ) + x c , P c x c where x = x(t) and x c = x c (t) are the states of the plant and the controller, respectively, and P and P c will be chosen later. Since the coordinate transform (x, x c ) → (x + Hx c , x c ) is boundedly invertible, V e is a valid Lyapunov function candidate whenever P > 0 and P c > 0.
Let (x(t), x c (t) 
Then we also forÃ = A − HB c C the scalar inequality 2ab ≤ a 2 + b 2 implies that for every
for all 0 < δ c ≤ δ * 1 with a sufficiently small fixed δ * 1 > 0. If we let P c0 > 0 be as in Lemma 4.3 and ε c > 0, then for P c = ε c P c0 > 0 we have
T P c = −ε c δ 2 c I and P c ≤ M c ε c for some constant M c and for all ε c > 0. If 0 < δ c < min{δ * 0 , δ * 1 }, we can use the inequality 2 Re
Here ε > 0 is fixed, and we can choose β 2 = ε/2. Then we can choose a sufficiently small fixed ε c > 0 and δ * 2 > 0 such that if 0 < δ c < δ * c :=
where ε e depends on the choice of δ c > 0.
Remark 4.4. The approach in the proof of Theorem 4.2 is not crucially dependent on the impedance passivity of the system (3) and the technique can be adapted for internal model based low-gain controllers under assumptions similar to those in [16, Thm. 1.1].
Application to Atomic Force Microscopy
As application example we consider the output tracking trajectory problem for a piezo actuated tube used in positioning systems for Atomic Force Microscopy (see Figure 1) . This actuator provides the high positioning resolution and the large bandwidth necessary for the trajectory control during scanning processes. The active part situated at the tip of the flexible tube is composed of three concentric layers: a piezo material in between two cylindric electrodes (see Figure 2 ). The deformation of the active material subject to an external voltage results in an torque applied at the extremity of the tube.
For the sake of simplicity we consider the motion of the tube in one direction. In this case the structure of the system behaves as a clamped-free beam, represented by the Timoshenko beam model and actuated through boundary control stemming from the piezoelectric action at the tip of the beam. By choosing as state variables the energy variables, namely the shear displacement x 1 = ∂w ∂z (z, t) − φ(z, t), the transverse momentum distribution x 2 = ρ(z) ∂w ∂t (z, t), the angular displacement x 3 = ∂φ ∂z (z, t) and the angular momentum distribution x 4 = I ρ ∂φ ∂t (z, t) for z ∈ (a, b), t ≥ 0, where w(z, t) is the transverse displacement and φ(z, t) the rotation angle of the beam, Par conséquent, les techniques de commande en boucle ouverte (Fig. 1.3b-(2) ), perme de contourner ce problème sont particulièrement adaptées. La commande en boucle ouvert l'hystérésis, du creep et des oscillations mal-amorties est basée essentiellement sur les t niques d'inversion de modèle. Pour ce faire, le modèle de l'effet à commander est d'abord i tifié. Ensuite, différentes techniques consistant à inverser ce modèle ou à trouver une struc équivalente à son inverse sont appliquées [89, 95, 159] . Ces techniques ont été beaucoup diées pour la commande monovariable, c'est à dire pour les actionneurs mono-axe [39, 127 ou pour les actionneurs multi-axes mais en étudiant chaque axe de l'actionneur individuellem [16, 169, 126] .
Par ailleurs, les approches relatives à la modélisation et commande multivariable des tionneurs piézoélectriques multi-axes, en considérant les transferts directs et les couplage multanément, sont nouvelles. Dans cette thèse, nous proposons une extension des technique modélisation et commande utilisées en monovariable aux approches multivariables, perme de prendre en compte à la fois les transferts directs et les couplages.
Objectifs et plan du rapport
Ce travail de thèse s'articule autour de quatre principaux objectifs :
1. Mettre en place des modèles multivariables pour les actionneurs piézoélectriques m axes, les techniques existant dans la littérature étant limitées à la modélisation mon riable. La modélisation proposée sera du type boite-noire ( Fig. 1.3a) , c'est à dire b sur des relations entrées-sorties uniquement et sur des modèles mathématiques. From Definition 2.1 considering that N = 1 and Q = P 1 we get
The beam is clamped at point a, i.e., For simulation purposes the Timoshenko beam model is discretized using a structure preserving method based on the Mixed Finite Element Method [5, 1] . We denote by N f the number of basis elements, and consequently the full finite dimensional system has order 4N f . For the tracking we consider the reference signal y ref (t) = a sin(ω 1 t) + b cos(ω 2 t), a, b ∈ R \ {0}.
with two pairs of frequencies ±ω k where ω i > 0, k ∈ {1, 2}. As an input disturbance signal we consider the AC 50 Hz noise coming from the electrical network, hence Figure 3 depicts the output tracking performance for the zero initial states of the system and the controller, and exhibits steady convergence of the tracking error to zero. Figure 4 shows the beam deformation when subject to the boundary torque delivered by the robust controller. This deformation has been reconstructed by spatial integration of the state variables. Due to robustness the output tracking is achieved even if the physical parameters of the piezo actuated tube model contain uncertainty or experience changes, as long as the closed-loop system stability is preserved. 
Conclusions
In this paper we have designed an impedance passive controller for robust output regulation of a port-Hamiltonian system with boundary control and observation. As our main result we have presented a new Lyapunov proof for robust regulation of impedance passive boundary control systems without the assumption of well-posedness. The use of Lyapunov techniques in the proof opens up new possibilities in design of robust controllers for nonlinear port-Hamiltonian systems.
