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Abstract 
While peer review is the best system available for assessing the quality of research manuscripts, the 
system is imperfect at best. How peer review is conducted is often guided by unwritten rules, which can 
make writing articles for peer review more difficult. New reviewers also lack information on what other 
reviewers are looking for. This project assessed what reviewers were looking for when evaluating 
research papers. An anonymous link was sent to agricultural communications faculty members were 
eligible to review papers. There were 22 responses from the 43 faculty members who were sent the link to 
participate. Processes for reviewing varied, but it was typical to take notes while reading the article. About 
half of reviewers spent less than two hours per article. Overarching criteria reviewers were looking for 
were connection between sections of the paper, overall quality of work, writing quality, clarity, and the 
contribution of the work. Each section of research papers was also addressed in the study. The results of 
this study provide an overall roadmap for what agricultural communications reviewers are looking for, but 
it needs to be noted that different reviewers were looking for different things, so there will likely never be a 
single right approach for authors trying to clear the peer review hurdle. Future research is needed to 
further clarify the peer review process, including authors and those who have overseen the peer review 
process, such as editors and conference organizers. 
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a Questionnaire Sent to Faculty in Agricultural Communications 
 
Introduction & Literature Review 
Peer review is central to modern academic scholarship (Johnson & Hermanowicz, 2017). 
“The fundamental principle is straightforward: experts in a given domain appraise the professional 
performance, creativity, or quality of scientific work produced by others in their field or area of 
competence” (Lee et al., 2013). Ideally, these experts act as a filter to ensure the work published 
in journals is at an acceptable level of quality (Lee et al., 2013). However, every system has 
inherent flaws, and publication through peer review is a system in which even those deeply 
ingrained in the process have “organized skepticism” (Johnson & Hermanowicz, 2017, p. 487).  
No field has found an ideal process for peer review, which makes it necessary to look at 
peer review in all disciplines (Shoulders et al., 2015). While guidelines typically exist for 
reviewers, these vary by journal and discipline, and the guidelines are not always formally 
indicated (Adamson, 2012). Peer review is socially organized, so there are rules, but the rules are 
not always written down (Johnson & Hermanowicz, 2017), which creates the potential for an in-
group that understands the rules and an out-group that does not.  
 
Issues with Peer Review Process 
“Most researchers agree that peer review is the least imperfect way of upholding the quality 
of scientific publications,” (Bad peer reviewers, 2001). While it is the best option available, there 
are a variety of critiques. Casati et al. (2006) stated the model of peer review is inefficient, can 
corrupt good papers via bias in the system, and a lack of widespread dissemination because some 
journals take public funding from universities to publish research that is not widely available to 
the public. On multiple occasions researchers were intentionally sent “bad” papers to expose issues 
with the peer review system (Bohannon, 2013; McLachlan, 2010; Sokal, 1996). In these instances, 
the “bad” papers with improper methods or made up data successfully navigated the peer review 
process. Other studies have found that the peer review process includes exact opposite statements 
by reviewers with a publication result that is similar to a coin flip or sheer chance (Smith, 2006). 
 There are multiple issues in the peer review process. The subsequent sections will discuss 
varying levels of knowledge about research practices, varying expectations for what should be 
included in a research paper, lack of truly blind review, bias against null results, coercion by editors 
and reviewers, reviewer fatigue, and lack of reliability in the peer review process.  
 
Varying Levels of Knowledge about Research Practices. One issue in the review process 
is varying levels of methodological knowledge, which impacts what reviewers believe is 
appropriate. For example, Sun et al. (2010) found that frequency of reporting effect size varied by 
discipline. Effect size is particularly important because of “p-hacking,” which is the decision of a 
researcher to select particular data or statistical analyses with the singular focus of finding 
significant results and ignoring nonsignificant results (Head et al., 2015). Another example is the 
use and misuse of Likert-type scales, which Warmbrod documented in the Journal of Agricultural 
Education (JAE) (2014), finding only about half of the articles evaluated were congruent in 
reporting of Likert-type measures and reliability for said measures. Johnson and Shoulders (2017) 
identified that the majority of articles published in JAE lacked the statistical power to detect even 
large effect sizes when addressing nonresponse error.  
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Varying Perspectives of What to Include in the Paper. Reviewers also have different 
perspectives on what should be included in a paper. For example, there is disagreement in the use 
of theoretical and/or conceptual frameworks. For some researchers, the terms are distinct and 
should both be included in a paper (Dyer et al., 2002). Camp (2001), on the other hand, argued 
that a conceptual framework is basically a lower-level theory and argued against the use of 
conceptual framework as a term entirely. And, even though theoretical frameworks are important 
for underpinning research, there are times that atheoretical research (e.g., evaluation and action 
research) have value (Kitchel & Ball, 2014). Each discipline and journal differ in the request for 
and application of theory. In Baker and King’s (2016) analysis of JAC articles between 1995 and 
2015, only 35% of articles used a theory or model.  
 
Lack of Truly Blind Review. A double-blind process is often used so reviewers do not 
know who authors are and vice versa. The problem is academic fields often have “invisible 
colleges” (Johnson & Hermanowicz, 2017), whereby reviewers can recognize authors based on 
topics addressed, theories used, and so on, so the review process is not always as blind as it should 
be. In a field as small as agricultural communications, this issue is especially likely when so many 
of the most prolific researchers have shared social connections (King & Settle, 2019). Some 
disciplines and journals have a single-blind review process to allow for reviewers to exclude 
themselves in areas of potential conflict and to allow reviewers to assess the work in relation to 
the author(s) previous work. However, research has shown that acceptance rates are lower in a 
double-blind review process (Blank, 1991) and discrimination against women (Budden et al., 
2008) and authors from lower-prestige institutions is mitigated in a double-blind review vs. a 
single-blind review process (Blank, 1991; Tomkins et al., 2017). Conversely, some research 
indicates that a double-blind review is a myth, as reviewers were able to determine author identity 
through the use of authors’ references and background knowledge contained within the submitted 
manuscript at a 40-45% accuracy rate, with identifiability increasing for well-known authors (Hill 
& Provost, 2003).  
 
Bias against Null Results. One issue with peer review is a bias for novel results and bias 
against null results (Johnson & Hermanowicz, 2017; Lee, 2011), which is related to the previously 
mentioned p-hacking issue (Head et al., 2015). Franco et al. (2014) stated that null results are 
published at a much lower rate than strongly significant results. The majority of null results they 
assessed were not even submitted for publication. Even when null results were submitted, they 
were not accepted at the same rates of strongly significant results (Franco et al., 2014). There were 
even cases of authors publishing smaller convenience sample studies that supported the initial 
hypotheses when the larger studies did not validate the previous work. This bias for novel results 
and against null results is particularly important in an era when many studies are failing to replicate 
previous work, which has been called a replication crisis. Many attempted replications are failing 
to meet statistical significance and have diminished effect sizes (e.g., Open Science Collaboration, 
2015).  
Coercion by Editors and Reviewers. Another form of bias is coercion by editors and 
reviewers to cite certain sources that are not necessarily warranted (Johnson & Hermanowicz, 
2017). For editors, this would be requiring authors to cite the journal they are publishing in, which 
artificially inflates the metrics of that journal (Johnson & Hermanowicz, 2017). Reviewers could 
also exert coercive force to have authors cite the reviewers’ work (Johnson & Hermanowicz, 
2017). Both of these go against the ethos of peer review being an objective evaluation of the work.  
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 Reviewer Fatigue. Another issue for the peer review process is reviewer fatigue, which is 
exacerbated by the incentive structure in academic publishing. Johnson and Hermanowicz (2017) 
put the structure in economic terms: Authors are selling goods (i.e., papers) to journals who act as 
buyers. Reviewers are a necessary component, but they do not have the same level of incentive to 
participate in the process, aside from some capital gained by adding that they review in their CV 
and being acknowledged by the journal as a reviewer. Every attempt to make the publication 
process more efficient (e.g., shorter turnaround times, expedited review, no financial cost of 
submission), can contribute to this issue of reviewers and editors being increasingly burdened by 
the peer review process (Tiokhin et al., 2019). This can lead to submitting the same paper 
repeatedly until the paper is published, requiring a review every single time. Tite and Schroter 
(2007) found that many potential reviewers were overworked and undermotivated to provide 
reviews to academic journals. Many who did choose to review did so because they felt a topic was 
very relevant to the subject or their own work (Tite & Schroter, 2007). 
 
Lack of Reliability in the Peer Review Process. In his note to authors on keeping the 
faith in the peer review process, Kachelmeier emphasized that reviewers often disagree and that 
“empirical studies of actual reviewer ratings reveal correlations that are embarrassingly low” (p. 
152, 2004). A similar low correlation between reviewers’ ratings has been found for conference 
papers for the national meeting of the American Association for Agricultural Education (AAAE) 
(Shoulders et al., 2015), which is a common outlet for agricultural communications research. No 
research has been found that looked specifically at agricultural communication reviews or 
reviewers prior to the present work. 
 The lack of consensus about how concepts and theories are defined worsens the reliability 
of peer review (Johnson & Hermanowicz, 2017), which is important in agricultural 
communications where there are varying definitions among scholars and administrators (Kurtzo 
et al., 2016). The varying definitions of agricultural communications is not unexpected given how 
the discipline has evolved over the past century (Cartmell & Evans, 2013; Irani & Doerfert, 2013), 
but if reviewers have different definitions for what constitutes agricultural communications, they 
are likely to have different beliefs for what counts as agricultural communications research.  
 
Improving the Review Process 
 While bias happens and will likely never fully go away, there are efforts to standardize the 
process of peer review. JAC utilizes guidelines for reviewers that were adapted from Leila Jones’ 
2017 recommendations in the Taylor and Francis Group’s editor resources (Jones, 2017). These 
guidelines, however do not describe the processes that many reviewers use when reviewing articles 
for their selected journals. And, even when a process exists, it may not be followed correctly. 
Shoulders et al. (2015) identified errors in scoring in a small percentage of articles; while small, 
those errors could be the difference between a paper being accepted or not.  
Different individuals and publications have produced recommendations for reviewers over 
the years in a variety of disciplines. Kachelmeier (2004) shared his advice for reviewers: 
summarize (contribution then assessment), consider optimal length, be aware of bias, and be 
tactful. His final point of tact is noted due to the lack of humanization that occurs when reading a 
manuscript (Kachelmeier, 2004). In an editorial to Learning, Media and Technology, Enyon 
(2014) encouraged reviewers to keep their reviews between 300-500 words and to think about their 
audiences, be specific, be strict but fair, be timely, and upfront. In terms of looking at qualitative 
research, Pratt (2009) emphasized that there is not a one-size-fits-all model for papers, and that 
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reviewers need to be flexible in how they review while still applying rigor. Daly et al. (2007) stated 
that a good qualitative researcher would be able to recognize quality research but novice reviewers 
and readers might not be able to do so, which raises questions as to what point in their career 
someone should be asked to review for a journal.  
Lee (2011) recommended that authors “Make sure that the topic is within the scope of the 
journal…. Pick an important problem to study…. Be extremely careful in preparing the 
manuscript…. [and] Read the instructions to authors before preparing the manuscript, and follow 
them closely” (pp. 898-899). Lee (2011) found that editors of health and toxicology journals 
“frequently have to make a judgement call about the potential impact of submitted papers” (p. 
898). The editors shared that many times papers fit their journal criteria, but data have been spliced 
down to the “least publishable unit” and is not contributing new information from the dataset (Lee, 
2011, p. 898).  
Adamson (2012) recommended that journals implement mentorship programs to assist new 
reviewers, as many young reviewers were already seeking mentors. Adamson found that not only 
did these mentorship programs assist new reviewers, they also helped more senior editors and 
reviewers have a heightened purpose (Adamson, 2012). Shoulders et al. (2015) recommended 
trainings for reviewers to help improve the review process.  
 The importance of understanding what agricultural communications reviewers are looking 
for stems from the nature of constant change in the discipline. Agricultural communications as a 
discipline has evolved over the past century, including the type of research being published (e.g., 
Baker & King, 2016; Cartmell & Evans, 2013; Williford et al., 2016). As such, the discipline needs 
to understand what reviewers are looking for now. Ideally, this reflexivity will occur periodically 
to document shifts in reviewer preferences in addition to noting shifts in what is being published 
in agricultural communications. Of particular note is how this evolution affects the review process. 
There have been calls for increased use of theory (Baker & King, 2016) and increased 
variety/innovation in methods (Rodriguez & Evans, 2016) in agricultural communications, and 
increased rigor in methods should be expected as a discipline evolves (Bapuji & Crossan, 2004), 
 Pain (2016) wrote an article for Science that asked reviewers across a variety of disciplines 
about reviewing research papers. When assessing if they would review a paper, the most common 
criteria was if they had requisite expertise in that area. Approaches to how they reviewed varied, 
though the most common responses had to do with making sure they understood the context of 
what the paper was talking about. Some were reading the whole thing and taking notes, and some 
were looking at specific sections for red flags before looking at the full paper. Drafting of reviews 
generally consisted of outlining strengths and weaknesses, with varying criteria for what should 
be included in the review. In terms of how long it takes to review, some would have their review 
done within a few hours and others were taking more than a day. Recommendations for new 
reviewers generally consisted of being fair, recognizing bias, and being open-minded to new ideas.  
 
Purpose & Objectives 
 The peer review process has a long history in science, one that will likely continue, but as 
with any area of science, the peer review process should continue to be studied and improved 
(Smith, 2006). Publishing is an integral component of success for graduate students and faculty, 
but to publish, you need to survive the peer review process. The purpose of this article is to delve 
into what agricultural communications reviewers are assessing in research articles. By 
understanding what reviewers are looking for, the agricultural communications discipline can 
better understand itself, including areas to improve as authors and reviewers.  
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Methods 
 A list was developed of 43 agricultural communications reviewers based on a list compiled 
to recruit conference paper reviewers nationally. The reviewers were sent an anonymous link to 
an open-ended questionnaire on Qualtrics. While keeping the link anonymous limited our ability 
to target only non-respondents in follow-up emails, we deemed anonymity more important to help 
foster honest responses. In the initial recruitment email, prospective respondents were told the 
questionnaire was anonymous and two follow-up emails would be sent. The emails were sent over 
a 13-day span. There were 22 responses (51.2%). 
 The developed questionnaire was based in part on Pain’s (2016) article that asked 
researchers across disciplines about reviewing. Respondents were first asked about what they look 
for as a reviewer and why. The next section asked for what they were looking for in each of the 
following sections and why: introduction, literature review, theoretical framework, methods, 
results, conclusions, and recommendations. The next question asked how they decide if they are 
going to accept a paper. The next two questions asked about time allotted to review papers and the 
process they use when reviewing papers. The last two open-ended questions asked what advice 
they would give to new reviewers and new authors. The final question asked for job classification 
of respondents. Eight were assistant professors, seven were associate professors, and six were full 
professors.  
 The results were imported into MAXQDA to be analyzed for themes. Responses were first 
categorized by question, with the exception of questions that broadly addressed the full process: 
what they look for as a reviewer overall, red flags they look for, and how they decide if they will 
accept a paper. The responses were then coded for themes within those categories. As analysis 
progressed, some overarching themes emerged that were broader than any specific section of a 
paper. Notes were kept within MAXQDA as analysis occurred documenting when codes were 
merged in analysis, as well as documenting codes that were similar but why they were not merged. 
This served as means maintaining an audit trail to help ensure confirmability and dependability 
(Ary et al., 2010; McMillan & Schumacher, 2010). The results were written up using verbatim 
responses from participants to substantiate the analysis process and decrease dependence on 
researcher interpretation (LeCompte & Goetz, 1982).   
 
Results 
Process of Reviewing 
 When asked how long they spent reviewing a paper, three said it depends on the paper: 
“Whatever time it takes. Depends on how well it’s written.” Seven said one hour or less. Four said 
1-2 hours. Seven said at least two hours, with the longest time being 6-8 hours.  
A common tactic was taking notes as they were reviewing. Some read the paper in its 
entirety before taking any notes: “I read the paper in its entirely. I then make notes about each 
section. These become my notes to the reader. I will re read it again and sections to make final 
comments.” Others took notes as they went along: “I read the document (preferably in .doc format) 
and use track changes or markup to leave comments and highlight problem areas.” There was also 
a mix of taking notes digitally and on paper.  
 Some folks review the rubric before reading the paper: “I first review the instructions or 
rubric for reviewers.” There are also some who review as they go along: “I stop and score along 
the way when the rubric calls for a sub-score for sections. I also stop and make comments after 
each section of the rubric.” 
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Some will read the paper more than once. One individual reported, “I read the article at 
least three times and make evaluations based on the criteria previously mentioned.” Others 
mentioned reading the paper, and then going back to individual sections: “I read it and then go 
back through each section and put in my evaluation.”  
 
What Reviewers Are Looking For 
 Connection between Sections of Paper. A common criteria reviewers were assessing was 
the connection between sections of the paper, looking for consistency. One reviewer stated a red 
flag they look for was “Lack of connection between objectives, findings, conclusions, and/or 
recommendations.” Another said,  
I look to ensure the literature review covers all constructs associated with research 
questions.  I look to ensure methods match the research questions.  I look to ensure the 
recommendations are based on the results and are not generalized outside of the scope of 
the study. 
 
Quality of Work. A common thread in the theme of quality of work was looking at papers 
holistically. “Overall quality. It’s not one aspect of the paper that leads to a rejection. Instead, a 
culmination of errors or lack of rigor,” said one reviewer.  
While this broad category could be considered its own code, there was some nuance that 
led to subcodes being developed. The first subcode was for meeting criteria. Usually this referred 
to the reviewer’s personal criteria: 
Is the methodology sound? Are the results and conclusions clearly stated? Do the results 
and conclusions make me care? Are the recommendations applicable to many? Was it well 
written? If I can answer yes to most of those, or if the paper is almost there, then I’ll accept. 
One reviewer explicitly mentioned going by the review form but still applied their own criteria: 
I follow the rubric provided closely, but I also base my decision on a holistic view of the 
paper first, considering clarity of the problem, purpose and objectives; strength of lit 
review; clarity of methods, and quality and clarity of findings, conclusion, and 
recommendations.  If any of these characteristics is not satisfactory, I reject the paper, but 
I am willing to accept any paper that is satisfactory across all sections. 
Another criteria addressed the amount of errors in a paper. One reviewer said, “I decide 
based on the overall evaluation of the paper. If they are weak in one area I don’t count it out, but 
if it is multiple errors then it needs to be rethought.” Another said, “Acceptance is based on amount 
of errors that will need to be addressed and the time it takes to address them.” 
 Adequate detail was an overall piece of criteria used. One reviewer said, “Adequate detail 
is needed to help the reader fully understand what was done and why and if those details are 
missing, I usually will not accept it.” One wanted to see that “all sections are complete and 
comprehensive.” Another reviewer mentioned a red flag when “sections are not thorough.” 
  
Writing Quality. The most common comments related to writing quality were that the paper was 
generally well written. One reviewer in stating how they decide if they accept said, “My first 
criterion is writing quality.” Poor writing was repeatedly mentioned as a red flag when reviewing.   
Grammar was a common issue that was mentioned, especially as a red flag. An example 
quote was “Grammar, spelling, and punctuation must be effectively used,” though others were just 
listing grammar as a red flag area. Most were fairly succinct in how they mentioned grammar, but 
one reviewer said, 
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I try not to place too much weight on typos and grammatical errors, but if they are so 
numerous that it impacts the flow and there are other issues then it borders on the line of 
revisions/rejection. I will accept with minor revisions if only typos and minor details 
missing. 
The aspect of flow was something another reviewer mentioned as well: “I also like a well organized 
paper and a paper that flows well.” 
  
Clarity. While clarity as a theme could be argued to belong under writing quality, 
respondents were consistently referring to clarity on its own and across different sections of 
research papers. Clear and easy to read were other terms commonly used in this theme. One 
reviewer said, “Clarity because if it isn’t clear and free of errors, it is far less readable.” Another 
reviewer said, “A paper that can explain the research process undertaken and its significance to 
our field in an easy to read and understand manner is vital.” There was also clarity mentioned with 
respect to ideas: “Not having a clear theory or literature backing. A methods section that isn’t 
complete and clear and correct analysis.” 
  
Contribution. That the paper had a contribution and was relevant were key criteria for 
many. Sometimes reviewers were fairly nonspecific in the explanation. One reviewer mentioned 
“relevance of the study.” Another said, “I look for papers that are timely, relevant, and, where 
applicable, show a degree of creativity in subject matter or approach.” 
For more specific contributions, need was the most frequently mentioned. One reviewer 
said, “Although there can be a particular context or application for the study, if the authors don’t 
explicate a compelling need and impact for the study, I have a tough time considering it 
acceptable.” It was commonly mentioned with regard to the introduction of the paper: “Clear needs 
of the research. because it builds the case for the significance of research.” It was also mentioned 
as a red flag area: “Inability of researcher(s) to provide context for study and clear need for 
research.” 
Another aspect of contribution was advancing the discipline. One review said, “I look for 
how the authors tied the research results to their recommendations on how to advance the 
discipline.” Another reviewer said, “Something that is relevant to the journal, that moves the 
profession forward in terms of not being the same thing I’ve seen published, and is sound 
research.” 
Implications for practice was another aspect of contributions. One reviewer said,  
Results and implications the reader can use - the researcher should draw connections for 
the reader as well as work hard to deliver actionable suggestions from the research. To[o] 
often, I end my reviews not being able to answer the “so what?” question. 
In speaking about the literature review, a reviewer said, “This section should show a clear tie to 
our field and why the topic under investigation helps inform what we do.” 
Novelty was also one of the criteria commonly mentioned. One reviewer was looking for 
a novel study or a replication: “I am looking for quality research that adds to the knowledge base 
either as new research or a replication of a previous study.” Another said, “Something that is 
relevant to the journal, that moves the profession forward in terms of not being the same thing I’ve 
seen published, and is sound research.” 
Introduction. When reviewing the introduction of papers, the three areas most commonly 
mentioned by reviewers were justification, background/context, and problem statement/purpose. 
One reviewer mentioned all three: “Short background, ‘justification’ for the research, and either a 
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problem statement or purpose of the research.” For justification, one reviewer said, “Compelling 
reason for the study - what makes this study necessary? What makes it unique?” Another reviewer 
said they were looking for “a ‘sales pitch’ - tell me why this is important.” For the 
background/context, one review said, “Sufficient background literature that supports the topic 
being investigated is also important.” Another said, “I want enough context to know the topic 
area.” For the problem statement, one reviewer said, “Build up to the problem to be investigated 
and why it is significant to our field and what we do.”  
  
Literature Review. Two criteria emerged the most consistently: source quality and 
completeness of previous research listed. A key aspect was that, compared to other sections, there 
was more disparity in what reviewers were looking for and the terminology they were using. So 
even though there are two broad categories of what is being assessed, there is a lot of variety within 
those categories. 
Source quality primarily referred to the idea of citing the “right” sources. Sometimes this 
referred to important or seminal research: “If the authors are citing seminal studies, are those 
studies appropriately applied to the problem at hand.” Up-to-date sources were also commonly 
mentioned. Lack of new literature was a commonly mentioned red flag: “Having no citations from 
the last 5 years is a red flag.” Quality also referred to what reviewers considered appropriate 
sources. One reviewer mentioned specific journals: “What have others done that is relevant. For 
[agricultural communications] research, I like to see some references from [Journal of Applied 
Communications or Journal of Agricultural Education.” 
Completeness of previous research was reviewers looking for thoroughness. One reviewer 
said, “Enough depth to know the researcher has exhaustive knowledge of the subject.” Another 
review said, “Thorough investigation of the concepts and constructs,” which relates to the 
theoretical framework. Some reviewers mentioned wanting to see that the current work is 
grounded in past literature. One reviewer asks in reviewing, “How does it build on prior research?” 
Two reviewers specifically mentioned looking to see that the study filled a gap in the literature. 
One said, “Where does this fit in the [literature] and is it filling a gap and developed in sound 
research [literature].” The other said, “Show knowledge of the literature and gaps -- where this 
study fills [a] gap.” 
 
 Theoretical Framework. For the first subcode support of theory choice, one reviewer said, 
“Is this the right theory? I like to see at least one reference to the seminal piece.” Some reviewers 
were looking for a solid theoretical model: “Depending on the journal, I may also look for very 
strong theoretical framework that informs or guides the study if it is one with primary a 
researcher/academic audience.” 
In the second subcode of explanation of theory, one reviewer said, “The theory should be 
well enough explained for the reader to understand its connection to the study and how it helps to 
inform and develop the investigation of the topic.” Another said, “Mention of the seminal pieces 
as well as newer developments that describe and define the theory and relevant variable.” A pair 
of reviewers specifically mentioned wanting short explanations of the theory: “I’m not a ‘big’ 
theoretical framework person. I think a brief overview is all that is necessary in most journal 
articles, [because] everyone is pretty familiar with most of the theories anyway.” 
One of the aspects of reviewing theoretical frameworks calls back to one of the earlier 
themes: connection between sections of the paper, which is the third subcode. One reviewer looks 
to see that authors “correctly selected theory in that it aligns with study purpose and objective.” 
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Another asks “Does it operationally fit with the idea in question?” A third reviewer said, “That a 
theory is being used to guide and wasn't just tacked in.” 
The final subcode is that reviewers look to see that the study is rooted in theory. One 
reviewer said, “Theory should always be present in my book.” Another said, “Rooted in theory 
and prior research.” For many, lack of theory was one of their red flags.  
 
 Methods. The most frequently mentioned aspect looked for was sound methods. This was 
one of the most important criteria for papers overall. Of the 21 reviewers, 14 mentioned sound 
methods in the opening question asking what they were looking for in general. Typical quotes 
were “sound methodology,” “rigorous research,” and “In general I’m looking for a well conducted 
study that contributes to the knowledge of our field.” Seven also mentioned it when asked about 
the red flags they look for. Quotes include “Second red flag would be using ill-suited methods or 
making claims beyond what the results can support,” “Poor choice of methodological approach,” 
and “Poor methods also create problems.” 
 The other most commonly mentioned criterion was wanting details, especially as it relates 
to replicability. One reviewer said, “details, details - I should be able to use this section as a recipe 
for re-running the study.” Another said, “Methods should fully explain how the research was 
conducted and should be detailed enough that the study could be replicated with relative ease.” 
 Beyond that, there was far less consistency in what specific details people were looking 
for. There were mentions of data analysis (“I look at analysis techniques to make sure conclusions 
are supported by findings.”), data collection (“After that, it is methods especially sampling 
procedures and data collection including instrument development. If poor, then data collected and 
resulting conclusion and recommendations come into question.”), participant selection (“If the 
study was poorly executed, or if it relies on convenience sampling, I typically throw it out.”), and 
validity and reliability (“Methods need to have a discussion of reliability and validity or 
triangulation/dependability etc.”).  
 
 Results. The most frequently mentioned criterion relates back to the earlier theme of 
clarity: clearly presented results. One reviewer said, “Clear display of data (tables/other visuals); 
well-organized narrative explaining data.” Another reviewer said, “Results should clearly, and in 
an easy to understand manner, detail the findings of the research.” A third reviewer said, “That 
they are stated clearly and complete.” Poorly written results were also mentioned commonly as a 
red flag. One reviewer said “poorly organized or confusing results” was a red flag, while another 
listed “haphazardly written results section” among their red flags. Part of this organization was 
reporting results by objective: “Logically reported - use research questions as a guide to report the 
result.” 
Correct interpretation of results was commonly mentioned. Three of the reviewers 
mentioned it more than once in their responses. One reviewer said, “In both quantitative and 
qualitative studies, I look for appropriately selected and interpreted analyses.” Another reviewer 
said, “I look at analysis techniques to make sure conclusions are supported by findings.” A 
common red flag was misinterpretation of results: “Making comparisons and inferences from 
descriptive statistics is a red flag for me.” 
 Conclusions. The two most frequently mentioned criteria related to conclusions were that 
they were supported by findings and tied to the literature. No other criteria were mentioned by 
more than two reviewers.  
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 For supported by findings, one reviewer said, “Concrete answers to research 
questions/objectives that are supported by the findings.” Another reviewer said, “Summary of the 
major insights with plausible and supported explanations.” Part of being supported by findings 
was making sure authors were not overstating their findings. One reviewer said, “Don't conclude 
beyond the results and ties back to the literature.” Another said, “Conclusions are not draw[n] 
beyond the scope of the findings.” 
 For tying back to literature, one reviewer said, “Conclusion should make a clear tie back 
to the literature presented in the intro, lit review, and theoretical framework sections to help make 
sense of what was found for the reader.” Another reviewer asks, “Do they incorporate information 
from the lit review and framework?” Introducing new literature in the conclusions was mentioned 
as a red flag: “Introducing new literature in the results/conclusions/recommendations sections.” 
 
 Recommendations. In their recommendations criteria, there was not consistency between 
reviewers in what they were looking for. The two most frequently mentioned things were 
recommendations for practice and research, though the responses were not typically specific, and 
the two were usually mentioned together. One reviewer said, “Clear, practical advice for 
practitioners and for future research.” Another reviewer said, “Clear and practical 
recommendations should be made for both practice and future research. Many times, authors miss 
some major recommendations that come out of the results. Making sure thorough and applicable 
recommendations are made is important.” One reviewer who was more interested in practical 
implications made the comment in reference to future research: “Suggestions that extend beyond 
the next study - answer the question ‘how will/can readers use this information to inform practice 
or study.’” 
 One of the other criteria mentioned was that the recommendations were applicable, which 
was also relatively vague. One reviewer in making the decision to accept or reject asks, “Are the 
recommendations applicable to many?” Another reviewer said, “Making sure thorough and 
applicable recommendations are made is important.” 
 The last criterion was that the recommendations were related to the study. One reviewer 
said, “Related to the study and ‘don't go off topic’ to reflect personal opinions or biases.” Another 
reviewer said, “I look to ensure the recommendations are based on the results and are not 
generalized outside of the scope of the study.” 
 
Conclusions 
In terms of time spent reviewing, reviewers had varying responses. The variation is not 
unexpected because peer review expectations are not always formally acknowledged (Johnson & 
Hermanowicz, 2017). About half took less than 2 hours to review, while the other half took more 
than two hours to review. For process, notetaking was a common tactic, though some were reading 
the paper before taking notes, while others took notes as they went along. Rubrics were also used 
before reading, but this was not mentioned by all reviewers. And some were reading the paper or 
sections more than once as they completed their review. The use of the rubrics/guidelines in the 
review process is not unexpected (Lee, 2011).  
While there was variance in terms of what reviewers were looking for, there were some 
trends. In terms of big picture commonalities, reviewers were looking for connection between 
sections of the paper, overall quality of the work, writing quality, clarity of what is written, and 
the overall contribution of the paper. Some of these require work prior to the paper being written 
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(i.e., overall quality of work and contribution of the paper), while the others are more geared 
toward the writing process.  
 In specific sections, there were commonly mentioned criteria. For the introduction, 
reviewers generally looked for justification, background/context, and problem statement/purpose. 
For the literature review, source quality and completeness of prior research listed were the most 
commonly mentioned. For the theoretical framework, reviewers were looking for support of the 
theory choice and explanation of the theory. The two most frequently mentioned criteria for 
methods were sound methods and wanting details in that section. For results, reviewers were 
looking to see these were clearly presented and correctly interpreted. For conclusions, reviewers 
wanted to see these were supported by the findings and tied to the literature. For recommendations, 
there was a lack of consistency between reviewers’ responses. Reviewers wanted to see 
recommendations for practice and research, though they were not more specific in what that meant. 
Applicable recommendations that were related to the study were about as specific as reviewers got 
in their responses.  
These findings can be seen as a general roadmap for what reviewers commonly look for, 
but it should be noted that not all reviewers mentioned every criterion. Variety between reviewers 
is common in peer review (Johnson & Hermanowicz, 2017; Kachelmeier, 2004; Shoulders et al., 
2015). There is also the possibility that reviewers did not mention all of what they assess because 
they either did not remember at the time of their response.  
In analyzing responses from reviewers, there were a couple of times responses included 
aspects that could be red flags. One of those red flags was the desire to see citations from Journal 
of Applied Communications and Journal of Agricultural Education. This is a gray area because it 
is common to expect authors to cite relevant literature and these journals will have much of the 
agricultural communications literature, but it could be argued that this is evidence of the type of 
citation coercion that is to be avoided (Johnson & Hermanowicz, 2017). Another red flag was a 
reviewer stating they did not want to see the same thing they have seen published. Because this 
was an anonymous questionnaire, the reviewer could have meant research that had multiple 
replications, but it is worth noting the response because of the increasing attention given to studies 
with results that did not replicate, which necessitates more replications to ensure the published 
literature is accurate (Open Science Collaboration, 2015). 
 
Recommendations 
For Practice 
 The biggest recommendation for authors is to understand that different reviewers are 
looking for different criteria. There are some commonalities, but the results of this data and past 
research indicate that variance should be an expected part of the peer review process (Johnson & 
Hermanowicz, 2017; Kachelmeier, 2004; Shoulders et al., 2015). Demystifying the peer review 
process is important, but authors should continue to expect variation between reviewers. The goal 
should not be cookie-cutter papers that never challenge the status quo, but academia exists in a 
“publish-or-perish” model and authors need to understand what reviewers are looking for if the 
authors are to be successful.  
 For reviewers, the results of this paper can show different practices and preferences 
reviewers can employ. Ultimately, the peer review process is about trusting the expertise of the 
reviewers (Lee et al., 2013), so reviewers should not change how they review simply to match 
what others are doing, though reviewers should always strive to stay up-to-date with theory and 
research being employed in the discipline (Daly et al., 2007; Pain, 2016), including remaining 
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aware of issues facing social science, such as the replication crisis (Open Science Collaboration, 
2015) and misuse of statistical significance (Head, Holman, Lanfear, Kahn, & Jennions, 2015). 
Reviewers should also strive to be open-minded in the review process because research is not a 
one-size-fits-all model. An example is the use of theory. While most research should contribute to 
theoretical knowledge (Baker & King, 2016), theory is not appropriate for all types of research 
(Kitchel & Ball, 2014). This current paper, for example, does not employ a theoretical model and 
is not meant to contribute to a theory base. It is instead meant to contribute to the improvement of 
the peer review process in agricultural communications.  
 For reviewers looking to understand what the baseline review process looks like, they 
should allot about two hours, take notes in the review process, and be prepared to read at least 
some parts of the paper more than once. But functionally, this recommendation can only serve as 
a starting point. Reviewers need to find a process that works for them. Reviewer fatigue is a 
common woe of academia (Johnson & Hermanowicz, 2017; Tiokhin et al., 2019; Tite & Schroter, 
2007), so reviewers need to find a sustainable way to serve the important role of reviewing even 
though reviewers are the least incentivized component of the peer review process (Johnson & 
Hermanowicz, 2017).  
 For journals and conferences, it is important to note that using the review form was a 
common practice to prepare for a review, so ensuring clarity of the review form could aid 
reviewers. It is also recommended that authors have access to the rubrics to understand how they 
are being evaluated as they prepare their manuscripts.  
 The common lament of reviewer fatigue (Johnson & Hermanowicz, 2017; Tiokhin et al., 
2019; Tite & Schroter, 2007) combined with the lack of incentives for reviewers (Johnson & 
Hermanowicz, 2017) indicates a need to find a way to lessen the burden on reviewers and/or help 
incentivize review. One key consideration is that everything that makes it easier to submit papers 
increases the burden on reviewers (Tiokhin et al., 2019). Increasing the cost of submission, literally 
or figuratively, can help ensure authors are not submitting papers that are not ready for the peer 
review process (Tiokhin et al., 2019). While financial cost can be used, it is also possible to 
increase the figurative cost of submission by limiting the number of submissions that can be made 
(Tiokhin et al., 2019). Limiting submissions can be have different manifestations, including 
limiting the number of times an article can be revised before it is rejected, preventing submitting 
a paper at more than one conference, and limiting the number of articles any individual author can 
submit to a conference. Within agricultural communications, there are multiple journals and 
conferences where agricultural communications research is published, but those outlets often have 
overlapping pools of reviewers.  
Part of this process, though, depends on the quality of peer review. If only high-quality 
papers are accepted, authors lack incentive to submit low-quality papers, but if reviewers are 
accepting low quality papers, authors will keep submitting low quality papers. Improving the peer 
review process is necessary to decrease the burden of the peer review process (Tiokhin et al., 
2019).   
 Mentorship and training are avenues for taking some of the unwritten rules of peer review 
and making them known (Adamson, 2012; Shoulders et al., 2015). An online session has already 
been held by the Society of Agricultural Communications Scholars (Doerfert & Abrams, 2018). 
Another option is for graduate programs to include peer review as a component of their 
coursework. Research methods courses would be an ideal place for this to occur, but it could also 
be its own standalone seminar course, which was done at Texas Tech in 2008 by M. Todd 
Brashears.  
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 While systematizing the review process could alleviate author stress that arises from 
different reviewers having different expectations, homogenizing the review process should not be 
the goal; instead this research can be used to help improve awareness of what reviewers are looking 
for (Adamson, 2012). Bias is an inherent part of the peer review process and will never be 
completely removed, but the more the discipline knows about what is going on in the black box of 
the review process, the more readily agricultural communications can adjust and improve to the 
peer review process. A more practical recommendation for dealing with bias is for reviewers to 
clearly explain the rationale for their decisions on papers so that authors understand why the 
decision was made, even if they may end up disagreeing.  
 
For Future Research 
 This research is a first step for looking at peer review in agricultural communications, but 
there is more research that can be done. Some participants gave vague responses. Each reviewer’s 
interpretation of what those concepts should look like in a research paper could differ, which has 
ramifications for the review process. Interviews could be conducted that allow for follow-up 
questions to be asked when vague responses are given.  
Another aspect of the review process would be conducting research similar to the Shoulders 
et al. (2015) study that addressed reliability between reviewers in AAAE conference reviews. 
While identical reviews should not be the goal of peer review to ensure multiple perspectives of 
research, it is still worth knowing how much variability is already present to assess if it is at an 
appropriate or inappropriate level.  
While perspectives of reviewers are important, it is also worth exploring authors’ 
perceptions of the process, as well as those who have overseen the peer review process for 
conferences and journals to lend a different perspective. From the authors’ perspectives, it would 
be worth determining what they have found helpful and unhelpful from the review process. From 
those who have overseen the review process, it would be worth noting what they have seen behind 
the veil of peer review, though they would not be able to be specific given the nature of blind peer 
review still needing to be blind.  
Future research could also look at the acceptance rates of research by various criteria to see 
if there is certain research that is more likely to be accepted or research by certain groups of people. 
For example, this could look at acceptance rates by theories and models used. Because peer review 
is inherently biased, if research were to show an unwarranted preference for certain theories and 
methods, then that is something the discipline could address.  
  
13
Settle et al.: What Are Reviewers Looking For?
Published by New Prairie Press, 2020
References 
Adamson, J. (2012). Mentoring academic journal reviewers: brokering reviewing 
knowledge. Innovations in Education & Teaching International, 49(2), 223–232. 
https://doi.org/10.1080/14703297.2012.677593 
Ary, D., Jacobs, L. C., & Sorenson, C. (2010). Introduction to research in education (8th ed.). 
Wadsworth.  
Bad peer reviewers. (2001). Nature, 413(6852), 93. https://doi.org/10.1038/35093213 
Baker, L. M. & King, A. E. H. (2016) Let's get theoretical: A quantitative content analysis of 
theories and models used in the Journal of Applied Communications, Journal of Applied 
Communications, 100(1). https://doi.org/10.4148/1051-0834.1021 
Bapuji, H., & Crossan, M. (2004). From questions to answers: Reviewing organizational learning 
research. Management Learning, 35(4), 397-417. 
https://doi.org/10.1177%2F1350507604048270 
Blank, R. (1991). The Effects of Double-Blind versus Single-Blind Reviewing: Experimental 
Evidence from The American Economic Review. The American Economic Review, 81(5), 
1041-1067. http://www.jstor.org/stable/2006906 
Bohannon, J. (2013). Who’s afraid of peer review? Science, 342(6154), 60-65. doi: 
https://doi.org/10.1126/science.342.6154.60 
Budden, A. E., Tregenza, T., Aarssen, L. W., Koricheva, J., Leimu, R., & Lortie, C. J. (2008). 
Double-blind review favours increased representation of female, TRENDS in Ecology 
and Evolution, 23(1). https://doi.org/10.1016/j.tree.2007.07.008 
Camp, W. (2001). Formulating and evaluating theoretical frameworks for career and technical 
education research. Journal of Vocational Education Research, 26(1), 4-25. 
https://doi.org/10.5328/JVER26.1.4 
Cartmell, D. D., & Evans, J. F. (2013). Understanding whence we came: Role of the association 
for communication excellence in the development of agricultural communications during 
the past century - and future implications. Journal of Applied Communications, 97(2), 50-
70. https://doi.org/10.4148/1051-0834.1120 
Casati, F., Giunchigla, F., & Marchese, M. (2006). Publish and perish: Why the current 
publication and review model is killing research and wasting your money (Report No. 
DIT-06-066). University of Trento.  
Daly, J., Willis, K., Small, R., Green, J., Welch, N., Kealy, M., & Hughes, E. (2007). A 
hierarchy of evidence for assessing qualitative health research. Journal of Clinical 
Epidemiology, 60(1), 43-49. https://doi.org/10.1016/j.jclinepi.2006.03.014 
Doerfert, D., & Abrams, K. (2018). Publishing and Reviewing in the Journal of Applied 
Communications [Video]. Society of Agricultural Scholars. Vimeo 
https://vimeo.com/257960333 
Dyer, J. E., Haase-Wittler, P. S., & Washburn, S. G. (2003). Structuring agricultural education 
research using conceptual and theoretical frameworks. Journal of Agricultural Education, 
44(2), 61-74. https://doi.org/10.5032/jae.2003.02061 
Eynon, R. (2014). How to review a journal article: Questions of quality, contribution, and 
appeal. Learning, Media and Technology, 39(2), 151–153. 
https://doi.org/10.1080/17439884.2014.888354 
Franco, A., Malhotra, N., Simonovits, G. (2014). Publication bias in the social sciences: 
Unlocking the file drawer. Science, 345(6203), 1502-1505. 
https://doi.org/10.1126/science.1255484 
14
Journal of Applied Communications, Vol. 104, Iss. 2 [2020], Art. 10
https://newprairiepress.org/jac/vol104/iss2/10
DOI: 10.4148/1051-0834.2318
Head, M. L, Holman, L., Lanfear, R., Kahn, A. T., & Jennions, M. D. (2015). The extent and 
consequences of p-hacking in science. PLoS Biol, 13(3): e1002106. 
https://doi.org/10.1371/journal.pbio.1002106 
Hill, S., & Provost, F. (2003). The myth of the double-blind review? Author identification using 
only citations, ACM SIGKDD Explorations Newsletter, 5(2),179-184. 
https://doi.org/10.1145/980972.981001 
Irani, T., & Doerfert, D. L. (2013). Preparing for the next 150 years of agricultural 
communications. Journal of Applied Communications, 97(2), 6-13. 
https://doi.org/10.4148/1051-0834.1109 
Johnson, D. M., & Shoulders, C. W. (2017). Power of statistical tests to address nonresponse 
error in the Journal of Agricultural Education. Journal of Agricultural Education, 58(1), 
300-312. https://doi.org/10.5032/jae.2017.01300 
Johnson, D. R., & Hermanowicz, J. C. (2017). Peer review: From “sacred ideals” to “profane 
realities.” In M. B. Paulsen (Ed.), Higher education: Handbook of theory and research 
(Vol. 32, pp. 485-527).  
Jones, L. (2017, June 22). Reviewer guidelines and best practice. Taylor and Francis Group. 
http://editorresources.taylorandfrancisgroup.com/reviewers-guidelines-and-best-practice/ 
Kachelmeier, S. J. (2004). Reviewing the Review Process. Journal of the American Taxation 
Association, 26, 143–154. 
King, A. E. H., & Settle, Q. (2019). Coauthor Network Analysis of Journal of Applied 
Communications Articles from 2008-2017. Journal of Applied Communications, 103(4). 
https://doi.org/10.4148/1051-0834.2283 
Kitchel, T., & Ball, A. L. (2014). Quantitative theoretical and conceptual framework use in 
agricultural education research. Journal of Agricultural Education, 55(1), 186-199. 
https://doi.org/10.5032/jae.2014.01186 
Kurtzo, F., Hansen, M. J., Rucker, K. J., & Edgar, L. D. (2016) Agricultural Communications: 
Perspectives from the Experts. Journal of Applied Communications, 100(1), 17-28. 
https://doi.org/10.4148/1051-0834.1019 
LeCompte, M. D., & Goetz, J. P. (1982). Problems of reliability and validity in ethnographic 
research. Review of Educational Research, 52(1), 31-60. 
https://doi.org/10.3102%2F00346543052001031 
Lee, B. M. (2011). Evaluation criteria for publishing in top-tier journals in environmental health 
sciences and toxicology. Environmental Health Perspectives, 119(7), 896-899. 
https://doi.org/10.1289/ehp.1003280 
Lee, C. J., Sugimoto, C. R., Zhang, G., & Cronin, B. (2013). Bias in peer review.  Journal of the 
American Society for Information Science and Technology, 64(1), 2-17. 
https://doi.org/10.1002/asi.22784 
McLachlan, J. (2010). Integrative medicine and the point of credulity. BMJ, 341. 
https://doi.org/10.1136/bmj.c6979 
McMillan, J. H., & Schumacher, S. (2010). Research in education: Evidence-based inquiry. 
Pearson Education, Inc. 
Open Science Collaboration. (2015). Estimating reproducibility of psychological science. 
Science, 349(6251). https://doi.org/10.1126/science.aac4716 
Pain, E., (2016). How to review a paper. Science. 
https://doi.org/10.1126/science.caredit.a1600134 
15
Settle et al.: What Are Reviewers Looking For?
Published by New Prairie Press, 2020
Pratt, M. G. (2009). For the lack of a boilerplate: Tips on writing up (and reviewing) qualitative 
research. Academy f Management Journal, 52(5), 856-862. 
https://doi.org/10.5465/amj.2009.44632557 
Shoulders, C. W., Johnson, D. M., & Flowers, J. (2015). Peer review in agricultural education: 
Interrater reliability of manuscript reviews for the 2014 National Agricultural Education 
Research Conference. Journal of Agricultural Education, 56(3), 121-133. 
https://doi.org/10.5032/jae.2015.03121 
Smith, R. (2006). Peer review: A flawed process at the heart of science and journals, Journal of 
the Royal Society of Medicine, 99, 178–182. 
https://doi.org/10.1177/014107680609900414 
Sokal, A. (1996). A physicist experiments with cultural studies. Lingua Franca (May/June), 62–
64. 
Sun, S., Pan, W., & Wang, L. L. (2010). A comprehensive review of effect size reporting and 
interpreting practices in academic journals in education and psychology. Journal of 
Educational Psychology, 102(4), 989-1004. 
https://psycnet.apa.org/doi/10.1037/a0019507 
Tiokhin, L., Panchanathan, K., Lakens, D., Vazire, S., Morgan, T., & Zollman, K. (2019). 
Honest signaling in academic publishing. OSF Preprints. 
https://doi.org/10.31219/osf.io/gyeh8 
Tite, L., & Schroter, S. (2007). Why do peer reviewers decline to review? A survey. Journal of 
Epidemiology & Community Health, 61(1), 9–12. 
http://dx.doi.org/10.1136/jech.2006.049817 
Tomkins, A., Zhang, M., & Heavlin, W. D. (2017). Single- vs. double-blind reviewing. 
Proceedings of the National Academy of Sciences Nov 2017, 114 (48) 12708-
12713. https://doi.org/10.1073/pnas.1707323114 
Warmbrod, J. R. (2014). Reporting and interpreting scores derived from Likert-type scales. 
Journal of Agricultural Education, 55(5), 30-47. https://doi.org/ 10.5032/jae.2014.05030 
Williford, B. D., Edgar, L. D., Rucker, K. J., & Estes, S. (2016) Literature themes from five 
decades of agricultural communications publications. Journal of Applied 
Communications, 100(1), 64-75. https://doi.org/10.4148/1051-0834.1022 
16
Journal of Applied Communications, Vol. 104, Iss. 2 [2020], Art. 10
https://newprairiepress.org/jac/vol104/iss2/10
DOI: 10.4148/1051-0834.2318
