Investigations of complexity of sequences lead to important applications such as effective data compression, testing of randomness, discriminating between information sources and many others. In this paper we establish formulae describing the distribution functions of random variables representing the complexity of finite sequences introduced by Lempel and Ziv in 1976. It is known that this quantity can be used as an estimator of entropy. We show that the distribution functions depend affinely on the probabilities of the so-called ''exact" sequences.
Introduction
The notion of complexity of a given sequence was first introduced in papers by Kolmogorov [13] and Chaitin [7] . Kolmogorov proposed, as a measure for the complexity of that sequence with respect to the given algorithm, the use of the length of the shortest binary program which, when fed into a given algorithm, will cause it to produce a specified sequence. If the length of the program is large we can say that the complexity of the sequence is large.
In 1976 Lempel and Ziv [14] proposed and explored another approach to the problem of the complexity of a specific sequence. They linked the complexity of a specific sequence to the gradual buildup of new patterns along the given sequence. The complexity measure suggested by them is related to the number of distinct phrases and the rate of their occurrence along the sequence. It reflects the behavior of a simple parsing algorithm whose task is to recognize newly encountered phrases during its scanning of a given sequence. In a series of papers, modifications of the Lempel-Ziv parsing algorithm were proposed in response to the needs of various applications. In general, in these algorithms a new phrase is established as the shortest substring which has not occurred previously, where the search for previous occurrences may be restricted or generalized in the modified algorithms in various ways, e.g.: by considering only a fixed number of preceding symbols [20] , by considering only complete previously established phrases (Lempel-Ziv Incremental Parsing Algorithm [21] ), by allowing a number (not more than a fixed threshold) of previous occurrences of the phrase (Generalized Lempel-Ziv Algorithm [17] ), etc.
It turned out that investigations of sequence complexity play an important role in universal data compression schemes and their numerous applications such as efficient transmission of data [1, [4] [5] [6] 9, 12, 16, 18, 20, 21] , test randomness [22] , discriminating between information sources [10, 22] , estimating the statistical model of individual sequences [22] and many others [8, 11] . The most recent results [2] show that Lempel-Ziv complexity as defined in 1976 can have a practical meaning as an estimator of entropy. Recently, analytical formula has been derived for its variance estimate [3] . In this paper we introduce the concept of ''exact" sequences i.e. sequences in which the last phrase of the sequence does not occur in earlier segments of the sequence (precise formulation: Definition 3). We derive formulas describing the distribution function of random variables representing the complexity of finite sequences as defined by Lempel and Ziv in 1976 . These formulas turn out to be affine form with respect to the probabilities of exact sequences.
Lempel-Ziv complexity
In this section we introduce the notation and recall basic definitions [14] .
Let A be a finite alphabet and let a = jAj denote the size of the alphabet. Let A n be the set of all sequences of length n over A and let S = s 1 s 2 Á Á Ás n be an arbitrary element of A n . By S(i, j) we denote the substrings s i s i+1 Á Á Ás j of S when i 6 j and S(i, j) = K when j < i. Symbol K denotes the null-sequence, i.e. the ''sequence" of length zero.
The partition
is called a history of S and the m strings
. . , m where h 0 = 0 and h m = n, are called the components of the history (note that h 1 = 1). Let c(H(S)) denote the number of components in a history H(S) of S.
Let W(S) denotes the set of all histories for the sequence S. It is easy to see [14] that every sequence has a unique exhaustive history, denoted by H E (S). For instance, the exhaustive history of the sequence S = 001101110110110 is given by the following parsing of S: 0, 01, 10, 111, 0110110 where successive components are separated by commas. Remark 1. It was proven in [14] that c(S) = c(H E (S)), where c(H E (S)) is the number of components in H E (S). Thus, below we shall use c(H E (S)) as the definition of complexity.
Definition 3. The sequence S = s 1 s 2 Á Á Ás n is called exact if the last string S(h mÀ1 + 1,n) in its exhaustive history H E (S) = S(1, h 1 )S(h 1 + 1,h 2 )Á Á ÁS(h mÀ1 + 1,n) does not occur as a substring S(i, j) (where 1 6 i 6 j 6 n À 1) in the sequence S(1, n À 1) = s 1 s 2 Á Á Ás nÀ1 .
From now on we shall assume that for a fixed n any element of A n is equiprobable, i.e. assign the same probability a Àn to each element of A n and
denotes the probability in this sense. By P n (k) we denote the probability of the event consisting of all sequences of length n and complexity k while P ðeÞ n ðkÞ is the probability of the event consisting of all exact sequences of length n and complexity k. Under the above assumptions for every n 2 N we define the random variable C n :A n ? N representing the complexity:
for every sequence S 2 A n .
The distribution function of C n
In this section we describe the distribution function of C n , n 2 N. We prove the following Theorem. Using the above notation,
for every n,k 2 N.
Proof. We first express P n+1 (k + 1) in terms of P n . Taking into account that the number of all sequences of length n is a n , by definitions of P n and P ðeÞ n we find that:
-the number of sequences with complexity k + 1 and length n is a n P n (k + 1), -the number of exact sequences with complexity k + 1 and length n is a n P ðeÞ n ðk þ 1Þ, -the number of exact sequences with complexity k and length n is a n P ðeÞ n ðkÞ.
Taking into account the definitions of complexity and exact sequences we conclude that every sequence with complexity k + 1 and length n + 1 can be obtained from a sequence of length n in one of the following two ways only:
-by adding a symbol to a sequence with complexity k + 1 which is not exact, -by adding a symbol to an exact sequence with complexity k.
We also see that all sequences obtained from exact sequences of length n and complexity k + 1 by adding a symbol from A will increase their complexity to k + 2 and the number of such sequences is a Á a n Á P ðeÞ n ðk þ 1Þ. From the definition of P n+1 (k + 1) and the above observations we conclude that . . , n we arrive at
Since P 1 (k + 1) = 0 for k P 1 we have
for every n, k 2 N. Next, adding side by side formula (9) for k: = k, k + 1,k + 2,k + 3,. . . , k + (n À k) À 1 and taking into account the fact that P n r¼1 P ðeÞ r ðnÞ ¼ 0 for n P 2 we have
One can easily see that P n+1 (k + s) = 0 for s > n À k, where n > k P 1. Thus, we obtain the following expression for the distribution function of C n+1 :
which completes the proof. h Corollary 1. For every n and k P nþ1 ðC nþ1 6 kÞ ¼ P n ðC n 6 kÞ À P ðeÞ n ðkÞ: ð12Þ
Proof. From (11) we have 1 À X nÀ1 r¼1 P ðeÞ r ðkÞ ¼ P n ðC n 6 kÞ:
Adding (11) and (13) we obtain (12) . h Remark 2. It follows from the above corollary that P n+1 (C n+1 6 k) 6 P n (C n 6 k).
Corollary 2. From (11) and the fact that [14] lim n!1 P n ðC n 6 kÞ ¼ 0 ð14Þ
we deduce that
Conclusions
The complexity of sequences was suggested as a statistical test of randomness of a random number generators and block ciphers [13, 15] or entropy estimator [2, 3, 14] . It was proven in [14] that lim n!1 P n C n 6 n log a n ¼ 0. Therefore, the sets K n,k : = {S 2 A n : C n (S) 6 k} are good candidates for critical sets (usually k is assumed [19] to be n log a n ). This means, in fact, that for an arbitrarily chosen probability p close to 0 there is n 0 such that for n > n 0 , for a given randomly chosen sequence S the inequality C n ðSÞ 6 n log a n holds with probability less than p. Thus, it is essential to estimate P n ðK n;k Þ ¼ P k s¼1 P n ðsÞ, i.e. the levels of significance for K n,k . In practice, for a fixed n these sums are computed numerically by finding all terms. Formula (12) makes it possible to find the probability P n+1 (K n+1,k ) for sequences of length n + 1 from the probabilities P n (K n,k ) and P ðeÞ n ðkÞ for sequences of length n (the letter two can be calculated simultaneously). This reduces the computational time.
