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Background: The assessment of molecular similarity is a key step in the drug discovery process that has thus far
relied almost exclusively on computational approaches. We now report an experimental method for similarity
assessment based on dynamic combinatorial chemistry.
Results: In order to assess molecular similarity directly in solution, a dynamic molecular network was used in a two-
step process. First, a clustering analysis was employed to determine the network’s innate discriminatory ability. A
classification algorithm was then trained to enable the classification of unknowns. The dynamic molecular network
used in this work was able to identify thin amines and ammonium ions in a set of 25 different, closely related
molecules. After training, it was also able to classify unknown molecules based on the presence or absence of an
ethylamine group.
Conclusions: This is the first step in the development of molecular networks capable of predicting bioactivity
based on an assessment of molecular similarity.
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Clustering analysisBackground
Molecular similarity relates to the extent to which mole-
cules have similar structures or properties. Hence, mo-
lecular similarity and any quantification of it are both
strongly context dependent. Assessing molecular similar-
ity is a key element in the drug discovery process as
structural similarity is believed to be correlated to activity
with respect to a given target [1-4]. However, assessing
molecular similarity is not trivial. The most common
approaches involve computational methods, including the
use of molecular fingerprints [2], simple calculated prop-
erties such as solvent accessible surface area, number of
hydrogen-bond donor and acceptor groups, etc. [5-7] or
shape comparisons [8-10]. Three-dimensional methods,
such as CoMFA [11] and CoMSIA [12], map favorable
and unfavorable interaction regions around or onto the
structure of a molecule, requiring prior knowledge of the
appropriate conformations of this molecule.* Correspondence: s.otto@rug.nl
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distribution, and reproduction in any mediumWe reasoned that a realistic measure of molecular simi-
larity may be obtained by interrogating the molecules in
solution experimentally. The closest to an experimental
approach to analysing molecular similarity are sensing
systems, where the objective is usually the detection and
quantification of a specific analyte or the discrimination
between different analytes. Such assays have been set up
in array format [13-16] and more recently also using dy-
namic combinatorial chemistry [17,18]. However, we are
not aware of any examples of the use of these approaches
for determining similarity.
We now report the adaptation of dynamic combinator-
ial chemistry for similarity assessment. The central prem-
ise of our approach is that the extent of binding of a
molecule by a synthetic receptor contains information
about the structure of the molecule. While binding by a
single receptor will provide only very limited informa-
tion, a more comprehensive description of the molecular
structure may be obtainable by using a systems chemis-
try [19-24] approach, utilising the binding to multiple
receptors. Specifically, we employed a dynamic molecular
network containing a variety of potential synthetic recep-
tors. These receptors are connected through reversibleentral Ltd. This is an Open Access article distributed under the terms of the
/creativecommons.org/licenses/by/2.0), which permits unrestricted use,
, provided the original work is properly cited.
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constituent building blocks. Through work on dynamic
combinatorial libraries [25-29], it is well established that
dynamic molecular networks will change their compos-
ition in response to molecular recognition by an intro-
duced effector, leading to a redistribution of the building
blocks in favor of those receptors with affinity for the ef-
fector. This effect has so far mainly been exploited as a
tool for identifying individual receptors and for construct-
ing sensor networks [30-35]. We now show how such a
network can make a rudimentary assessment of molecu-
lar similarity. In this approach there is no need to synthe-
sise all the receptors separately; they are generated in one
step when preparing the dynamic combinatorial library.
Yet it is possible to identify the individual receptors in
the mixture using LC-MS.
Results and discussion
We selected a set of amines and ammonium ions (4-28),
shown in Figure 1, as effector molecules, featuring func-
tional groups that are common in many drugs. Wea c
b
Figure 1 a) Dithiol building blocks 1-3 are oxidised to give a dynamic
potential receptors. A clustering analysis of the response of the receptor
(b) and class B (c).constructed the dynamic molecular network of potential
receptors from dithiol building blocks 1-3. These building
blocks feature carboxylic acid groups that can potentially
recognise the amine and ammonium groups of the effec-
tors through hydrogen bonding and electrostatic interac-
tions. They also contain aromatic rings that may engage
in hydrophobic interactions with the set of effector mole-
cules. Each building block features two thiol groups,
which can be oxidised to disulfides, giving rise to a mix-
ture of macrocycles that can equilibrate through disulfide
exchange [36-38].
Thus, exposing an equimolar solution of 1-3 (5 mM
total) in borate buffer (50 mM, pH 8.0) to atmospheric
oxygen for three days gave a mixture of disulfide macro-
cycles dominated by (1)(3)2, (3)4, (3)3, (1)(2)(3), (1)2(3)
and (1)2(2)2. We analysed the response of this small mo-
lecular network to the introduction of the individual
effectors (2.5 mM) by LC-MS (Representative chromato-
grams are shown in Figure 2).
We determined the amplification factors (i.e. the ratio
of the HPLC peak areas in the presence and absence ofnetwork consisting predominantly of trimeric and tetrameric










Figure 2 HPLC analysis of a) the dynamic network made from
an equimolar solution of building blocks 1-3 (5 mM total) in
borate buffer (50 mM, pH 8.0) without any effector; b) in
presence of effector 5 (class A) and c) in presence of effector
15 (class B).
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and for all 25 effector molecules (Additional file 1).
The approach we took for investigating the ability of
the network to assess molecular similarity is sum-
marised in Figure 3. We first probed the network’s
innate ability to discriminate between different classes
of effectors using a clustering analysis. We then
used the thus uncovered classification into clusters to















Figure 3 A dynamic network responds differently to different
effectors producing a multidimensional dataset of amplification
factors. These are used in a clustering analysis that shows the
innate discriminatory ability of the network. The same data is then
used to train an algorithm that will allow the classification
of unknowns.performance of the dynamic molecular network by
challenging it with “unknowns”.
In a clustering analysis a given set of measurements is
divided into two or more clusters based only on the dis-
tances of all the points in n-dimension, where n is the
number of variables. Without requiring any transform-
ation of the original dataset this analysis iteratively finds
the centroids of two or more clusters, following two
main rules: a centroid must be close to the largest pos-
sible number of points and, at the same time, must be
far away from the other centroid(s). We used an un-
supervised method, i.e. classes were assigned autono-
mously during the analysis without requiring any user
input. The dataset composed of the amplification factors
of the various receptors upon addition of different ef-
fector molecules 4-28 was subjected to a k-means clus-
tering analysis [39]. K-means is a partitioning algorithm
with a chosen number of cluster centroids k, that tries to
minimise the sum of within-cluster-variances. Each ob-
ject is assigned to a k midpoint on the basis of Euclidean
distance [40]. This k midpoint is then recalculated based
on the average of all points assigned to it. These pro-
cesses are iteratively repeated until each k is at the centre
of the cluster. The number of centroids starts at two and
increases until a cluster with only one or two points is
found. In our case already the third cluster had only two
points. Two main clusters were identified: class A (con-
sisting of effectors 4-11) and class B (consisting of effec-
tors 12-28). Figure 4 shows a graphical representation of
those clusters reduced to only two dimensions.
Inspection of the nature of the clustered molecules
revealed that the network has an innate ability to dis-
criminate the relatively thin amines and ammonium ions
from a range of different amines and ammonium ions
that are either more bulky or carry negative (partial)
charge (Figure 1). Having established the discriminatory
ability of the network, we investigated whether we could
use the network for the classification of “unknown”
molecules. More specifically, we investigated the possi-
bility of using the network’s response to predict whether
molecules contain the ethylamine group. Our network
seemed highly suitable for this, since, with the exception
of effector 9, all molecules in class A contain an ethyla-
mine group, while, with the exception of 18, none of
those in class B do.
In a classification analysis (supervised learning) un-
known objects are classified based on the comparison of
their variables with those of a training set with predefined
classes. We opted for the use of the naïve Bayes classifier
[41]. The naïve Bayes is a simple probabilistic classifier
that requires a small amount of training data to estimate
the parameters for the comparison. All the variables con-
tribute independently to the assignment of an unknown
object to a predetermined class. For this analysis a
Figure 4 The k-means clustering analysis resulted in the assignment of the effectors 4-28 to two different clusters, based on the
response of the addition of these effectors to a molecular network made from building blocks 1-3. This graph is a representation of the
two clusters in only two dimensions, while the clustering analysis was performed using all six dimensions.
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tors of all effectors except one, used as unknown (4-8,
10-11 and 18 for class A and effectors 9, 12-17 and 19-
28 for class B). Then the amplification factors of the un-
known effector were subjected to naïve Bayesian classifi-
cation analysis in Weka [42] for the class assignment. In
23 out of 25 cases the unknown was assigned to the right
class (92% correct assignment). Only effectors 9 and 18
were wrongly assigned, the first was assigned to class A
while the second to class B, as in the clustering experi-
ment. This cross validation experiment establishes that
the molecular network, when properly trained, is able to
classify unknowns.
Conclusions
We have shown how a simple molecular network can per-
form a rudimentary assessment of molecular similarity
and can successfully classify unknowns. To the best of
our knowledge this is the first experimental approach to
assess molecular similarity and these results represent the
first step towards developing networks that may be able
to discriminate and assess similarity of biologically active
molecules and drugs and potentially predict bioactivity.
However, there is still a long road ahead. In the present
clustering approach the similarity that is assessed is dic-
tated by the innate discriminatory ability of the network,
and is only known after the response of the molecular
network to a series of effectors has been analysed. Many
more such studies on different dynamic networks are
needed before we will be able to design molecular net-
works that will perform well in clustering molecules based
on a pre-defined similarity parameter. In contrast, a classi-
fication analysis may yield useful results more readily, as
the scientist can decide the parameter on which theclassification should be based, whereafter the algorithm
selects the data that is most discriminatory for this par-
ticular parameter. We are currently working towards this




Building blocks 1 [37], 2 [43], 3 [44], and effector 22
[45] were synthesised following literature procedures. All
other effectors were obtained from commercial sources
and used without further purification. HPLC analysis
was performed on Agilent 1050 or 1100 systems coupled
to a UV detector. LC-MS analysis was performed using
an Agilent XCT ion trap MSD mass spectrometer. Mass
spectra (negative ion mode) were acquired in ultra-scan
mode using a drying temperature of 350C, a nebuliser
pressure of 35.00 psi, drying gas flow of 9 L/min, capil-
lary voltage 4000 V and an ICC target of 10,000 ions.
Agilent Chemstation software (Rev A.10.02) and Bruker
Daltonik LC/MSD Trap software 5.2 (Build 374) was
used to operate the LC-MS and analyse the data. For the
LC and LC-MS a Zorbax XDB-C8, 2.1 × 150 mm col-
umn was used at 40C with a gradient (flow rate 0.2
mL/min) from 5% to 95% of acetonitrile in water (both
solvents containing 0.1% of formic acid).Dynamic network preparation and analysis
Building blocks 1-3 were dissolved together in a 50 mM
borate buffer solution (pH 8.0) with a total final concen-
tration of 5 mM. Effectors were added separately at a
concentration of 2.5 mM. The libraries were stirred for 3
days and then analysed by HPLC and LC-MS.
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Weka (GNU GPL) ver. 3.7.1 was used on Mac OSX. A
text file with all amplification factors of each effector was
used as input file for the k-means clustering analysis with
Weka using Euclidian distances applying the parameters:
“weka. clusterers.SimpleKMeans-N2-A "weka.core.Eucli-
deanDistance - R first-last" -I 500 -S 10”. The same file ex-
cept one effector was used as training set for the naïve
Bayes classification analysis. The effector removed from
the training set input data was used as unknown. The
standard parameters used for this analysis were: “weka.
classifiers.bayes.NaiveBayes”.
Additional file
Additional file 1: Supporting information contains the effector-
induced amplification factors of the six receptors in the molecular
network.
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