This paper presents a prediction-and-veri cation segmentation scheme using attention images from multiple xations. The scheme has two major components: (a) a hierarchical quasi-Voronoi diagram which organizes training attention images for prediction of the segmentation masks; (b) a learning-based function approximation scheme to verify the segmentation result. A major advantage of this scheme is that it can handle a large number of di erent deformable objects presented in complex backgrounds. The scheme is also relatively e cient since the segmentation is guided by the past knowledge through a prediction-and-veri cation scheme. The system was tested to segment hands in sequences of intensity images, where each sequence represents a hand sign in American Sign Language. The experimental result showed a 95% correct segmentation rate with a 3% false rejection rate.
Introduction
Recently, there is a signi cant amount of research on vision-based hand sign recognition (e.g. Darrell the act. These three aspects translate into building blocks that linguists describe -the hand shape, the location, and the movement. Accordingly, in our earlier work 9], we proposed a three-stage framework for hand sign recognition, as illustrated in Fig. 1 .
In the rst stage, sequence acquisition, the system acquires image sequences representing the event. This involves motion detection and motion-based visual attention. The start and end of the motion determine the temporal attention window in which the event occurs. This temporal window is then subsampled to a standard temporal length (e.g., 5 ) to form what is called a motion clip.
The second stage is for hand segmentation. This stage directs the system to focus on the object of interest in the image. In stage two, the object of interest in each image of a sequence is segmented and mapped to a \fovea" image of a standard xed size. The global motion information of the object of interest is placed in a global motion vector, which records the size and position information of the segmented object in the original image. This vector is necessary because once the object is segmented and mapped to a fovea sequence with a The third stage is presented in another paper 9]. In 9], it is assumed that the hand appears in an uniform dark background, so that it is relatively easy to frame a hand using a rectangular window. The task of stage 3 is to recognize the sign.
The focus of this paper is Stage 2, hand segmentation. We want to handle the situation of the complex background. The hand segmentation is also one of the most di cult problems faced by vision-based approaches. To avoid the segmentation problem, some of the existing systems rely on markers (e.g. 7, 13, 29] ). Others use restrictive setups such as uniform background (e.g. 4, 9, 12] ). There are also approaches which use features such as skin color and motion to nd hands (e.g., 26] and 29]). Recently, Moghaddam and Pentland 24] used a maximum likelihood decision rule based on the estimated probability density of the hand and its 2D contour to detect hands from intensity images.
Our goal is motivated by the following considerations: Due to the complexity of the American Sign Language, detailed hand shapes are required for distinguishing di erent meanings.
We would also like to relax the constraints on color so that the signer can wear a wide variety of clothes, including clothes which have similar color as skin. This goal poses a very challenging chicken-and-egg task: Without a good segmentation, hand shape cannot reliably recognized. Without recognition, a good segmentation in a very complex background is not possible. In attacking this very challenging task, we do use motion information to reduce the number of possible image regions for further analysis. However, motion information cannot distinguish a hand from the complex background. Our approach is to train the system to learn the mapping from many partial views (attention images) of each hand shape to the contour of the hand. These partial views are generated manually in the training phase in such a way so that they do not contain any background pixel. During the performance phase, the hand contour of a valid segmentation is predicted using partial views provided by motion information and the learned mapping. Each predicted contour is further veri ed by the learned information about a large set of learned hand appearances against what is cut o by the predicted contour. Our learning method automatically generates a tree that uses hierarchical PCA subspaces and enables the recall of the mapping in logarithmic time. Since each prediction is based on a partial view of the hand that does not contain any background pixels, our method can deal with very complex background.
Segmentation Using Prediction and Veri cation
It is very di cult to extract the exact contour of the hand from various backgrounds even if the background is stationary. Several motion segmentation methods have been proposed. These approaches fall into two categories. Approaches in the rst category are designed to deal with rigid moving objects (e.g. 5, 15] ). The second type of approaches ts a shape to deformable moving objects (e.g. 16, 19, 32] ). These models typically need a good initial position to converge. They also require a relatively clean background since the external forces are de ned by the image gradient.
In our earlier work, we presented an eigen-subspace learning approach 10]. The approach was motivated by the xation in human vision. Saccadic xations occur while a human selects and examines objects in a scene 30].
Input image
Attention window of first level fixation Attention windows of second level fixations A problem of our previous approach 10] is that one xed-size rectangular window is used as the attention window (see the attention window of rst level xation in Fig. 2 ). Since the hand shape is not necessary rectangular, the attention window usually contains some background pixels in addition to the hand. Even though the reconstruction process helps to suppress the e ect of the background, it is not able to fully get rid of the background interference. In this paper, we propose an approach which utilizes attention windows from multiple xations. As shown in Fig. 2 , the rst level of the xation intends to capture the entire hand, while the next level of the xation covers di erent subparts of the hand. The attention window of the rst level xation usually contains a part of the background pixels.
But as we continue zooming in to the object from di erent xations, the attention windows will focus on di erent subparts of the object. Generally speaking, attention windows in the second-level xation contain much less background pixels than those of the rst-level. These attention images from multiple xations can be used as important visual cues to segment the object of interest from the input image.
Our approach is a learning-based prediction-and-veri cation scheme. The outline of the paper is as follows. We rst introduce the concept of valid segmentation and provide a criterion to evaluate whether a segmentation is valid or not. Then, we develop a systematic approach to predict the valid segmentation using attention images of multiple xations as visual cues. In Section 5, we present the experimental results. Section 6 gives conclusions and a brief discussion of the future work.
Valid Segmentation
Given an input image, we can extract an attention image of the hand as shown in Fig. 3 .
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Approximation as Function Interpolation
After projecting hand attention images to a low-dimensional MEF space, we are ready to approximate the veri er f of a speci c hand shape using function interpolation. Given a set of n training samples L k = fX k;1 ; X k;2 ; ; X k;n g of hand shape k, the con dence level of the input X belongs to class k is de ned as: g k (X) = P n i=1 c i s i (X), where the s i is a Gaussian basis function and the coe cients c i 's are to be determined by the training samples.
The coe cients c i 's are determined as follows. From n training samples, we have n
which are linear with respect to the coe cients c i 's. Since X k;i is a correct segmentation result used for training, we set g k (X k;i ) equal to 1. Then, we solve the above equations for c i using the Gauss-Jordan elimination method 27]. Here we use the mixture of Gaussians since the distribution is more likely multi-modal due to various lighting conditions and di erent performers.
The con dence level can be used to verify a segmentation result. Given a segmentation result S and a con dence level l, the veri er f outputs valid segmentation for hand shape k
Intuitively, a segmentation result S is valid if there is a training sample that is su ciently close to it.
Prediction for Valid Segmentation
This section investigates how to nd a valid segmentation. Our approach is to use the attention images from multiple xations on each training hand image. Given a hand attention image, a xation image is determined by its xation position (s; t) and a scale r. Fig. 5 shows the attention images of the 19 xations from one training sample. Table 1 lists these 19 combinations of scales r and positions (s; t) for an image with m rows and n columns. Figure 5 : The attention images from 19 xations of a training sample. The rst one is the same as the original hand attention image.
Overview
Given a training set L = fI 1 ; I 2 ; ; I n g, where I i is a training hand attention image. Correspondingly, we also have a set of masks M = fM 1 ; M 2 ; ; M n g. We rst obtain a set of attention images from multiple xations for each I i . We denote F i;j to be an attention image from jth xation of sample i in L. The attention images from the training set L F is L F = fF 1;1 ; ; F 1;m 1 ; F 2;1 ; ; F 1;m 2 ; ; F n;1 ; ; F n;mn g; where m i is the number of the attention images generated from the training image I i . Each attention image in L F is projected to the MEF space computed from the set L F . Each attention image from a xation is associated with the segmentation hand contour mask M i , the scale r and the position of the xation (s; t). This set of information is used to move and scale the mask back to the original reference image.
During the segmentation stage, we rst use the motion information to select visual attention. Then, we try di erent xations on the input image. An attention image from a xation of an input image is rst projected to the MEF space, and then is used to query the training set L F . The segmentation mask associated with the query result F i;j is the prediction. Next, the predicted segmentation mask is applied to the input image to mask o background pixels. Finally, we verify the segmentation result to see if the image region retained by the mask corresponds to a hand shape that has been learned. If the answer is positive, we nd the solution. This solution can further go through a re nement process. 
Organizing Attention Images Using Hierarchical Quasi-Voronoi Diagram
We use a hierarchical nearest neighbor decision rule to predict the segmentation result based on the training attention images. It has been shown that the probability of error of the nearest neighbor rule is bounded above by twice the Bayes probability of error 8]. Unlike the Bayesian approach, the nearest neighbor decision rule is independent of the underlying joint distribution of the sample points.
The query of the nearest neighbor is also known as post-o ce problem 20], which has been studied extensively in the past. There are e cient query algorithms O(log n) for twoor three-dimensional cases 6, 14] . However, there is still a lack of e cient solution for the case with dimensionality higher than three. k-d tree based nearest neighbor algorithms have been widely used in computer vision 2, 35]. k-d trees are extremely versatile and e cient to use in low dimensions. However, the performance degrades exponentially in high dimensions.
R-tree and its variants 1, 17, 28] have similar performance of nearest neighbor searches in high dimensions.
Yianilos presented a nearest neighbor query algorithm using the vantage point tree 34].
The algorithm achieves O(log n) expected time complexity under the assumption that the training samples have zero probability spheres. In this section, we present an e cient hierarchical nearest neighbor algorithm based on the concept of hierarchical quasi-Voronoi diagram. The algorithm has an expected time complexity O(log n) when the training set is d?supportive as de ned below. Unlike Yianilos's algorithm which uses pseudo-metric to build the tree, we use the original Euclidean distance, and therefore we are able to give an error estimate when the assumption of d?supportive training set does not hold.
A hierarchical quasi-Voronoi diagram P of S is a set of partitions P = fP 1 ; P 2 ; ; P m g, where every P i = fP i;1 ; ; P i;n i g, i = 1; 2; ; m is a partition of S. P i+1 = fP i+1;1 ; ; P i+1;n i+1 g is a ner Voronoi diagram partition of P i in the sense that corresponding to every element P i;k 2 P i , P i+1 contains a Voronoi partition fP i+1;s ; ; P i+1;t g of P i;k . Next, we will show that a training set can become a d-supportive set as the size of the training set increases provided that every point X 0 2 S is positively supported as de ned below.
De nition 2 Let S be a set which contains all possible samples. We consider X in a learning set L as a random sample from S. A point X 0 2 S is positively supported if for any > 0 we have PfkX ? X 0 k g > 0, where Pfeg denotes the probability of the event e.
If S consists of a nite number of discrete points, a point X in P is positively supported means that the probability of selecting X as a sample is not a zero-probability event. If S consists of in nitely many points, a point X in P is positively supported means that in any small neighborhood centered at X, the probability of selecting a point in the neighborhood is not a zero-probability event.
Theorem 1 Suppose X 0 is a positively supported point in S. Given quasi-Voronoi diagram P = fP 1 ; P 2 ; ; P n g corresponding to L and a query sample X 2 S. Let the ith partition be P i = fP i;1 ; P i;2 ; ; P i;n i g and C = fC 1 ; C 2 ; ; C n i g be the corresponding centers of regions in P i . Assume that C 1 is the center to X such that kC 1 ?
Xk kC i ? Xk for any i 6 = 1. Let C 2 be any other center and P 1 be a boundary hyperplane between regions represented by C 1 and C 2 as illustrated in Fig. 8 . Then the region of C 2 does not contain the nearest training sample to X if the distance between X and the hyperplane P 1 is greater than d. In order to avoid to calculating the point to hyperplane distance in a high dimensional space, we can use following equivalent theorem. Given query sample X, a hierarchical quasi-Voronoi diagram P corresponding to a d-supportive learning set with C i;j denoting the center of the partition region P i;j . The next theorem proves that the average time complexity of the query algorithm is O(log n) where n is the size of the training set.
Theorem 4 Assume that n training samples in L are independently drawn and the training set L is d-supportive. The hierarchical quasi-Voronoi diagram P is constructed based on the training such that each P i;j has no more than p branches and the volume of region P i;j reduces by a constant factor as the i increases, V i;j = fV i+1;j and f > 1. Assume that P i;j is the region C 1 as shown in Fig. 8 . We select d such that for each region P i;j in P, V 0 i;j V i;j where V i;j is the volume of the region P i;j and V 0 i;j is the volume of the region between the hyperplane P 1 and the hyperplane P 2 in Fig. 8 . Then, the above algorithm has the average time complexity O(log n) in terms of nding the nearest neighbor.
The proof is presented in Appendix D.
The query algorithm nds the nearest training sample from L using a tree structure. If the training set is d-supportive, the nearest neighbor is guaranteed to be found. However, in order to achieve fast retrieval, as shown in Theorem 4, d should be selected such that for each region P i;j in P, V 0 i;j V i;j where V i;j is the volume of the region P i;j and V 0 i;j is the volume of the region between the hyperplane P 1 and the hyperplane P 2 in Fig. 8 De nition 3 Let P i;j be a region in the hierarchical quasi-Voronoi diagram P and C be the center of the region. A minimum ball B(C; r) of the region P i;j is the one which has the smallest radius for all balls which contain the region P i;j and has the center C.
Theorem 5 Let P = fP 1 ; P 2 ; ; P m g be the hierarchical quasi-Voronoi diagram based on the training set L. Let the X c 2 P m;k be the solution found by the query algorithm and X N be the nearest neighbor of the query X in L. Then, we have kX ? X c k kX ? X N k r d ; (2) where r is the radius of the minimum ball of the region P m;k and d is our assumption that the training set is d-supportive.
The proof is presented in Appendix E. Theorem 5 gives us some insight into how to select d. There is a trade o between speed and accuracy. In practice, given a training set L = fl 1 ; l 2 ; ; l n g, we choose the d as follows:
where l 0 i is the nearest neighbor of l i in L. Since the region P m;k in Theorem 5 only has one training sample, X c , we can expect that r is comparable to d. This means that a reasonable neighbor is found although it is not guaranteed to be the nearest one. When we have a su cient number of training samples, a near neighbor can be of the correct class.
Experiments
We applied our segmentation scheme to the task of hand segmentation in the experiments.
The image sequences were obtained while subjects performed hand signs in front of a video camera. The variation of hand size in images was limited. Two di erent lighting conditions were used. The size of attention window used in the experiment is 32 32 pixels
Training
Two types of training were conducted in the experiments. The rst type of training was to get the approximation for veri er which would be used later to check the validation of the segmentation. For each hand shape, a number between (27 and 36) of training samples were used to obtained the approximation of the veri er for that shape. Fig. 9 shows a representative subset of hand shapes learned by the system. All training images are obtained manually.
Given a set of training samples L = fl 1 ; l 2 ; ; l n g for hand shape k, we empirically determined the damping factor 2 in the interpolation function as follows:
where X i is a projection of a training sample in the MEF space.
The second type of training was to generate the attention images from multiple xations of training samples. In the current implementation, the selection of the xations is mechanical.
Totally 19 xations were used for each training sample as illustrated in Fig. 5 . The scales r and positions (s; t) of these 19 xations for an image with m rows and n columns are listed in Table 1 . Fig. 5 shows the attention images of the 19 xations from one training sample.
The attention images with more than 30% background pixels in the attention window were discarded. The total number of remaining attention images used in the experiment is 1742. 
Hand Segmentation
The trained system was tested to perform the segmentation task. Each sequence represents a complete hand sign. Fig. 10 shows three sample sequences. The image size is 120 160 pixels.
Motion-based visual attention
In order to speed up the process of the segmentation, we utilize motion information to nd a motion attention window. The algorithm assumes that hands are moving in an stationary environment, and is outlined as follows.
Given an image I and a neighboring image I 0 in the sequence. 
Segmentation
The attention algorithm described above can detect the rough position of a moving hand, but the accuracy is not guaranteed as shown in Fig. 11 . We solve this problem by doing some limited search based on the motion attention window. In the current implementation, given a motion attention window with m rows and n columns, we try the candidates with size from (0:5m; 0:5n) to (2m; 2n) using step size (0:5m; 0:5n). The search stops as soon as a valid segmentation is found. There is a trade o between training and testing. The more xations we use in the training, the less search is needed in the testing. However, the larger number of training images results in a larger hierarchical quasi-Voronoi diagram, which increases the time of a single query.
We tested the system with 802 images (161 sequences) which were not used in the training.
A result was rejected if the system could not nd a valid segmentation with a con dence level l. Fig. 12 shows the rejection rate vs. con dence level. The segmentation was considered as a correct one if the correct shape segmentation C was retrieved and placed in the right position of the test image. For the con dence level l = 0:2, we achieved 95% correct segmentation rate with 3% false rejection rate. Fig. 13 shows some segmentation results. The average computational cost for each image was 58:3 seconds on a SGI INDIGO 2 workstation. The experimental results are summarized in Table 2 . 
Re nement of Segmentation Contour
The recalled segmentation masks are based on the training samples. They can not exactly t the hand shapes in the testing images. A dynamic deformation model which we presented previously in 10] was introduced to re ne the recalled mask. We rst applied the Canny edge detector to the input image. The deformation model used pixels on edges as attractors to pull a deformable spring. The deformable spring is closed in shape and is presumably made of elastic material. In our case, we started from a recalled mask which was very close to the actual contour. The good initial guess is helpful in suppressing undesirable e ects appearing in the course of model construction. These e ects include the oversmoothing and the local concentration of the deformable model. 
Subsequent Sign Recognition
The segmentation method and result presented here was used for recognition of 28 words of American Sign Language. They represent the words, \\angry," \any," \boy," \yes,"
\cute," \ ne," \funny," \girl," \happy," \hi," \high," \hot," \later," \low," \no," \noth-ing," \of course," \ok," \parent," \pepper," \smart," \sour," \strange," \sweet," \thank you," \thirsty," \welcome" and \wrong," respectively. 
Conclusions and Future Work
A new segmentation scheme using learning-based prediction and veri cation is presented in this paper. The major advantage of this scheme is that it can handle a large number of di erent deformable objects (such as hands) in various complex backgrounds. As far as we know, our method is the rst hand segmentation method that does not require a simple background (color, edge, texture, etc). The scheme is also relatively e cient since the search of the segmentation is guided by the past knowledge through a prediction-and-veri cation scheme. The system was tested to segment hands in sequences of intensity image. The experimental results showed a 95% correct segmentation rate with a 3% false rejection rate with 802 testing images.
Compared with other existing methods that require handwear color or skin tone to be unique in the envrionment, the method presented here requires more sophistication and relatively more computation. However, this new method is a step toward the goal of our eld in making computers deal with visual information as visual events occur in human's very complex environment. A lot of challenging work remains to be done toward this goal.
Independent of the work presented here, which is completed in Nov. If we independently draw k learning samples L, the probability PfkX 0 ? X l k dj8X l 2 Appendix D Proof of Theorem 4. Assume at the stage i, the query example X is in the region P i;j . Let P i;j be the C 1 region as shown in Fig. 8 . Let V i;j be the volume of the region P i;j and V 0 i;j V i;j be the volume of the region (between P 1 and P 2 in Fig. 8 ) where the multiple search is needed. Thus, the average time complexity 
where V S is the volume of the entire space. Equation (5) (6) 
