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Abstract
In a seminal paper of 1917, H. Weyl presented a remarkable reduction of the
static axisymmetric vacuum Einstein equations, serving as a relatively straightfor-
ward technique to generate and explore new solutions. Weyl’s reduction was used
by Myers in 1987, and independently by Korotkin-Nicolai in 1994, to construct
a new family of static and axisymmetric solutions with compact non-empty hori-
zon, however with non-trivial topology and asymptotically Kasner. This family,
together with the Schwarzschild and the Boost families, remained until now as
the only known S1-symmetric static black hole solutions, namely, (metrically com-
plete) S1-symmetric static vacuum solutions with compact and non-empty horizon.
In this article we prove that, indeed, these three families exhaust all the examples
of S1-symmetric static vacuum black holes.
Introduction
The classification of the static solutions of the vacuum Einstein equations is a central
problem in Mathematical Relativity and in Geometry. In this article we will treat static
solutions at the “initial data level”, namely we will deal with a Riemannian three-
manifold (Σ; g) and a lapse function N , that we will assume is positive in the interior
Σ◦ = Σ \ ∂Σ of Σ. Given the data (Σ; g,N) the static vacuum spacetime (M;g) is
constructed as,
M = Σ× R, g = −N2dt2 + g, (1)
and the vacuum condition Ric = 0 is equivalent to the static vacuum Einstein equations,
NRic = ∇∇N, ∆N = 0. (2)
To deal with geometrically sensitive solutions we demand the metric completeness of
(Σ; g), (in substitution of geodesic completeness that won’t hold here as we will assume
∂Σ 6= ∅ - Metrically complete solutions with empty boundary are flat with constant lapse
[1]). Of great interest are those solutions having compact but non-necessarily connected
horizon ∂Σ, that is for which N = 0 on the boundary ∂Σ that is assumed compact.
Borrowing a terminology often used in theoretical physics, we call such solutions static
black holes. The fundamental Schwarzschild solutions are of course asymptotically flat
(AF) black holes, and are the only ones AF by the celebrated uniqueness theorem
[4],[10],[3]. But there are other static black holes that are not AF. A second, somehow
trivial family, are the Boosts. As we describe in detail later, they are quotients of the
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Figure 1: A idealization of black holes in each family. From
left to right: Schwarschild bhs, Boosts bhs, Myers/Korotkin-
Nicolai bhs (with one horizon component in this last case).
Rindler wedge by two independent translations, and are flat and cylindrical with the
lapse growing linearly from the toroidal horizon. Both, the Schwarzschild solutions and
the Boosts admit S1-symmetries. A third family of static S1-symmetric black holes was
found by Myers in 1987 [7], and independently by Korotkin-Nicolai in 1994 [6] using
Weyl’s reduction of the vacuum static and axisymmetric equations [12]. The M/KN
black holes, as we will call them from now on and will be discussed in detail later, have
non-trivial topology and are asymptotically Kasner (AK). These three are the only
known families of static S1-symmetric black holes (and in fact of static black holes).
Figure 1 depicts the characteristics of each type of solution. In this article we address the
problem of classifying S1-symmetric static black holes and prove that there are no more
examples than those of these three families. This is achieved as follows. In Theorem
2 we prove that if an axisymmetric static black hole has the topology and the Kasner
asymptotic of a M/KN black hole, then it is a M/KN black hole. We devote the whole
paper to prove this theorem. Then, combining this result with the theorem proved in [8]
and [9], stating that any static black hole is either a Schwarzschild black hole, a Boost,
or is of Myers/Korotkin-Nicolai type, (that is, it has the same topology and asymptotic
as the M/KN black holes), we obtain, as claimed, that any S1-symmetric static black
hole is either a Schwarzschild black hole, a Boost or a Myers/Korotkin-Nicolai black
hole. We state this corollary as Theorem 3.
In the following we describe the technical aspects of the paper. We review again the
notion of static data set (Σ; g,N), describe the three main families of static black holes
earlier mentioned and finally state the main result and comment on the way of proof.
As we said, we will work with static black hole data sets (Σ; g,N) that condensate
the notion of static black hole at the initial data level (we leave the spacetime picture
aside). A static black hole data set consists of a metrically complete smooth orientable
three-manifold (Σ; g) with non-empty compact boundary, and a smooth function N
positive on Σ◦ = Σ \ ∂Σ and zero on ∂Σ called the lapse, satisfying the static vacuum
Einstein equations (2). Observe that the second equation of (2) implies that Σ is
necessarily non-compact (use the maximum principle). The best well known examples
are the Schwarzschild black holes given by,
Σ = R3 \B(0, 2m), g = 1
1− 2m/rdr
2 + r2dΩ2, N =
√
1− 2m/r, (3)
with m > 0 being the mass and the parameter of the family (B(0, 2m) is the Euclidean
open ball in R3 and radius 2m).
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A data set (Σ; g,N) is S1-symmetric if there is a non-trivial S1-action S1 × Σ → Σ
leaving g and N invariant. The S1-symmetric solution is axisymmetric if the set of
fixed points of the action is non-empty. In such case, the set of fixed points are a union
of closed disjoint geodesic segments (of finite or infinite length), called the axis of the
data. For instance, the Schwarzschild black holes are axisymmetric, where the action
is just any S1-action by rotations on R3. A somehow trivial (but important) family of
S1-symmetric static black holes are the Boosts, defined by the quotient of the data,
Σ = R+0 × R2, g = dx2 + dy2 + dz2, N = x, (4)
by two linearly independent translations on the y-z plane (y and z define the factor R2).
Thus, the manifold of a Boost is diffeomorphic to S1 × S1 × R+0 and the horizon is a
two-torus (R+0 = [0,∞)). Boosts are S1-symmetric as there are two periodic directions.
Let us see the last family, the one that we call the axisymmetric Myers/Korotkin-
Nicolai black holes. They were first investigated by Myers in [7] and were rediscovered
and further investigated by Korotkin and Nicolai in [6], [5]. As we explain below,
M/KN’s basic construction uses first Weyl’s method to ‘align’ on an axis infinitely
many Schwarzschild black holes, and then quotient the resulting static solution to obtain
M/KN static black holes.
Let us begin recalling the basics of how Weyl’s reduction is. The presentation will
be used in what follows to explain the M/KN construction and will be used later in the
proof of the main results.
Let us assume that g and N are globally of the form(1),
g = e−2U (e2φ(dz2 + dρ2) + ρ2dϕ2), N = eU , (5)
where the domain of Weyl’s coordinates (ρ, z) is R+0 ×R and where ϕ is the axisymmetric
or angular coordinate, obviously ϕ ∈ S1 ∼ [0, 2pi). Here U and φ depend only on (ρ, z)
and are smooth on ρ > 0. Accepting this presentation of g and N , the static vacuum
equations are equivalent to Weyl’s equations,
Uρρ +
1
ρ
Uρ + Uzz = 0, (6)
φρ = ρ(U
2
ρ − U2z ), φz = 2ρUρUz. (7)
The equation for U is linear while the second for φ is solvable by quadratures after having
U . The basic examples that can be presented in this global form are the Schwarzschild
solutions, where in this case U = US(ρ, z) is,
US = ln
(√
(z −m)2 + ρ2 +√(z +m)2 + ρ2 − 2m√
(z −m)2 + ρ2 +√(z +m)2 + ρ2 + 2m
)
(8)
and m > 0 is the mass and the parameter of the family. This function is singular just
on the segment {0}× [−m,m] over the axis ρ = 0, which is indeed the projection of the
horizon. The function φ = φS turns out to be,
φS =
1
2
ln
(
ρ2 + z2 − 2m2
4
√
ρ2 + (z +m)2
√
ρ2 + (z −m)2
)
. (9)
(1)Weyl showed that around almost every point the static spacetime metric can be put in this form.
3
A basic property of the equation (6) is its linearity: if U1 and U2 are solutions then
λ1U1 + λ2U2 is also a solution. Another basic property is the translation invariance
along z: if U(ρ, z) is a solution, then so is U(ρ, z + L) for any L. This turns out to
be crucial for the Myers and Korotkin-Nicolai construction. For example, one can sum
US(ρ, z) to US(ρ, z + L), to obtain a solution that would be interpreted somehow as
a ‘superposition’ of two Schwarzschild black holes. If L > 2m then the two horizons
would be disjoint. The well known problem with this, already known to Bach and
Weyl that studied this configuration for the first time [2], is that after solving for φ
(assuming φ = 0 at infinity) and after reconstructing the spacetime, a strut or conic
singularity appears on the axis between the two horizons. Naturally such singularities
could be interpreted as a repelling negative singular energy distribution. What Myers
and Korotkin-Nicolai showed is that, instead, some infinite superpositions like,
UMKNL,m (ρ, z) = US(ρ, z) +
∞∑
n=1
(
US(ρ, z + nL) + US(ρ, z − nL) + 4m
nL
)
(10)
(assume L > 2m), where the counter-terms 4m/nL were subtracted to make the series
convergent, give, after solving for φ, a spacetime without struts, where in this case
infinite horizons are aligned on an axis and are separated from each other at equal
lengths (the function φ can be given as a series). The asymptotic ρ→∞ of the solution
can be seen to have the Kasner form,
g ∼ c1ρα2/2−α(dx2 + dρ2) + c2ρ2−αdφ2, N ∼ c0ρα/2, (11)
where α = 4m/L and so 0 < α < 2. Solutions like this (that depend on m and L) are
simply connected and for this reason will be called universal Myers/Korotkin-Nicolai
static solutions. They are not static black holes as their boundary, being an infinite
union of two-spheres, is not compact. To obtain static black holes we need to take
suitable quotients of them. For that purpose we note that they inherit still the S1-
symmetry with the action R : S1 × Σ → Σ given by R(α, (ρ, z, ϕ)) = (ρ, z, α + ϕ), and
have also a discrete ’translational’ symmetry T : Z×Σ→ Σ, given by T (n× (ρ, z, ϕ)) =
(ρ, z + nL, ϕ). Both actions R and T commute. So we can quotient simultaneously
by a translation and a rotation, obtaining a non-simply connected space with a finite
number of spherical horizons, namely, let α ∈ [0, 2pi) and h a positive integer, then we
identify (ρ, z, ϕ) with (ρ, z + hL, ϕ + α). Such quotients are examples of what we call
M/KN static black holes.
Remark 1. It seems not have been noted before in the literature that, fixed m > 0 and
L > 2m and fixed h > 0 (i.e. a number of horizon components), then quotienting with
different values of α ∈ [0, 2pi) results in globally inequivalent solutions. So, the possible
quotients are parametrised by Z× [0, 2pi).
The particular universal solution just described, with the U given by (10), is one
possible instance among many. As another instance one could alternate Schwarzschild
solutions of masses m1 and m2 6= m1. More explicitly, letting L > 2m1 + 2m2, define
U as,
U = UMKNL,m1 (ρ, z) + U
MKN
L,m2 (ρ, z + L/2). (12)
Then, redoing KN’s argument in [6], one can show that the associated universal space-
time after solving for φ doesn’t have struts either and so is a universal M/KN solution.
Several other configurations are possible too. Quotients are taken then as earlier, by a
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rotation of angle α ∈ [0, 2pi) and a translation by a multiple of L. Without aiming to
classify all the possibilities, we just define the family of M/KN static black holes as the
set of all possible quotients of all the universal static data set (without struts) that can
be constructed using M/KN’s method. The manifold Σ of any M/KN static black hole,
is always diffeomorphic to an open three-torus minus a finite number of open three-balls
and the asymptotic of the black hole is Kasner.
What makes an axisymmetric static black hole data set (Σ; g,N) a M/KN static
black hole, is whether its universal covering space admits global Weyl’s coordinates
(ρ, z) ∈ R+0 × R, where U takes the form,
U(ρ, z) =
h∑
i=1
UMKNmi,L (ρ, z + zi), (13)
for some suitable mi and zi. This simple characterisation of axisymmetric M/KN static
black holes will be used to prove our main Theorem 2.
A static data set is said to be of Myers/Korotkin-Nicolai type (M/KN-type) if it
is asymptotically Kasner and the topology of Σ is that of a solid torus minus a finite
number of open three-balls.
In this article we will prove that any S1-symmetric static black hole data set of
M/KN-type is indeed a Myers/Korotkin-Nicolai black hole.
Theorem 2. Any S1-symmetric static black hole data set of M/KN type is indeed a
Myers/Korotkin-Nicolai black hole.
Note that S1-symmetric M/KN-black holes are indeed axisymmetric because their
horizons, being two-spheres and S1-symmetric, have always two fixed points (the poles).
Thus, we won’t loose generality if inside the statement of the Theorem 2 we replace S1-
symmetric by axisymmetric.
Now, between [8] and [9] it was proved that any static black hole data set is either a
Schwarzschild black hole, a Boost, or is of Myers/Korotkin-Nicolai type. Combining this
result with Theorem 2 we obtain the following complete classification of axisymmetric
static black hole data sets.
Theorem 3 (Classification theorem). Any vacuum S1-symmetric static black hole is
either a Boost, a Schwarzschild black hole, or a Myers/Korotkin-Nicolai black hole.
To end the introduction let us say a few words on the steps needed to prove Theorem
2. First we prove that the quotient of Σ by S1 is diffeomorphic to S1 × R+0 . This is
achieved mostly by geometric and topological arguments plus the fact, proved in [8],
that static black holes have always only one end (that imposes important topological
constraints). Then we prove the existence of Weyl’s global coordinates (ρ, z). It is
shown that the coordinate ρ ranges in R+0 and the periodic coordinate z ranges say
in [0, L), interval that we identify with the circle S1L of perimeter L. So we have the
projection,
pi : Σ→ R+0 × S1L, (14)
given by p → (ρ(p), z(p)). In this context, the horizon components H1, . . . ,Hh (that
make ∂Σ) project into h disjoint segments pi(H1), . . . , pi(Hh) on {0} × S1L of lengths
L1, . . . , Lh respectively. We identify now the universal cover of R+0 ×S1L to R+0 ×R, and
we let Π be the projection. Then, for each i, Π−1(pi(Hi)) is an infinite union of disjoint
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intervals of length Li on {0} × R, where the distance between the centers of two such
consecutive intervals is L. Let Upi(Hi)(ρ, z) := U
MKN
Li/2,L
(ρ, z+ zi) be the potential (10) as
in the M/KN construction, where m is now replaced by Li/2 and zi is the z-coordinate
of the center of any of the intervals in Π−1(pi(Hi)). Let finally,
Upi(H1),...,pi(Hh) :=
h∑
i=1
Upi(Hi). (15)
We will prove that U ◦ pi−1 ◦Π−1 and Upi(H1),...,pi(Hh) differ, if anything, by a constant.
This proves that, on the universal cover of the static data set, the potential U is indeed
the potential of a M/KN solution. As φ is found from U uniquely, we deduce that the
black hole is a M/KN black hole, finishing thus the proof of Theorem 2.
Proof of Theorem 2
The positive reals are denoted by R+, we also use R+0 = R+∪{0}. The closed half-plane
is denoted by R2+0 = R× R+0 .
We will use a couple of times below that the number of fixed points of any Killing
field on a compact orientable Riemannian surface generating a S1-isometric action is
equal to the Euler-characteristic of the surface (use that the zeros of ξ have always
index one). So, isometric S1-actions on tori do not have fixed points, and on spheres
have two (the poles).
Theorem 4. Let (Σ; g,N) be a S1-symmetric static black hole data set of M/KN type.
Then the axis is a compact one-manifold.
Proof. If the axis is not compact then there is a divergent sequence pi(∈ Σ) of fixed
points of the S1-action. Suppose such is the case. As the static data is of M/KN
type the asymptotic is Kasner. Hence, for i sufficiently large, the level set {p ∈ Σ :
N(p) = N(pi)} of N is a S1-invariant two-torus (level sets are invariants). But non-
trivial isometric S1-actions on two-tori do not have fixed points. We reach thus a
contradiction. Hence the axis is compact.
Theorem 5. Let (Σ; g,N) be a S1-symmetric static black hole data set of M/KN type.
Then the quotient manifold S of Σ by S1 is homeomorphic to S1 × R+0 .
Proof. Recall that Σ is diffeomorphic to a an open solid torus minus h > 0 open three-
balls. So Σ ∼ Σˆ \ (B1 ∪ . . .∪Bh), where Σˆ is an open solid torus and the Bi’s are open
three-balls. Extend g to a S1-symmetric metric gˆ on the whole solid torus Σˆ, that is,
extend g to the balls B′is. Thus (Σˆ; gˆ) is now a S
1-symmetric solid torus. Let Sˆ be the
quotient of Σˆ by S1, as represented in Figure (2). Let pi : Σˆ → Sˆ be the projection.
Observe that the axes of Σˆ project diffeomorphically onto ∂Sˆ. We note too that Sˆ
has only one end and is diffeomorphic to S1 × R+, namely, outside a compact set Sˆ is
diffeomorphic to S1 ×R+. This is due to the fact that as (Σ; g,N) is AK, then the end
of Σ is foliated by S1-invariant two-tori (the level sets of N), and the S1-quotient of
each invariant torus is diffeomorphic to S1.
By Theorem 4, ∂Sˆ has a finite number of connected components each one homeo-
morphic to a circle. If ∂Sˆ has more than one connected component then one can join a
point in one component to a point in another component by a connected one-manifold (a
closed ‘segment’, see Figure 2). When lifting that ‘segment’ to Σˆ it gives an embedded
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  Open three−solid torus
Quotient two−manifold
Figure 2: Sketch of the construction inside the proof of The-
orem 5.
two-sphere having intersection number one with each of the two connected components
of the axis pi−1(∂Sˆ), where the end points of the segment belonged to. As the intersec-
tion number is not zero, such sphere cannot be contractible in Σˆ. But spheres embedded
inside solid tori are always contractible. Hence ∂Sˆ has only one connected component,
and so does ∂S.
On the other hand if the genus of S is not zero then there is a closed non-contractible
embedded loop such that, if removed from S, the resulting manifold is still connected
(see Figure 2). When such a loop is lifted to Σ it gives an embedded two-torus, say
T . If such torus is removed (closed) from Σ we get still a connected manifold but with
two new boundary components. When two copies of such manifold are properly glued
together (along the new boundary components) we obtain a double cover Σ˜ of Σ. When
g and N are lifted to Σ˜, we obtain a static black hole data set (Σ˜; g˜, N˜) with two ends
which is not possible as proved in [8]. Hence S has genus zero.
Combining the two results above we obtain that S is homeomorphic to S1 × R+0 .
We will make now a few comments on the setup in the quotient space. We will work
with it several times later.
Let S ∼ S1 × R+0 be the quotient manifold of a static data set of M/KN type,
and let Σ
pi−→ S be the projection. The horizons H1, . . . ,Hh project into a set of h
disjoint closed ‘segments’ in ∂S. The axes project diffemorphically into the closure of
the complement in ∂S of the projected horizons. The projection pi is a S1-principal
fibre bundle when restricted to Σ minus the axis and the horizons. Furthermore, the
connection given by the distribution of two-planes perpendicular to the axisymmetric
Killing field is flat (because the distribution is integrable, see [11]), hence there are local
charts Wi ⊂ S\∂S and trivialisations χi : pi−1(Wi)→Wi×S1 with χ(x) = (pi(x), ϕi(x)),
having constant transition functions, i.e. if pi(x) ∈ Wi ∩Wj then ϕi(x) = Rij ◦ ϕj(x)
with Rij a constant rotation on S
1. In other words, the rotational angle ϕ is defined
locally up to a constant, but not necessarily globally.
It is usually convenient to express the metric g as,
g = e−2U (q + Λ2dϕ2), (16)
where q is the quotient two-metric on S, ϕ is the rotational angle (as said, well defined
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locally up to a constant), Λ = |∂ϕ|g is the g-norm of the axisymmetric Killing field ∂ϕ.
The metric q and the function U are singular on ∂S, whereas Λ is zero there. The static
Einstein equations in these variables q, U and Λ, are equivalent to the system,
κ = |∇U |2, (17)
∆U + 〈∇Λ
Λ
,∇U〉 = 0, (18)
∆Λ = 0, (19)
where κ is the Gaussian curvature of q. Thus, q has non-negative curvature. Further-
more, due to Anderson’s estimate ([1], see also another proof in this context in [9]),
|∇U |2(p) ≤ c
d2(p, ∂S)
, (20)
the curvature κ decays to zero at infinity at least quadratically in d(p, ∂S), (here d is the
distance function to ∂S with respect to q). This decay estimate plus the non-negativity
of κ will be a relevant information when studying the asymptotic. Another fundamental
estimate that we will use to study the asymptotic is,
|∇V |2(p) ≤ c
d2(p, ∂S)
, (21)
where V = ln Λ (see [9]).
The equation (18) is nothing else than the projection of the lapse equation ∆N = 0
and it can be written in the form div(Λ∇U) = 0. Hence, by Gauss’s theorem, the
integral, ∫
`
Λ∇nUdl, (22)
over smooth embedded loops ` ⊂ S \ ∂S isotopic to ∂S, do not depend on ` (here dl is
the element of length on ` and n the ‘outward’ unit normal to `, i.e. pointing inwards
to the unbounded component of S \ `). This integral is seen easily to be equal the flux
of ∇N on the lift of ` to Σ, namely,∫
`
Λ∇nUdl =
∫
pi−1(`)
∇nNdA, (23)
where here n is the g-normal to pi−1(`) and dA is the g-element of area. As the surfaces
pi−1(`) are connected and enclose the horizons, the surface integrals (23), for any `, are
equal to the flux on the horizons, ∫
H
∇nNdA. (24)
Thus, we have, ∫
`
Λ∇nUdl =
i=h∑
i=1
KiAi > 0, (25)
where Ki > 0 and Ai > 0 are the temperature and the area of each horizon respectively
(recall that |∇N | = ∇nN is constant over each Hi and is called the temperature of the
horizon).
Proposition 6. Let (S; q, U, V ) be the quotient of a static data set of M/KN type. Then
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Figure 3: Sketch of the asymptotic of (S; q) depending on the
area-growth.
Λ cannot be uniformly bounded above.
Proof. We already mentioned that the integrals,∫
`
Λ∇nUdl, (26)
over loops ` ⊂ S \ ∂S isotopic to ∂S, do not depend on `, and that the constant they
define is positive. We will prove that if Λ is bounded above, that is Λ ≤ Λ < ∞, then
(26) is necessarily zero, reaching thus a contradiction. We will do so by evaluating the
integral over a certain divergent sequence of loops `i and proving that it converges to
zero (so is zero for all i). For that purpose we need to clarify the type of asymptotic
that one can have.
First we recall that the Gauss curvature is κ = |∇U |2. Hence κ is non-negative
and by (20) has at least quadratic decay. Standard arguments then show that the
asymptotic of (S; q) is distinguished by just the area growth. Let us recall this. First
fix a loop `0 isotopic to ∂S and let E be the unbounded component of S \ `. Let
B(`0, r) = {p ∈ E : d(p, `0) < r} be the ‘ball’ in E of ‘center’ `0 and radius r > 0. Then
by the Bishop-Gromov monotonicity, the quotient,
A(B(`0, r))
r2
, (27)
is monotonically decreasing as r increases. Let µ ≥ 0 be the limit. The asymptotic of
the manifold (S; q) is now distinguished by the cases µ = 0 and µ > 0.
Let us assume µ = 0. Then limr→∞A(B(`0, r))/r2 = 0. For any r > 0 we consider
the annuli A(r/2, 2r) := B(`0, 2r) \ B(`0, r/2). As µ = 0 the area of these annuli with
respect to the scaled metric qr := q/r
2, namely
Aqr (A(r/2, 2r)) =
A(B(`0, 2r))−A(B(`0, r/2))
r2
(28)
tends to zero as r →∞. Furthermore by Anderson’s estimate, the Gaussian curvature
of qr on A(r/2, 2r), namely κqr = κr2, is uniformly bounded, that is κqr = r2κ ≤ c,
where c independent on r. Thus, as r →∞ the scaled annuli (A(r/2, 2r); qr) collapse in
volume (area) with bounded curvature. Therefore their geometry looks like that of thin
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(finite) cylinders, whose ‘sections’ tend to zero as r → ∞. As a result one can chose
a sequence of loops `i embedded in the annuli A(ri/2, 2ri) whose qri-length tends to
zero, or, equivalently whose q length length(`i) divided by ri tends to zero as ri →∞.
Therefore,
|
∫
`i
Λ∇nUdl| ≤ Λ2c
ri
lengthq(`i)→ 0 (29)
where we have used (20), (|∇U |(p) ≤ 2c/ri if p ∈ A(2ri, ri/2)). Thus, the integral (26)
must be zero.
Let us assume now that µ > 0. In this case, the annuli A(2r, r/2) endowed with the
scaled metric qr converge in C
∞ to the flat annulus,
AR2(2, 1/2) = BR2(0, 2) \BR2(0, 1/2), q∞ = dρ2 + µ
2ρ2
pi2
dφ2, (30)
as r →∞, where (ρ, φ) are polar coordinates on R2 and BR2(0, R) is the Euclidean ball
of center 0 and radius R. (For the C∞ convergence use that the monotonicity of (27) to
µ > 0 implies that κqr = |∇U |2qr tends to zero and then use standard elliptic estimates
on the elliptic system on ∆qrU + 〈∇V,∇U〉qr = 0, ∆qrV + 〈∇V,∇V 〉qr = 0 together
with the a priori bound (21)). In particular, the Gaussian curvature κqr = r
2
i |∇U |2
restricted over the annuli A(2ri, ri/2) tends to zero as r →∞. Take now a sequence of
loops `i over annuli A(2ri, ri/2) and whose qri length is less or equal than, say, β > 0,
or equivalently length(`i)/ri ≤ β over the annuli. We can now estimate as follows,
|
∫
`i
Λ∇nUdl| ≤ Λ(max
`i
|∇U |)βri → 0, (31)
where to deduce the convergence to zero we have used that κqri = |∇U |2r2i → 0. Thus,
the integral (26) must again be zero.
In the paragraph below we use the discussion inside the previous proof to observe
that the integral of κ = |∇U |2 over the end of S is finite. Namely ∫
Ω
|∇U |2dA < ∞,
where Ω is the complement of any open and bounded set in S containing ∂S. This
estimate will be used when proving in Proposition 9 the Kasner form of U and V in
Weyl coordinates.
According to the discussion of the last Proposition 6, the asymptotic of the manifolds
(S; q) depends on whether µ = 0 or µ > 0. Let ri = 2
i and consider the annuli
A(2ri, ri/2) endowed again with the scaled metric qri := q/r2i . If µ = 0 then, for large
i, the annuli (A(2ri, ri/2); qri) are thin cylinders collapsing (in the Gromov-Hausdorff
metric) to a segment as i → ∞, whereas if µ > 0 then they converge to a flat annulus
(as i→∞). In the later case, we can find loops `i in A(2ri, ri/2), dividing the annuli in
two, and whose qri -length tends to 2µ and whose mean curvature θi tends to one (the
limit loop is ρ = 1 in (30)). By Gauss-Bonnet, if we let Ω(`i0 , `i) be the finite closed
cylinder enclosed by `i0 and `i then,∫
Ω(`i0 ,`i)
κdA =
∫
`i
θidl −
∫
`i0
θi0dl (32)
Observe that the product θidl is scale invariant, so we can compute the integral
∫
`i
θidl,
using θi and dl with respect to qri that we know remain uniformly bounded as i→∞.
Then, as i→∞, the right hand side remains bounded. Thus κ, hence also |∇U |2, have
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finite integrals on the unbounded region of S\`i0 . The same holds when µ = 0 but a few
extra words must be said. Having in mind the formula (32) we need to select the loops
`i in such a way that
∫
`i
θidl remains uniformly bounded as i→∞. We can select the
`i such that the qri-length tends to zero, but so far we do not have control on the mean
curvature with respect to qri (the geometry is collapsing). One can however take finite
covers of the annuli (to have the injectivity radius bounded from above and from below
away from zero) converging in C∞ to a S1-symmetric data and then just take `i as loops
that lift to loops ˜`i converging to an S
1-symmetric loop of finite mean curvature. The
loops `i then have bounded mean curvature because they are just the mean curvatures
of the lifts. Hence, also in this case, the integral of |∇U |2 on the unbounded component
of S \ `i0 is bounded.
We will prove now that Λ tends to infinity over the end of S, namely, for any
divergent sequence pi →∞, we have Λ(pi)→∞.
Proposition 7. Let (S; q, U, V ) be the quotient of a static data set of M/KN type. Then
Λ→∞ at infinity.
Proof. Let ri = 2
i and consider the annuli A(2ri, ri/2) endowed with the scaled metric
qri = q/r
2
i . As explained earlier, the type of asymptotic of the manifolds (S; q) depends
on whether µ = 0 or µ > 0 but in either case for i large enough we can find loops `i
embedded in A(2ri, ri/2) and isotopic to ∂S, whose qri-lengths are uniformly bounded.
We will use such loops below.
Now, recall that on A(2ri, ri/2) we have |∇ ln Λ|qri ≤ c. Let pimax and pimin be the
points on `i where Λ achieves its max and min respectively, that is, Λ(p
i
max) = max`i{Λ}
and the same for min. Let α(t) be a curve parameterising the part of `i from p
i
min to
pimax. Then,
ln
(
max`i{Λ}
min`i{Λ}
)
= |
∫ t1
t0
〈∇ ln Λ, α′〉qridt| ≤
∫ t1
t0
|∇Λ|qri |α′|qridt ≤ cL. (33)
This is an important uniform bound that we will use below.
For any i < j denote by Ui,j the compact region enclosed by `i and `j . Now, if there
is a sequence jk →∞ as k →∞, for which min`jk {Λ} remains uniformly bounded, then
max`jk {Λ} remains uniformly bounded too by (33). Then, by the maximum principle
we have,
max
Uj0jk
{Λ} ≤ max{max
`j0
{Λ},max
`jk
{Λ}}, (34)
and thus we conclude that Λ remains uniformly bounded contradicting Proposition 6.
Hence, min`j{Λ} tends to infinity as j tends to infinity. Now, again by the maximum
principle we have,
max
Uj,j+1
{Λ} ≥ min{min
`j
{Λ},min
`j+1
{Λ}} →j→∞ ∞. (35)
Now, the concatenation of the regions Uj,j+1 covers S except a bounded region. Hence
we conclude from (35) that Λ→∞ at infinity.
The next proposition says that Λ can be taken as the standard Weyl coordinate ρ.
Proposition 8. Let (S; q, U, V ) be the quotient of a static data set of M/KN type. Then
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Λ can be chosen as a global harmonic coordinate and we can write,
q = e2φ(dρ2 + dz2), (36)
where we have changed notation to the usual ρ = Λ and where z is the (periodic of
period L) coordinate harmonically conjugated to ρ.
Proof. We know that Λ→∞ at infinity and that Λ|∂S = 0. Then, the pre-image of any
regular value of Λ (naturally greater than zero) is necessarily a finite set of circles. As
Λ is harmonic, the maximum principle implies that none of such circles can enclose a
disc. Hence, every circle is isotopic to ∂S. If there is more than one circle, then any two
of them must enclose an annulus which is again ruled out by the maximum principle.
Thus, the pre-image of any regular value of Λ is a circle isotopic to ∂S. Fix two regular
values Λ2 > Λ1 > 0. Let A12 be the annulus enclosed by Λ−1({Λ1}) and Λ−1({Λ2}).
We claim that there are no critical points of Λ in A12. To see this, observe that, as Λ
is harmonic and analytic, the critical points {ci} are isolated and of positive (integer)
index(2), and that, by Poincare´-Hopf, the sum of the index of the critical points in A12
must be zero. As this is valid for any Λ1 and Λ2, it follows that Λ does not have critical
points.
Make ρ := Λ. Now observe that, because ρ is harmonic, the one form ∗dρ (∗ is the
q-Hodge-star) is closed. Furthermore ∗dρ(∇iρ) = 0 (indeed ∗dρ(∇iρ) = ij∇iρ∇jρ = 0
where ij is antisymmetric). Thus, ∗dρ descends to a one form in the quotient manifold
of S by the integral curves of the gradient of ρ, which is a circle. Define thus z by
integrating dz = ∗dρ with the initial condition that z is identically zero at one fixed
integral curve.
In the coordinate (ρ, z), the equations for φ and U reduce to the Weyl equations,
Uρρ +
1
ρ
Uρ + Uzz = 0, (37)
φρ = ρ(U
2
ρ − U2z ), φz = 2ρUρUz. (38)
We will now study the asymptotic of the fields U and φ as ρ→∞, which of course
will have the Kasner form,
q = q0ρ
2u20(dρ2+dz2)+oe(ρ), U = U0+u0 ln ρ+oe(ρ), φ = φ0+u
2
0 ln ρ+oe(ρ). (39)
where q0, U0 and φ0 are real constants, and where |oe(ρ)| ≤ αe−βρ for some α > 0
and β > 0. The Kasner form could in principle be obtained by studying directly the
reduction of the S1-symmetric static data set of M/KN type that we are dealing with
and that, by its same definition, is assumed to have Kasner asymptotic. Interesting
enough however, the Kasner form of the asymptotic of U and φ will be deduced just
from the form (36) of q, from the Weyl equations, and from the fact that the integral
of |∇U |2 over the end of S is finite, as was discussed earlier. From these facts we will
obtain first a representation of U in series and from it we will read off the asymptotic
of U itself and of φ. This is the content of the next proposition.
(2)To see this argue as follows. Let z = x + iy be a complex coordinate around a critical point of Λ
(z = 0 at the critical point). Let Γ be a harmonic conjugate to Λ, so that f(z) = Λ + iΓ is analytic.
By Cauchy-Riemann dΓ|z=0 = 0, hence z = 0 is also a critical point of f . Then, near z = 0 we have
f(z) ∼ c1 + c2zm for some m ≥ 2. Moreover by Cauchy-Riemann we have ∂zf(z) = ∂xΛ + i∂xΓ =
∂xΛ − i∂yΛ. Thus, ∇Λ is directly identified to the conjugate of ∂zf(z) (as a vector field). Hence the
index at any critical point is always equal to the index of a field zn with n ≥ 1, hence positive.
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Proposition 9. Let (S; q, U, V ) be the quotient of a static data set of M/KN type. Then
the asymptotic of U and φ is Kasner.
Proof. We will work with the coordinates (ρ, z). Without loss of generality assume that
z ∈ [0, 2pi). To obtain the expression of U and φ when the range of z is not [0, 2pi)
rather [0, L), just make the transformations z → (L/2pi)z and ρ→ (L/2pi)ρ.
Separating variables, the solution to (37) is always expressible in series as,
U = U0 + u0 ln ρ+
∑
n∈Z\{0}
(unK0(nρ) + vnI0(nρ))e
niz, (40)
where un = u
∗
−n, vn = v
∗
−n for each n and where I0(x) and K0(x) are the modified Bessel
functions of first and second kind respectively(3). These functions have the asymptotic
K0(x) ≈
√
pi
2
e−x√
x
, I0(x) ≈ 1√
2pi
ex√
x
. (41)
If we show that vn = 0 for all n then a direct computation using (38) and the standard
properties of the modified Bessel functions brings
φ− φ0 =u20 ln ρ+ 2
∑
n∈Z\{0}
u0unK0(nρ)e
inz (42)
−
∑
n,m∈Z\{0}
unum
nm
n+m
ρ
(
K0(mρ)K1(nρ) +K0(nρ)K1(mρ)
)
ei(n+m)z (43)
Hence, if vn = 0 for all n then the static end converges exponentially in ρ to the Kasner
solution
q = q0ρ
2u20(dρ2 + dz2), U = U0 + u0 ln ρ, φ = φ0 + u
2
0 ln ρ (44)
We show now that indeed vn = 0 for all n.
Let A01 = {(ρ, z) : ρ0 ≤ ρ ≤ ρ1}. Now observe that∫
A01
Uρe
inz dρdz = 2pi(unK0(nρ) + vnI0(nρ))
∣∣∣∣ρ1
ρ0
(45)
Now, if vn 6= 0, then we can use the asymptotic expansion (41) and deduce that the
integral in the left hand side has exponential growth in ρ1. On the other hand, as shown
earlier, ends have bounded total curvature, therefore as κ = |∇U |2 we get,∫
ρ≥ρ1
U2ρ dρdz <∞ (46)
(use that κ = |∇U |2 and that the expression |∇U |2dA is conformal invariant). Next
use Cauchy-Schwarz to get
∣∣ ∫
A01
Uρe
inz dρdz
∣∣ ≤ ( ∫
A01
U2ρ dρdz
)1/2
(2pi(ρ1 − ρ0)
)1/2
(47)
But the left hand side grows faster than the right hand side and we reach a contradiction.
Hence vn = 0 for all n.
Let’s recall what we have so far. The function U(ρ, z) is smooth on the quotient
(3)I0(x) and K0(x) are linearly independent solutions of the ODE, x2y′′ + xy′ − x2y = 0.
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manifold S1L×R+, where z is the coordinate of the factor S1L (a circle of length L) and ρ is
the coordinate of the factor R+, and satisfies Uzz+Uρρ+ρ−1Uρ = 0. Let pi : Σ→ S1L×R+0
be the projection. Then the projection of the horizons components, pi(H1), . . . , pi(Hh),
are h disjoint closed segment on S1L × {0} of z-lengths L1, . . . , Lh respectively (i.e. if
pi(Hi) = {(z, 0) : z−i ≤ z ≤ z+i }, then Li = z+i −z−i ). To prove Theorem 2, it remains to
show that U is actually equal to the M/KN potential Upi(H1),...,pi(Hh) up to a constant.
We will show that in what follows. Recall from the introduction that Upi(H1),...,pi(Hh) is
the sum of the potentials Upi(Hi),
Upi(H1),...,pi(Hh) =
h∑
i=1
Upi(Hi). (48)
To simplify notation let us make Upi(H1),...,pi(Hh) = U˜ . We will show that,
w = U − U˜ , (49)
is actually a constant function. To achieve that we will use an integral identity and the
behaviour of w near the segments pi(H1), . . . , pi(Hh) and near infinity. Let us prove this
finishing thus the proof of Theorem 2.
First, as w satisfies wzz +wρρ+ρ
−1wρ = 0, then div(wρdw) = ρ|dw|2 = ρ(w2z +w2ρ).
Integrating using Gauss’s theorem we obtain the integral identity,∫
ρ0≤ρ≤ρ1
ρ(w2z + w
2
ρ)dzdρ =
∫
ρ=ρ1
ρwwρdz −
∫
ρ=ρ0
ρwwρdz (50)
for any 0 < ρ0 < ρ1. We will show that the boundary terms on the right hand side tend
to zero as ρ0 → 0 and ρ1 →∞, thus proving that w is constant.
We treat first the case ρ1 →∞ and then we treat the case ρ0 → 0.
Case ρ1 → ∞. We begin recalling that U and U˜ have the following expansions as
ρ→∞,
U = U0 + u0 ln ρ+ o(1/ρ
2), Uρ =
u0
ρ
+ o(1/ρ3), (51)
U˜ = U˜0 + u˜0 ln ρ+ o(1/ρ
2), U˜ρ =
u˜0
ρ
+ o(1/ρ3). (52)
(we know that the decay in the o’s is faster indeed but that won’t be needed). Thus, if
u0 = u˜0, then w = w0 + o(1/ρ
2) and wρ = o(1/ρ
3). It follows that ρwwρ = o(1/ρ
2) so,∫
ρ=ρ1
ρwwρdz → 0 (53)
as ρ1 →∞. We will prove that indeed,
u0 = u˜0 =
L1 + . . .+ Lh
L
< 1 (54)
We will do so by showing that the integrals,∫
ρ=ρ0
ρUρdz,
∫
ρ=ρ0
ρU˜ρdz, (55)
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that we know do not depend on ρ0, are both equal to L1 + . . . + Lh. Let us begin
calculating the first integral. To start we note that ρ has the expression, ρ = |∂ϕ|geU ,
and that the factor |∂ϕ|g is a smooth non-singular function on the three-manifold Σ.
Then, around any point (0, z0) on a horizon component pi(Hi) except the pole points,
(i.e. if pi(Hi) = {z−i ≤ z ≤ z+i } then z−i < z0 < z+i ), we have the expansion,
U = ln ρ+O(ρ, z), ∂ρU =
1
ρ
+O(ρ, z). (56)
As we will see now, these expansions allow us to show that the first integral of (55)
takes indeed the value L1 + . . .+ Lh. We already know that the integral is equal to,
j=h∑
j=1
∫
Hj
∇nNdA, (57)
where in this expression each summand can be obviously calculated as,
lim
→0
∫
Hj
∇nNdA, (58)
where Hj = pi−1({(0, z) : z−j +  < z < z+j − }) is the horizon minus small discs at the
poles. The advantage of doing that is that now we can write without risk,∫
Hj
∇nNdA = lim
ρ0→0
∫
z−j +<z<z
+
j −
ρ0Uρ(ρ0, z)dz = z
+
j − z−j − 2, (59)
where to obtain the limit as ρ0 → 0 we have used the expansions (56). Plugging this
back into (58) and taking the limit  → 0, and then plugging the result into (57) we
obtain, ∫
ρ=ρ0
ρUρdz = L1 + . . .+ Lh, (60)
as wished. The calculation of the second integral in (55) is done in exactly in the same
fashion, except that now we work separately over each M/KN data set constructed out
of each potential Upi(Hi) to show that
∫
ρ=ρ0
ρUpi(Hi),ρdz = Li and hence that the second
integral in (55) is equal to L1 + . . .+ Lh.
Case ρ0 → 0. Calculating the integral in this case is in a sense simpler, except for
the integral near the poles that has to be properly justified. Let  > 0 be sufficiently
small. Let Z be the set of z ∈ S1L such that, the distance to any end point of the
intervals pi(Hi) is larger than . Let H be the set of those points of Z lying in pi(H),
and let A be the set of those points of Z not lying in pi(H). Then, we can write,∫
ρ=ρ0
ρwwρdz =
∫
ρ=ρ0,z∈H
ρwwρdz +
∫
ρ=ρ0,z∈A
ρwwρdz + (61)∫
ρ=ρ0,z∈(H∪A)c
ρwwρdz (62)
We fix  > 0 small and let ρ0 → 0. Let us explain the limit of each of the three integrals
on the right. On points over the horizon that are not the poles, both, U and U˜ , have
the same expansion (56), so w = O(ρ, z) and wρ = O(ρ, z). Hence the first integral on
the right hand side tends to zero. On points over the axis both U and U˜ are smooth and
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thus w and wρ are also smooth. Hence the limit of the second integral on the right hand
side is zero too. For the third integral, that is (62), we show below that for  small ρwwρ
remains bounded as ρ0 → 0 (the bound does not depend on , indeed tends to zero as
 tends to zero). Hence, the third integral remains bounded by C es ρ0 → 0. Together
with the other two limits explained earlier, we obtain that the limsup as ρ0 → 0 of the
integral, ∫
ρ=ρ0
ρwwρdz, (63)
is less or equal than C, for all  > 0 small. Hence the limit is indeed zero as wished.
To finish, let us show that ρwwρ on the integrand of (62) remains bounded. The
key is to change coordinates around each of the poles (assume z = 0 at the given pole)
from the harmonic coordinates (ρ, z) to the harmonic coordinates u ≥ 0, v ≥ 0, defined
by (v2 − u2)/2 = z, uv = ρ. Near the pole, the axis is {u = 0, v ≥ 0} while the horizon
is {v = 0, u ≥ 0}. The coordinates (u, v) are correlated with normal coordinates on
Σ. Indeed, let p ∈ ∂Σ be the pole. Let γ(s) : [0, µ] → Σ, (µ small), be a geodesic
parameterised by arc-length s and tangent to ∂Σ at p = γ(0). From each γ(s) let
δs(t) : [0, ν] → Σ be a geodesic perpendicular to ∂Σ at δs(0) = γ(s). In this way
(s, t) ∈ [0, µ] × [0, ν] are normal smooth coordinates around the pole p. Near the pole,
the axis is {s = 0, t ≥ 0} while the horizon is {t = 0, s ≥ 0}. The change of variables
(s, t) → (u, v) is smooth. Thus, the lapse functions N = eU , which is smooth as a
function of (s, t), is also smooth as a function of (u, v), and therefore has a expansion,
N = cv + p(u, v), (64)
where c is a positive constant, p is smooth, and furthermore p(u, 0) = 0, ∂vp(u, 0) = 0.
Similarly(4), N˜ = eU˜ is a smooth function of (u, v), has a expansion N˜ = c˜v + p˜(u, v)
and p˜(u, 0) = 0, ∂vp˜(u, 0) = 0. Hence, using Taylor expansions, we can factor out p
and p˜ as p(u, v) = v2q(u, v) and p˜(u, v) = v2q˜(u, v) with q and q¯ smooth. Thus, near
the pole we have U = ln c + ln v + ln(1 + vq) and U˜ = ln c˜ + ln v + ln(1 + vq˜). Hence
w = ln c/c˜+ln(1+vq/c)/(1+vq˜/c˜) is smooth near the pole and is zero at it. Furthermore
a simple calculation gives,
ρ∂ρw = u
(
v2
u2 + v2
)
∂uw + v
(
u2
u2 + v2
)
∂vw (65)
As w is smooth and the two factors in parenthesis are bounded by one we deduce that
ρwwρ = wρwρ is also bounded.
This finishes proving that U differs from U˜ by a constant, completing the proof of
the Theorem 2.
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