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文の構成は第 2章で研究背景、第 3章にて関連研究について述べる．続いて第 4章ではHOG
特徴量についての説明を行い、第 5 章で特徴量の機械学習について述べる．そして第 6 章
では従来の HOG に付加する色特徴の説明を行い、第 7 章にて提案手法の実装について述べ


















































































図 3.3 Haar-like 特徴を用いた人物シルエット検出と三次元位置推定[28][30] 
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３．１．２ SIFT 特徴 








図 3.4 SIFT による道路標識検出[9] 
 
３．１．３ Color Coherence Vector[12] 















図 3.6 ピクセル状態分析[7] 
 
３．１．５ HOG 特徴[1] 
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図 3.8 サポートベクターマシン[11] 
 
３．２．１ Adaboost 分類器 
 それほど検出精度の高くない単純な分類器を集めてその重み付投票によって分類結果を








 第 3 章にて HOG の説明を他の特徴量と比較することで行ったが、ここではさらに具体的




























４．２ HOG 特徴量の算出 

































































図 4.3 ヒストグラム算出 
 
４．２．５ ヒストグラムのブロック正規化 
 3 セル×３セルの領域をブロック領域と呼ぶ．このブロック領域には 9 個のヒストグラム
が存在する．この 9 個のヒストグラムを用いて各セルのヒストグラムを正規化する．この
正規化によって HOG 特徴量は照明変化に頑健な特徴量となる．正規化を行うブロック領域
は 1 セルずつスライドさせ、各セルは複数回正規化が行われる． 
  
図 4.4 ブロック正規化 
 
４．３ HOG 特徴量の次元数 















































( )( ) vbbchbcwV 21/1/ +−+−=  
 
例として、本研究で用いる 30×60 ピクセルの画像に 9 次元のヒストグラムで、セルサイ





第 3 章にて Adaboost 分類器の説明を他の特徴量と比較することで行ったが、ここではさ
らに具体的に Adaboost 分類器について述べる． 
 
５．１ Adaboost 型分類器 
 それほど検出精度の高くない単純な分類器を集めてその重み付投票によって分類結果を
決定する分類器を Adaboost 型分類器と呼ぶ．Adaboost 型分類器で用いられる、それほど
検出精度の高くない分類器を弱識別器と呼ぶ． 
 
５．２ Adaboost 型分類器の機械学習 
 以下に AdaBoost 学習アルゴリズムを示す． 
学習サンプル ( ) ( )nn yxyx ,,,, 11 K を与える． iy は 0,1 で正例、負例を表す． 














②、各弱識別器 jh の、学習サンプルに対するエラー率 je を算出する 
 








































































弱識別器では 0.4~0.5 程のエラーレートになる傾向がある． 
 
５．３ カスケード 
 実際の検出においては、検出対象の多くは背景などで negative に分類される．従って、
効果的な少ない特徴量で negative の検出をより早い段階で得ることができれば、検出速度
は大幅に向上する．そこで、いくつかの識別器で図１のようなカスケードを作成し、いず
れかのステージで negative が検出されれば、false を返す検出器を構築する． 
 
  



























６．１．１ HOG + Adaboost 
予備実験として、HOG のみを用いて Adaboost 型分類器の学習パラメータを変化させた
際の検出率の変化を調査した．弱識別器には二分木を用い、一つあたりの弱識別器で用い
る特徴量数、最終的な分類器で用いる弱識別器数を変化させながら検出精度を算出し、比





























ある．従って、弱識別器数 70 個、特徴数３つを最適値として今後の学習で利用する． 
 













図 6.2 提案手法と付加色特徴量の算出手順 
 
６．３．１ HSV 画像への変換 
まず、入力画像を HSV 表色系による画像へ変換する．HSV 表色系では Hue(色相)、
Saturation(彩度)、(明度)で色を表す． 
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図 6.3 HSV 色空間[14] 
 
６．３．２ 色特徴の算出 
 HOG 特徴の算出とは別に以下の手順で色特徴量を算出する． 
 
６．３．２．１ セル領域分割 






ラムを作成する．このヒストグラムは HOG と同様 9 次元ベクトルとして表される． 
 
６．３．２．３ ヒストグラムのブロック正規化 
 3 セル×３セルの領域をブロック領域と呼ぶ．このブロック領域には 9 個のヒストグラム
が存在する．この 9 個のヒストグラムを用いて各セルのヒストグラムを正規化する．この
正規化によって HOG 特徴量と同様に照明変化に頑健な特徴量となる．正規化を行うブロッ






御する．重み付け処理によって得られる特徴量ベクトル X は、HOG 特徴量をH、色特徴
をC、スケール係数を tとおいたとき、以下のように求められる． 
 













( )( ) vbbchbcwV 21/1/ +−+−=  
 
本研究で用いる 30×60 ピクセルの画像に 9 次元のヒストグラムで、セルサイズ 5 ピクセ
ル、ブロックサイズを 3 セルとして HOG を算出すると、HOG と同次元の 3240 次元とな











 HOG の算出、色特徴の算出プログラムを C++で実装した．学習用処理、検出用処理に用
いる Adaboost の実装、並びに基本的な画像処理には OpenCV[10]を用いた．OpenCV はコ
ンピュータビジョン向けのオープンソースの画像処理ライブラリである．OpenCV の



















































 実験に用いる人物全身像画像として、INRIA Person Dataset を利用した． 
 
８．２．１ 実験画像データの正規化 












ジェクトのラベル、オブジェクトの中心点座標、オブジェクトを囲う Bounding box などの
データが記述されている．同ファイル中の Image filename で与えられた画像ファイル一つ
につき、一つのアノテーションファイルが対応している．以下に示す例は図 8.1 の画像に対
応するアノテーションファイルである．Objects with ground truth に記された数だけ、人
物のデータが記録されている．各人物のデータは Details for object X 以降に記載されてい
る．Center point on object X に人物の頭部位置の画像座標が記録されており、Bounding 
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box for object X に、人物を囲う矩形領域の始点座標、終点座標が記載されている．実際に
この頭部位置と人物矩形領域を画像上に重畳したものを図 8.2 に示す． 
 
# PASCAL Annotation Version 1.00 
 
Image filename : "Train/pos/person_202.png" 
Image size (X x Y x C) : 640 x 480 x 3 
Database : "The INRIA Rh  e-Alpes Annotated Person Database" 
Objects with ground truth : 5 { "PASperson" "PASperson" "PASperson" "PASperson" "PASperson" } 
 
# Note that there might be other objects in the image 
# for which ground truth data has not been provided. 
 
# Top left pixel co-ordinates : (0, 0) 
 
# Details for object 1 ("PASperson") 
# Center point -- not available in other PASCAL databases -- refers 
# to person head center 
Original label for object 1 "PASperson" : "UprightPerson" 
Center point on object 1 "PASperson" (X, Y) : (243, 130) 
Bounding box for object 1 "PASperson" (Xmin, Ymin) - (Xmax, Ymax) : (201, 110) - (276, 376) 
 
# Details for object 2 ("PASperson") 
# Center point -- not available in other PASCAL databases -- refers 
# to person head center 
Original label for object 2 "PASperson" : "UprightPerson" 
Center point on object 2 "PASperson" (X, Y) : (458, 180) 
Bounding box for object 2 "PASperson" (Xmin, Ymin) - (Xmax, Ymax) : (431, 150) - (508, 371) 
 
# Details for object 3 ("PASperson") 
# Center point -- not available in other PASCAL databases -- refers 
# to person head center 
Original label for object 3 "PASperson" : "UprightPerson" 
Center point on object 3 "PASperson" (X, Y) : (380, 127) 
Bounding box for object 3 "PASperson" (Xmin, Ymin) - (Xmax, Ymax) : (354, 106) - (405, 269) 
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# Details for object 4 ("PASperson") 
# Center point -- not available in other PASCAL databases -- refers 
# to person head center 
Original label for object 4 "PASperson" : "UprightPerson" 
Center point on object 4 "PASperson" (X, Y) : (564, 124) 
Bounding box for object 4 "PASperson" (Xmin, Ymin) - (Xmax, Ymax) : (539, 108) - (594, 255) 
 
# Details for object 5 ("PASperson") 
# Center point -- not available in other PASCAL databases -- refers 
# to person head center 
Original label for object 5 "PASperson" : "UprightPerson" 
Center point on object 5 "PASperson" (X, Y) : (294, 129) 
Bounding box for object 5 "PASperson" (Xmin, Ymin) - (Xmax, Ymax) : (275, 115) - (313, 240) 
 
  








① 頭部座標が Bounding Box の中心に来る様に、領域の幅を拡張し、必要であれば位置を
調整する． 
② 頭部座標が領域の高さ×0.112731 の位置に来るように、領域の高さを拡張し、必要であ
れば x 方向の補正と同様に位置を調整する． 
③ 領域の縦横比が 1:2 になるように幅、あるいは高さを拡張する． 
④ 画像領域外まで Bounding Box が拡張されてしまった場合には、トリミング先の ROI
も縮小して、位置が狂わないようにしてコピーする． 
⑤ 30×60 ピクセルの画像にバイリニアでリサイズする． 
なお、②の 0.112731 という数値は全サンプルの平均中心点位置から数値を算出した．実際




ある．こちらも INRIA Person Dataset より、図 8.3 に示すような人物の映っていない画像
を用いて学習、検出サンプルを生成した．負例用画像にはアノテーションファイルが付与
されていないため、画像をランダムな領域でトリミングし、正例の人物画像と同様、30×
60 ピクセルの画像にリサイズした．実際に作成された画像を図 8.5 に示す． 
 
  
図 8.3 INRIA Person Dataset 
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図 8.4 人物全身像画像例 
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８．２．３ Negative データ 
















































































図 9.4 分類器中で重みの高い HOG セル領域 
 
  










図 9.6 学習済み分類器の分析結果 
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図 9.8 HOG のみを用いた場合の誤検出画像 
 
  
図 9.9 HOG のみを用いた場合の検出漏れ画像 
 
  
図 9.10 HOG と色特徴を組み合わせた場合の誤検出画像 
 
  






図 9.12 色特徴と組み合わせても誤検出してしまった画像 
 
  
図 9.13 色特徴と組み合わせて誤検出が解消された画像 
 
  




図 9.15 色特徴と組み合わせることで検出漏れを改善した画像 
 
 
図 9.16 色特徴と組み合わせることで検出漏れを改善した画像 
 
 





































































９．２．６ HOG との相関を利用した検出実験 






















 本研究では人物全身像検出において、形状を表す HOG 特徴量に、局所的色情報を付加す
る、付加色特徴を組み合わせて人物全身像検出を行う手法の提案を行った．また本提案の
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