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61. Introduction
An important example from mathematical physics in 1-D is the wave model. After introducing
the notation Dν = −i∂ν the Cauchy problem for the wave equation is given in the form
D2t u−D2xu = 0,
u(0, x) = u0(x), Dtu(0, x) = u1(x).
(1.0.1)
Important is the question of existence and uniqueness of solutions for such Cauchy problems.
Uniqueness can be obtained through the domain of dependence inequality. The existence will
be considered in the scale of Sobolev spaces. In the case of the wave this means for u0 ∈ Hs(R)
and u1 ∈ Hs−1(R) we get a solution u ∈ C([0, T ], Hs(R)) ∩ C1([0, T ], Hs−1(R)). Also important
for the wave equation is the notion of the energy which is defined in the following way:
E(u)(t) =
1
2
(‖Dtu(t, ·)‖2L2 + ‖ux(t, ·)‖2L2). (1.0.2)
Here the first term ‖Dtu(t, ·)‖L2 describes the kinetic energy and the second term ‖ux(t, ·)‖L2
describes the elastic energy. Our goal is to understand regularity results for the Cauchy problem.
Energy estimates can be used to prove regularity results for Cauchy problems.
1.1. Well-known effects for the wave equation
From the literature we know that the study of the wave equation with variable coefficients brings
many new difficulties.
Global regularity of the coefficient: (strictly hyperbolic problems)
The first difficulty is the influence of the regularity of the coefficient on the solvability of the Cauchy
problem. In [CS89] the authors could prove that for a time dependent coefficient a = a(t) ≥
C > 0 the strictly hyperbolic Cauchy problem
D2t u− a(t)D2xu = 0,
u(0, x) = u0(x), Dtu(0, x) = u1(x)
(1.1.1)
can be ill-posed if the coefficient is not smooth enough. They considered two C∞ data u0, u1 and
supposed Hölder regularity a ∈ C0,α(R) for α < 1. Then the Cauchy problem has no solution
u in C2([−r, r],D′(]x¯ − r, x¯ + r[)) for any x¯ ∈ R and r > 0. On the other hand in the papers
[Hör63] and [Miz73] the authors could prove that Cauchy problem (1.1.1) is C∞ well-posed if
the coefficient a is Lipschitz continuous. More precisely it was shown that for initial data u0 ∈ Hs
and u1 ∈ Hs−1 we have a unique solution
u ∈ C([0, T ], Hs(R)) ∩ C1([0, T ], Hs−1(R))
for s ≥ 1. This property is called Hs well-posedness without any loss of regularity, because with
respect to x the datum u0 and the solution u(t, ·) and the datum u1 and Dtu(t, ·) belong to the
same Sobolev space.
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Local irregular behavior of the coefficient: (strictly hyperbolic problems)
Regularity of the coefficients is not the only difficulty we have to consider. The author of [Hir03b]
considered a coefficient a = a(t) in C∞(0,∞) and still could prove ill-posedness of the strictly
hyperbolic Cauchy problem. He considered a Cauchy problem with an oscillating coefficient
given in the following way:
D2t u− (2 + sin((log(1t ))γ+1))2D2xu = 0,
u(0, x) = u0(x), Dtu(0, x) = u1(x).
(1.1.2)
For γ > 1 and initial data u0(x), u1(x) in C∞0 (R) there exists no solution u(t, x) in C1([0, T ],D′(R)).
So in order to get well-posedness of the Cauchy problem in Sobolev spaces we have to control
the oscillations of the coefficient.
One way to get results for well-posedness is to claim that the oscillating coefficient is twice
differentiable on the interval (0, T ] and to control this coefficient itself and the derivatives. This
approach is called C2-theory. In the papers [CDSR03], [CL95] and [Hir03a] the authors give a
classification of oscillations. They consider the strictly hyperbolic Cauchy problem (1.1.1) under
the following assumptions:
∣∣Dlta(t)∣∣ ≤ Cl (1t
(
log
1
t
)γ)l
, l = 0, 1, 2, (1.1.3)
for t→ 0. Different classes of oscillations are explained by the exponent γ. We say the oscillations
of a = a(t) are very slow, slow or fast if γ = 0, 0 < γ < 1 or γ = 1 respectively. If a = a(t) does
not satisfy (1.1.3) for γ = 1 we say a = a(t) has very fast oscillations. Linked to this classification
is an effect which is called the Log effect. It describes the influence of γ on the loss of regularity.
This loss is determined by the difference of regularity of the initial data u0 and u1 to the solution
u(t, ·) and its derivative Dtu(t, ·), respectively. For very slow, slow and fast oscillations we have no
loss, at most an arbitrary small loss and at most a finite loss respectively. For very fast oscillations
we get an infinite loss of derivatives and consequently the problem (1.1.2) is for γ > 1 not H∞
or C∞ well-posed.
We have a different situation if we only control the first derivative. This is called C1-theory. Here
we don’t introduce any classification of oscillations.
Degeneracy of the coefficient: (weakly hyperbolic problems)
The last difficulty we want to explain for the wave equation (1.1.1) is a degeneracy. Degeneracy
means that the coefficient vanishes at a time t = t0. So the Cauchy problem becomes weakly
hyperbolic. For simplicity we will consider a degeneracy at time t0 = 0. Furthermore we want to
include terms of lower order into our wave models. We have to dominate these lower order terms
in a suitable way by the principle part of the operator. The condition used for the domination
is called Levi condition. See [IP74], [Yag97] and [HR06] for details. For the weakly hyperbolic
Cauchy problem the difference of regularity of u0 and the solution u(t, ·) is important for the
identification of the type of loss of regularity. The difference of regularity of u1 and Dtu(t, ·) is
not important for this classification. In general we have a loss of regularity.
In [TT80] the authors considered a so called finite degeneracy which is described by a polynomial
asymptote of the coefficient a = a(t) near t = 0. They considered the Cauchy problem
D2t u− t2lD2xu+ iatl−1Dxu = 0,
u(0, x) = u0(x), Dtu(0, x) = u1(x),
(1.1.4)
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for a ∈ R. They could prove the Hs well-posedness of Cauchy problem (1.1.4) for s ∈ R. For
the loss of regularity they observed that there is no loss for |a| ≤ l and that there is a finite loss
depending on |a| for |a| > l. Another important thing which is explained in this paper is the
difference of regularity of the data. In order to get Hs well-posedness the authors had to choose
u1(x) very carefully. If the difference of Sobolev regularity of u0 and u1 is 1 they cannot observe
Hs well-posedness without a loss of regularity for any a ∈ R. It is important that the difference
is smaller. They had to choose u0(x) in Hs(R) and u1(x) in Hs−1/(l+1)(R) to get the result from
above. We want to point out that this is related to the wave case, because for a = l = 0 we get
the well known result for the wave equation.
We get a similar result for a model equation with an infinite degeneracy introduced by Alek-
sandryan in [Ale84]. He considered the Cauchy problem
D2t u−
(
1
t2
exp
(−1t ))2D2xu+ ia 1t4 exp (−1t )Dxu = 0,
u(0, x) = u0(x), Dtu(0, x) = u1(x),
(1.1.5)
for a ∈ R. In the paper [LR09b] the authors prove that the problem is Hs well-posed. For |a| < 1
there is no loss of regularity. This means u0 and the solution u(t, ·) have the same Sobolev reg-
ularity with respect to x. For |a| ≥ 1 we get a finite loss depending on the constant a. To prove
this result the difference of Sobolev regularity of the data is important. As introduced by Alek-
sandryan the difference should be log〈Dx〉 such that u0(x) ∈ Hs(R) and u1(x) ∈ log〈Dx〉Hs(R).
A definition of Sobolev spaces is given in the Appendix B.1.
For our considerations we will use a function λ = λ(t) describing the degeneracy. It is called
shape function and we set a(t) := λ2(t) in relation to our model equation (1.1.1). For the finite
degeneracy the shape function is for example λ(t) = tl and for the infinite degeneracy it is for
instance λ(t) = 1
t2
exp
(−1t ).
Coupling of degeneracy and oscillations: (weakly hyperbolic problems)
Now we can combine the effects of degeneracy and oscillation. An important paper about the
coupling of both effects is [Tar95]. The author considered the Cauchy problem
D2t u− exp
(− 2tα ) b2 (1t )D2xu = 0,
u(0, x) = u0(x), Dtu(0, x) = u1(x).
(1.1.6)
The Cauchy problem has an infinite degeneracy. It is described by the shape function λ(t) =
exp
(− 1tα ). The oscillating behavior is described by b. For α ≥ 12 the author proved H∞ and C∞
well-posedness. On the other hand the author could prove H∞ ill-posedness for α < 12 and a
positive, non-constant, smooth and oscillating b = b(s). He introduced the idea to apply Floquet
theory to prove H∞ ill-posedness of a hyperbolic Cauchy problem.
Let us explain the influence of α and the connection to assumption (1.1.3) for the oscillating
coefficient, see also [Yag97]. For Cauchy problem (1.1.2) the shape function can be considered
as λ(t) ≡ 1. Now we introduce the notation Λ(t) :=
t∫
0
λ(s)ds for a primitive of λ(t). With these
notations we can rewrite assumption (1.1.3) in the following way:
∣∣Dltb(t)∣∣ ≤ Cl (λ(t)Λ(t)
(
log
1
Λ(t)
)γ)l
, l = 0, 1, 2. (1.1.7)
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For Cauchy problems with a coupling of degeneracy and oscillations assumption (1.1.7) is used
to prove H∞ well-posedness with the same classification for γ as in the local irregular case. If
we now consider the shape function of (1.1.6) assumption (1.1.7) rewrites to
∣∣Dltb(t)∣∣ ≤ Cl ( 1t(1+γ)α+1
)l
, l = 0, 1, 2. (1.1.8)
On the other hand we have ∣∣Dltb(t)∣∣ ≤ C 1t2l .
We already stated that γ = 1 is critical for the H∞ well-posedness in the oscillating case. For
γ = 1 assumption (1.1.8) is only satisfied if α ≥ 12 . So H∞ well-posedness is given for α ≥ 12 .
By now the influence of the coupling of degeneracy and oscillations for the solvability of the wave
type Cauchy problem is understood very well. An overview of the state of the art of results for
the C2-theory of hyperbolic Cauchy problems with degeneracy and oscillations can be found in
[LR09a].
1.2. Effects for the p-evolution equation
We can generalize the wave equation in a way which keeps the dispersive character of the
Cauchy problem. Petrowsky introduced in his paper [Pet38] p-evolution operators. For p = 1
we obtain 1-evolution operators. These are hyperbolic operators. The Cauchy problem for a
p-evolution operator is defined in the following way:
Dltu−
∑
j + kp ≤ l
j < l
aj,k(t, x)D
k
xD
j
tu = 0,
Dmt u(0, x) = um(x), for m = 0, ..., l − 1 and l ≥ 2.
(1.2.1)
Now we can consider the characteristic roots t = t(t, x, ξ) in the sense of Petrowsky of a p-
evolution operator. They are the solutions of
τ̂ l −
∑
j + kp = l
j < l
aj,k(t, x)ξ
kτ̂ j = 0. (1.2.2)
From the Lax-Mizohata theorem we know that it is necessary for the H∞ well-posedness that
those characteristic roots τk(t, x, ξ), k = 1, ..., l are real.
Another special case of (1.2.1) we get with the aid of Schrödinger operators. We introduce the
notation for a Schrödinger operator
S± := Dt ±
√
a4(t)D
2
x ±
a3(t, x)
2a4(t)
Dx
and get the following representation for a 2-evolution operator with second order in Dt:
D2t u− a4(t)D4xu− a3(t, x)D3xu = S−S+u+Ru (1.2.3)
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with a remainder R of lower order. We get a 2-evolution operator of lth order in Dt with a
product of l Schrödinger operators. So we see that we can generalize results for the Cauchy
problem of a Schrödinger operator given by
Dtu− a2(t)D2xu− a1(t, x)Dxu = 0,
u(0, x) = u0(x)
(1.2.4)
to results for 2-evolution as well as p-evolution Cauchy problems. In [KB95] it was shown that in
order to prove H∞ well-posedness for (1.2.4) a decay in x of a1(t, x) is necessary if a1(t, x) is
complex-valued. Thereby the decay condition is for the imaginary part. From this we can follow
that we need a decay for the imaginary part of a3(t, x) to get H∞ well-posedness for the Cauchy
problem
D2t u− a4(t)D4xu− a3(t, x)D3xu = 0,
u(0, x) = u0(x), Dtu(0, x) = u1(x).
(1.2.5)
1.3. Problems for the p-evolution equation
In this thesis we will develop a theory for the p-evolution Cauchy problem (1.2.1) with a de-
generacy in t = 0. In Section 2 we start with C1-theory for the general Cauchy problem. We
consider the pure time-dependent case and prove a well-posedness result in H∞. At the end
we explain this result and give some examples. In the next section we generalize the theory to
the problem with coefficients also depending on the spatial variable. Therefore we will introduce
a modified pseudo-differential calculus. Here we also consider the already introduced Cauchy
problem (1.2.5) and needed decay conditions for the H∞ well-posedness. Section 3 ends with a
few words about the optimality of the results up to this point. In Section 4 we want to motivate the
C2-approach. So we introduce two model cases. We will apply the theory of special functions
to those two model cases and get sharp results for the solutions of the related Cauchy prob-
lems. Here we can feel first effects which we will generalize in Section 5 for the time-dependent
p-evolution operator with second order in Dt. In this section we also consider the effects of cou-
pling of degeneracy and oscillations. Section 6 is devoted to optimality for the C2-theory. For
each of the coefficient functions describing the shape function, the oscillating behavior or other
terms we want to prove that our choice of assumptions is sharp. To do so we use tools such as
the theory of special functions, Floquet theory and instability argument. In the final section we
discuss open problems and explain some perspectives.
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2. C1-theory for general p-evolution models
with time-dependent coefficients
Our first goal is a general statement about the H∞ well-posedness of Cauchy problem (1.2.1).
To get H∞ well-posedness it is sufficient to consider C1-theory. For simplicity we want to restrict
ourselves to the pure time-dependent case at first. In Section 3 the spatial variable will be
included in several ways.
To get a well-posedness result we introduce assumptions for the coefficients and their first deriva-
tives. As mentioned in Section 1.2 we would need a decay in x for some imaginary parts of
coefficients. So, due to the pure time-dependence, we consider real coefficients only. Consider-
ing complex coefficients will also be a part of Section 3.
2.1. General time-dependent p-evolution model
In this section we want to consider a p-evolution Cauchy problem with coefficients depending on
time only
Dltu−
∑
j+ k
p
≤l
j<l
aj,k(t)D
k
xD
j
tu = 0,
Dmt u(0, x) = um(x), for m = 0, ..., l − 1 and l ≥ 2.
(2.1.1)
The coefficients aj,k with l − 1 < j + kp ≤ l are real. Different parts of the p-evolution operator
have different influences on the behavior of the operator. Therefore we introduce the following
notations for a better understanding.
The principal part in the sense of Petrowsky of the p-evolution operator of (2.1.1) is given by
Dlt −
∑
j+ k
p
=l
j<l
aj,k(t)D
k
xD
j
t .
(2.1.2)
The extended principal part of (2.1.1) is given by
Dlt −
∑
l−1<j+ k
p
≤l
j<l
aj,k(t)D
k
xD
j
t
(2.1.3)
and finally the terms of lower order of (2.1.1) are given by
− ∑
j+ k
p
≤l−1
aj,k(t)D
k
xD
j
t . (2.1.4)
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Furthermore the terms of Levi size of (2.1.1) are given by
− ∑
j≤l−1
aj,(l−1−j)p(t)D
(l−1−j)p
x D
j
t . (2.1.5)
To get a feeling for this classification we make a list of all coefficients. We consider
a0,lp a0,lp−1 ... a0,(l−1)p+1 a0,(l−1)p a0,(l−1)p−1 ... a0,0
a1,(l−1)p a1,(l−1)p−1 ... a1,(l−2)p+1 a1,(l−2)p a1,(l−2)p−1 ... a1,
a2,(l−2)p
. . .
...
al−2,lp al−2,2p−1 ... al−2,p+1 al−2,p al−2,p−1 ... al−2,0
al−1,lp al−1,p−1 ... al−1,1 al−1,0
Petrowsky terms of
princ. part Levi size
extended principal part lower order terms
real coefficients complex coefficients
Remark 2.1.1. Our introduced notations coincide with those of [CHR08].
2.1.1. Theorem
In the following we want to discuss Hs well-posedness with an at most finite loss of regularity.
We pose assumptions for the coefficients of our Cauchy problem (2.1.1) in the following way.
The function λ(t) is considered as a shape function. We need the assumptions:
λ(0) = 0, λ′(t) > 0 for t > 0,
d0
λ(t)
Λ(t) ≤ λ
′(t)
λ(t) ≤ d1 λ(t)Λ(t) , 0 < d0.
(2.1.6)
As we can see our strategy is to assume a degeneracy in t = 0. This will be explained by the
behavior of the roots of the operator. Therefore we pose assumptions on the roots of the principal
part in the sense of Petrowsky. The roots are given in the form
τ̂ l −
∑
j+ k
p
=l
j<l
aj,k(t)ξ
kτ̂ j = 0. (2.1.7)
We assume that the roots are real and that they satisfy
Separation condition: |τ̂i(t, ξ)− τ̂j(t, ξ)| ≥ Cλ(t)|ξ|p for i 6= j,
Control of oscillations:
∣∣∣Dmt Dkξ τ̂j(t, ξ)∣∣∣ ≤ Cmλ(t)|ξ|p−k ( λ(t)Λ(t))m , (2.1.8)
for all (t, ξ) ∈ (0, T ] × R with i, j = 1, 2, ..., l, k ∈ N and m = 0, 1. This leads to the following
behavior of the coefficients of the principal part in the sense of Petrowsky:
|Dmt aj,p(l−j)(t)| ≤ Cmλ(t)l−j
(
λ(t)
Λ(t)
)m
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for m = 0, 1. The assumptions for the coefficients are given below. For all the coefficients we
assume
|Dmt aj,k(t)| ≤ Cmλ(t)l−j
( |log Λ(t)|
Λ(t)
)l−j− k
p
(
λ(t)
Λ(t)
)m
(2.1.9)
for m = 0, 1. This coincides with the behavior of the coefficients of the principal part in the sense
of Petrowsky coming from the assumptions on the roots. For some of the coefficients of the lower
order terms we need additional assumptions.
• For aj,0(t) with 0 ≤ j < l we assume
aj,0(t) ∈ L1(0, T ). (2.1.10)
• For aj,k(t) with l − 1− j − kp ≥ d0(l − 1− j) and k 6= 0 we assume
aj,k(t) ∈ B[0, T ]. (2.1.11)
• For the terms of Levi size we assume
|Dmt =al−1− k
p
,k(t)| ≤ Cmλ(t)
k
p
(
λ(t)
Λ(t)
)m+1
(2.1.12)
for m = 0, 1.
Remark 2.1.2. We want to remark that our goal is to assume d0 > 0. In the monograph [Yag97]
the author needs the assumption d0 > l−1l which excludes some classes of finite degeneracies.
Our assumptions allow to consider a general finite degeneracy.
Remark 2.1.3. Assumptions (2.1.9) and (2.1.12) yield the assumptions for the 1-evolution Cauchy
problem of order l in Dt given in [Yag97] as well as the assumption for ap+k(t) in the p-evolution
Cauchy problem of second order in Dt for the C1 theory which is given by
|Dmt ap+k(t)| ≤ Cm
λ2(t)
Λ(t)
p−k
p
|log Λ(t)| p−kp
(
λ(t)
Λ(t)
)m
for m = 0, 1.
Assumption (2.1.9) does not coincide with the assumption from [CC03]. We will explain this in
Section 2.2.2.
With the assumptions from above we can state the following theorem.
Theorem 2.1.4 (H∞ well-posedness). Let us consider the Cauchy problem (2.1.1) under the
assumptions (2.1.6) and (2.1.8) to (2.1.12). For initial data um ∈ Hs−mp(R), m = 0, ..., l − 1
there exist an s0 ∈ R+ and a unique solution u ∈ C([0, T ], Hs−s0(R)) ∩ C1([0, T ], Hs−s0−p(R)) ∩
... ∩ C l−1([0, T ], Hs−s0−(l−1)p(R)). An a priori estimate is given by
‖Dmt u(t, ·)‖Hs−s0−mp ≤ C(‖u0‖Hs + ...+ ‖ul−1‖Hs−(l−1)p)
for m = 0, ..., l − 1.
Remark 2.1.5. This theorem gives a statement from C1 theory. Thus, assumptions on the coeffi-
cients control the coefficients as well as the first derivative.
Remark 2.1.6. We have an at most finite loss of derivatives but we can not expect optimality of
the statement. The at most difference of regularity between the initial data and the solution is
given by s0. This yields H∞ well-posedness. It is not clear whether this loss really appears.
Remark 2.1.7. We consider a general shape function without a minimum speed of degeneracy.
For this shape function we need condition (2.1.6).
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2.1.2. First step of the proof
Due to the pure time-dependence of the coefficients in our Cauchy problem we can apply partial
Fourier transformation and get an ordinary differential equation with parameter ξ. We divide the
extended phase space into a pseudo-differential and an evolution zone. Then, we consider in
each one different micro-energies. The goal is to get a priori estimates for the micro-energies
in each zone. Our techniques to get these estimates differ from the pseudo-differential to the
evolution zone.
At first we apply partial Fourier transformation with respect to x and obtain
Dltv(t, ξ)−
∑
j+ k
p
≤l
j<l
aj,k(t)ξ
kDjt v = 0,
with v = Fx→ξ(u), vm = Fx→ξ(um)
(2.1.13)
for m = 0, ..., l − 1.
2.1.3. Symbol classes and zones
We introduce the following zones:
Definition 2.1.8. (Zones):
We divide the extended phase space into two zones. We need the pseudo-differential zone
Zpd(N,M) and the evolution zone Zevo(N,M). They are defined as follows:
Zpd(N,M) = {(t, ξ) ∈ [0, T ]× R : Λ(t)|ξ|p ≤ N |log Λ(t)| , |ξ| ≥M} ,
Zevo(N,M) = {(t, ξ) ∈ [0, T ]× R : Λ(t)|ξ|p ≥ N |log Λ(t)| , |ξ| ≥M} .
And accordingly, we define tξ to be the solution of Λ(t)|ξ|p = N |log Λ(t)|.
Definition 2.1.9. (Symbols in Zevo(N,M)):
By Sn{l1, l2, l3, l4} we denote the class of all amplitudes a = a(t, ξ) ∈ C([0, T ], C(Rξ)) satisfying
for (t, ξ) ∈ Zevo(N,M) and all k and j ≤ n the estimates
|DjtDkξa(t, x, ξ)| ≤ Cj,k|ξ|pl1−kλ(t)l2
(
λ(t)
Λ(t)
)l3+j ( log 1Λ(t)
Λ(t)
)l4
.
Our strategy is to have a dominance condition for the extended principal part. That is that the
principal part in the sense of Petrowsky dominates the other terms of the extended principal part.
By assumption (2.1.9) and the definition of zones we have the following lemma.
Lemma 2.1.10 (Dominance condition). For all (t, ξ) ∈ Zevo(N,M) it holds
|aj,k(t)||ξ|k ≤ C
N
l−j− kp
λ(t)l−j |ξ|p(l−j). (2.1.14)
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Proof:
We use the first inequality of assumption (2.1.9) and the definition of the evolution zone. It
holds:
|aj,k(t)||ξ|k ≤ Cλ(t)l−j
( ∣∣∣log 1Λ(t) ∣∣∣
Λ(t)
)l−j− k
p
|ξ|k
≤ Cλ(t)l−j |ξ|p(l−j)
( ∣∣∣log 1Λ(t) ∣∣∣
Λ(t)
)l−j− k
p
1
|ξ|−k+p(l−j)
≤ Cλ(t)l−j |ξ|p(l−j) 1
N
l−j− kp
.
(2.1.15)
This yields the desired statement. 2
Remark 2.1.11. The last line of the estimate shows that the coefficients of the extended principal
part, which do not belong to the principal part in the sense of Petrowsky, are always small in
comparison to the proposed estimate of the coefficients of the principal part in the sense of
Petrowsky. This holds true because the exponent of the large constant N in (2.1.15) disappears
for the coefficients of the principal part in the sense of Petrowsky and this yields the dominance
of those terms.
2.1.4. Treatment in the pseudo-differential zone
In the pseudo-differential zone we define the micro-energy
V (t, ξ) = (ρ(t, ξ)l−1v, ρ(t, ξ)l−2Dtv, ...,Dl−1t v)
T .
The choice of ρ(t, ξ) is important. We introduce
ρ(t, ξ) := l
√
1 +
λ(t)l
Λ(t)α
(
log
1
Λ(t)
)α
|ξ|p(l−α) (2.1.16)
for a suitable positive α. This α is connected to the minimal speed of degeneracy given by d0.
We introduce the notation αj,k := l
l−1−j− k
p
l−1−j and with this
αj∗,k∗ = max
{
αj,k with
αj,k
l
< d0
}
for j < l − 1.
Now we define
α := ld0 − ε with ε < min
{
ld0, ld0 − αj∗,k∗ , 1
1 + l2
}
. (2.1.17)
In (2.1.16) we use log 1Λ(t) . This is always positive in the pseudo-differential zone for |ξ| large.
For our regularity statement we only consider |ξ| large.
Remark 2.1.12. In the 1-evolution case with a minimal speed of finite degeneracy determined by
d0 >
l−1
l it is sufficient to choose α = (l − 1)d0.
In the next lemma we state all the properties of ρ(t, ξ) which we will use in this section.
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Lemma 2.1.13. For ρ(t, ξ) it holds
1 ≤ ρ(t, ξ) ≤ C|ξ|p, ρ(0, ξ) = 1,
t∫
0
ρ(τ, ξ)dτ ≤ C (1 + log |ξ|) , log ρ(tξ, ξ) ≤ C log |ξ|,
and for ∂tρ(t,ξ)ρ(t,ξ) it holds
∂tρ(t, ξ)
ρ(t, ξ)
≥ 0 and
t∫
0
∂τρ(τ, ξ)
ρ(τ, ξ)
dτ ≤ C log |ξ|.
Proof:
At first we need the non-negativity of ∂tρ(t,ξ)ρ(t,ξ) . It holds:
∂tρ(t, ξ)
ρ(t, ξ)
=
1
l
lλ
′(t)λ(t)l−1
Λ(t)α
(
log 1Λ(t)
)α − α λ(t)l+1
Λ(t)α+1
(
log 1Λ(t)
)α − α λ(t)l+1
Λ(t)α+1
(
log 1Λ(t)
)α−1
|ξ|−p(l−α) + λ(t)lΛ(t)α
(
log 1Λ(t)
)α
and this is non-negative if the following condition holds:
d0 − α
l
− α
l
(
log
1
Λ(t)
)−1
≥ 0 → d0 ≥ α+ ε
l
→ d0 > α
l
(2.1.18)
respectively. For |ξ| large log 1Λ(t) is larger than αε for an arbitrary small ε > 0 in the pseudo-
differential zone. So estimate (2.1.18) holds true for our choice of α. The non-negativity of
∂tρ(t,ξ)
ρ(t,ξ) together with the positivity of ρ(t, ξ) yields the monotonicity of ρ(t, ξ). Furthermore we
get
lim
t→0+
ρ(t, ξ) = lim
t→0+
l
√
1 +
λ(t)l
Λ(t)α
(
log
1
Λ(t)
)α
|ξ|p(l−α)
= lim
t→0+
l
√
1 +
λ(t)l
Λ(t)ld0−ε
(
log
1
Λ(t)
)ld0−ε
|ξ|p(l−ld0+ε).
For the finite degenerate case we get limt→0+
λ(t)l
Λ(t)ld0−ε
(
log 1Λ(t)
)ld0−ε
= 0 with d0 =
β
β+1 which
brings limt→0+ tν = 0 with a suitable ν > 0. For the infinite case
λ(t)l
Λ(t)ld0−ε yields a term which
tends to zero of infinite order for any d0 < 1. This gives ρ(0, ξ) = 1 for both cases.
With this we can estimate ρ(t, ξ) as follows:
1 ≤ ρ(t, ξ) ≤ ρ(tξ, ξ) ≤ l
√√√√1 + λ(tξ)|ξ|pl
(
log 1Λ(tξ)
Λ(tξ)|ξ|p
)α
≤ C|ξ|p.
For the integrals we get
t∫
0
∂tρ(τ, ξ)
ρ(τ, ξ)
dτ ≤ C log ρ(τ, ξ)|t0 ≤ C log ρ(tξ, ξ) ≤ CN log |ξ| (2.1.19)
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and
t∫
0
ρ(τ, ξ)dτ ≤ C
(
t∫
0
dτ +
t∫
0
λ(t)
Λ(t)
α
l
(
log 1Λ(t)
)α
l |ξ|p l−αl
)
≤ C
(
T + Λ(tξ)
l−α
l
(
log 1Λ(tξ)
)α
l |ξ|p l−αl
)
≤ C
(
1 +
(
log 1Λ(tξ)
)α
l
(
N log 1Λ(tξ)
) l−α
l
)
≤ CN
(
1 + log 1Λ(tξ)
)
≤ CN (1 + log |ξ|) .
(2.1.20)
This completes the proof of Lemma 2.1.13. 2
Lemma 2.1.14. For all (t, ξ) ∈ Zpd(N,M) it holds
|v(t, ξ)| . ρ(t, ξ)−l+1 exp (C (1 + log |ξ|)) (|v0(ξ)|+ |v1(ξ)|+ ...+ |vl−1(ξ)|) ,
|Dtv(t, ξ)| . ρ(t, ξ)−l+2 exp (C (1 + log |ξ|)) (|v0(ξ)|+ |v1(ξ)|+ ...+ |vl−1(ξ)|) ,
...
|Dl−1t v(t, ξ)| . exp (C (1 + log |ξ|)) (|v0(ξ)|+ |v1(ξ)|+ ...+ |vl−1(ξ)|) .
Proof:
Using the micro-energy of the pseudo-differential zone for our Fourier transformed Cauchy prob-
lem (2.1.13) leads to the first order system DtV = A(t, ξ)V with
A(t, ξ) :=

(l − 1)Dtρ(t, ξ)
ρ(t, ξ)
ρ(t, ξ) 0 0 ... 0
0 (l − 2)Dtρ(t, ξ)
ρ(t, ξ)
ρ(t, ξ) 0 ... 0
...
. . . . . .
...
0 ... 0 2Dtρ(t,ξ)ρ(t,ξ) ρ(t, ξ) 0
0 ... 0 0 Dtρ(t,ξ)ρ(t,ξ) ρ(t, ξ)∑
k
p
≤l
a0,k(t)ξ
k
ρ(t, ξ)l−1
∑
k
p
≤l−1
a1,k(t)ξ
k
ρ(t, ξ)l−2
...
∑
k
p
≤1
al−1,k(t)ξk

.
We are interested in the fundamental solution E = E(t, s, ξ) to the system DtV − AV = 0, that
is, the solution of
DtE −AE = 0, E(s, s, ξ) = I, thus V (t, ξ) = E(t, 0, ξ)V (0, ξ).
The matrix E(t, s, ξ) can be estimated by
‖E(t, s, ξ)‖ ≤ exp
 t∫
s
‖A(τ, ξ)‖dτ
 ≤ exp
 t∫
0
‖A(τ, ξ)‖dτ
 , 0 ≤ s ≤ t ≤ tξ. (2.1.21)
We can estimate ‖A(t, ξ)‖ in the following way:
‖A(t, ξ)‖ . ∂tρ(t, ξ)
ρ(t, ξ)
+
∑
j+ k
p
≤l
j<l
|aj,k(t)| |ξ|k
ρ(t, ξ)l−1−j
+ ρ(t, ξ). (2.1.22)
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From Lemma 2.1.13 we get the non-negativity of ∂tρ(t,ξ)ρ(t,ξ) and the positivity of ρ(t, ξ). So estimate
(2.1.22) holds and we integrate from 0 to t. The integrals of ρ(t, ξ) and ∂tρ(t,ξ)ρ(t,ξ) are estimated in
Lemma 2.1.13. Left is the estimate of
t∫
0
|aj,k(τ)||ξ|k
ρ(τ,ξ)l−1−j dτ . It depends on the structure of aj,k(t). We
begin with aj,0(t). Using condition (2.1.10) we can estimate
t∫
0
|aj,0(τ)|
ρ(τ, ξ)l−1−j
dτ ≤
t∫
0
|aj,0(τ)|dτ ≤ C.
For the terms aj,k(t) with l−1−j− kp ≥ d0(l−1−j) we introduce another sub-zone to distinguish
which part of ρ(t, ξ) is dominant. Here we want to keep in mind that only a shape function
with finite degeneracy has to be considered, because for flat degeneracies, this assumption is
meaningless. Let tξ,1 solve
1 =
λ(t)l
Λ(t)α
(
log
1
Λ(t)
)α
|ξ|p(l−α).
Then 0 ≤ tξ,1 ≤ tξ for |ξ| large. This follows from the following calculations:
1 =
λ(tξ,1)
l
Λ(tξ,1)α
(
log
1
Λ(tξ,1)
)α
|ξ|p(l−α), Λ(tξ)|ξ|p = N log 1
Λ(tξ,1)
,
tξ,1 = |ξ|
− p
β− α
l−α
(
log
1
Λ(tξ,1)
)− α
lβ−α(β+1)
︸ ︷︷ ︸
<1
, tξ = |ξ|−
p
β+1 N
1
β+1
(
log
1
Λ(tξ,1)
) 1
β+1
︸ ︷︷ ︸
>1
.
The definition of tξ,1 yields that for 0 ≤ t ≤ tξ,1 the 1 is dominant in the definition of ρ(t, ξ)
whereas for tξ,1 ≤ t ≤ tξ the second part λ(t)
l
Λ(t)α
(
log 1Λ(t)
)α |ξ|p(l−α) is dominant. With this it
holds
t∫
0
|aj,k(τ)||ξ|k
ρ(τ, ξ)l−1−j
dτ =
tξ,1∫
0
|aj,k(τ)||ξ|k
ρ(τ, ξ)l−1−j
dτ +
t∫
tξ,1
|aj,k(τ)||ξ|k
ρ(τ, ξ)l−1−j
dτ.
As remarked before, we only have to consider the case of finite degeneracy. For λ(t) = tβ we
get d0 =
β
β+1 . Now we consider the first integral. With assumption (2.1.11) it holds
tξ,1∫
0
|aj,k(τ)||ξ|k
ρ(t, ξ)l−1−j
dτ ≤ C
tξ,1∫
0
|ξ|kdτ = Ctξ,1|ξ|k
≤ Ctξ,1
(
λ(tξ,1)
l
Λ(tξ,1)α
(
log
1
Λ(tξ,1)
)α)− kp(l−α)
and with α = l ββ+1 − ε we get
tξ,1∫
0
|aj,k(τ)||ξ|k
ρ(t, ξ)l−1−j
dτ ≤ Ct
pl−pα−βkl+(β+1)kα
p(l−α)
ξ,1 (log |ξ|)−
αk
p(l−α) .
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Now, with ε < 1
1+l2
, see (2.1.17), the exponent of tξ,1 is positive. Because of the negative
exponent of log|ξ| it holds
tξ,1∫
0
|aj,k(τ)||ξ|k
ρ(t, ξ)l−1−j
dτ ≤ C.
For the second integral we get
tξ∫
tξ,1
|aj,k(τ)||ξ|k
ρ(τ, ξ)l−1−j
dτ ≤ C
tξ∫
tξ,1
|aj,k(τ)||ξ|k(
λ(τ)l
Λ(τ)α
(
log 1Λ(τ)
)α) l−1−jl dτ
and for d0 =
β
β+1 it holds
= C
tξ∫
tξ,1
τ (β+1)
α(l−1−j)
l
−β(l−1−j)
(
log
1
τ
)−α l−1−j
l
|ξ|k−p (l−α)(l−1−j)l dτ
≤ Ct1+(β+1)
α(l−1−j)
l
−β(l−1−j)
ξ
(
log
1
tξ,1
)−α l−1−j
l
|ξ|k−p (l−α)(l−1−j)l
≤ Ct1+(β+1)
α(l−1−j)
l
−β(l−1−j)−k β+1
p
+
(β+1)(l−α)(l−1−j)
l
ξ (log |ξ|)−α
l−1−j
l
+ k
p
− (l−α)(l−1−j)
l
≤ Ctl−j−
k
p
(β+1)
ξ (log |ξ|)
k
p
−l+1+j
.
This gives an estimate for an at most finite loss of derivatives if the exponent of tξ is non-negative
and if the exponent of log |ξ| is less or equal to 1. It is easy to see that the second condition
(j + kp ≤ l) is always satisfied. The first one writes as
l − j − k
p
(β + 1) ≥ 0
which is always satisfied for aj,k(t) with d0(l − 1− j) ≤ l − 1− j − kp . So we have shown that
t∫
0
|aj,k(τ)||ξ|k
ρ(τ,ξ)l−1−j dτ ≤ C (1 + log |ξ|) (2.1.23)
for all 0 ≤ t ≤ tξ and all coefficients aj,k(t) with d0(l − 1 − j) ≤ l − 1 − j − kp . This completes
the explanations for the part of lower order terms satisfying assumption (2.1.11). Left is the
procedure for the other part. We need to estimate
t∫
0
|aj,k(τ)||ξ|k
ρ(τ,ξ)l−1−j dτ ≤ C (1 + log |ξ|) (2.1.24)
by using assumption (2.1.9). We can estimate as follows:
|aj,k(t)||ξ|k
ρ(t,ξ)l−1−j ≤ C
λ(t)l−j
(
log 1
Λ(t)
Λ(t)
)l−j− kp
|ξ|k
(
1+
λ(t)l
Λ(t)α
(
log 1
Λ(t)
)α|ξ|p(l−α)) l−1−jl
≤ C λ(t)l−j−(l−1−j)
Λ(t)
−α(l−1−j)
l
+l−j− kp
(
log 1Λ(t)
)l−j− k
p
−α l−1−j
l |ξ|k− p(l−α)(l−1−j)l
≤ C λ(t)
Λ(t)
l−j− kp−α+αl +
αj
l
(
log 1Λ(t)
)l−j− k
p
−α+α
l
+αj
l |ξ|k−pl+p+pj+αp−αpl −αjpl ,
(2.1.25)
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which leads to
t∫
0
|aj,k(τ)||ξ|k
ρ(τ,ξ)l−1−j dτ ≤ Λ(t)
1−l+j+ k
p
+α(1− 1
l
− j
l
)|ξ|p(1−l+j+ kp+α(1− 1l− jl ))
(
log 1Λ(t)
)l−j− k
p
−α(1− 1
l
− j
l
)
≤ CN (log |ξ|)
(2.1.26)
for all 0 ≤ t ≤ tξ by using the definition of the pseudo-differential zone. The last step holds true
only for 1 − l + j + kp + α(1 − 1l − jl ) ≥ 0. With our definition of α and ε < ld0 − αj∗,k∗ , see
(2.1.17), the condition is always satisfied. So we obtain an estimate for (2.1.21)
‖E(t, s, ξ)‖ ≤ exp
 t∫
s
‖A(τ, ξ)‖dτ

. exp
C
 t∫
0
∂tρ(τ, ξ)
ρ(τ, ξ)
dτ +
t∫
0
∑
j+ k
p
≤l
j<l
∣∣∣∣ aj,k(τ)ξkρ(τ, ξ)l−1−j
∣∣∣∣dτ +
t∫
0
ρ(τ, ξ)dτ

. exp (C (1 + log |ξ|)) .
We complete the proof by using our fundamental solution E
V (t, ξ) = E(t, 0, ξ)V (0, ξ),
ρ(t, ξ)l−1|v(t, ξ)| . exp (C (1 + log |ξ|)) (|v0(ξ)|+ |v1(ξ)|+ ...+ |vl−1(ξ)|) ,
ρ(t, ξ)l−2|Dtv(t, ξ)| . exp (C (1 + log |ξ|)) (|v0(ξ)|+ |v1(ξ)|+ ...+ |vl−1(ξ)|) ,
...
|Dl−1t v(t, ξ)| . exp (C (1 + log |ξ|)) (|v0(ξ)|+ |v1(ξ)|+ ...+ |vl−1(ξ)|) .
In this way the proof of Lemma 2.1.14 is completed. 2
2.1.5. Treatment in the evolution zone
In the evolution zone Zevo(N,M) we define the micro-energy
V = ((λ(t)|ξ|p)l−1v, (λ(t)|ξ|p)l−2Dtv, ..., Dl−1t v)T .
Lemma 2.1.15. For all (t, ξ) ∈ Zevo(N,M) it holds
∣∣(λ(t)|ξ|p)l−1v(t, ξ)∣∣ . exp (C (1 + log |ξ|))( l∑
j=1
(λ(tξ)|ξ|p)l−j
∣∣∣Dj−1t v(tξ, ξ)∣∣∣
)
,
∣∣(λ(t)|ξ|p)l−2Dtv(t, ξ)∣∣ . exp (C (1 + log |ξ|))( l∑
j=1
(λ(tξ)|ξ|p)l−j
∣∣∣Dj−1t v(tξ, ξ)∣∣∣
)
,
...∣∣∣Dl−1t v(t, ξ)∣∣∣ . exp (C (1 + log |ξ|))
(
l∑
j=1
(λ(tξ)|ξ|p)l−j
∣∣∣Dj−1t v(tξ, ξ)∣∣∣
)
.
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Proof:
First we want to consider the roots of the extended principal part together with the real part of
the terms of Levi size. They are given by
τ l −
∑
l−1≤j+ k
p
≤l
j<l
<aj,k(t)ξkτ j = 0. (2.1.27)
The following proposition shows how the roots of (2.1.27) inherit the properties for the roots of
(2.1.7).
Proposition 2.1.16. We consider the roots τ1, ..., τl of (2.1.27). With assumption (2.1.8) for the
roots of the principal part in the sense of Petrowsky and with the definition of the zone we get
real roots satisfying
|τi(t, ξ)− τj(t, ξ)| ≥ δλ(t)|ξ|p for i 6= j,∣∣∣Dmt Dkξ τj(t, ξ)∣∣∣ ≤ Cmλ(t)|ξ|p−k ( λ(t)Λ(t))m , (2.1.28)
for all (t, ξ) ∈ Zevo(N,M) and for i, j = 1, 2, ..., l, k ∈ N and m = 0, 1.
Proof:
We rewrite the assumption for the coefficients in the following way:
aj,k(t) = λ(t)
l−j
(
log 1Λ(t)
Λ(t)
)l−j− k
p
a˜j,k(t)
for a˜j,k(t) ≤ C. We apply the transformation τ = λ(t)ξpz. This yields
zl −
∑
j+ k
p
=l
j<l
a˜j,k(t)z
j −
∑
l−1≤j+ k
p
<l
j<l
<a˜j,k(t)
(
log 1Λ(t)
Λ(t)ξp
)l−j− k
p
zj = 0. (2.1.29)
If we consider the transformation τ̂ = λ(t)ξpẑ for (2.1.7) we obtain
ẑl −
∑
j+ k
p
=l
j<l
a˜j,k(t)ẑ
j = 0 (2.1.30)
and from assumption (2.1.8) we know that equation (2.1.30) has real and distinct roots. Equation
(2.1.29) is a perturbed equation (2.1.30) so the roots τ1, ..., τl are in a small neighborhood of
the respective roots τ̂1, ..., τ̂l if the perturbation is sufficiently small. We know that the coefficients
of the extended principal part are real. This and the distinctness of the roots τ̂1, ..., τ̂l yields that
roots z1, ..., zl are real and distinct, because the smallness of the real perturbations is given by
|a˜j,k(t)|
(
log 1Λ(t)
Λ(t)ξp
)l−j− k
p
≤ 1
C∗(N)
with C∗(N)→∞ for N →∞.
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This holds true for any sufficiently large constant N in the definition of the zones. Backward
transformation yields the first statement of the proposition. Furthermore, due to Vieta’s formulas
we have∣∣∣Dmt Dβξ ∑
i1<...<il−j
τi1(t, ξ)...τil−j (t, ξ)
∣∣∣ = ∣∣∣Dmt Dβξ aj,k(t)ξk∣∣∣ ≤ Cmλ(t)l−j |ξ|k−β (λ(t)Λ(t)
)m
for k = p(l − j) and j = 0, ..., l − 1.
With this we know that the roots of the extended principal part satisfy Proposition 2.1.16. 2
Using the micro-energy of the evolution zone for our Fourier transformed Cauchy problem
(2.1.13) leads to a system of first order DtV = A(t, ξ)V with
A(t, ξ) :=
(l−1)
i
λ′(t)
λ(t) λ(t)|ξ|p 0 0 ... 0
0 (l−2)i
λ′(t)
λ(t) λ(t)|ξ|p 0 ... 0
...
. . . . . .
...
0 ... 0 2i
λ′(t)
λ(t) λ(t)|ξ|p 0
0 ... 0 0 1i
λ′(t)
λ(t) λ(t)|ξ|p∑
k
p
≤l
a0,k(t)ξ
k
(λ(t)|ξ|p)l−1
∑
k
p
≤l−1
a1,k(t)ξ
k
(λ(t)|ξ|p)l−2 ...
∑
k
p
≤1
al−1,k(t)ξk

.
Now we split matrix A(t, ξ) into several parts. We introduce
A1(t, ξ) :=
0 λ(t)|ξ|p 0
...
. . .
0 ... 0 λ(t)|ξ|p
0 ... 0 0 λ(t)|ξ|p∑
l−1≤ k
p
≤l
<a0,k(t)ξk
(λ(t)|ξ|p)l−1
∑
l−2≤ k
p
≤l−1
<a1,k(t)ξk
(λ(t)|ξ|p)l−2 ...
∑
0≤ k
p
≤1
<al−1,k(t)ξk

,
A2(t, ξ) :=

(l−1)
i
λ′(t)
λ(t) 0 0 0 ... 0
0 (l−2)i
λ′(t)
λ(t) 0 0 ... 0
...
. . . . . .
...
0 ... 0 2i
λ′(t)
λ(t) 0 0
0 ... 0 0 1i
λ′(t)
λ(t) 0
0 0 ... 0

,
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A3(t, ξ) :=
0 0 ... 0
...
...
0 0 ... 0
=a0,p(l−1)(t)ξp(l−1) +
∑
k
p
<l−1
a0,k(t)ξ
k
(λ(t)|ξ|p)l−1
=a1,p(l−2)(t)ξp(l−2) +
∑
k
p
<l−2
a1,k(t)ξ
k
(λ(t)|ξ|p)l−2 ... =al−1,0(t)

.
We are interested in the symbol classes for A2(t, ξ) and A3(t, ξ). It is obvious that A2(t, ξ) ∈
S0{0, 0, 1, 0} and for A3(t, ξ) it holds∣∣∣∣∣∣∣∣
∑
j+ k
p
=l−1
=aj,k(t)ξk
(λ(t)|ξ|p)l−1−j
∣∣∣∣∣∣∣∣ ≤ C
∑
j+ k
p
=l−1
λ(t)
k
p |ξ|k
(λ(t)|ξ|p)l−1−j ≤ C.
This implies that one part of A3(t, ξ) belongs to S0{0, 0, 0, 0}. Moreover, using
∣∣∣∣∣∣∣∣
∑
j+ k
p
<l−1
aj,k(t)ξ
k
(λ(t)|ξ|p)l−1−j
∣∣∣∣∣∣∣∣ ≤ C
∑
j+ k
p
≤l−1− 1
p
λ(t)l−j
( ∣∣∣log 1Λ(t) ∣∣∣
Λ(t)
)l−j− k
p
|ξ|k
(λ(t)|ξ|p)l−1−j
≤ C
∑
j+ k
p
≤l−1− 1
p
λ(t)

∣∣∣log 1Λ(t) ∣∣∣
Λ(t)
1+
1
p
|ξ|−1
we see that the other part of A3(t, ξ) belongs to S0
{
−1p , 1, 0, 1 + 1p
}
. So A3(t, ξ) is in
S0{0, 0, 0, 0}+ S0
{
−1p , 1, 0, 1 + 1p
}
.
From τ1λ(t)|ξ|p , ...,
τl
λ(t)|ξ|p we form the Vandermonde matrix
M(t, ξ) :=

1 1 ... 1
τ1(t,ξ)
λ(t)|ξ|p
τ2(t,ξ)
λ(t)|ξ|p ...
τl(t,ξ)
λ(t)|ξ|p
...
...
...
...(
τ1(t,ξ)
λ(t)|ξ|p
)l−1 (
τ2(t,ξ)
λ(t)|ξ|p
)l−1
...
(
τl(t,ξ)
λ(t)|ξ|p
)l−1

and apply the transformation V := M(t, ξ)V1 to our system
DtV = A1V +A2V +A3V. (2.1.31)
The matrix M is chosen as a diagonalizer of A1. The determinant of M is given by
det(M(t, ξ)) =
∏
1≤i<j≤n
τj(t, ξ)− τi(t, ξ)
λ(t)|ξ|p .
In virtue of (2.1.28) the determinant of M(t, ξ) satisfies | det(M(t, ξ))| ≥ C > 0 and so the inverse
matrix M−1(t, ξ) exists in Zevo(N,M).
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Lemma 2.1.17. After the first step of diagonalization we obtain from system (2.1.31) the new
system
DtV1 = DV1 +RV1, V1(tξ, ξ) = V1,0(ξ) := M
−1V (tξ, ξ) (2.1.32)
with a diagonal matrix D = D(t, ξ) =
 τ1(t, ξ) 0. . .
0 τl(t, ξ)
 and a matrix R = R(t, ξ) ∈
S0{0, 0, 0, 0}+ S0{0, 0, 1, 0}+ S0
{
−1p , 1, 0, 1 + 1p
}
.
Proof:
System (2.1.31) transforms to
DtV1 = M
−1A1MV1 +M−1A2MV1 +M−1A3MV1 −M−1(DtM)V1 (2.1.33)
with the diagonal matrix D = M−1A1M . The matrix R is defined by
R := M−1A2M −M−1(DtM) +M−1A3M.
For the entries of M it holds ∣∣∣∣∣
(
τk(t, ξ)
λ(t)|ξ|p
)j∣∣∣∣∣ ≤ C
for j = 0, ..., l − 1 and k = 1, ..., l. With this M(t, ξ) and its inverse M−1(t, ξ) ∈ S0{0, 0, 0, 0}. So
the calculus of the symbol classes yields the statement of the lemma. 2
The function
E2(t, r, ξ) :=

e
i
t∫
r
τ1(s,ξ)ds
0
. . .
0 e
i
t∫
r
τl(s,ξ)ds

solves the Cauchy problem (Dt − D)E(t, r, ξ) = 0, E(r, r, ξ) = I. We define the matrix-valued
function H = H(t, r, ξ) with t, r ≥ tξ:
H(t, r, ξ) := E2(r, t, ξ)R(t, ξ)E2(t, r, ξ).
With E2(r, t, ξ) = E−12 (t, r, ξ) and due to the fact that R(t, ξ) ∈ S0{0, 0, 0, 0} + S0{0, 0, 1, 0} +
S0{−1p , 1, 0, 1 + 1p} the following estimate holds:
‖H(t, r, ξ)‖ ≤ C + C λ(t)
Λ(t)
+ C
λ(t)
Λ(t)
1+ 1
p |ξ|
(
log
1
Λ(t)
)1+ 1
p
. (2.1.34)
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We will consider log 1Λ(t) to be positive for all t ≤ T because we are only interested in times
close to the degeneracy. Now V1(t, ξ) := E2(t, tξ, ξ)Q(t, tξ, ξ)V1,0(ξ) solves (2.1.32) if DtQ =
H(t, r, ξ)Q. This follows from:
Dt(E2Q)−D0E2Q−RE2Q = 0,
(DtE2)Q−D0E2Q︸ ︷︷ ︸
=0
+E2DtQ = RE2Q.
Knowing that H(t, r, ξ) can be estimated by (2.1.34) we are able to estimate Q = Q(t, r, ξ). We
see that
t∫
tξ
‖H(s, tξ, ξ)‖ds .
t∫
tξ
1 + λ(s)Λ(s) +
λ(s)
Λ(s)
1+ 1p |ξ|
(
log 1Λ(s)
)1+ 1
p
ds
. 1
∣∣∣∣t
tξ
+ log 1Λ(s)
∣∣∣tξ
t
− Λ(s)− 1p
(
log 1Λ(s)
)1+ 1
p |ξ|−1
∣∣∣∣t
tξ
≤ C
(
1 + log 1Λ(tξ)
)
.
(2.1.35)
This leads to
‖Q(t, tξ, ξ)‖ . exp
(
C
(
1 + log
1
Λ(tξ)
))
.
We have to estimate ‖E2(t, tξ, ξ)‖. It holds
‖E2(t, tξ, ξ)‖ ≤
∣∣∣∣∣∣∣exp
i t∫
tξ
l∑
k=1
τk(s, ξ)ds

∣∣∣∣∣∣∣ = 1,
because the roots of (2.1.27) are all real. Now we will estimate |V1(t, ξ)| and with the backward
transformation we obtain an estimate for |V (t, ξ)|:
V1(t, ξ) = E2(t, tξ, ξ)Q(t, tξ, ξ)V1,0(ξ),
|V1(t, ξ)| ≤ C exp
(
C
(
1 + log
1
Λ(tξ)
))
|V1,0(ξ)|,
|V (t, ξ)| = |M(t, ξ)V1(t, ξ)| ≤ C exp
(
C
(
1 + log
1
Λ(tξ)
))
|M−1(tξ, ξ)V (tξ, ξ)|
≤ C exp
(
C
(
1 + log
1
Λ(tξ)
))
|V (tξ, ξ)|.
Summarizing we arrive in the evolution zone at the following estimates:
|V (t, ξ)| ≤ C exp (C (1 + log |ξ|)) |V (tξ, ξ)|,∣∣(λ(t)|ξ|p)l−1v(t, ξ)∣∣ ≤ C exp (C (1 + log |ξ|))( l∑
j=1
(λ(tξ)|ξ|p)l−j
∣∣∣Dj−1t v(tξ, ξ)∣∣∣
)
,
...∣∣∣Dl−1t v(t, ξ)∣∣∣ ≤ C exp (C (1 + log |ξ|))
(
l∑
j=1
(λ(tξ)|ξ|p)l−j
∣∣∣Dj−1t v(tξ, ξ)∣∣∣
)
.
(2.1.36)
With this Lemma 2.1.15 is proved. 2
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2.1.6. Conclusion
Now we want to use the estimates of both zones to get an estimate for an arbitrary t ∈ [0, T ].
For t ≤ tξ we get an estimate in the pseudo-differential zone. Using the initial conditions we
obtain
|Dmt v(t, ξ)| ≤ Cρ(t, ξ)−l+1+m exp (C (1 + log |ξ|))
(|v0(ξ)|+ ...+ |vl−1(ξ)|) (2.1.37)
for m = 0, ..., l − 1. In the case t > tξ we use the estimates from the evolution zone
|Dmt v(t, ξ)| ≤ C(λ(t)|ξ|p)−l+m+1 exp (C (1 + log |ξ|))(
l∑
j=1
(λ(tξ)|ξ|p)l−j
∣∣∣Dj−1t v(tξ, ξ)∣∣∣
)
≤ C(λ(t)|ξ|p)−l+m+1 exp (C (1 + log |ξ|))(
l∑
j=1
(λ(tξ)|ξ|p)l−jρ(tξ, ξ)−l+j (|v0(ξ)|+ ...+ |vl−1(ξ)|)
) (2.1.38)
for m = 0, ..., l−1. Now we use that ρ(t, ξ) is larger 1 and the monotonicity of λ(t). So it holds
|Dmt v(t, ξ)| ≤ C exp (C (1 + log |ξ|))
l∑
j=1
(λ(tξ)|ξ|p)l−j
(λ(tξ)|ξ|p)l−m−1 (|v0(ξ)|+ ...+ |vl−1(ξ)|)
≤ C|ξ|s0−(l−1)p (λ(tξ)|ξ|
p)l−1
(λ(tξ)|ξ|p)l−m−1 (|v0(ξ)|+ ...+ |vl−1(ξ)|)
≤ C|ξ|s0−(l−1)p(λ(tξ)|ξ|p)m (|v0(ξ)|+ ...+ |vl−1(ξ)|)
≤ C|ξ|s0−(l−1)p+mp (|v0(ξ)|+ ...+ |vl−1(ξ)|)
≤ C|ξ|s0+mp
(
|ξ|−(l−1)p|v0(ξ)|+ ...+ |ξ|−(l−1)p|vl−1(ξ)|
)
≤ C|ξ|s0+mp
(
|v0(ξ)|+ ...+ |ξ|−(l−1)p|vl−1(ξ)|
)
for m = 0, ..., l − 1 and a constant s0 which gives the finite loss of regularity. So our solution
Dmt u(t, ·) is in Hs−s0−mp(R) if and only if∫
R
|Dmt v(t, ξ)|2|ξ|2(s−s0−mp)dξ <∞.
It holds ∫
R
|Dmt v(t, ξ)|2|ξ|2(s−s0−mp)dξ
≤ C
∫
R
|ξ|2s
(
|v0(ξ)|2 + ...+ |ξ|−2(l−1)p|vl−1(ξ)|2
)
dξ <∞
by taking account of the regularity of the data. This completes the proof of Theorem 2.1.4. 2
2.2. Examples
Now we want to compare our result with known results from the literature and we want to give
some examples satisfying our conditions.
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2.2.1. The 1-evolution problem
In this section we want to understand the connection of the 1-evolution Cauchy problem with
characteristics of variable multiplicity studied in [Yag97] and our general p-evolution Cauchy
problem (2.1.1). The author considered among other things the following Cauchy problem with
time-dependent coefficients.
Dltu−
∑
j+k≤l
j<l
aj,k(t)D
k
xD
j
tu = 0,
Dmt u(0, x) = um(x), for m = 0, ..., l − 1 and l ≥ 2.
(2.2.1)
The goal was the construction of a parametrix so all coefficients are assumed to be real. Several
assumptions were introduced. For the shape function λ(t) the author assumed
λ(0) = 0, λ′(t) > 0 for t > 0,
d0
λ(t)
Λ(t) ≤ λ
′(t)
λ(t) ≤ d1 λ(t)Λ(t) ,
(2.2.2)
for positive d0, d1 and d0 > l−1l . Furthermore assumptions on the roots of the complete symbol
of the operator in (2.2.1) were introduced. The complete symbol is given by
τ l −
∑
j+k≤l
j<l
aj,k(t)ξ
kτ j = 0
and the following was assumed:
Control of oscillations : |DjtDrxDkξ τm(t, ξ)| ≤ Cj,k,n|ξ|1−kλ(t)
(
λ(t)
Λ(t)
)j
,
Separation condition : |τm(t, x, ξ)− τn(t, ξ)| ≥ δ1λ(t)|ξ|, m 6= n,
Control of roots : |DjtDrxDkξ=τm(t, ξ)| ≤ Cj,k,n|ξ|−k
(
λ(t)
Λ(t)
)j(
λ(t)
Λ(t) + (l − 2)λ(t) log
2 λ(t)
λ2(t)|ξ|
)
,
(2.2.3)
for m,n = 1, ..., l and positive integers j, k, r. At last we give the assumptions for the coefficients.
For all the coefficient we assume
|Dmt Drxaj,k(t)| ≤ Cm,rλ(t)l−j
( | log Λ(t)|
Λ(t)
)l−j−k (
λ(t)
Λ(t)
)m
, (2.2.4)
as well as additional assumptions for the terms of Levi size
|Dmt Drx=al−1−k,k(t)| ≤ Cm,rλ(t)k
(
λ(t)
Λ(t)
)m+1
. (2.2.5)
If we now compare those assumptions with the assumptions from this section we notice many
similarities. Assumptions (2.1.9) and (2.1.12) are just the p-evolution versions of (2.2.4) and
(2.2.5). The assumptions on the separation and the control of the oscillations for the roots are
equal even though we do not consider the roots of the complete symbol for our p-evolution
Cauchy problem. New are the assumptions (2.1.10) and (2.1.11). We need these assumptions
because we do not assume continuity for all coefficients. Another difference is the assumption of
the minimal speed of the degeneracy of the shape function. We don’t assume d0 > l−1l . Positivity
of d0 is sufficient. Anyway we want to recall that we are interested in H∞ well-posedness and not
in the construction of a parametrix.
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2.2.2. The Cauchy problem of [CC03]
Here we want to compare our results with the first part of [CC03]. The authors consider the
following p-evolution Cauchy problem of second order with respect to Dt:
D2t u−
2p∑
k=0
ak(t)D
k
xu = 0, u(0, x) = u0(x), Dtu(0, x) = u1(x).
They do not consider the degenerate case, for this reason they assume
a2p(t) ≥ C > 0.
Moreover they suppose a2p(t) ∈ H1,1(0, T ) and for all the other coefficients ak(t) ∈ L1(0, T ) for
k = 0, ..., 2p− 1. Furthermore they assume for the terms of the extended principal part:
|ap+k(t)| ≤ Ct−θk , |a′p+k(t)| ≤ Ct−qk , θk < 1, θk ≤ qk − 1, (2.2.6)
for k = 1, ..., p− 1, where the parameters satisfy
kqk ≤ p− θk(p− k) and θk < p− k
p
. (2.2.7)
Under these assumptions the authors proved H∞ well-posedness. So we want to compare those
assumptions with our assumptions for the shape function λ(t) ≡ 1. Our assumption (2.1.9)
rewrites as follows for the considered case:
|Dmt a0,p+k(t)| ≤ Ct−
p−k
p | log t| p−kp t−m
for m = 0, 1. Assumption (2.2.6) rewrites as follows if we consider equalities in (2.2.7) instead of
inequalities:
|ap+k(t)| ≤ Ct−
p−k
p , |a′p+k(t)| ≤ Ct−
2p−k
p . (2.2.8)
So we see that our assumptions are different from the assumptions in [CC03]. We have a
weaker assumption using the log-terms and the authors of the paper have an interplay between
a stronger assumption for the coefficient aj+k(t) (for example θk tends to 0) and a weaker
assumption for the derivative of the coefficient (qk tends to
p
k ).
2.2.3. Finite degenerate case
In this section we want to give examples for a Cauchy problem with finite degeneracy. The
degeneracy is given by λ(t) = tβ. Furthermore we choose l = 3 and p = 3. The Cauchy problem
of interest is given by
D3t u− a0,9(t)D9xu− a0,8(t)D8xu− a0,7(t)D7xu− a0,6(t)D6xu− a0,5(t)D5xu− a0,4(t)D4xu
−a0,3(t)D3xu− a0,2(t)D2xu− a0,1(t)D1xu− a0,0(t)u− a1,6(t)D6xDtu− a1,5(t)D5xDtu
−a1,4(t)D4xDtu− a1,3(t)D3xDtu− a1,2(t)D2xDtu− a1,1(t)DxDtu− a1,0(t)Dtu
−a2,3(t)D3xD2t u− a2,2(t)D2xD2t u− a2,1(t)DxD2t u− a2,0(t)D2t u = 0
u(0, x) = u0(x), Dtu(0, x) = u1(x), D
2
t u(0, x) = u2(x),
The coefficient marked in blue form the principal part in the sense of Petrowsky. The coeffi-
cients marked in red are those which form the extended principal part together with the blue
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coefficients. The coefficients marked in green are the terms of Levi size and together with the
coefficients marked with black they form the terms of lower order. Now we want to consider
different finite speeds of degeneracy for this problem and check the assumptions we get.
The first degeneracy is considered to be ’slow’, because d0 < l−1l holds. We choose β =
1
5 and
so d0 = 16 which is smaller than
l−1
l =
2
3 . With this we get a set of assumptions. For assumption
(2.1.9) we get
|Dmt a0,9(t)| ≤ Cmt
3
5 t−m, |Dmt a0,8(t)| ≤ Cmt
1
5
(
log 1t
) 1
3 t−m,
|Dmt a0,7(t)| ≤ Cmt−
1
5
(
log 1t
) 2
3 t−m, |Dmt a0,6(t)| ≤ Cmt−
3
5
(
log 1t
)
t−m,
|Dmt a0,5(t)| ≤ Cmt−1
(
log 1t
) 4
3 t−m, |Dmt a0,4(t)| ≤ Cmt−
7
5
(
log 1t
) 5
3 t−m,
|Dmt a0,3(t)| ≤ Cmt−
9
5
(
log 1t
)2
t−m, |Dmt a0,2(t)| ≤ Cmt−
11
5
(
log 1t
) 7
3 t−m,
|Dmt a0,1(t)| ≤ Cmt−
13
5
(
log 1t
) 8
3 t−m, |Dmt a0,0(t)| ≤ Cmt−3
(
log 1t
)3
t−m,
|Dmt a1,6(t)| ≤ Cmt
2
5 t−m, |Dmt a1,5(t)| ≤ Cm
(
log 1t
) 1
3 t−m,
|Dmt a1,4(t)| ≤ Cmt−
2
5
(
log 1t
) 2
3 t−m, |Dmt a1,3(t)| ≤ Cmt−
4
5
(
log 1t
)
t−m,
|Dmt a1,2(t)| ≤ Cmt−
6
5
(
log 1t
) 4
3 t−m, |Dmt a1,1(t)| ≤ Cmt−
8
5
(
log 1t
) 5
3 t−m,
|Dmt a1,0(t)| ≤ Cmt−2
(
log 1t
)2
t−m, |Dmt a2,3(t)| ≤ Cmt
1
5 t−m,
|Dmt a2,2(t)| ≤ Cmt−
1
5
(
log 1t
) 1
3 t−m, |Dmt a2,1(t)| ≤ Cmt−
3
5
(
log 1t
) 2
3 t−m,
|Dmt a2,0(t)| ≤ Cmt−1
(
log 1t
)
t−m
for m = 0, 1. For the terms of Levi size we get from assumption (2.1.12) the following:
|Dmt =a0,6(t)| ≤ Cmt−
3
5 t−m, |Dmt =a1,3(t)| ≤ Cmt−
4
5 t−m,
|Dmt =a2,0(t)| ≤ Cmt−1t−m,
for m = 0, 1. So left are assumption (2.1.10) yielding a0,0(t), a1,0(t), a2,0(t) ∈ L1(0, T ) and
assumption (2.1.11) which yields aj,k(t) ∈ B[0, T ] for all aj,k(t) with (j, k) ∈ {(j, k)|2 − j − k3 ≥
1
6(2 − j)}. A last thing we want to specify is α which is needed for the micro-energy in the
pseudo-differential zone. Now α is given by
α = ld0 − ε with ε < min
{
ld0, ld0 + αj∗,k∗ ,
1
1+l2
}
.
For our example we get
ε < min
{
1
2 ,
1
2 − 0, 110
}
, so we choose ε = 120 and with this α =
9
20 .
To get an example with ’fast’ finite degeneracy we change the parameter β. So for β = 4 we
get d0 = 45 , where d0 >
l−1
l =
2
3 is satisfied. We get the assumption as follows. For assumption
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(2.1.9) we get
|Dmt a0,9(t)| ≤ Cmt12t−m, |Dmt a0,8(t)| ≤ Cmt
31
3
(
log 1t
) 1
3 t−m,
|Dmt a0,7(t)| ≤ Cmt
26
3
(
log 1t
) 2
3 t−m, |Dmt a0,6(t)| ≤ Cmt7
(
log 1t
)
t−m,
|Dmt a0,5(t)| ≤ Cmt
16
3
(
log 1t
) 4
3 t−m, |Dmt a0,4(t)| ≤ Cmt
11
3
(
log 1t
) 5
3 t−m,
|Dmt a0,3(t)| ≤ Cmt
6
3
(
log 1t
)2
t−m, |Dmt a0,2(t)| ≤ Cmt
1
3
(
log 1t
) 7
3 t−m,
|Dmt a0,1(t)| ≤ Cmt−
4
3
(
log 1t
) 8
3 t−m, |Dmt a0,0(t)| ≤ Cmt−3
(
log 1t
)3
t−m, ,
|Dmt a1,6(t)| ≤ Cmt8t−m, |Dmt a1,5(t)| ≤ Cmt
19
3
(
log 1t
) 1
3 t−m,
|Dmt a1,4(t)| ≤ Cmt
14
3
(
log 1t
) 2
3 t−m, |Dmt a1,3(t)| ≤ Cmt3
(
log 1t
)1
t−m,
|Dmt a1,2(t)| ≤ Cmt
4
3
(
log 1t
) 4
3 t−m, |Dmt a1,1(t)| ≤ Cmt−
1
3
(
log 1t
) 5
3 t−m,
|Dmt a1,0(t)| ≤ Cmt−2
(
log 1t
)2
t−m, |Dmt a2,3(t)| ≤ Cmt4t−m,
|Dmt a2,2(t)| ≤ Cmt
7
3
(
log 1t
) 1
3 t−m, |Dmt a2,1(t)| ≤ Cmt
2
3
(
log 1t
) 2
3 t−m,
|Dmt a2,0(t)| ≤ Cmt−1
(
log 1t
)
t−m
for m = 0, 1. For the terms of Levi size we get from assumption (2.1.12) the following:
|Dmt =a0,6(t)| ≤ Cmt7t−m, |Dmt =a1,3(t)| ≤ Cmt3t−m,
|Dmt =a2,0(t)| ≤ Cmt−1t−m
for m = 0, 1. So left are assumption (2.1.10) yielding a0,0(t), a1,0(t), a2,0(t) ∈ L1(0, T ) and
assumption (2.1.11) which yields aj,k(t) ∈ B[0, T ] for all aj,k(t) with (j, k) ∈ {(j, k)|2 − j − k3 ≥
4
5(2 − j)}. A last thing we want to specify is α which is needed for the micro-energy in the
pseudo-differential zone. Now α is given by
α = ld0 − ε with ε < min
{
ld0, ld0 + αj∗,k∗ ,
1
1+l2
}
.
For our example we get
ε < min
{
12
5 ,
12
5 − 2, 110
}
, so we choose ε = 120 and with this α =
47
20 .
The main difference between ’slow’ and ’fast’ degeneracy is that we can have mild singularities
in the assumptions for the coefficients of the extended principal part. With the condition d0 > l−1l
this is always excluded. What is good to see from these examples is the purpose of assump-
tion (2.1.11). Whenever assumption (2.1.9) would allow a strong singularity for a coefficient
assumption (2.1.11) has to be satisfied too.
2.2.4. Infinite degenerate case
Here we want to give an example of infinite degeneracy. We use the same Cauchy problem as
in Section 2.2.3 with the following parameters and shape function:
l = 3, p = 3, d0 < 1 for λ(t) = t−2 exp
(−t−1) .
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For assumption (2.1.9) we get
|Dmt a0,9(t)| ≤ Cmt−6 exp
(−3t ) t−2m, |Dmt a0,8(t)| ≤ Cmt− 193 exp (− 83t) t−2m,
|Dmt a0,7(t)| ≤ Cmt−
20
3 exp
(− 73t) t−2m, |Dmt a0,6(t)| ≤ Cmt−7 exp (−2t ) t−2m,
|Dmt a0,5(t)| ≤ Cmt−
22
3 exp
(− 53t) t−2m, |Dmt a0,4(t)| ≤ Cmt− 233 exp (− 43t) t−2m,
|Dmt a0,3(t)| ≤ Cmt−8 exp
(−1t ) t−2m, |Dmt a0,2(t)| ≤ Cmt− 253 exp (− 23t) t−m,
|Dmt a0,1(t)| ≤ Cmt−
26
3 exp
(− 13t) t−2m, |Dmt a0,0(t)| ≤ Cmt−9−2m,
|Dmt a1,6(t)| ≤ Cmt−4 exp
(−2t ) t−2m, |Dmt a1,5(t)| ≤ Cmt− 133 exp (− 53t) t−2m,
|Dmt a1,4(t)| ≤ Cmt−
14
3 exp
(− 43t) t−2m, |Dmt a1,3(t)| ≤ Cmt−5 exp (−1t ) t−2m,
|Dmt a1,2(t)| ≤ Cmt−
16
3 exp
(− 23t) t−2m, |Dmt a1,1(t)| ≤ Cmt− 173 exp (− 13t) t−2m,
|Dmt a1,0(t)| ≤ Cmt−6−2m, |Dmt a2,3(t)| ≤ Cmt−2 exp
(−1t ) t−2m,
|Dmt a2,2(t)| ≤ Cmt−
7
3 exp
(− 23t) t−2m, |Dmt a2,1(t)| ≤ Cmt− 83 exp (− 13t) t−2m,
|Dmt a2,0(t)| ≤ Cmt−3−2m
for m = 0, 1. For the terms of Levi size we get from assumption (2.1.12) the following:
|Dmt =a0,6(t)| ≤ Cmt−6 exp
(−2t ) t−2m, |Dmt =a1,3(t)| ≤ Cmt−4 exp (−1t ) t−2m,
|Dmt =a2,0(t)| ≤ Cmt−2t−2m
for m = 0, 1. So left is assumption (2.1.10) yielding a0,0(t), a1,0(t), a2,0(t) ∈ L1(0, T ) because
assumption (2.1.11) is always satisfied for k > 0 and d0 arbitrary close to 1. A last thing we want
to specify is α which is needed for the micro-energy in the pseudo-differential zone. Now α is
given by
α = ld0 − ε with ε < min
{
ld0, ld0 + αj∗,k∗ ,
1
1+l2
}
.
For our example we get
ε < min
{
3, 3− 52 , 110
}
, so we choose ε = 120 and with this α =
59
20 .
Further speeds of degeneracy:
Now we want to say a few words about problems of faster than exponential type degeneracy
and of logarithmic type degeneracy. To consider a shape function with super exponential type
degeneracy is no problem. We may choose the following family of shape functions:
λ(t) =
exp(− exp[n] 1t )
t2
n∏
k=1
exp[k]
1
t
for n ∈ N. So d0 can be chosen arbitrary close to 1 and all the assumption we need are fulfilled.
So Theorem 2.1.4 holds.
For a logarithmic type degeneracy we are not able to apply our approach because (2.1.6) is not
satisfied.
32
3. C1-theory for general p-evolution models
with time- and space-dependent coefficients
In this section we want to consider the p-evolution Cauchy problem (2.1.1), where coefficients
aj,k may depend on space and time. In the following we skip terms of lower order. We have
discussed the influence of d0 on the assumptions for the lower order terms and we have seen
the influence of the terms of Levi size. So we will omit those terms of lower order. Furthermore
we assume d0 > l−1l for the minimum speed of degeneracy. If we want to omit this restriction
for the minimum speed we have to introduce ρ as in Section 2.1.4. The dependence on the
spatial variable will differ in the following subsections. At first we try to include x-dependence
in a way that we can generalize the result for the pure time-dependent model without the need
of more assumptions on the coefficients except the boundedness of the coefficients and of its
derivatives with respect to the spatial variable. Sections 3.2 and 3.3 are devoted to assumptions
that we need to control the x-dependence. So Section 3.2 gives a statement about the decay
condition in x that we need to get a similar result. Section 3.3 shows new effects that appear
when we consider complex coefficients. Throughout Section 3 we have to use a different idea
for the proofs. We use the pseudo-differential calculus, because the x-dependence brings some
trouble for the partial Fourier transformation.
3.1. A first p-evolution model with x-dependence
This section considers the spatial variables only for those terms of the extended principal part
where we don’t need any other assumptions than those of Section 2.1 and aj,k(t, ·) ∈ B∞(R).
All the coefficients are real. We will see that this is only possible for the terms aj,k of the extended
principal part with the lowest order j + kp = l − 1 + 1p .
3.1.1. Theorem
We consider the p-evolution Cauchy problem of higher order in Dt with coefficients depending
on space and time as follows:
Dltu−
∑
l−1+ 1
p
<j+ k
p
≤l
j<l
aj,k(t)D
k
xD
j
tu−
∑
j+ k
p
=l−1+ 1
p
aj,k(t, x)D
k
xD
j
tu = 0,
Dmt u(0, x) = um, for m = 0, ..., l − 1, and l ≥ 2.
(3.1.1)
All coefficients are real and in B∞(R) with respect to x.
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Theorem 3.1.1. Let us consider the Cauchy problem (3.1.1) under the assumptions (2.1.6) with
d0 >
l−1
l , (2.1.8) and (2.1.9). For initial data um ∈ Hs−mp(R), m = 0, ..., l − 1 there ex-
ists an s0 ∈ R+ and a unique solution u ∈ C([0, T ], Hs−s0(R)) ∩ C1([0, T ], Hs−s0−p(R)) ∩ ... ∩
C l−1([0, T ], Hs−s0−(l−1)p(R)). An a priori estimate for the solution is given by
‖Dmt u(t, ·)‖Hs−s0−mp ≤ C(‖u0‖Hs + ...+ ‖ul−1‖Hs−(l−1)p)
for m = 0, ..., l − 1.
3.1.2. Symbol classes and zones
We will use the following zones:
Zpd(N,M) = {(t, x, ξ) ∈ [0, T ]× R2x,ξ : t ≤ tξ, |ξ| ≥M},
Zevo(N,M) = {(t, x, ξ) ∈ [0, T ]× R2x,ξ : t ≥ tξ, |ξ| ≥M}
with the separating line
Λ(tξ)|ξ|p = N log 1
Λ(tξ)
.
This definition coincides with Definition 2.1.8. We are only interested in times t close to 0 because
there we have the degeneracy. So the interval [0, T ] is chosen such that log 1Λ(t) is always positive.
Related to these zones we define symbol classes which exist only in parts of the extended phase
space. Therefore we define an axillary function
ρ(t, ξ) :=
l
√
1 +
λ(t)l
Λ(t)l−1
(
log
1
Λ(t)
)l−1
|ξ|p. (3.1.2)
Due to the choice d0 > l−1l we can use (2.1.16) with α = l−1. Now we introduce symbol classes.
In difference to Definition 2.1.9 we will need symbol classes for both zones of the extended phase
space. In the pseudo-differential zone the behavior of the functions ρ and ∂tρρ is important. So
it will be included in the definition of the symbol classes. The definition of the symbol classes for
the evolution zone is comparable to Definition 2.1.9.
Definition 3.1.2. By T{m1,m2,m3} we denote the class of all amplitudes a = a(t, x, ξ) ∈
C([0, T ], C(R2x,ξ)) satisfying for (t, x, ξ) ∈ Zpd(N,M) and all β, k the estimates
|DβxDkξa(t, x, ξ)| ≤ Cβ,kρ(t, ξ)m1
(
∂tρ(t, ξ)
ρ(t, ξ)
)m2
〈ξ〉pm3−k.
These symbol classes satisfy the following properties:
a(t, x, ξ) ∈ T{m1,m2,m3} → Dkxa(t, x, ξ) ∈ T{m1,m2,m3},
a(t, x, ξ) ∈ T{m1,m2,m3} → Dkξa(t, x, ξ) ∈ T{m1,m2,m3 − kp},
a ∈ T{m1,m2,m3}, a˜ ∈ T{m˜1, m˜2, m˜3}
→ a · a˜ ∈ T{m1 + m˜1,m2 + m˜2,m3 + m˜3},
(3.1.3)
and generate the symbol hierarchy
T{m1,m2,m3 − kp} ⊂ T{m1,m2,m3} for k ≥ 0. (3.1.4)
A symbol, which is identically zero in Zpd(N,M) belongs to T{0, 0,−∞}.
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Definition 3.1.3. By Sn{l1, l2, l3, l4} we denote the class of all amplitudes a = a(t, x, ξ) ∈
C([0, T ], C(R2x,ξ)) satisfying for (t, x, ξ) ∈ Zevo(N,M) and all β, k and j ≤ n the estimates
|DjtDβxDkξa(t, x, ξ)| ≤ Cβ,j,k〈ξ〉pl1−kλ(t)l2
(
λ(t)
Λ(t)
)l3+j ( log 1Λ(t)
Λ(t)
)l4
.
Remark 3.1.4. We need the parameter l4 to get the property Sn{l1, l2, l3, l4} ⊂ Sn{l1+k, l2, l3, l4−
k} for all k > 0. This will be used in the intermediate zone that we introduce at the end of this
section.
These symbol classes satisfy the following properties:
a ∈ Sn{l1, l2, l3, l4} → Dkxa ∈ Sn{l1, l2, l3, l4},
a ∈ Sn{l1, l2, l3, l4} → Dkξa ∈ Sn{l1 − kp , l2, l3, l4},
a ∈ Sn{l1, l2, l3, l4} → Dkt a ∈ Sn−k{l1, l2, l3 + k, l4} if k ≤ n,
a ∈ Sn{l1, l2, l3, l4}, a˜ ∈ Sn˜{l˜1, l˜2, l˜3, l˜4}
→ a · a˜ ∈ Smin(n,n˜){l1 + l˜1, l2 + l˜2, l3 + l˜3, l4 + l˜4},
(3.1.5)
and generate symbol hierarchies by using the definition of the evolution zone
Sn{l1, l2, l3, l4} ⊂ Sn−1{l1, l2, l3, l4},
Sn{l1, l2, l3 + k, l4} ⊂ Sn{l1, l2 + k, l3, l4 + k} for k ≥ 0,
Sn{l1, l2, l3, l4} ⊂ Sn{l1 + k, l2, l3, l4 − k} for k ≥ 0. (3.1.6)
Now we have to take care that we don’t get any problems for our symbol classes in the inter-
mediate zone which is given by Zint(N,M) := Zpd(N,M) ∩ Zevo(N,M). We see that we can
estimate in this zone
ρ(t, ξ) ≤ C
1 + λ(t)l|ξ|lp( log 1Λ(t)
Λ(t)|ξ|p
)l−1 1l ≤ Cλ(t)|ξ|p,
λ(t)|ξ|p ≤ C λ(t)
Λ(t)
l−1
l
|ξ| pl Λ(t) l−1l |ξ|p l−1l ≤ Cρ(t, ξ),
as well as
∂tρ(t, ξ)
ρ(t, ξ)
≤ C
λ(t)l+1
Λ(t)l
(
log 1Λ(t)
)l−1 |ξ|p
1 + λ(t)
l
Λ(t)l−1
(
log 1Λ(t)
)l−1 |ξ|p ≤ C
λ(t)
Λ(t)
.
The symbol class T{m1,m2,m3} for the pseudo-differential zone belongs for all (t, x, ξ) ∈
Zint(N,M) to S0{m1 + m3,m1,m2, 0}. This explains that f ∈ T{m1,m2,m3} + Sn{l1, l2, l3, l4}
is globally well defined and does not have any gap in the intermediate zone Zint(N,M). Con-
sequently, f ∈ S0{m1 +m3,m1,m2, 0}+ Sn{l1, l2, l3, l4} for all (t, x, ξ) ∈ Zint(N,M).
For our calculations we want to introduce additional symbol classes which live in the intermediate
zone.
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Definition 3.1.5. By S∗n{l1, l2, l3, l4} we denote the class of all amplitudes a = a(t, x, ξ) ∈
C([0, T ], C(R2x,ξ)) satisfying for (t, x, ξ) ∈ Zpd(N,M) ∩ Zevo(N,M) and all β, k and j ≤ n the
estimates
|DjtDβxDkξa(t, x, ξ)| ≤ Cβ,j,k〈ξ〉pl1−kλ(t)l2
(
λ(t)
Λ(t)
)l3+j ( log 1Λ(t)
Λ(t)
)l4
.
These symbol classes satisfy similar properties and generate a similar symbol hierarchy as
Sn{l1, l2, l3, l4}. We can link these symbol classes as follows:
S∗n{l1, l2, l3, l4} ⊂ S∗n{l1 + r, l2, l3, l4 − r} for all r ∈ R.
3.1.3. Symbolic calculus
The first two lemmas give relations to classical parameter dependent symbol classes. This relation
is very important, because so we can use the standard ideas to explain composition, parametrix
and adjoint operators.
Lemma 3.1.6. Assume that the symbol a = a(t, x, ξ) belongs to T{0, 0, 0}+Sn{l1, l2, l3, l4}. Then
it holds
a(t, x, ξ) ∈ L∞([0, T ], Smax(0,p(l1+l3+l4))).
Moreover, for all k ≥ 1 and an a which is constant in the pseudo-differential zone it holds
Dkt a(t, x, ξ) ∈ L∞([0, T ], Sp(l1+l3+k+l4)).
Proof:
We can estimate as follows:
|DβxDkξa(t, x, ξ)| ≤ Cβ,k〈ξ〉−k + Cβ,k〈ξ〉pl1−kλ(t)l2
(
λ(t)
Λ(t)
)l3 ( log 1Λ(t)
Λ(t)
)l4
≤ Cβ,k〈ξ〉−k + Cβ,k〈ξ〉pl1−kλ(t)l2+l3
(
log 1Λ(t)
)l3+l4
(Λ(t)|ξ|p)l3+l4 |ξ|
p(l3+l4)
(
log 1Λ(t)
)−l3
≤ Cβ,k〈ξ〉−k + Cβ,k〈ξ〉pl1−k+p(l3+l4)λ(t)l2+l3
(
log 1Λ(t)
)−l3
,
|DjtDβxDkξa(t, x, ξ)| ≤ Cβ,j,k〈ξ〉pl1−kλ(t)l2
(
λ(t)
Λ(t)
)l3+k( log 1Λ(t)
Λ(t)
)l4
≤ Cβ,j,k,N 〈ξ〉pl1−k+p(l3+k+l4)λ(t)l2+l3+k
(
log 1Λ(t)
)−l3−k
.
This completes the lemma. 2
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Lemma 3.1.7. Assume that the symbol b = b(t, x, ξ) belongs to T{m1,m2,m3} + Sn{0, 0, 0, 0}.
Then it holds
b(t, x, ξ) ∈ L∞loc((0, T ], Smax(0,p(m2+m3),p(
m1
l +m2+m3))).
Proof:
We can estimate as follows:
|DβxDkξ b(t, x, ξ)| ≤ Cβ,kρ(t, ξ)m1
(
∂tρ(t, ξ)
ρ(t, ξ)
)m2
〈ξ〉pm3−k + Cβ,k〈ξ〉−k
≤ Cβ,k
1 +( λ(t)l
Λ(t)l−1
(
log
1
Λ(t)
)l−1
|ξ|p
)m1
l

 λ(t)
l+1
Λ(t)l
(
log 1Λ(t)
)l−1 |ξ|p
1 + λ(t)
l
Λ(t)l−1
(
log 1Λ(t)
)l−1 |ξ|p

m2
〈ξ〉pm3−k + Cβ,k〈ξ〉−k
≤ Cβ,k
1 +( λ(t)l
Λ(t)l−1
(
log
1
Λ(t)
)l−1)m1l
〈ξ〉 pm1l

(
λ(t)l+1
Λ(t)l
(
log
1
Λ(t)
)l−1)m2
〈ξ〉pm2〈ξ〉pm3−k + Cβ,k〈ξ〉−k.
This completes the lemma. 2
The next lemma considers the construction of a symbol by a given sequence of symbols.
Lemma 3.1.8. Assume that the symbols aj = aj(t, x, ξ) belong to T{m1,m2,m3 − jp}+ Sn{l1 −
j
p , l2, l3, l4} for j ≥ 0. Then there is a symbol a = a(t, x, ξ) belonging to T{m1,m2,m3} +
Sn{l1, l2, l3, l4} such that
a(t, x, ξ) ∼
∞∑
j=0
aj(t, x, ξ),
that is,
a(t, x, ξ)−
j0−1∑
j=0
aj(t, x, ξ) ∈ T{m1,m2,m3 − j0
p
}+ Sn{l1 − j0
p
, l2, l3, l4}
for all j0 ≥ 1. The symbol is uniquely determined modulo L∞loc((0, T ], S−∞(R)).
Proof:
We consider a function h ∈ C∞(R) with
h(s) =
{
0 |s| ≤ 1
1 |s| ≥ 2 .
There exists a strictly increasing sequence {rj} with rj →∞ for j →∞ which satisfies∣∣∣DβxDkξ (h(ξr−1j )aj(t, x, ξ))∣∣∣ ≤ 2−j
(
ρ(t, ξ)m1
(
∂tρ(t, ξ)
ρ(t, ξ)
)m2
〈ξ〉pm3−j−k+1
(
1− χ
(
Λ(t)|ξ|p
N log 1Λ(t)
))
+〈ξ〉pl1−j−k+1λ(t)l2
(
λ(t)
Λ(t)
)l3 ( log 1Λ(t)
Λ(t)
)l4
χ
(
Λ(t)|ξ|p
N log 1Λ(t)
))
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for ξ ∈ R and β + k ≤ j. We show that
a(t, x, ξ) =
∞∑
j=0
h(ξr−1j )aj(t, x, ξ)
is the desired symbol. We notice that for any fixed point (t, x, ξ) we only have to consider a finite
number of summands, because we can find a j0 with rj0 > |ξ| and so
a(t, x, ξ) =
j0−1∑
j=0
h(ξr−1j )aj(t, x, ξ).
Thus for all β and k it holds
|DβxDkξa(t, x, ξ)| ≤
j0−1∑
j=0
|DβxDkξ (h(ξr−1j )aj(t, x, ξ))|
≤ Cβ,k
(
ρ(t, ξ)m1
(
∂tρ(t, ξ)
ρ(t, ξ)
)m2
〈ξ〉pm3−k
(
1− χ
(
Λ(t)|ξ|p
N log 1Λ(t)
))
+〈ξ〉pl1−kλ(t)l2
(
λ(t)
Λ(t)
)l3 ( log 1Λ(t)
Λ(t)
)l4
χ
(
Λ(t)|ξ|p
N log 1Λ(t)
))
+
j0−1∑
j=1
2−j
(
ρ(t, ξ)m1
(
∂tρ(t, ξ)
ρ(t, ξ)
)m2
〈ξ〉pm3−j−k+1
(
1− χ
(
Λ(t)|ξ|p
N log 1Λ(t)
))
+〈ξ〉pl1−j−k+1λ(t)l2
(
λ(t)
Λ(t)
)l3 ( log 1Λ(t)
Λ(t)
)l4
χ
(
Λ(t)|ξ|p
N log 1Λ(t)
))
≤ Cβ,k
(
ρ(t, ξ)m1
(
∂tρ(t, ξ)
ρ(t, ξ)
)m2
〈ξ〉pm3−k
(
1− χ
(
Λ(t)|ξ|p
N log 1Λ(t)
))
+〈ξ〉pl1−kλ(t)l2
(
λ(t)
Λ(t)
)l3 ( log 1Λ(t)
Λ(t)
)l4
χ
(
Λ(t)|ξ|p
N log 1Λ(t)
))
.
From Lemma 3.1.6 together with Lemma 3.1.7 we know that a symbol aj belonging to
T{m1,m2,m3 − jp} + Sn{l1 − jp , l2, l3, l4} can also be considered as aj belonging to
L∞loc((0, T ], S
max(p(l1−j+l3+l4),p(m2+m3−j),p(m1l +m2+m3−j))). If j tends to ∞, then the intersection
of all those spaces belongs to L∞loc((0, T ], S
−∞). This completes the proof. 2
With the Definitions 3.1.2 to 3.1.5 we can conclude the following property for a globally defined
symbol.
Lemma 3.1.9. If we consider two symbols a ∈ T{m1,m2,m3} + Sn{l1, l2, l3, l4} and
a˜ ∈ T{m˜1, m˜2, m˜3}+ Sn˜{l˜1, l˜2, l˜3, l˜4}, then
a · a˜ ∈ T{m1 + m˜1,m2 + m˜2,m3 + m˜3}+ Smin{n,n˜}{l1 + l˜1, l2 + l˜2, l3 + l˜3, l4 + l˜4}
+S∗0{m1 +m3 + l˜1,m1 + l˜2,m2 + l˜3, l˜4}+ S∗0{m˜1 + m˜3 + l1, m˜1 + l2, m˜2 + l3, l4}.
Proof:
The proof is separated into two steps. In a first step we show the estimates only for the symbol
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classes Sn with n = 0. In the second step we include derivatives in time, which then includes
symbol classes with n ≥ 1. It holds∣∣∣DβxDkξ (a(t, x, ξ) · a˜(t, x, ξ))∣∣∣
≤ C
ρ(t, ξ)m1+m˜1 (∂tρ(t, ξ)
ρ(t, ξ)
)m2+m˜2
〈ξ〉p(m3+m˜3)−k
(
1− χ
(
Λ(t)|ξ|p
N log 1Λ(t)
))2
+〈ξ〉p(l1+l˜1)−kλ(t)l2+l˜2
(
λ(t)
Λ(t)
)l3+l˜3 ( log 1Λ(t)
Λ(t)
)l4+l˜4
χ2
(
Λ(t)|ξ|p
N log 1Λ(t)
)
+ρ(t, ξ)m1
(
∂tρ(t, ξ)
ρ(t, ξ)
)m2
〈ξ〉p(m3+l˜1)−kλ(t)l˜2
(
λ(t)
Λ(t)
)l˜3 ( log 1Λ(t)
Λ(t)
)l˜4
χ
(
Λ(t)|ξ|p
N log 1Λ(t)
)(
1− χ
(
Λ(t)|ξ|p
N log 1Λ(t)
))
+ρ(t, ξ)m˜1
(
∂tρ(t, ξ)
ρ(t, ξ)
)m˜2
〈ξ〉p(m˜3+l1)−kλ(t)l2
(
λ(t)
Λ(t)
)l3 ( log 1Λ(t)
Λ(t)
)l4
χ
(
Λ(t)|ξ|p
N log 1Λ(t)
)(
1− χ
(
Λ(t)|ξ|p
N log 1Λ(t)
)))
≤ C
ρ(t, ξ)m1+m˜1 (∂tρ(t, ξ)
ρ(t, ξ)
)m2+m˜2
〈ξ〉p(m3+m˜3)−k
(
1− χ
(
Λ(t)|ξ|p
N log 1Λ(t)
))2
+〈ξ〉p(l1+l˜1)−kλ(t)l2+l˜2
(
λ(t)
Λ(t)
)l3+l˜3 ( log 1Λ(t)
Λ(t)
)l4+l˜4
χ2
(
Λ(t)|ξ|2
N
)
+λ(t)m1+l˜2
(
λ(t)
Λ(t)
)m2+l˜3
〈ξ〉p(m1+m3+l˜1)−k
(
log 1Λ(t)
Λ(t)
)l˜4
χ
(
Λ(t)|ξ|p
N log 1Λ(t)
)(
1− χ
(
Λ(t)|ξ|p
N log 1Λ(t)
))
+λ(t)m˜1+l2
(
λ(t)
Λ(t)
)m˜2+l3
〈ξ〉p(m˜1+m˜3+l1)−k
(
log 1Λ(t)
Λ(t)
)l4
χ
(
Λ(t)|ξ|p
N log 1Λ(t)
)(
1− χ
(
Λ(t)|ξ|p
N log 1Λ(t)
)))
.
There we use ∂tρ(t,ξ)ρ(t,ξ) ≤ C λ(t)Λ(t) and in the intermediate zone we use the equivalence between
ρ(t, ξ) and λ(t)|ξ|p. This gives us the statement of the lemma for n = 0.
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For n > 0 we use:∣∣∣∣∣DjtDβxDkξ
(
a(t, x, ξ) · a˜(t, x, ξ)χ
(
Λ(t)|ξ|p
3N log 1Λ(t)
))∣∣∣∣∣
≤ C
〈ξ〉p(l1+l˜1)−kλ(t)l2+l˜2 (λ(t)
Λ(t)
)l3+l˜3+j ( log 1Λ(t)
Λ(t)
)l4+l˜4
χ
(
Λ(t)|ξ|p
3N log 1Λ(t)
)
+〈ξ〉p(l1+l˜1)−kλ(t)l2+l˜2
(
λ(t)
Λ(t)
)l3+l˜3 ( log 1Λ(t)
Λ(t)
)l4+l˜4
χ(j)
(
Λ(t)|ξ|p
3N log 1Λ(t)
)
λ(t)
Λ(t)
Λ(t)|ξ|p
log 1Λ(t)
+
λ(t)
Λ(t)
Λ(t)|ξ|p(
log 1Λ(t)
) 1
log 1Λ(t)
j
≤ C〈ξ〉p(l1+l˜1)−kλ(t)l2+l˜2
(
λ(t)
Λ(t)
)l3+l˜3+j ( log 1Λ(t)
Λ(t)
)l4+l˜4
χ
(
Λ(t)|ξ|p
3N log 1Λ(t)
)
for j ≤ min{n, n˜}. In this way the statement of the lemma is shown completely. 2
3.1.4. Pseudo-differential operators
Here we will establish a calculus for pseudo-differential operators with symbols connected to our
specific symbol classes introduced in Section 3.1.2. The following lemma explains the composi-
tion of two pseudo-differential operators.
Lemma 3.1.10. Let A and B be matrix pseudo-differential operators with symbols a := σ(A) ∈
T{m1,m2,m3} + Sn{l1, l2, l3, l4} and b := σ(B) ∈ T{m˜1, m˜2, m˜3} + Sn˜{l˜1, l˜2, l˜3, l˜4}. Then the
operator C := A ◦B is a pseudo-differential operator with symbol c := σ(C) ∈ T{m1 + m˜1,m2 +
m˜2,m3 + m˜3}+Smin{n,n˜}{l1 + l˜1, l2 + l˜2, l3 + l˜3, l4 + l˜4}+S∗0{m1 +m3 + l˜1,m1 + l˜2,m2 + l˜3, l˜4}+
S∗0{m˜1 + m˜3 + l1, m˜1 + l2, m˜2 + l3, l4} and satisfies
c(t, x, ξ) ∼
∞∑
j=0
1
j!
Djξa(t, x, ξ)∂
j
xb(t, x, ξ)
modulo a regularizing symbol from L∞loc((0, T ], S
−∞(R)).
Remark 3.1.11. For a matrix pseudo-differential operator C with symbol c := σ(C) ∈ T{m1,m2,m3}+
Sn{l1, l2, l3, l4} the expression
c(t, x, ξ) ∼
∞∑
j=0
1
j!
Djξa(t, x, ξ)∂
j
xb(t, x, ξ)
can be understood as follows:
c(t, x, ξ)−
j0−1∑
j=0
1
j!
Djξa(t, x, ξ)∂
j
xb(t, x, ξ) ∈ T{m1,m2,m3 −
j0
p
}+ Sn{l1 − j0
p
, l2, l3, l4}
for all j0 ∈ N.
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Proof:
We use Lemmas 3.1.6 and 3.1.7 for the proof. It holds
σ(A ◦B) = c(t, x, ξ) ∼
∞∑
j=0
1
j!
Djξa(t, x, ξ)∂
j
xb(t, x, ξ).
By cj0 = cj0(t, x, ξ) we denote the symbol
1
j0!
Dj0ξ a(t, x, ξ)∂
j0
x b(t, x, ξ). From (3.1.3) and (3.1.5)
we know that Dj0ξ a belongs to T{m1,m2,m3 − j0p } + Sn{l1 − j0p , l2, l3, l4} and ∂j0x b belongs to
T{m˜1, m˜2, m˜3} + Sn{l˜1, l˜2, l˜3, l˜4}. Now with Lemma 3.1.9 we get that cj0 belongs to T{m1 +
m˜1,m2 + m˜2,m3 + m˜3 − j0}+ Smin{n,n˜}{l1 + l˜1 − j0, l2 + l˜2, l3 + l˜3, l4 + l˜4}+ S∗0{m1 +m3 + l˜1 −
j0,m1 + l˜2,m2 + l˜3, l˜4} + S∗0{m˜1 + m˜3 + l1 − j0, m˜1 + l2, m˜2 + l3, l4} for all j0 ∈ N. Applying
Lemma 3.1.8 yields the statement. 2
In the next lemma we denote the parametrix to A by A], that is,
AA] − I = 0, A]A− I = 0 mod L∞([0, T ],Ψ−∞).
An operator A belongs to Ψn if its symbol σ(A) belongs to Sn.
Lemma 3.1.12. Let A be a matrix pseudo-differential operator with a positive definite symbol
a := σ(A) ∈ T{0, 0, 0} + Sn{0, 0, 0, 0}. Then there exists a parametrix A] with symbol a] :=
σ(A]) ∈ T{0, 0, 0}+ Sn{0, 0, 0, 0}.
Proof:
We set a]0(t, x, ξ) := a(t, x, ξ)
−1, so it belongs to T{0, 0, 0}+ Sn{0, 0, 0, 0}. We define a]j0(t, x, ξ)
recursively using Lemmas 3.1.6 and 3.1.7 by
j0∑
j=1
1
j
(
Djξa(t, x, ξ)
)(
∂jxa
]
j0−j(t, x, ξ)
)
=: −a(t, x, ξ)a]j0(t, x, ξ)
with a]j0(t, x, ξ) ∈ T{0, 0,− j0p }+ Sn{− j0p , 0, 0, 0}. Lemma 3.1.8 with m1 = m2 = m3 = 0 = l1 =
l2 = l3 = l4 yields the existence of a symbol a
]
R(t, x, ξ) ∈ T{0, 0, 0} + Sn{0, 0, 0, 0} and a right
parametrix A]R(t, x,Dx) with symbol σ(A
]
R(t, x,Dx)) =: a
]
R(t, x, ξ). It holds
a]R(t, x, ξ)−
j0−1∑
j=0
a]j(t, x, ξ) ∈ T{0, 0,−
j0
p
}+ Sn{−j0
p
, 0, 0, 0},
AA]R − I ∈ L∞([0, T ],Ψ−∞).
In the same way we can prove the existence of a left parametrix. One can also show that
right and left parametrix coincide which gives a parametrix A](t, x,Dx) with symbol a](t, x, ξ) ∈
T{0, 0, 0}+ Sn{0, 0, 0, 0}. It is uniquely determined modulo L∞([0, T ],Ψ−∞). 2
Lemma 3.1.13. LetA be a matrix pseudo-differential operator with symbol a := σ(A) ∈ T{0, 0,−∞}+
Sn{l1, l2, l3, l4} vanishing in the pseudo-differential zone. Then the adjoint operator A∗ is a ma-
trix pseudo-differential operator with symbol a∗ = σ(A∗) ∈ T{0, 0,−∞} + Sn{l1, l2, l3, l4} and
satisfies
a∗(t, x, ξ) ∼
∞∑
j=0
1
j!
Djξ∂
j
xa(t, x, ξ)
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modulo a symbol from L∞([0, T ], S−∞(R)).
Proof:
Due to the relation to classical symbols given in Lemmas 3.1.6 and 3.1.7 we know that the
symbol of the adjoint is given by
a∗(t, x, ξ) ∼
∞∑
j=0
1
j!
Djξ∂
j
xa(t, x, ξ).
Now the symbolic calculus yields that a∗(t, x, ξ) is in the same symbol class as a(t, x, ξ). 2
3.1.5. Diagonalization procedure
For the C∞-function χ(s) =
{
0 s ≤ 12
1 s ≥ 1 we define the energy
U = (p(t,Dx)
l−1u, p(t,Dx)l−2Dtu, ...,Dl−1t u)
T ,
where p(t,Dx) is a pseudo-differential operator with the symbol
p(t, ξ) =
(
1− χ
(
Λ(t)|ξ|p
N log 1Λ(t)
))
ρ(t, ξ) + χ
(
Λ(t)|ξ|p
N log 1Λ(t)
)
λ(t)|ξ|p.
As in Section 3.1.2 the function ρ(t, ξ) is given by
ρ(t, ξ) =
(
1 +
λ(t)l
Λ(t)l−1
(
log
1
Λ(t)
)l−1
|ξ|p
) 1
l
.
In correspondence to the introduced symbol classes it holds p(t, ξ) ∈ T{1, 0, 0} + S1{1, 1, 0, 0}.
By using the introduced energy we want to consider the system of first order
DtU = A1U +A2U (3.1.7)
with
a∗j (t, x,Dx) =
p−2∑
k=0
aj,(l−j)p−k(t)D
(l−j)p−k
x + aj,(l−j−1)p+1(t, x)D
(l−j−1)p+1
x for j = 0, ..., l − 1,
A1(t, x,Dx) =

0 p(t,Dx) 0
...
. . .
0 p(t,Dx)
a∗0(t, x,Dx)p−1(t,Dx)l−1 a∗1(t, x,Dx)p−1(t,Dx)l−2 . . . a∗l−1(t, x,Dx)
 ,
A2(t,Dx) =

(l − 1)Dt(p(t,Dx))p−1(t,Dx) 0 . . . 0
0
. . .
...
... Dt(p(t,Dx))p−1(t,Dx) 0
0 . . . 0
 .
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Lemma 3.1.14. The roots τ1, ..., τl of the complete symbol of the operator from (3.1.1) are real
and satisfy
Separation condition: |τi(t, x, ξ)− τj(t, x, ξ)| ≥ δλ(t)|ξ|p for i 6= j,
Control of oscillations:
∣∣∣Dmt DβxDkξ τj(t, x, ξ)∣∣∣ ≤ Cm,βλ(t)|ξ|p−k ( λ(t)Λ(t))m in Zevo(N,M) (3.1.8)
for i, j = 1, 2, ..., l, k ∈ N and m = 0, 1. Furthermore, each root τj has the following structure:
τj(t, x, ξ) = τ̂j(t, ξ) + gj,p−1(t, ξ) + ...+ gj,2(t, ξ) + gj,1(t, x, ξ)
with gj,k ∈ Sk for k = 1, ..., p− 1.
Proof:
The properties (3.1.8) for the roots follow directly from Proposition 2.1.16.
We consider the symbol P of our operator given in (3.1.1)
P (t, x, τ, ξ) = τ l −
∑
l − 1 + 1p < j + kp ≤ l
j < l
aj,k(t)ξ
kτ j −
∑
j+ k
p
=l−1+ 1
p
aj,k(t, x)ξ
kτ j .
From (2.1.8) we have real and distinct roots τ̂j(t, ξ) with j = 1, ..., l for the principal symbol which
yields
P (t, x, τ, ξ) =
l∏
j=1
(τ − τ̂j(t, ξ)) +
l∑
j=1
Ql−j,jp−1(t, x, ξ)τ l−j (3.1.9)
for
Ql−j,jp−1 =
jp−1∑
k=(j−1)p+2
al−j,k(t)ξk + al−j,(j−1)p+1(t, x)ξ(j−1)p+1 ∈ Sjp−1
with j = 1, ..., l. Now we can construct symbols gj,p−1 ∈ Sjp−1 and Ql−j,jp−2 ∈ Sjp−2 such that
P (t, x, τ, ξ) =
l∏
j=1
(τ − τ̂j(t, ξ)− gj,p−1(t, ξ)) +
l∑
j=1
Ql−j,jp−2(t, x, ξ)τ l−j . (3.1.10)
Therefore we have to solve
1 ... 1∑
j 6=1
τ̂j ...
∑
j 6=l
τ̂j∑
j 6=k, j,k 6=1
τ̂j τ̂k ...
∑
j 6=k, j,k 6=l
τ̂j τ̂k
...
...
...∏
j 6=1
τ̂j ...
∏
j 6=l
τ̂j


g1,p−1
g2,p−1
...
gl,p−1
 =

−al−1,p−1(t)ξp−1
al−2,2p−1(t)ξ2p−1
...
(−1)la0,lp−1(t)ξlp−1
 .
Now we see that all τ̂j and all coefficients al−j,jp−1 for j = 1, ..., l are only depending on t and
ξ. So also gj,p−1 is x-independent.
By induction we can calculate gj,p−2, gj,p−3, ..., gj,2 in the same way. The only difference comes
in for gj,1, j = 1, ..., l because the system we have to solve contains the coefficients al−j,(j−1)p+1,
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j = 1, ..., l which are the only coefficients that also depend on the spatial variable, so we get
a dependence on t, x and ξ for gj,1. So we get the representation of the roots as given in the
lemma. 2
We define the matrix pseudo-differential operator M = M(t, x,Dx) with the symbol
M(t, x, ξ) :=

1 1 . . . 1
ϕ1(t,x,ξ)
p(t,ξ)
ϕ2(t,x,ξ)
p(t,ξ) . . .
ϕl(t,x,ξ)
p(t,ξ)
...
...
...
...(
ϕ1(t,x,ξ)
p(t,ξ)
)l−1 (
ϕ2(t,x,ξ)
p(t,ξ)
)l−1
. . .
(
ϕl(t,x,ξ)
p(t,ξ)
)l−1

with
ϕk(t, x, ξ) = dkρ(t, ξ)
(
1− χ
(
Λ(t)|ξ|p
N log 1Λ(t)
))
+ τk(t, x, ξ)χ
(
Λ(t)|ξ|p
N log 1Λ(t)
)
for k = 1, ..., l and numbers d1 < d2 < ... < dl.
Lemma 3.1.15. The matrix pseudo-differential operatorM satisfies σ(M) ∈ T{0, 0, 0}+S1{0, 0, 0}
and has a parametrix M ] with the symbol σ(M ]) ∈ T{0, 0, 0}+ S1{0, 0, 0, 0}.
Proof:
We use the Vandermonde structure of M and the assumption d1 < d2 < ... < dl. The statement
follows directly from Lemma 3.1.12. 2
Using U = MU1 our system (3.1.7) can be transformed to
M ]MDtU1 = M
]A1MU1 +M
]A2MU1 −M ](DtM)U1. (3.1.11)
The symbolic calculus yields the following properties for the matrix pseudo-differential operators
in system (3.1.7):
σ(A1(t, x,Dx)) ∈ T{1, 0, 0}+ S1{1, 1, 0, 0},
σ(A2(t,Dx)) ∈ T{0, 1, 0}+ S1{0, 0, 1, 0}.
And with this we get
σ(M ](t, x,Dx)A1(t, x,Dx)M(t, x,Dx)) ∈ T{1, 0, 0}+ S∗0{1, 1, 0, 0}+ S1{1, 1, 0, 0},
σ(M ](t, x,Dx)A2(t,Dx)M(t, x,Dx)) ∈ T{0, 1, 0}+ S1{0, 0, 1, 0},
σ(M ](t, x,Dx)Dt(M(t, x,Dx))) ∈ T{0, 0,−∞}+ S0{0, 0, 1, 0}
for the transformed system (3.1.11).
At first we take a closer look at M ]A1M . The localization of the operator into the pseudo-
differential and intermediate zone is given by
M ](t, x,Dx)A1(t, x,Dx)M(t, x,Dx)
(
I − χ
(
Λ(t)|Dx|p
3N log 1
Λ(t)
))
with
σ
(
M ](t, x,Dx)A1(t, x,Dx)M(t, x,Dx)
(
I − χ
(
Λ(t)|Dx|p
3N log 1
Λ(t)
)))
∈ T{1, 0, 0}+ S∗0{1, 1, 0, 0}.
(3.1.12)
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The operator M ]A1Mχ which is localized in the evolution zone has the principal symbol τ1(t, x, ξ) 0. . .
0 τl(t, x, ξ)

due to the diagonalization. The sub-principal symbol is determined by DξM ]∂xA1Mχ,
DξM
]A1∂xMχ and M ]DξA1∂xMχ which all have symbols in T{0, 0,−∞} + S1{0, 1, 0, 0} be-
cause it holds
Dξσ(M
](t, x,Dx)) ∈ S1{−1p , 0, 0, 0}, ∂xσ(A1(t, x,Dx)) ∈ S1{1p , 1, 0, 0},
Dξσ(A1(t, x,Dx)) ∈ S1{p−1p , 1, 0, 0}, ∂xσ(M(t, x,Dx)) ∈ S1{1−pp , 0, 0, 0},
for (t, x, ξ) ∈ Zevo(N,M).
3.1.6. A change of variables
We can rewrite system (3.1.11) as follows:
DtU1 = D(t, x,Dx)U1 +R(t, x,Dx)U1 (3.1.13)
with
σ(D(t, x,Dx)) =
 τ1(t, x, ξ) 0. . .
0 τl(t, x, ξ)
χ( Λ(t)|ξ|p
N log 1Λ(t)
)
∈ T{0, 0,−∞}+ S0{1, 1, 0, 0}
and a remainder with
σ(R(t, x,Dx) ∈ T{1, 0, 0}+ T{0, 1, 0}+ S∗0{1, 1, 0, 0}+ S0{0, 1, 0, 0}+ S0{0, 0, 1, 0}.
To prove our theorem we need an energy estimate for (3.1.13) of the following type:
‖U1(t, ·)‖Hs−s0 ≤ C‖U1(0, ·)‖Hs . (3.1.14)
This estimate yields an at most finite loss of derivatives for the solution of our Cauchy problem.
For D(t, x,Dx) we use the dispersivity of the principal part in the sense of Petrowsky. The symbol
of R(t, x,Dx) can be considered to be in L1([0, T ], S1)∩L∞([0, T ], S0). To get the result, we will
apply a change of variables which will contain the loss of derivatives. The change of variables
will make sure that the spectra of the parts of the symbol of the operator that are in L1([0, T ], S1)
are non-negative. We propose the following change of variables:
U1 := exp
(
M1
t∫
0
ρ(τ,Dx)
(
1− χ
(
Λ(τ)|Dx|p
N log 1
Λ(t)
))
dτ +M2
t∫
0
λ(τ)
Λ(τ)χ
(
Λ(τ)|Dx|p
N log 1
Λ(t)
)
dτ
+M3
t∫
0
∂τρ(τ,Dx)ρ
−1(τ,Dx)
(
1− χ
(
Λ(τ)|Dx|p
N log 1
Λ(t)
))
dτ
+M4
t∫
0
λ(τ)
Λ(τ)
l−1
l
(
log 1Λ(τ)
) l−1
l |Dx|
p
l χ
(
Λ(τ)|Dx|p
N log 1
Λ(t)
)
(
1− χ
(
Λ(τ)|Dx|p
N log 1
Λ(t)
))
dτ
)
U2
= exp
(
4∑
k=1
Sk(t,Dx)
)
U2
(3.1.15)
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for Sk(t,Dx), k = 1, ..., 4 representing the summands respectively to their order in (3.1.15).
Applying this transformation to our system (3.1.13) we obtain
DtU1 = exp
(
4∑
k=1
Sk(t,Dx)
)
DtU2 + exp
(
4∑
k=1
Sk(t,Dx)
)(
4∑
k=1
DtSk(t,Dx)
)
U2
= D(t, x,Dx) exp
(
4∑
k=1
Sk(t,Dx)
)
U2 +R(t, x,Dx) exp
(
4∑
k=1
Sk(t,Dx)
)
U2,
0 = DtU2 +
(
4∑
k=1
DtSk(t,Dx)
)
U2 −D(t, x,Dx)U2 −R(t, x,Dx)U2
− exp
(
−
4∑
k=1
Sk(t,Dx)
)[
D(t, x,Dx), exp
(
4∑
k=1
Sk(t,Dx)
)]
U2
− exp
(
−
4∑
k=1
Sk(t,Dx)
)[
R(t, x,Dx), exp
(
4∑
k=1
Sk(t,Dx)
)]
U2.
(3.1.16)
It is obvious that the symbol of the operator − exp
(
−
4∑
k=1
Sk
)[
R, exp
(
4∑
k=1
Sk
)]
is part of the
same symbol class as R. From the x-independence of Sk(t,Dx) and the considerations at the
end of Section 3.1.5 we can follow that the symbol of − exp
(
−
4∑
k=1
Sk
)[
D, exp
(
4∑
k=1
Sk
)]
is in
T{0, 0,−∞}+ S0{0, 1, 0, 0} and with this also in the same symbol class as R. So our system for
U2 can be written with a modified operator R as follows:
0 = DtU2 +
(
4∑
k=1
DtSk(t,Dx)
)
U2 −D(t, x,Dx)U2 −R(t, x,Dx)U2. (3.1.17)
Thereby it holds
σ(R(t, x,Dx) ∈ T{1, 0, 0}+ T{0, 1, 0}+ S∗0{1, 1, 0, 0}+ S0{0, 1, 0, 0}+ S0{0, 0, 1, 0}.
The important difference between system (3.1.13) and system (3.1.17) lies in the terms
4∑
k=1
DtSk(t,Dx) = M1ρ(t,Dx))
(
1− χ
(
Λ(t)|Dx|p
N log 1Λ(t)
))
+M2
λ(t)
Λ(t)
χ
(
Λ(t)|Dx|p
N log 1Λ(t)
)
+M3∂tρ(t,Dx)ρ
−1(t,Dx)
(
1− χ
(
Λ(t)|Dx|p
N log 1Λ(t)
))
+M4
λ(t)
Λ(t)
l−1
l
(
log 1Λ(t)
) l−1
l |Dx|
p
l χ
(
Λ(t)|Dx|p
N log 1Λ(t)
)(
1− χ
(
Λ(t)|Dx|p
N log 1Λ(t)
))
.
Each of the terms of
4∑
k=1
DtSk is related to a different term of the operator R. It holds
σ(DtS1(t, x,Dx)) ∈ T{1, 0, 0}, σ(DtS2(t, x,Dx)) ∈ S0{0, 0, 1, 0},
σ(DtS3(t, x,Dx)) ∈ T{0, 1, 0}, σ(DtS4(t, x,Dx)) ∈ S∗0{1, 1, 0, 0}.
Now we can split R into an operator R1 of order L∞((0, T ), S0) and an operator R2 in
L1((0, T ), S1) which has a non-negative spectrum if we choose M1 to M4 large enough.
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3.1.7. L2 well-posedness of an auxiliary Cauchy problem and backward
transformation
The considerations from Section 3.1.6 are needed to rewrite system (3.1.17) as follows:
∂tU2 − iD(t, x,Dx)U2 +R1(t, x,Dx)U2 +R2(t, x,Dx)U2 = 0 (3.1.18)
with a real matrix pseudo-differential operator D, σ(R1(t, x,Dx)) ∈ L∞((0, T ), S0) and
σ(R2(t, x,Dx)) ∈ L1((0, T ), S1) with a non-negative spectrum. For R2(t, x,Dx) we can apply
sharp Gårding inequality, see B.5 from the Appendix. Thus we obtain the desired estimate
d
dt
‖U2(t, ·)‖2L2 = 2<((iD(t, x,Dx) +R1(t, x,Dx) +R2(t, x,Dx))U2, U2)
≤ Cf(t)‖U2(t, ·)‖2L2
with f(t) ∈ L1[0, T ]. Now we apply Gronwall’s inequality
‖U2(t, ·)‖2L2 ≤ Ce
C1
t∫
0
f(τ)dτ
‖U2(0, ·)‖2L2 ≤ C‖U2(0, ·)‖2L2 . (3.1.19)
We used the following matrix pseudo-differential operator for the transformation from U to U2:
U = M(t, x,Dx) exp
(
4∑
k=1
Sk(t,Dx)
)
U2.
For the initial data U(0, x) we get
U(0, x) = M(0, x,Dx) exp
(
4∑
k=1
Sk(0, Dx)
)
U2(0, x) = U2(0, x). (3.1.20)
Here we use that ρ(0, ξ) = 1 which is guaranteed due to our assumption d0 > l−1l . So if we
consider our Cauchy problem (3.1.1) with initial data um(x) ∈ Hs−mp(R), then U2(0, ·) ∈ Hs.
Thus using the L2 well-posedness shown in (3.1.19) we can conclude that U2(t, ·) ∈ Hs for all
times t ∈ [0, T ]. Furthermore we know that
|σ(M(t, x,Dx))| ≤ C. (3.1.21)
We estimate the other change of variables and obtain the following:∣∣∣∣σ(exp( 4∑
k=1
Sk(t,Dx)
))∣∣∣∣
≤ exp
(
C
(
tξ∫
0
ρ(τ, ξ)dτ +
t∫
tξ
λ(τ)
Λ(τ)dτ +
tξ∫
0
∂τρ(τ,ξ)
ρ(τ,ξ) dτ +
tξ∫
0
λ(τ)
Λ(τ)
l−1
l
(
log 1Λ(τ)
) l−1
l |ξ| pl dτ
))
≤ exp
(
C
(
tξ∫
0
dτ +
tξ∫
0
λ(τ)
Λ(τ)
l−1
l
(
log 1Λ(τ)
) l−1
l |ξ| pl dτ +
t∫
tξ
λ(τ)
Λ(τ)dτ +
tξ∫
0
∂τρ(τ,ξ)
ρ(τ,ξ) dτ
))
≤ exp
(
C
(
tξ + Λ(tξ)
1
l |ξ| pl
(
log 1Λ(τ)
) l−1
l
+ log Λ(t)Λ(tξ) + log ρ(tξ, ξ)
))
≤ exp(C(1 + log |ξ|)) ≤ C|ξ|s0 .
(3.1.22)
At last we can use equation (3.1.20) and estimates (3.1.21) and (3.1.22) to obtain
‖U(t, ·)‖s−s0 ≤ ‖U2(t, ·)‖s ≤ C‖U2(0, ·)‖s ≤ C‖U(0, ·)‖s. (3.1.23)
This yields an at most finite loss of derivatives for the solution of our Cauchy problem (3.1.1) and
finishes our proof. 2
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3.2. x-dependence for more terms of the extended principal part
Now the question occurs how to include x-dependence into the other terms of the extended
principal part. Here the idea is to use a decay condition in x. We still consider the p-evolution
Cauchy problem of higher order in Dt with real coefficients. The x-dependence will be consid-
ered in all the coefficients of the extended principal part which are not part of the principal part
in the sense of Petrowsky. We will explain what kind of additional condition we need to get H∞
well-posedness.
3.2.1. Theorem
We consider the p-evolution Cauchy problem of higher order in Dt with coefficients depending
on space and time as follows:
Dltu−
∑
j+ k
p
=l
j<l
aj,k(t)D
k
xD
j
tu−
∑
l−1+ 1
p
≤j+ k
p
≤l− 1
p
aj,k(t, x)D
k
xD
j
tu = 0,
Dmt u(0, x) = um(x) for m = 0, ..., l − 1 and l ≥ 2.
(3.2.1)
All coefficients are real.
Now if we look at the proof of Theorem 3.1.1 we see that we have to reconsider the operator
M ]A1M in the evolution zone. The operator still has the principal symbol τ1(t, x, ξ) 0. . .
0 τl(t, x, ξ)

with
τj(t, x, ξ) = τ̂j(t, ξ) + gj,p−1(t, x, ξ) + ...+ gj,1(t, x, ξ).
The x-dependence in the roots comes from the change of the x-dependence in the coefficients of
the operator related to our Cauchy problem (3.2.1). If we calculate the symbol class of the sub-
principal symbol in the evolution zone we see that it is in S0{p−2p , 1, 0, 0}. Now the idea is to apply
a change of variables which helps to split the operator of order S0{p−2p , 1, 0, 0} into an operator
of order S0{0, 1, 0, 0} and several non-negative operators of order between S0{p−2p , 1, 0, 0} and
S0{0, 1, 0, 0}. For those operator we can use the non-negativity to apply sharp Gårding inequality,
see B.5 in the Appendix.
So we pose the following decay conditions for the coefficients:∣∣Dxaj,(l−j)p−k(t, x)∣∣ ≤ Cλ(t)l−j〈x〉− p−k−1p−1 ,∣∣∣Dβxaj,(l−j)p−k(t, x)∣∣∣ ≤ Cλ(t)l−j〈x〉− p−k−[β2 ]p−1 (3.2.2)
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for 2 ≤ β < 2(p − k), j = 0, ..., l − 1 and k = 1, ..., p − 2. So with the change of variables given
by
U3 = exp(θ(x,Dx))U2, θ(x,Dx) =
p−1∑
k=1
θk(x,Dx),
θk(x, ξ) = Mk〈ξ〉k+1−ph ω(ξ/h)
x∫
0
〈y〉− kp−1 (1− χ(〈y〉/〈ξ〉p−1h ))dy,
for all k = 1, ..., p− 1, with large constants Mk and a smooth function ω with
ω(y) = 0 for |y| ≤ 1, ω(y) = |y|p−1/yp−1 for |y| ≥ 2,
we get non-negative operators which yield the result.
Proposition 3.2.1. Each θk(x, ξ) is part of the classical symbol class S0.
The proof of this proposition can be found in [ABZ].
We can formulate the following theorem.
Theorem 3.2.2. Let us consider the Cauchy problem (3.2.1) under the assumptions (2.1.6) with
d0 >
l−1
l , (2.1.8), (2.1.9) and (3.2.2). For initial data um ∈ Hs−mp(R), m = 0, ..., l − 1 there
exists an s0 ∈ R+ and a unique solution u ∈ C([0, T ], Hs−s0(R)) ∩ C1([0, T ], Hs−s0−p(R)) ∩ ... ∩
C l−1([0, T ], Hs−s0−(l−1)p(R)). An a priori estimate for the solution is given by
‖Dmt u(t, ·)‖Hs−s0−mp ≤ C(‖u0‖Hs + ...+ ‖ul−1‖Hs−(l−1)p)
for m = 0, ..., l − 1.
Remark 3.2.3. We can also extend the calculus to Cauchy problem (3.2.1) with complex valued
coefficients depending on t and x. For the theorem to hold we need a decay for the imaginary
part. We would propose the following assumptions:
|=aj,(l−j)p−k(t, x)| ≤ Cλ(t)l−j〈x〉−
p−k
p−1 (3.2.3)
for j = 0, ..., l− 1 and k = 2, ..., p− 1. Furthermore we pose an assumption for the imaginary part
of aj,(l−j)p−1 in the following way:
|=aj,(l−j)p−1(t, x)| ≤ Cλ(t)l−jg(〈x〉), (3.2.4)
where the function g = g(s) ∈ L1(R+) ∩ C[0,∞) is a strictly decreasing function.
For a better understanding of the influence coming from the imaginary parts of the coefficients
we consider a special case of Cauchy problem (3.2.1) in the next section.
Remark 3.2.4. We will see that the assumptions for the decay coincide in Sections 3.2 and 3.3.
For a 2-evolution Cauchy problem of second order in Dt we will only consider a0,3(t, x). The
assumptions (3.2.2) and (3.2.3) bring nothing because k = 1. For (3.2.4) we get the following:
|=a0,3(t, x)| ≤ Cλ(t)2g(〈x〉). (3.2.5)
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3.3. x-dependence for a 2-evolution problem with complex
coefficients
In this section we want to consider a Cauchy problem with a complex valued coefficient in the
extended principal part which is not part of the principal part in the sense of Petrowsky. For
simplicity we consider a 2-evolution problem with second order of Dt. Furthermore we set the
coefficients aj,k ≡ 0 for j 6= 0.
3.3.1. Theorem
We consider the Cauchy problem
D2t u− λ2(t)b2(t)D4xu− a3(t, x)D3xu = 0,
u(0, x) = u0(x), Dtu(0, x) = u1(x).
(3.3.1)
This section is considered to be an introductory part for the C2-theory. This is why we split the
coefficient of the principal part in the sense of Petrowsky into the shape function λ(t) and the
function b(t) describing the oscillating behavior. The degeneracy of the problem is still located in
t = 0 which is described by the shape function. We have the following assumptions:
λ(0) = 0, λ′(t) > 0 for t > 0,
lim
t→0
λ2(t)
Λ(t) = 0, d0
λ(t)
Λ(t) ≤ λ
′(t)
λ(t) ≤ d1 λ(t)Λ(t) for d0 ≥ 12 .
(3.3.2)
The assumptions for b = b(t) are given by
c0 := inf
t∈(0,T ]
b(t) ≤ b(t) ≤ c1 := sup
t∈(0,T ]
b(t), t ∈ (0, T ], c0, c1 > 0,
|b′(t)| ≤ C λ(t)Λ(t) .
(3.3.3)
For the coefficient a3(t, x) which is a complex coefficient of the extended principal part which is
not part of the principal part in the sense of Petrowsky we pose the assumption
|Dmt Dβxa3(t, x)| ≤ Cβ
λ2(t)
Λ(t)
1
2
(
λ(t)
Λ(t)
)m
, m = 0, 1. (3.3.4)
Additionally we pose an assumption for the imaginary part of a3(t, x) which is given in the
following way:
|=a3(t, x)| ≤ Cλ2(t)g(〈x〉), (3.3.5)
where the function g = g(s) ∈ L1(R+) ∩ C[0,∞) is a strictly decreasing function.
Remark 3.3.1. If we compare assumptions (3.3.4) with m = β = 0 and (3.3.5) for =a3(t, x) we
notice, that (3.3.5) is stronger. At the moment we can not prove that this stronger assumption
(3.3.5) is optimal, but for us it appears natural in the proof. Furthermore, it coincides with as-
sumption (3.2.5).
From the paper of Tarama [Tar97] we want to recall the following conclusion.
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Proposition 3.3.2. If g ∈ L1(R+) ∩ C[0,∞) is a strictly decreasing function, then there exists a
function g˜ ∈ L1(R+) ∩ C[0,∞) which is equivalent to g and satisfies
|g˜(k)(s)| ≤ Ck〈s〉−kg˜(s) for all k ∈ N.
So we assume g to satisfy this estimate. This we will need later to apply our calculus.
We prove the following theorem.
Theorem 3.3.3. Let us consider the Cauchy problem (3.3.1) under the assumptions (3.3.2) to
(3.3.5). For initial data u0 ∈ Hs(R) and u1(x) ∈
(
Λ(−1)
(
N
〈Dx〉2
))−1
Hs(R) there exists a unique
solution u = u(t, x) which is at most in Hs−s0 so we have at most a finite loss of regularity.
Remark 3.3.4. This result yields an at most finite loss of regularity. Therefore we have a similar
result to Theorem 3.2.2. The difference of regularity is not of importance at the moment but we
choose it to hint that we will need a certain difference of regularity for the C2-theory. To have a
better comparability to the next result we want to add that we have conditions which correspond
to ν ≡ 1 in (5.1.3) and (5.1.4) and we have no effect coming from the data.
3.3.2. Symbol classes and zones
We will use the following zones:
Zpd(N,M) = {(t, x, ξ) ∈ [0, T ]× R2x,ξ : t ≤ tξ, |ξ| ≥M},
Zevo(N,M) = {(t, x, ξ) ∈ [0, T ]× R2x,ξ : t ≥ tξ, |ξ| ≥M}
with the separating line
Λ(tξ)|ξ|2 = N.
Pay attention that the definition of the zones from Sections 2.1.3 and 3.1.2 differ from the zones
in this proof. The main reason is the behavior in the extended principal part. In this section we
do not consider any log-term in (3.3.4). So we define
ρ(t, ξ) =
√
1 +
λ(t)2
Λ(t)
|ξ|2.
For this definition of ρ we also omit any log-term and can choose α = 1 because we assume
d0 ≥ 12 .
Definition 3.3.5. By T{m1,m2,m3} we denote the class of all amplitudes a = a(t, x, ξ) ∈
C([0, T ], C(R2x,ξ)) satisfying for (t, x, ξ) ∈ Zpd(N,M) and all β, k the estimates
|DβxDkξa(t, x, ξ)| ≤ Cβ,kρ(t, ξ)m1
(
∂tρ(t, ξ)
ρ(t, ξ)
)m2
〈ξ〉2m3−k.
These symbol classes satisfy the following properties:
a(t, x, ξ) ∈ T{m1,m2,m3} → Dkxa(t, x, ξ) ∈ T{m1,m2,m3},
a(t, x, ξ) ∈ T{m1,m2,m3} → Dkξa(t, x, ξ) ∈ T{m1,m2,m3 − k2},
a ∈ T{m1,m2,m3}, a˜ ∈ T{m˜1, m˜2, m˜3}
→ a · a˜ ∈ T{m1 + m˜1,m2 + m˜2,m3 + m˜3},
(3.3.6)
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and generate the symbol hierarchy
T{m1,m2,m3 − k2} ⊂ T{m1,m2,m3} for k ≥ 0. (3.3.7)
A symbol, which is identically zero in Zpd(N,M) belongs to T{0, 0,−∞}.
Definition 3.3.6. By Sn{l1, l2, l3} we denote the class of all amplitudes a = a(t, x, ξ) ∈
C([0, T ], C(R2x,ξ)) satisfying for (t, x, ξ) ∈ Zevo(N,M) and all β, k and k ≤ n the estimates
|DjtDβxDkξa(t, x, ξ)| ≤ Cβ,j,k〈ξ〉2l1−kλ(t)l2
(
λ(t)
Λ(t)
)l3+j
.
These symbol classes satisfy the following properties:
a ∈ Sn{l1, l2, l3} → Dkxa ∈ Sn{l1, l2, l3},
a ∈ Sn{l1, l2, l3} → Dkξa ∈ Sn{l1 − k2 , l2, l3},
a ∈ Sn{l1, l2, l3} → Dkt a ∈ Sn−k{l1, l2, l3 + k} if k ≤ n,
a ∈ Sn{l1, l2, l3}, a˜ ∈ Sn˜{l˜1, l˜2, l˜3}
→ a · a˜ ∈ Smin(n,n˜){l1 + l˜1, l2 + l˜2, l3 + l˜3},
(3.3.8)
and generate symbol hierarchies by using the definition of the evolution zone
Sn{l1, l2, l3} ⊂ Sn−1{l1, l2, l3},
Sn{l1 − k, l2 − k, l3 + k} ⊂ Sn{l1, l2, l3} for k ≥ 0. (3.3.9)
We have compatibility for our symbol classes in the intermediate zone which is given by Zint(N,M) :=
Zpd(N,M) ∩ Zevo(N,M). We can proceed in an analogous way as in the proof of Theorem
3.1.1. If f belongs to T{m1,m2,m3} with support in the intermediate zone, then it also belongs
to S0{m1 +m3,m1,m2}.
For our calculations we need additional symbol classes which live in the intermediate zone.
Definition 3.3.7. By S∗n{l1, l2, l3} we denote the class of all amplitudes a = a(t, x, ξ) ∈
C([0, T ], C(R2x,ξ)) satisfying for (t, x, ξ) ∈ Zpd(N,M) ∩ Zevo(N,M) and all β, k and j ≤ n the
estimates
|DjtDβxDkξa(t, x, ξ)| ≤ Cβ,j,k〈ξ〉2l1−kλ(t)l2
(
λ(t)
Λ(t)
)l3+j
.
These symbol classes satisfy similar properties and generate a similar symbol hierarchy as
Sn{l1, l2, l3}. We can link these symbol classes as follows:
S∗n{l1, l2, l3} ⊂ Sn{l1 + r, l2 + r, l3 − r} for all r ∈ R.
We can use the pseudo calculus which was introduced in the proof of Theorem 3.1.1.
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3.3.3. Diagonalization procedure
For the C∞-function χ(s) =
{
0 s ≤ 12
1 s ≥ 1 we define the energy
U = (p(t,Dx)u,Dtu)
T ,
where p(t,Dx) is a pseudo-differential operator with the symbol
p(t, ξ) =
(
1− χ
(
Λ(t)|ξ|2
N
))
ρ(t, ξ) + χ
(
Λ(t)|ξ|2
N
)
h(t, ξ).
We introduce
ρ(t, ξ) :=
√
1 +
λ2(t)
Λ(t)
|ξ|2, h(t, ξ) := λ(t)b(t)|ξ|2.
In the intermediate zone Zint(N,M) it holds
h(t, ξ) = λ(t)b(t)|ξ|2 ≤ C λ(t)
Λ
1
2 (t)
|ξ| ≤ C
√
1 +
λ2(t)
Λ(t)
|ξ|2 = Cρ(t, ξ),
ρ(t, ξ) =
√
1 +
λ2(t)
Λ(t)
|ξ|2 ≤ C
√
1 + λ2(t)|ξ|4 ≤ Cλ(t)|ξ|2 ≤ Ch(t, ξ)
because λ(t)|ξ|2 ≥ N for all t ≥ tξ and T small. With respect to p = p(t, ξ) this means in the
intermediate zone
c1h(t, ξ) ≤ p(t, ξ) ≤ c2h(t, ξ), c1ρ(t, ξ) ≤ p(t, ξ) ≤ c2ρ(t, ξ).
In correspondence to the introduced symbol classes it holds p ∈ T{1, 0, 0}+ S1{2, 1, 0}. Now we
want to consider the system of first order
DtU =
(
Dt(p(t,Dx)u)
D2t u
)
=
(
Dt(p(t,Dx))u+ p(t,Dx)Dtu
λ2(t)b2(t)D4xu+ a3(t, x)D
3
xu
)
=
(
Dt(p(t,Dx))p
−1(t,Dx)p(t,Dx)u+ p(t,Dx)Dtu
λ2(t)b2(t)D4xp
−1(t,Dx)p(t,Dx)u+ a3(t, x)D3xp−1(t,Dx)p(t,Dx)u
)
=
(
Dt(p(t,Dx))p
(−1)(t,Dx) p(t,Dx)
λ2(t)b2(t)D4xp
(−1)(t,Dx) + a3(t, x)D3xp(−1)(t,Dx) 0
)
U
(3.3.10)
by using the introduced energy. To this system we apply a change of variables
U = M˜U1 =
((
1− χ
(
Λ(t)|Dx|2
N
))
I + χ
(
Λ(t)|Dx|2
N
)
M
)
U1
with
M =
(
I I
−
√
I + <(a3(t, x))D3xh(−2)(t,Dx)
√
I + <(a3(t, x))D3xh(−2)(t,Dx)
)
.
This change of variables acts as the identity operator in Zpd(N,M). In Zevo(N,M) we apply the
operator M which acts as a diagonalizer. The structure of M is related to the structure of our
initial Cauchy problem (3.3.1).
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Lemma 3.3.8. The matrix pseudo-differential operator M˜ satisfies σ(M˜) ∈ T{0, 0, 0}+S1{0, 0, 0}
and has a parametrix M˜ ] with the symbol σ(M˜ ]) ∈ T{0, 0, 0}+ S1{0, 0, 0}.
Proof:
The pseudo-differential operator A = <(a3(t, x))D3xh(−2)(t,Dx) has the following symbol:
σ(A) = σ
(
<(a3(t, x))D3xh(−2)(t,Dx)
)
∼
∞∑
j=0
Djξ
(
<(a3(t, x))ξ3
)
∂jx
(
h(−2)(t, ξ)
)
=
<(a3(t, x))ξ3
h2(t, ξ)
=
<(a3(t, x))
λ2(t)b2(t)ξ
.
We construct B by analyzing σ(I + A) = σ(B ◦ B). We make the ansatz σ(B) ∼
∞∑
j0=0
bj0 and
b0 =
√
1 + σ(A). For b0 we obtain:
b0 = 1 +
<(a3(t, x))
2λ2(t)b2(t)ξ
− 1
8
(<(a3(t, x))
λ2(t)b2(t)ξ
)2
+O
((<(a3(t, x))
λ2(t)b2(t)ξ
)3)
. (3.3.11)
For each bj0 with j0 ≥ 1 we get the following system:
0 =
j0∑
j=0
j0−j∑
k=0
Djξbk∂
j
xbj0−j−k. (3.3.12)
We are interested in the symbol class of M˜ . We can use the considerations from above to see
that
M˜ =
 I χ(Λ(t)|Dx|2N )I
−χ
(
Λ(t)|Dx|2
N
)√
I +A I − χ
(
Λ(t)|Dx|2
N
)
+ χ
(
Λ(t)|Dx|2
N
)√
I +A
 .
From the definition of the zone we can show that the symbol χ
(
Λ(t)|ξ|2
N
)
b0 ∈ T{0, 0,−∞} +
S1{0, 0, 0}. It holds∣∣∣∣χ(Λ(t)|ξ|2N
)
b0
∣∣∣∣ ≤ χ(Λ(t)|ξ|2N
)√
1 + |σ(A)| ≤
√
χ2
(
Λ(t)|ξ|2
N
)
+ χ2
(
Λ(t)|ξ|2
N
) |<(a3(t, x))|
λ2(t)b2(t)|ξ|
≤
√
χ2
(
Λ(t)|ξ|2
N
)
+ χ2
(
Λ(t)|ξ|2
N
)
λ2(t)
Λ
1
2 (t)λ2(t)|ξ|
≤ χ
(
Λ(t)|ξ|2
N
)√
1 +
1
N
1
2
and with this we know that χ
(
Λ(t)|ξ|2
N
)√
1− ε ≤ χ
(
Λ(t)|ξ|2
N
)
σ
(√
I +A
) ≤ χ(Λ(t)|ξ|2N )√1 + ε for
an arbitrary small ε > 0 if we choose N large enough. The definition of the symbol classes
yields
χ
(
Λ(t)|ξ|2
N
)
bj ∈ T{0, 0,−∞}+ S1{−j, 0, 0} (3.3.13)
and with this we get χ
(
Λ(t)|ξ|2
N
)
σ(B) ∼
∞∑
j=0
χ
(
Λ(t)|ξ|2
N
)
bj. From these considerations together
with Lemma 3.1.8 we conclude immediately that σ(M˜) ∈ T{0, 0, 0}+ S1{0, 0, 0}.
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The existence of a parametrix of the operator M˜ follows from Lemma 3.1.12 if the operator is
positive definite. For the determinant it holds∣∣∣∣σ((1− χ(Λ(t)|Dx|2N
))
I + χ
(
Λ(t)|Dx|2
N
)
M
)∣∣∣∣
≥
∣∣∣∣∣∣ 1 χ
(
Λ(t)|ξ|2
N
)
χ
(
Λ(t)|ξ|2
N
)√
1− ε
(
1− χ
(
Λ(t)|ξ|2
N
))
+ χ
(
Λ(t)|ξ|2
N
)√
1− ε
∣∣∣∣∣∣
= 1− χ
(
Λ(t)|ξ|2
N
)
+ χ
(
Λ(t)|ξ|2
N
)√
1− ε+ χ2
(
Λ(t)|ξ|2
N
)√
1− ε
≥ 1− χ
(
Λ(t)|ξ|2
N
)
+ χ
(
Λ(t)|ξ|2
N
)
(1− ε)
= 1− εχ
(
Λ(t)|ξ|2
N
)
>
1
2
.
The constant ε depends on N and can be fixed sufficiently small. This completes the proof. 2
From the change of variables we obtain the system
M˜ ]M˜DtU1
= M˜ ]
(
Dt(p(t,Dx))p
(−1)(t,Dx) p(t,Dx)
λ2(t)b2(t)D4xp
(−1)(t,Dx) + a3(t, x)D3xp(−1)(t,Dx) 0
)
M˜U1
−M˜ ]DtM˜U1.
(3.3.14)
Now using the symbolic calculus we rewrite system (3.3.14) as follows:
(I +R)(DtU1) = M˜
]
(
Dt(p(t,Dx))p
(−1)(t,Dx) 0
0 0
)
M˜U1 − M˜ ]DtM˜U1
+M˜ ]
(
E(t, x,Dx) +
(
0 0
=(a3(t, x))D3xp(−1)(t,Dx) 0
))
M˜χ
(
Λ(t)|Dx|2
3N
)
U1
+M˜ ]
(
E(t, x,Dx) +
(
0 0
=(a3(t, x))D3xp(−1)(t,Dx) 0
))
M˜
(
1− χ
(
Λ(t)|Dx|2
3N
)
)
)
U1
(3.3.15)
with
E(t, x,Dx) =
(
0 p(t,Dx)
λ2(t)b2(t)D4xp
(−1)(t,Dx) + <(a3(t, x))D3xp(−1)(t,Dx) 0
)
.
The matrix pseudo-differential operator R is a remainder with a symbol in L∞([0, T ], S−∞).
Applying the calculus of Section 3.1.3 we can calculate the symbol classes of the symbol of each
matrix pseudo-differential operator. We obtain
σ
(
M˜ ]E(t, x,Dx)M˜χ
(
Λ(t)|Dx|2
3N
))
∈ T{0, 0,−∞}+ S1{2, 1, 0},
σ
(
M˜ ]
(
0 0
=(a3(t, x))D3xp(−1)(t,Dx) 0
)
M˜χ
(
Λ(t)|Dx|2
3N
))
∈ T{0, 0,−∞}+ S1{2, 1, 0},
σ
(
M˜ ]
(
E(t, x,Dx) +
(
0 0
=(a3(t, x))D3xp(−1)(t,Dx) 0
))
M˜
(
1− χ
(
Λ(t)|Dx|2
3N
)))
∈ T{1, 0, 0}+ S∗1{2, 1, 0},
σ
(
M˜ ]
(
Dt(p(t,Dx))p
(−1)(t,Dx) 0
0 0
)
M˜
)
∈ T{0, 1, 0}+ S1{0, 0, 1},
σ
(
M˜ ]DtM˜
)
∈ T{0, 0,−∞}+ S0{0, 0, 1}.
(3.3.16)
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We will use the properties (3.3.16). But beforehand we take a closer look at
M˜ ]E(t, x,Dx)M˜χ
(
Λ(t)|Dx|2
3N
)
to see why the change of variables in this section is called di-
agonalization.
Lemma 3.3.9. The matrix pseudo-differential operator M˜ ]E(t, x,Dx)M˜χ
(
Λ(t)|Dx|2
3N
)
can be rewrit-
ten as E1(t, x,Dx) + E2(t, x,Dx) with σ(E1(t, x,Dx)) ∈ T{0, 0,−∞} + S1{2, 1, 0} and
σ(E2(t, x,Dx)) ∈ T{0, 0,−∞}+S1{0, 1, 0}+S1{0, 12 , 12}. The matrix pseudo-differential operator
E1(t, x,Dx) is diagonal and has a real symbol.
Proof:
The pseudo-differential operator χ
(
Λ(t)|Dx|2
3N
)
is chosen in such a way that χ
(
Λ(t)|Dx|2
N
)
is the
identity operator in the evolution zone. So
M˜ (−1)E(t, x,Dx)M˜ has to be considered for χ
(
Λ(t)|Dx|2
N
)
= I. It holds
M˜ = M =
(
I I
−
√
I + <(a3(t, x))D3xh(−2)(t,Dx)
√
I + <(a3(t, x))D3xh(−2)(t,Dx)
)
,
E(t, x,Dx) =
(
0 h(t,Dx)
λ2(t)b2(t)D4xh
(−1)(t,Dx) + <(a3(t, x))D3xh(−1)(t,Dx) 0
)
=
(
0 h(t,Dx)(
I + <(a3(t, x))D3xh(−2)(t,Dx)
)
h(t,Dx) 0
)
.
(3.3.17)
From the proof of Lemma 3.3.8 we use the notation
σ(M) ∼
 1 1− ∞∑
j=0
bj
∞∑
j=0
bj
 (3.3.18)
and from the proof of Lemma 3.1.12 we use the notation σ(M ]) ∼
∞∑
j=0
m]j with
m]0 ∼

1
2 − 1
2
∞∑
j=0
bj
1
2
1
2
∞∑
j=0
bj
 and m]1 ∼

0
Dξ
(
∞∑
j=0
bj
)
2
(
∞∑
j=0
bj
) ∂x
(
∞∑
j=0
bj
)
0 −
Dξ
(
∞∑
j=0
bj
)
2
(
∞∑
j=0
bj
) ∂x
(
∞∑
j=0
bj
)

. (3.3.19)
Lemma 3.1.10 yields the existence of a matrix pseudo-differential operator
D(t, x,Dx) = M
]E(t, x,Dx)Mχ
(
Λ(t)|Dx|2
3N
)
with the symbol
σ(D(t, x,Dx)) ∼
∞∑
j=0
1
j!D
j
ξσ(M
])∂jx
( ∞∑
k=0
1
k!D
k
ξ (σ(E(t, x,Dx)))∂
k
x(σ(M))
)
χ
(
Λ(t)|ξ|2
3N
)
∼ m]0σ(E(t, x,Dx))σ(M)χ
(
Λ(t)|ξ|2
3N
)
+ m]1σ(E(t, x,Dx))σ(M)χ
(
Λ(t)|ξ|2
3N
)
+
(
Dξm
]
0
)
∂x (σ(E(t, x,Dx)))σ(M)χ
(
Λ(t)|ξ|2
3N
)
+
(
Dξm
]
0
)
σ(E(t, x,Dx))∂x (σ(M))χ
(
Λ(t)|ξ|2
3N
)
+ m]0Dξ (σ(E(t, x,Dx))) ∂x (σ(M))χ
(
Λ(t)|ξ|2
3N
)
+ R(t, x, ξ)
(3.3.20)
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with R(t, x, ξ) ∈ T{0, 0,−∞} + S0{0, 1, 0}. The symbol class for R(t, x, ξ) follows directly from
the properties of our symbol classes (3.3.5) and (3.3.6). So R(t, x, ξ) is part of the symbol of
E2(t, x,Dx). We have to study the other terms. It holds:
m]0σ(E(t, x,Dx))σ(M)χ
(
Λ(t)|ξ|2
3N
)
∼

1
2 − 1
2
∞∑
j=0
bj
1
2
1
2
∞∑
j=0
bj

 0 h(t, ξ)( ∞∑
j=0
bj
)2
h(t, ξ) 0

 1 1− ∞∑
j=0
bj
∞∑
j=0
bj
χ(Λ(t)|ξ|23N )
=
 −
∞∑
j=0
bj h(t, ξ) 0
0
∞∑
j=0
bj h(t, ξ)
χ(Λ(t)|ξ|23N )
=
( −b0 h(t, ξ) 0
0 b0 h(t, ξ)
)
χ
(
Λ(t)|ξ|2
3N
)
+
 −
∞∑
j=1
bj h(t, ξ) 0
0
∞∑
j=1
bj h(t, ξ)
χ(Λ(t)|ξ|23N ).
(3.3.21)
The first matrix is real, diagonal and in T{0, 0,−∞}+ S0{2, 1, 0}. This dispersive nature will be
used for the proof of our main result. We denote the first matrix by E1(t, x, ξ) = σ(E1(t, x,Dx)).
For the second matrix it holds:∣∣∣∣∣∣
∞∑
j=1
bj h(t, ξ)χ
(
Λ(t)|ξ|2
3N
)∣∣∣∣∣∣ ≤ Cλ(t)b(t)|ξ|2
( |<a3(t, x)|
λ2(t)b2(t)|ξ|2
)( |<a3(t, x)|
λ2(t)b2(t)|ξ|
)
χ
(
Λ(t)|ξ|2
3N
)
≤ C λ(t)
Λ(t)
|ξ|−1χ
(
Λ(t)|ξ|2
3N
)
≤ C λ(t)
Λ
1
2 (t)
χ
(
Λ(t)|ξ|2
3N
)
so the matrix is in T{0, 0,−∞}+S0{0, 12 , 12} and will be part of the symbol E2(t, x, ξ) = σ(E2(t, x,Dx)).
Now we will show that all the remaining terms can also be included in the symbol E2(t, x, ξ). We
have∣∣∣m]1σ(E(t, x,Dx))σ(M)∣∣∣χ(Λ(t)|ξ|23N ) . C∣∣∣Dξ ∞∑
j=0
bj
∣∣∣(λ(t)|ξ|2)χ(Λ(t)|ξ|23N )
≤ C |<a3(t,x)|
λ2(t)b2(t)|ξ|2λ(t)|ξ|2χ
(
Λ(t)|ξ|2
3N
)
≤ λ(t)
Λ
1
2 (t)
χ
(
Λ(t)|ξ|2
3N
)
∈ T{0, 0,−∞}+ S0{0, 12 , 12},∣∣∣Dξ(m]0)∂x(σ(E(t, x,Dx)))σ(M)∣∣∣χ(Λ(t)|ξ|23N ) . C 1
Λ
1
2 (t)|ξ|2
λ(t)|ξ|
λ(t)b(t)χ
(
Λ(t)|ξ|2
3N
)
≤ λ(t)Λ(t)|ξ|χ
(
Λ(t)|ξ|2
3N
)
≤ λ(t)
Λ
1
2 (t)
χ
(
Λ(t)|ξ|2
3N
)
∈ T{0, 0,−∞}+ S0{0, 12 , 12},∣∣∣Dξ(m]0)σ(E(t, x,Dx))∂x(σ(M))∣∣∣χ(Λ(t)|ξ|23N ) . C 1
Λ
1
2 (t)|ξ|2
λ(t)|ξ|2 1
Λ
1
2 (t)|ξ|
χ
(
Λ(t)|ξ|2
3N
)
≤ λ(t)Λ(t)|ξ|χ
(
Λ(t)|ξ|2
3N
)
≤ λ(t)
Λ
1
2 (t)
χ
(
Λ(t)|ξ|2
3N
)
∈ T{0, 0,−∞}+ S0{0, 12 , 12},∣∣∣m]0Dξ(σ(E(t, x,Dx)))∂x(σ(M))∣∣∣χ(Λ(t)|ξ|23N ) . Cλ(t)|ξ| 1
Λ
1
2 (t)|ξ|
χ
(
Λ(t)|ξ|2
3N
)
≤ λ(t)
Λ
1
2 (t)
χ
(
Λ(t)|ξ|2
3N
)
∈ T{0, 0,−∞}+ S0{0, 12 , 12}.
(3.3.22)
In this way the proof is completed. 2
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3.3.4. Changes of variables and a Schrödinger type transformation
Now (3.3.15), (3.3.16) and Lemma 3.3.9 yield the following structure of the diagonalized sys-
tem:
DtU1 = E1(t, x,Dx)U1 + E2(t, x,Dx)U1 + E3(t, x,Dx)U1 + E4(t, x,Dx)U1 (3.3.23)
with
E1(t, x, ξ) ∈ T{0, 0,−∞}+ S0{2, 1, 0},
E2(t, x, ξ) ∈ T{0, 0,−∞}+ S0{0, 12 , 12}+ S0{0, 1, 0},
E3(t, x, ξ) ∈ T{0, 0,−∞}+ S0{1, 12 , 12},
E4(t, x, ξ) ∈ T{1, 0, 0}+ T{0, 1, 0}+ S0{0, 0, 1}
where the matrix pseudo-differential operator E1(t, x,Dx) is diagonal. The symbol of E1(t, x,Dx)
is real and the symbol of E3(t, x,Dx) can be chosen pure imaginary by including a part of the
symbol into the classes S0{0, 12 , 12} + S0{0, 1, 0}. To prove our theorem we need an energy esti-
mate for (3.3.23) of the following type:
‖U1(t, ·)‖Hs−s0 ≤ C‖U1(0, ·)‖Hs . (3.3.24)
This estimate yields an at most finite loss of derivatives for the solution of our Cauchy problem.
To get this, we will apply two changes of variables which will contain the loss of derivatives. The
first change of variables will be connected to E4(t, x,Dx) and the second one will be connected
to E3(t, x,Dx). The symbols of E3(t, x,Dx) and E4(t, x,Dx) are in L1([0, T ], S1). The changes of
variables make sure that the spectra of E3(t, x,Dx) and E4(t, x,Dx) will become non-negative.
We propose the following two changes of variables:
U1 := exp
(
M1
t∫
0
ρ(τ,Dx)
(
1− χ
(
Λ(τ)|Dx|2
N
))
dτ +M2
t∫
0
λ(τ)
Λ(τ)χ
(
Λ(τ)|Dx|2
N
)
dτ
+ M3
t∫
0
∂τρ(τ,Dx)ρ
−1(τ,Dx)
(
1− χ
(
Λ(τ)|Dx|2
N
))
dτ
)
U2
(3.3.25)
and
U2 :=
(
exp(−θ(t, x,Dx)) 0
0 exp(θ(t, x,Dx))
)
U3 (3.3.26)
with θ(t, x, ξ) = M4ω
(
ξ
η
)
χ
(
Λ(t)|ξ|2
N
) x∫
0
g(〈y〉)dy for a parameter η. The function ω(s) is smooth
with −1 ≤ ω(s) ≤ 1 and ω(s) = −1 for s ≤ −1 and ω(s) = 1 for s ≥ 1. In this way we shall get a
new system for U3 which is given by
DtU3 +
(
3∑
k=1
DtSk(t,Dx)
)
U3 −
(
4∑
j=2
Ej(t, x,Dx)
)
U3 − Eθ1(t, x,Dx)U3 = 0. (3.3.27)
For this system we can show that
d
dt
‖U3(t, ·)‖2L2 ≤ Cf(t)‖U3(t, ·)‖2L2 (3.3.28)
holds for f(t) ∈ L1[0, T ]. We can use Gronwall’s inequality to obtain
‖U3(t, ·)‖2L2 ≤ Ce
t∫
0
f(τ)dτ
‖U3(0, ·)‖2L2 ≤ C‖U3(0, ·)‖2L2 ,
so the system for U3 is L2 well-posed. The backward transformation completes our proof and
yields the desired estimate (3.3.24).
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Remark 3.3.10. The first change of variables (3.3.25) was already proposed in the proof of
Theorem 3.1.1 if we take M4 ≡ 0 there. The second change of variables (3.3.26) is the one we
motivated in the last remark of Section 3.2.
We outline (3.3.25) first. We use the notation
U1 = exp
(
3∑
k=1
Sk(t,Dx)
)
U2
for Sk(t,Dx), k = 1, 2, 3 representing the summands respectively to the order in (3.3.25). So
(3.3.23) rewrites as follows:
DtU1 = exp
(
3∑
k=1
Sk(t,Dx)
)
DtU2 + exp
(
3∑
k=1
Sk(t,Dx)
)(
3∑
k=1
DtSk(t,Dx)
)
U2
=
4∑
j=1
Ej(t, x,Dx) exp
(
3∑
k=1
Sk(t,Dx)
)
U2,
0 = DtU2 +
(
3∑
k=1
DtSk(t,Dx)
)
U2 −
4∑
j=1
Ej(t, x,Dx)U2
−
4∑
j=1
exp
(
−
3∑
k=1
Sk(t,Dx)
)[
Ej(t, x,Dx), exp
(
3∑
k=1
Sk(t,Dx)
)]
U2.
(3.3.29)
The symbols of the commutators with E2(t, x,Dx) and E4(t, x,Dx) are part of the same symbol
classes as E2(t, x,Dx) and E4(t, x,Dx). The symbol class of the commutator with E3(t, x,Dx)
is also in the same symbol class as the symbol of E2(t, x,Dx). Only the symbol class of
exp
(
−
3∑
k=1
Sk(t,Dx)
)[
E1(t, x,Dx), exp
(
3∑
k=1
Sk(t,Dx)
)]
does not fit directly into the symbol
classes connected with E2(t, x,Dx) and E4(t, x,Dx). So we have to take a closer look. From the
proof of Lemma 3.3.9 we know E1(t, x, ξ) =
( −b0 h(t, ξ) 0
0 b0 h(t, ξ)
)
χ
(
Λ(t)|ξ|2
3N
)
. Because
Sk(t,Dx) is x-independent we only need to consider the x-dependent part of E1(t, x,Dx). So it
holds ∣∣∣∣σ(exp(− 3∑
k=1
Sk(t,Dx)
)[
E1(t, x,Dx), exp
(
3∑
k=1
Sk(t,Dx)
)])∣∣∣∣
. C
∞∑
j=1
|∂jx(a3(t,x))||ξ|
λ(t)
∣∣∣∣ 3∑
k=1
DjξSk(t, ξ)
∣∣∣∣ .
For k = 1 it holds:
C
∞∑
j=1
|∂jx<a3(t,x)||ξ|
λ(t) χ
(
Λ(t)|ξ|2
3N
) ∣∣∣∣Djξ t∫
0
ρ(τ, ξ)
(
1− χ
(
Λ(t)|ξ|2
N
))
dτ
∣∣∣∣
≤ C
∞∑
j=1
λ2(t)|ξ|
Λ
1
2 (t)λ(t)
χ
(
Λ(t)|ξ|2
3N
)( t∫
0
ρ(τ,ξ)
|ξ|j χ
(
Λ(τ)|ξ|2
N
)
dτ +
t∫
0
ρ(τ, ξ)
∣∣∣χ(j) (Λ(τ)|ξ|2N )∣∣∣ (Λ(τ)|ξ|N )j dτ
+
t∫
0
ρ(τ, ξ)
∣∣∣χ′ (Λ(τ)|ξ|2N )∣∣∣ Λ(τ)|ξ|2−jN dτ)
≤ C
∞∑
j=1
λ(t)
Λ
1
2 (t)
|ξ|1−jχ
(
Λ(t)|ξ|2
3N
) tξ∫
0
ρ(τ, ξ)dτ
≤ C
∞∑
j=1
λ(t)
Λ
1
2 (t)
|ξ|1−jχ
(
Λ(t)|ξ|2
3N
)( tξ∫
0
dτ +
tξ∫
0
λ(τ)
Λ
1
2 (t)
|ξ|dτ
)
≤ C
∞∑
j=1
λ(t)
Λ
1
2 (t)
|ξ|1−jχ
(
Λ(t)|ξ|2
3N
)(
tξ + Λ
1
2 (tξ)|ξ|
)
≤ C
∞∑
j=1
λ(t)
Λ
1
2 (t)
|ξ|1−jχ
(
Λ(t)|ξ|2
3N
)
.
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For k = 2 we obtain:
C
∞∑
j=1
|∂jx<a3(t,x)||ξ|
λ(t) χ
(
Λ(t)|ξ|2
3N
) ∣∣∣∣Djξ t∫
0
λ(τ)
Λ(τ)χ
(
Λ(t)|ξ|2
N
)
dτ
∣∣∣∣
≤ C
∞∑
j=1
λ(t)|ξ|
Λ
1
2 (t)
χ
(
Λ(t)|ξ|2
3N
) t∫
0
λ(τ)
Λ(τ)
(∣∣∣χ(j) (Λ(τ)|ξ|2N )∣∣∣ (Λ(τ)|ξ|N )j + ∣∣∣χ′ (Λ(τ)|ξ|2N )∣∣∣ Λ(τ)|ξ|2−jN )dτ
≤ C
∞∑
j=1
λ(t)
Λ
1
2 (t)
|ξ|1−jχ
(
Λ(t)|ξ|2
3N
) tξ∫
0
λ(τ)dτ ≤ C
∞∑
j=1
λ(t)
Λ
1
2 (t)
|ξ|1−jχ
(
Λ(t)|ξ|2
3N
)
.
Finally for k = 3 we get:
C
∞∑
j=1
|∂jx<a3(t,x)||ξ|
λ(t) χ
(
Λ(t)|ξ|2
3N
) ∣∣∣∣Djξ t∫
0
∂τρ(τ,ξ)
ρ(τ,ξ)
(
1− χ
(
Λ(t)|ξ|2
N
))
dτ
∣∣∣∣
≤ C
∞∑
j=1
λ(t)|ξ|
Λ
1
2 (t)
χ
(
Λ(t)|ξ|2
3N
) tξ∫
0
λ3(τ)
Λ2(τ)
|ξ|2−j
(
1+
λ2(τ)
Λ(τ)
|ξ|2
)
+
λ3(τ)
Λ2(τ)
|ξ|2 λ2(τ)
Λ(τ)
|ξ|2−j
1+
λ2(τ)
Λ(τ)
|ξ|2
dτ +
tξ∫
0
∂τ (ρ(τ,ξ))
ρ(τ,ξ)
1
|ξ|j dτ

≤ C
∞∑
j=1
λ(t)|ξ|
Λ
1
2 (t)
χ
(
Λ(t)|ξ|2
3N
)( tξ∫
0
∂τ (ρ(τ,ξ))
ρ(τ,ξ)
1
|ξ|j dτ
)
≤ C
∞∑
j=1
λ(t)
Λ
1
2 (t)
|ξ|1−jχ
(
Λ(t)|ξ|2
3N
)
log ρ(tξ, ξ)
≤ C
∞∑
j=1
λ(t)
Λ
1
2 (t)
|ξ|1−jχ
(
Λ(t)|ξ|2
3N
)(
1 +
λ(tξ)
Λ(tξ)
N
1
2
)
≤ C
∞∑
j=1
λ(t)
Λ
1
2 (t)
|ξ|1−jχ
(
Λ(t)|ξ|2
3N
)
.
With this we see that also the symbol of the commutator with E1(t, x,Dx) is in the same symbol
class as the symbol of E2(t, x,Dx).
Furthermore, the new summand
3∑
k=1
DtSk(t,Dx) = M1ρ(t,Dx)
(
1− χ
(
Λ(τ)|Dx|2
N
))
+M2
λ(t)
Λ(t)
χ
(
Λ(τ)|Dx|2
N
)
+M3∂tρ(t,Dx)ρ
−1(t,Dx)
(
1− χ
(
Λ(τ)|Dx|2
N
))
is related to E4(t, x,Dx) and the sum of these two operators has a non-negative spectrum which
allows to apply sharp Gårding inequality, see B.5. This concludes the considerations about the
first change of variables (3.3.25). For simplicity we keep the notation and consider the system
DtU2 +
(
3∑
k=1
DtSk(t,Dx)
)
U2 −
4∑
j=1
Ej(t, x,Dx)U2 = 0 (3.3.30)
with E2(t, x,Dx) and E4(t, x,Dx) containing the commutators of (3.3.29). The second change
of variables (3.3.26) yields(
exp(−θ(t, x,Dx)) 0
0 exp(θ(t, x,Dx))
)
DtU3
+
(
Dt exp(−θ(t, x,Dx)) 0
0 Dt exp(θ(t, x,Dx))
)
U3
+
(
3∑
k=1
DtSk(t,Dx)
)(
exp(−θ(t, x,Dx)) 0
0 exp(θ(t, x,Dx))
)
U3
−
4∑
j=1
Ej(t, x,Dx)
(
exp(−θ(t, x,Dx)) 0
0 exp(θ(t, x,Dx))
)
U3 = 0.
(3.3.31)
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The first thing we have to check is the invertibility of eθ(t,x,Dx). Therefore the parameter η is of
importance. It holds∣∣∣∣∂kξω( ξη
)∣∣∣∣ = ∣∣∣∣ ξkηkω(k)
(
ξ
η
)
1
ξk
∣∣∣∣ ≤ Ck|ξ|−k with Ck = max(skω(k)(s)) independent of η.
It holds
σ
(
e−θ(t,x,Dx) ◦ eθ(t,x,Dx)
)
∼ 1−Dξθ∂xθ −
∞∑
j=2
1
j!
Djξ(−θ)∂jxθ
where we can interpret
∞∑
j=2
1
j!D
j
ξ(−θ)∂jxθ to be in the standard symbol class S−2 after applying
Proposition 3.3.2. So with
e−θ(t,x,Dx) ◦ eθ(t,x,Dx) = I − P (t, x,Dx)
we can fix η such that
‖P (t, x,Dx)U1‖ ≤ C‖U1‖ with C < 1,
which brings the invertibility of eθ(t,x,Dx). It holds
(eθ(t, x,Dx))
(−1) = (I − P )(−1)e−θ(t, x,Dx) with (I − P )(−1) = I + P + P ◦ P + ... .
Our system (3.3.31) for U3 can be written as follows:
DtU3 +
(
exp(−θ(t, x,Dx)) 0
0 exp(θ(t, x,Dx))
)(−1)
×
(
Dt exp(−θ(t, x,Dx)) 0
0 Dt exp(θ(t, x,Dx))
)
U3
+
(
3∑
k=1
DtSk(t,Dx)
)
U3 −
4∑
j=2
Ej(t, x,Dx)U3
+
(
exp(−θ(t, x,Dx)) 0
0 exp(θ(t, x,Dx))
)(−1)
×
[
3∑
k=1
DtSk(t,Dx),
(
exp(−θ(t, x,Dx)) 0
0 exp(θ(t, x,Dx))
)]
−
(
exp(−θ(t, x,Dx)) 0
0 exp(θ(t, x,Dx))
)(−1)
×
[
4∑
j=2
Ej(t, x,Dx),
(
exp(−θ(t, x,Dx)) 0
0 exp(θ(t, x,Dx))
)]
−
(
exp(−θ(t, x,Dx)) 0
0 exp(θ(t, x,Dx))
)(−1)
E1(t, x,Dx)
×
(
exp(−θ(t, x,Dx)) 0
0 exp(θ(t, x,Dx))
)
U3 = 0.
(3.3.32)
Using the rules of the symbolic calculus all the commutators from above have symbols in the
same class as the symbols of E2(t, x,Dx) or E4(t, x,Dx). What we still have to consider is(
exp(−θ(t, x,Dx)) 0
0 exp(θ(t, x,Dx))
)(−1)
×
(
Dt exp(−θ(t, x,Dx)) 0
0 Dt exp(θ(t, x,Dx))
) (3.3.33)
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as well as (
exp(−θ(t, x,Dx)) 0
0 exp(θ(t, x,Dx))
)(−1)
E1(t, x,Dx)
×
(
exp(−θ(t, x,Dx)) 0
0 exp(θ(t, x,Dx))
) (3.3.34)
by taking account of Proposition 3.2.1.
Lemma 3.3.11. For the pseudo-differential operator A(t, x,Dx) with the symbol
σ(A(t, x,Dx) = A(t, x, ξ) ∈ T{0, 0,−∞}+ S0{0, 0, 0} it holds:
Dt exp(A(t, x,Dx)) = exp(A(t, x,Dx))(DtA(t, x,Dx) +R(t, x,Dx))
with σ(R(t, x,Dx)) = R(t, x, ξ) ∈ T{0, 0,−∞}+ S0{0, 12 , 12}.
Proof:
For exp(A(t, x,Dx)) it holds
exp(A(t, x,Dx)) = I +A(t, x,Dx) +
A(t, x,Dx) ◦A(t, x,Dx)
2!
+ ...
and with this we obtain
Dt exp(A(t, x,Dx)) = DtA(t, x,Dx) +
1
2DtA(t, x,Dx) ◦A(t, x,Dx)
+12A(t, x,Dx) ◦DtA(t, x,Dx) + ...
= DtA(t, x,Dx) +A(t, x,Dx) ◦DtA(t, x,Dx)
+12 [DtA(t, x,Dx), A(t, x,Dx)] + ...
= (I +A(t, x,Dx) + ...)(DtA(t, x,Dx)
+12 [DtA(t, x,Dx), A(t, x,Dx)] + ...)
= exp(A(t, x,Dx))(DtA(t, x,Dx) +R(t, x,Dx)).
(3.3.35)
Now we have to study R(t, x,Dx). The structure of its symbol is given by
|σ(R(t, x,Dx))| ≤ C|σ([DtA(t, x,Dx), A(t, x,Dx)])|
∼
∣∣∣∣∣∣
∞∑
j=0
DjξDtA(t, x, ξ)∂
j
xA(t, x, ξ)−DjξA(t, x, ξ)∂jxDtA(t, x, ξ)
∣∣∣∣∣∣
≤ |DξDtA(t, x, ξ)∂xA(t, x, ξ)|+ |DξA(t, x, ξ)∂xDtA(t, x, ξ)|
≤ C 1|ξ|
λ(t)
Λ(t)
χ
(
Λ(t)|ξ|2
N
)
≤ C λ(t)
Λ
1
2 (t)
χ
(
Λ(t)|ξ|2
N
)
.
This shows that the symbol of R(t, x,Dx) is in T{0, 0,−∞} + S0{0, 12 , 12} and the proof is com-
pleted. 2
For the term (3.3.33) Lemma 3.3.11 yields by Proposition 3.2.1 the following:(
exp(−θ(t, x,Dx)) 0
0 exp(θ(t, x,Dx))
)(−1)(
Dt exp(−θ(t, x,Dx)) 0
0 Dt exp(θ(t, x,Dx))
)
=
(
exp(−θ(t, x,Dx)) 0
0 exp(θ(t, x,Dx))
)(−1)(
exp(−θ(t, x,Dx)) 0
0 exp(θ(t, x,Dx))
)
(( −Dtθ(t, x,Dx) 0
0 Dtθ(t, x,Dx)
)
+R(t, x,Dx)
)
=
( −Dtθ(t, x,Dx) 0
0 Dtθ(t, x,Dx)
)
+R(t, x,Dx)
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with
|σ (Dtθ(t, x,Dx))| = M4ω
(
ξ
η
) ∣∣∣∣χ′(Λ(t)|ξ|2N
)∣∣∣∣ λ(t)|ξ|2N
x∫
0
g(〈y〉)dy
≤ Cλ(t)|ξ|2
∣∣∣∣χ′(Λ(t)|ξ|2N
)∣∣∣∣ ∈ S∗0{2, 1, 0}.
So the term in (3.3.33) consists of a matrix pseudo-differential operator which is part of
E4(t, x,Dx) and the remainder R(t, x,Dx) which is part of E2(t, x,Dx).
Finally, we have to consider
Eθ1(t, x,Dx)
=
(
exp(−θ(t, x,Dx)) 0
0 exp(θ(t, x,Dx))
)(−1)
E1(t, x,Dx)
(
exp(−θ(t, x,Dx)) 0
0 exp(θ(t, x,Dx))
)
.
We need an estimate for the Hermitian part HEθ1 (t,x,Dx) = (iE
θ
1(t, x,Dx) + (iE
θ
1(t, x,Dx))
∗)/2
which is given by
σ
(
HEθ1 (t,x,Dx)
)
=
(
iDξ
(
λ(t)b(t)ξ2 + C <a3(t,x)λ(t)b(t) ξ
)
∂xθ(t, x, ξ)
−iDξθ(t, x,Dx)∂x
(
λ(t)b(t)ξ2 + C <a3(t,x)λ(t)b(t) ξ
))( 1 0
0 1
)
+iDξDx(−iE1(t, x, ξ)) +Rθ(t, x, ξ)
(3.3.36)
with Rθ(t, x, ξ) ∈ T{0, 0,−∞} + S0{0, 12 , 12}. We will consider the other terms of the Hermitian
part of Eθ1(t, x,Dx) given in (3.3.36). We obtain∣∣∣DβxDαξ (iDξθ(t, x,Dx)∂x (λ(t)b(t)ξ2 + C <a3(t,x)λ(t)b(t) ξ))∣∣∣
≤ Cα,β 1|ξ| |∂x<a3(t,x)|λ(t)b(t) |ξ|1−αχ
(
Λ(t)|ξ|2
N
)
≤ C λ(t)
Λ
1
2 (t)
|ξ|−αχ
(
Λ(t)|ξ|2
N
)
,∣∣∣DβxDαξ (iDξDx(−iE1(t, x, ξ)))∣∣∣ ≤ Cα,β |∂x<a3(t,x)|λ(t)b(t) |ξ|−αχ(Λ(t)|ξ|2N ) ≤ Cα,β λ(t)Λ 12 (t) |ξ|−αχ(Λ(t)|ξ|2N ),∣∣∣DβxDαξ (Dξ (<a3(t,x)λ(t)b(t) ξ) ∂xθ(t, x, ξ))∣∣∣ ≤ Cα,β λ(t)Λ 12 (t) |ξ|−αχ(Λ(t)|ξ|2N ).
So we have shown that all three symbols belong to T{0, 0,−∞}+S0{0, 12 , 12}, too. For this reason
we may rewrite our Hermitian part (3.3.36) as follows:
σ
(
HEθ1 (t,x,Dx)
)
= iDξ(λ(t)b(t)ξ
2)∂xθ(t, x, ξ) +R
θ
1(t, x, ξ) (3.3.37)
with σ(Rθ1(t, x,Dx)) = R
θ
1(t, x, ξ) ∈ T{0, 0,−∞}+S0{0, 12 , 12}. The first term shows the benefit of
the change of variables (3.3.26). It is linked to E3(t, x,Dx) because it holds
(iEθ1(t, x,Dx)− E3(t, x,Dx) + (iEθ1(t, x,Dx)− E3(t, x,Dx))∗)/2
= ∂ξ(λ(t)b(t)ξ
2)∂xθ(t, x, ξ)
(
1 0
0 1
)
+=a3(t,x)λ(t)b(t) ξχ
(
Λ(t)|ξ|2
N
)( −1 0
0 1
)
+Rθ1(t, x,Dx).
(3.3.38)
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Now we take a closer look at the sum ∂ξ(λ(t)b(t)ξ2)∂xθ(t, x, ξ)± =a3(t,x)λ(t)b(t) ξχ
(
Λ(t)|ξ|2
N
)
. It holds:
∂ξ(λ(t)b(t)ξ
2)∂xθ(t, x, ξ)± =a3(t,x)λ(t)b(t) ξχ
(
Λ(t)|ξ|2
N
)
= 2λ(t)b(t)ξM4ω
(
ξ
η
)
χ
(
Λ(t)|ξ|2
N
)
g(〈x〉)± =a3(t,x)λ(t)b(t) ξχ
(
Λ(t)|ξ|2
N
)
≥ CM4λ(t)g(〈x〉)|ξ|χ
(
Λ(t)|ξ|2
N
)
± =a3(t,x)λ(t)b(t) ξχ
(
Λ(t)|ξ|2
N
)
.
The absolute value of the second summand is bounded by Cλ(t)g(〈x〉)|ξ|χ
(
Λ(t)|ξ|2
N
)
and the first
summand is non-negative. This yields that the sum is also non-negative if we choose M4 large.
Thus these considerations allow us to rewrite system (3.3.32) as follows:
DtU3 +
(
3∑
k=1
DtSk(t,Dx)
)
U3 −
(
4∑
j=2
Ej(t, x,Dx)
)
U3 − Eθ1(t, x,Dx)U3 = 0. (3.3.39)
For this system we can conclude L2 well-posedness of U3. As mentioned before we want to have
estimate (3.3.28) for U3. To get this we will summarize all the important steps of the last pages.
The matrix pseudo-differential operator E2(t, x,Dx) has a classical symbol of order 0 which is
bounded by a constant
σ (E2(t, x,Dx)) ∈ L∞([0, T ], S0), |σ(E2(t, x,Dx))| ≤ C.
The sum of the matrix pseudo-differential operator E4(t, x,Dx) together with
3∑
k=1
DtSk(t,Dx) has
a symbol in T{1, 0, 0}+ T{0, 1, 0}+ S0{0, 0, 1}. It holds∣∣∣∣σ(E4(t, x,Dx − 3∑
k=1
DtSk(t,Dx))
)∣∣∣∣
≤ C
(
|ρ(t, ξ)|
(
1− χ
(
Λ(t)|ξ|2
N
))
+
∣∣∣∂tρ(t,ξ)ρ(t,ξ) ∣∣∣ (1− χ(Λ(t)|ξ|2N ))+ ∣∣∣ λ(t)Λ(t) ∣∣∣χ(Λ(t)|ξ|2N ))
≤ C
√1 + λ2(t)Λ(t) |ξ|2 +
∣∣∣∣λ′(t)λ(t)Λ(t) − λ3(t)Λ2(t)
∣∣∣∣|ξ|2√
1+
λ2(t)
Λ(t)
|ξ|2
√
1+
λ2(t)
Λ(t)
|ξ|2
(1− χ(Λ(t)|ξ|2N ))+ λ(t)Λ(t)χ(Λ(t)|ξ|2N )

≤ C
(
|ξ|
(
1− χ
(
Λ(t)|ξ|2
N
))
+ λ
2(t)
Λ
3
2 (t)
|ξ|
(
1− χ
(
Λ(t)|ξ|2
N
))
+ λ(t)
Λ
1
2 (t)
|ξ|χ
(
Λ(t)|ξ|2
N
))
.
This yields that σ
(
E4(t, x,Dx)−
3∑
k=1
DtSk(t,Dx)
)
∈ L1([0, T ], S1) and the symbol is non-negative.
For the non-negativity we just have to choose M1, M2 and M3 sufficiently large. Thus we have a
matrix pseudo-differential operator which is bounded from below due to sharp Gårding inequal-
ity. What is left is the matrix pseudo-differential operator −iEθ1(t, x,Dx)− iE3(t, x,Dx). We have
calculated the Hermitian part of this operator in (3.3.38). It is non-negative and in L1([0, T ], S1).
So once again sharp Gårding inequality yields that this operator is bounded from below.
3.3.5. L2 well-posedness of an auxiliary Cauchy problem and backward
transformation
The considerations of Section 3.3.4 are needed to rewrite (3.3.39) as follows:
∂tU3 − iEθ1(t, x,Dx)U3 − iE3(t, x,Dx)U3 + F1(t, x,Dx)U3 + F2(t, x,Dx)U3 = 0 (3.3.40)
3.3. x-dependence for a 2-evolution problem with complex coefficients 64
with σ(F1(t, x,Dx)) ∈ L1([0, T ], S1) and σ(F2(t, x,Dx)) ∈ L∞([0, T ], S0). For
−iEθ1(t, x,Dx)− iE3(t, x,Dx) and for F1(t, x,Dx) we can apply sharp Gårding inequality. Thus
we obtain the desired estimate
d
dt
‖U3(t, ·)‖2L2 = 2<((iEθ1(t, x,Dx)− iE3(t, x,Dx) + F1(t, x,Dx) + F2(t, x,Dx))U3, U3)
≤ Cf(t)‖U3(t, ·)‖2L2
with f(t) ∈ L1[0, T ]. Now we apply Gronwall’s inequality
‖U3(t, ·)‖2L2 ≤ Ce
C1
t∫
0
f(τ)dτ
‖U3(0, ·)‖2L2 ≤ C‖U3(0, ·)‖2L2 . (3.3.41)
We used the following matrix pseudo-differential operator for the transformation from U to U3:
U = M˜(t, x,Dx) exp
(
3∑
k=1
Sk(t,Dx)
)(
exp(−θ(t, x,Dx)) 0
0 exp(θ(t, x,Dx))
)
U3.
For the initial data U(0, x) we get
U(0, x)
= M˜(0, x,Dx) exp
(
3∑
k=1
Sk(0, Dx)
)(
exp(−θ(0, x,Dx)) 0
0 exp(θ(0, x,Dx))
)
U3(0, x)
= U3(0, x).
(3.3.42)
Here we need assumption (3.3.2) to guarantee that ρ(0, ξ) = 1. So if we consider our Cauchy
problem (3.3.1) with initial data u0(x) ∈ Hs and u1(x) ∈ λ
((
Λ
ν
)(−1) ( N
〈Dx〉2
))
Hs−2(R), then
U3(0, ·) ∈ Hs. Thus using the L2 well-posedness shown in (3.3.41) we can conclude that
U3(t, ·) ∈ Hs for all times t ∈ [0, T ]. Furthermore we know from Lemma 3.3.8 that it holds
|σ(M˜)| ≤ C. (3.3.43)
We estimate the other changes of variables and obtain the following:∣∣∣∣σ(exp( 3∑
k=1
Sk(t,Dx)
))∣∣∣∣ ≤ exp
(
C
(
tξ∫
0
ρ(τ, ξ)dτ +
t∫
tξ
λ(τ)
Λ(τ)dτ +
tξ∫
0
∂τρ(τ,ξ)
ρ(τ,ξ) dτ
))
≤ exp
(
C
(
tξ∫
0
dτ +
tξ∫
0
λ(τ)
Λ
1
2 (τ)
|ξ|dτ +
t∫
tξ
λ(τ)
Λ(τ)dτ +
tξ∫
0
∂τρ(τ,ξ)
ρ(τ,ξ) dτ
))
≤ exp
(
C
(
tξ + Λ
1
2 (tξ)|ξ|+ log Λ(t)Λ(tξ) + log ρ(tξ, ξ)
))
≤ exp(C(1 + log |ξ|)) ≤ C|ξ|s0 ,
(3.3.44)
and
|σ(exp(θ(t, x,Dx)))| ≤ 1 + θ(t, x, ξ) ≤ 1 +M4ω
(
ξ
η
)
χ
(
Λ(t)|ξ|2
N
) x∫
0
g(〈y〉)dy ≤ C. (3.3.45)
At last we can use equation (3.3.42) and estimates (3.3.43) to (3.3.45) to obtain
‖U(t, ·)‖s−s0 ≤ ‖U3(t, ·)‖s ≤ C‖U3(0, ·)‖s ≤ C‖U(0, ·)‖s. (3.3.46)
This yields an at most finite loss of derivatives for the solution of our Cauchy problem (3.3.1). In
this way the proof is completed. 2
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3.4. Optimality in C1-theory
There is not much to say about optimality for the C1-theory. There are no results to prove the
sharpness of the assumptions and there are no examples that show that this loss really appears.
The control of the first derivative allows us to diagonalize the Fourier transformed system once.
This yields a diagonal part and a remainder. But this remainder is too bad to be of any help.
The advantage of the C2-theory is that we can diagonalize twice so that we get a remainder
which is better in some hierarchies of symbol classes. Another approach to show optimality for
the C1-theory is the a priori knowledge of reflection points or maximum points to get some kind
of classification of oscillations. This is an attempt by Prof. Hirosawa from Yamaguchi University
[Hir]. For the x-dependent case there are no results about the sharpness of the decay rates for
a p-evolution Cauchy problem. Sharpness for decay rates has only been shown for the time-
independent Schrödinger Cauchy problem
i∂tu+ ∂
2
xu− a(x)∂xu = 0, u(0, x) = u0(x) (3.4.1)
in [Ich84]. An open problem that might be attackable is the sharpness of the decay rates using
the ideas of the mentioned paper.
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4. Model cases
The next three sections are devoted to the display of the C2-theory. Our goal is the proof of a
result yielding H∞ well-posedness with a precise ν-loss of regularity for the solution. We consider
the Cauchy problem
D2t u− λ2(t)b2(t)D2px u− ap+k(t)Dp+kx u = 0,
u(0, x) = u0(x), Dtu(0, x) = u1(x)
(4.0.1)
with p ∈ N and 1 ≤ k < p. The function λ(t) is called shape function and is connected to
the degeneracy of our problem. It is similar to λ(t) from the sections before. The function
b(t) is related to the oscillation in the coefficients of our problem and ap+k(t) is the coefficient
function for a term of the extended principal part as introduced in (2.1.3). In this first section
considering the C2-theory we are interested in two model cases. We set b(t) ≡ 1 and ap+k(t) ≡ 0
to understand the influence of the degeneracy on the Cauchy problem. We use the theory of
special function to determine explicitly the solution. With this we get a feeling what we have to
expect. We will get two optimal results in the sense that we need a certain difference of regularity
for the initial data to prove H∞ well-posedness without any loss of derivatives for the solution.
This result is sharp. At the end of this section we generalize important observations from these
examples for further considerations of Cauchy problems under assumptions which are necessary
and sufficient.
In Section 5 we describe sufficient conditions to the coefficients to getH∞ well-posedness. Section
6 is devoted to optimality. We explain how the assumptions are needed and that a loss of
derivatives really appears. The main ideas are Floquet theory and an instability argument.
In this section we consider generalizations of the two model cases which were introduced in
[TT80] and [Ale84]. The first one is of Taniguchi/Tozaki-type:
D2t u− t2βD2px u = 0, u(0, x) = u0(x), ut(0, x) = u1(x) (4.0.2)
with β, p ∈ N. The second one is of Aleksandryan-type:
D2t u−
1
t4
exp
(
−2
t
)
D2px u = 0, u(0, x) = u0(x), ut(0, x) = u1(x) (4.0.3)
with p ∈ N. The special structure of the coefficients allows to derive explicit representations of
the solutions by using the theory of special functions. The goal is to illustrate that under certain
assumptions we do not have a loss of regularity coming from the shape function. So in Section
6 we will refer to these result.
4.1. Finite order degeneracy - Taniguchi/Tozaki
Theorem 4.1.1. If we consider the Cauchy problem (4.0.2) under the assumptions u0 ∈ Hs
and u1 ∈ Hs−
p
β+1 , then we can assure that there exists a uniquely determined solution u ∈
C([0, T ], Hs) ∩ C1
(
[0, T ], H
s− p(β+2)
2(β+1)
)
.
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Sketch of the proof
We only sketch the proof of u ∈ L∞([0, T ], Hs). The complete proof can be found in [Her08]. In
correspondence to Cauchy problem (4.0.1) we denote λ(t) := tβ and it’s primitive as Λ(t) = t
β+1
β+1 .
We start by using the partial Fourier transformation v(t, ξ) = Fx→ξ(u(t, x)) to obtain
vtt + t
2β|ξ|2pv = 0, v0(ξ) = Fx→ξ(u0(x)), v1(ξ) = Fx→ξ(u1(x)). (4.1.1)
We will split the extended phase space into two zones. The first, so called pseudo-differential
zone is defined by Zpd(N,M) = {(t, ξ) ∈ [0, T ] × R : Λ(t)|ξ|p ≤ N, |ξ| ≥ M}. The evolution
zone is defined by Zevo(N,M) = {(t, ξ) ∈ [0, T ] × R : Λ(t)|ξ|p ≥ N, |ξ| ≥ M}. With suitable
transformations we obtain the following Bessel equation:
τ2w˜′′ + τw˜′ + (τ2 − ρ2)w˜ = 0. (4.1.2)
Now a fundamental system of solutions for (4.1.2) is given by
w1(τ) = τ
ρJρ(τ) and w2(τ) = τρJ−ρ(τ),
where Jρ denotes the Bessel function of first kind and for ρ = 12(β+1) . With this we can calculate
the solution to our Fourier transformed Cauchy problem (4.1.1)
v(t, ξ) = Γ(1− ρ)
(
Λ(t)|ξ|p
2
)ρ J−ρ(Λ(t)|ξ|p) v0(ξ)
+ t Γ(1 + ρ)
(
Λ(t)|ξ|p
2
)−ρ Jρ(Λ(t)|ξ|p) v1(ξ). (4.1.3)
To finish the proof we have to estimate v(t, ξ) and vt(t, ξ). Here we use the definition of zones.
In the pseudo-differential zone Zpd(N,M) we can use the Leibniz criterion of alternating series
to estimate
|v(t, ξ)| ≤ C
(
|v0(ξ)|+ |ξ|−
p
β+1 |v1(ξ)|
)
,
|vt(t, ξ)| ≤ C|ξ|
p
β+1
(
|v0(ξ)|+ |ξ|−
p
β+1 |v1(ξ)|
)
.
In the evolution zone Zevo(N,M) we use the asymptotic behavior of the Bessel function of first
kind to estimate
|v(t, ξ)| ≤ C
(
|v0(ξ)|+ |ξ|−
p
β+1 |v1(ξ)|
)
,
|vt(t, ξ)| ≤ C|ξ|
p(β+2)
2(β+1)
(
|v0(ξ)|+ |ξ|−
p
β+1 |v1(ξ)|
)
.
The combination of these two estimates completes the proof. 2
4.2. Infinite order degeneracy - Aleksandryan
Theorem 4.2.1. We consider the Cauchy problem (4.0.3). If u0 ∈ Hs and u1 ∈ log〈Dx〉Hs, we
can assure that there exists a unique solution u ∈ C([0, T ], Hs) ∩ C1([0, T ], log〈Dx〉Hs− p2 ).
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Sketch of the proof
Again we only sketch the proof. The whole proof can be found in [Her08]. We denote Λ(t) =
exp
(−1t ) as a primitive of our coefficient λ(t) = 1t2 exp (−1t ). We start by using the partial Fourier
transformation to obtain
vtt +
1
t4
exp
(
−2
t
)
ξ2pv = 0, v0(ξ) = Fx→ξ(u0(x)), v1(ξ) = Fx→ξ(u1(x)). (4.2.1)
We will split the extended phase space into two zones. The first, so called pseudo-differential
zone is defined by Zpd(N,M) = {(t, ξ) ∈ [0, T ] × R : Λ(t)|ξ|p ≤ N, |ξ| ≥ M}. The evolution
zone is defined by Zevo(N,M) = {(t, ξ) ∈ [0, T ] × R : Λ(t)|ξ|p ≥ N, |ξ| ≥ M}. With suitable
transformations we obtain the following Bessel equation:
wττ +
1
τ
wτ + w = 0. (4.2.2)
Now a fundamental system of solutions for (4.2.2) is given by
w1(τ) = J0(τ) and w2(τ) = J0(τ) log τ +N (τ),
with N (τ) :=
∞∑
k=1
(−1)k
k J2k(τ). So we conclude the following representation of the solution for
our Fourier transformed Cauchy problem (4.2.1):
v(t, ξ) =
(J0(Λ(t)|ξ|p)− tN (Λ(t)|ξ|p))v0(ξ) + tJ0(Λ(t)|ξ|p)v1(ξ). (4.2.3)
To finish the proof we have to estimate v(t, ξ) and vt(t, ξ). Here we use the definition of zones.
In the pseudo-differential zone Zpd(N,M) we only use the zone definition to estimate
|v(t, ξ)| ≤ C
(
|v0(ξ)|+ 1
log |ξ| |v1(ξ)|
)
,
|vt(t, ξ)| ≤ C|ξ|εp(|v0(ξ)|+ |v1(ξ)|),
for a positive, arbitrary small constant ε. In the evolution zone Zevo(N,M) we use the asymptotic
behavior of the Bessel function of first kind to estimate
|v(t, ξ)| ≤ C
(
|v0(ξ)|+ 1
log |ξ| |v1(ξ)|
)
,
|vt(t, ξ)| ≤ C|ξ|
p
2 (|v0(ξ)|+ |v1(ξ)|).
The combination of both estimates completes the proof. 2
4.3. Remark
• From u(t, ·) ∈ C([0, T ], Hs) and u0 ∈ Hs we conclude that we do not have any loss of
regularity for the solution of our Cauchy problem, but from the regularity of Dtu(t, ·) and
u1 we obtain a loss of regularity for the first derivative of u with respect to t.
• To obtain no loss of regularity for the solution it is important to have a certain difference of
regularity between the data u0 and u1, that is 〈Dx〉
p
β+1 in Theorem 4.1.1 and log〈Dx〉 in
Theorem 4.2.1.
The Theorems 4.1.1 and 4.2.1 yield sharp results, because in the proof we use the exact repre-
sentation of the solution. The results also correspond to the results of Taniguchi/Tozaki [TT80] for
the finite case and to Lu/Reissig [LR09a] for the infinite case in the 1-evolution theory.
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5. C2-theory for p-evolution models of second
order in Dt with time-dependent coefficients
In this section we want to prove an at most loss of derivatives for our Cauchy problem (4.0.1) with
time-dependent coefficients. Later, in Section 6, we want to prove the sharpness of these results.
To prove H∞ well-posedness with a precise ν-loss of regularity for the solution of our Cauchy
problem (4.0.1) we have to be aware of several effects. The first effect can be seen in Section
4. It is important to have a certain difference of regularity for the data. This difference depends
on the speed of degeneracy. Furthermore we have to take care of the effect coming from the
oscillations of our problem. There exists a classification of oscillations for the 1-evolution Cauchy
problem (see [RY99] and condition (5.1.3))
• ν(t) ≡ 1 describes very slow oscillations,
• ν(t) =
(
log 1Λ(t)
)γ
with γ ∈ (0, 1) describes slow oscillations,
• ν(t) =
(
log 1Λ(t)
)γ
with γ = 1 describes fast oscillations,
• ν(t) =
(
log 1Λ(t)
)γ
with γ > 1 describes very fast oscillations.
And these speeds of oscillation bring no loss, an arbitrary small loss, a finite loss and no H∞
well-posedness, respectively. So our result should include these special cases. Finally, we have
to understand the terms of the extended principal part. Here we will feel effects coming from
the degeneracy as well as from the oscillating behavior of the principal part in the sense of
Petrowsky. In Section 5.1 we will formulate a result which includes all these effects and yields a
result for H∞ well-posedness. Section 5.2 states an improvement of the result in the case that we
only consider a degeneracy of finite order. Section 5.3 follows a different idea than Section 5.2.
Here we leave the Cauchy problem and change the problem to a periodic one in x. The initial
data will be periodic in x and with this the solution will also be periodic in x. The proof is close
to the original one in Section 5.1. We we will use Fourier series instead of the partial Fourier
transformation. Those considerations for the periodic case will be needed to prove optimality. As
mentioned before we don’t have the cone of dependence property for p-evolution problems so
we will use periodicity instead (see Section 6.2).
5.1. Time-dependent p-evolution model
We consider the Cauchy problem
D2t u− λ2(t)b2(t)D2px u− ap+k(t)Dp+kx u = 0,
u(0, x) = u0(x), Dtu(0, x) = u1(x),
(5.1.1)
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for 1 ≤ k < p. The assumptions for the shape function λ(t) are
λ(0) = 0, λ′(t) > 0 for t > 0,
d0
λ(t)
Λ(t) ≤ λ
′(t)
λ(t) ≤ d1 λ(t)Λ(t) , d0 > 12
|D2t λ(t)| ≤ d2λ(t)
(
λ(t)
Λ(t)
)2
.
(5.1.2)
The assumptions for the function b(t) which describe the oscillating behavior are
c0 := inf
t∈(0,T ]
b(t) ≤ b(t) ≤ c1 := sup
t∈(0,T ]
b(t), t ∈ (0, T ], c0, c1 > 0,
|Dmt b(t)| ≤ C
(
λ(t)
Λ(t)ν(t)
)m
, m = 1, 2.
(5.1.3)
For the coefficient ap+k(t) of the extended principal part we need the assumption
|Dmt ap+k(t)| ≤ d3
λ2(t)
Λ(t)
p−k
p
ν(t)
p−k
p
(
λ(t)
Λ(t)
ν(t)
)m
, m = 0, 1, 2. (5.1.4)
In some of the assumptions we used a function ν = ν(t), which is a positive and strictly decreasing
function. Furthermore, for the function ν(t) we need the assumption
λ(t)
Λ(t)
ν(t) −ν ′(t). (5.1.5)
The function ν(t) is the before mentioned function which yields the classification of oscilla-
tions. For ν(t) =
(
log 1Λ(t)
)γ
with γ ∈ [0, 1] assumption (5.1.5) is satisfied because ν ′(t) =
− 1γ λ(t)Λ(t)ν(t)ν(t)−
1
γ . The loss of regularity for the solution is described by this function ν(t). There-
fore, we call it a ν-loss of regularity. This is similar to the choice of the logarithm function and
the Log-effect.
5.1.1. Theorem
For a general degenerate shape function we can formulate the following theorem.
Theorem 5.1.1. Let us consider the Cauchy problem (5.1.1) under the assumptions (5.1.2) to
(5.1.5). For initial data u0 ∈ Hs(R) and u1 ∈
((
Λν
p−k
k
)(−1) (
N1
〈Dx〉p
))−1
Hs(R)
∩ λ
((
Λ
ν
)(−1) ( N2
〈Dx〉p
))
Hs−p(R) there exists a unique solution u = u(t, x) with the properties
u(t, ·) ∈ exp
(
Cν
((
Λ
ν
)(−1)( N2
〈Dx〉p
)))
Hs(R)
and
Dtu ∈ λ 12
((
Λ
ν
)(−1)( N2
〈Dx〉p
))
exp
(
Cν
((
Λ
ν
)(−1)( N2
〈Dx〉p
)))
Hs−p(R),
where N1 and N2 are suitable positive constants.
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Remark 5.1.2.
• From u0 ∈ Hs and u(t, ·) ∈ exp
(
Cν
((
Λ
ν
)(−1) ( N2
〈Dx〉p
)))
Hs we can conclude that there is
at most a ν-loss of regularity for the solution. This loss is described by
exp
(
Cν
((
Λ
ν
)(−1) ( N2
〈Dx〉p
)))
.
• We see from the initial data u0 ∈ Hs(R) and u1 ∈
((
Λν
p−k
k
)(−1) (
N1
〈Dx〉p
))−1
Hs(R) ∩
λ
((
Λ
ν
)(−1) ( N2
〈Dx〉p
))
Hs−p(R) that there is a difference between the regularity of the data.
• Another thing we obtain from Theorem 5.1.1 is the loss of regularity of Dtu which is de-
scribed by the difference between the regularity of u1 and Dtu(t, ·).
5.1.2. First step of the proof
At first we apply Fourier transformation with respect to x and obtain
D2t v(t, ξ)− λ2(t)b2(t)ξ2pv(t, ξ)− ap+k(t)ξp+kv(t, ξ) = 0,
with v = Fx→ξ(u), vj = Fx→ξ(uj),
(5.1.6)
for 1 ≤ k < p.
5.1.3. Symbol classes and zones
Definition 5.1.3. (Zones):
We divide the extended phase space into three zones. We need the pseudo-differential zone
Zpd(N1,M) and two evolution zones Z
(1)
evo(N1, N2,M) and Z
(2)
evo(N2,M). They are defined as
follows:
Zpd(N1,M) = {(t, ξ) ∈ [0, T ]× R : Λ(t)|ξ|p ≤ N1ν(t)−
p−k
k , |ξ| ≥M},
Z(1)evo(N1, N2,M) = {(t, ξ) ∈ [0, T ]× R : N1ν(t)−
p−k
k ≤ Λ(t)|ξ|p ≤ N2ν(t), |ξ| ≥M},
Z(2)evo(N2,M) = {(t, ξ) ∈ [0, T ]× R : Λ(t)|ξ|p ≥ N2ν(t), |ξ| ≥M}.
And accordingly, we define t(1)ξ to be the solution of Λ(t)|ξ|p = N1ν(t)−
p−k
k , and t(2)ξ to be the
solution of Λ(t)|ξ|p = N2ν(t).
Remark 5.1.4. From N1ν(t)−
p−k
k ≤ N2ν(t) we get ν(t) ≥ C and with this N1ν(t)−
p−k
k ≤ C.
Definition 5.1.5. (Symbols in Z(2)evo(N2,M)):
By Sn{l1, l2, l3} we denote the class of all amplitudes a = a(t, ξ) ∈ C([0, T ], C(Rξ)) satisfying for
(t, ξ) ∈ Z(2)evo(N,M) and all k and j ≤ n the estimates
|DjtDkξa(t, ξ)| ≤ Cj,k|ξ|pl1−kλ(t)l2
(
λ(t)
Λ(t)
ν(t)
)l3+j
.
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These symbol classes satisfy the following properties:
a ∈ Sn{l1, l2, l3} → Dkξa ∈ Sn{l1 − kp , l2, l3},
a ∈ Sn{l1, l2, l3} → Dkt a ∈ Sn−k{l1, l2, l3 + k} if k ≤ n,
a ∈ Sn{l1, l2, l3}, a˜ ∈ Sn˜{l˜1, l˜2, l˜3}
→ a · a˜ ∈ Smin(n,n˜){l1 + l˜1, l2 + l˜2, l3 + l˜3},
(5.1.7)
and generate symbol hierarchies
Sn{l1, l2, l3} ⊂ Sn−1{l1, l2, l3},
Sn{l1 − k, l2 − k, l3 + k} ⊂ Sn{l1, l2, l3} for k ≥ 0. (5.1.8)
5.1.4. Treatment in the pseudo-differential zone
In the pseudo-differential zone we define the micro-energy V (t, ξ) = (ρ(t, ξ)v,Dtv)T with
ρ(t, ξ) :=
√
1 +
λ2(t)
Λ(t)
|ξ|p.
The definition of ρ coincides with the definition of ρ in Section 3.3.2. We want to remark that
∂tρ(t,ξ)
ρ(t,ξ) ≥ 0 holds because of the choice of d0 ≥ 12 in assumption (5.1.3). This property will be
used later.
Lemma 5.1.6. For all (t, ξ) ∈ Zpd(N1,M) it holds{ |v(t, ξ)| ≤ C(|v0(ξ)|+ t|v1(ξ)|),
|Dtv(t, ξ)| ≤ Cλ(t)|ξ|p (|v0(ξ)|+ t|v1(ξ)|) + C|v1(ξ)|.
Proof:
Using the micro-energy in the pseudo-differential zone for our Fourier transformed Cauchy prob-
lem (5.1.6) leads to the system of first order
DtV = A(t, ξ)V :=

Dtρ(t, ξ)
ρ(t, ξ)
ρ(t, ξ)
λ2(t)b2(t)ξ2p + ap+k(t)ξ
p+k
ρ(t, ξ)
0
V.
We are interested in the fundamental solution E = E(t, s, ξ) =
(
E11 E12
E21 E22
)
to the system
DtV −AV = 0, that is, the solution of
DtE −AE = 0, E(s, s, ξ) = I, thus V (t, ξ) = E(t, 0, ξ)V0(ξ). (5.1.9)
We introduce the notation
A021(t, ξ) := λ
2(t)b2(t)ξ2p + ap+k(t)ξ
p+k.
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Now we shall estimate E11, E12, E21 and E22. We start with the following system of equations
derived from (5.1.9):
∂tE11(t, s, ξ) =
∂tρ(t, ξ)
ρ(t, ξ)
E11(t, s, ξ) + i ρ(t, ξ)E21(t, s, ξ),
∂tE21(t, s, ξ) =
i A021(t, ξ)
ρ(t, ξ)
E11(t, s, ξ),
∂tE12(t, s, ξ) =
∂tρ(t, ξ)
ρ(t, ξ)
E12(t, s, ξ) + i ρ(t, ξ)E22(t, s, ξ),
∂tE22(t, s, ξ) =
i A021(t, ξ)
ρ(t, ξ)
E12(t, s, ξ),
and their initial conditions(
E11(s, s, ξ) E12(s, s, ξ)
E21(s, s, ξ) E22(s, s, ξ)
)
=
(
1 0
0 1
)
.
Let us devote ourselves to E21, that is, with
E21(t, s, ξ) = i
t∫
s
A021(τ, ξ)
ρ(τ, ξ)
E11(τ, s, ξ)dτ.
In the following we need some auxiliary estimates.
• The first one is
|A021(t, ξ)| ≤ Cλ′(t)|ξ|p. (5.1.10)
We have by the definition of Zpd(N1,M), (5.1.2) and (5.1.4) the following inequalities:
|λ2(t)b2(t)ξ2p + ap+k(t)ξp+k| ≤ Cλ
2(t)|ξ|p
Λ(t)
Λ(t)|ξ|p + λ
2(t)|ξ|p
Λ(t)
Λ(t)
k
p |ξ|kν(t) p−kp ≤ Cλ′(t)|ξ|p.
• The second one is
t
(1)
ξ∫
0
ρ(τ, ξ)dτ ≤ C, (5.1.11)
because it holds
t
(1)
ξ∫
0
ρ(τ, ξ)dτ ≤
t
(1)
ξ∫
0
√
1 +
λ2(τ)
Λ(τ)
|ξ|pdτ ≤
t
(1)
ξ∫
0
(√
1 +
√
λ2(τ)
Λ(τ)
|ξ|p
)
dτ
≤ C +
t
(1)
ξ∫
0
λ(τ)
Λ
1
2 (τ)
|ξ| p2 dτ ≤ C + C|ξ| p2
(
Λ
1
2 (t
(1)
ξ )− Λ
1
2 (0)
)
≤ C.
5.1. Time-dependent p-evolution model 74
• The third one is
‖A(t, ξ)‖ ≤ Cρ(t, ξ) + ∂tρ(t, ξ)
ρ(t, ξ)
. (5.1.12)
Here the condition d0 ≥ 12 from the theorem guarantees that ∂tρ(t,ξ)ρ(t,ξ) ≥ 0. We use∣∣∣∣λ2(t)b2(t)ξ2p + ap+k(t)ξp+kρ(t, ξ)
∣∣∣∣ ≤ λ
2(t)|ξ|p
Λ(t) Λ(t)|ξ|p + λ
2(t)|ξ|p
Λ(t) Λ(t)
k
p |ξ|kν(t) p−kp
1 + λ
2(t)
Λ(t) |ξ|p
ρ(t, ξ) ≤ Cρ(t, ξ).
• The last one is
‖E(t, s, ξ)‖ ≤ C ρ(t, ξ)
ρ(s, ξ)
. (5.1.13)
We get this by estimating in the following way:
‖E(t, s, ξ)‖ ≤ exp
 t∫
s
‖A(τ, ξ)‖dτ
 ≤ exp
 t∫
s
(
Cρ(τ, ξ) +
∂τρ(τ, ξ)
ρ(τ, ξ)
)
dτ

≤ exp

t
(1)
ξ∫
0
Cρ(τ, ξ)dτ
 exp
 t∫
s
∂τρ(τ, ξ)
ρ(τ, ξ)
dτ
 ≤ C exp
 t∫
s
∂τρ(τ, ξ)
ρ(τ, ξ)
dτ

≤ C exp (log ρ(t, ξ)− log ρ(s, ξ)) ≤ C ρ(t, ξ)
ρ(s, ξ)
.
Using this inequality we get our first two estimates:
|E11(t, s, ξ)| ≤ C ρ(t,ξ)ρ(s,ξ) ,
|E21(t, s, ξ)| ≤
∣∣∣∣i t∫
s
A021(τ,ξ)
2 ρ(τ,ξ) E11(τ, s, ξ)dτ
∣∣∣∣ ≤ C t∫
s
|A021(τ,ξ)|
2ρ(s,ξ) dτ
≤ C (λ(t)−λ(s))|ξ|pρ(s,ξ)
(5.1.14)
for all 0 ≤ s ≤ t ≤ t(1)ξ . Now we use
E12(t, s, ξ) = iρ(t, ξ)
t∫
s
E22(τ, s, ξ)dτ.
We set f(t, s, ξ) =
t∫
s
E22(τ, s, ξ)dτ and have
f(s, s, ξ) = 0, ft(t, s, ξ) = E22(t, s, ξ), ft(s, s, ξ) = 1, ftt(t, s, ξ) = ∂tE22(t, s, ξ).
This leads to
ftt(t, s, ξ) =
iA021(t, ξ)
ρ(t, ξ)
E12(t, s, ξ) = −A021(t, ξ)
t∫
s
E22(τ, s, ξ)dτ
= −A021(t, ξ)f(t, s, ξ).
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Let h(t, s, ξ) be the solution to
htt(t, s, ξ) = CA(1 + λ
′(t)|ξ|p)h(t, s, ξ), h(s, s, ξ) = 0, ht(s, s, ξ) = 1
with a constant CA. Now we prove that h(t, s, ξ) and ht(t, s, ξ) are positive if t > s. We assume
that there exists a time t0 with h(t0, s, ξ) = 0 and h(t, s, ξ) > 0 for s < t < t0. This means that
there exists a time t1 < t0 such that ht(t1, s, ξ) = 0 for a t1 < t0. We know that h(t1, s, ξ) > 0, and
using this we also know htt(t1, s, ξ) > 0. This shows a strict monotonically increasing behavior
for ht(t, s, ξ) in the neighborhood of t1, which is a contradiction to ht(t1, s, ξ) = 0.
Knowing that |A021(t, ξ)| ≤ Cλ′(t)|ξ|p from the definition of Zpd(N1,M) in (5.1.5), that h(t, s, ξ)
and ht(t, s, ξ) are positive if t > s and using Proposition B.6.1 from the Appendix, we obtain
htt(t, s, ξ) = CA(1 + λ
′(t)|ξ|p)h(t, s, ξ)
≤ CA(1 + λ′(t)|ξ|p)h(t, s, ξ) + CA(t+ λ(t)|ξ|p)ht(t, s, ξ)︸ ︷︷ ︸
>0
= CA
(
(t+ λ(t)|ξ|p)h(t, s, ξ)
)
t
.
(5.1.15)
With (5.1.15) we obtain
htt(t, s, ξ) ≤ CA((t+ λ(t)|ξ|p)h(t, s, ξ))t,
ht(t, s, ξ)− ht(s, s, ξ)︸ ︷︷ ︸
=1
≤ CA(t+ λ(t)|ξ|p)h(t, s, ξ)− CA(s− λ(s)|ξ|p)h(s, s, ξ)︸ ︷︷ ︸
=0
,
ht(t, s, ξ)− 1 ≤ CA(t+ λ(t)|ξ|p)h(t, s, ξ).
By Gronwall’s Lemma and (5.1.5) we can conclude that
h(t, s, ξ) ≤
t∫
s
exp
(
CA
t∫
τ
(σ + λ(σ)|ξ|p)dσ
)
dτ ≤ C(t− s),
which implies ∣∣∣∣
t∫
s
E22(τ, s, ξ)dτ
∣∣∣∣ ≤ C(t− s).
Finally, we deduce that
|E12(t, s, ξ)| ≤ Cρ(t, ξ)(t− s). (5.1.16)
The last entry E22(t, s, ξ) of the matrix E(t, s, ξ) can be represented by:
E22(t, s, ξ)− 1 = i
t∫
s
A021(τ, ξ)
ρ(τ, ξ)
E12(τ, s, ξ)dτ.
This results in
|E22(t, s, ξ)− 1| ≤ C
t∫
s
λ′(τ)|ξ|p
ρ(τ,ξ) ρ(τ, ξ)(τ − s)dτ
≤ C
t∫
s
λ′(τ)|ξ|p(τ − s)dτ
≤ C(t− s)(λ(t)− λ(s))|ξ|p.
(5.1.17)
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We summarize the estimates (5.1.13), (5.1.14), (5.1.16) and (5.1.17). For 0 ≤ s ≤ t ≤ t(1)ξ it
holds:
|E11(t, s, ξ)| ≤ C ρ(t, ξ)
ρ(s, ξ)
,
|E12(t, s, ξ)| ≤ Cρ(t, ξ)(t− s),
|E21(t, s, ξ)| ≤ Cλ(t)− λ(s)
ρ(s, ξ)
|ξ|p,
|E22(t, s, ξ)− 1| ≤ C(t− s)(λ(t)− λ(s))|ξ|p.
We notice that
ρ(t, ξ)v(t, ξ) = E11(t, 0, ξ)ρ(0, ξ)v(0, ξ) + E12(t, 0, ξ)Dtv(0, ξ),
Dtv(t, ξ) = E21(t, 0, ξ)ρ(0, ξ)v(0, ξ) + E22(t, 0, ξ)Dtv(0, ξ),
and thus
|ρ(t, ξ)v(t, ξ)| ≤ |E11(t, 0, ξ)|ρ(0, ξ)|v(0, ξ)|+ |E12(t, 0, ξ)||Dtv(0, ξ)|
≤ Cρ(t, ξ)(|v(0, ξ)|+ t|Dtv(0, ξ)|),
|Dtv(t, ξ)| ≤ |E21(t, 0, ξ)|ρ(0, ξ)|v(0, ξ)|+ |E22(t, 0, ξ)||Dtv(0, ξ)|
≤ Cλ(t)|ξ|p|v0(ξ)|+ C(1 + tλ(t)|ξ|p)|Dtv(0, ξ)|.
Both estimates imply the desired statement. 2
5.1.5. Treatment in the first evolution zone
In the first evolution zone we define the micro-energy V (t, ξ) = (λ(t)|ξ|pv,Dtv)T .
Lemma 5.1.7. For all (t, ξ) ∈ Z(1)evo(N1, N2,M) we have the estimates λ(t)|ξ|
p|v(t, ξ)| ≤ C exp(Cν(t))
(
λ(t
(1)
ξ )|ξ|p|v(t(1)ξ , ξ)|+ |Dtv(t(1)ξ , ξ)|
)
,
|Dtv(t, ξ)| ≤ C exp(Cν(t))
(
λ(t
(1)
ξ )|ξ|p|v(t(1)ξ , ξ)|+ |Dtv(t(1)ξ , ξ)|
)
.
Proof:
We consider the following system of first order:
DtV = A(t, ξ)V :=

Dtλ(t)
λ(t)
λ(t)|ξ|p
λ2(t)b2(t)ξ2p + ap+k(t)ξ
p+k
λ(t)|ξ|p 0
V.
We are interested in the fundamental solution E = E(t, s, ξ) to the system DtV − AV = 0, that
is, the solution of
DtE −AE = 0, E(s, s, ξ) = I, thus V (t, ξ) = E(t, 0, ξ)V0(ξ). (5.1.18)
The matrizant representation yields
‖E(t, s, ξ)‖ ≤ exp
 t∫
s
‖A(r, ξ)‖dr
 .
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We need an estimate for ‖A(t, ξ)‖:∣∣∣∣Dtλ(t)λ(t)
∣∣∣∣ = λ′(t)λ(t) ≤ d1 λ(t)Λ(t) ,∣∣∣∣λ2(t)b2(t)|ξ|2pλ(t)|ξ|p + ap+k(t)|ξ|p+kλ(t)|ξ|p
∣∣∣∣ ≤ C
(
λ(t)|ξ|p + λ(t)
Λ(t)
p−k
p
|ξ|kν(t) p−kp
)
.
With this we get
‖A(t, ξ)‖ ≤ C
(
λ(t)|ξ|p + λ(t)
Λ(t)
+
λ(t)
Λ(t)
p−k
p
|ξ|kν(t) p−kp
)
.
For the next step we need to integrate λ(t)
Λ(t)
p−k
p
|ξ|kν(t) p−kp . It holds for the positive and monotoni-
cally decreasing function ν = ν(t)
0 ≤
t∫
s
λ(τ)
Λ(τ)
p−k
p
|ξ|kν(τ) p−kp dτ = (Λ(τ)|ξ|p) kp ν(τ) p−kp
∣∣∣t
s
− p− k
p
t∫
s
(Λ(τ)|ξ|p) kp ν(τ)− kp ν ′(τ)dτ
We use assumption (5.1.5). With this the second integral can be considered as part of the
left-hand side.
0 ≤
t∫
s
λ(τ)
Λ(τ)
p−k
p
|ξ|kν(τ) p−kp dτ ≤ C(Λ(t)|ξ|p) kp ν(t) p−kp ≤ Cν(t).
So we obtain for ‖E(t, s, ξ)‖:
‖E(t, s, ξ)‖ ≤ exp
 t∫
s
‖A(τ, ξ)‖dτ

≤ exp
C t∫
s
λ(τ)|ξ|p + λ(τ)
Λ(τ)
+
λ(τ)
Λ(τ)
p−k
p
|ξ|kν(τ) p−kp dτ

= exp
(
C
(
Λ(τ)|ξ|p|ts + log Λ(τ)
∣∣t
s
+ Cν(t)
))
≤ exp
(
C
(
Λ(t)|ξ|p + log Λ(t)
Λ(s)
+ Cν(t)
))
≤ exp
(
Cν(t) + C log
N2ν(t)
N1ν(t)
− p−k
k
)
≤ exp (Cν(t)) .
With this we can estimate our micro-energy
|V (t, ξ)| = |E(t, t(1)ξ , ξ)V (t(1)ξ , ξ)| ≤ exp(Cν(t))|V (t(1)ξ , ξ)|,
λ(t)|ξ|p |v(t, ξ)| ≤ exp(Cν(t))
(
λ(t
(1)
ξ )|ξ|p|v(t(1)ξ , ξ)|+ |Dtv(t(1)ξ , ξ)|
)
,
|Dtv(t, ξ)| ≤ exp(Cν(t))
(
λ(t
(1)
ξ )|ξ|p|v(t(1)ξ , ξ)|+ |Dtv(t(1)ξ , ξ)|
)
.
These are the desired estimates. 2
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5.1.6. Treatment in the second evolution zone
In the second evolution zone we use the micro-energy V = (v1, v2)T = (h(t, ξ)v,Dtv)T with
h2(t, ξ) = λ2(t)b2(t)|ξ|2p + ap+k(t)|ξ|p+k.
Lemma 5.1.8. For all (t, ξ) ∈ Z(2)evo(N2,M) it holds |v(t, ξ)| ≤ C exp(Cν(t))
(
|v(t(2)ξ , ξ)|+ (λ(t(2)ξ )|ξ|p)−1|Dtv(t(2)ξ , ξ)|
)
,
|Dtv(t, ξ)| ≤ Cλ(t(2)ξ )
1
2λ(t)
1
2 |ξ|p exp(Cν(t))
(
|v(t(2)ξ , ξ)|+ (λ(t(2)ξ )|ξ|p)−1|Dtv(t(2)ξ , ξ)|
)
.
Proof:
For the micro-energy we obtain the following system of first order:
DtV −
(
0 h(t, ξ)
h(t, ξ) 0
)
V − Dth(t, ξ)
h(t, ξ)
(
1 0
0 0
)
V = 0. (5.1.19)
Using the assumption (5.1.4) for ap+k(t) and the definition of zones we get in the second evolu-
tion zone
|Dltap+k(t)||ξ|p+k ≤ C λ
2(t)
Λ(t)
p−k
p
|ξ|p+kν(t) p−kp
(
λ(t)
Λ(t)ν(t)
)l
≤ C λ2(t)|ξ|2p
N
p−k
p
(
λ(t)
Λ(t)ν(t)
)l
for l = 0, 1, 2.
(5.1.20)
The last estimate shows us that h(t, ξ) ∼ λ(t)b(t)|ξ|p in the second evolution zone. Now we carry
out two steps of the diagonalization procedure. To explain the advantage we get from the second
step of diagonalization we need the symbol classes which we introduced in Definition 5.1.5.
First step of diagonalization: We start with the first step of diagonalization. Using V := MV0 with
M =
(
1 1
−1 1
)
we get
DtV0 −
(
Dth(t,ξ)
2h(t,ξ) − h(t, ξ) 0
0 Dth(t,ξ)2h(t,ξ) + h(t, ξ)
)
︸ ︷︷ ︸
D0
V0 − Dth(t, ξ)
2h(t, ξ)
(
0 1
1 0
)
︸ ︷︷ ︸
R0
V0 = 0.
It is obvious that
D0 =
(
Dth(t,ξ)
2h(t,ξ) − h(t, ξ) 0
0 Dth(t,ξ)2h(t,ξ) + h(t, ξ)
)
∈ S1{1, 1, 0},
R0 =
Dth(t,ξ)
2h(t,ξ)
(
0 1
1 0
)
∈ S1{0, 0, 1}.
(5.1.21)
Second step of diagonalization: Now we will use another step of diagonalization. It should be
clear that we want to keep the diagonal nature of the matrixD0 so we can use the diagonalization
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procedure from Kumano-go [Kg77], which was refined by Yagdjian [Yag97]. Therefore we define
a matrix N (1)(t, ξ) which is coupled with D0:
τ1 =
Dth(t, ξ)
2h(t, ξ)
− h(t, ξ),
τ2 =
Dth(t, ξ)
2h(t, ξ)
+ h(t, ξ),
N (1)(t, ξ) = −1
2
Dth(t, ξ)
h(t, ξ)
(
0 − 1τ1−τ2
1
τ1−τ2 0
)
=
1
4
Dth(t, ξ)
h2(t, ξ)
(
0 1
−1 0
)
.
The matrix we use for the diagonalization procedure is N1 = N (1) + I, so V0 = N1V1, which
leads to
DtV1 −D0V1 +N−11 (DtN (1) −R0N (1))︸ ︷︷ ︸
R1
V1 = 0.
The inverse matrix N−11 exists for a sufficiently large N2 by using the definition of Z
(2)
evo(N2,M).
The matrix D0 is still in S1{1, 1, 0} and R1 is in S0{−1,−1− 2}, where
R1 := −N−11︸ ︷︷ ︸
∈S1{0,0,0}
( DtN (1)︸ ︷︷ ︸
∈S0{−1,−1,2}
− R0N (1)︸ ︷︷ ︸
∈S1{−1,−1,2}
) ∈ S0{−1,−1, 2}.
Representation of the solution for our Cauchy problem:
We consider the Cauchy problem
DtV1 −D0V1 −R1V1 = 0, V1(t(2)ξ , ξ) = V1,0(ξ) := N−11 (t(2)ξ , ξ)M−1V (t(2)ξ , ξ). (5.1.22)
The function
E2(t, r, ξ) :=
 e
i
t∫
r
−h(t,ξ)+Dth(t,ξ)
2h(t,ξ)
ds
0
0 e
i
t∫
r
h(t,ξ)+
Dth(t,ξ)
2h(t,ξ)
ds

solves the Cauchy problem (Dt −D0)E(t, r, ξ) = 0, E(r, r, ξ) = I. We define the matrix-valued
function H = H(t, r, ξ) with t, r ≥ t(2)ξ :
H(t, r, ξ) := E2(r, t, ξ)R1(t, ξ)E2(t, r, ξ).
Because E2(r, t, ξ) = E−12 (t, r, ξ) and due to the fact that R1(t, ξ) ∈ S0{−1,−1, 2} the following
estimate holds:
‖H(t, r, ξ)‖ ≤ C 1|ξ|p
λ(t)
Λ2(t)
ν2(t).
Now V1(t, ξ) := E2(t, t
(2)
ξ , ξ)Q(t, t
(2)
ξ , ξ)V1,0(ξ) solves (5.1.22) if DtQ = H(t, r, ξ)Q. This follows
from:
Dt(E2Q)−D0E2Q−R1E2Q = 0,
(DtE2)Q−D0E2Q︸ ︷︷ ︸
=0
+E2DtQ = R1E2Q.
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Estimates in the second evolution zone:
Knowing that H(t, r, ξ) can be estimated by
‖H(t, r, ξ)‖ ≤ C 1|ξ|p
λ(t)
Λ2(t)
ν2(t)
we are able to estimate Q = Q(t, r, ξ). With assumption (5.1.5) we see that
t∫
t
(2)
ξ
‖H(s, t(2)ξ , ξ)‖ds .
t∫
t
(2)
ξ
1
|ξ|p
λ(s)
Λ2(s)
ν2(s)ds
. − 1|ξ|p
1
Λ(s)
ν2(s)
∣∣∣∣t
t
(2)
ξ
−
t∫
t
(2)
ξ
2ν(s)ν ′(s)
Λ(s)|ξ|p ds
.
ν2(t
(2)
ξ )
Λ(t
(2)
ξ )|ξ|p
≤ Cν(t(2)ξ ).
This leads to
‖Q(t, t(2)ξ , ξ)‖ . exp(Cν(t(2)ξ )).
We have to estimate ‖E2(t, s, ξ)‖. It holds
‖E2(t, s, ξ)‖ ≤
∣∣∣∣∣∣exp
i t∫
s
(
−h(r, ξ) + Dth(r, ξ)
2h(r, ξ)
)
dr
∣∣∣∣∣∣ ≤
∣∣∣∣∣∣exp
 t∫
s
∂th(r, ξ)
2h(r, ξ)
dr
∣∣∣∣∣∣ ≤
√
h(t, ξ)√
h(t
(2)
ξ , ξ)
.
Now we will estimate |V1(t, ξ)| and with the backward transformation we obtain an estimate for
|V (t, ξ)|:
V1(t, ξ) = E2(t, t
(2)
ξ , ξ)Q(t, t
(2)
ξ , ξ)V1,0(ξ),
|V1(t, ξ)| ≤
√
h(t, ξ)√
h(t
(2)
ξ , ξ)
exp
(
Cν(t
(2)
ξ )
)
|V1,0(ξ)|,
|V (t, ξ)| = |MN1(t, ξ)V1(t, ξ)| ≤ C
√
h(t, ξ)√
h(t
(2)
ξ , ξ)
exp
(
Cν(t
(2)
ξ )
)
|N−11 (t(2)ξ , ξ)M−1V (t(2)ξ , ξ)|
≤ C
√
h(t, ξ)√
h(t
(2)
ξ , ξ)
exp
(
Cν(t
(2)
ξ )
)
|V (t(2)ξ , ξ)|.
Summarizing we arrive in the second evolution zone at the following estimate:
|V (t, ξ)| ≤ C
√
h(t,ξ)√
h(t
(2)
ξ ,ξ)
exp
(
Cν(t
(2)
ξ )
)
|V (t(2)ξ , ξ)|,
|v(t, ξ)| ≤ C
√
h(t
(2)
ξ , ξ)√
h(t, ξ)︸ ︷︷ ︸
≤1
exp
(
Cν(t
(2)
ξ )
)(
|v(t(2)ξ , ξ)|+
(
λ(t
(2)
ξ )|ξ|p
)−1 |Dtv(t(2)ξ , ξ)|) ,
|Dtv(t, ξ)| ≤ C
√
h(t, ξ)︸ ︷︷ ︸
≤λ(t) 12 |ξ| p2
√
h(t
(2)
ξ , ξ)︸ ︷︷ ︸
≤λ(t(2)ξ )
1
2 |ξ| p2
exp
(
Cν(t
(2)
ξ )
)
(
|v(t(2)ξ , ξ)|+
(
λ(t
(2)
ξ )|ξ|p
)−1 |Dtv(t(2)ξ , ξ)|) .
(5.1.23)
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This proves Lemma 5.1.8. 2
5.1.7. Conclusion
Now we go through all the zones step by step. We use Lemma 5.1.6 to estimate the solution for
the time t ≤ t(1)ξ by the initial conditions
|v(t, ξ)| ≤ C
(
|v0(ξ)|+ t(1)ξ |v1(ξ)|
)
,
|Dtv(t, ξ)| ≤ C
(
λ(t
(1)
ξ )|ξ|p
(
|v0(ξ)|+ t(1)ξ |v1(ξ)|
)
+ |v1(ξ)|
)
.
(5.1.24)
For an estimate of the solution at t(1)ξ ≤ t ≤ t(2)ξ we use (5.1.24) for t = t(1)ξ and Lemma 5.1.7 to
conclude
|v(t, ξ)| ≤ C exp(Cν(t))
(
|v0(ξ)|+ t(1)ξ |v1(ξ)|
)
+ exp(Cν(t))(λ(t)|ξ|p)−1|v1(ξ)|,
|Dtv(t, ξ)| ≤ C exp(Cν(t))λ(t(1)ξ )|ξ|p
(
|v0(ξ)|+ t(1)ξ |v1(ξ)|
)
+ exp(Cν(t))|v1(ξ)|.
(5.1.25)
So for an estimate of the solution at t ≥ t(2)ξ we use (5.1.25) for t = t(2)ξ and Lemma 5.1.8 to
conclude
|v(t, ξ)| ≤ C exp(Cν(t(2)ξ ))
(
|v0(ξ)|+ t(1)ξ |v1(ξ)|
)
+ exp(Cν(t
(2)
ξ ))(λ(t
(2)
ξ )|ξ|p)−1|v1(ξ)|,
|Dtv(t, ξ)| ≤ Cλ(t) 12λ(t(2)ξ )
1
2 |ξ|p exp(Cν(t(2)ξ ))
(
|v0(ξ)|+ t(1)ξ |v1(ξ)|
)
+λ(t)
1
2λ(t
(2)
ξ )
1
2 |ξ|p exp(Cν(t(2)ξ ))(λ(t(2)ξ )|ξ|p)−1|v1(ξ)|.
(5.1.26)
As we see the case t ≥ t(2)ξ is dominant for the loss of derivatives of the solution. We end up
our proof with two estimates. We use the separating lines coming from the definitions of the
evolution zones
t
(1)
ξ =
(
Λν
p−k
k
)(−1)( N1
〈ξ〉p
)
, t
(2)
ξ =
(
Λ
ν
)(−1)( N2
〈ξ〉p
)
.
This allows to show the regularity of the solution u(t, ·) and Dtu(t, ·).
• Our solution u(t, ·) is in exp
(
Cν
((
Λ
ν
)(−1) ( N2
〈Dx〉p
)))
Hs(R) if and only if
∫
R
|v(t, ξ)|2 exp
(
−2Cν
((
Λ
ν
)(−1)( N2
〈ξ〉p
)))
|ξ|2sdξ <∞.
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It holds∫
R
|v(t, ξ)|2 exp
(
−2Cν
((
Λ
ν
)(−1)( N2
〈ξ〉p
)))
|ξ|2sdξ
.
∫
R
exp
(
2Cν
((
Λ
ν
)(−1) ( N2
〈ξ〉p
)))
exp
(
2Cν
((
Λ
ν
)(−1) ( N2
〈ξ〉p
)))(|v0(ξ)|+ t(1)ξ |v1(ξ)|+ (λ(t(2)ξ )|ξ|p)−1|v1(ξ)|)2|ξ|2sdξ
.
∫
R
|v0(ξ)|2|ξ|2sdξ +
∫
R
((
Λν
p−k
k
)(−1)( N1
〈ξ〉p
))2
|v1(ξ)|2|ξ|2sdξ
+
∫
R
λ−2
((
Λ
ν
)(−1)( N2
〈ξ〉p
))
|ξ|−2p|v1(ξ)|2|ξ|2sdξ <∞
by taking account of the regularity of the data.
• For Dtu(t, ·) ∈ λ 12
((
Λ
ν
)(−1) ( N2
〈Dx〉p
))
exp
(
Cν
((
Λ
ν
)(−1) ( N2
〈Dx〉p
)))
Hs−p(R) we have to
show that∫
R
|Dtv(t, ξ)|2
λ
((
Λ
ν
)(−1) ( N2
〈ξ〉p
))
exp
(
2Cν
((
Λ
ν
)(−1) ( N2
〈ξ〉p
))) |ξ|2s−2pdξ <∞,
which can be done in the same way and we obtain the following estimate:∫
R
|Dtv(t, ξ)|2
λ
((
Λ
ν
)(−1) ( N2
〈ξ〉p
))
exp
(
2Cν
((
Λ
ν
)(−1) ( N2
〈ξ〉p
))) |ξ|2s−2pdξ
.
∫
R
|v0(ξ)|2|ξ|2sdξ +
∫
R
((
Λν
p−k
k
)(−1)( N1
〈ξ〉p
))2
|v1(ξ)|2|ξ|2sdξ
+
∫
R
λ−2
((
Λ
ν
)(−1)( N2
〈ξ〉p
))
|ξ|−2p|v1(ξ)|2|ξ|2sdξ <∞.
This proves the properties of the solution u = u(t, x) of Theorem 5.1.1. 2
5.2. Time-dependent p-evolution model with finite order degeneracy
In this section we are going to prove Theorem 5.1.1 for a shape function with finite degeneracy.
We can prove that in this case the datum u1 can be chosen from a Sobolev space with lower
regularity.
5.2.1. Theorem
In the case of finite order degeneracy we restrict ourselves to a finite degeneracy of the shape
function
λ(t) = tl, l > 0. (5.2.1)
Now we can formulate the following theorem.
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Theorem 5.2.1. We consider the Cauchy problem (5.1.1) under the assumptions (5.1.3) to (5.1.5)
and (5.2.1). Then for initial data u0 ∈ Hs(R) and u1 ∈ λ
((
Λ
ν
)(−1) ( N
〈Dx〉p
))
Hs−p(R), with a fixed
positive constant N , there exists a unique solution u = u(t, x) with the properties
u(t, ·) ∈ exp
(
Cν
((
Λ
ν
)(−1)( N
〈Dx〉p
)))
Hs(R)
and
Dtu(t, ·) ∈ λ 12
((
Λ
ν
)(−1)( N
〈Dx〉p
))
exp
(
Cν
((
Λ
ν
)(−1)( N
〈Dx〉p
)))
Hs−p(R).
Remark 5.2.2. The improvement to Theorem 5.1.1 for the finite degenerate Cauchy problem is,
that u1 = u1(x) belongs only to λ
((
Λ
ν
)(−1) ( N
〈Dx〉p
))
Hs−p(R). Some more explanations about
the comparison of data in Theorem 5.1.1 and 5.2.1 can be found in Section 5.4.
5.2.2. First steps of the proof
We start by using partial Fourier transformation with respect to x and obtain
D2t v − λ2(t)b2(t)ξ2pv − ap+k(t)ξp+kv = 0,
v0(ξ) = Fx→ξ(u0(x)), v1(ξ) = Fx→ξ(u1(x)).
(5.2.2)
Definition 5.2.3. (Definition of zones):
We divide the extended phase space into two zones. We need the pseudo-differential zone
Zpd(M,N) and the evolution zone Zevo(M,N). They are defined as follows:
Zpd(M,N) := {(t, ξ) ∈ [0, T ]× R : Λ(t)|ξ|p ≤ Nν(t), |ξ| ≥M},
Zevo(M,N) := {(t, ξ) ∈ [0, T ]× R : Λ(t)|ξ|p ≥ Nν(t), |ξ| ≥M}.
And accordingly, we define tξ to be the solution of Λ(t)|ξ|p = Nν(t).
5.2.3. Treatment in the pseudo-differential zone
In the pseudo-differential zone Zpd(N,M) we define the micro-energy V = (λ(tξ)|ξ|pv,Dtv)T .
Lemma 5.2.4. For all (t, ξ) ∈ Zpd(N,M) it holds{ |v(t, ξ)| . exp (Cν(tξ)) (|v0(ξ)|+ (λ(tξ)|ξ|p)−1|v1(ξ)|),
|Dtv(t, ξ)| . exp (Cν(tξ))λ(tξ)|ξ|p
(|v0(ξ)|+ (λ(tξ)|ξ|p)−1|v1(ξ)|) . (5.2.3)
Remark 5.2.5. In difference to the estimates in the pseudo-differential zone in the proof of The-
orem 5.1.1 we already get an at most ν-loss for the solution from the lemma.
Proof:
Using the micro-energy of the pseudo-differential zone for our transformed Cauchy problem
(5.2.2) this leads to the system of first order
DtV = A(t, ξ)V :=
(
0 λ(tξ)|ξ|p
λ2(t)b2(t)ξ2p+ap+k(t)ξ
p+k
λ(tξ)|ξ|p 0
)
V.
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We are interested in the fundamental solution E = E(t, s, ξ) =
(
E11 E12
E21 E22
)
to the system
DtV −AV = 0, that is, the solution of
DtE −AE = 0, E(s, s, ξ) = I, thus V (t, ξ) = E(t, 0, ξ)V (0, ξ).
The matrix E(t, s, ξ) can be estimated by
‖E(t, s, ξ)‖ ≤ exp
 t∫
s
‖A(τ, ξ)‖dτ
 , 0 ≤ s ≤ t ≤ tξ. (5.2.4)
The following shows the importance of ap+k(t) in the pseudo-differential zone:
λ2(t)b2(t)|ξ|2p ≤ C λ
2(t)
Λ(t)
p−k
p
|ξ|p+k Λ(t) p−kp |ξ|p−k
≤ CN p−kp λ
2(t)
Λ(t)
p−k
p
ν(t)
p−k
p |ξ|p+k.
So, we can estimate ‖A‖ in the following way:
‖A(t, ξ)‖ ≤ Cλ(tξ)|ξ|p + C λ(t)
Λ(t)
p−k
p
ν(t)
p−k
p |ξ|k.
Now we integrate both terms of the right hand side and get
t∫
s
λ(tξ)|ξ|pdτ = λ(tξ)|ξ|p(t− s) ≤ Cλ(tξ)|ξ|ptξ ≤ CΛ(tξ)|ξ|p ≤ CNν(tξ) ≤ Cν(t).
For the second integral we use partial integration and assumption (5.1.5) to get
0 ≤
t∫
s
λ(τ)
Λ(τ)
p−k
p
|ξ|kν(τ) p−kp dτ = (Λ(τ)|ξ|p) kp ν(τ) p−kp
∣∣∣t
s
− p− k
p
t∫
s
(Λ(τ)|ξ|p) kp ν(τ)− kp ν ′(τ)dτ
≤ C(Λ(t)|ξ|p) kp ν(t) p−kp ≤ CNν(t).
With this we can obtain the following estimate:
‖E(t, s, ξ)‖ ≤ exp
 t∫
s
‖A(τ, ξ)‖dτ

. exp
C
 t∫
s
λ(tξ)|ξ|pdτ +
t∫
s
λ(τ)
Λ(τ)
p−k
p
ν(τ)
p−k
p |ξ|kdτ

. exp (Cν(t)) .
We complete the proof by using our fundamental solution E
V (t, ξ) = E(t, 0, ξ)V (0, ξ),
λ(tξ)|ξ|p|v(t, ξ)| . exp (Cν(t))
(
λ(tξ)|ξ|p|v0(ξ)|+ |v1(ξ)|
)
,
|Dtv(t, ξ)| . exp (Cν(t))
(
λ(tξ)|ξ|p|v0(ξ)|+ |v1(ξ)|
)
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and thus obtain
|v(t, ξ)| . exp (Cν(tξ))
(|v0(ξ)|+ (λ(tξ)|ξ|p)−1|v1(ξ)|),
|Dtv(t, ξ)| . exp (Cν(tξ))λ(tξ)|ξ|p
(|v0(ξ)|+ (λ(tξ)|ξ|p)−1|v1(ξ)|) .
In this way the proof of Lemma 5.2.4 is completed. 2
5.2.4. Treatment in the evolution zone
Lemma 5.2.6. For all (t, ξ) ∈ Zevo(N,M) it holds{ |v(t, ξ)| ≤ C exp(Cν(t)) (|v(tξ, ξ)|+ (λ(tξ)|ξ|p)−1|Dtv(tξ, ξ)|) ,
|Dtv(t, ξ)| ≤ Cλ(tξ) 12λ(t) 12 |ξ|p exp(Cν(t))
(|v(tξ, ξ)|+ (λ(tξ)|ξ|p)−1|Dtv(tξ, ξ)|) .
The proof of Lemma 5.2.6 is similar to the proof of Lemma 5.1.8.
5.2.5. Conclusion
We use the results from both zones to conclude
|v(t, ξ)| . exp (Cν(tξ))
(
|v0(ξ)|+ (λ(tξ)ξp)−1 |v1(ξ)|
)
,
|Dtv(t, ξ)| . λ 12 (tξ)|ξ|p exp (Cν(tξ))
(
|v0(ξ)|+ (λ(tξ)ξp)−1 |v1(ξ)|
)
.
This completes the proof of Theorem 5.2.1 in the same way as it is explained in the proof of
Theorem 5.1.1. 2
5.3. Time-dependent p-evolution model with periodic data in x
In this section we will rewrite Theorem 5.1.1 for periodic data in x. Therefore we define T = R/Z.
There is a section about periodic Sobolev spaces in the Appendix B.2. This result will be used in
Section 6.2 to prove optimality of the condition (5.1.3) for the function b(t).
5.3.1. Theorem
For the periodic case we can formulate the following theorem.
Theorem 5.3.1. Let us consider the Cauchy problem (5.1.1) under the assumptions (5.1.2) to
(5.1.5). For initial data u0 ∈ Hs(T) and u1 ∈
((
Λν
p−k
k
)(−1) (
N1
〈Dx〉p
))−1
Hs(T)
∩ λ
((
Λ
ν
)(−1) ( N2
〈Dx〉p
))
Hs−p(T) there exists a unique solution u = u(t, x) with the properties
u(t, ·) ∈ exp
(
Cν
((
Λ
ν
)(−1)( N2
〈Dx〉p
)))
Hs(T)
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and
Dtu ∈ λ 12
((
Λ
ν
)(−1)( N2
〈Dx〉p
))
exp
(
Cν
((
Λ
ν
)(−1)( N2
〈Dx〉p
)))
Hs−p(T),
where N1 and N2 are suitable positive constants.
The proof of Theorem 5.3.1 is similar to the proof of Theorem 5.1.1 for this reason we only
sketch the modifications in the proof.
5.3.2. First step of the proof
We use the Fourier series expansion for periodic functions
u(t, x) =
∞∑
l=−∞
gl(t) exp(ilx),
so the Cauchy problem (5.1.1) rewrites as follows:
D2t gl(t)− λ2(t)b2(t)l2pgl(t) + ap+k(t)lp+kgl(t) = 0, k = 1, ..., p− 1,
gl(0) = g0,l, Dtgl(0) = g1,l,
(5.3.1)
for l ∈ Z. The case l = 0 leads to the ordinary differential equation
D2t g0(t) = 0,
which has the solution g0(t) = g0,0 + g1,0t. This is a constant function in x, which is in Hs(T) with
respect to x for all s ∈ R+. So for l = 0 we do not get any loss of derivatives. So we need to
understand the Cauchy problem (5.3.1) for l 6= 0.
5.3.3. Symbol classes and zones
We use similar definitions and get similar estimates.
Definition 5.3.2. (Zones):
We divide the extended phase space into three zones. We need the pseudo-differential zone
Zpd(N1) and two evolution zones Z
(1)
evo(N1, N2) and Z
(2)
evo(N2). They are defined as follows:
Zpd(N1) = {(t, l) ∈ [0, T ]× {l 6= 0} : Λ(t)|l|p ≤ N1ν(t)−
p−k
k }, (5.3.2)
Z(1)evo(N1, N2) = {(t, l) ∈ [0, T ]× {l 6= 0} : N1ν(t)−
p−k
k ≤ Λ(t)|l|p ≤ N2ν(t)}, (5.3.3)
Z(2)evo(N2) = {(t, l) ∈ [0, T ]× {l 6= 0} : Λ(t)|l|p ≥ N2ν(t)}. (5.3.4)
And accordingly, we define t(1)l to be the solution of Λ(t)|l|p = N1ν(t)−
p−k
k , and t(2)l to be the
solution of Λ(t)|l|p = N2ν(t).
Definition 5.3.3. (Symbols in Z(2)evo(N2)):
We use the following classes of symbols which are only defined in the evolution zone Z(2)evo(N2):
SN,j{m1,m2,m3} = {a(t, l) ∈ C∞(Z(2)evo(N2)) :
|DktDαl a(t, l)| ≤ Ck|l|pm1−αλ(t)m2
(
λ(t)ν(t)
Λ(t)
)m3+k
, k ≤ j} (5.3.5)
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5.3.4. Treatment in the pseudo-differential zone
In the pseudo-differential zone we define the micro-energy Gl(t) = (ρ(t, l)gl, Dtgl)T with
ρ(t, l) :=
√
1 +
λ2(t)
Λ(t)
|l|p.
Lemma 5.3.4. For all (t, l) ∈ Zpd(N1) it holds
|gl(t)| ≤ C(|g0,l|+ t|g1,l|),
|Dtgl(t)| ≤ Cλ(t)|l|p(|g0,l|+ t|g1,l|) + C|g1,l|.
5.3.5. Treatment in the first evolution zone
In the first evolution zone we define the micro-energy Gl(t) = (λ(t)|l|pgl, Dtgl)T .
Lemma 5.3.5. For all (t, l) ∈ Z(1)evo(N1, N2) we have the estimates
|gl(t)| ≤ C(λ(t)|l|p)−1 exp(Cν(t))
(
λ(t
(1)
l )|l|p|gl(t(1)l )|+ |Dtgl(t(1)l )|
)
,
|Dtgl(t)| ≤ C exp(Cν(t))
(
λ(t
(1)
l )|l|p|gl(t(1)l )|+ |Dtgl(t(1)l )|
)
.
5.3.6. Treatment in the second evolution zone
In the second evolution zone we use the micro-energy Gl(t) = (h(t, l)gl, Dtgl)T with
h2(t, l) = λ2(t)b2(t)|l|2p + ap+k(t)|l|p+k.
Lemma 5.3.6. For all (t, l) ∈ Z(2)evo(N2) it holds
|gl(t)| ≤ C exp(Cν(t))
(
|gl(t(2)l )|+ (λ(t(2)l )|l|p)−1|Dtgl(t(1)l )|
)
,
|Dtgl(t)| ≤ Cλ(t(2)l )
1
2λ(t)
1
2 |l|p exp(Cν(t))
(
|gl(t(2)l )|+ (λ(t(2)l )|l|p)−1|Dtgl(t(1)l )|
)
.
5.3.7. Conclusion
We use the results from all the three zones to conclude
|gl(t)| . exp(Cν(t(2)l ))(|g0,l|+ t(1)l |g1,l|)
+ exp(Cν(t
(2)
l ))(λ(t
(2)
l )|l|p)−1|g1,l|,
|Dtgl(t)| . λ(t)
1
2λ(t
(2)
l )
1
2 |l|p exp(Cν(t(2)l ))(|g0,l|+ t(1)l |g1,l|)
+λ(t)
1
2λ(t
(2)
l )
1
2 |l|p exp(Cν(t(2)l ))(λ(t(2)l )|l|p)−1|g1,l|.
We end up our proof with estimates, which give the desired regularity of the solution u(t, ·). The
regularity of Dtu(t, ·) can be verified in the same way. We want to recall that l = 0 is dominated
by a constant.
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• Our solution u(t, ·) is in exp
(
Cν
((
Λ
ν
)(−1) ( N2
〈Dx〉p
)))
Hs(T) if and only if
∞∑
l=−∞
|gl(t)|2 exp
(
−2Cν
((
Λ
ν
)(−1)( N2
〈l〉p
)))
|l|2s <∞.
It holds
∞∑
l=−∞
|gl(t)|2 exp
(
−2Cν
((
Λ
ν
)(−1)( N2
〈l〉p
)))
|l|2s
.
∞∑
l=−∞
exp
(
2Cν
((
Λ
ν
)(−1) ( N2
〈l〉p
)))
exp
(
2Cν
((
Λ
ν
)(−1) ( N2
〈l〉p
)))(|g0,l|+ t(1)l |g1,l|+ (λ(t(2)l )|l|p)−1|g1,l|)2|l|2s
.
∞∑
l=−∞
|g0,l|2|l|2s +
∞∑
l=−∞
((
Λν
p−k
k
)(−1)( N1
〈l〉p
))2
|g1,l|2|l|2s
+
∞∑
l=−∞
λ
((
Λ
ν
)(−1)( N2
〈l〉p
))
|l|−2p|g1,l||l|2s <∞
by taking account of the regularity of the data.
With this the proof of Theorem 5.3.1 is completed. 2
5.4. Conclusions to Theorem 5.1.1
First we want to consider the difference between Theorems 5.1.1 and 5.2.1. The only differ-
ence is the definition of the regularity of u1. The question occurs whether we can omit one of
the two spaces in Theorem 5.1.1 or not. For the general Theorem 5.1.1 it is necessary that
λ
((
Λ
ν
)(−1) ( N
〈Dx〉p
))
Hs−p(R) is part of the function space. This comes from Theorem 5.2.1 for
the finite degenerate shape function. Now we will state an example that shows that for an infi-
nite degenerate shape function the function space
((
Λν
p−k
k
)(−1) (
N1
〈Dx〉p
))−1
Hs(R) can not be
omitted. From our approach especially from estimate (5.1.25), we understand that we have to
compare
(
t
(1)
ξ
)−1
and λ(t(2)ξ )|ξ|p for the infinite degenerate case.
We consider the example
λ(t) =
1
t2
exp
(
−1
t
)
, Λ(t) = exp
(
−1
t
)
and ν(t) = log
1
Λ(t)
=
1
t
.
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We get the following for
(
t
(1)
ξ
)−1
:
Λ(t
(1)
ξ )|ξ|p = N1
(
ν(t
(1)
ξ )
)− p−k
k
,
exp
− 1
t
(1)
ξ
 |ξ|p = N1
 1
t
(1)
ξ
−
p−k
k
,
− 1
t
(1)
ξ
+ log |ξ|p = −p− k
k
log
 1
t
(1)
ξ
+ logN1,
1
t
(1)
ξ
= log |ξ|p + p− k
k
log
 1
t
(1)
ξ
− logN1 ≤ (log |ξ|p)2 ,
for t(2)ξ :
Λ(t(2)x )|ξ|p = N2
(
ν(t
(2)
ξ )
)
exp
− 1
t
(2)
ξ
 |ξ|p = N2(t(2)ξ )−1,
1
t
(2)
ξ
= log |ξ|p − log 1
t
(2)
ξ
− logN2,
1
t
(2)
ξ
= log |ξ|p − log
log |ξ|p − log 1
t
(2)
ξ
− logN2
− logN2,
1
t
(2)
ξ
≥ log |ξ|p − log (log |ξ|p)− logN2 ≥ (log |ξ|p)
5
6 ,
and with
λ(t
(2)
ξ )|ξ|p = ν2(t(2)ξ )Λ(t(2)ξ )|ξ|p = Cν3(t(2)ξ ) =
C(
t
(2)
ξ
)3
we see that (
t
(1)
ξ
)−1 ≤ (log |ξ|p)2 ≤ (log |ξ|p) 52 ≤ λ(t(2)ξ )|ξ|p.
Consequently, ((
Λν
p−k
k
)(−1)( N1
〈Dx〉p
))−1
Hs(R)
is the essential part to determine the regularity of u1. From this we get that both spaces are
needed for u1 = u1(x).
Now we are going to state some conclusions to the theorems in this section. If we consider a
family of coefficients which all satisfy the conditions (5.1.2) to (5.1.5) uniformly, this means with
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constants which are independent of the family itself, then the statements of our theorems hold
uniformly for such a family of Cauchy problems. Furthermore it does not matter at which time
we start and at which time we end our evolution process as long as it is within [0, T ]. It is also
not important whether we solve a forward or backward Cauchy problem within [0, T ].
Corollary 5.4.1. We consider the family of Cauchy problems
D2t u− λ2(t)b2i (t)D2px u = 0,
u(ri, x) = u0,i(x), Dtu(ri, x) = u1,i(x),
where assumptions (5.1.2), (5.1.3) and (5.1.5) are uniformly satisfied for λ(t) and bi(t). For initial
data u0,i ∈ Hs(T) and u1,i ∈
((
Λν
p−k
k
)(−1)(
N1
〈Dx〉p
))−1
Hs(T) ∩ λ
((
Λ
ν
)(−1)( N2
〈Dx〉p
))
Hs−p(T)
there exists a unique solution ui = ui(t, x) with the properties
ui(t, ·) ∈ exp
(
Cν
((
Λ
ν
)(−1)( N2
〈Dx〉p
)))
Hs(T)
and
Dtui(t, ·) ∈ λ 12
((
Λ
ν
)(−1)( N2
〈Dx〉p
))
exp
(
Cν
((
Λ
ν
)(−1)( N2
〈Dx〉p
)))
Hs−p(T),
where N1 and N2 are suitable positive constants which are independent of i and r, t ∈ [0, T ].
91
6. Optimality in C2-theory
In this section we want to prove sharpness of our results from Section 5. We still consider the
Cauchy problem
D2t u− λ2(t)b2(t)D2px u− ap+k(t)Dp+kx u = 0,
u(0, x) = u0(x), Dtu(0, x) = u1(x),
(6.0.1)
for 1 ≤ k < p. We want to point out that sharpness will be shown in different ways. For the
shape function λ(t) we will use the theory of special functions to show that exactly the differences
of regularity for data u0 and u1 appears. For the function b(t) describing the oscillating behavior
we use an instability argument introduced in [CS84] by Colombini and Spagnolo. It was first
used for p-evolution operators in [CC03] by Cicognani and Colombini. We consider a family
of Cauchy problems and are able to show, that the ν-loss of derivatives for the solution really
appears. For the coefficient ap+k(t) of the extended principal part we use Floquet theory to show
that an a priori estimate in the extended phase space is sharp. This yields the sharpness of
assumption (5.1.4).
6.1. Optimality of the shape function λ(t)
The optimality of the shape function is given by Theorem 5.1.1 itself. If we rewrite Theorem 5.1.1
for b(t) ≡ 1 and ap+k(t) ≡ 0 we get the following:
Theorem 6.1.1. Let us consider the Cauchy problem (5.1.1) under the assumption (5.1.2). For
initial data u0 ∈ Hs(R) and u1 ∈
(
Λ(−1)
(
N
〈Dx〉p
))−1
Hs(R) ∩ λ
(
Λ(−1)
(
N
〈Dx〉p
))
Hs−p(R) there
exists a unique solution u = u(t, x) with the properties
u(t, ·) ∈ Hs(R) and Dtu ∈ λ 12
(
Λ(−1)
(
N
〈Dx〉p
))
Hs−p(R),
where N is a suitable positive constant.
Here we see that we don’t get any loss of derivatives for the solution itself coming from the choice
of the shape function. What we still have to explain is the difference of regularity of the data
and the loss of derivatives for Dtu. Therefore we have considered two model cases in Section
4. We see that we need a certain difference of regularity for the data and that we get a certain
loss of regularity for Dtu. So for the model cases the differences of regularity and these losses
of regularity are sharp due to the exact calculations by using the theory of special functions. So
finally if we compare Theorem 6.1.1 with the result for the model cases we see that the we get
the same result from our theorem so also these differences and losses are sharp.
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6.2. Optimality of the oscillating behavior in b(t)
In Section 5.4 we pointed out that at most a ν-loss of regularity appears for the family of solutions
of the Cauchy problem for periodic data in x. From Corollary 5.4.1 we can conclude the
following a priori estimate uniformly in i ∈ N for ti, ri ∈ [0, T ]:
‖ui(ti, ·)‖Hs(T) ≤ C
∥∥∥∥∥exp
(
C1ν
((
Λ
ν
)(−1)( N2
〈Dx〉p
)))
〈Dx〉sui(ri, ·)
∥∥∥∥∥
L2(T)
(6.2.1)
for the special choice of data Dtu(ri, x) = u1,i(x) ≡ 0. Now we will prove that there exists a
family of Cauchy problems satisfying the assumptions of the corollary uniformly, which yields the
converse inequality to (6.2.1). So we consider a family of Cauchy problems
D2t u− λ2(t)b2i (t)D2px u = 0,
u(ri, x) = u0,i(x), Dtu(ri, x) = 0,
(6.2.2)
for 1-periodic data with respect to x. For i→∞ the times ri and ti tend to 0.
6.2.1. Theorem
We are able to prove the following result:
Theorem 6.2.1. Assume that the condition (5.1.2) is fulfilled. Furthermore, the additional as-
sumptions Λ(t)λ(t) <
2t
3 for t → 0, a condition (A5) which is introduced during the proof and
ν(t) = f
(
1
Λ(t)
)
, t ∈ (0, T ] with a monotonically increasing function f = f(r), r ∈ [r0,∞)
and |f ′(r)| ≤ C 1r on [r0,∞) hold. Then to every 1-periodic, positive, non-constant and smooth
function b = b(t), which is constant in a small neighborhood of t = 0, there exists a family
of coefficients {bi = bi(t)}i which satisfies uniformly condition (5.1.3). Moreover, there ex-
ists for a sufficiently large s ≥ 1 a family of data {u0,i = u0,i(x), u1,i = u1,i(x) ≡ 0}i in
Hs(T) ×
((
Λν
p−k
k
)(−1) (
N1
〈Dx〉p
))−1
Hs(T) ∩ λ
((
Λ
ν
)(−1) ( N2
〈Dx〉p
))
Hs−p(T), which are given on
t = t
(1)
i . Finally, there exist two zero sequences {t(1)i }i, {t(2)i }i and a sequence of solutions
satisfying the following estimate:∥∥∥ui (t(2)i , ·)∥∥∥
Hs(T)
≥ Ci‖ui(t(1)i , ·)‖exp(−p0 ν((Λν )(−1)( N2〈Dx〉p )))Hs(T)
= Ci
∥∥∥∥∥exp
(
p0 ν
((
Λ
ν
)(−1)( N2
〈Dx〉p
)))
〈Dx〉sui(t(1)i , ·)
∥∥∥∥∥
L2(T)
.
There the positive constant p0 is independent of i. Furthermore it holds supiCi =∞.
Remark 6.2.2. Inequality (6.2.1) yields that we get an estimate for the solution for each i ∈ N,
but from the inequality of Theorem 6.2.1 we see that for the choice of p0 with a suitable p0 < C1
it holds supiCi =∞.
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6.2.2. Proof
To clarify the procedure we divide the proof into several steps.
Step 1: Sequences of parameters
We need to define some sequences of parameters
• (A1) zero sequences {ti}i, {ρi}i and {δi}i,
• (A2) a sequence {hi}i tending to∞.
Furthermore, we introduce the zero sequences {t+i }i and {t−i }i with t+i = ti+ρi and t−i = ti−ρi.
We use this notation for the definition of sequences of intervals {Ii}i, {I+i }i and {I−i }i, which
are defined in the following way:
Ii =
[
ti − ρi
2
, ti +
ρi
2
]
, I+i =
[
t+i −
ρi
2
, t+i +
ρi
2
]
and I−i =
[
t−i −
ρi
2
, t−i +
ρi
2
]
.
To secure that Ii, I+i and I
−
i are in (0, T ] we need the relation
• (A3) ρi < 23 ti for i→∞.
To understand these definitions we will explain, why we choose these sequences of parameters:
• The parameter sequence {ti}i is used for the localization of the intervals Ii, I+i and I−i .
• The parameter sequence {ρi}i fixes the length of the intervals Ii, I+i and I−i .
• The parameter sequence {δi}i is needed to establish a relationship to the monotonic part
λ2(t) of the coefficient ai(t) = λ(t)2b2i (t) on the interval [ti − 43ρi, ti + 43ρi].
• The parameter sequence {hi}i is a sequence of frequencies which describes the oscillating
behavior of the part b2i (t) of the coefficient ai(t) = λ(t)
2b2i (t) on the interval [ti− ρi2 , ti+ ρi2 ].
For i→∞ the number of oscillations tends to infinity.
Step 2: A suitable family of coefficients
To construct a family of coefficients we need a monotonically increasing function µ ∈ C∞(R),
which is defined in the following way:
µ(r) =
{
0, r ∈ (−∞,−13 ],
1, r ∈ [13 ,∞).
The definition of our family of coefficients ai(t) = λ2(t)b2i (t) is given by
ai(t) =

λ2(t), t ∈ [0, T ] \ (I−i ∪ Ii ∪ I+i );
δpi
(2pi)p b
2(0)µ
(
t−t−i
ρi
)
+ λ2(t)
(
1− µ
(
t−t−i
ρi
))
, t ∈ I−i ;
δpi
(2pi)p b
2((t− ti)hpi ), t ∈ Ii;
δpi
(2pi)p b
2(0)
(
1− µ
(
t−t+i
ρi
))
+ λ2(t)µ
(
t−t+i
ρi
)
, t ∈ I+i ;
whereas b(0) represents the positive real number, which is taken by b(t) in a neighborhood of
t = 0. To secure that the coefficients ai(t) are twice continuous differentiable we need another
condition
• (A4) h
p
i ρi
2 ∈ N.
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With µ ∈ C∞(R) we know that ai(t) is twice continuous differentiable for
t ∈ [0, T ] \ ({ti − ρi2 } ∪ {ti + ρi2 }). For t = ti − ρi2 we know
ai(ti − ρi
2
) =

δpi
(2pi)p b
2(0), for lim
ε→0
ti − ρi2 − ε,
δpi
(2pi)p b
2(−h
p
i ρi
2 ), for limε→0
ti − ρi2 + ε.
Now we use condition (A4) and the definition of b(t), which is 1-periodic and constant in a
neighborhood of t = 0. This implies ai(t) ∈ C2[0, T ]. The family {bi = bi(t)}i of the oscillating
parts of {ai(t)}i rewrites as follows:
b2i (t) =

1, t ∈ [0, T ] \ (I−i ∪ Ii ∪ I+i );
1
λ2(t)
δpi
(2pi)p b
2(0)µ
(
t−t−i
ρi
)
+
(
1− µ
(
t−t−i
ρi
))
, t ∈ I−i ;
1
λ2(t)
δpi
(2pi)p b
2((t− ti)hpi ), t ∈ Ii;
1
λ2(t)
δpi
(2pi)p b
2(0)
(
1− µ
(
t−t+i
ρi
))
+ µ
(
t−t+i
ρi
)
, t ∈ I+i .
Step 3: Choosing the parameters
We choose the parameter sequences as follows:
ti =
(
Λ
ν
)(−1) (
N2 exp(−i)
)
, ρi =
[(
λ(ti)
Λ(ti)
)]−1
,
δi = [λ(ti)
− 1
p ]−2, hi = 2
[(
λ(ti)
Λ(ti)
)]
[(ν(ti))
1
p ].
The conditions (A1)-(A4) hold for these sequences. We shall introduce another condition (A5).
We assume
• (A5) 0 < d0 ≤ inf
i
λ(ti)
λ(ti± 43ρi)
≤ sup
i
λ(ti)
λ(ti± 43ρi)
≤ d1 <∞.
Step 4: Properties of bi
The goal of this step is to prove, that the assumptions of the theorem hold for the construction of
the sequence {bi = bi(t)}i. The condition (A5) secures the correctness of
0 < b0 ≤ inf
t∈[0,T ]
bi(t) ≤ sup
t∈[0,T ]
bi(t) ≤ b1 <∞,
whereas the constants b0 and b1 are independent of i. So we still have to show the inequalities
|Dtbi(t)| ≤ C λ(t)Λ(t)ν(t),
|D2t bi(t)| ≤ C
(
λ(t)
Λ(t)ν(t)
)2
,
(6.2.3)
for a constant C which is independent of i. The first thing we notice is, that bi(t) ≡ 1 for
t ∈ [0, ti − 43ρi] ∪ [ti + 43ρi, T ], so the inequalities in (6.2.3) hold for these t. What is left to show,
are the same inequalities on the interval [ti − 43ρi, ti + 43ρi]. We use the following relations:
λ′(t)
λ(t)
∼ λ(t)
Λ(t)
,
√
δpi ∼ λ(ti), λ(t) ∼ λ(ti), hi ∼
λ(ti)
Λ(ti)
ν(ti), ν(t) ∼ ν(ti). (6.2.4)
The relation λ(t) ∼ λ(ti) can be shown for small 0 < ti  1 using the conditions (A1)-(A5) and
the assumptions of the theorem. Now we introduce an example of finite and infinite degener-
acy.
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• We consider λ(t) = tl and get
ρi ∼ ti
l + 1
(
≤ 2
3
ti an assumption from the theorem
)
.
It holds for t ∈ [ti − 43ρi, ti + 43ρi]
λ(t) ≤
(
ti +
4
3
ti
l + 1
)l
≤
(
3l + 7
3l + 3
ti
)l
≤ Ctli ≤ Cλ(ti),
λ(t) ≥
(
ti − 4
3
ti
l + 1
)l
≥
(
3l − 1
3l + 3
ti
)l
≥ Ctli ≥ Cλ(ti).
• We consider λ(t) = 1
t2
exp
(−1t ) and get
ρi ∼ t2i
(
≤ 2
3
ti for 0 ≤ ti ≤ 2
3
)
.
It holds for t ∈ [ti − 43ρi, ti + 43ρi]
λ(t) ≤ 1
(ti + t2i )
2
exp
(
− 1
ti + t2i
)
≤ 1
t2i (1 + ti)
2
exp
(
− 1
ti
)
exp
(
1
1 + ti
)
≤ C 1
t2i
exp
(
− 1
ti
)
≤ Cλ(ti),
λ(t) ≥ 1
(ti − t2i )2
exp
(
− 1
ti − t2i
)
≥ 1
t2i (1− ti)2
exp
(
− 1
ti
)
exp
(
1
1− ti
)
≥ C 1
t2i
exp
(
− 1
ti
)
≥ Cλ(ti).
With (6.2.4) we have all the tools we need to estimate the first two derivatives of bi(t). We start
on the interval Ii. Here it holds
bi(t) =
1
λ(t)
√
δpi
(2pi)p
b
(
(t− ti)hpi
)
and so we get for the derivatives
b′i(t) = −
λ′(t)
λ2(t)
√
δpi
(2pi)p
b((t− ti)hpi ) +
√
δpi
(2pi)p
λ(t)
hpi b
′((t− ti)hpi ),
b′′i (t) =
(
2
(λ′(t))2
λ3(t)
− λ′′(t)λ2(t)
)√
δpi
(2pi)p
b((t− ti)hpi )− 2
λ′(t)
λ2(t)
√
δpi
(2pi)p
hpi b
′((t− ti)hpi )
+
√
δpi
(2pi)p
λ(t)
h2pi .
Thus
|b′i(t)| ≤ C
(
λ(t)
Λ(t)
b((t− ti)hpi ) + hpi |b′((t− ti)hpi )|
)
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and we get the estimate
|b′i(t)| ≤ C
(
λ(ti)
Λ(ti)
+
λ(ti)
Λ(ti)
ν(ti)
)
≤ C λ(t)
Λ(t)
ν(t) on Ii,
with a constant C which is independent of i. For the second derivative we use similar estimates
and obtain
|b′′i (t)| ≤ C
(
λ(t)
Λ(t)
hpi + h
2p
i
)
≤ C
(
λ(ti)
Λ(ti)
ν(ti)
)2
≤ C
(
λ(t)
Λ(t)
ν(t)
)2
on Ii.
Now we can also investigate the behavior of bi on the intervals I−i and I
+
i . This leads to the
following estimates:
|b′i(t)| ≤ C
λ(t)
Λ(t)
ν(t), |b′′i (t)| ≤ C
(
λ(t)
Λ(t)
ν(t)
)2
,
on both intervals I−i and I
+
i . With these last estimates we can conclude, that bi(t) satisfies the
conditions of the theorem for t ∈ [0, T ].
Step 5: Choosing the data
Now we choose the initial data for our Cauchy problem
u(ti, x) = u0,i(x) = exp
(
2pii
[
ξ
hi√
δi
]
x
)
, ut(ti, x) = u1,i(x) ≡ 0,
where the positive ξ is chosen as in Lemma B.3.1. We are interested in an estimate for ‖ · ‖Hs of
u0,i for s ≥ 1. For m = [s] we get:
‖u0,i‖2Hm(T) =
1∫
0
m∑
l=0
|Dlxu0,i(x)|2dx
=
m∑
l=0
1∫
0
∣∣∣∣(2pii)l ( hi√δi
)l
ξl exp
(
2pii
hi√
δi
x ξ
)∣∣∣∣2dx
∼
(
1 +
(
hi√
δi
)m)2
.
We get an equivalent result for s 6= [s]
‖u0,i‖Hs(T) ∼ 1 +
(
hi√
δi
)s
.
This is shown in the Appendix B.4. Furthermore we obtain the L2(T) estimate
‖u0,i‖L2(T) ∼ 1.
Step 6: The Cauchy problem on Ii
We consider the following Cauchy problem on a part of Ii:
D2t u− δi(2pi)p b2
(
(t− ti)hpi
)
D2px u = 0,
u(ti, x) = u0,i(x),
ut(ti, x) = 0,
t ∈ [ti, ti + ρi2 ].
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Later on we are interested in the unique solution ui = ui(ti +
ρi
2 , x). Therefore we use the
transformation s = (t−ti)hpi and the ansatz u(s, x) = v(s)u0,i(x) which leads to Hill’s equation
v′′(s) + ξ2pb2(s)v(s) = 0, v(0) = 1, v′(0) = 0, s ∈
[
0,
hpi ρi
2
]
,
whereas ξ is chosen as in Lemma B.3.1. After applying Lemma B.3.1 and backward transforma-
tion we obtain the solution
ui
(
ti +
ρi
2
, x
)
= exp
(
2pii
[
ξ
hi√
δi
]
x
)
v
(
hpi ρi
2
)
, ui(ti, x) = exp
(
2pii
[
ξ
hi√
δi
]
x
)
v(0),
with
∣∣∣∣v(hpi ρi2
)∣∣∣∣ ∼ |µ0|hpi ρi2 .
Step 7: At least a ν-loss
First we fix the zero sequences t(1)i = ti and t
(2)
i = ti +
ρi
2 . Now we are interested in the norm
‖ui(t(2)i , ·)‖Hs(T). We estimate
‖ui(t(2)i , ·)‖2Hm(T) =
1∫
0
m∑
l=0
|∂lxui(t(2)i , x)|2dx
=
m∑
l=0
1∫
0
∣∣∣∣∂lx(exp(2pii [ξ hi√δi
]
x
))
v
(
hpi ρi
2
)∣∣∣∣2 dx
∼
((
1 +
(
hi√
δi
)m)
|µ0|
h
p
i
ρi
2
)2
.
This equation can be modified by using a constant a = log |µ0| > 0, because |µ0| > 1, and the
choice of the parameters from Step 3
‖ui(t(2)i , ·)‖Hm(T) ∼ exp
(
aν
((
Λ
ν
)(−1) (
N2 exp(−i)
)))(
1 +
(
hi√
δi
)m)
.
Due to the at most finite loss of regularity we can use Lemma B.7.1 form the Appendix to estimate
u0,i in a weighted Hs-norm:∥∥∥∥∥exp
(
p0ν
((
Λ
ν
)(−1)( N2
〈Dx〉
)))
〈Dx〉su0,i(x)
∥∥∥∥∥
L2(T)
∼ exp
(
p0ν
((
Λ
ν
)(−1)(
N2
√
δi
hi
)))(
hi√
δi
)s
‖u0,i(x)‖L2(T)
∼ exp
(
p0ν
((
Λ
ν
)(−1) (
N2 exp(−i)
)))( hi√
δi
)s
.
So, finally, for p0 < a we get the desired estimate:
‖ui(t(2)i , ·)‖Hs(T) ≥ Ci exp
(
p0ν
((
Λ
ν
)(−1) (
N2 exp(−i)
)))( hi√
δi
)s
≥ Ci
∥∥∥∥∥exp
(
p0ν
((
Λ
ν
)(−1)( N2
〈Dx〉
)))
〈Dx〉su0,i(x)
∥∥∥∥∥
L2(T)
.
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In this way the proof is completed. 2
6.3. Optimality of the condition for the coefficients ap+k(t) of the
remaining principal part
In this section we want to prove that the condition for ap+k(t) is chosen in an optimal way.
Throughout this section we consider b(t) ≡ 1 to neglect the influence of oscillations in the principal
part. In the proof of Theorem 5.1.1 we use phase space analysis to show the at most a ν-loss of
regularity appears. We consider the following Fourier transformed Cauchy problem:
D2t v − λ2(t)ξ2pv − ap+k(t)ξp+kv = 0,
v(0, ξ) = v0(ξ), vt(0, ξ) = v1(ξ),
(6.3.1)
for 1 ≤ k < p. During the proof we use an a priori estimate for Cauchy problem (6.3.1) which
holds true for all times r, s ∈ [0, T ]:
|v(s, ξ)| ≤ C exp(Cν(t(2)ξ ))
(
|v(r, ξ)|+ t(1)ξ |vt(r, ξ)|
)
+ exp(Cν(t
(2)
ξ ))(λ(t
(2)
ξ )|ξ|p)−1|vt(r, ξ)|,
(6.3.2)
where t(1)ξ and t
(2)
ξ are defined as in Definition 5.1.3. We want to point out that (6.3.2) is a
pointwise estimate, so it still holds true for rξ = r(ξ), sξ = s(ξ) ∈ [0, T ]. If we set the initial
datum vt(rξ, ξ) = 0 the a priori estimate rewrites for a special choice of the coefficient ap+k(t) as
follows:
|v(sξ, ξ)| ≤ C exp(C(log〈ξ〉)γ)|v(rξ, ξ)|. (6.3.3)
Our choice for the coefficient ap+k(t) of the extended principal part is the following:
ap+k(t) =
λ2(t)
Λ(t)
p−k
p
(
log
1
Λ(t)
)γ p−k
p
ω
((
log
1
Λ(t)
)γ+1)
.
The function ω = ω(s) is a smooth, positive, non-constant and 1-periodic function. Now we will
show that
|v(sξ, ξ)| ≥ C exp(C(log〈ξ〉)γ)|v(rξ, ξ)|
for this special choice of ap+k(t) and with this the sharpness of the assumption (5.1.4) because of
(6.3.3). We choose the coefficient ap+k in this way to be able to transform the Cauchy problem
to a Hill’s equation and to apply Floquet theory. The special choice of ap+k does not violate
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assumption (5.1.4). For the first order derivative it holds
|Dtap+k(t)| ≤ Cλ(t)λ
′(t)
Λ(t)
p−k
p
(
log
1
Λ(t)
)γ p−k
p
ω
((
log
1
Λ(t)
)γ+1)
+ C
λ3(t)
Λ(t)
p−k
p
+1
(
log
1
Λ(t)
)γ p−k
p
ω
((
log
1
Λ(t)
)γ+1)
+ C
λ2(t)
Λ(t)
p−k
p
(
log
1
Λ(t)
)γ p−k
p
−1 λ(t)
Λ(t)
ω
((
log
1
Λ(t)
)γ+1)
+ C
λ2(t)
Λ(t)
p−k
p
(
log
1
Λ(t)
)γ p−k
p
ω′
((
log
1
Λ(t)
)γ+1)(
log
1
Λ(t)
)γ λ(t)
Λ(t)
≤ C λ
2(t)
Λ(t)
p−k
p
ν(t)
p−k
p
(
λ(t)
Λ(t)
ν(t)
)
.
This is the assumption we needed in our considerations. The second order derivative can be
estimated accordingly. So for the special choice of ap+k assumption (5.1.4) is satisfied.
6.3.1. Theorem
We are able to prove the following result:
Theorem 6.3.1. We consider the Fourier transformed Cauchy problem to (6.0.1) for a special
choice of ap+k(t)
D2t v − λ2(t)ξ2pv − λ
2(t)
Λ(t)
p−k
p
(
log 1Λ(t)
)γ p−k
p
ω
((
log 1Λ(t)
)γ+1)
ξp+kv = 0,
v(tξ, ξ) = v0(ξ), vt(tξ, ξ) = v1(ξ) ≡ 0.
(6.3.4)
There exists a positive, non-constant and 1-periodic function ω = ω(t) ∈ C∞[0,∞) such that the
inequality
|v(t˜ξ, ξ)| & exp(C(log〈ξ〉)γ)|v(tξ, ξ)| (6.3.5)
holds for an arbitrary positive constant C which is independent of tξ and t˜ξ.
6.3.2. Proof
Let us introduce the notation s(t) =
(
log 1Λ(t)
)γ+1
. Then we get
t(s) = Λ−1
(
exp
(
−s 1γ+1
))
,
ds
dt
= (γ + 1)
(
log
1
Λ(t)
)γ (
−λ(t)
Λ(t)
)
= −(γ + 1)λ(t)
Λ(t)
(
log
1
Λ(t)
)γ
,
ν(s) := −s′(t(s)) = (γ + 1)s γγ+1 exp
(
s
1
γ+1
)
λ
(
Λ(−1)
(
exp(−s 1γ+1 )
))
,
Dt
ds
dt
= −Dtν(s) = idν(s)
ds
ds
dt
= −iν(s)ν ′(s).
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Now we are interested in a transformation w = w(s, ξ) := ν(s)
1
2 v(t(s), ξ) of equation (6.3.4):
D2t v = Dt
(
ds
dt
)
Dsv +
(
ds
dt
)2
D2sv,
Dsv = Ds(ν(s)
− 1
2w) =
i
2
ν ′(s)
ν(s)
3
2
w + ν−
1
2 (s)Dsw,
D2sv =
1
2
ν ′′(s)
ν(s)
3
2
w − 3
4
(ν ′(s))2
ν(s)
5
2
w + i
ν ′(s)
ν(s)
3
2
Dsw + ν(s)
− 1
2D2sw,
D2t v = −iν(s)ν ′(s)
(
i
2
ν ′(s)
ν(s)
3
2
w + ν(s)−
1
2Dsw
)
+ν(s)2
(
1
2
ν ′′(s)
ν(s)
3
2
w − 3
4
(ν ′(s))2
ν(s)
5
2
w + i
ν ′(s)
ν(s)
3
2
Dsw + ν(s)
− 1
2D2sw
)
= ν(s)
3
2D2sw −
1
4
(ν ′(s))2
ν(s)
1
2
w +
1
2
ν ′′(s)ν(s)
1
2w.
Finally, we obtain the equation
D2sw −
(
1
4
(ν′(s))2
ν(s)2
− 12 ν
′′(s)
ν(s)
)
w − λ2(t(s))
ν(s)2
ξ2pw − λ2(t(s))
Λ(t(s))
p−k
p ν(s)2
(
log 1Λ(t(s))
)γ p−k
p
ω(s)ξp+kw = 0,
D2sw − λ2(s)w − 1(γ+1)2 s
− 2γ
γ+1 exp
(
−2s 1γ+1
)
ξ2pw
− 1
(γ+1)2
s
− 2γ
γ+1 exp
(
−p+kp s
1
γ+1
)
s
γ
γ+1
p−k
p ω(s)ξp+kw = 0
with
λ2(s) :=
1
4
(ν ′(s))2
ν(s)2
− 1
2
ν ′′(s)
ν(s)
=
γ(γ + 2)
4(γ + 1)2
s
− 2γ+2
γ+1 − 1
2(l + 1)
γ
(γ + 1)2
s
− 2γ+1
γ+1 − 1
4(l + 1)2
1
(γ + 1)2
s
− 2γ
γ+1 .
We introduce further notations to simplify the representation:
λ1(s, ξ) := (γ + 1)
− p−k
p ν(s)
− p+k
p λ(Λ−1(exp(−s 1γ+1 ))) p+kp ξp+k
= (γ + 1)−2s−
p+k
p
γ
γ+1 exp
(
−p+ k
p
s
1
γ+1
)
ξp+k,
ζ(s, ξ) :=
λ2(s) + ν(s)
−2λ2(t(s))ξ2p
λ1(s, ξ)
,
λ(s, s˜, ξ) := λ1(s, ξ)ω(s˜) + λ1(s, ξ)ζ(s, ξ).
With these notations we obtain
D2sw − λ(s, s, ξ)w = 0. (6.3.6)
For a given ξ ∈ R+ we define sξ implicitly by
s
γ
γ+1
ξ exp
(
s
1
γ+1
ξ
)
= ξp.
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Hence, we get for s = sξ and s˜ = s
D2sw − λ(s, s˜, ξ)w = D2sw + λ2(sξ)w −
1
(γ + 1)2
(1 + ω(s))w = 0.
From the choice of sξ we know
λ1(sξ, ξ) = (γ + 1)
−2 and ζ(sξ, ξ) = 1 + (γ + 1)2λ2(sξ).
Therefore, noting lims→∞λ2(s) = 0 we conclude ζ(s, ξ) > 0 if s is large. We introduce the
notation ω(s) := λ0(γ + 1)2ω˜(s) − 1. So for sξ → ∞ we see that λ(sξ, s, ξ) → λ0ω˜(s). Then we
have the following lemma:
Lemma 6.3.2. Let δ be a positive small constant. Then the following estimates are established:
sup
τ∈(0,1)
{|λ(sξ, sξ + τ, ξ)− λ(sξ + τ, sξ + τ, ξ)|} ≤ Cs
− γ
γ+1
ξ
and
sup
τ∈(0,1)
{|λ(sξ + j − 1 + τ, sξ + j − 1 + τ, ξ)− λ(sξ + j + τ, sξ + j + τ, ξ)|} ≤ Cs
− γ
γ+1
ξ
for any j + 1 ≤ δs
γ
γ+1
ξ .
Proof:
Let α be a non-zero real number and d be a positive constant satisfying 0 < d ≤ δs γγ+1 for large
s. Then we can prove several inequalities.
• We have
exp
(
(s+ d)
1
γ+1 − s 1γ+1
){ ≥ 1 + C−1δ,
≤ 1 + Cδ (6.3.7)
because it holds
(d+ s)
1
γ+1 =
∞∑
k=0
( 1
γ+1
k
)
dks
1
γ+1
−k
= s
1
γ+1 +
d
γ + 1
s
− γ
γ+1 +O
(
s
− 2γ+1
γ+1
)
≤ s 1γ+1 + Cds− γγ+1 ,
so
exp
(
(s+ d)
1
γ+1 − s 1γ+1
)
≤ exp(Cds− γγ+1 ) ≤ 1 + Cds− γγ+1 exp(Cds− γγ+1 )
≤ 1 + Cds− γγ+1 ,
and
exp
(
(s+ d)
1
γ+1 − s 1γ+1
)
≥ exp(Cds− γγ+1 ) ≥ 1 + Cds− γγ+1 .
• We have ∣∣∣exp(α(s+ d) 1γ+1)− exp(αs 1γ+1)∣∣∣{ ≥ C−1ds− γγ+1 exp(αs γγ+1 ),≤ Cds− γγ+1 exp(αs γγ+1 ) (6.3.8)
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because with (6.3.7) it holds∣∣∣exp(α(s+ d) 1γ+1)− exp(αs 1γ+1)∣∣∣
= exp(αs
1
γ+1 )
∣∣∣exp(α((s+ d) 1γ+1 − s 1γ+1))− 1∣∣∣
≤ Cαds−
γ
γ+1 exp(αs
γ
γ+1 ),
and ∣∣∣exp(α(s+ d) 1γ+1)− exp(αs 1γ+1)∣∣∣
= exp(αs
1
γ+1 )
∣∣∣exp(α((s+ d) 1γ+1 − s 1γ+1))− 1∣∣∣
≥ Cαds−
γ
γ+1 exp(αs
γ
γ+1 ).
• We have
|λ1(s+ d, ξ)− λ1(s, ξ)| ≤ Cds−
γ
γ+1λ1(s, ξ)
because it holds
|λ1(s+ d, ξ)− λ1(s, ξ)|
= λ1(s, ξ)
∣∣∣∣∣ s
γ
γ+1
p+k
p
(s+ d)
γ
γ+1
p+k
p
exp
(
−p+ k
p
(
(s+ d)
1
γ+1 − s 1γ+1
))
− 1
∣∣∣∣∣
≤ λ1(s, ξ)
∣∣∣exp(−Cds− γγ+1)− 1∣∣∣
≤ Cds− γγ+1λ1(s, ξ).
For the same reason it holds
|ν(s)−2λ2(t(s))ξ2p − ν(s− d)−2λ2(t(s− d))ξ2p| ≤ Cds− γγ+1 ν(s)−2λ2(t(s))ξ2p.
• We have
|λ2(s+ d)− λ2(s)| ≤ Cds−
γ
γ+1λ2(s)
because
λ′2(s) = −Cs−
2γ+2
γ+1
−1
+ Cs
− 2γ+1
γ+1
−1
+ Cs
− 2γ
γ+1
−1 ≤ Cλ2(s)
s
and for s > M
|λ2(s+ d)− λ2(s)| = dλ′2(s+ d˜)
≤ C d
s+ d˜
λ2(s+ d˜) ≤ Cds−
γ
γ+1
1
s
1
γ+1 + δ︸ ︷︷ ︸
≤C
λ2(s+ d˜)︸ ︷︷ ︸
≤λ2(s)
≤ Cds− γγ+1λ2(s).
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• We have
1− Cδ ≤ λ1(s+ d, ξ)
λ1(s, ξ)
≤ 1 + Cδ
because
λ1(s+ d, ξ)
λ1(s, ξ)
=
s
γ
γ+1
(s+ d)
γ
γ+1︸ ︷︷ ︸
≥1−C d
s
exp
(
−p+ k
p
(
(s+ d)
1
γ+1 − s 1γ+1
))
︸ ︷︷ ︸
≥1−Cds−
γ
γ+1
≥ 1− Cδ
and
λ1(s+ d, ξ)
λ1(s, ξ)
=
s
γ
γ+1
(s+ d)
γ
γ+1︸ ︷︷ ︸
≤1
exp
(
−C
(
(s+ d)
1
γ+1 − s 1γ+1
))
︸ ︷︷ ︸
≤1+Cds−
γ
γ+1
≤ 1 + Cδ.
• We have
|ζ(s+ d, ξ)− ζ(s, ξ)| ≤ Cds− γγ+1 ζ(s, ξ)
because
|λ2(s+ d)λ1(s, ξ)− λ2(s)λ1(s+ d, ξ)|
= |(λ2(s)− λ2(s+ d))λ1(s+ d, ξ)− λ2(s+ d)(λ1(s, ξ)− λ1(s+ d, ξ))|
≤ |Cds− γγ+1λ2(s+ d)λ1(s)− Cds−
γ
γ+1λ2(s)λ1(s+ d, ξ)|
≤ Cds− γγ+1 |λ2(s+ d)λ1(s, ξ) + λ2(s)λ1(s+ d, ξ)|.
The same works for ν(r)−2λ2(t(r))ξ2p instead of λ2(r) so we can estimate
|ζ(s+ d, ξ)− ζ(s, ξ)|
=
∣∣∣∣λ2(s+ d)λ1(s, ξ)− λ2(s)λ1(s+ d, ξ)λ1(s, ξ)λ1(s+ d, ξ)
+
ν(s+ d)−2λ2(t(s+ d))ξ2pλ1(s, ξ)− ν(s)−2λ2(t(s))ξ2pλ1(s+ d, ξ)
λ1(s, ξ)λ1(s+ d, ξ)
∣∣∣∣
= Cds
− γ
γ+1 (ζ(s+ d, ξ) + ζ(s, ξ)) ≤ Cds− γγ+1 ζ(s, ξ).
• We have
|ζ(sξ + d, ξ)− ζ(sξ, ξ)| ≤ Cds
− γ
γ+1
ξ
because of the special structure of ζ(sξ, ξ).
• Finally, we have
|λ(sξ, sξ + τ, ξ)− λ(sξ + τ, sξ + τ, ξ)| ≤ Cs
− γ
γ+1
ξ
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for τ ∈ (0, 1). It holds
|λ(sξ, sξ + τ, ξ)− λ(sξ + τ, sξ + τ, ξ)|
= |λ1(sξ, ξ)(ω(sξ + τ) + ζ(sξ, ξ))− λ1(sξ + τ, ξ)(ω(sξ + τ) + ζ(sξ + τ, ξ))|
= |ω(sξ + τ)(λ1(sξ, ξ)− λ1(sξ + τ, ξ)) + ζ(sξ + τ, ξ)(−λ1(sξ + τ, ξ) + λ1(sξ, ξ))
−ζ(sξ + τ, ξ)λ1(sξ, ξ) + λ1(sξ, ξ)ζ(sξ, ξ)|
≤ |(w(sξ + τ) + ζ(sξ + τ, ξ))||λ1(sξ, ξ)− λ1(sξ + τ, ξ)|
+λ1(sξ, ξ)|ζ(sξ + τ, ξ)− ζ(sξ, ξ)|
≤ Cs−
γ
γ+1
ξ (ω1 + ζ(sξ, ξ) + λ1(sξ, ξ)) ≤ Cs
− γ
γ+1
ξ .
• By using the 1-periodicity of ω we have
|λ(sξ + j − 1 + τ, sξ + j − 1 + τ, ξ)− λ(sξ + j + τ, sξ + j + τ, ξ)| ≤ Cs
− γ
γ+1
ξ .
The proof is completed. 2
For the positive, smooth, 1-periodic and non-constant function ω˜(s) we consider the following
Cauchy problem:
d
dτX(s0; s0 + τ) =
(
0 1
−λ0ω˜(s0 + τ) 0
)
X(s0; s0 + τ),
X(s0; s0) =
(
1 0
0 1
)
.
(6.3.9)
Now we choose λ0 as in Lemma B.3.3 from the Appendix.
By the continuous dependence of eigenvalues of the fundamental matrix X(s0; s0 + 1) on the
coefficient matrix we can add a small ε > 0 such that the system
d
dτX(s0, s0 + τ, ε) =
(
0 1
−λ0ω˜(s0 + τ) + ε 0
)
X(s0; s0 + τ, ε),
X(s0, s0, ε) =
(
1 0
0 1
)
,
still has an eigenvalue µ(ε) > 1 to the chosen λ0 > 0.
Now we choose s0 = sξ and ε = λ2(sξ) and obtain the system
d
dτX(sξ, sξ + τ) =
(
0 1
−λ(sξ, sξ + τ, ξ) 0
)
X(sξ; sξ + τ),
X(sξ, sξ) =
(
1 0
0 1
) (6.3.10)
which has still an eigenvalue µ(λ2(s)) ≥ µ0 > 1 for all s ≥ sξ. We introduce the positive integer
n = n(sξ) :=
[
δs
γ
γ+1
ξ
]
(6.3.11)
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for the positive small constant δ from Lemma 6.3.2. We consider the following family of Cauchy
problems for first order systems:
d
dτXj(−τ, 0) =
(
0 1
−λ(sξ − j + 1− τ, sξ − j + 1− τ, ξ) 0
)
Xj(−τ, 0),
Xj(0, 0) =
(
1 0
0 1
)
for τ ∈ [0, 1] and j = 1, ..., n.
(6.3.12)
Now we want to show that one eigenvalue µj of the solution Xj(−1, 0) still satisfies the estimate
|µj | > 1 for j = 1, ..., n.
We introduce the notations
X(sξ + 1, sξ) :=
(
x11 x12
x21 x22
)
and Xj(−1, 0) :=
(
x11(j) x12(j)
x21(j) x22(j)
)
,
where µ(λ2(sξ)) = µ±1 and µ±j denote the respective eigenvalues. We use the common matrix
property x11 + x22 = µ+ µ−1 and get
|µ− µ−1| = |µ− (x11 + x22 − µ)| = |µ− x11 + µ− x22| ≤ |µ− x11|+ |µ− x22|,
so max{|x11 − µ|, |x22 + µ} ≥ 12 |µ− µ−1|. Below we assume
|x11 − µ| ≥ |x22 − µ|. (6.3.13)
The other case can be treated in the same way. We have to prove several lemmas.
Lemma 6.3.3. For the Cauchy problem (6.3.12) it holds
sup
τ∈(0,1)
{|Xj(−τ, 0)|} ≤ C. (6.3.14)
Proof:
We use the matrizant representation of our Cauchy problem (6.3.12)
Xj(−τ, 0) = I −
∞∑
k=1
τ∫
0
iAj(t1, ξ)
t1∫
0
iAj(t2, ξ)
t2∫
0
..
tk−1∫
0
iAj(tk, ξ)dtk...dt1,
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so
sup
τ∈(0,1)
{|Xj(−τ, 0)|}
≤ sup
τ∈(0,1)
exp
 τ∫
0
‖Aj(t, ξ)‖dt

≤ sup
τ∈(0,1)
exp
 τ∫
0
1 + λ(sξ − j + 1− t, sξ − j + 1− t, ξ)dt

≤ exp
(
1 + sup
τ∈(0,1)
|λ(sξ − j + 1− τ, sξ − j + 1− τ, ξ)|
)
≤ exp
(
1 + sup
τ∈(0,1)
|λ(sξ − j + 1− τ, sξ − j + 1− τ, ξ) + λ0ω˜(sξ)− λ(sξ, sξ, ξ)|
)
≤ exp (C + |λ(sξ − j, sξ − j, ξ)− λ(sξ, sξ, ξ)|)
≤ exp (C + |λ(sξ + n, sξ + n, ξ)− λ(sξ, sξ, ξ)|)
≤ exp (C + |λ1(sξ − n, ξ)− λ1(sξ, ξ)|ω(sξ, ξ) + |λ1(sξ − n, ξ)ζ(sξ − n, ξ)− λ1(sξ, ξ)ζ(sξ, ξ)|)
≤ exp
(
C + Cns
− γ
γ+1λ1(sξ, ξ)ω(sξ, ξ) +
∣∣∣∣λ1(sξ − n, ξ)λ1(sξ, ξ) ζ(sξ − n, ξ)− ζ(sξ, ξ)
∣∣∣∣λ1(sξ, ξ))
≤ C exp (Cδ |ζ(sξ − n, ξ)− ζ(sξ, ξ) + ζ(sξ, ξ)|) . exp(Cδ).
In this way the proof is completed. 2
Lemma 6.3.4. For the Cauchy problem (6.3.12) it holds
|µ− µj | ≤ Cδ and min
1≤j≤n
{|µj |} > 1. (6.3.15)
Proof:
We introduce the notation Zj(τ) := X(sξ + τ, sξ)−Xj(−τ, 0) which is a solution to
d
dτZj(τ) =
(
0 1
−λ(sξ, sξ − τ, ξ) 0
)
Zj(τ)
+
(
0 0
λ(sξ − j + 1− τ, sξ − j + 1− τ, ξ)− λ(sξ, sξ + τ, ξ) 0
)
Xj(−τ, 0)
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for j = 1, ..., n. Now we use a Gronwall type argument to estimate Zj(τ) as follows:
‖Zj(τ)‖ =
τ∫
0
|λ(sξ, sξ + t, ξ)| ‖Zj(t)‖dt
+
τ∫
0
|λ(sξ − j + 1− t, sξ − j + 1− t, ξ)− λ(sξ, sξ − t, ξ)| ‖Xj(−t, 0)‖dt
.
τ∫
0
λ0ω(sξ + t)‖Zj(t)‖dt+
τ∫
0
(n− 1)s−
γ
γ+1
ξ ‖Xj(−t, 0)‖dt
. ns
− γ
γ+1
ξ +
τ∫
0
ns
− γ
γ+1
ξ exp
 τ∫
t
λ0ω(sξ − σ)dσ
 dt
. ns
− γ
γ+1
ξ .
Therefore, we have
|µ− µj | . (|x11 − x11(j)|+ |x22 − x22(j)|) . ns
− γ
γ+1
ξ ≤ Cδ.
With the choice δ = |µ|−12C we get |µ − µj | ≤ |µ|−12 and, consequently, |µj | ≥
{
|µ|, |µ|+12
}
> 1. In
this way the proof is completed. 2
Our goal is an estimate for w(s, ξ). Using the family Xj(−1, 0) we have the following represen-
tation of the solution of our transformed Cauchy problem for (6.3.6):(
w(sξ − n, ξ)
ws(sξ − n, ξ)
)
= Xn(−1, 0)...X1(−1, 0)
(
w(sξ, ξ)
ws(sξ, ξ)
)
. (6.3.16)
Now we will use that all the µj are strictly larger than 1 and some matrix estimates to get the
estimate
|w(sξ − n, ξ)| ≥ C exp(C(log〈ξ〉)γ)|w(sξ, ξ)|.
Therefore, we introduce the notations
Bj :=
 x12(j)µj−x11(j) 1
1 x21(j)
µ−1j −x22(j)
 , Gj = B−1j+1Bj − I,
Yn :=
(
µn 0
0 µ−1n
)
(I +Gn−1)...(I +G1)
(
µ1 0
0 µ−11
)
.
With this problem (6.3.16) rewrites as(
w(sξ − n, ξ)
ws(sξ − n, ξ)
)
= BnYnB
−1
1
(
w(sξ, ξ)
ws(sξ, ξ)
)
. (6.3.17)
Lemma 6.3.5. Each entry of Bj and B−1j is uniformly bounded with respect to j and |Gj | ≤
Cs
− γ
γ+1
ξ for j ≤ n.
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Proof:
From Lemma 6.3.4 it follows:
|µ−1j − x22(j)| = |µj − x11(j)| = |x11(j)− x11 + x11 + µ− µ− µj |
≥ |x11 − µ| − |x11(j)− x11| − |µ− µj | ≥ 1
2
|µ− µ−1| − 2Cδ
≥ 1
4
|µ− µ−1|.
Together with Lemma 6.3.3 it holds∣∣∣∣ x12(j)µ(j)− x11(j)
∣∣∣∣ ≤ 4C|µ− µ−1| ≤ C,∣∣∣∣ x21(j)µ(j)−1 − x22(j)
∣∣∣∣ ≤ 4C|µ− µ−1| ≤ C,
because µ is strictly larger than 1. This shows the uniform boundedness of Bj with respect to
j ≤ n. For the determinant of Bj it holds
detBj =
x12(j)x21(j)
(µj − x11(j))(µ−1j − x22(j))
− 1
=
x12(j)x21(j) + (µj − x11(j))2
(µj − x11(j))(µ−1j − x22(j))
=
x11(j)x22(j)− µjµ−1j + (µj − x11(j))2
(µj − x11(j))(µ−1j − x22(j))
=
x11(j)(µj + µ
−1
j − x11(j))− µjµ−1j + (µj − x11(j))2
(µj − x11(j))(µ−1j − x22(j))
=
−x11(j)(x11(j) + µ−1j ) + µj(x11(j)− µ−1j ) + (µj − x11(j))2
(µj − x11(j))(µ−1j − x22(j))
=
x11(j)− µ−1j + µj − x11(j)
µ−1j − x22(j)
=
µj − µ−1j
µ−1j − x22(j)
.
This gives |detBj | ≥ C > 0. Now we can estimate B−1j using the determinant and the uniform
boundedness of Bj in the following way:
‖B−1j ‖ ≤
1
|detBj |‖Bj‖ ≤ C.
For the next estimate we need |µj − µj+1| ≤ Cs
− γ
γ+1
ξ . This is clear with the estimates
|µj+1 − µj + µ−1j+1 − µ−1j | ≤ |x11(j + 1)− x11(j)|+ |x22(j + 1)− x22(j)| ≤ Cs
− γ
γ+1
ξ
and
|µj+1 − µj + µ−1j+1 − µ−1j | = |(µj+1 − µj)(1− µ−1j+1µ−1j )| ≥ ε|µj+1 − µj |.
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So it holds
‖Bj −Bj+1‖ =
∣∣∣∣ x12(j)µj − x11(j) − x12(j + 1)µj+1 − x11(j + 1)
∣∣∣∣
=
∣∣∣∣x12(j)(µ(j + 1)− x11(j + 1))− x12(j + 1)(µj − x11(j))(µj − x11(j))(µ(j + 1)− x11(j + 1))
∣∣∣∣
. |x12(j)(µ(j + 1)− x11(j + 1))− x12(j + 1)(µj − x11(j))|
. |x12(j + 1)(x11(j + 1)− x11(j))|+ |x11(j + 1)(x12(j)− x12(j + 1))|
+ |x12(j + 1)(µj − µj+1)|+ |µj+1(x12(j + 1)− x12(j))|
≤ Cs−
γ
γ+1
ξ ,
and with this
‖Gj‖ = ‖B−1j+1Bj − I‖ = ‖B−1j+1(Bj −Bj+1)‖ ≤ ‖B−1j+1‖‖Bj −Bj+1‖ ≤ Cs
− γ
γ+1
ξ .
This completes the proof. 2
Now we want to estimate the entries of Yn. We write
Yn =

n∏
k=1
µk 0
0
n∏
k=1
µ−1k
+M1 + ...+Mn−1, (6.3.18)
where Ml is the matrix which is the sum of all products of matrices containing exactly l of the
matrices Gk. We observe
|Ml| ≤
(
n∏
k=1
|µk|
) ∑
1≤i1<...<il≤n−1
l∏
j=1
|Gij |
 .
Hence we get
n−1∑
l=1
|Ml| ≤
(
n∏
k=1
|µk|
)
n−1∑
l=1
(
n− 1
l
)
(Cs
− γ
γ+1
ξ )
l
≤
(
n∏
k=1
|µk|
)(
(1 + Cs
− γ
γ+1
ξ )
n−1 − 1
)
.
From (6.3.18) we conclude for Yn =
(
y11(n) y12(n)
y21(n) y22(n)
)
∣∣∣∣y11(n)− n∏
k=1
µk
∣∣∣∣ ≤ n∏
k=1
|µk|
(
(1 + Cs
− γ
γ+1
ξ )
n−1 − 1
)
,
|y11(n)| ≥
n∏
k=1
|µk|
(
2− (1 + Cs−
γ
γ+1
ξ )
n−1
)
,
|y12(n)| ≤
n−1∑
l=1
|Ml| ≤
(
n∏
k=1
|µk|
)(
(1 + Cs
− γ
γ+1
ξ )
n−1 − 1
)
,
|y21(n)| ≤
n−1∑
l=1
|Ml| ≤
(
n∏
k=1
|µk|
)(
(1 + Cs
− γ
γ+1
ξ )
n−1 − 1
)
,∣∣∣∣y22(n)− n∏
k=1
µ−1k
∣∣∣∣ ≤ n∏
k=1
|µk|
(
(1 + Cs
− γ
γ+1
ξ )
n−1 − 1
)
,
|y22(n)| ≤
n∏
k=1
|µk|
(
(1 + Cs
− γ
γ+1
ξ )
n−1 − 1
)
+
n∏
k=1
µ−1k .
(6.3.19)
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Lemma 6.3.6. The estimates (6.3.19) together with the statements from Lemmas 6.3.4 and 6.3.5
yield the desired estimate
|w(sξ − n, ξ)| ≥ C exp(C(log〈ξ〉)γ)|w(sξ, ξ)| (6.3.20)
for ws(sξ, ξ) = 0.
Proof:
We choose ws(sξ, ξ) = 0. To estimate w(sξ − n, ξ) from below by w(sξ, ξ) the important term is
y11. The matrices Bn and B−11 are bounded and the entries of Yn are small except for y11. So
from problem (6.3.17) it holds(
w(sξ − n, ξ)
ws(sξ − n, ξ)
)
= Bn
(
y11 y12
y21 y22
)
B−11
(
w(sξ, ξ)
ws(sξ, ξ)
)
,
|w(sξ − n, ξ)| ≥ C
n∏
k=1
|µk|
(
2− (1 + Cs−
γ
γ+1
ξ )
n−1
)
|w(sξ, ξ)|.
Now we will choose δ introduced in Lemma 6.3.2. The parameter n was defined by (6.3.11). It
holds
(
1 + Cs
− γ
γ+1
ξ
)n
≤
(
1 + Cs
− γ
γ+1
ξ
)δs γγ+1ξ
=
1 + C
s
γ
γ+1
ξ
Cδ
s
γ
γ+1
ξ
C
= eCδ ≤ 1 + ε < 2,
with ε = ε(δ) arbitrary small. Using sξ ∼ (log〈ξ〉)γ+1 we get
|w(sξ − n, ξ)| ≥ C
(
min
1≤k≤n
|µk|
)n
|w(sξ, ξ)| ≥ C exp
(
Cs
γ
γ+1
ξ
)
|w(sξ, ξ)|
≥ C exp(C(log〈ξ〉)γ)|w(sξ, ξ)|.
And with this the proof is completed. 2
We are now able to choose tξ = t(sξ) and t˜ξ = t(sξ − n). Backward transformation yields
|v(t˜ξ, ξ)| ≥ Cν(sξ − n)
1
2
ν(sξ)
1
2
exp (C(log〈ξ〉)γ) |v(tξ, ξ)|
≥ C exp(C(log〈ξ〉)γ)|v(tξ, ξ)|,
because ν(s) is monotonically decreasing. This reproduces the choice of the initial data vt(tξ, ξ) =
0. And with this the proof is completed.
2
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7. Further research and open problems
There are many possibilities to continue the work that was done in this thesis. The idea of this
section is to give some thoughts about further progress.
7.1. For the Cauchy problem (2.1.1)
Several things can be done. If we keep the 1-D character of the spatial variable there is a chance
to consider
Dltu−
∑
j+ k
p
≤l
j<l
aj,k(t, x)D
k
xD
j
tu = 0,
Dmt u(0, x) = um(x), for m = 0, ..., l − 1 and l ≥ 2
(7.1.1)
with x-dependence even for the coefficients of the principal part in the sense of Petrowsky. Here
we want to remark again that complex coefficients can be considered but these coefficients of the
principal part in the sense of Petrowsky always have to be real due to the Lax-Mizohata theorem.
Another modification of our Theorems 2.1.4 to 3.3.3 can be obtained if we consider higher di-
mensions for the spatial variable. What we have shown for R1 should hold in the same way for
Rn. The only difference we expect is the effort we have to put into the proofs.
Still open is the proof of Theorem 3.2.2. The main ideas are given in Section 3.2 but a complete
proof has to be written down. See [ABZ] for further hints.
A main point for further research should be the C2-theory for Cauchy problem (2.1.1) of higher
order in Dt. So maybe we can use the ideas from Sections 5 and 6 to get sharp results for the
loss of regularity for the solution and the difference of regularity for the data.
Not the last thing that is open, but the last thing we want to mention here is about optimality.
In Section 3 we consider x-dependence for several coefficients. In Section 3.3 we noticed the
following. We do not only need a decay in x for some terms of the extended principal part,
but we also need stronger conditions with respect to t. This was mentioned in Remark 3.3.1.
Compare assumption (3.3.4) with m = β = 0, that is,
|a3(t, x)| ≤ C λ
2(t)
Λ(t)
1
2
with assumption (3.3.5), that is,
|=a3(t, x)| ≤ Cλ2(t)g(〈x〉).
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Maybe one can use the ideas of Ichinose given in [Ich84] and [Ich87] to prove that these as-
sumptions are really necessary. A paper in progress by M. Cicognani and M. Reissig hints that
these stronger conditions might be needed.
7.2. For the Cauchy problem (5.1.1)
Something that was written down in Section 7.1 would also fit in here. We could include x-
dependence into our Cauchy problem (5.1.1). So this is a special case for the C2-theory of
Cauchy problem (2.1.1). The important thing that we have to understand is the complete change
of the calculus. We have seen this in the differences of the proofs of Theorem 2.1.4 and Theorem
3.1.1. There the only difference is the x-dependence which we feel heavily in the proofs.
Another generalization we could make comes in mind if we compare Cauchy problems (2.1.1)
and (5.1.1). We can consider
D2t u− λ2(t)b2(t)D2px u−
p−1∑
k=1
ap+k(t)D
p+k
x u−
p−1∑
k=1
bk(t)D
k
xDtu = 0,
u(0, x) = u0(x), Dtu(0, x) = u1(x).
(7.2.1)
To get a result for C2-theory it is important to choose bp(t) in a suitable way. That the interactions
of oscillations between a2p(t) = λ2(t)b2(t) and bp(t) may destroy the sharpness of the H∞
well-posedness was already shown in [HR04] for the strictly hyperbolic Cauchy problem and
generalized in [CHR08] to the non-degenerate p-evolution Cauchy problem. So if we assume
|Dmt bk(t)| ≤ C
λ(t)
Λ(t)
p−k
p
ν(t)
p−k
p
(
λ(t)
Λ(t)
ν(t)
)m
(7.2.2)
for m = 0, 1, 2 and k = 1, ..., p− 1 we can formulate the following theorem.
Theorem 7.2.1. Let us consider the Cauchy problem (7.2.1) under the assumptions (5.1.2) to
(5.1.5) and (7.2.2). For initial data u0 ∈ Hs(R) and u1 ∈
((
Λν
p−k
k
)(−1) (
N1
〈Dx〉p
))−1
Hs(R) ∩
λ
((
Λ
ν
)(−1) ( N2
〈Dx〉p
))
Hs−p(R) there exists a unique solution u = u(t, x) with the properties
u(t, ·) ∈ exp
(
Cν
((
Λ
ν
)(−1)( N2
〈Dx〉p
)))
Hs(R)
and
Dtu ∈ λ 12
((
Λ
ν
)(−1)( N2
〈Dx〉p
))
exp
(
Cν
((
Λ
ν
)(−1)( N2
〈Dx〉p
)))
Hs−p(R),
where N1 and N2 are suitable positive constants.
The proof is not given in this thesis but should be close to the proof of Theorem 5.1.1.
There is one more thing I want to suggest. We introduced a calculus for d0 > 0 in the C1-
theory for the Cauchy problem of higher order in Dt. The C2-theory is much more delicate, but
maybe there is the chance to weaken the condition d0 > 12 if we include some boundedness or
integrability conditions on the coefficients as done in the C1-theory.
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A. General notation
The most frequent used expression is the notation of a constant. We use C for all kinds of
constants. If the constant C depends on any parameter µ, then this parameter will appear as an
index and we will write Cµ.
To avoid too many constants within an estimate we introduce the following notation. The functions
f and g satisfy f ≤ Cg (f ≥ Cg) with a positive constant C, then we may write f . g (f & g).
The imaginary unit is denoted by i =
√−1 within this thesis. So a complex number z ∈ C is
given by z = <z + i=z. Here the real and imaginary part of z are represented by <z and =z,
respectively.
Due to simplicity we write Dν which is a differential operator defined by Dν = 1i ∂ν . Furthermore
we identify ∂νu with uν .
For matrices we introduce the notation I for the identity matrix and 0 for the zero matrix in
Rn×n or Cn×n. In general A = (ai,j)i,j=1,...,n is a matrix in Rn×n or Cn×n. A matrix pseudo-
differential operator A has a symbol σ(A) and we write I as the identity operator and 0 as the
zero operator.
From time to time we use different kinds of bracket symbols. Despite the ( · ) which are used
in the usual way we use | · | to denote the absolute value of a scalar expression, the Euclidean
of a vector or the determinant of a matrix. Japanese brackets 〈·〉 are used for s ∈ R as follows
〈s〉 = √1 + |s|2. The Gauß brackets [ · ] give the integer part of a real number and for matrices
we denote [·, ·] as the commutator of two matrices. Finally, for a function space X we understand
‖ · ‖X as the norm of a function with respect to the norm on X.
To describe the Cauchy problems in this thesis we often use a function λ(t). It always describes
the degeneracy of the Cauchy problem. The properties of λ(t) are given in each section, but we
will always use Λ(t) :=
t∫
0
λ(s)ds as a primitive of λ(t) and λ′(t) as the derivative of λ(t).
Usually the function b(t) is used to describe the oscillating behavior of the considered Cauchy
problems. The properties of b(t) can be found within the first pages of each section.
Furthermore we use f ′(x) as the derivative of an arbitrary function f(x) with respect to x. For
the derivative of mth order we use f (m)(x). We use f(x)(−1) for the inverse of f(x), whereas
f(x)−1 = 1f(x) .
We will give a list of function spaces that are frequently used within the thesis. Typically we
consider the function space to be in R, so we might neglect that the function space is considered
in R and just write X in stead of X(R). The only difference is in Sections 5.3 and 6.2. Here we
consider function spaces on the torus T and this will always be stated. So for our list of function
spaces we will omit the space they are defined in. It might either be R or T.
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We introduce
Cm space of m times continuously differentiable functions,
B space of bounded functions,
B∞ space of infinitely often differentiable functions, that are bounded with
all their derivatives,
Lp Lebesgue space of order p,
Hs Sobolev space based on L2, see Appendix B.1 and B.2 for details,
H∞ space of functions belonging to every Hs, so H∞ :=
⋂
s∈RH
s,
Sm standard symbol class, a symbol p(x, ξ) of an operator p(x,Dx) belongs
to Sm if
∣∣∂kξDβxp(x, ξ)∣∣ ≤ Cβ,k〈ξ〉m−k for all (x, ξ) ∈ R2 and all k, β,
S−∞ symbol space belonging to every Sm, so S−∞ :=
⋂
m∈Z S
m,
Ψm space of pseudo-differential oparators which have a symbol in Sm,
Ψ−∞ space of pseudo-differential oparators which have a symbol in S−∞.
Throughout the thesis we use u = u(t, x) as the solution of the considered Cauchy problem and
v = Fx→ξ(u) as its partial Fourier transform v = v(t, ξ) with respect to x.
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B. Appendix
B.1. About Sobolev spaces
We introduce the Sobolev spaces using the Fourier transform with respect to x. Using the Fourier
transform f̂(ξ) = Fx→ξ(f(x)) we can write f ∈ Hs(R) as f̂ ∈ L2,s(R). The space L2,s(R) is given
by
f̂ ∈ L2,s(R)⇔
∫
R
f̂(ξ)2〈ξ〉2sdξ <∞.
In this way we understand f ∈ g(〈Dx〉)Hs(R) as ĝ−1f̂ ∈ L2,s(R) if g is measurable and ĝ−1
exists.
B.2. About periodic Sobolev spaces
We need to define the Sobolev space on the torus T = R/Z as well. We use a definition and a
proposition from Atkinson/Han [AH01].
Definition B.2.1. For an integer k ≥ 0 the periodic Sobolev space Hk(T) is defined to be the
closure of Ck(T) under the inner product norm
‖ϕ‖2Hk(T) :=
k∑
j=0
‖ϕ(j)‖2L2(T),
where Ck(T) denotes the space of all 1-periodic functions which are k-times continuously differ-
entiable.
We can rewrite the norm ‖ · ‖Hs(T):
Proposition B.2.2. For s ∈ R, Hs(T) is the set of all series
ϕ(x) =
∞∑
m=−∞
amψm(x)
for which
‖ϕ‖2Hs(T) ≡ |a0|2 +
∑
|m|>0
|m|2s|am|2 <∞.
Now we want to clarify this. A periodic function u(t, x) with its Fourier series expansion u(t, x) =
∞∑
k=−∞
bk(t) exp(ikx) is in Hs(T) if it holds:
|b0(t)|2 +
∑
|k|>0
|bk(t)|2|k|2s <∞.
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This function u(t, x) is in g(Dx)Hs(T) if for a measurable g it holds:
|g(0)|−2|b0(t)|2 +
∑
|k|>0
|g(k)|−2|bk(t)|2|k|2s <∞.
B.3. Floquet’s theory and Hill’s equation
In this section we want to give an idea of the proof for the often used lemma of Floquet’s theory.
Lemma B.3.1. [Floquet lemma] For a non-constant, 1-periodic, smooth and positive function
b = b(t), we consider the Cauchy problem
D2t u− b2(t)D2px u = 0, u(0, x) = exp(ixξ), ut(0, x) = 0,
with ξ being a positive real number and ξp chosen from an instability interval of the coefficient
b2(t). Then we know that there exists a unique solution u = u(t, x) = exp(ixξ)w(t). For w = w(t)
the asymptotic correlation holds |w(M)| ∼ |µ0|M with |µ0| > 1 for all sufficiently large M ∈ N.
To prove this lemma we need to apply a lemma of [Tar95]. The representation of the solution
mentioned in Lemma B.3.1, u(t, x) = exp(ixξ)w(t), yields that the component w = w(t) solves
the Cauchy problem
wtt + ξ
2pb2(t)w = 0, w(0) = 1, wt(0) = 0. (B.3.1)
From Floquet’s theory we get the following very important statement.
Proposition B.3.2. [Tar95]
If the coefficient b = b(t) is a 1-periodic, non-constant, smooth and positive function, then there
exists a positive λ0 := ξ2p such that the fundamental matrix X(t0 + 1, t0) of the system
dtX =
(
0 −λb(t)2
1 0
)
X, X(t0, t0) =
(
1 0
0 1
)
has the eigenvalues µ0 and µ−10 satisfying |µ0| > 1. X(t0 + 1, t0) is independent of t0 ∈ N
Proof:
The Cauchy problem (B.3.1) can be transformed into a system of first order
dt
(
dtw
w
)
=
(
0 −λ0b2(t)
1 0
)(
dtw
w
)
.
Using Lemma B.3.2 we can construct a solution w = w(t) for discrete values of t(
dtw(M)
w(M)
)
= X(M, 0)
(
dtw(0)
w(0)
)
= X(M,M − 1)X(M − 1,M − 2) . . . X(1, 0)
(
dtw(0)
w(0)
)
= X(1, 0)X(1, 0) . . . X(1, 0)︸ ︷︷ ︸
M-times
(
dtw(0)
w(0)
)
= (X(1, 0))M
(
dtw(0)
w(0)
)
.
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For X(1, 0) we introduce the notation
X(1, 0) :=
(
b11 b12
b21 b22
)
and a matrix B
B :=
(
b12
µ0−b11 1
1 b21
µ−10 −b22
)
with
B−1 =
1
detB
(
b21
µ−10 −b22
−1
−1 b12µ0−b11
)
.
We will show, that detB 6= 0. Therefore we use µ0 + µ−10 = b11 + b22 and
µ0µ
−1
0 = b11b22 − b12b21. For detB it holds
detB =
b21
µ−10 − b22
b12
µ0 − b11 − 1
=
b21b12 − (µ0µ−10 − µ0b22 − µ−10 b11 + b11b22)
(µ−10 − b22)(µ0 − b11)
=
−2µ0µ−10 + µ0b22 + µ−10 b11 + µ0b11 − µ0b11
(µ−10 − b22)(µ0 − b11)
=
µ0(b11 + b22)− µ0µ−10 − µ0b11 − µ0µ−10 + µ−10 b11
(µ−10 − b22)(µ0 − b11)
=
µ20 − µ0b11 − µ0µ−10 + µ−10 b11
(µ−10 − b22)(µ0 − b11)
=
(µ0 − µ−10 )(µ0 − b11)
(µ−10 − b22)(µ0 − b11)
=
(µ0 − µ−10 )
(µ−10 − b22)
.
So we see that µ0 6= µ−10 , because |µ0| > 1 and this guarantees the existence of B−1. With the
definition of B we have a diagonalizer of X(1, 0). That means the following equation holds:
X(0, 1) = B
(
µ0 0
0 µ−10
)
B−1.
We can use this for our system of first order:(
dtw(M)
w(M)
)
= (X(1, 0))M
(
dtw(0)
w(0)
)
,(
dtw(M)
w(M)
)
= B
(
µM0 0
0 µ−M0
)
B−1
(
dtw(0)
w(0)
)
.
Using the initial conditions our system rewrites as follows:(
dtw(M)
w(M)
)
= B
(
µM0 0
0 µ−M0
)
1
detB
( −1
b12
µ0−b11
)
=
1
detB
B
(
−µM0
b12
µ0−b11µ−M0
)
.
B.4. Interpolation lemmas 118
The last equation gives us a representation of our solution for t = M :
w(M) =
−µM0 + b21b12(µ−10 −b22)(µ0−b11)µ
−M
0
detB
.
This representation and the information of Lemma B.3.2 that |µ0| > 1 gives us the desired
statement
|w(M)| ∼ |µ0|M .
In this way the proof is completed. 2
We can get a similar result for a first order system. For the positive, smooth, 1-periodic and
non-constant function ω˜(s) we consider the following Cauchy problem:
d
dτX(s0; s0 + τ) =
(
0 1
−λ0ω˜(s0 + τ) 0
)
X(s0; s0 + τ),
X(s0; s0) =
(
1 0
0 1
)
.
(B.3.2)
Now we can choose λ0 as in the following lemma.
Lemma B.3.3. [Floquet lemma] Let ω˜(s) be a smooth, 1-periodic and non-constant function,
and let X(s0; s0 + τ) be the solution to the first order system (B.3.2). Then there exists a positive
real number λ0 such that X(s0; s0 + 1) has the eigenvalues µ0 and µ−10 satisfying |µ0| > 1.
A proof of this lemma is related to the proof of Lemma B.3.2 and can be found in [MW66] or
[Yag05].
B.4. Interpolation lemmas
Starting from the estimate
‖u0,i‖Hm(T) ∼ 1 +
(
hi√
δi
)m
for all m ∈ N
used in Section 6.2 we want to prove the same estimate for positive s 6= [s]. We use the following
two lemmas:
Lemma B.4.1. Let us assume that the following estimates hold:
‖gi‖Hm(R) ≤ C1(1 + ami ), for all m ∈ N
‖gi‖L2(R) ≤ 1
for a positive constant C1 independent of i and ai ≥ 0. Then there exists a positive constant Cs
independent of i such that it holds
‖gi‖Hs(R) ≤ Cs(1 + asi ).
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Proof:
For m ∈ N the following estimates hold:
‖gi‖Hm(R) ≤ C1(1 + ami ), ‖gi‖Hm+1(R) ≤ C1(1 + am+1i ).
We introduce s := m(1− θ) + (m+ 1)θ for 0 ≤ θ ≤ 1 so we can apply the interpolation inequality
from Bergh and Löfström [BL76]
‖gi‖Hs(R) ≤ Cs‖gi‖1−θHm(R)‖gi‖θHm+1(R)
≤ Cs(C1(1 + ami ))1−θ(C1(1 + am+1i ))θ
≤ Cs(1 + am(1−θ)i )(1 + a(m+1)θi )
≤ Cs(1 + asi ).
In this way the proof is completed. 2
Lemma B.4.2. Let us assume that the following estimates hold:
‖gi‖Hm(R) ≥ C1(1 + ami ), for all m ∈ N
‖gi‖L2(R) ∼ 1
for a positive constant C1 independent of i and ai ≥ 0. Then there exists a positive constant Cs
independent of i such that it holds
‖gi‖Hs(R) ≥ Cs(1 + asi ).
Proof:
We will prove the lemma by contraction. Let s be given. We assume that for every j ∈ N there
exists an index k = k(j) which satisfies:
‖gk‖Hs(R) ≤
1
j
(1 + ask). (B.4.1)
For m = [s] and θ = ms the interpolation inequality from Triebel [Tri78] holds:
‖gk‖Hm(R) ≤ Cm,s‖gk‖1−θL2(R)‖gk‖θHs(R).
Using the assumption (B.4.1) and the conditions from the lemma we can estimate as follows:
Cm(a
m
k + 1) ≤ Cm,s
(
1
j
(1 + ask)
)θ
≤ Cm,s (1 + a
s
k)
θ
jθ
≤ Cm,s (1 + a
sθ
k )
jθ
.
By using θ = ms this estimate can be rewritten as follows:
Cm,s(1 + a
m
k ) ≤
1
jθ
(1 + amk ).
This estimate does not hold for all j with constants Cm and Cm,s independent of j. Therefore
also estimate (B.4.1) can not hold for all j and in this way the proof is completed. 2
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B.5. Applying sharp Gårding inequality
This section deals with the sharp Gårding inequality and how it is used in our approach. The
statement can be given as follows.
Proposition B.5.1. [Kg82] Let Q(t, x,Dx) be a matrix of symbols in Sm and assume that its
Hermitian part satisfies
(Q(t, x, ξ) +Q∗(t, x, ξ))/2 ≥ 0. (B.5.1)
Then there is a positive matrix operator P (t, x,Dx) of order m satisfying
2<(Pu, u) ≥ 0, u ∈ Hm,
such that
Q(t, x,Dx) = P (t, x,Dx) +R(t, x,Dx), σ(R(t, x,Dx)) ∈ Sm−1. (B.5.2)
For the symbol of the matrix operator R it holds
σ(R(t, x,Dx)) ∼ γ1(t, ξ)DxQ(t, x, ξ) +
∑
β+k≤2
γβ,k(t, ξ)D
β
xD
k
ξQ(t, x, ξ)
with γ1 ∈ S−1 and γβ,k ∈ S
k−β
2 .
Now the situation in which we apply sharp Gårding inequality is the following. We have a system
of first order
∂tV +A(t, x,Dx)V +R(t, x,Dx)V = 0,
with σ(A(t, x,Dx)) ∈ L1([0, T ], S1) and σ
(
A(t, x,Dx) +A
∗(t, x,Dx)
)
has non-negative eigenval-
ues. The symbol of the matrix operator R(t, x,Dx) satisfies
σ(R(t, x,Dx)) = R(t, x, ξ) ∈ L∞([0, T ], S0).
For the matrix pseudo-differential operatorA(t, x,Dx) we can apply sharp Gårding inequality. So
A(t, x,Dx) can be considered as a sum of two matrix pseudo-differential operators A1(t, x,Dx)
and A2(t, x,Dx) with
2<(A1(t, x,Dx)V, V ) ≥ 0 and σ(A2(t, x,Dx)) ∈ L1([0, T ], S0).
From this we get the following:
d
dt
‖V (t, ·)‖2L2 = 2<(−(A+R)V, V ) ≤ Cf(t)‖V (t, ·)‖2L2 ,
with f(t) ∈ L1[0, T ]. Now we apply Gronwall’s inequality and obtain
‖V (t, ·)‖2L2 ≤ Ce
t∫
0
f(τ)dτ
‖V3(0, ·)‖2L2 ≤ C‖V3(0, ·)‖2L2
which yields L2 well-posedness.
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For the proof of Theorem 5.1.1 we need the following proposition, which can be found in
[DR00]:
Lemma B.6.1. Let g, h ∈ C2[s, T ] be the solutions of
h′′(t) = B(t)h(t), h(s) = H0 ≥ 0, h′(s) = H1 ≥ 0,
g′′(t) = A(t)g(t), g(s) = G0 ≥ 0, g′(s) = G1 ≥ 0,
with A,B ∈ C([s, T ]) and |A(t)| ≤ B(t), G0 ≤ H0, G1 ≤ H1. Then
|g(t)| ≤ h(t), s ≤ t ≤ T.
B.7. Auxiliary multiplier lemma
Lemma B.7.1. Given is a positive, continuous and monotonically increasing function f = f(〈ζ〉)
with an at most polynomial growth
|f(〈ζ〉)| ≤ C(1 + 〈ζ〉)Q
for suitable constants C and Q. Then it holds
‖f(〈Dx〉)u0,k‖L2(T) ≤ Cf
(
hk√
δk
)
‖u0,k‖L2(T).
Sketch of the Proof:
From Section B.2 we know that the following holds:
‖f(〈Dx〉)u0,k‖2L2(T) =
∞∑
l=−∞
|f(l)|2|bl,k(t)|2
for u0,k(t, x) =
∞∑
l=−∞
bl,k(t) exp(ilx) and a measurable function f . Furthermore, we use the ideas
of [Hel08]. We introduce a sufficiently large constant N(k) = Nk, so
hk√
δk
≤ Nk holds. Now we
know that ∑
|l|≥Nk
|f(l)|2|bl,k(t)|2
is arbitrary small as Nk tends to∞. We introduce a sequence {Pn(l)}n of polynomials such that
|f(l)− Pn(l)| ≤ εn for l ≤ Nk and a zero sequence {εn}n. This yields the smallness of∑
0≤|l|<Nk
|f(l)− Pn(l)|2|bl,k(t)|2.
Finally, we can estimate as follows:∑
0≤|l|<Nk
|Pn(l)|2|bl,k(t)|2 ≤ C
∑
0≤|l|<Nk
∣∣∣∣Pn( hk√δk
)∣∣∣∣2 |bl,k(t)|2 ≤ C ∣∣∣∣Pn( hk√δk
)∣∣∣∣2 ∑
0≤|l|<Nk
|bl,k(t)|2.
We use Pn
(
hk√
δk
)
→ f
(
hk√
δk
)
for n→∞ and our considerations are completed.
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