Typical characteristics of electricity day-ahead prices at EPEX are the very high volatility and a large number of extreme price changes. In this paper, we look at hourly spot prices at the German electricity market and apply extreme value theory (EVT) to investigate the tails of the price change distribution. Our results show the importance of delimiting price spikes and modeling them separately from the core of the price distribution. In particular, we get a realistic fit of the generalized Pareto distribution (GPD) to AR-GARCH filtered price change series, and based on this model accurate forecasts of extreme price quantiles are obtained. Generally, our results suggest EVT to be of interest for both risk managers and portfolio managers in the highly volatile electricity market.
Introduction
Finding realistic models for forecasting the tails of the electricity price distribution is often more important for risk managers involved in electricity markets than formulating the expectations about central tendencies. Unlike other types of commodities, electricity cannot be stored efficiently enough to enable inter-temporal balancing of load, which in combination with the relatively inelastic demand causes extremely large price changes. Extreme price changes can cause significant losses for the participants in this market. Thus, quantifying the size and the probabilities associated with these extreme price movements has attracted significant attention of both academics and practitioners. In this context, the goal of this paper is to find realistic models for forecasting the extreme tails of electricity price returns.
Extreme Value Theory (EVT) is a mathematical tool used to study the probabilities associated with extreme and, thus, rare events, and it describes the distribution of the sample maximum or the distribution of values above a given threshold. The application of EVT in modern risk management and its mathematical foundations are discussed in [18, 19 and 20] . These authors have empirically proven that models based on EVT are particularly well suited for the estimation of extreme quantiles of a distribution. In addition, the Bank for International Settlements [3] recognizes the EVT approach as accurate in delivering risk estimates. We test if the EVT-based model captures the extreme price behavior in the electricity market better than traditional time series models.
In this paper, we focus on modeling the EPEX Phelix day-ahead electricity prices. Extreme tail quantiles of the price change distribution are estimated by fitting both traditional time-series models (AR-GARCH) and an EVT-based model for the extreme tails. Our interest lies in modeling extremely
Characteristics of electricity prices
Exchange traded electricity contracts have certain characteristics that clearly distinguish them from financial assets or from other types of commodities. Unlike many commodities, electricity cannot be stored efficiently to enable inter-temporal smoothening of the load, which causes electricity prices to follow the same pronounced seasonal behavior as the demand [4] , but modified by the availability of fluctuant renewable energy power production. In addition, market forces in this segment are relatively inelastic, at least on short run, which causes extremely large price movements (spikes) to occur when unanticipated variations in demand or supply happen [23] . We can summarize the main characteristics of electricity prices as follows: seasonality, mean reversion, spikes, volatility clustering, and negative prices. In particular, electricity prices exhibit one of the most pronounced seasonal behaviors among all commodities; in the long run they tend to revert to a long term mean while the price dynamic is characterized by relatively frequent jumps or spikes and volatility clustering. In addition, negative price bids are also allowed at EPEX. Given that these characteristics have been discussed extensively in the literature [4, 5, 12, 22 ], we will not elaborate them further in this paper.
Methodology
Within the EVT framework, there are two main types of models for modeling extreme values. The first group are the block maxima models. The main idea behind this group of models is to divide the data set into successive periods (blocks), for example weeks, months or years, and then to focus on the time series created only from the maximal values in each block. An alternative approach is the peaks-over-the-threshold (POT) method, which is generally regarded as more modern and more powerful tool for modeling extreme events, and hence it is our choice for this analysis [10] , [24] . This approach deals with those observations in a certain data set that exceed a high threshold and models them separately from the rest of the observations. A more detailed discussion of the peaksover-the-threshold (POT) method can be found in [17] , [19] and [21] while here we only give a brief presentation of the method.
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We assume that F is the unknown distribution function of a random variable X and our interest lies in understanding the distribution (Fu) of the values ( ) that are above a certain threshold . In such setting Fu is called the excess distribution function and it is defined as:
where = − are the excesses and ≤ ∞ is the right endpoint of F. If we rewrite the Fu in terms of F we get the following expression:
In practice, since there is a small number of extreme observations, it is very difficult to estimate Fu [14] . However, the Pickands-Balkema-de Haan Theorem ( [2] and [25] ) indicates that for a large class of underlying distribution functions the excess distribution function Fu ( ), for large value of u, can be approximated by the Generalized Pareto Distribution (GPD). Namely, if
where , is the Generalized Pareto Distribution and its distribution function is defined as:
where β > 0, and the support is y ≥ 0 when ≥ 0 and 0 ≤ y ≤ -β/ when < 0. The parameter β is the scale parameter while the parameter is called tail index and gives indication about the heaviness of the tail, the higher the value of the heavier the tail. When the GPD parameters are estimated we can calculate the (unconditional) tail quantiles associated with certain probabilities p [7] :
where N u is the number of observations which exceed the threshold . [9] showed that unconditional tail estimates are better suited for a prediction over longer time horizons.
Extreme Value Theory for estimating and forecasting tail quantiles
In this paper we will use the McNeil and Frey [18] method to estimate the tail quantiles of the electricity price change distribution. It is well known that spikes occur in electricity prices due to fluctuant renewable energies, wind and photovoltaic in Germany, or due to power plant outages. As already mentioned, [18, 19, 20] bring clear empirical evidence that the GPD is a flexible and well suitable modeling approach for extreme tails of one distribution. The use of this modeling approach is further encouraged by Basel III financial regulations on risk management. We begin this section with a brief description of our data set. Return series will be further filtered of seasonality and volatility clustering by employing two AR-GARCH model specifications. In one third model version, we will model separately with EVT the extreme tail of filtered residuals from the center of the distribution, where normal price changes are concentrated. Finally, the modeling performance of the two simple AR-GARCH specifications and the AR-GARCH+EVT approach is compared. 
Data
The data set consists of EPEX Phelix hourly electricity prices, for the sample period 01/08/2008-14/01/2014. This data set is obtained from Bloomberg and presented in Figure 1 . Overall, we have 47'507 hourly prices. Weekends are included. As shown in Figure 1 , the magnitude of the price changes in the EPEX Phelix is extreme. Thus, the electricity prices during some periods are as high as 496.26 EUR/MWh and in some hours they go as low as -500 EUR/MWh. Since we are dealing with such extreme price changes, we choose to use the simple net returns ( − −1 )/ −1 instead of logarithmic returns. The same approach was used by [7] and [24] . The rationale behind this choice is that logarithmic returns tend to underestimate the magnitude of price changes. Namely, the simple net return for a price change from 50 EUR/MWh to 70 EUR/MWh is 40%, while the logarithmic return calculated on this change is 33.6%. Given that our goal is to model the extreme tails of the price change distribution, simple net returns are a better choice for this analysis. The drawback of this approach is that in most of the cases the prices are bounded from below, which makes the return distribution positively skewed. However, since our interest is to model the extremely large positive returns, the problem with the simple net returns is not a drawback for us.
Results in Tables 1, 2 and Figures 2, 3 in Appendix indicate that the EPEX Phelix hourly returns are stationary and are characterized by extremely high volatility (standard deviation of 41.5%). The skewness and kurtosis of the data together with the visual inspection of the QQ plot presented in Figure 2 clearly show the heavy tails of the price change distribution. The high value of the Ljung-Box statistics indicates strong autocorrelation in the return series, which is obviously connected to the daily seasonality of electricity prices. The same conclusions can be drawn by looking at the autocorrelation functions of the absolute returns presented in Figure 3 . The Ljung-Box statistics indicate volatility clustering, which implies that the GARCH model is an appropriate choice in this case.
Estimation of AR-GARCH model
We have chosen a combination of AR and GARCH model 4 , due to the significant volatility clustering effect and strong seasonality in the data. As we have already seen, the seasonality of the data is particularly obvious at the 24 th hour and in order to capture this effect in addition to the AR(1) element in the model we include also the AR (24) 5 term. Furthermore, in order to capture the conditional volatility of the simple return series we combine the AR model with a GARCH (1, 1) specification and get the following specification: estimating the model with t-distributed innovations is supported by the fact that electricity price dynamics are characterized by heavier tails than the normal distribution (see also [7] and [24] ). We use the maximum likelihood estimation to fit both versions of the models to our data. Results are presented in Table 3 .
As we can observe in Table 3 , for both AR-GARCH models we get significant parameter estimates. The parameters of the variance equation in both models are positive but their sum is not significantly lower than one, which indicates that an infinite unconditional variance cannot be rejected for any of the two models. This is not surprising considering the extremely fat-tailed data series that we use. In order to check how much of the autocorrelation has been removed from our return series by the AR-GARCH models, we look at the autocorrelation function of the standardized residuals (given in Figure 4 ), while in order to see how much of the heteroskedasticity has been removed, we will analyze the filtered residuals (given in Figure 5 ). Most of the autocorrelation and heteroskedasticity have been captured by our models, and both standardized residuals series of the EPEX Phelix price returns are independent-identically distributed series. Given that our standardized residuals are i.i.d., the next step in our analysis is to model them with EVT.
Extreme value theory for estimation of tail-quantiles
We will apply EVT, in particular the POT approach, for modeling the upper tail of the distribution of standardized residuals. The first step and one of the greatest challenges in this context is identifying the value of the threshold ( ): the level beyond which returns become "extreme". Instead of just fixing the upper tail at 10% of the observations, we applied several methods for the identification/location of the threshold. Once the threshold will be identified, we apply POT to describe the upper tail, as extensively discussed in Section 3. For short term predictions and for time series that exhibit volatility clustering, [18] proposed a two-stage method for modeling the conditional distribution against the current volatility and then fitting the GPD on the tails of the residuals. The idea is to apply the results from EVT to the standardized residuals of a GARCH model since it is assumed that these residuals are independent and identically distributed. More specifically, EVT is used to model the tails of the distribution of residuals, while the middle part is modeled with empirical distribution (kernel smoothed interior). Given the positive empirical evidence from the application of this method to financial time series, in the sequel we investigate the performance of this approach on the highly volatile electricity market and compare it with traditional time series models. 
Determining the threshold
The theory tells us that u should be set high enough in order to satisfy the Pickands-Balkema-de Haan theorem but at the same time if we set u to very high level we will have only few observations to estimate the parameters of the GPD. Therefore, determining the threshold is of particular importance for the quality of our estimates. We will apply the three most widely used methods for this purpose in the literature: a) Hill plots, b) the so-called "Eyeball" method and c) Sample mean excess function. The first two methods should give us more general sense about the range from where it is safe to choose the threshold, while the third method should give us more precise information about its exact location.
Determining the threshold using the Hill estimator
The Hill estimator is a semi-parametric estimator for the tail index and has the following form:
where C t is the number of observations in the tail, 2≤C t ≤T, T is the total number of observations, Z (i) indicates sorted data (in our case the standardized residuals) where the maximum is Z (1) , second largest observation is Z (2) etc. The idea of this method is to calculate the tail index (or ̂ ) for different number of observations in the tail (C t ) and to visually identify the region where the coefficient becomes stable [6] . It is worth mentioning that for each value for C t in the equation for the Hill estimator, the value of u is automatically determined as the value above which we have only C t standardized residuals. In this context, we have re-estimated the tail index almost 10'000 times for values of C t from 2 to 10'000 (which is more than 20% of the standardized residuals) in order to identify the region in which the coefficient becomes stable. The results of this analysis are presented in Figure 6 . As we can see from the chart, the tail index from the Hill estimator becomes fairly stable in the region above 1'000 C t, but nevertheless it continues with a downward trend until 10'000 C t . Thus, we should choose a threshold beyond which at least 1'000 observations are concentrated in the upper tail of the standardized residuals.
Determining the threshold using the "eyeball" method
This method is very similar to the Hill plot, the difference is that here we are estimating the tail index (ξ) and the scale parameter (β) using maximum likelihood estimation. Namely, we re-estimate the GPD parameters for different sizes of the upper tail of the standardized residuals. The idea is again to identify the region, or the size of the upper tail, in which the estimated parameters of GPD become stable. For this purpose, we have recalculated the GPD parameters for different sizes of the upper tail, ranging from 1% to 30% of the total number of observations for the standardized residuals, and the results are presented in Figures 7 and 8 . The tail index (ξ) is relatively stable only in the region where the tail fraction is between 10% and 15% of the standardized residuals. On the other hand, the scale parameter (β) in Figure 8 becomes stable in the region where more than 15% of the standardized residuals are allocated to the upper tail. Having this in mind, we can conclude that the optimal level for the tail fraction would be around 15% of the observations which corresponds to an actual threshold ( ) of 0.784.
Determining the threshold using the mean excess function
Detailed explanation of this approach can be found in McNeil et al. [20] . The sample mean excess plot for our standardized residuals is presented in Figure 9 . The use of this plot is to help us determining the value of the threshold . The mean excess function is linear in [20] , so the threshold should be set at the value of in our analysis, such that our sample mean excess plot shows a linear trend thereafter. Figure 9 shows the value of 0.78 as an appropriate choice for our threshold ( ). The value of 0.78 is very close to the result that we got from the "eyeball" method and is also in line with the result from the Hill plot. We therefore continue our analysis using 0.78 as our threshold .
Estimation of the GPD parameters
The parameters are determined by fitting the GPD to the tail (above the threshold ) of our actual standardized residuals. In doing so, the maximum likelihood estimates for the tail and scale parameters are ξ=0.3188 and β=0.6292. As we can see, our tail index is larger than zero, which means that we are in the class of the Fréchet distribution. This is not surprising, given the heavy tails of our data series. The model fit for the upper tail of our standardized residuals is given in Figure 10 .
Estimation of the tail quantiles
Since we have estimated the AR-GARCH model parameters with Gaussian and t-distributed innovations, we can now easily estimate the conditional tail quantiles assuming either normal or tdistribution. We do so by multiplying the estimates of  t with the standard quantiles of each distribution and adding this result to the conditional mean. The idea of this approach is to take into account the time dependence of our time series. In the case of EVT quantiles, we multiply the unconditional EVT tail quantiles from equation (2) with the estimates of  t , from the AR-GARCH model with normally distributed innovations, and then add this result to the conditional mean from the same AR-GARCH model. The mathematical representation of this procedure is the following:
where ̂, is the conditional tail quantile for a given probability level p, 0 + 1 −1 + 2 −24 is the conditional mean and  is the conditional volatility. For the three different models we use three different versions of . Namely, in the models with Gaussian and t-distributed innovations we use the standard quantiles of each distribution, while for the EVT model we use equation (2) . The next step in our analysis would be to examine the accuracy of the three models. We do this by counting the number of actual returns over the whole sample that are larger than their respective estimated tail quantile (we call this the number of exceedances). Then, we compare the actual number of exceedances of our models with their theoretically expected number 6 in order to assess the accuracy of the models. On that note, if a particular model works well, we should expect that the observed number of exceedances will be as close as possible to the theoretically expected. The results from this comparison are presented in Table 4 . Looking at the two AR-GARCH models, the results show that they both fail to capture the behavior of our positive extreme tail. However, it becomes apparent that the shape of the conditional distribution of the innovations plays an important role for estimating the extreme tail quantiles. The fat-tailed AR-GARCH model with t-distributed innovations gives much better results for the more extreme quantiles compared to the model with normally distributed innovations. The thin tailed model with Gaussian innovations significantly underestimates all tail quantiles, except the 95% tail quantile. Contrary to this, the AR-GARCH model with t-distribution systematically overestimates all tail quantiles, resulting in a number of exceedances that is always lower than theoretically expected. This result is not surprising given that AR-GARCH models are designed to capture the movement of the entire distribution. It is therefore reasonable to expect that these traditional time series models do not have a good performance in estimating the extreme tails, especially in the case of electricity data. But, despite this limitation, the AR-GARCH models are capable of modeling the time varying tail quantiles, meaning that in periods of relatively high (low) volatility the estimates for the tail quantiles are higher (lower) [7] .
To overcome the shortcomings of traditional time series models, we combine the advantages of AR-GARCH models for estimating the time varying tail quantiles with the advantages of the unconditional EVT-based models, which allows us to model the tail quantiles separately from the rest of the distribution. As we can see from Table 4 , the exceedances of the EVT-based model closely resemble the theoretically expected number of exceedances. This indicates that the EVT-based model can be a powerful tool for portfolio managers in estimating the worst-case scenarios in the context of stress testing. These results are also in line with the results from similar studies in the literature, particularly [7] and [24] .
Seasonality effect on the model performance
As already mentioned, electricity prices are characterized by one of the most complicated seasonal behaviors among all exchange traded commodities. Thus, it is reasonable to expect that the performance of our models for estimating the extreme quantiles of the electricity price change distribution can be affected by the time of the year. We therefore analyze the models' performance by estimating the 99% tail quantile in different months of the year. The results from this analysis are presented in Table 5 . As we can observe, our previous conclusions are not changed. Namely, the AR-GARCH model with Gaussian innovations again systematically underestimates the 99% tail quantile while the AR-GARCH model with t-distributed innovations systematically overestimates the 99% tail quantile in all months. At the same time, the exceedances of the tail quantile estimated with the conditional EVT model are fairly close to the theoretically expected. As we can see from the pvalues, the empirically observed exceedances of this model are statistically different from the theoretically expected only in three months (July, September and December). Once again, this confirms our previous conclusion that the EVT-based model delivers significantly better results for modeling the extreme quantiles compared to the standard AR-GARCH models with normal-and tdistributed innovations. Table 6 and confirm our previous conclusions regarding the models' characteristics for estimating the extreme tail quantiles: the EVT-based approach delivers fairly precise estimates for all tail quantiles and in all subsamples.
Robustness of the models
Another interesting finding from this analysis is related to the fact that our maximum likelihood estimates for the tail index of the GPD indicate much heavier tails of the standardized residuals in the first three subsamples (period between 2005 and 2010) than in the last two subsamples (2011-2014). The reason for this becomes evident from the graphical representation of our data set, presented in Figure 12 . As shown in there, the spikes in the price series occur more often and with higher magnitudes in the period 2005-2009 than afterwards. Having in mind that we want to estimate the extreme quantiles in the upper tail, it is reasonable to expect that our extreme tail will be much heavier in 2005-2009 period than afterwards. One potential reason behind this behavior of electricity price dynamic might be the increased participation of renewables [23] , in particular the wind generation, since 2009 (Table 7) . Namely, as Figure 13 indicates, there is a strong negative correlation between the tail index, representing the heaviness of the upper tail of electricity price change distribution, and the participation of wind production in total production of power in Germany. However, it is worth mentioning that the performance of the conditional EVT (GPD) model is not affected by this structural break. In order to further investigate the robustness of results regarding the performance of the three analyzed models, we investigate their performance in estimating the tail quantiles of prices in specific hours of the day. Time series are constructed from the daily returns of electricity prices for each hour of the day, separately. However, for simplicity we show estimation results for one hour with low load profile (hour 3) and two peak hours (hours 13 and 19) . The graphical representation of the three daily return series and its descriptive statistics is presented in Figure 14 and Table 8 , respectively. As one can see, the three daily return series exhibit much of the characteristics of our hourly returns. Namely, again there is extremely high volatility, volatility clustering and highly pronounced daily seasonality (evident from the Ljung-Box statistics which indicates strong autocorrelation in the first lag). This indicates that the current AR-GARCH model structure is also suitable for these daily returns with the only difference that the 24 th lag will not be included (since we work here with daily data this time).
Next, the models are estimated for the three hours of the day. The results from the maximum likelihood estimation of the AR-GARCH parameters are presented in Table 9 while the in-sample estimation of the tail quantiles are presented in Table 10 . The estimates in Table 9 indicate that the parameters of the variance equation in all models are again positive and their sum is not significantly lower than one, indicating that an infinite unconditional variance cannot be rejected for all of the models under consideration. The results presented in Table 10 for the three hours are very close to our previous conclusions and the number of empirically observed exceedances of the EVT-based estimates is consistently very close to the theoretically expected.
Forecasting of tail quantiles
In this section, we assess the day-ahead forecasting power of the different model versions. For this purpose, we use one-year rolling estimation sample and one year of test sample. We estimate the tail quantiles with our models for the first day (24 hours) of the testing period using the last 365 days (8'760 hours) from our estimation sample 7 . Then, we perform a forecast of the second day from our test period using again the last 365 days as estimation period. We re-estimate the AR-GARCH models each day and we create 24 hourly forecasts of the conditional mean and volatility. The volatility is then scaled up with the standard quantiles of the Gaussian or the t-distribution, for the AR-GARCH (Gaussian) or AR-GARCH-t model, respectively. In the case of the EVT approach for the tails, the forecasted conditional volatility from the AR-GARCH (Gaussian) model is scaled up with the estimated tail quantiles from equation (2), based on the daily re-estimated GPD parameters. However, as mentioned before, in the POT approach it is important to determine the appropriate threshold level ( ). In order to avoid looking at charts for each day to determine the threshold in our forecasting process, for our rolling window analysis we fixed the tail fraction to the 14% upper most extreme observations. This approach is also in line with the recommendations in [17] and the methodology used by [7] .
As one can see from Table 11 , the performance of the models in our out-of-sample forecasts is consistent with our previous conclusions. Namely, the Gaussian AR-GARCH model systematically underestimates all tail quantiles except the 95% quantile, while the AR-GARCH-t model strongly overestimates the tail. Regarding the EVT-based approach, we see that the model only overestimated the 95% tail quantile significantly, resulting in lower number of exceedances compared to the theoretically expected. However, in all other quantiles the model performed very close to the theoretically expected number of exceedances, which is also confirmed by the high pvalues of the unconditional coverage tests. 
The p-values of the unconditional coverage test are presented in parenthesis
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In order to further investigate the forecasting capabilities of the EVT-based approach, we analyze how the number of exceedances is distributed across the year. Table 12 summarizes the results. Since the other two models clearly underperform in forecasting the tail quantiles, here we present only the results for EVT-based approach. We observe that the exceedances are relatively close to the theoretically expected, except in July, August and September when the 99% tail quantile is overestimated.
Overall, the results of this analysis indicate that the EVT-based model delivers much more realistic estimates of the extreme tail quantiles compared to the classical financial time series models. These findings are particularly useful for the risk managers given the high volatility of electricity prices.
Conclusion
In this paper, we investigated day-ahead prices for electricity quoted at EPEX. The price change distribution in this market is very volatile and extreme spikes are common events. In our approach, we filtered the return series with an AR-GARCH model and then applied EVT to the standardized residuals. Estimates of both moderate and more extreme tail-quantiles are found to be more accurate than those from ordinary AR-GARCH models with normally-or t-distributed innovations.
Our results converge to those of [7] and show the importance of delimiting extremes in electricity prices and modeling them separately from the core of the distribution.
For the identification of the threshold value we have tested different methods proposed in the literature and compared the results. The findings converge towards a threshold that delimitates the 10-15% upper most extreme values from the core of the distribution. This is consistent with the threshold location suggested in the literature.
Our results also suggest that the heaviness of the tail of electricity price changes at EPEX was reduced over time due to the continuous increase in the wind infeed. With almost zero marginal cost of production, renewable energies reduce the volatility of prices, as shown in [23] . Further research should address the question whether the shape of the extreme tails of electricity prices is described by market fundamentals.
The out-of-sample evaluation of multi-period tail-quantile forecasts strengthens the already strong in-sample support for (conditional) EVT-based risk management in electricity market. This indicates that the EVT-based model is a powerful tool for portfolio managers for estimating the worst-case scenarios in the context of stress testing. Accurate "value-at-risk" forecasts for power portfolios are of great interest for traders, brokers, distributors, consumers or producers. (24) are the Ljung-Box tests for autocorelation at 24 lags in the return series and the squared return series. 
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