Abstract-A 14.3-mm 2 code-programmable and code-rate tunable decoder chip for 2048-bit low-density parity-check (LDPC) codes is presented. The chip implements the turbo-decoding message-passing (TDMP) algorithm for architecture-aware (AA-)LDPC codes which has a faster convergence rate and hence a throughput advantage over the standard decoding algorithm. It employs a reduced complexity message computation mechanism free of lookup tables, and features a programmable network for message interleaving based on the code structure. The chip decodes any mix of 2048-bit rate-1/2 (3,6)-regular AA-LDPC codes in standard mode by programming the network, and attains a throughput of 640 Mb/s at 125 MHz for 10 TDMP-decoding iterations. In augmented mode, the code rate can be tuned up to 14/16 in steps of 1/16 by augmenting the code. The chip is fabricated in 0.18-m six-metal-layer CMOS technology, operates at a peak clock frequency of 125 MHz at 1.8 V (nominal), and dissipates an average power of 787 mW.
I. INTRODUCTION

W
ITH sustained growth in demands for multimedia, wireless, and broadband services, significant effort has been made to apply iterative forward error correction (FEC) coding techniques to advanced communications systems. These techniques have proved to be very effective in extending the limits and services of wireless communications, expanding the areal density of magnetic recording systems, and improving the throughput of terrestrial optical systems. Low-density parity-check (LDPC) codes [1] have emerged as one of the top contenders for such applications after their main rivals, turbo codes [2] , have seen limited acceptance (particularly in optical applications) due to their high implementation complexity, decoding latency, as well as performance degradation for relatively short block-length and error-floors at high signal-to-noise ratios (SNRs). Research has shown that LDPC codes can achieve record-breaking performance for low SNR applications [3] , [4] , and are more amenable to rigorous analysis and design. They offer more flexibility in the choice of code parameters, and their decoders require simpler processing. These characteristics have made it possible to design appropriate LDPC codes for many communications scenarios; they have been adopted in next generation digital video broadcasting (DVB-S2) via satellite [5] , and considered for adoption in wireless local area network (WLAN) air interface (802.11) [6] , wireless personal area networks (WPANs) (802.12) [7] , mobile broadband wireless access (MBWA) networks (802.20) [8] , advanced magnetic and magneto-optic storage/recording systems [9] , and long-haul optical communication systems [10] . LDPC codes are linear block codes defined by a sparse parity-check matrix. Such matrices can be efficiently represented by a bipartite (Tanner) graph [11] . The standard iterative decoding algorithm, known as Gallager's two-phase message-passing (TPMP) algorithm [1] , passes messages along the edges of this graph in multiple rounds of updates between the two classes of nodes. Contemporary LDPC decoders are based on a parallel or serialized version of the TPMP algorithm. The complexity of a fully parallel decoder [12] grows linearly with the block length and is practical only for relatively short LDPC codes, while a serial decoder [13] algorithmic performance by increasing the block length, and is primarily targeted for low-throughput applications.
In order to achieve throughputs and bit-error rate (BER) performance compliant with current and future trends in high-speed wireless, magnetic, and optical systems, a new class of architecture-aware (AA-)LDPC codes [see Fig. 1 ] targeted for highthroughput LDPC decoders of long codes has been proposed [14] , [15] . This class of codes alleviates the interconnect complexity problem typical of current parallel decoders. AA-LDPC code design decouples the architectural dependence of the decoder from the code properties by performing optimizations at the code-design, decoding algorithm, decoder architecture, and physical layout levels. Fig. 1(a) shows the Tanner graph of an AA-LDPC code with nodes decomposed into clusters of size , such that all nodes in one cluster connect to nodes of another cluster in some specified order. The parity-check matrix of an AA-LDPC code has the structure shown in Fig. 1(b) , where is a permutation matrix of size denoting the order in which the nodes of two clusters are connected. 1 The structure of AA-LDPC codes allows for an efficient decoder implementation using the turbo-decoding message-passing (TDMP) algorithm [16] . Fig. 1(c) shows the block diagram of a TDMP decoder composed of constituent soft-input soft-output (SISO) decoders separated by interleavers factored according to the row structure of the parity-check matrix. If these interleavers can be programmed with the required permutations, a TDMP decoder reduces simply to one SISO decoder and one programmable interleaver.
Following the design methodology proposed in [17] , a highthroughput programmable TDMP decoder with variable coderate for length 2048, (3,6)-regular AA-LDPC codes has been implemented. Section II describes the operation and architecture of the TDMP decoder. The message computation mechanism is discussed and the SISO engine of the decoder is presented. Section II also describes the message routing mechanism of the decoder using a programmable network. Section III describes 1 Note the permutation matrices in H are distinct.
the circuit style employed in designing the combinational logic of the decoder as well as the memory blocks. Finally, Section IV presents testing and measured results.
II. TDMP DECODER ARCHITECTURE
The TDMP decoder receives soft channel observations proportional to the log-likelihood values of the received bits (also called reliabilities), and generates log-likelihood or reliability values of the decoded bits. The soft values are represented by 4-bit two's complement numbers. The sign of a number indicates the bit decision or hard binary value, while the magnitude represents the reliability of making a decision in favor of a 0 or a l. Let denote the received channel soft value, and denote the decoded soft output value corresponding to the th bit, .
A. LDPC Code Structure
The received bits are assumed to be encoded by an AA-LDPC code of length 2048 whose parity-check matrix is similar to the one shown in Fig. 2(a) . is composed of 16 block rows by 32 block columns of 64 64 submatrices, where each submatrix is either a permutation matrix (black square) or all-zero matrix (empty square). A permutation matrix is a matrix obtained by permuting the rows and/or columns of an identity matrix. The location and structure of the permutation matrices can be arbitrary; they are specified by the user for a given code. The size of is 1024 2048. Each block row contains exactly six permutation matrices, and each block column contains exactly three permutation matrices. Hence, the code is a (3,6)-regular AA-LDPC of rate 0.5.
A base parity-check matrix is associated with as shown in Fig. 2(b) . The entries of correspond to the column addresses of the permutation matrices in . The size of is 16 6 . The decoder stores the matrix in addition to permutation matrices instead of storing . The base and permutation matrices are programmed by the user according to the desired structure of . 
B. Decoder Operation
According to the decomposition shown in Fig. 2(a) , is considered as the concatenation of 16 constituent codes corresponding to the 16 block rows. Each constituent code is an even parity-check code having support only in positions. The TDMP decoder decodes a codeword iteratively in 16 sub-iterations, with one sub-iteration per constituent code, using a constituent SISO decoder and a programmable interleaver similar to decoding a serially concatenated turbo-code [16] . The dataflow graph of the decoder is shown in Fig. 3 .
The SISO decoder accepts in a sub-iteration intrinsic input reliability messages (denoted by ) previously generated from all other 15 sub-iterations. Intrinsic -messages pertaining to the code under consideration are excluded to minimize correlation between messages from different sub-iterations. The sum of all intrinsic -messages in addition to the channel values is denoted by , i.e.,
The decoder generates as output updated extrinsic messages (denoted by ) corresponding to the constituent code being decoded, as well as updated posterior messages (denoted by ). At the end of a sub-iteration, these and -values are stored as
and -values to be used as inputs in the next sub-iteration.
Starting from block row 1 in , -values are computed for each bit in code 1 by the SISO decoder assuming that the bit belongs to the code defined by block row 1. This is done by subtracting the -values of code 1 from the posterior -values after interleaving:
The newly generated extrinsic -values for code 1 are stored back as -values. The posterior -values are updated by adding these -values to the old sum excluding the -values of code 1 (i.e., to )
The updated -values are de-interleaved and stored back as -values, concluding the first sub-iteration. The same steps are repeated for codes 2-16. The 16 sub-iterations together form one complete decoding iteration. During each sub-iteration, the interleavers are programmed according to the permutations of the block row corresponding to the code being decoded. The TDMP algorithm has a faster convergence rate (it requires 50% less iterations to converge at moderate to high SNR) and hence a throughput advantage over the standard algorithm [16] .
The code rate of the decoder can be varied by puncturing the parity-check matrix across block row boundaries. Encoded LDPC codewords are augmented accordingly. The decoder decodes augmented codewords by running over unpunctured constituent codes (or block rows in ), bypassing those that are punctured. Hence, the code rate can be tuned in steps of 1/16 between 8/16 and 14/16 corresponding to the 16 block rows of . The motivation behind increasing the code rate is to use the same hardware at improved channel conditions to transmit more information bits. This comes at the expense of algorithmic performance loss (e.g., at rate 9/16, the loss in performance is around two orders of magnitude in BER at 2.6 dB). The reader is referred to [16] and [17] for details regarding the TDMP algorithm. Soft outputs are generated back in -SRAM after decoding is over.
A codeword is decoded partially in 16 sub-iterations in which posterior -messages (from -SRAM) and intrinsic -messages (stored locally in the SISO engine) pertaining to one sub-iteration are combined to generate updated and -messages for subsequent sub-iterations based on the dual extrinsic principle [17] . During a sub-iteration, the network routes 128 4-bit messages in parallel from -SRAM to the SISO engine using six shuffle-exchange network layers controlled by -SRAM. The SISO engine processes the 128 messages in parallel using 16 QUAD-SISO clusters that store locally intrinsic messages in -SRAM (the size of -SRAM is bits). The clusters generate updated extrinsic messages that are stored back locally, as well as posterior messages that are routed back through the network to -SRAM. The rate of the code can be tuned up from 0.5 by truncating decoding sub-iterations. The total memory of the chip is 51 680 bits , 75% less than the requirements of comparable serial LDPC decoders [13] .
D. SISO Engine
The SISO engine of the TDMP decoder is composed of 16 clusters of QUAD-SISO modules as shown in Fig. 5 . These modules operate in parallel to decode a constituent code in six clock cycles. The engine receives two sets of 64 4-bit -messages (128 messages in total) from the bi-directional network, and generates back two sets of 64 4-bit -messages (128 messages in total) to the bi-directional network. The individual bits of each set of 64 input messages arriving from the bi-directional network come on four separate buses; buses for the first set, and buses for the second set. The rewiring network groups related bits in each set into 4-bit words, giving a total of 64 4-bit messages per set. These messages are supplied to the QUAD-SISO modules on eight 64-bit buses as shown in the figure, where each column of four QUAD-SISO modules shares two buses that feed in the -messages. A similar description holds for the 128 4-bit output messages generated by the SISO engine.
Each QUAD-SISO module accepts eight distinct 4-bit -messages and generates eight 4-bit -messages. The architecture of a QUAD-SISO module is shown in Fig. 6 . It consists of four SISO modules, and a local intrinsic 16 24 bit -SRAM for storing -messages during decoding sub-iterations. A SISO module processes a two-state, six-stage trellis simultaneously in both directions using the BCJR algorithm in differential form [16] . The module is pipelined and consists of four message processing units, one for forward , another for backward state metric processing units, and two for output message computation [see Fig. 6(a) ]. Each clock cycle, two branch metrics ( -values) are read per SISO module from the network and two new state metrics are generated and pushed onto the two stacks until the middle section of the trellis is reached. The state metrics are then popped and used to generate output messages using the units, two at a time.
All four message processing units in a SISO module implement the max-quartet function [18] given by It approximates the difference between two logsum operations In terms of , the key equations of the BCJR algorithm simplify to (1) The logic circuit implementation of the -function is described in Section III-A. Unlike Gallager's update equations [1] which are complex, nonlinear, and prone to quantization noise, the max-quartet approximation is simple, lookup-table-free, and incurs a decoding loss of 0.05 dB compared to the ideal case [18] , [19] . In addition, the area of the MPU is only 4864.1 m in 0.18-m CMOS technology, which allows for efficient integration of multiple SISO modules in a small chip area.
E. Bi-Directional Network
From the dataflow graph shown in Fig. 3 , input -messages to the SISO decoder have to be interleaved and then de-interleaved after decoding according to the permutations of the block rows in . The interleaver and de-interleaver perform 16 types of interleaving patterns depending on the constituent code being decoded. These interleaving operations are performed by the dual bi-directional network shown in Fig. 7 . It routes 128 4-bit messages in parallel (each direction) using six layers of shuffle-exchange networks. Each layer consists of four dual bi-directional bit-networks (DBBNs). Each DBBN includes four single-stage networks (two for forward routing and two for backward routing). A single stage network consists of a 64 64 switch composed of simple 2 2 switches. The switches in these single stage networks are controlled by -SRAM that stores the routing configurations depending on the LDPC code parameters. Fig. 7 shows the detailed architecture of the dual bi-directional network.
The network has a critical path delay of 2 ns, an average interconnect length of 1 mm, and area of 3.28 mm . In [12] , the network has a delay of 15.4 ns and an average interconnect length of 3 mm, and occupies 50% of the 52.5 mm overall area, constituting a performance and area bottleneck that renders practical LDPC decoders of codes longer than 1024 more difficult to implement.
F. Chip Characteristics
The chip supports a wide range of length 2048 AA-LDPC codes by programming the code's base parity-check matrix ( -SRAM) and permutation sub-matrices ( -SRAM). The decoder is capable of processing 128 symbols per clock cycle using 64 parallel SISO modules based on the TDMP architecture, requiring a memory bandwidth of 64 Gb/s. To sustain this bandwidth, messages are routed from -SRAM to the SISO modules and back from the SISO modules to -SRAM using a programmable dual bi-directional routing network with critical path delay of 2 ns. The complexity of this network scales as the square-root of the block length, compared to a linear complexity increase in the case of parallel decoders. A reduced-complexity message processing unit combines fast operation with a decoding loss of 0.05 dB. Multiple SISO modules can be efficiently integrated into the SISO engine using these units, hence increasing the degree of parallelism of the TDMP decoder.
The combination of the TDMP algorithm and architecture with the AA-structure of the code eliminates the interconnect bottleneck of existing parallel architectures [12] that complicates practical decoder implementations of long LDPC codes. In particular, the chip presented here occupies an area 3.7 times smaller, and decodes LDPC codes twice the length (resulting in higher coding gain) compared to the chip presented in [12] . In addition, the average interconnect length of the interconnection network is 1 mm compared to 3 mm in [12] . This allows the chip to run at approximately twice the clock speed (125 MHz), achieving a throughput of 640 Mb/s at 10 decoding iterations. The number of iterations can be adjusted depending on the channel SNR, leading to a throughput of 1.6 Gb/s at 2.6 dB (corresponding to four iterations). The chip requires on average 50% less iterations to converge (see [16] ) compared to [12] , which implements the TPMP algorithm. Finally, the chip decodes any mix of 2048-bit rate-1/2 (3,6)-AA-LDPC codes by programming the routing network.
III. CIRCUIT DESIGN
This section describes the circuit styles employed in designing the SISO engine, bi-directional network, flip-flops, and memory blocks of the decoder. Global clock and power distribution are then discussed.
A. Logic Style
The combinational logic in the SISO engine was designed using static CMOS circuit style with the pMOS and nMOS transistors ratioed as 2.5:1. Fig. 8 shows the logic schematic of the -function block used in the SISO modules shown in Fig. 6(a) . The 4-bit ripple carry adders in the -function block perform saturation addition and subtraction on 4-bit two's complement numbers. The logic level implementation of an adder and the transistor schematic of the saturation logic are shown in Fig. 9 .
The -blocks in Fig. 8 perform the operation . The output of the lower -block is subtracted from the upper block to form the correction factor . Fig. 10 shows the circuit implementing the correction factor . This correction factor is then added to the maximum of and after sign correction. Fig. 11 shows the transistor schematic of the max-selector and sign-corrector circuit. The bi-directional network was implemented using transmission gates with minimum transistor sizing for nMOS and PMOS. Appropriate buffering between network layers was employed for signal enhancement and delay optimization as shown in Fig. 12 . Control signals coming from -SRAM are routed vertically on 6 4 buses. Data signals from -SRAM to the SISO decoder are routed horizontally from left to right on 4 2 buses, while data signals from the SISO engine back to -SRAM and routed horizontally from right to left. Fig. 13 shows the circuit implementation of a 64 64 network. The network performs the shuffle-exchange operation on the 64 inputs using 32 2 2 switches. The transistor schematic of a 2 2 is shown on the right in Fig. 13 . 
B. Flip-Flops and Memory
All flip-flops in the pipeline registers and IO scan registers are positive edge-triggered flip-flops using a single-phase clocking strategy. They were implemented using standard static CMOS master-slave latches.
The various memory blocks of the TDMP decoder were custom designed to meet the required word-lengths and aspect ratios. The single-port -SRAM and -SRAM blocks were designed using standard 6-transistor SRAM cells, while the dual-port -SRAM and -SRAM blocks were designed using eight-transistor SRAM cells. All memory blocks are self-timed where an address transition on the address lines initiates a read operation. To deliver maximum bandwidth to the appropriate functional blocks, a complete word line is read/written per a read/write memory operation (and hence there is no need for column decoders). 15 shows the transistor schematic of a dual-port SRAM cell designed using two cross-coupled inverters and four access transistors. The address transition detection (ATD) circuit is shown in Fig. 16 . An asserted ATD signal triggers an equalize signal to drain all bit lines, and enables the row decoders to activate the appropriate word line. The sense amplifiers (shown in Fig. 17 ) are then used to read out the contents of the SRAM cells.
C. Clock and Power Distribution
The clock was distributed using a distributed clock-tree approach as shown in Fig. 18 . A maximum simulated clock skew of 100 ps was observed. The clock tree was routed using Metal-6 layer.
The power grid was designed using Metal-1 and Metal-2 layers. To meet metal migration requirements and reduce switching noise, several power and ground pads were provided to the chip. In addition, the power and ground pads of the IO ring were separated from core power and ground pads.
IV. IMPLEMENTATION AND MEASURED RESULTS
The TDMP decoder chip was fabricated in a 0.18-m 1.8-V six-metal layer CMOS process. The implementation was based on a parameterized core-based design methodology for mapping signal processing/communications algorithms into hardwired reusable cores. The tape-out to the silicon foundry was in GDS-II format.
The design flow is based on a hierarchical parameterized cell layout library that accommodates the main building blocks of the TDMP decoder core [20] . A high-level system model of the decoder based on these building blocks was developed in Matlab and Simulink, and used to generate test vectors for verification and later in chip testing. Fig. 19 shows a block diagram of the hierarchical verification model. Low-level SPICE simulations of all building blocks (including the controllers) were matched with simulation results from the high-level system model. The high-level model also facilitated detailed quantization analysis to determine the optimal tradeoff between BER performance and chip area in sizing the decoder internal data paths.
The chip was tested by simulating all-zero codewords as well as randomly generated noisy codewords under nominal conditions of 25 C and 1.8 V. The test vectors were generated using the high-level system model with a pre-computed noise component calibrated to specific SNRs. The test vectors were applied to the chip via a logic analyzer, and the test chip outputs were recorded and compared with the ideal outputs.
The chip operates in six phases to decode a frame. These phases correspond respectively to resetting the chip, programming the base matrix, programming the permutation matrices, reading in a new frame, decoding a frame, and reading out a decoded frame. During testing of these phases, a fault was detected in phase 2 which is responsible for programming the bi-directional networks. The fault has to do with the synchronization between filling the input scan buffer to -SRAM and writing to -SRAM from the buffer. The operation of this phase was tested using the final pattern written to -SRAM and the power dissipation was recorded. The remaining phases were fully operational. Note that the operation of the six phases are independent, with each phase having its own local controller.
A bit-accurate model of the decoder chip was developed to simulate BER performance. Each block of the decoder was modeled at the bit-level and tested separately. The models were then integrated together and tested. All simulations and measured results assume an additive white Gaussian noise channel with BPSK modulation. Fig. 20 shows the simulated BER performance of the TDMP decoder based on the bit-accurate model. The code that was tested is a rate-1/2 length 2048-bit AA-LDPC code (third curve from the bottom in Fig. 20) . Also shown in the figure is the ideal BER of a length 2048 LDPC code using the TDMP algorithm with unquantized messages (second curve from the bottom), the BER using Gallager's decoding algorithm using the -function for message computations (fourth curve from the bottom), and the frame error rate (FER) curves for the TDMP and Gallager's TPMP algorithm. For comparison, the performance of a rate-1/2 1024-bit LDPC code comparable to [12] , and the performance of a rate-1/2 2048-bit 3GPP turbo code are also shown. Decoding of the LDPC codes is performed for a maximum of 32 iterations, or when the codeword has 0 syndrome (above 1.4 dB less than 10 iterations are needed [see Fig. 21]) . The proposed LDPC decoder attains more than an order of magnitude improvement in coding gain over the 1024-bit LDPC code, and results in a degradation of 0.05 dB at BER 5 10 using the -function approximation compared to the ideal performance. Finally, the TDMP decoder achieves higher coding gain compared to the TPMP algorithm as shown in the figure. Fig. 21 compares the average number of iterations of the TDMP decoder versus Gallager's TPMP algorithm as a func- tion of SNR. The TDMP decoder converges in less than half the number of iterations beyond 1.6 dB.
The throughput of the chip can be tuned by controlling the number of decoding iterations to be performed for a given value of SNR based on pre-computed BER curves and average number of iterations required for convergence (unlike [12] where the throughput is fixed by the architecture). Fig. 22 plots the average throughput attained as a function of SNR. The throughput ranges between 278 Mb/s at 1.0 dB up to 1.6 Gb/s at 2.6 dB for a supply of 1.8 V and clock frequency of 125 MHz. At 1.4 dB, the throughput attained is 640 Mb/s. Fig. 23 shows the measured power dissipation of the chip operating at clock frequencies of 50, 75, 100, and 125 MHz across the six phases of a decoding operation, including programming of the chip. At 1.4 dB, the average power consumption of the chip operating at 1.8 V and 125 MHz is 787 mW, resulting in an energy consumption per decoded bit per iteration of 123 pJ. The power measurements were performed at the highest clock frequency permitted by the testing equipment.
The decoder chip integrates 220K logic gates and 51 680 bits of memory, and occupies an area of 14.3 mm including the I/O ring, drivers and pads. Other parameters are summarized in Tables I and II . The die micrograph of the chip is shown in Fig. 24 . Table III compares the TDMP decoder with state-ofthe-art LDPC decoder of [12] and the turbo decoders of [21] , Fig. 24 . Die micrograph of the LDPC decoder chip. [22] . In [23] , an 8088-bit rate-1/2 partly parallel LDPC decoder was simulated and synthesized in 0.11-m CMOS. The reported throughput is 188 Mb/s for 25 iterations and parallelism factor of 24, with a total of 407K memory gates. When normalized to the same code length, the TDMP decoder attains a throughput of 256 Mb/s and requires only 207 488 bits of memory.
V. CONCLUSION A 14.3-mm code-programmable and code-rate tunable decoder chip for 2048-bit AA-LDPC codes has been presented. The chip dissipates 787 mW of power at 1.4 dB when operated at 125 MHz and 1.8 V, and attains a throughput of 640 Mb/s at 10 decoding iterations. This performance is achieved by implementing the memory-efficient TDMP decoding algorithm which has a faster convergence rate than Gallager's two-phase algorithm.
The interconnection network realizing the Tanner graph of an LDPC code constitutes a throughput bottleneck for designing parallel LDPC decoders for long codes. AA-LDPC code design methodology is an attractive partly parallel decoder design alternative that decouples the architectural dependence of the decoder from the code properties by transforming the decoder design into a turbo decoding problem while guaranteeing high algorithmic performance and high throughput. The architectureaware structure of AA-LDPC codes guarantees an efficient implementation of the interconnection network using simple programmable multi-stage networks, and a memory organization that can sustain the required bandwidth as demonstrated by this work. The complexity of this network scales sub-linearly with the code length, allowing for an efficient implementation of high-speed TDMP decoders for long LDPC codes. AA-LDPC codes are attractive candidates for emerging communications standards because of their powerful error-correction capability and their scalable, area-efficient and high-throughput decoder characteristics.
