We consider the series expansion of the L p -Hardy inequality of [BFT2] , in the particular case where the distance is taken from an interior point of a bounded domain in R n and 1 < p = n. For p < n we improve it by adding as a remainder term an optimally weighted critical Sobolev norm, generalizing the p = 2 result of [FT] and settling the open question raised in [BFT1] . For p > n we improve it by adding as a remainder term the optimally weighted Hölder seminorm, extending the Hardy-Morrey inequality of [Ps] to the series case.
Introduction
Let Ω be any domain in R n , n ≥ 3, containing the origin. Hardy's inequality asserts that for all u ∈ H 1 0 (Ω) Ω |∇u| 2 dx ≥ n − 2 2 2 Ω |u| 2 |x| 2 dx, (1.1) with the best possible constant. As in [S, pg 262] , an integration by parts shows that
and then applying the Cauchy-Schwarz inequality on the right gives (1.1). The best constant in this easily obtained functional inequality has applications in various branches of analysis. For instance, it is used in [S, Appendix B] to prove the non-existence of stable minimal cones in R n+1 , 2 ≤ n ≤ 6 (see [CHS] , [CC] , [HHS] and also [DHTr, §3.4 .1] for related non-stability results using the best constant in (1.1)). More widespread is the critical role it plays in the analysis of the heat equation involving the singular potential 1/|x| 2 (see for example [BrV] , [GP] , [Gk1, Gk2] [CM], [VzZ] , , [FMT] , [FT] , [VnZ] & [Erv] ).
(|x|/D 0 ) dx 2/2 ⋆ , X 2 (t) := X 1 (X 1 (t)), t ∈ (0, 1].
Furthermore, it is proved in [FT, Theorem A ′ ] that for any k ∈ N ∪ {0} and all u ∈ H 1 0 (Ω) 5) where the exponent 1 + 2 ⋆ /2 on X k+1 cannot be decreased. That the left hand side in this inequality is nonnegative and each term appears with best constant 1/4 and optimal exponent 2 on ∏ k j=i X j was first established in [FT, Theorem D] . For a second proof of (1.5) with the best constant C(n) see [AdFT] .
The purpose of this paper is to extend inequality (1.5) to the case of the k-improved p-Hardy inequality for any 1 < p < ∞, p = n. More precisely, the p-Hardy inequality in a domain Ω of R n , n ≥ 2, containing the origin, asserts that if p ≥ 1, p = n, then for all u ∈ W 1,p 0 (Ω) if p < n, or all u ∈ W 1,p 0 (Ω \ {0}) if p > n, we have 6) with the best possible constant. A proof of the same simplicity as in the case p = 2 follows by the analogous integration by parts and Hölder's inequality. It is proved in [BFT2] by a vector field method, that in bounded domains Ω containing the origin there exists b = b(n, p) ≥ 1 such that for any k ∈ N the terms p − 1 2p
can be added on its right hand side. Moreover, for every k ∈ N, each one of these terms appears with the best possible constant and the exponent 2 on ∏ k j=1 X j cannot be decreased. In Theorem 2.7 we provide an alternative proof of (1.7) using a suitable ground state transformation (as was done in the p = 2 case in [FT, Theorem D] ).
Our first result is the extension to all values of p ∈ (1, n) of (1.5). We denote below by p ⋆ the critical Sobolev exponent in this case; that is
Theorem A Let Ω be a bounded domain in R n , n ≥ 2, containing the origin and let 1 < p < n. There exist constants B = B(n, p) ≥ 1 and C = C(n, p) > 0 such that for any k ∈ N ∪ {0} and all u ∈ W 1,p
is optimal in the sense that the power 1 + p ⋆ /p on X k+1 cannot be decreased.
Inequality (1.8) for p = 2 is established here for the first time even with k = 0. In fact, for k = 0 the subcritical (L q -weighted remainder term with q < p ⋆ ) inequality with an optimal power on the logarithmic weight, that tends to the one appearing in (1.8) as q → p ⋆ , is in [BFT1, Theorem C (2) The proof of Theorem A splits in two cases regarding to whether p < 2 or p > 2: For 1 < p < 2 we push further the basic idea developed in [AdFT] . In particular, applying first a suitable ground state transformation; cf. [BrV] , we get that (1.8) will follow once a critical case of the Caffarelli-Kohn-Nirenberg inequality is true. To establish this inequality we compare it's best constant with the best Sobolev constant by applying an Emden-Fowler transform; cf. [CW] . A notable difficulty in the proof is to establish Theorem 2.7 (ii) which is the extension of Proposition 3.4 of [BFT1] to all k ∈ N. The reason is that for k ∈ N, the naturally choice for a function to be used in the ground state transformation fails to be a supersolution of the corresponding Euler-Langrange equation (see also Remark 3.1). To solve this problem we invent a new supersolution (see (2.4)).
For p > 2, by applying the natural ground state transform, two lower bounds for the left hand side of (1.8) may be produced (for k = 0 see [BFT1, Proposition 3.3 eq. (3.6 ) & (3.7)]). Introducing a third lower bound simply by adding these two lower bounds, we show that decomposition in spherical harmonics (see [VzZ] ) works for p = 2 as well (see [FT] for p = 2)! Still, each lower bound has to be treated separately before they are added. By a further change of variables one of these bounds is reduced to a one dimensional integral which yields the correct exponent on the logarithmic weight. Using a new argument, where the Poincaré inequality on the sphere comes into play, we manage to get a cooperative estimate for the second lower bound.
Passing to the case p > n, we address here the question of what is an optimal nonhomogeneous term one can add on the right hand side of (1.6) with remainder term (1.7). It is known that the Dirichlet integral in R n exceeds a constant multiple of the C 0,1−n/p -seminorm. More precisely, there exists a
and the modulus of continuity 1 − n/p is optimal. This is Morrey's inequality. In Hardy's inequality (1.6), an optimally weighted C 0,1−n/p -seminorm was added in [Ps] in case of a bounded Ω. The precise statement asserts the existence of constants C = C(n, p) > 0 and
The correction X 1/p 1 on the modulus of continuity was shown to be optimal in the sense that the power 1/p on X 1 cannot be decreased. The following inequality is reduced to the above one when k = 0, and gives the complete picture for the series improvement of Hardy's inequality Theorem B Let Ω be a bounded domain in R n , n ≥ 2, containing the origin and let p > n. There exist constants B = B(n, p) 
Moreover, for each k ∈ N ∪ {0}, the weight function
is optimal in the sense that the power 1/p on X k+1 cannot be decreased.
The paper is organised as follows: In §2, after setting the notation and a couple of technical calculus facts, we use the ground state transform to produce lower estimates for the series expansion of Hardy's inequality. These are used in §3, §4 and §6 to prove Theorem A for 1 < p < 2, Theorem A for p > 2 and Theorem B for p > n, respectively. These are also used in §5 to prove a suitable local estimate on balls that is crucial for the proof of Theorem B.
Preparative results
In this paper we assume
• Ω is a bounded domain in R n containing the origin,
Furhermore, L n stands for the Lebesgue measure in R n and H n−1 for the n − 1 Hausdorff measure in R n . B r (x) is the open ball in R n having radius r > 0 and centre at x ∈ R n ; ∂ B r (x) is its boundary. When the centre is of no importance we simply write B r . When the center is the origin and r = 1 we write S n−1 instead of ∂ B 1 (0). Also, ω n := L n (B 1 ) and so H n−1 (∂ B 1 ) = nω n . Throughout, an expression of the form b(n, p, ...), B(n, p, ...), c(n, p, ...) or C(n, p, ...) stands for a positive constant that may change value from line to line but always depending only on its arguments n, p.... The particular constant depending only on p that appears in (2.15) or (2.17), is denoted by c p . All functions having compact support are extended by zero outside it.
Some calculus facts
Definition 2.1. For any t ∈ (0, 1] we define the function X 1 (t) := (1 − logt) −1 and then
The following computational lemma gives a formula for the derivative of X k , Y k and Z k .
Lemma 2.2. For any k ∈ N and t ∈ (0, 1] there holds
Proof. The first one follows easily by induction. The proof of the second one is
where the first one is used in the middle equality. For the third one, notice that one has the elementary identity
for which we include its proof for clarity
Now we may easily conclude
where the second one is used in the middle equality.
, converges if and only if t ∈ (0, 1). A proof of this fact can be extracted from [FT, §6] (see [D, Appendix] for the details).
A technical lemma follows
It suffices to show for suitable values of the parameters c and D, that f (r) ≤ 0 for all r ∈ (0, R). Since f (0+) = 0, it is enough to choose c and D so that f is decreasing in (0, R). To this end, with the aid of Lemma 2.2 we compute
By Remark 2.3 the series Z ∞ (R/D) is convergent if R < D, hence for c > 1/α we can find large enough η > 1 that depends only on α, β and c, such that for all D ≥ ηR to have f ′ (r) ≤ 0 for all r ∈ (0, R).
Improvements via the ground state transform
Definition 2.5.
In [BFT2] the following successive homogeneous improvements to Hardy's inequality were obtained (i) the weight function Y 2 k is optimal, in the sense that the power 2 cannot be decreased, and
(ii) the constant appearing on the term with this weight function is sharp.
In [BFT1] the authors obtained various auxiliary improvements for Hardy's inequality (1.6). In particular, given u ∈ C ∞ c (Ω \ {0}), the ground state transformation 
both in case p ≥ 2, and
in case p < 2. Our aim here is to extend these estimates to arbitrary k ∈ N. More precisely, we have the following theorem which readily implies (2.1)
where v is defined through the ground state transformation u = f k,D v.
where v is defined through the ground state transformation u = f a,k,D v.
Remark 2.8. Clearly,
for all x ∈ Ω and all k ∈ N. A similar estimate is true for p > n. In particular, by Remark 2.3 the series Z ∞ (|x|/D 0 ) is convergent if |x| < D 0 and thus for suitable b ′′′ > 1, depending only on n, p, we may choose
for all x ∈ Ω and all k ∈ N. Consequently, from (2.6) we get
To prove Theorem 2.7 we need the following key lemma
) is a supersolution of the following p-Laplace equation with k + 1 singular potential terms
) is a supersolution of (2.9).
Proof. Let a ≥ 0 and 0 < ε < 1. In view of Remark 2.3 we choose δ = δ (a, p) ≥ 1, such that with
We further set
Using Lemma 2.2 we compute (from now on in this proof we write
Direct computations reveal the next identities which are valid for any x ∈ Ω \ {0}
where in the last one we used Lemma 2.2 in order to compute ∇A k . We conclude
It turns out that given 1 < p < n it is enough to establish the following inequality for some nonnegative constant a = a(n, p) and for any x ∈ Ω \ {0} 12) and the reverse inequality if p > n (note that sgn f k = sgn(n − p)). In the case p = 2 we take a = 0 and this inequality is immediately true since we have equality. In what follows we assume p = 2. To write (2.12) in a more accessible form let us set
so that all we need to prove is that for all sufficiently small t and some nonnegative constant a depending possibly only on n, p, there holds
if 1 < p < n, and the reverse inequality if p > n. By a further rearrangement of terms, this is the same as
if 1 < p < n, and the reverse inequality if p > n. The Taylor expansion of g(x) := |1 − x| 2−p at x = 0 is
and after an easy computation we get that (2.13) is equivalent to
14)
if 1 < p < n, and the reverse inequality if p > n.
We distinguish two cases:
• 2 < p = n. In this case we take a = 0 and hence
Therefore if p < n we have h < 0 and so there holds
if 2 < p < n, while if p > n then h > 0 and so the reverse inequality holds true.
• 1 < p < 2. By (2.10) we obtain X 1 −t = X 1 − Z k /p > 0 for all k ∈ N and we can choose for example a = p and hence s > 0 such that the first line in (2.14) is positive.
We also need the following elementary Hardy inequality 
Proof. A direct computation using Lemma 2.2 shows that
Hence, integrating by parts,
The result follows by rearranging terms and taking the p-th power.
Proof of Theorem 2.7 for p ≥ 2. Setting u(
where we have used the following inequality, valid for all α, β ∈ R n , n ≥ 1 and p ≥ 2
we perform an integration by parts in the last term to arrive at
Inequality (2.5) follows now from Lemma 2.10-(i). If instead of (2.15) we use 17) valid for all α, β ∈ R n , n ≥ 1 and p ≥ 2, we similarly obtain (2.6) from Lemma 2.10-(i).
Proof of Theorem 2.7 for 1 < p < 2. By the fact that (see [L] )
for all α, β ∈ R n , n ≥ 1 and p ∈ (1, 2), we get setting u(
By the same integration by parts and (2.16), but this time using Lemma 2.10-(ii), we get for any
(2.18)
Next we define M 4 to have the same integrand as in M 2 but with the measure ρ −p dx in place of dx, where ρ(x) := 1 − aX 1 (|x|/D), x ∈ Ω. Also, we set
To get (2.7) from (2.18), it suffices to show 
Hence, taking into account (2.10) we get |A a,k (|x|/D)| ≤ C(n, p) for all x ∈ Ω, where A a,k is given by (2.11). Therefore
But notice that Lemma 2.11 asserts M 3 ≤ p p M 1 . Plugging these into (2.19) we arrive at
Finally, M 4 ≤ (2 − p) −p M 2 because of (2.10), and the proof is complete.
Remark 2.12. In the case p = 2 the estimate (2.5) is valid with equality for any D ≥ D 0 and B(n, p) = 1.
3 Proof of Theorem A when 1 < p ≤ 2
We start with a series of reductions. First, since 0
Hence it is enough to establish (1.8) for Ω = B D 0 (0). Furthermore, (1.8) being scaling invariant, it is enough to prove it for Ω = B 1 (0) only. Finally, given u ∈ C ∞ c (B 1 (0))\{0}, the transform u = f a,k,D v implies through Theorem 2.7-(ii) that it suffices to find a constant c(n, p) > 0 such that
Remark 3.1. Let k = 0. Then the above sufficiency of (3.1) is straightforward from (2.3) through the transform (2.2); that is u = f 0,0 v. It is for k ∈ N that we need the transform u = f a,k,D v for some a > 0, hence Theorem 2.7-(ii).
To carry on with the proof, consider the Emden-Fowler transformation
, θ := x r with r := |x|.
A simple computation using Lemma 2.2 gives
Let F 1 (t) denote the inverse function of X 1 (t) and define F i+1 (t) := F 1 F i (t) , i = 1, ..., k. With this notation, from the transformation we readily get
Suppose next that n ≥ 3 and set
From [T] we know S = S (n, p) > 0. Consider the transformation
with r := |x|.
An elementary computation gives
Therefore,
To compare the expressions on the right of (3.2) and (3.3), we first choose R such that R p−n = τ 0 . Then we observe for τ ≥ τ 0
and inserting this to (3.2) we conclude with
This is (3.1) for n ≥ 3.
If n = 2 we set
From [CKN] (with n = 2, a = 1, r = p ⋆ there), we know that
In particular, taking α = 1 − 1/p and considering the transformation u(x) = z(t, θ ), where t := 1 r , θ := x r with r := |x|, we deduce by a straightforward calculation
To compare the expressions on the right of (3.2) and (3.5), we choose R such that
for any τ ≥ τ 0 and inserting this to (3.2) we conclude with
that is (3.1) for n = 2.
It remains to show the exponent 1 + p ⋆ /p on X k+1 , k ∈ N, cannot be decreased. The argument applies for any 1 < p < n. Suppose for the sake of contradiction, that ε ∈ [0, 1) is such that the following inequality holds for some
with c being a positive constant independent of u. Applying Hölder's inequality with conjugate exponents n/p and p ⋆ /p and using (3.6) we have (in the first displayed line below we write
where
The integral on the right is a constant depending on n, p, ε, γ and Ω if and only if β > 1 (see for instance [BFT2, eq. (3.8)] ). This is easily seen to be equivalent with
Thus for values of γ determined from (3.8), we get from (3.7) that
However, Proposition 3.1-(i) of [BFT1] (for the case κ = n there) asserts the last inequality is possible only if γ ≥ 2. This and (3.8) forces ε ≥ 1, a contradiction.
4 Theorem A for p > 2
We need the following special improvement to the series expansion of the L 2 -Hardy inequality, which is valid only for radially symmetric functions.
Lemma 4.1. Let 2 ≤ p < n. Then for any D ≥ 1, any k ∈ N ∪ {0} and all radially symmetric functions ζ ∈ H 1 0 B 1 (0) we have
Proof. We perform the change of variables
Then by Theorem 2.7 for p = 2 there, it is enough to prove that (it is in fact equivalent by Remark 2.12)
Since w is radially symmetric, the above inequality is equivalent to
The proof of this readily follows from [FT, Lemma 7 .1] for q = 2p ⋆ /p there, or by [Mz, for dν = rY
Proof of Theorem A for p > 2. As in the case p ≤ 2, we can assume Ω = B 1 (0). Applying the transformation u = f k,D v we get by using both (2.5) and (2.8) that
where g k,D is given by (4.1).
Following [VzZ] , we use spherical coordinates x = (r, θ ) (r = |x| and θ = x/|x|) to decompose v(x) into spherical harmonics. For this purpose, let {h l } l∈N∪{0} be the orthonormal basis of L 2 (S n−1 ) that is comprised of eigenfunctions of the Laplace-Beltrami operator −∆ S n−1 (the angular part of the Laplacian when expressed in spherical coordinates). This has corresponding eigenvalues λ l = l(l + n − 2), l ∈ N ∪ {0} (see [Schn, Appendix] ). Thus
With these definitions we have the decomposition of v ∈ C ∞ c (B 1 (0)) in its spherical harmonics
In particular h 0 (θ ) = 1 and the first term in the above decomposition is given by the spherical mean of v on ∂ B r (0), that is
We now estimate the first term on the right hand side of (4.2). We have
which implies (note that ζ 0 is nonnegative since ζ is nonnegative)
This applied to (4.9) gives together with (4.8) and (4.7) that
Inserting (4.10) and (4.6) in (4.2), inequality (1.8) follows. Moreover, it is proved in the previous section that the exponent 1 + p ⋆ /p on X k+1 , k ∈ N, cannot be decreased.
A local estimate
The local estimate of Theorem 5.2 below is the key estimate in order to establish the series improvement to the Hardy-Morrey inequality that appears in Theorem B. To establish it we need the following weighted Hardy inequality with trace term.
Lemma 5.1. Let γ ∈ R\{0} and U be a bounded domain in R n , n ≥ 2, having locally Lipschitz boundary. Denote by ν(x) the exterior unit normal vector defined at almost every x ∈ ∂U . Then for all D ≥ R U := sup x∈U |x|, q ≥ 1, k ∈ N, all s = n and any v ∈ C ∞ c (R n \ {0}), there holds
Proof. Integration by parts together with Lemma 2.2 give
and since div{|x| −s x} = (n − s)|x| −s , x = 0, we get
if s < n, where we have also used the fact that |∇|v(x)|| ≤ |∇v(x)| for a.e. x ∈ U . We may write both inequalities in one as follows
This is inequality (5.1) for q = 1. Substituting v by |v| q with q > 1, we arrive at
The first term on the left of (5.2) can be written as follows
by Young's inequality. Thus (5.2) becomes
Multiplying by q we get (5.1). 
where D ≥ diam(Ω) and 1 < p = n. Then with q ∈ [1, p) and r ∈ (0, diam(Ω)), we have for any ball containing the origin that
where we have used Lemma 5.1 for U = B r , s = nq/p and γ = −q/p. By Hölder's inequality
The last inequality is true since 0 < Y k+1 (t) ≤ 1 for all t ∈ (0, 1]. For P r , noting that x · ν ≥ 0 for all x ∈ ∂ B r (B r is star-shaped with respect to any of it's points; thus 0 particular), we may also apply Hölder's inequality as follows
with A 0,k given by (2.11) with a = 0. By Hölder's inequality
Using now (2.5) we obtain the following estimate on K r
, where the last inequality is a consequence of 0 < Y k+1 (t) ≤ 1 for all t ∈ (0, 1]. Next we fix 0 < ε < (p − n)/n and estimate L r (x). By Hölder's inequality
Returning to the original function u on the right of (6.4), we obtain for all
At this point we use Theorem 5.2 with q = p/(1 + ε); that is
To couple this with (6.5) we need a positive constant λ = λ (n, p) such that
Taking any λ such that λ > (p − n)/p, keeping in mind that ε < (p − n)/n and recalling the definition of A 0,k , this is the same as
which is satisfied after a possible further restriction on D. More precisely, note once more that because of Remark 2.3 we can achieve (6.7) for sufficiently largeb =b(n, p) and all D ≥bD 0 . Plugging (6.6) to (6.5) we obtain 
