Abstract: In this paper we penetrate and extend the notion of local constancy in graphical models that has been introduced by Honorio et al. (2009) . We propose Neighborhood-Fused Lasso, a method for model selection in high-dimensional graphical models, leveraging locality information. Our approach is based on an extension of the idea of node-wise regression (Meinshausen-Bühlmann, 2006) by adding a fusion penalty. We propose a fast numerical algorithm for our approach, and provide theoretical and numerical evidence for the fact that our methodology outperforms related approaches that are ignoring the locality information. We further investigate the compatibility issues in our proposed methodology and derive bound for the quadratic prediction error and l 1 -bounds on the estimated coefficients.
Introduction
In the context of a graphical model, the concept of local constancy has been coined recently in Honorio et al., 2009 . The goal of the present paper is to penetrate this idea by providing a thorough analysis and an extension of this concept. Our approach is using the idea propounded by Meinshausen and Bühlmann (2006) for structure learning in Gaussian graphical models, and it incorporates an additional fusion penalty term that aims to enforce the structural constraint of local constancy. When the nodes of a graph have spatial information attached, then local constancy can be interpreted as a certain type of spatial regularity (see below). Conceptually, the entire neighborhood graph given by the graphical model is split into two subgraphs: (a) A local graph consisting of nodes that are spatially close, and (b) a non-local graph, where the edges connect nodes of two different spatial clusters of nodes. Our approach then assumes that we have prior structural knowledge about the local graph that we aim to incorporate into the estimation/model selection approach.
It is well known that a p-dimensional graphical model is given by a pdimensional Gaussian distribution with non-singular covariance matrix Σ of a random vextor X. The conditional independence of the components of X can be represented by occurrence of zero entries of precision matrix Σ −1 = Ω. The nonzero entries of the precision matrix define the edges of the graph corresponding to this multivariate Gaussian distribution.
Neighborhood selection algorithms aim to find all the neighbors of a node X a in a graphical model based on an i.i.d. sample. Meinshausen & Bühlmann [18] showed that this problem can be interpreted as an ensemble of l 1 -penalized regressions, each of which can be solved using the lasso algorithm of Tibshirani (1997) . Our proposal is an extension of this approach. In order to incorporate this additional structural constraint we assume that the prior structural knowledge can be translated into a local neighborhood graph, which we think of being comprised of regular graph objects such as chains, cycles, lattices or cliques. The availability of additional locality information is critical when data is observed in a certain manifold with spatial geometry. The assumption of local constancy, in some sense, enforces spatial regularization on structure learning and thereby stimulates the search for probabilistic dependencies between local clusters of nodes. We would like to emphasize that the knowledge of this prior structural information is based on domain knowledge and hence known beforehand.
We propose to use the Meinshausen & Bühlmann approach and to add a new penalty term which, in essence, generalizes the fused lasso penalty (see Tibshirani, 2005 ) by extending the prenalty term over differences of nodes in the local neighborhood graph, which in turn is given by the prior structural information. This leads to the neighborhood-fused lasso procedure, a model selection method for locally constant Gaussian graphical models. We provide theoretical and numerical evidence that our approach outperforms competing model selection algorithms where locality information is ignored.
The paper is organized as follows: In section 2 we first provide an overview of related work. Sections 3 and 4 then provide a precise definition of our approach descibed above, and a discussion of local constancy, respectively. In section 5 we propose our optimization algorithm, before we present both both finite sample and large sample properties of our appraoch in section 6. We prove theoretically that introducing a local penalty term reduces the finite sample type-I error probability in model selection and leads to equivalent accuracy with smaller sample size than competitors. We also discuss data dependent choice of the penalty parameters, which avoids the use of cross-validation based methods. We study the asymptotic l 1 properties of our estimator to find sufficient conditions on design matrix and regularization parameters to find nice asymptotic bounds in parameter estimation and prediction in terms of l 1 and l 2 metric, respectively. In particular, our theoretical analysis reveals that with our assumptions our proposed method displays all the desired properties like sign-consistency and model selection consistency. Some numerical results can be found in section 7. The proofs are delegated to the appendix.
A Review of Related Work
Going back to Dempster [8] who introduced Covariance Selection to discover the conditional independence restrictions (the graph) from a set of i.i.d. observations, many methods have been proposed for sparse estimation of the precision matrix in a Gaussian graphical model. The proposed procedures usually rely on optimization of an objective function [9, 16] . While modern technological developments and high computing power enable us to deal with high dimensional models, there still are computational challenges. Usually, greedy forward-selection or backward-deletion search is used. In forward (backward) search, one starts with the empty (full) set and adds (deletes) edges iteratively until a suitable stopping criterion is fulfilled. The selection (deletion) of an edge requires an MLE fit [21] for O(p 2 ) many models, making it a suboptimal choice for high-dimensional models where p is large. Also, the MLE might not exist in general for p > n (see [4] ). In contrast, neighborhood selection using lasso, as proposed by Meinshausen and Bühlmann [18] , relies on optimizing a convex function applied consecutively to each node in the graph, thus fitting O(p) many models. Fast lasso-type algorithms and data dependent choices for regularization parameter reduce the computational cost. Unlike covariance selection, this algorithm estimates the dependency graph by sequential estimation of individual neighbors and subsequent combination by taking unions or intersections. Other authors have proposed algorithms for the exact maximization of the l 1 -penalized log-likelihood. Yuan & Lin [28] proposed an l 1 -penalty on the off-diagonal elements of the concentration matrix for its sparse estimation with the positive definiteness constraint. They showed that this problem is similar to the maxdet problem (see Vandenberghe et al. [26] ), and thus solvable by the interior point algorithm. A quadratic approximation to the objective function in their proposed method leads to a solution similar to Meinshausen & Bühlmann. Banerjee et al. [1] viewed this as a penalized maximum likelihood estimation problem with the same l 1 -penalty on the concentration matrix. Constructing the dual transforms the problem into sparse estimation of the covariance matrix instead of the concentration matrix. They proposed block coordinate descent algorithm to solve this efficiently for large values of p. They also showed that the dual of the quadratic objective function in the block-coordinate step can be interpreted as a recursive l 1 -penalized least square solution. Friedman, Hastie & Tibshirani [10] used this idea successfully to develop an algorithm known as graphical lasso. Using a coordinate descent approach to solve the lasso problem speeds up the algorithm to a considerable extent, making it quite fast and effective for a large class of high-dimensional problems.
In all the aforementioned methods, information on the local geometry is not taken into consideration. Often one encounters data that are measured on a certain manifold. E.g., data describing some feature on the outline of a (moving) silhouette, or pixels or voxels in an 2-d or 3-d image, respectively. In most of these problems, spatially close variables have a structural resemblance in terms of probabilistic dependence. Exploiting this local behavior might lead to faster and/or more efficient estimation. Honorio, Ortiz, Samaras et al. [14] introduced the notion of local constancy. According to them, if one variable X a is conditionally (in)dependent of X b , then a local neighbor of X a in that manifold is likely to be conditionally (in)dependent of X b as well. They developed acoordinate direction descent algorithm to solve a penalized MLE problem that penalizes both the l 1 -norm of the precision matrix and the l 1 -norm of local differences of the precision matrix, expressed as its "diagonal excluded product" with a local difference matrix. Local geometry has been addressed, although implicitly, by Tibshirani et al. [23] in the context of fused lasso. Chen et al. [6] used this idea and proposed graph guided fused lasso for structure learning in multi-task regression, where the output space is continuous and the outputs are related by a graph. The input space is high dimensional and outputs that are connected by an edge in the graph are believed to share a common set of inputs. The goal then is to learn the underlying functional map from the input space to the output space in a way that respects the similar sparsity pattern among the covariates that are believed to affect the output variables that are connected. Local smoothing by penalizing differences of neighboring nodes has been discussed in Kovac and Smith [15] in the context of nonparametric regression based on observations on nodes of a graph. Their algorithm aims to split the image into active sets and subsequently merge, split or amalgamate them in order to minimize a penalized weighted distance.
Neighborhood selection using Fused Lasso
Like Greenshtein & Ritov [11] and Meinshausen & Bühlmann [18] we work in a set-up where the number of nodes in the graph p(n) and the covariance matrix Σ(n) depend on the sample size. Consider the p(n)-dimensional multivariate random variable X = (X 1 , · · · , X p ) ∼ N (µ, Σ). The conditional (in)dependence structure of this distribution can be represented by the graph G = (Γ(n), E(n)), where Γ(n) = {1, · · · , p(n)} is the set of nodes corresponding to each coordinate variable and E(n) the set of edges in Γ(n) × Γ(n). A pair of nodes (a, b) lies in E(n) if and only if X a is conditionally dependent of X b , given all other remaining variables X Γ(n)\{a,b} = {X k : k ∈ Γ(n)\{a, b}}.
The neighborhood ne a of a node a is defined as the smallest subset of Γ(n) \ {a} such that given ne a , X a is conditionally independent of all the remaining nodes. In other words, neighbors of a certain node consists of the coordinates that are conditionally dependent on that particular node. As already mentioned, the conditional independence can be represented by occurrences of zero entries at respective cells of precision matrix Ω, i.e., X a ⊥ X b |X Γ(n)\{a,b} iff Ω ab = Σ −1 ab = 0. The neighborhood selection / model selection algorithms aim to find all the neighbors of a node X a , given n i.i.d. observations of X. Meinshausen & Bühlmann considered this as a penalized regression problem, where each variable is regressed on the remaining variables with an l 1 penalty on the estimated coefficients.
By the above definition of neighborhood, we have, for all a ∈ Γ(n) that
An alternative definition of neighborhood of X a is given as the non-zero components of θ a where θ a is given by
In light of the above definition, the set of neighbors of a node a ∈ Γ(n) is
Given the domain knowledge we construct a regular graph G local that is representative of the underlying spatial geometry. We call it a local neighborhood graph. For example, G local could be a chain graph, a two or three dimensional lattice or more generally a collection of cliques or wheels. Let E local denote the edge set corresponding to G local , then define:
Definition 3.1. X a and X b are local neighbors with respect to G local if the edge connecting them belongs to E local .
Note that the edge between X a and X b need not belong to E(n). Now if one incorporates the local constancy property to this graph, the neighborhood becomes more structured. By local constancy, if X b is conditionally independent of X a given the other nodes (and hence, there is no edge between a and b), it is likely that a local neighbor X b of X b is also conditionally independent of X a , making both θ a b and θ a b equal to zero. Thus, the zeroes of θ a are expected to reflect the sparsity pattern.
We now generalize the traditional fused lasso algorithm [23] to satisfy our purpose of estimating the zeros and non-zeros of the precision matrix by exploiting the locality information given by the local neighborhood graph G local . Before doing that we carefully define the difference matrix. Consider an m × p matrix D where m = |E local | is the total number of pairs of local neighbors. Assuming that we have a labelled sequence of nodes Γ(n) = {1, 2, · · · , p(n)}, arrange the pairs of local neighbors in a sequence
where ne l (X u ) denotes the set of local neighbors of X u . The inequality v u > u is included to ignore double counting. Note that B is nothing but a convenient ordering of edges in G local , and hence B contains the same information as G local .
It should also be mentioned that our results are not influenced by the particular labelling used. The k th row is given by D k,. = e i − e j where (i, j) is the k th element of the local neighbor sequence and e i , e j denote two canonical basis vectors of R p where the 1's occur at i th and j th position, respectively. This way each pair is represented by a row in the difference matrix. We denote by D a the m a × p sub-matrix of D selecting all the rows with a th entry being 0. In other words, D a is the difference matrix corresponding to all the local neighbor pairs not involving X a . The number of local neighbors of X a in Γ(n) \ {a} is m a . It should be noted that throughout our discussion we shall assume that the local neighborhood structure is known to us, meaning that D is known beforehand and it does not depend on the data. Now we define the neighborhood-fused LASSO estimateθ a,λ,µ of θ a .
where ||x|| 1 denotes the l 1 -norm of x. Penalizing both the l 1 -norms of θ and D a θ implies parsimony, thus ensuring sparsity and local constancy at the same time. This property helps us in variable selection and thereby leads to neighborhood selection. Note that we are referring to both the non-local and the local neighbors. The neighborhood estimate of node a is defined by the nodes corresponding to non-null coefficients when X a is regressed on the rest of the variables with the fused lasso penalty in (3.3), in other wordŝ denotes the b-th component of the vectorθ a,λ,µ . It is clear that the selected neighborhood depends on the value of λ and µ chosen. Large values of λ and µ will give rise to more sparse solutions. Usually the regularization parameters are chosen by some cross validation criteria. But in this paper we will find a data driven approach for selection of regularization parameters that speeds up computation and ensures asymptotic consistency in model selection. Meinshausen and Bühlmann derived a data driven choice for λ in their paper. We will extend their method for simultaneous selection of λ and µ from the data.
A Discussion of Local Constancy
Here we discuss further formalizations of the notion of local constancy. It should be noted again that the definition is linked with the ideas used by Honorio et al. [14] , but our definition is more general in nature. First we introduce the notion of diagonal excluded matrix product. Given a matrix A, its zero operator is defined as Z(A) := (I(A ij = 0)) i,j where I is the indicator function. The diagonal excluded product of two matrices A and B can now be defined as,
imsart-generic ver. 2011/11/15 file: NFL-ArXiv.tex date: November 3, 2014 where • denotes the Hadamard product of matrices. Although the name does not clearly show how diagonals are removed from the product, usually if A is taken to be a difference matrix defined above, this will eventually lead to the exclusion of diagonals of the matrix B.
A more quantitative perspective
First observe that the absolute values of the non-zero entries of D Ω are of the form |ω jk − ω jk | where (k, k ) corresponds to a pair of local neighbors. In fact, we have D Ω 1 equals the sum of all the absolute values of the differences ω ik − ω jk , k / ∈ {i, j} for local neighborhood pairs (i, j). In other words, if we think of the entires ω ik as measuring conditional dependence of two nodes, then D Ω 1 measures in how different the local neighborhood pairs are with respect to conditional dependence. A small value of D Ω 1 indicates that the local neighbors behave similarly in this respect.
Thus, one way to define the local constancy property is to impose a bound on the norm of the difference of local neighbors. We say a model exhibit ( ,
where · p denotes the l p norm. For our purpose, the best candidate would be p = 1 for certain desirable properties like sparsity and convexity. However, a different choice of norm would lead to a different solution which might be more appropriate for other types of problems. With p = 1, this definition coincides with Honorio's local penalty criterion. It should be noted that the parameter controls the degree of local constancy so this is closely related to the tuning parameter we are going to use. This serves as a constraint on certain matrix parameters that we are trying to estimate. A small would ensure a high level of local constancy where a large would do the opposite.
A Bayesian Perspective
Since the locality information is being used here as a prior information, it makes sense to interpret it from a Bayesian perspective. Let π(Ω) denote a probability distribution on the space of positive definite matrices. Then one can say that an ( , δ, G local , l p )-local constancy property holds for this model if
Here we need to assume that δ < 1. The parameter controls the degree of local constancy and the δ parameter is indicative of our prior belief about the local constancy.
One can also think of defining local constancy by replacing Ω in sections 4.1 and 4.2 by the partial correlation matrix Π. Even though the definition imsart-generic ver. 2011/11/15 file: NFL-ArXiv.tex date: November 3, 2014 makes sense, the natural transition from the difference matrix used in [14] to our analogue D a will not be consistent with it. The difference terms corresponding to partial correlation matrix will be
But, when we regress X j on the rest of the nodes, then the local difference we aim to penalize is 
Optimization method
First we briefly review the existing algorithms used for optimization of fused lasso type problems. Broadly speaking, there are two fundamental classes of algorithms used in this type of problems: (a) Solution path algorithms -which finds the entire solution for all values of the regularization parameters and (b) Approximation algorithms -which attempt to solve a large scale optimization given a fixed set of regularization parameters using first order approximations.
Friedman et al. [10] formulated the path-wise optimization method for the standard fused lasso signal approximation problem where the design matrix X = I. The algorithm was two-step and the final solution is obtained by softthresholding the total-variation norm penalized estimate obtained in the first step. The basic challenge in applying the coordinate descent algorithm to a fused lasso problem is the non-separability of the total variation penalty unlike usual lasso where the l 1 -penalty is completely separable. So they used a modified coordinate descent approach where the descent step was followed by an additional fusion and smoothing step. However, this method works only for the total variation penalty and does not extend to fused lasso regression problems with generalized fusion penalty like our situation. Hoefling [13] proposed a path-wise optimization algorithm for generalized fusion penalties in fused lasso signal approximation problem. This algorithm uses the fact that when varying the penalty parameter, the corresponding sets of fused coefficients do only change at finitely many values of the penalty parameter. Tibshirani and Taylor [24] proposed another path algorithm for the fused lasso regression problem with a generalized fused lasso penalty by solving the dual optimization problem. However, the path algorithm they devised can be applied only when the design matrix is full rank and hence is not applicable for high dimensional problems. In order to resolve the problem when the matrix is not full rank, they proposed to add an infinitesimal perturbation β 2 . However, this does not solve the problem completely as a small leads to ill-conditioning and increasing number of rows in the generalized fused penalty matrix causes inefficient solutions because of an increasing number of dual variables.
Approximation algorithms were developed to find efficient solutions to general fused lasso problem with a fixed set of penalty parameters, regardless of its rank and they usually adapt themselves to high dimensional problems quite easily. Usually these approximation algorithms are based on first order approximation type methods like gradient descent. Liu et al. [17] proposed the efficient fused lasso algorithm (EFLA) that solves standard fused lasso regression problem by replacing the quadratic error term in the optimization function by its first order Taylor expansion at an approximate solution followed by an additional quadratic regularization term. The approximate objective function has a fused lasso signal approximation form and can be solved by applying gradient descent on its dual which is a box-constrained quadratic program. Chen et al. [7] proposed the smoothing proximal gradient method to solve regression problem with structured penalties that closely resemble our objective function. The basic idea is to approximate the fused penalty term Dβ 1 by a smooth function and devise an iterative scheme for an approximate optimization. They use the smooth functionΩ
Convexity and continuous differentiability of this function follows from Nesterov [19] . One may now proceed using standard first order approximation approach like FISTA [2] which works like EFLA. However this process is computationally intensive and not a feasible approach in our case where we need to do a nodewise regression. Another algorithm for tackling a similar problem is known as Split Bregman algorithm [27] . It was proposed for standard fused lasso regression and later extended to generalized fused lasso regression. The SB algorithm is derived from augmented Lagrangian [12, 20] , which adds quadratic penalty terms to the penalized objective function and alternatingly solves the primal and dual starting from an initial estimate. This is also computationally intensive unless one has a simple structure constraint on the parameters. We propose a different algorithm to solve our optimization problem. We show that the neighborhood-fused lasso problem can be reparametrized into a standard lasso problem, thus simplifying the optimization procedure.
The neighborhood-fused LASSO estimateθ a,λ,µ of θ a can be written aŝ
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where G + a is the Moore-Penrose inverse of G a . We findθ a,λ,µ from the following relation (see lemma 5.1 for details)
We note that since G a has full column rank, G + a has full row rank. Thus, the following lemma can be applied here.
Also assume that G is of full column rank. Theñ
One interesting observation here is that although we started with the assumption that ω = G a θ ∈ C(G a ), where C(G a ) denotes the column space of G a , we did not optimize over C(G a ) but did the same over all ω. See the proof of lemma 5.1 for details. The heuristic idea behind this is that we find the minimizer on C(G a ) by projecting the global minimizer onto C(G a ) and the projection operator is given by G a G + a . The objective function in (5.2) combines the two l 1 penalties into a single l 1 penalty and thus could be easily solved by any of the standard LASSO algorithms. The parameters λ and µ are chosen according to theorem 6.7. We show by several simulations that the proposed method performs better than Meinshausen -Bühlmann's method or graphical lasso in situations where local constancy holds.
Theoretical Properties of NFL

Model selection consistency and choice of penalty paramteters
From discussion in section 3, it can be seen that using neighborhood-fused lasso leads to efficient model selection when applied successively to all the nodes. In this section, we show that our proposed method leads to asymptotically consistent model selection similar to the procedure by Meinshausen and Bühlmann. The choice of the regularization parameters is crucial in such cases. Moreover, we show that our proposed choice of regularization parameters not only ensures convergence to the "true" model but the convergence is faster than the Meinhausen-Bühlmann's method when the underlying model is indeed locally constant. This property is also supported by our simulation results shown in section 7.
Assumptions
In order to prove consistency of our method for Gaussian graphical models, we need to work with the following assumptions. Assumptions [A1] Dimensionality : ∃γ > 0, such that p(n) = O(n γ ) as n → ∞. Note that γ > 1 is included thus allowing p n.
[A2] For all a ∈ Γ(n) and n ∈ N, V ar(X a ) = 1. There exists v 2 > 0, so that for all n ∈ N and a ∈ Γ(n), V ar(X a |X Γ(n)\{a} ) ≥ v 2 . This means that all the conditional variances are bounded away from 0.
[A3] Sparsity : There exists some 0 ≤ κ < 1 so that max a∈Γ(n) |ne a | = O(n κ ) for n → ∞.
[A4] Local Neighborhood Sparsity: The number of local neighbors also can grow at polynomial rate of n, i.e., ∃β 0 ≥ 0 such that the maximum number of local neighbors of a node max a∈Γ(n) |ne l (a)| = O(n β0 ) for n → ∞. For convenience we let K > 0 be such that 2 + max a∈Γ(n) |ne l (a)| < Kn β0 .
[A5] l 1 -Boundedness: There exists some ϑ < ∞ so that for all neighboring nodes a, b ∈ Γ(n) and all n ∈ N, θ a,ne b \{a} 1 ≤ ϑ. . There exists some δ 1 < 1 so that for all a, b ∈ Γ(n) with
Similar to Meinshausen and Bühlmann's interpretation, we can describe an intuitive condition which implies the last two assumptions. Define
According to the characterization of ne a derived from (3.2), ne a = {k ∈ Γ(n) : θ a k (0, 0) = 0}. One can think of a two-dimensional perturbation approach in which one tweaks the parameters η 1 and η 2 in a way that the perturbed neighborhood ne a (η 1 , η 2 ) = {k ∈ Γ(n) : θ a k (η 1 , η 2 ) = 0} is identical to original neighborhood ne a (0, 0). The following proposition shows that the two assumptions of neighborhood stability are fulfilled under this situation. The terms S a (b) and T a (b) measure the sub-gradient of the lasso penalty and the neighborhood-fused lasso penalty respectively. Having a small l 1 bound on them enforces the stability of the estimated coefficients, and hence stability of neighbors. See section 9 for proof of the proposition.
We start the presentation of the theoretical results with a lemma (proven in section 9) characterizing the minimizer of our objective function in terms of its subdifferential.
A vectorθ is a solution to the fused LASSO problem described above iff
This lemma builds the foundation of several of the following results and will be used frequently to prove them. Sign consistency is one of the major properties that a model selection method should exhibit. Before we study the model selection consistency of our estimators, we show, in the following lemma that the neighborhood-fused lasso estimator is sign-consistent. 
Observe that this lemma, in turn, preserves the asymptotic equality of signs of local neighbors. If X b and X b are local neighbors, then with high probability, when regressing X a on the remaining variables, the coefficients of X b and X b will have the same sign. This is a direct consequence of local constancy of the estimated regression coefficients.
Our results show that, just like in Meinshausen and Bühlmann, a rate slower than n −1/2 is necessary for the regularization parameters for consistent model selection in the high dimensional case where the dimension may increase as a polynomial in the sample size. Specifically if λ decays at n and µ decays as n − 1−ε 2 −β0 where 0 < β 0 < κ < ε < ξ are as in assumptions [A1]-[A8], the estimated neighborhood is almost surely contained in the true neighborhood. Hence the type-I error probability goes to 0. This is formally stated in the following theorem (see section 9 for a proof). with some β 0 ≥ 0 and 0 < κ < ε < ξ and d 1 , d 2 > 0. There exists some c > 0 such that for all a ∈ Γ(n),
The assumptions of neighborhood stability and local neighborhood stability are not redundant. The following proposition shows that one can not relax the assumptions A7 and A8. , then for λ n , µ n as in theorem 4.6,
On the other hand, with the same sets of assumptions, one can show that the type II probability, i.e., probability of falsely identifying an edge as a potential connection exponentially goes to 0. This has been formally stated and proved in the following theorem (see section 9 for a proof).
Theorem 6.6. With all the assumptions of theorem 4.6 and λ, µ as before,
On Model Selection in Graphs
It follows from the discussion so far that consistent estimation of nodes is possible using our approach. However, one of the original goals of our method is to estimate the entire underlying graphical model, which can be accomplished by combining the estimated neighborhoods in some way. Two different methods of combination have been proposed
In our simulations, we combined them following the union method. It has been observed that the differences vanish asymptotically when a regular lasso is applied. Although we did not theoretically study this for our case but our experiments indicate that they do not vary much asymptotically.
Finite Sample Choices for Penalty Parameter
Theoretic exploration in asymptotic domain does not cast much light on the choices of regularization parameter in real life, finite sample problem. It is hard to ensure consistency or absolute containment like theorem 6.4 or 6.6. However, following the idea proposed by Meinshausen and Bühlmann, one can consider the connectivity component of a node, which is defined as the set of nodes which are connected to it through a chain of edges. Generalizing the results from Meinshausen & Bühlmann, the following theorem shows (see proof in section 9) that the estimated connectivity component derived from neighborhood-fused lasso estimate will belong to the true connectivity component with probability (1 − α), for any chosen level of α ∈ (0, 1). 
we have
are the true and estimated connectivity components of a, K, β 0 are certain constants andΦ = 1 − Φ.
The choice of K and β 0 depends on the rate of growth of the local neighborhood with increasing sample size. In our simulations, we found that for models with constant dimension and increasing sample size, K = 1 and β ∈ 0, 1 2 works fine.
As shown in the simulations, we get a higher convergence speed as compared to Meinshausen-Bühlmann's method by applying a neighborhood-fused lasso penalty for nodewise regression when the underlying model exhibit local constancy. This can be proved using the following lemma (proof in section 9).
Lemma 6.8. The upper bound of type I error probability in neighborhood fused lasso is smaller than that of the Meinshausen & Bühlmann procedure. 1 Lemma 6.8 does not specify how much the maximal false positive probability is reduced. This can be understood after going through its proof. Roughly speaking, the reduction in the upper bound is given by
a,i ), and δ 1 , δ 2 are as in the proof of theorem 6.4. Essentially, it is shown in the proof that the neighborhood fused lasso reduces a dominant portion of the type 1 error (given by the second factor) by a fraction (given by the first factor) shown above. Looking at the proof of theorem 6.4, it is seen that the
Bµ is the principal contributor to the probability of false positives. The corresponding term using usual lasso is P 2n −1 X a , V b ≥ (1 − δ 1 )λ . Lemma 6.8 makes use of this fact and it also shows that substantial reduction takes place when the local neighborhood grows. So, this method invariably performs better than the Meinshausen-Bühlmann's method with respect to a minimax criterion (in a sense that is minimizes the maximum probability of false positives), and the improvement is more when the local neighborhood grows faster. It also implies that it can perform as bad as usual lasso regression as the worst case scenario.
Compatibility and l 1 properties
In our attempt to Gaussian graphical model learning, we adopt the MeinshausenBühlmann approach, i.e., do a componentwise penalized regression. However, one should keep in mind that in the process of doing so, the design matrix (which is random here) changes at every iteration. In previous section we discussed the asymptotic model selection consistency of our estimator. In this section, we shall go beyond model selection and explore conditions under which our neighborhood-fused lasso estimate exhibit nice asymptotic l 1 properties. We shall carry out our theoretical analysis under the assumption that the linear regression model holds exactly, with some underlying "true" θ 0 . Most of the theoretical results in this section have been derived in the light of discussions in [5] .
We start with a quick recapitulation of the notation we are going to use here. If X = (X 1 , X 2 , · · · , X p ) ∼ N (0, Σ), one assumes a node-wise regression model
where X a denotes the a-th component, X a denotes all the components except a and ∼ N (0, σ 2 I n ) for some σ 2 . Also assume that Σ := ((σ ij )) i,j=1,...,p and
is the precision matrix. If E denotes the edge set in the conditional independence graph then (i, j) / ∈ E ⇔ σ ij = σ ji = 0. The design matrix X a is obtained by deleting the a-th column of the data matrix. In the high dimensional set up, where one generally has lesser number of samples that model dimension (n < p), we assume an inherent sparsity in the true θ a . This sparsity is also ensured if we assume that the underlying conditional independence graph is sparse. Let us assume 
In our situation, we have added another penalty term D a θ a 1 along with the lasso penalty term. Hence, our estimator is given bŷ
Note that this new definition of our estimator is exactly same as what was defined in 3.3.
The Compatibility Condition for NFLasso
As mentioned in the earlier section, we shall develop our theory based on the assumption of a linear truth. We try to provide an upper bound on the prediction error. The following lemma forms the basis of our derivation.
Lemma 6.9. The basic inequality
It should be noted that the number of non zero elements in the column of the matrix D a denotes the number of local neighbors that particular node has (except node a). Let us assume that the number of local neighbors is O(n β0 ). Fixing n, let us also assume that the number of local neighbors is bounded by B. Then, it follows from lemma 6.9 using
The basic objective of using a penalty parameter is to overrule the empirical process term
Our goal is to choose a λ and a µ such that the probability that the empirical process term in the right hand side exceeds λ + Bµ is small, so that with high probability the right hand side could be dominated by (λ + Bµ) θλ,µ
. To that effect, we define
Our objective is to show that for some particular choice of λ 0 and µ 0 , Λ a has high probability. Now one should keep in mind that both a and X a j are random here. One can make the valid assumption of their individual Gaussian law and independence. We formalize these notions in the following proposition. 
The proof of this proposition is straightforward and hence skipped. The following results show that for suitable choice of λ 0 and µ 0 , P (Λ a ) is high.
Lemma 6.11. Under the assumption that σ i = 1 ∀i = 1, 2, · · · , p,
In particular, with λ 0 = 2(t+log p) n > 0 and µ 0 = 2 B 2 n (t + log p), then
Corollary 6.12. Assume that σ i = 1 ∀i = 1, 2, · · · , p and that p = O(n γ ). Let the regularization parameters be
Then the following is true
The following lemma provides an upper bound on the estimation error.
Lemma 6.13. Assume that σ i = 1 ∀i = 1, 2, · · · , p and that p = O(n γ ). Let the regularization parameters be
Also let δ min be the smallest non-zero singular value of X a . Then we have
Oracle Inequalities
We now try to derive some oracle inequalities which will provide l 1 bound for our neighborhood-fused lasso estimate. Following Bühlmann's notation, let us write, for an index set S ⊂ {1, 2, · · · , p}, θ a,j,S := θ a,j 1{j ∈ S}, imsart-generic ver. 2011/11/15 file: NFL-ArXiv.tex date: November 3, 2014 θ a,j,S c := θ a,j 1{j / ∈ S}.
We need some more notation. Split the matrix D a as follows:
where D a S,S consists of all rows such that both the non zero terms belong to S. D Lemma 6.14. On Λ a , if we choose λ ≥ 2λ 0 and µ ≥ 2µ 0 , we have
It can be easily verified that if λ ≥ 3 +
14
∆ Bµ for some ∆ > 0, we have
This helps us to simplify the consequences lemma 6.14, which implies that
Combining with the aforementioned condition, we get where φ 0,a > 0 is some constant. However,θ λ,µ a being random, this condition can not hold unanimously for all θ ∈ R p . Bühlmann provided a compatibility condition so that this is true. In our situation, we found a similar condition like them to carry out further analysis. It should be noted that our compatibility condition is weaker than the compatibility condition Bühlmann provided. However, we need to work under the assumption that λ ≥ 3 + 
Following Bickel et al. [3] , we shall refer to φ 2 0,a as the restricted eigenvalue. Here we provide a detailed explanation of this phenomenon. Observe that the compatibility condition could be re-written as
, so that φ 0,a could be taken as the square root of the infimum assumed by the right hand side. Observing further that
0,a can be assumed to be the minimum eigenvalue over the restricted set {θ :
With this compatibility condition imposed, we derive the following oracle inequality and assume that σ i = 1, i = 1, 2, · · · , p. Then with probability 1 − e −t ,
Theorem 6.17 provides a unified way to deal with both the squared estimation error and the absolute error of the estimated parameters in neighborhood fused lasso regression. It can be seen that for increasing n, with probability increasing to 1, the absolute difference of our NFL estimator from underlying truth is bounded by
.
For large values of n, this is approximately equal to
which is a positive and decreasing function of t n if t n > 18. This is automatically satisfied for all ∆ > 0. So, it can be easily seen, using the assumption t ≥ 2n 3 + In this simulation we repeat the exact scenario presented in Honorio's first simulation setting. The Gaussian graphical model consists of 9 variables as shown in figure 7.1. It deals with both local and non-local interactions. Our method is compared to Meinshausen-Bühlmann's method and graphical lasso. We run our simulation for 4 different sample sizes n = 4, 50, 100 & 400. For each sample size, we run the simulation 50 times and estimate the neighborhood for each iteration. We construct a weighted graph with edge weight corresponding to the frequency of its occurrence in all of those 50 iterations. 
Ground Truth
Simulation 2
In this simulation study we take a 50 dimensional normal random vector with zero mean. The diagonals of the precision matrix are all 1 and all the nonzero off-diagonal entries are 0.2. The conditional (in)dependence graph of this vector consists of both spatial (local) and non-spatial neighbors where the local neighborhood structure is linear (one dimensional lattice). There are two groups of distant neighbors. We generate n i.i.d. samples from the corresponding normal distribution. We run the simulation for n = 10, 25, 50, 100, 500, 1000. We try to reconstruct the conditional (in)dependence graph from the data using Graphical LASSO (we use an oracle version of graphical lasso where the choice of penalty parameter is contingent on the actual number of edges in the true model), Meinshausen -Bühlmann's coordinate-wise LASSO and our coordinatewise generalized Fused LASSO approach. For each n, we run the simulation 50 times and calculate the number of correctly identified edges and that of falsely identified edges for each iteration. The mean and standard deviations are shown in the table 7.1 and table 7.2. Figure 7 .2 shows the relative performance of the competing methods for different sample sizes. Sample size increases from top to bottom. In the figure we include comparison for two additional sample values. They are n = 5000 and n = 10000 respectively.
Method
Parameters n = 10 n = 25 n = 50 the true model faster than Meinshausen-Bühlmann's method. It is also shown theoretically in lemma 6.8.
Discussion and Future Works
In this paper, we have successfully extended the Meinshausen-Bühlmann approach of model selection in Gaussian graphical models where the assumption of local constancy holds. We also provided a rigorous and generalized definition of local constancy and used it to propose neighborhood-fused lasso (NFL), an algorithm to solve the problem by penalizing the differences of local neighbors given by a pre-determined graph G local . We have used a generalized version of fused lasso in order to accomplish our objective. Our algorithm reduces the fused lasso problem into a regular lasso problem for a given set of regularizing parameters and thereby fast solutions are readily available. We were able to provide data dependent choices for the tuning parameters in order to establish asymptotic consistency in model selection. We substantiated our theoretical discussion on asymptotic model selection consistency with simulations that furnished desired results. We also proved, both theoretically and experimentally, that incorporating local constancy ensures faster convergence to the underlying truth, meaning that similar accuracy is achieved with smaller sample size. This phenomenon is somewhat similar to what Buhl [4] and Uhler [25] observed while investigating the existence of MLE's in Gaussian models with certain geometric structures. They were able to prove the existence of MLE of a higher dimensional model with relatively smaller sample size. Our findings are somewhat reminiscent of these results. We also discussed about the compatibility issue while doing regression with local constancy and were able to derive sufficient conditions under which l 1 boundedness of estimated parameters is ensured. On top of that we also provided an upper bound for the quadratic prediction error.
There are many extensions possible for future research. Firstly, instead of using the pre-defined local graph G local , one can think of alternative ways to grow or shrink the local neighborhood adaptively. Secondly, as discussed in section 4, one can think of devising an algorithm that penalizes the differences of partial correlations instead of the elements of the precision matrix. Thirdly, (because of the compatibility issue) regular lasso or fused lasso might fail to perform up to the mark if the model is ill-conditioned or the compatibility assumptions do not hold. One can think of using adaptive lasso or modify it accordingly in order to incorporate the local constancy property. Some preliminary simulations in this direction look promising. Thirdly, a Bayesian approach could be pursued where one can start with some prior distribution on the inverse covariance matrix respecting the local constancy property and use the Bayesian definition of local constancy in this paper (see 4.2) to come up with a novel alternative method.
Appendix.
Proofs of Theoretical Results
Proof of lemma 5.1. Let G +ω = β 0 . We will show that β 0 =β. We know from definition ofω that ∀ω
Since the objective function is convex, the minimizer in C(G) is obtained by projecting the grand minimizer onto C(G). Hence,
Therefore, for any ω ∈ C(G), we have
Since G is full column rank, G + G = I. Hence,
Therefore we get that
Proof of proposition 6.1. The proof can be found in Supplement A.
Proof of lemma 6.2. The subdifferential of
is given by {G(θ) + λe 1 + µe 2 : e 1 ∈ S 1 , e 2 ∈ S 2 } where
where D a .b denotes the b th column of the matrix D a . This is same as the total number of local neighbors of b except a. The lemma follows.
Proof of lemma 6.3. This proof can be found in Supplement A.
Proof of theorem 6.4. The eventne λ,µ a ne a is equivalent to the event that there exists some node b ∈ Γ(n) \ cl a in the set of non-neighbors of node a such that the estimated coefficientθ 
Let E be the event that max k∈Γ(n)\cla G k θ a,nea,B,λ,µ < λ + Bµ.
Conditional on E, it follows from Meinshausen-Bühlmann's discussion thatθ a,nea,B,λ,µ is also a solution to the fused LASSO problem with A = Γ(n) \ {a}. Aŝ θ a,nea,B,λ,µ b = 0 for all b ∈ Γ(n)\cl a , it follows thatθ a,λ,µ b = 0 for all b ∈ Γ(n)\cl a . By 6.2 ,
It suffices to show that there exists a constant c > 0 so that for all b ∈ Γ(n) \ cl a ,
By lemma 6.3, there exists a c > 0 so that with probability 1 − O(exp(−cn ε )), sgn θ a,nea,λ,µ
In this case, it holds by lemma 6.2 that
The absolute value of the coefficient G b is hence bounded by
with probability 1 − O(exp(−cn ε )). Conditional on X cla , the random variable X a −Xθ Since σ
, V b is stochastically smaller than or equal to 2n −1 X a , V b . It remains to show that for some c > 0 and some 0 < δ 1 , δ 2 < 1,
If X a and V b are independent, E(X a V b ) = 0. Using Gaussianity and bounded variance of both X a and V b , we obtain existence of some g < ∞ such that E (exp(|X a V b |)) < g. Hence using Bernstein inequality and boundedness of λ and µ, it holds for some c > 0 that for all b ∈ ne a (see lemma 6.8 for detailed proof),
which completes the proof.
Proof of proposition 6.5. We follow the proof of theorem 6.4 and claim that with the above assumptions, for all a, b with b / ∈ ne a ,
Following similar arguments afterwards, it can be concluded that with some δ 1 > 1 and δ 2 > 1 as n → ∞
It holds for the third term that for any g 1 > 0, g 2 > 0,
which combined with the previous result proves the proposition.
Proof of theorem 6.6. Observe that P ne a ⊆ne λ a = 1 − P ∃b ∈ ne a :θ a,λ,µ b = 0 .
Let E be the event max k∈Γ(n)\cla |G k θa,nea,λ,µ | < λ + Bµ.
On E, following similar arguments as before, we can conclude thatθ a,nea,λ,µ = θ a,λ,µ . Therefore
It follows from the proof of Theorem 4.6 that there exists some c > 0 so that
. Using Bonferronis inequality, it hence remains to show that there exists some c > 0 so that for all b ∈ ne a , P θa,nea,λ,µ = 0 = O(exp(−cn ε )), which follows from lemma 6.3.
imsart-generic ver. 2011/11/15 file: NFL-ArXiv.tex date: November 3, 2014 Proof of theorem 6.7.Ĉ λ,µ a C a implies the existence of an edge in the estimated neighborhood that connects two nodes in two different connectivity components of the true underlying graph. Hence,
Going by the same arguments used in proving theorem 4.6, we have
Thus, it is sufficient to show that
Now observe that since X b and {X k ; k ∈ C a } are in different connectivity component, they are, in fact, independent. Therefore, conditional on
, making it stochastically smaller than Z ∼ N 0,
Hence it holds for all a ∈ Γ(n) and b ∈ Γ(n) \ C a that
, whereΦ = 1 − Φ. Using the λ and µ proposed, the RHS becomes α p(n) 2 . Proof of lemma 6.8. This is a direct application of Bernstein inequality. Since λ → 0 and µ → 0 as n → ∞, for large enough n, we have, by a version of Bernstein's inequality, that
This proves part (a). Write the last expression as
proves part (b), since the first factor is the upper bound for lasso.
imsart-generic ver. 2011/11/15 file: NFL-ArXiv.tex date: November 3, 2014 Proof of lemma 6.9. Sinceθ λ,µ a is the fused lasso minimizer, we get
Rewrite the above inequality to get the desired lemma.
Proof of lemma 6.11. The proof can be found in Supplement A.
Proof of lemma 6.13. The proof exploits the fact thatθ λ,µ a is the minimizer of the penalized least square by equalling the sub-differential of the objective function to 0. We start by replacing the assumed linear truth, i.e., X a = X a θ 0 a + a . Therefore, we get by using the notation
With the given choices for λ and µ, define Λ a = max 1≤j≤p j =a 2 n a X a j ≤ λ+Bµ , then we have, with probability 1
where the inequality is meant to be interpreted componentwise and 1 p is a vector of size p consisting of 1's. Hence, we get 
Using the facts that Ax 2 ≤ s max x 2 , where s max is the maximum singular value of A and that A + A is idempotent, and hence its singular values are either 0 or 1, we can continue the above sequence of inequalities and obtain
Plugging in the result obtained from previous corollary, we get
which implies that
Proof of lemma 6.14. To start with, we derive a series of inequalities and apply them on the basic inequality. Similarly, we get
Plugging into the basic inequality, we get on Λ a , with λ ≥ 2λ 0 and µ ≥ 2µ 0 ,
From this, we get
Proof of lemma 6.16. The proof is basically a continuation of what we have already shown. We have
Supplementary Material
Supplement A: Proofs of some results (). This supplement contains the proofs of some of the results.
Supplementary material A: Proofs
Proof of proposition 6.1. The subdifferential of E(X a − k∈Γ(n) )
Using ne a (η 1 , 0) = ne a (0, 0), it follows from lemma 6.2 that for all k ∈ ne a ,
Thus, it follows that
Proof of lemma 6.3. Using Bonferronis inequality, and |ne a | = o(n) for n → ∞, it suffices to show that there exists some c > 0 so that for for every a, b ∈ Γ(n) with b ∈ ne a , P(sgn(θ Using Assumption 5 , there exists some ϑ < ∞, so that θ b,nea\{b} 1 < ϑ. It is therefore sufficient to show that there exists for every g > 0 some c > 0 so that it holds for all b ∈ ne a with θ with > 0, there exists for every g > 0, some c > 0 so that
Thus, it is sufficient to show that for every g > 0, there exists a c > 0 such that for n → ∞ , 
