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the secondary lamellae in the multi-layered epithelium of the 
gill filaments. Occasionally, chloride cells were found in the 
epithelium of the secondary lamellae as well. 
Changes induced by MC. Just as with the light microscope obser­
vations, the analysis revealed that the higher the mercury 
concentrations were and the longer the exposure time, the stronger 
were the effects. The quantified results, obtained by morpho-
metrical analysis of the cytoplasmic and mitochondrial areas 
are presented in table 2.1. After exposure of trout to MC 
concentrations of 100 ug Hg/1 or lower for 4 hours, 50 \iq Hg/1 
for 24 hours and 10 pg Hg/1 for 1 week, there were no noticeable 
differences with the control chloride cells. The majority of the 
mitochondria had retained their normal appearance. The endo­
plasmic reticulum and the tubular membrane system on the whole 
appeared normal. Exposure to MC concentrations of 100 - 500 pg 
Hg/1 for 4 hours, 100 - 250 wg Hg/1 for 24 hours and 25 - 50 yg 
Hg/1 for 1 week, resulted in a rather varied response. Adjacent 
to normal looking chloride cells other were found with diffuse 
cytoplasm and swollen mitochondria. Often within the same cell, 
swollen mitochondria appeared randomly distributed among normal 
looking ones. Also, localized swelling of the tubular membrane 
system was apparent. Exposure to the highest MC concentrations, 
namely 1000 ug Hg/1 or higher for 4 hours, 500 ug Hg/1 or higher 
for 24 hours and 100 yg Hg/1 for 1 week, resulted in prominent 
changes: increased vacuolization of the cytoplasm and an irre­
gular, damaged,and highly swollen tubular membrane system (fig. 
8). Mitochondria often appeared swollen and some were disinte­
grated. 
Changes induced by ШС. In general, the morphological changes 
observed in the chloride cells of trout exposed to MMC did not 
differ from those induced by MC. However, MMC induced such 
changes at concentrations that were only approximately 5 - 10% of 
those of MC. The results are presented in table 2.1. 
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CHAPTER 1 GENERAL INTRODUCTION 
In this thesis we will report on investigations of the magnetic proper-
ties of metal particles with a diameter in the nanometer regime. It is expec-
ted that the electronic properties of very small pieces of metal will deviate 
from the properties of the corresponding bulk material. These deviations are 
called "quantum size effects". In 1962 Kubo has given a brilliant discussion 
of quantum size effects in metals [ 1 ] , and his article has stimulated many 
workers to study these interesting effects. On theoretical, experimental and 
preparatory aspects much progress has been made in the last few years. The 
field of research is well established now: the first international meeting 
on the .physics of small particles and clusters has recently taken place [ 2 ] . 
A thorough understanding of the limits of validity of the framework of 
solid state physics, as it has been developed over the past decades, is 
necessary for pieces of material of very restricted size. Finely dispersed 
metals (such as zeolite supported platinum) have been used for years in the 
field of heterogeneous catalysis because of the high efficiency obtained for 
their big surface to volume ratio. The reactions, for which highly dispersed 
metals are used, include the technologically important petrochemical chemis-
try. Series of reactions seem to be possible for the synthesis of hydrocar-
bons. 
For metallic particles containing less than a few hundred atoms, the 
distinction between "surface" atoms and "volume" atoms will loose its sense 
because of the large variation in coordination number over the atoms m 
clusters in this range of size. Some indications have been found for devia-
tions of the familiar chemisorption characteristics in very small particles 
of palladium and platinum with size below 2 nm. 
In recent years a large number of organo-metallic clusters has been 
synthesized [3,4 ] . These cluster compounds consist of a finite group of 
metal atoms which are held together (at least to a significant extent) by 
bonds directly between the metal atoms, even though some non-metal atoms may 
be associated intimately with the cluster. The metal framework is stabilized 
with ligands which have to conform to the stereochemical restrictions imposed 
by the distances and angles of the dominating metal cluster frame. These 
ligands may vary considerably. The metal carbonyl clusters represent the most 
numerous class of cluster compounds discovered so far. It has been proposed 
that these molecular cluster compounds may be reasonable models of metal sur-
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faces in the process of chemisorption and catalysis. 
In the same size range, i.e. below 10 run, the most striking conforma-
tional changes are observed m the crystal structure of the small crystal-
lites [ 5 ] . The initial stages of growth of small crystallites have attracted 
much interest in the last decade. Small aggregates of atoms often retain the 
five-fold symmetry of the initial nucleus until, at larger size, these 
"amorphous" crystals become unstable because of the stacking faults connected 
with the presence of a five-fold axis. 
Because of the high surface to volume ratio, it is to be expected that 
surface effects and localized surface modes will be important in finely dis-
persed materials. Nowadays, surface effects are the subject of very active 
research since due to the ultra-high vacuum technology it is possible to 
prepare clean and well defined surfaces. However, until now no attempts have 
been made to include surface effects into the small particle problem. 
In our discussion we will follow the lines as discussed by Kubo [ 1 ] . 
As a first step, we will study the magnetic properties of the free electron-
gas m the small metallic particle. The basic theoretical concepts have been 
introduced some time ago by Fröhlich [ 6 ] and then Kubo. Most important is 
the notion that the mean distance between the discrete energy levels of the 
electrons will increase when the volume of the particle is reduced. Eventually 
the mean level separation may become larger than relevant energies, like the 
thermal energy к Τ, some electromagnetic energy ίΐω, or the magnetic energy 
В 
у В. These ideas were considerably refined m the last few years, relying 
В 
very much on the experience of results obtained m the field of nuclear 
physics [7,8 ] . The striking similarity of the snail particle problem and the 
understanding of the behaviour of large nuclei has been pointed out repeated­
ly [9,10 ] . It is generally accepted that such systems can be described 
appropriately within the framework of the theory of random matrices. Due to 
the well known Weyl theorem, the density of states is asymptotically (high 
enough energy or large enough volume) independent on the boundary conditions. 
In the first order approximation the influence of the boundary conditions to 
the density of states was discussed by Balian and Bloch [ 10 ] . A second im­
portant concept, again due to Kubo, is that due to the large electrostatic 
energy required to charge a small metallic particle, the number of electrons 
is conserved and is fixed. Therefore, for all thermodynamic calculations the 
particle-number conserving canonical ensemble has to be used instead of the 
usual and much easier to handle grand canonical ensemble, and a distinction 
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has to be made between particles containing an odd number of electrons and 
particles containing an even number. For the magnetic susceptibility of such 
particles, Kubo predicted that the Pauli contribution to the magnetic sus­
ceptibility will vanish. Normally, this contribution is temperature indepen­
dent as the magnetization due to the occupation difference of the Zeeman 
levels of the individual electron states will increase with decreasing tem­
perature, but the number of electrons that can be aligned will be reduced with 
the reduction of the number of partially filled states. When the temperature 
is reduced so far that the thermal energy becomes lower than the average level 
separation, only one level will contribute, unless it is occupied by two 
electrons. Only particles with an odd number of electrons (and hence a singly 
occupied highest level at zero temperature) will have a paramagnetic suscep­
tibility at sufficiently low temperatures. The susceptibility will scale with 
1/T in that case. This is the quantum size effect we have been looking for in 
the present investigation. 
Only few reports have been published until now in which these effects 
have been observed. The most convincing evidence for the presence of the 
quantum size effect is the presence of a decrease of the Knight shift in the 
nuclear magnetic resonance with decreasing particle diameter and with de­
creasing temperature as observed for small copper particles by Yee and 
Knight [ 11,12 ] . This shift was attributed (similarly as for the case of 
spinpairing below Τ in superconductors) to the effective spmpairmg at tem­
peratures with a thermal energy less than the average level separation. In 
NMR experiments, the paramagnetic susceptibility of the "odd" particles will 
show up as an enhancement and broadening of the resonance line for high 
Knight shifts and this is what has been seen experimentally. The unpaired 
spin can be observed in the conduction electron spin resonance signals. Two 
effects may play a role m this type of experiment: 
a. The intensity of the electron spin resonance signal will be proportional 
to the magnetic volume susceptibility of the conduction electrons. 
b. The discreteness of the energy level scheme will cause a decrease of the 
scattering probabilities leading to a narrowing of the resonances. 
In most bulk metals, conduction electron spin resonances can not be observed 
as the relaxation is too strong. However, in small particles the narrowing 
of the resonance as predicted by Kawabata should make such resonances 
observable [ 13 ] . Correspondingly, conduction electron spin resonance has 
been observed in small particles of a number of netals. In snail silver par­
ticles, the observed narrowing and the measured g-shift [ 14 ] seem to be in 
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detailed agreement with Kawabata's theory. However, in a careful study of the 
properties of small particles of sodium (where the resonance is observable 
in the bulk metal as well) no indication could be found of the predicted 
narrowing of the resonance signal [ 15 ] . Recently, the results have been 
published of two experiments where the susceptibility of the odd spin was 
observed. The intensity of a resonance observed in silver particles was 
found to increase roughly with 1/T [ 16 ] , and in small particles of platinum, 
with mean diameter of 2.2 run, a conduction electron spin resonance signal 
was detected, and the dc-magnetization was found to scale with 1/T at tem­
peratures below 20 К [ 17,18 ] . Nevertheless, it seems that the evidence pre­
sented so far is still disputed. 
Meier and Wyder have measured the magnetization of small particles of 
indium, and they have found some anomalous effects [ 19 ] . The m a m purpose 
of this thesis was to study these effects in more detail, and to observe 
quantum size effects in the magnetic susceptibility. 
This thesis is organized as follows. In Chapter 2, a detailed discussion 
is given of the construction and performance of a new and very sensitive 
magnetometer which can be used to determine the magnetization over a rather 
large range of temperatures. The state of the art of the theory concerning 
small metallic particles is reviewed in detail in Chapter 3. The results of 
our measurements on samples containing small indium particles in the tempe­
rature range from 10 mK to room temperature are presented in Chapters 4 and 
5. Finally, in the Chapters 6 and 7, we discuss the susceptibility observed 
on a mixed-valence copper cluster compound, and on a paramagnetic complex 
of gold. 
4 
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CHAPTER 2 A VERY LOW FREQUENCY "VIBRATING SAMPLE" MAGNETOMETER 
2.1 Introduction. 
A variety of techniques has been used to study the magnetic properties of 
materials [1-3 ] . We will give a brief survey here of the most common methods. 
The different techniques can be divided in four classes: the force-
method, the induction-method, methods using superconducting technology and a 
series of resonance methods. The last class contains electron paramagnetic 
resonance, nuclear magnetic resonance and Mössbauer's resonant gamma ray 
absorption; these approaches are indirect in the sense that not directly 
macroscopic properties are measured, these can only be determined after 
application of some detailed model [ 3 ] . 
The force method is based on the fact, that a magnetic moment m, placed 
in an inhomogeneous magnetic field B, experiences a force (see Appendix III, 
for system of units) given by: 
F = V(m'B) = bp XVVH , (2.-1) 
where V is the volume of the sample, and χ the volume susceptibility; in the 
derivation linear dependence of m on H (m = χΗ^ ) was assumed. With Gouy's 
method [4 ] a long sample of homogeneous density and constant cross-section, 
A, is positioned in a magnetic field with the one end in a region of high 
magnetic field, H, and the other end in a field Η , which is very low. The 
total force experienced by such a sample can be found by integration of dF 
over the length of the sample: 
2 
F
z = Ч > Х
А
 / f f d z • Ь Р
О
Х А ( Н 2 - Н 2 ) _
 ( 2 _ 2 ) 
The ma^or drawback of this method is the large extent of the sample; sample 
temperature must therefore be regulated over large volumes, and inherently 
much sample material is required. 
For the standard electromagnet geometry, we can rewrite Eq. (2.-1) as: 
ЭН 
F
z « Homx ЪГ • (2·-3> 
With additional coils, giving a constant derivative ЭН /3z over the volume of 
the sample, an instrument can be built sensitive for the magnetic moment of 
small sized samples. This modification is known as the Faraday or Curie nethod. 
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The magnetic field around a magnetic sample is distorted. The disturbance 
looks like the superposition of the field of a magnetic dipole and the 
originally uniform magnetizing field. A coil placed close to the sample will 
experience a change in flux when the sample is removed. With the induction 
method, the induction voltage V. , = -dí^dt is measured. Early in this 
century Weiss developed the ballistic extraction method [ 5 ] . The sample is 
quickly removed from the pickup-coil and the indjctlon voltage is integrated 
to obtain the difference in flux through the coil with and without the sample. 
The m a m problems associated with this technique are the reproducibility of 
sample position and drift in the integrators. As with the Gouy method regula-
tion of sample temperature is complicated, because of the large volume swept. 
This disadvantage is removed, when the sample is moved slowly between two 
coils several cm apart [6,7 ] . Then, also, better discrimination against drift 
is obtained. Yet, the sensitivity, with this technique, is orders of magnitude 
less tnan with the force method. Only after increase of the oscillation fre-
quency in the so-called vibrating sample magnetometer [8,9 ] sensitivities 
were obtained, comparing favorably with the Faraday method. The narrow band-
width detection, achieved with standard ac techniques, leads to the enhance-
ment of sensitivity. In this case, the main problems are associated with 
direct coupling of the vibration to the sensing coils and to the materials 
inside the range of sensitivity of tne pickup-coils. 
Oscillation of the sample is clearly not the only way of producing an ac 
signal-voltage. Variation of sample temperature has been used to measure 
Эм/ЭТ curves; pickup-coils can be vibrated against the sample in a very homo­
geneous magnetic field; also field modulation is used, but in this case 
extensive balancing of the coils is required for direct field pickup. Field 
modulation is a commonly used technique for the determination of the tempera­
ture dependent susceptibility of paramagnetic compounds for low temperature 
thermometry. The change of susceptibility with temperature is found from the 
change in mutual inductance between a primary coil and the secondary windings 
around the sample [ 10 ] . 
In pulsed field measurements, phase sensitive detection is not possible, 
but the rate of change of the nagnetization is sufficiently high to give good 
sensitivities. Both for direct magnetic moment determination and for de Haas-
van Alphen effect measurements [ 11,12 ] pulsed magnetic field measurements 
have proved to be a very useful tool. 
Since superconducting technology is becoming wide-spread, new techniques 
have become available for measurements in low temperature surroundings. 
8 
Notably SQUID's (Superconducting Quantum Interference Devices) can be used 
for very high sensitivity measurements of magnetic flux. A signal can be 
coupled to devices, such as a SQUID, by a superconducting input circuit. A 
closed superconducting loop will, as a result of the macroscopic character 
of the wave function, contain a flux equal to an integer times the flux 
quantum Φ . When no flux jumps occur, the enclosed flux is a constant; when 
the applied field on a coil in this circuit is changed, the circuit will 
produce a shielding current, which will produce a flux through the circuit 
just opposing the change of flux forced upon it. The change in this shielding 
current is proportional to the change in flux sensed by the circuit and can 
be measured with any suitable galvanometer in the low temperature region. For 
presently ultimate sensitivity the current in the superconducting pickup-
circuit would be measured with a SQUID [ 13 ] . 
In fact one can consider the superconducting method as a modification of 
the integration technique: the integration is accomplished by the supercon­
ducting loop, called the fluxtransformer, which acts as a very stable integra­
tor. Magnetic fields, that can be applied in the sample region, are in this 
case limited by the critical field of the superconducting wire used; the 
detector itself, must be shielded very carefully from the external fields. 
The sensitivity of the SQUID for direct interference with the ambient magnetic 
field is so enormous, that field stability and shielding of the input circuit 
for direct coupling to the applied field are the limiting factors (cf. section 
2.3.2). Until today only few reports are published on experience with systems 
built with a SQUID as detector, but substantial progress has been made re­
cently [ 14,15 ] . Systems with optional fields up to 5 Tesla are becoming 
commercially available. 
We have built a magnetometer for use with high magnetic fields (up to 
θ Tesla) using superconducting technology. As detector a fluxgated galvano­
meter is being used. In the following section the choice of the detector is 
motivated and its performance is discussed,- the geometry of the pickup circuit 
and the coupling of the fluxtransformer to the galvanometer are discussed in 
section 2.3 and 2.4; finally in section 2.6 a description is presented of the 
arrangement of the complete measuring system. 
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2.2 The fluxgated galvanometer. 
A fluxgated galvanometer of the type described by Poerschke and Wollen-
berger [ 16 ] is used as detector for the current flowing in the fluxtrans-
former. 
The motivation for the choice of this particular detector is twofold: 
a. The present system has been constructed for magnetization studies in high 
applied magnetic fields (up to 6.4x10 A/m). Field stability and purity 
both of construction materials and the sample are the limiting factors 
(as yet) in practical systems with high magnetic fields, not the sensiti-
vity of detectors, such as a SQUID. The results obtained with a pilot 
system, using a fluxgated galvanometer, compared well with conventional 
methods [17 ] ; 
b. The nngcore symmetry gives a reduction of the influence of homogeneous 
magnetic fields, and the galvanometer can be built quite compact. Effective 
shielding from stray magnetic fields will therefore be feasible. 
In this section we will describe construction and performance of the galvano-
meter. 
FEEDBACK DRIVE PICKUP 
CURRENT CURRENT VOLTAGE 
Fig. (2.-1) Schematic diagram of the arrangement of windings to 
the nngcores for the fluxgated galvanometer. 
The galvanometer has been constructed from two nngcores wound of thin 
high permeability tape. Both cryoperm and ultraperm-Z [ 18 ] proved to give 
good results. We use fairly small nngcores, overall outside dimensions of the 
galvanometer proper are 10 mm. The tape thickness of the magnetic material is 
0.006 mm and is considerably less than the thickness of the tape used by 
Poerschke and Wollenberger [ 16 ] ; this allows us to use higher frequencies. 
10 
Fig. (2.-2) a. Waveform of the current fed into the drive windings; 
b. Waveform of the pickup voltage at zero dc current; 
c. Waveform of the pickup voltage, when a dc bias is 
applied. The appearance of a second harmonic signal 
comes out clearly. 
The horizontal scale corresponds to 20 ys/div, for b. 
and c. the vertical scale corresponds to 10 mV/div. 
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The arrangement of the windings is schematically given in Fig. (2.-1). 
The ringcores are driven well into saturation from 36 windings wound separa-
tely on the ringcores. A resistance of 100 ohm is connected in series with 
the windings, both to increase the impedance of the drive circuit to a 
reasonably high level, and to reduce the large change in load experienced by 
the current source at the moment of magnetization reversal. Yet, the voltage 
drop across the 100 ohm resistor, which measures the driving current, is 
heavily distorted, as shown in Fig. (2.-2a). The field generated by the drive 
windings is of order 3 A/m per mA drive current. Because of the opposing field 
produced by the Eddy currents flowing in the magnetic tape, the rectangular 
hysteresis loop is progressively more smeared out for higher frequencies, and 
rather high levels of excitation are necessary to drive the ringcores into 
saturation. The two ringcores are joined as indicated in Fig. (2.-3), they 
are oppositely driven. A pickup circuit has been wound on the two cores 
together. The feedback winding has a similar geometry. A current in the feed-
back winding gives a do bias for the magnetic field in the ringcores with 
opposite sign with respect to the driving field, the symmetry is broken, and 
the induction peaks, which for ideally matched ringcores cancel at zero bias, 
will result in a waveform containing even harmonics of the driving frequency 
f (cf. Figs.(2.-2b) and (2.-2c)). For the galvanometer described here, which 
was relatively well compensated, peak values of induction voltage of 0.5 mV 
per winding and a width effectively of several psec persisted at zero bias. 
Fig. (2.-3) The galvanometer with the connected circuitry. 
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The transimpedance R was measured as the ratio of the second harmonic 
content of the induction voltage and the biasing current in units of Ampere-
turns. The transimpedance can be enhanced simply by an increase of the number 
of turns of the pickup circuit. This number can best be chosen so, that the 
peak values on the induction voltage do not necessitate inconvenient attenu-
ations to avoid saturation of the heading amplifiers of the phase sensitive 
detector. A rather low number (N = 12) was chosen. The noise is not limited 
by the noise-characteristics of the phase sensitive detector [ 19 ] , the gain 
is, therefore, sufficiently high. The impedance of the galvanometer, as seen 
by the phase sensitive detector, is effectively the transformed circuit 
impedance of the circuits connected to the galvanometer; this amounts to 
several tens of ohms at 15 kHz. 
The connection of a low impedance superconducting circuit to the galvano-
meter resulted in a degradation of the transimpedance with a factor as high 
as 10 ; the decrease of the signal to noise ratio was much less dramatic, 
because the noise was reduced too. We have tried to overcome this problem by 
combining more than two nngcores In several configurations, and by using 
feedback schemes, but were not able to couple the nngcores in such a way, 
150 R/F (MVs/fl.tURn) 
too • . . , 
50 
· " · 
250 500 750 
H (fl/m) 
Fig. (2.-4) Transimpedance R as a function of the driving field 
amplitude. The values of R/f are plotted, measurements 
were done at 2.5 kHz (circles) and 7.5 kHz (squares). 
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that the currents induced in the shorting circuit had less influence. Only 
decoupling of the signal circuit fron the galvanometer by magnetic shielding 
yielded a considerable improvement, h larger ringccre [ 20 ] was included 
within the signal- and feedback windings around the galvanometer proper as 
illustrated in Fig. (2.-3). An increase of the number of layers of permalloy 
tape in the outer nngcore from 10 to 100 resulted in an improvement in the 
transimpedance with a factor more than 10, when the number of turns of the 
superconducting circuit was held constant. When subsequently the number of 
turns of the signal circuit was increased, R turned out to decrease; the 
effective sensitivity for current m the signal circuit only increased 20% for 
a doubling of the number of turns. When the signal circuit selfinductance is 
of importance, best performance is therefore obtained with a maximum of mag­
netic material in the outer ringcore(s). Also care has to be taken so as not 
to saturate the outer nngcore, the net current coupled via the signal 
circuits must be well below 100 mA-turn. Here too, a low number of turns is 
advantageous. In section 2.4, we will consider the coupling of the fluxtrans-
former to the galvanometer in more detail. 
1.00 
0.10 
0.01 
R (V/R.tup 
• 
/ 
/ 
/ · 
' • ' 
n) — 
• 
• 
τ- H (A/m) 
/ • 
/ • · 
/* 
• 
• 
• 
• 
• 
1000 
100 
10« IO3 IO» IO5 
FREQUENCY (Hz) 
ίο 
Fig. (2.-5) Transimpedance versus frequency (squares), at a driving field 
amplitude, chosen to produce isomorphic waveforms of the dri­
ving current, the corresponding driving field amplitude is 
plotted as circles. 
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io-ч ю-' IO"2 IO"« 10° IO1 
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Fig. (2.-6) Transimpedance versus de current bias; circles and squares 
represent the results of two series of measurements. 
For the galvanometer used in the experiments, loaded with the actual sig-
nal circuit, the operating characteristics are presented in Figs. (2.-4) 
through (2.-6). A maximum is found for R at some driving field amplitude; at 
this setting, the output of the galvanometer suffers considerable instability 
on a time scale of tens of seconds. The stability is improved at the expense 
of the transimpedance when the amplitude is increased. When the nngcores are 
driven well into saturation, recovery from transients is also improved. 
For the tape-thickness of 0.006 mm we would expect a gradual decrease of 
R by smearing out of the magnetization reversal for frequencies approaching 
100 kHz. In fact Fig. (2.-5) clearly shows, that above 10 kHz the power, 
needed to saturate the nngcores increases considerably, the dependence of the 
transimpedance on frequency is with a power less than one. Therefore we have 
chosen 7.5 kHz as the working frequency. The dynamic range can be inferred 
from Fig. (2.-6): at a bias of 50 mA-turn R is reduced by 10%. 
A galvanometer of this design has been applied successfully as nulldetec-
tor for a resistance-bridge circuit. The effective sensitivity of that galva-
nometer is better than 0.1 VJA, but self inductance and sensitivity can be im-
proved in view of the considerations discussed above [ 21 ] . 
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2.3 The geometry of the pickup-coil. 
2.3.1 A reciprocity theorem. 
The magnetic field produced by a magnetized sample in a homogeneous 
applied magnetic field is sensed by the windings of the pickup-coil. These 
pickup windings are part of the superconducting fluxtransformer. 
The sensitivity of a coil system for sample magnetic moment is most 
easily calculated using a reciprocity theorem from electromagnetism [ 1,22 ] . 
Consider the pickup-coil (an electrical circuit carrying a current I) 
and the magnetic moment m (aligned in the externally applied field H) and 
their mutual interaction. It is well known, that, because the direction of the 
Lorentz force is perpendicular to the velocity of moving charges, no work can 
be done by a magnetic field on an electrical circuit; the sum of mechanical 
and electrical energy stored must be zero: 
U . + U . = 0 . (2.-4) 
mech. elee. 
The total energy of the system consisting of two electrical circuits is: 
U*. 4. = -U и · (2.-5) 
tot. mech. 
because the mechanical energy of the first circuit in the field of the other 
is equal to the mechanical energy of the last in the field of the first. When 
the second circuit consists of a magnetic dipole monent, this reciprocity 
theorem can be rewritten; a torque r_ = mxB^ will try to align the moment m 
with the field B^  of the electrical circuit, the mechanical energy is then 
U = -m·В, therefore: 
mech. 
U,. ^  = +m-B . (2.-6) 
tot. 
To calculate the energy of the current carrying circuit (1) in the field of 
the magnetic dipole moment (2), we consider the electrical work done on this 
current (which is assumed to be held constant by some current source), by 
the field of the magnetic moment. The energy supplied by the source to the 
system is then just the negative of the amount of work done: 
SU = -át ƒ E^ijdV , (2.-7) 
where the integral must be carried out over the volume of the electrical 
circuit only. 
Work can be done only by the electrical fields associated with changing 
magnetic fields: 
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ÓU = -át ƒ E 'JL dV 
= -5t ƒ E2· (VxH^dV 
= +6t ƒ V/(E xH.JdV - 6t ƒ H "(VXE )dV 
ЭВ 
-2 
+6t /
ш
 (^xH^-ndO + St ƒ J^-g^· dV 
= + ƒ Hj-ô^dV , (2.-8a) 
J„ m e ans. that the integration has to be carried out on a surface at infinity; 
6lî = ótOB/3t) . Using the vector potential we can write: 
6U = ƒ Η ·(VxÓA)dV 
- - ! V· (H^SAjJdV + ƒ δΑ -(V^ xH )dV 
= - Γ (Η,+δΑ„)·ηαΟ + ƒ δΑ.'Ί,αν 
ƒ δΑ -ι dV . (2.-8b) 
So we arrive at the result: 
U , ƒ A-idV = Ι Φ A'dl elee. J _ J- j _ _ 
= I ƒ (VXA) -ndO = I ƒ B/ndO = ΙΦ ; (2.-9) 
this energy must be equal to the total energy of the system, and in view of 
Eqs. (2.-4) through (2.-6): 
ΙΦ = m-B = μ m-H . (2.-10) 
о 
The flux sensed by our pickup-coils can thus be evaluated when the field 
profile of the coils is known ; for m parallel to the z-axis: 
H 
Φ = μ m — ; (2.-11) 
o z i 
the factor H /I can easily be calculated for a given coil geometry. 
2.3.2 Pickup-coil geometry. 
The flux produced by a magnetic moment at the sample position is very 
small compared to the flux present from the homogeneous applied magnetic 
field. The net flux from the applied field, sensed by the pickup-coil can be 
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reduced by using balanced, oppositely wound coils. However, to reduce this 
-9 2 
contribution for 5 Tesla applied field to the detection limit of 3x10 Am , 
10 
we need a balancing of 1 part on 10 . This condition is relaxed if only 
fixed field measurements are done. When the field is changed, a current is 
induced in the fluxtransformer, this current may be nulled, as soon as the 
required field is reached, by locally warming the circuit above its critical 
temperature using a heater. But even then, with a reasonable balance of 
1:10 , the requirements on field stability are severe. 
For this reason, and to overcome the problem of 1/f-type noise in the 
output of the fluxgated galvanometer the sample position is modulated at some 
very low frequency. In that case, not a flat H versus ζ characteristic is 
appropriate, but a configuration must be designed in which dH /dz is constant 
over the range of modulation. In fact the same requirement applies to pickup-
coils for vibrating sample magnetometers. This case is studied well in litera­
ture. 
For the case of vibration in the z-direction, parallel to the applied 
magnetic field, a simple and yet adequate configuration consists of two, 
oppositely wound coils, concentric with the axis of vibration, and centered 
around the mean sample position [ 23 ] . 
2.3.3 Calculation of the field produced by a single circular circuit. 
For a circular current-carrying circuit, around the origin, we will cal­
culate the magnetic field in any point r_. resulting from the current density 
in r~, using the well known law of Blot and Savart: 
Η 
Ы-ЪІ r^
d V2 ' ( 2 · - 1 2 ' 
the relevant symbols are defined in Fig. (2.-7); the integration is performed 
over the circuit under consideration. For an electrical circuit with leads of 
negligible thickness Eq. (2.-12) reduces to 
r, -/ds-
ä<£i> = - 4 ? / Г ' ( 2 · - 1 3 ) 
rl2 
here I is the current in the circuit, and integration must be performed around 
the loop. Written with polar coordinates, Eq. (2.-13) can be expressed as: 
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„. . I r (-azcos9,-azsin6,аузіп -а ) ,. 
HUj) = - 47 J , 2 2 2 , ~172 d 9 
π/2 (y +z +a -2ау5іп ) ' 
(2.-14) 
because of the symmetry, only points with x=0 need to be considered with no 
loss of generality. The integrand is even with respect to θ=3π/2 in this 
interval for Η and Η ; the integrand is odd for Η , therefore Η = 0 . 
Fig. (2.-7) 
Substitution of θ = 2B-hTt, and introduction of 
4ay 
, , .2 2,3/2 ' [ (a+y) +z ] 
(2.-15) 
leads to 
H(0,y,z) 
4-n 
i { dß 2π
 r
 , ,2 2,3/2 ' l ., . 2
a
,3/2 
[ (a+y) +z ] 0 (1-msin B) 
a
2
+
 2
+ z
2
 2 
(0,— [——У' • ^ -1+msin β], l-msin β + 
У
 (a+yj^+z 
2 2 2 
•
a
. .-y. .-z. 
2 2 (a+y) +z 
) } (2.-16) 
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This equation can be rewritten conveniently in terms of the elliptical * 
integrals 
^ 2 -b 
K(m) = ƒ (1-msin ß) dS (2.-17a) 
0 
E ( m ) =
 l (l-msin2ß)"3/2dß (2.-17b) 
and, for y Φ 0, Eq. (2.-16) reduces to: 
Η (Ο^,ζ) = 0 (2.-18a) 
Η <0,y,z) = g (J) ;
 2 . { KCn) -
 a 2 + y % E(m) } (2.-ieb, 
[ (a+y) +z ] (a+y) +z 
Н
2
(0
'У'
2)
 = Ή . , \ 2Λ { K ( m ) + , a "^" 22 E ( m ) Ϊ ( 2 - - 1 8 c ) 
L (a+y) +z J (a+y) +z 
For у = 0, Η (0,0,ζ) = 0, and Η (0,0,ζ) reduces to: 
У
 2 
Η
ζ<
0
<
0
'
ζ
> - , f 2
Ia2,3/2 · ( 2 - 1 9 ) 
2(a +z ) 
2.3.4 Configuration producing a field gradient dH /dz with only fourth 
order inhomogeneity. 
We will use the last simple result, Eq. (2.-19), to study the properties 
of the configuration given in Fig. (2.-8). The field in the point (0,0,z) 
generated by a current I in the coils is given by: 
H Z ( Z ) = ¥ Í
 ff *2 2,3/2 + ., 'I 2,3/2 J · ( 2 · - 2 0 ) 
[ (z+bD) +a ] [ (z-4D) +a ] 
Η (0) = 0 by symmetry, for the same reason the second and fourth derivative of 
the field in the origin will vanish; the third derivative with respect to ζ is 
easily calculated: 
d3H (z) 
ζ 
dz 3 
2 2 2 
15a ID 3a -D ,„ 
= + •
 2 2 9 /2 · <
2
·-21> 
z=0 2 (4D +a ) ' 
the third derivative is zero for D = at'S, then 
dH (ζ) ι 
—h— η = -0.641 I/aZ . (2.-22) 
dz ιz=0 
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Fig. (2.-8) 
Because now only the fifth derivative of H does not vanish in the origin, the 
derivative dH (0)/dz is homogeneous to third order. 
The condition for maximum sensitivity, however, is different and is found 
through variation of dH (0)/dz with the distance D: 
, dH (ζ) ι 
— Í — } = -
2
 Γ Ϊ
2 
a -D do dz 2
 (Λ 2) 7' 2 ' (2.-23) 
and a maximum for dH (0)/dz is found when D = a; then 
dH (z) 
ζ 
dz 'z=0 
-0.859 I/a (2.-24) 
giving a 30% increase of sensitivity. The sensitivity increases moreover with 
decreasing pickup-coil diameter, but at the expense of the range over which 
sensitivity can be made homogeneous. 
In our setup the coil diameter is restricted by the outer walls of a 
flowing helium gas cryostat, which allows regulation of the sample-temperature. 
The coil is wound in a single layer on a thin wall Tufnol coil-form. This 
coil-form is rigidly attached to the magnet-body to minimize vibrations of the 
pickup-coil relative to the applied magnetic field. 
The' pickup-coil used in the fluxtransformer consists of two oppositely 
wound coils of 30 windings each on a 17.6 mm base, the distance D between the 
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Centers is 12.1 mm; for this coil the distance between the nearest windings is 
]ust 8.8 mm, and sensitivity is then maximum. The field profile of the coil 
has been calculated using the full formula given in Eqs. (2.-18), and taking 
the spatial extension of the coil into account. Two cases are considered, the 
actual geometry, where sensitivity has been maximalized, and the geometry 
where the distance is chosen to make the third derivative d H (0)/dz vanish. 
This distance is obtained from Fig. (2.-9), which was calculated by direct 
differentiation of the simplified formula from Eq. (2.-19), the spatial exten­
sion has been taken properly into account. 
d 3H tz) 
Fig. (2.-9) Calculation of d H(z)/dz I
 n
 to determine the distance D 
ζ—Ό between the centers of the two coils, for which a field 
gradient with only fourth order inhomogeneity is obtained. 
The results of these calculations are presented in Figs. (2.-10) and 
(2.-11). The field profile H /I is presented and also the difference from a 
linear function normalized with the value H would have, if it depended 
linearly on z. In Fig. (2.-11) the calculated field profile is compared with 
the experimental results. A sample vas moved to several positions on the 
z-axis and the corresponding change in flux (= change in current in the flux-
transformer) was determined. A mean level was subtracted to obtain a null 
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Fig . (2.-10) F i e l d p r o f i l e of the p i c k u p - c o i l s . The value Η / I i s 
p l o t t e d , and a l s o the d i f ference with a s t r a i g h t l i n e 
through the c e n t e r , normalized on t h i s l i n e a r depen­
dence. D = 15.8 mm, the f i e l d g r a d i e n t has only fourth 
order inhomogeneity. 
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Fig. (2.-11) Field profile of the pickup-coils. The value Η /I is 
plotted, and also the difference with a straight line 
through the center, normalized on this linear depen­
dence. D = 12.1 mm, the sensitivity is increased, 
compared with the case of Fig. (2.-10), at the ex­
pense of homogeneity. 
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level symmetric relative to the peak values, and the vertical scale was 
matched by taking for the selfinductance of the fluxtransformer L = 37 μΗ. The 
different curves correspond to a distance y from the central axis of 0.0, 
1.5, 3.0 and 6.0 mm respectively. For the arrangement used a homogeneity of 
1.5% over 3 mm diameter sphere (typical sample dimensions) was calculated. The 
sample could be moved over 5 mm, at the extremes of this range the sensitivity 
is already decreased by 20%. Therefore, in the present experiment, we kept 
sample position, as defined by the driving mechanism constant. 
A considerable improvement will be realized with a distance D = 15.θ mm: 
homogeneity better than 0.5% over 3 mm diameter sphere. When the axial position 
of the sample is determined better than 1 mm, over the whole available range 
of displacement (cf. section 2.5) effective changes in sensitivity of less 
than 1% can be expected. 
The importance of the accuracy of axial position was dramatically shown 
in a first test setup. The measured field profile showed a clear bend near 
the center as m Fig. (2.-10) for y = 6.0 mm. 
2.4 Coupling of the fluxtransformer to the galvanometer. 
2.4.1 A matching condition. 
The flux-sensitivity scales with the number of turns N of the pickup-
coils. The signal, which is measured with the galvanometer, is the current in 
2 
the fluxtransformer, and because the selfinductance increases with Ν , the 
net sensitivity is roughly reduced with a factor 1/N. Therefore the best 
approach to achieve highest sensitivity for measurements of magnetic moment 
is to minimize the selfinductance of the pickup circuit. Reduction of the 
selfinductance is limited by the stray inductances of the wiring. Flux will 
be optimally coupled to the galvanometer when the inductance of the circuit, 
coupling to the galvanometer, approaches the selfinductance of the pickup-
coil: the sensitivity will in general increase with the number of Ampere-turns 
coupled to the galvanometer, but as soon as the inductances are matched, 
further increase in the circuit inductance will result in degradation of the 
overall transfer of the fluxtransformer/galvanometer-system. 
Consider the flux sensed by the pickup circuit: 
Φ = Nam , (2.-25) 
ζ 
N is the number of turns in each pickjp-coil, α is a geometrical factor, equal 
to μ H(z)/NI (cf. Eq. (2.-11)). Tne shielding current resulting from this 
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change of flux is calculated by dividing this flux by the sum of the pickup-
2 
coil inductance, 2ßN , the stray Inductance, L , and the selfinductance of the 
circuit coupling to the galvanometer, L : 
I = Nam /(L + L + 2BN2) . (2.-26) 
Z S g 
Variation of I with N gives a condition for maximum sensitivity: 
L + L - 2βΝ2 = 0 : (2.-27) 
s g 
the selfinductance of the pickup-coil should be matched to the combined induc­
tance L + L . 
2.4.2 Influence of the coupling on the transimpedance. 
The current sensitivity of the galvanometer depends strongly on the load 
experienced by the detector. When the nngcores are biased with a dc current, 
peak induction voltages of order 50 mV/Ämpere-turn are generated per winding 
on the galvanometer. This signal will have an even harmonics content, propor-
tional to the biasing current. The induction peaks will create currents in all 
the circuits connected to the galvanometer; these currents will reduce the 
effective change of flux within the galvanometer as a result of Lenz's law, 
and thus will degrade the performance of the detector. Therefore care has been 
taken, that the impedance of both the pickup- and feedback circuit are high 
and constant. The low temperature signal coil, however, is superconducting, 
only its selfinductance helps to minimize the effect of these currents. 
Currents of frequency 2f will give the largest contribution to the effect, 
and the effective load will increase with the number of turns N coupling the 
fluxtransformer to the galvanometer. 
We have determined the transimpedance R(N) for the galvanometer as a 
function of the number of turns N for a fixed pickup-coil selfinductance. It 
turns out, that the transimpedance degrades considerably when the number of 
turns is increased (factor 10 for a large number, N = 20). In the following 
we will give a simple model, which describes the data well for small number 
of turns N. 
Define the unloaded transimpedance R 
r
 о 
R = V l n d - ' 2 f = ν /I (2.-28) 
feedback 
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V , _, is the induction voltage generated in the 12 pickup windings, the ina. ,¿t 
biasing current 1^ ,, , is measured in Ampere-turns. When the galvanometer feedback 
is loaded with the fluxtransformer, the currents induced in this circuit will 
cause a reduction of the effective induction voltage; because of Lenz's law 
this voltage Δν will be 1Θ0 out of phase with the unattenuated induction 
voltage: 
Д 
R(N) (2.-29) 
R(N) (V/fl.tunn) 
1.0 
0.8 
0.6 
0.4 
0.2 
0.0 
12 16 
FI(N)N2 
Fig. (2.-12) Influence of the coupling between fluxtransformer and 
galvanometer on the transimpedance R. N is the number 
of turns of the fluxtransformer on the galvanometer. 
When R , which is in fact determined for dc, is assumed to be still approxima­
tely correct at the frequencies considered, we can write: 
Δν = aR N1 . 
о signal coil 
(2.-30) 
where α is a factor of order unity; α includes the frequency-dependence of R , 
and waveform-effects. The currents induced in the signal circuit are deter-
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mined by the effective induction voltage per winding: 
(V - Д ) 
signal coil 12 N 
1 
4-nf L ' 
о 
(2.-31) 
where 4πί L is the impedance formed by the self inductance at the second har­
monic of the driving frequency f . Substitution of Eqs. (2.-30) and (2.-31) in 
о 
Eq. (2.-29) yields: 
R(N) 
ο 48τί L 
R(N)N (2.-32) 
In Fig. (2.-12) the experimental results are given of R(N) versus R(N)N ; in 
Fig. (2.-13) the values are presented of the effective current-sensitivity 
R = NR(N). The full curves are calculated using Eq. (2.-32); for the pickup-
coil inductance of order 40 yH, and an outer nngcore of 120 layers magnetic 
tape the number of turns associated with the matching condition Eq. (2.-27) 
would have been N = 10. Maximum sensitivity will be obtained for 4 turns of 
the signal coil. 
Nñ(N) (V/fi) 
3.00 
2.00 
1.00 
0.00 
Fig. (2.-13) Sensitivity for current in the fluxtransforrrer as a function of 
the namber of turns of the flaxtransforner on the galvanometer. 
The full curves are calculated using Fq. (2.-32); for the upper-
most curve the selfinductance of the pickup-coils was assumed 
to be twice the actual value, for the lower curve half this value. 
When the influence is taken into account of the selfinductance 
on the ratio shielding carrent/applied flux, maximum overall 
sensitivity is ir these cases slightly reduced. 
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With the approximation that for the number of turns N, and the pickup-
coil selfinductance considered, the signal circuit impedance is still prima-
rily determined by the selfinductance of the pickup-coil, the above derived 
formula (2.-32) allows calculation of the sensitivity for different selfinduc-
tances. Taking a factor /2 into account for decreased induced current in the 
fluxtransformer a two times larger selfinductance gives for N = 6 an overall 
sensitivity which is slightly less; a pickup-coil of only half the actual 
selfinductance would give a sensitivity which is also 1% down, in practice 
the sensitivity for half the selfinductance proved to be worse, than expected 
from this calculation. Because of the poor matching, an increase of the over-
all sensitivity may be expected for still mere material in the outer nngcore, 
which would reduce the coupling between fluxtransformer and galvanometer, at 
the expense of an increase of the fluxtransformer inductance. 
2.5 Sample position modulation. 
Modulation of the sample position is required, as already noted in sec-
tion 2.3.2, to separate the relatively small signal, stemming from the sample 
magnetic moment, from contributions of the applied magnetic field and the 
(eventually temperature dependent) susceptibility of the construction 
materials. In section 2.3.4 we discussed the design of a pickup-coil for which 
the signal generated by a magnetic dipole moment is linearly dependent on its 
position in a certain range. When sample position is modulated, a signal will 
be sensed by the galvanometer with the same waveform as the modulation. 
We have chosen a sinusoidal modulation at a frequency, which is very low, 
but yet sufficiently high to make phase sensitive detection with standard 
lock-in techniques feasible. 
The driving head assembly is of similar design as the one used by 
Kankeleit [ 25 ]. It has been built with two permanent magnets taken from a 
commercial loudspeaker, the maximum stroke is 5 mm in this design (cf. Fig. 
(2.-14)). The two coils, wound of 0.5 mm copper wire in the two cylindrical 
airgaps are directly driven from a Hewlett-Packard model 3310A function gene-
rator and a Kepco bipolar operational power supply model BOP 36-5(m). The 
waveform of the sample rod displacement is distorted from the sinusoidal shape 
and dependent on the mean position of the driving mechanism. A rather high dc 
bias is needed to balance the gravitational force on the 0.093 kg sample rod. 
Therefore the setting of the modulation is kept constant during the experi-
ment. Stability is of order 1:10 , both over extended periods and over the 
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Гід. (2.-14) Driving head assembly. 
1. Permanent magnet 
2. Yoke and pole pieces 
3. Cylindrical airgap 
4. Coil form 
5. Sample-rod support assembly 
6. Sample-rod 
7. Suspension spring 
. Spring support plate 
9. Spring supporting annulus 
10. Adjustable studs 
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time scale of data point acquisition. The waveform, which is not known, is 
simply incorporated in the calibration of the instrument. Because of the 
linear region of H /I a reproducibility of 1 ram in sample-position, when the 
sample is changed and reinstalled, is sufficient to assure proper calibration. 
The calibration is in fact only good for the sample-material located in the 
geometrical center of the pickup-coils. For weak samples the contribution of 
the sample-cup and parts of the sample-rod will limit the accuracy of absolute 
measurements of the susceptibility. Errors in sample-sensitivity as a result 
of changes in length of the sample-rod for changing thermal gradients will 
likewise be of minor importance. Such displacements (of order 1 mm) will in 
general result in a change of the background signal from the diamagnetic parts 
of the sample-rod, which can not be neglected with respect to the noise, 
unless precautions are taken to assure high symmetry in the whole region, 
where the pickup-coils are sensitive. 
Mean sample position and modulation-amplitude are free parameters, when 
either of the two following options will be realized: 
1. The signal taken from the galvanometer is balanced with a signal having the 
same waveform, created for instance by a reference magnetic moment in an 
identical pickup-coil, or with a signal from a circuit, which directly 
measures the displacement. The calibration is independent of the waveform 
with this approach, 
2. The position of the sample-rod is measured with an accuracy of order 1 pm, 
and this information is fed back to the power amplifier to assure distor-
tion free (1 10 ) movement of the sample-rod. Both with Moiré-grids and 
an interferometnc method [26 ] sufficient resolution was obtained, the 
precision in the determination of a reference null position limited the 
accuracy, mechanical stability turned out to be insufficient until now to 
incorporate this feature in the instrument. 
It should be noted,that not an increase in accuracy may be expected, but only 
easier handling of the system. 
2.6 Description of the complete system. 
2.6.1 System performance. 
Fig. (2.-15) presents a schematic diagram of the present apparatus. The 
current in the fluxtransformer is made up of two contributions: an essentially 
dc component from the background, construction materials and applied magnetic 
field, and a 2 Hz component from the sample magnetic moment, which is vibrated 
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DRIVING HEAD 
SUPERCONDUCTIVE 
MAGNET 
Fig . (2.-15) Diagram of the system conf igura t ion . 
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at this frequency. This current is sensed by the galvanometer, driven at 
7.5 kHz; the second harmonic signal is phase-sensitively detected and the 
unfiltered mixer output is fed to a second phase sensitive detector which 
demodulates the 2 Hz component; this signal is proportional to the magnetic 
moment of the sample. The output of the 15 kHz demodulator is fed to a feed-
back circuit, the gain is 10 at dc and attenuated for higher frequencies by a 
filter with 6 dB/octave rolloff and a time-constant of 100 sec. The feedback 
does not appreciably attenuate the 2 Hz signal for this setting. When not ulti-
mate sensitivity is required, the integration time can be reduced. Reduction 
of the feedback circuit time-constant requires reduction of the dc-gain with 
the same factor. The feedback is necessary because large drifts, especially 
after variation of the applied magnetic field, would not allow to use the most 
sensitive settings of the 15 kHz demodulating circuit. In fact, the gain in 
the first amplifier stages is limited by the peaks in the induction voltage 
persistent at low dc-bias. For this particular, relatively well balanced, 
galvanometer scales down to 1 mV fullscale input sensitivity can be used on 
the phase sensitive detector [ 19 ] . When the dc feedback current has grown 
beyond the scale limits, the dc current in the fluxtransformer may be reset 
to zero by momentarily switching on of a heater. Balance of the pickup-coil 
is not sufficient and the feedback circuit is not fast enough to allow 
measurements with changing magnetic field. Also the noise is dominated by the 
field instability, when the magnet is not operated in the persistent mode. 
-9 2 
The sensitivity of the system is now 3x10 Am . For a time constant of 
30 sec in the low pass filter at the output of the 2 Hz demodulator the noise 
on the signal corresponds to a 100 nV modulation of the pickup voltage; the 
—R 
corresponding modulation of the current in the fluxtransformer is 5x10 A. 
The linearity of the system has been checked with a test coil, which was 
installed at the place of the sample, and was vibrated in the same way. The 
signal which was measured as a function of the dc current fed to this coil is 
plotted in Fig. (2.-16). In the same diagram the values are plotted, measured 
for two samples of Ni for which the saturation magnetization is accurately 
known. The saturation moment of both samples is beyond the range of linearity 
of the system, but for the smaller of the two samples the correction factor 
was calculated with the help of the data in Fig. (2.-16), to allow calibration 
with the help of this sample. The calibration is good to within 1% over the 
-4 2 
whole range up to moments of 5x10 Am . 
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Fig. (2.-16) Check of the linearity of the system with increasing тг netic mo­
ment. The magnetic moment is plotted against the current in a 
test coil. +: saturation magnetization of nickel (see text). 
2.6.2 Limitations of the sensitivity of the present system. 
-9 2 
The differential sensitivity is 3x10 Am . Small changes m the length 
of the samplerod can cause changes in the diamagnetic background, which gives 
a somewhat larger uncertainty. The calibration depends on the magnetic field. 
This dependence is roughly quadratic with the field, and gives a 10% decrease 
of sensitivity at 8 Tesla. Nor the functional relation, nor the value are well 
reproducible. When only measurements with increasing magnetic field are done, 
the reproducibility is reasonable, but above 5 Tesla errors of the order of a 
few percent of the value of the magnetic moment can occur. In view of the 
— 6 2 fact, that the moment of a typical diamagnetic sample is of order -10 Am 
at 8 Tesla, this factor will limit the sensitivity at high magnetic field. 
The origin of this field dependence is not yet well understood. The 
transimpedance of the galvanometer increases when the field is raised to 
8 Tesla, but the signal of a fixed magnetic moment (produced with a test coil) 
decreases with increasing field. Both effects can be understood, when an in­
crease of the effective selfinductance of the fluxtransformer with increasing 
field is assumed. Combined measurements of the transimpedance of the galvano­
meter, the signal produced by a fixed magnetic moment, and the time-constant 
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of decay of a pulsed signal, when the thermal switch on the fluxtransformer 
is on, confirmed roughly the anticipated relation 
Signalx-r/R = constant . (2.-33) 
Therefore the origin of this problem must be the coupling between the magnet 
and the fluxtransformer. Image effects can not explain the observed field 
dependence of the transimpedance, but may give second order contributions. 
The observed effects should be less, when a magnet is used with a larger bore, 
and hence a larger distance between the fluxtransformer and the body of the 
magnet. 
Although the linearity of the apparatus has been well verified, devia­
tions occurred when the feedback current had grown to 10 mA-turn even when the 
magnetic moment generated signals well below 1 mV. The feedback winding does 
not have exactly the same geometry as the superconducting signal winding, they 
are wound both over the outer nngcore but the feedback circuit has 12 
windings, whereas the number of turns of the signal circuit is only 4. 
Because of the low number of turns, the magnetic field produced by these 
windings is not even approximately uniform over the nngcore when the coercive 
field is approached, and locally the ringcore can be saturated. Therefore 
feedback windings and signal windings should be wound together. 
2.6.3 System configuration. 
The fluxtransformer and galvanometer, discussed above, were installed in 
a cryostat with a high field superconductive solenoid and an additional cryo­
stat, allowing temperature regulation of the sample space. In Fig. (2.-17) 
the configuration is given of the cryogenic system. 
The superconductive magnet [ 27 ] is designed for fields up to 9 Tesla 
-4 (at 4.2 K, the maximum field is θ Tesla), it has a homogeneity of 3x10 over 
1 cm diameter spherical volume. The magnetic field is not measured directly 
during the measurements, it can be related to the energizing current using: 
В = 0.1989 Tesla/Ampere . (2.-34) 
The time required to energize the coil to the maximum field of 8 Tesla, at 
4.2 K, is 15 minutes. 
A Tufnol coil-form holder is rigidly attached to the magnet body inside 
the 25.9 mm diameter bore. The pickup-coils are wound on a Tufnol tube which 
screws into this holder. The galvanometer is placed several centimeters above 
the top of the magnet, where the magnetic induction does not exceed 0.1 Tesla. 
3S 
Fig. (2.-17) The cryogenic system. 
1. Variable temperature insert 7. 
2. Liquid helium bath 8. 
3. Galvanometer assembly 9. 
4. Magnet support plate 10. 
5. Superconductive magnet 11. 
6. Resistance thermometer 12. 
Pickup-coil assembly 
Liquid helium inlet and valve 
4 K, thermal ground 
Isolating vacuum space 
Sample space 
Temperature regulated diffusor 
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The galvanometer is shielded from the stray magnetic field by a (superconduc­
ting) lead shield inside an outer box, made of ClO-steel. The wires connecting 
the pickup-coils with the galvanometer are tightly twisted and fixed to the 
magnet. 
The 15.9 mm outer diameter tail of the variable temperature cryostat fits 
inside the pickup-coils. The sample space has an inside diameter of 9.1 mm, 
not sufficient space is left for an extra radiation shield, between inner and 
outer wall of this tailsection. Although boil-off will be large, temperature 
in the sample space can be raised to 250 K. The pressure in the sample space 
is reduced slightly with respect to the pressure in the helium-dewar. Some 
helium is drawn via a capillary tube from the helium bath and evaporates in a 
temperature regulated heat exchanger. For the temperature regulation a potted 
Allen-Bradley 220 ohm resistor is used, for temperatures above 50 К an 
Au(0.03% Fe)-Chromel thermocouple with the reference junction thermally linked 
to the helium bath may be used for better sensitivity. With this type of 
variable temperature cryostat non-negligible temperature-gradients may exist 
between the diffusor and the sample situated at several cm distance, the 
gradient can moreover vary with helium flow or helium level. Therefore we 
loooo RESISTANCE (OHM) 
1000 
100 
10 100 
TEMPERATURE (K) 
Fig. (2.-18) Calibration curve of the low temperature resistance thermometer. 
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decided to measure the temperature with a sensor attached to the cryostat 
inner wall at the sample position. This thermometer was a slice from a 
220 ohm Allen-Bradley resistor to which thin gold wires were fixed; the whole 
assembly was then potted with an epoxy resin. This resistor was calibrated 
against a calibrated Germanium thermometer at the position of the sample. The 
calibration is given in Fig. (2.-18), the curve drawn is the fit to a relation 
of the form: 
/logR/T = a + blogR . (2.-35) 
Temperatures were calculated using this relation, but at temperatures above 
10 К a correction was added obtained from the difference curve of the cali­
bration data with the solid line. Corrections were up to 4.0 К at a tempera­
ture of 100 K. Corrections were also made at temperatures below 5 К as a 
function of magnetic field. The correction curves were obtained from measure­
ments of the resistance as a function of the magnetic field for fixed tem­
perature below 4.2 K, where the temperature was determined from the vapour 
pressure above the pumped helium bath. Therefore the temperature is accurate 
to better than 1%. 
The helium consumption of the cryostat is approximately 6 liter of helium 
each day under normal working conditions. The liquid nitrogen radiation shield 
needs a transfer every day, 24 hours are available for measurements between 
successive transfers of helium. 
2.7 Conclusion. 
We have constructed a magnetometer for use with a high magnetic field 
superconductive solenoid. The sample temperature can be regulated in a 9.1 mm 
inner diameter sample space in the range between 3 К and 300 K. The moment 
-9 2 
sensitivity of 3x10 Am compares very well with the sensitivity of other 
reported systems. The authors of Ref. [9 ] reported a moment sensitivity of 
-10 2 5x10 Am with a vibrating sample magnetometer. They used a corl-assembly 
with only 3 mm inner diameter, they could not vary sample temperature beyond 
-9 3 
the range of bath temperature, and could accomodate samples of only 6x10 m . 
Because of our larger working volume, our sensitivity for volume suscepti-
—8 bility (Δχ = 1 0 ) is better. 
Our moment sensitivity is also ten times better, than the sensitivity 
claimed by the authors of Ref. [7 ] , who used lower vibration frequency in 
connection with normal induction coils to avoid the mechanical problems 
associated with the vibration. Inside their approximately 8 mm inner diameter 
38 
coils sample temperature regulation was possible; they increased the vibration 
amplitude to 4.3 mm at 5 Hz to obtain sufficient sensitivity. 
The present system represents therefore a real improvement over reported 
conventional systems. 
An arrangement using a SQUID in a similar configuration, should have a 
higher sensitivity because of the increased current sensitivity of the SQUID, 
and the possibility to couple circuits with lower induction to the SQUID. The 
-12 
authors of Ref. [ 14 ] reported a sensitivity Δχ = 9x10 , which is less, than 
—θ 
the theoretical increase in sensitivity over our value of Δχ = 10 . The 
_ Q 
authors of Ref. [ 15 ] , who used also a SQUID, did not even improve on the 10 
sensitivity. 
In view of the enormous technical problems, connected with such very sen­
sitive systems, built with a SQUID, the present system is a very convenient 
and yet very sensitive magnetometer. 
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CHAPTER 3 QUANTUM SIZE EFFECTS IN SMALL METALLIC PARTICLES 
3.1 Microscopic description of electrons in small particles. 
3.1.1 Electronic quantum size effects. 
Quantum size effects (QSE) in small metallic particles have been dis-
cussed for the first time in a paper by Fröhlich! 1 ] » published in 1937. 
Fröhlich applies the Sommerfeld-Bloch model of free electrons in a bulk metal 
directly to a particle of very small dimensions, and the modifications to the 
usual, bulk value of the electronic specific heat are discussed. Although 
nowadays his approach seems too unrealistic to give meaningful results, the 
basic idea of electronic QSE appears clearly. 
It is shown that metallic matter in form of sufficiently small grains 
behaves qualitatively different from the bulk metal. Relying upon Fröhlich's 
original paper we turn now to the first and most important question: What 
does 'small' mean in the context of QSE, or: How small must a particle be 
that its intrinsic properties become different from those of a bulk solid? 
3.1.2 What is a small particle? 
When the number of atoms contained in a grain of solid matter is steadily 
reduced, it is plausible that in course of this process a stage is realized, 
where the particle does not behave like a smaller copy of the corresponding 
bulk solid anymore. A lower limit for the critical size is a particle con-
sisting of one single atom. However, for most physical properties one expects 
not a sharp transition from atomic to bulk solid behaviour; rather, one may 
expect a gradual change as a function of the number of atoms and ambient 
conditions, as temperature, pressure and electromagnetic fields. 
There are two obvious approaches to a quantitative estimate of this 
transition. The first one is to start from a single atom and to build up 
particles by adding atom after atom, and to calculate the electronic states, 
vibration modes and electromagnetic properties fron molecular orbital theory. 
This procedure needs enormous computational efforts and generally the cluster 
of atoms must not contain more than about 100 atoms to keep the work within 
reasonable proportions [ 2-4 ]. Besides, information obtained from such calcula-
tions frequently has only the value of examples: it does not give physical 
insight based on some general and simple principles. 
Therefore vve shall be mostly concerned with another approach, at least 
vvhen dealing with electronic properties: the framework of bulk solid state 
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theory will be used to a large extent to describe the particle properties, but 
modifications are added where the physical model makes them necessary. Clearly 
such a procedure cannot furnish correct results for a particle consisting of 
5 or 10 atoms. But it should give useful information when the small particle 
is produced by gradually reducing the size of a macroscopic solid and when 
the conditions are such that it still containb thousands of atoms at the onset 
of the transition. This small particle approach from the bulk side is exactly 
what Fröhlich did. 
Following Fröhlich! 1 ] , we consider the electronic specific heat of a 
small metallic particle. The specific heat is a measure for the energy which 
has to be supplied to the electron gas in order to increase its temperature 
by ΔΤ. When the electronic energy levels are denoted by e and their degenera­
cy by g , the energy difference Δυ at a temperature Τ with respect to the 
η 
ground state energy (T = 0) U is: 
m 
« о 
ÛU = U-U = T g e f - У д е , (3.-1) 
o
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-„ 'η η η
 Λ
'„ m m 
η=0 m=0 
where e is the Fermi energy ε„ and f the Fermi distribution function 
m F η 
о 
e +1 
Э (Δυ) 
In order to derive the specific heat С = — — — , a scheme must be devised to 
find the levels e and their degeneracy g . When this has been accomplished, 
η • ' η 
the problem is well defined, whatever tne nature of the system under consi­
deration may be. 
The energy levels ε can be calculated simply for a free electron gas 
enclosed in a cube of lateral length L. Then the single electron energies 
are given by: 
. 2 2 
η h 2 π,2 . 2 ^ 2 ¿ 
ε = —τ— = — (-) (η. + η. 4 η ) , (3.-3) 
η 2m 2m L 1 2 3 
η = 0,1,2,... . 
к = — (п.,п.,η,) is the wavevector of a standing electron wave. The end-
—η L 1 ζ J 
points of the к -vectors form a simple cubic lattice in the positive octant 
of the k-space. 
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If the system contains a large number of electrons (as it is supposed to 
2 2 2 2 do) η = η. + n_ + η is a large number for states near the Fermi energy. As 
almost any large natural number can be represented as the sum of three squares 
m many ways, the energy difference Δε between successive levels at the Fermi 
energy is given by: 
Δε = rr- (-) . (3.-4) 
2m L 
As the density of states of a free electron gas is a monotonically increasing 
function of energy, and as the energy difference Δε between successive levels 
is independent of energy (see Eq. (3.-4)), to each ε is assigned a certain 
degree of degeneracy such that the total number of states is fixed. If the 
free electron energy level density is denoted by ρ(ε) - a continuous function 
of energy.' - the number of states between ε and ε + Δε is ρ (ε) Δε, provided that 
Δε << ε. As there are no states between ε and ε + Δε in Fröhlich's model of 
discrete energy levels, the state ε itself must have the degeneracy ρ(ε)Δε 
in order to conserve the correct total number of states. 
Now we proceed to determine g in the free electron approximation. The 
volume of a shell between ε and ε + Δε in the positive octant of the k-space 
is given by: 
Ω = 1 ( 2 m ) 3 2 /ΓΔε . (3.-5) 
4
 fi 
The density of k-points is (—) , and therefore the density of states, taking 
L ^ 
spin degeneracy into account, is given by ρ(ε)Δε = 2fi/(—) : 
L 
/ * _ 3 1 ( 2m) /— , -,
 r. 
ρ(ε) = L — ¡ г ^ /e . (3.-6) 
2π fi 
This is the continuous level distribution of the free electron model which 
ε 
has the property that Ν(ε) = ƒ pte'Jde', where Ν(ε) is the number of states up 
to energy ε. When instead of the continuous level distribution of Eq. (3.-6), 
a discrete distribution is introduced, where the difference between successive 
levels is constant and independent of energy 
tion Ν(ε) = ƒ ρίε'ΐαε' has to be replaced by 
(see Eq. (3.-4)), the normaliza-
o 
г 
'η' 
Ν(ε ) = l g , (3.-7) 
« m 
m=0 
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where g denotes the degree of degeneracy of the level ε . Necessarily, one 
m m 
has 
g
m
= р ( е
ш
) Л е
 ·
 ( 3
· -
8 ) 
As an estimate for the order of magnitude involved, we calculate Δε and g 
m 
for a cube of lateral length L. Assuming e_ = 5 eV, one gets 
F 
L = 1 cm: Δε =4xl0~ eV, 4xl0~ K; g = 6x10 
-3 Ш 
L = 10 run: Δε = 4x10 eV, 40 К; g = 60. 
m 
The position of ε between its neighbouring upper and lower levels ε 
F 1 
and e is determined by the usual normalization procedure. We consider here 
the simple case, that ε lies halfway between ε, and ε ,. With the degeneracy 
F 1 — 1 
of the level ε given by ρ(ε ) Δε , Δυ of Eq. (3.-1) becomes 
Δυ = У ρ(ε ) Δε ε f - У ρ(ε ) Δε ε (1-f ) . (3.-9) 
; _ η η η , . -η -η -η 
η=1,2. . η=1,2. . 
Äs f falls from the value 1 to 0 over the energy width к Τ, and as 
η
 J
 В 
к Τ << ε , ρ(ε
+
 ) may be put equal to ρ(ε ) and considered as constant. The 
first term of Eq. (3.-1) is the energy of the electrons at temperature Τ and 
the second term their energy before thermal excitation. Making use of the 
fact that f = 1 - f and that the number of excited electrons is equal to 
η -η 
the number of holes left behind, one gets: 
Δε У ρ(ε ) f = Δε Τ ρ(ε ) (1-f ) . (3.-10) 
I T η η 'T -η -η 
η=1,2.. η=1,2.. 
Using 
ε - ε„ = (η-ΐί)Δε 
η F 
ε - ε = -(п-Ь)^г 
—η г 
(3.-11) 
one obtains: 
Δυ = 2
Ρ
(ε
ρ
)(Δ
ε
) 2 Ι
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The electronic specific heat follows immediately 
ε 6 = 2 ρ (ε ρ)(Δε)
2
 J | _ — ^ L , . ,3.-13) 
n=l,¿.. В 
e + 1 
Fröhlich discusses two limiting cases of Eq. (3.-13): Δε << к Τ and Δε >> к T. 
В в 
Looking at our estimates, the first condition is fulfilled for a nacroscopic 
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piece of metal for Τ » 1 К. 
Because the Fermi function of Eq. (3.-13) does not change significantly 
in the interval Δε/k T, m the high temperature limit, the summation can be 
В 
replaced by an integral. Introducing the variable ξ = (η-1!) Δε/k Τ, and 
putting 
ЭТ 
Э£ Э 2 Э 
Эт - ar"
 =
 ~ ^
п
"
1 з
^
Л е/ к
в
т
 эТ"
 o n e o b t a i n s
* 
с
е
 = -2р( ^т ƒ ς2|ς 
eÇ
 + 1 
1 π 2 i — d C = — p(eF)kgT (3.-14) 
which is the well known result obtained from the continuous level distribution 
ρ(ε)[ 5 ] . Qualitatively speaking, the familiar T-law arises because at ε a 
F 
very large number of states ε is contained in the energy interval к Τ: the 
•' η В 
weighting Fermi function distributes the electrons as if the level distribu­
tions were continuous. 
2.0 
1.0 
0.0 
0.0 
Fig. (3.-1) Ratio γ = С /С of the electronic specific heat of a 
small metallic particle to the electronic specific 
heat of the bulk material, according to Fröhlich [ 1 ] 
In the calculations for γ , the Fermi level of the 
particle was positioned in the middle between two 
levels, while for γ the Fermi level coincides with 
an electron level, γ = híy + γ. ) , χ = Δε/k Τ. 
a b Β 
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Tne situation is different if Δε >> к Τ; if Δε is large, the Fermi func-
B 
tion will not lift a single electron in the first excited state. Noticing 
that only the term with η = 1 contributes significantly in Eq. (3.-13), one 
obtains 
Ο
θ
- 2 ρ ( ε
ρ
) ( Δ ε ) 2 | ? ^ Γ / - ^ - ΐ 
e + 1 
(3.-15) 
,. ,3 -ДЕ/2к Τ 
ν 
The specific heat decreases exponentially with decreasing temperature for a 
well defined and given Δε. This is the typical illustration for the quantum 
size effect. Fig. (3.-1) taken from Frôhlich's [1 ]original paper, shows the 
ratio γ = С /С as a function of the parameter 1/x = к Τ/Δε; С is the 
e
 m
 В
 oo 
electronic specific heat of the bulk metal. As can be seen, γ depends on the 
position of e . γ corresponds to the case where the Fermi level lies halfway 
between t/io neighbouring electron levels; γ appi jes to the case when ε 
coincide« with an electron level; Ί = 4(γ + γ ) is the average specific heat 
a b 
one expects for an assembly of metal partjcles with Frôhlich's level structure 
and well defined Δε but varying position of ε . 
The results obtained so far need some discuss:on : 
1) What are the conditions to make the QSE parameter χ = Λε/k Τ sufficiently 
В 
big (χ ^> 1)? Obviously, for a given terperature, the =;ize of the cube has to 
be sufficiently reduced; in Frôhlich's model, according to Eq. (3.-4), one 
2 
has Δε ~ 1/L . On the other hand, for a given L the condition can also be 
fulfilled when the temperature is low encjgh. For temperatures of the order 
of Τ *· 1 К, L must be rather small, of the order of 10 run: therefore the 
saying that QSE occur only for very small objects. However, one has to bear 
in mind that not L itself is the decisive quantity, but χ = Δε/k Τ, hence 
2 B 
x ~ (l/kBT).(1/L ). 
2) The high degeneracy of the levels (given by ρ(ε )Δε) and the constant 
spacing Δε between the levels are consequences of the very simple but also 
very unrealistic model which was chosen. Even in the framework of the free 
electron model, the actual distribution of the levels ε will reflect the 
η 
boundary conditions imposed by the shape of the particle; as the latter con­
sists of discrete atoms, the perfect cube will never be realized in practice. 
How this influences the electronic Orbitals is a very difficult and yet 
unsolved problem. Different approaches to its solution will be presented in 
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the subsequent sections. Already here it is worthwhile to note that the 1/L -
dependence of Δε is an artefact of the level degeneracy of Fròhlich's model. 
It will be shown that m most cases the average level spacing is given by 
Δε ~ 1/V ~ 1/L3. 
3) Specific surface properties have been neglected, although it is well known 
that surface states exist which are characterized by their finite extension 
into the interior of the crystal. At present, surface phenomena are part of 
active research and to incorporate surface properties into the small particle 
problem leads to immense complications. 
4) The electronic levels are considered to be perfectly sharp, this implies an 
infinite lifetime of the excited states. In bulk solids, different scattering 
mechanisms are responsible for broadening of the energy levels. The finite 
spacing Δε between neighbouring levels in the QSE regime makes the scattering 
less effective than in bulk. However, the broadening due to scattering has to 
be small compared with Δε, otherwise no manifestations of the discreteness of 
the energy spectrum can be expected. 
3.2 Kubo's small particle. 
3.2.1 General considerations and assumptions. 
As in Fröhlich's treatment, the fundamental fact that the spacing between 
adjacent levels increases with decreasing particle size lies also at the basis 
of Kubo's treatment of the electronic properties of small particles [ 6 ] . How-
ever, the artificial concept of equally spaced levels is abandoned and a 
number of new, realistic assumptions is made. 
The most important point concerns the level scheme. Kubo emphasizes the 
irregularity of the particle shape which does not justify the boundary condi-
tions of the model of perfect cubes as used by Fröhlich. As the shape of the 
particles is not known down to details of atomic dimensions, Kubo replaces 
the degenerate level scheme of Eq. (3.-3) by a statistical distribution. 
Here, use is made of an important result on tne influence of the boundary 
conditions on the asymptotic density of eigenvalues of the wave equation, a 
problem treated in a number of papers by H. Weyl [ 7,8 ] (for a recent review, 
see refs.[9,10 ]). There it is shown that the density of eigenvalues with 
large indices - states with high "quantum numbers", in the quantum mechanical 
language - does not depend on the shape of the region for which the wave 
equation is solved, similarly, it does not depend on the exact nature of the 
imposed bounaary conditions. The density of eigenvalues with large quantum 
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numbers is a function of the volume of the region considered alone. The ques­
tion arises what the measure is to call a quantum number 'big' or 'small'. 
Although exact and explicit prescriptions are given in the literature to 
answer this question! 11 ] , m the following it is taken for granted that the 
quantum number of Fermi level is so high that these asymptotic theorems can 
be applied. Consequently, over energy intervals which are large compared with 
the spacing between adjacent levels, the density of states ρ(ε) does not 
depend on the boundary conditions at all. Therefore, one uses e.g. periodic 
boundary conditions and one obtains [ 12 ] 
Ρ ( ε
ρ
) = | ^ . (3.-16) 
N is the number of electrons contained m the particle. The energy levels con­
tributing to Eq. (3.-16) are spin degenerate. 
As one is interested not only in the 'coarse grained' density of states 
but in the positions of the individual levels as well, a distribution of the 
individual levels must be introduced such that p(e ) of Eq. (3.-16) is con­
served. This was done by Fröhlich by assuming an equal level spacing and a 
high degeneracy. Kubo takes a more realistic approach in postulating that the 
levels are randomly distributed. This means that the energy axis is divided 
in intervals small compared to 
2 4 εΓ 
(3.-17) • (e,) 3 Ν ' 
с 
where δ is the average spacing between two levels which are only spin degene­
rate. Each interval has the same, small probability of containing a level. 
Then, according to elementary statistics, the spacing Δ between adjacent 
levels is Poisson distributed: 
Ρ(Δ) = | е - Л / 6 . (3.-18) 
Ρ(Δ)αΔ is the probability of finding the nearest level in the interval 
(Δ,Δ+άΔ) from the level considered, see Fig. (3.-2). Such a distribution is 
qualitatively different from the equal level spacing with constant Δε in 
Fröhlich's model. The same is true for thermodynamica1 properties derived 
from this model as shown in the next subsection. 
2 3 
The difference between Δε ~ 1/L and Δε ~ 1/L can be demonstrated by a 
numerical example. For a cubic particle of gold (with an electron concentra-
tion of 5.9x10 m ) with 10 ran side length and containing about 6*10 atoms, 
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one gets for the average level separation according to Kubo 
δ
Κ
 = 0
·
6 χ 1 0 e V
 = 0.7 Κ , 
whereas for Fröhlich'ε model, one gets 
3.6x10" eV = 42 К 
Fig. (3.-2) Probability of finding nearest level separation Д 
of the random level distribution (Poisson distri­
bution) . The mean spacing & is taken to be X. 
It is useful to note that Ρ(Δ) is largest for Δ = 0. This means that for 
a random arrangement the levels are 'attracting' each other, leading to 
accidental, not explicitly intended degeneracy. Tnere is a simple argument 
against introducing a priori any degeneracy of the levels. Degeneracy is 
always connected to symmetry; if the symmetry is due to geometry, the geome­
trical form of the particles should be perfect down to structural details of 
the order of the de Broglie wavelength of the electrons at ε , which is about 
0.1 nm. With an exception for organo-metallic clusters (which are in fact 
well defined molecules) it is not reasonable to assume, that any real par­
ticles can be made symmetric to this extent[ 13 ]. 
A further innovation due to Kubo is the concept of particles containing 
an even or an odd number of electrons. This concept is based on pure electro­
statics: the energy needed to charge a sphere of radius R with a charge e is 
2 
in vacuum e /Ίπε^. The charge can only originate from the surrounding medium 
(i.e. the heat reservoir) which is at temperature T. Therefore, when 
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-4 2 -1 
к Τ ( « 10 eV at 1 К) << e /4πε R ( « IO eV for R = 10 nm), the probabili-
В о 
ty for an electron to be captured by a particle is very small, charge fluctu­
ations are highly improbable. As the particle is in its lowest energy state, 
when the total charge equals zero, the assumption is made, that at low tempe­
rature the particles are electrically neutral. 
Because of the iirprobability of charge fluctuations, a distinction must 
be made between particles containing an even, or an odd number of electrons. 
This concept has originally been put forward by Kubo and has subsequently been 
adopted in most small particle work. 
3.2.2 Electron specific heat and Pauli spin paramagnetism. 
Principally, the method for the calculation of the thermodynamic proper­
ties of Kubo's small particles is straightforward. Nevertheless, the typical 
small particle properties mentioned in the preceding paragraph necessitate 
some precautions. 
The charge conservation (i.e. the existence of particles with an even and 
an odd number of electrons) complicates the computation considerably, because 
all quantities have to be derived from the particle conserving canonical en­
semble; it will turn out that the "odd-particle" properties are markedly 
different from the "even-particle" ones in the QSE regime. Therefore, the 
normally used grand canonical ensemble must be discarded as it contains 
fluctuations of the number of electrons. In the case of a degenerate Fermi 
gas the fluctuations are given by [ 14 ] : 
< n N > 2 = 4 r ί | ^ 1 / 3 ν · ».-19) 
irh 
For a particle with linear dimensions of 10 nm and an electron density of 
29 -3 2 
10 m , one has (ΛΝ) «> 1_, which is not very much compared to the total 
number of electrons of N * 10 . However, contrary to the normal situation in 
statistical mechanics, in tne present case not the relative fluctuation 
2 (ΔΝ) /N is important, but tne absolute change of N by one electron. Stated in 
a different way: it does not matter that the particle contains 10000 or 10002 
electrons, but it matters that it contains 10000 or 10001 electrons. The 
necessity to abandon the grand canonical ensemble entails annoying computa­
tional consequences. The most important consequence is the fact that the 
Fermi function is no longer a valid expression for the occupation probability 
of the single electron states. 
50 
Furthermore, the level distribution of Eq. (3.-1Θ) must be taken into 
account which leads to inconvenient averaging processes, even when all par­
ticles are of the same size. When the particles vary in size, an additional 
averaging over the size distribution is required, each size characterized by 
its proper value of δ derived from Eq. (3.-17). 
In Appendix I an outline of Kubo's calculation is presented, emphasizing 
some critical steps. Here, we give only the m a m results including some dis­
cussion. 
In the high-temperature limit (δ/k Τ << 1), one gets for the specific 
В 
heat: 
CV = J ^ B 1 P ( e F ) (δΛ Τ « 1) , (3.-20) 
and for the susceptibility due to the Pauli spin paramagnetism: 
χ = μ
ο
μ^ p(eF) (6/kBT « 1) . (3.-21) 
These are just the familiar results for the properties of a bulk metal. When 
the thermal energy к Τ is much bigger than the average level spacing &, very 
В 
many levels above the Fermi energy are occupied and therefore many energies 
contribute to the partition function. Consequently, very many configurations 
have to be taken into account for its computation, and a negligible error is 
introduced if the well known replacement of the summation by an integration 
is done. As long as the mean level spacing does not change, all level distri­
butions give the same results for the thermodynamic quantities; this is 
exactly the customary bulk situation where the level structure enters only in 
the form of the density of states at e . 
In the low temperature limit (6/k Τ >> 1), only very few levels above ε 
В F 
will be occupied, of the order of 2 or 3. The partition function will then 
depend crucially on the position of the few individual levels around e ; 
therefore, not only the average spacing δ = 2/p(e ) is important but also the 
г 
distribution of the first few single particle levels around e . In addition, 
a different behaviour will be seen for particles with an odd and an even 
number of electrons ("odd" and "even" case) due to charge-conservation. 
As shown m Appendix I, one gets for the specific heat in zero magnetic 
field the Kubo-QSE results [ 6 ] : 
C
odd = ^ 6 4 5 к в Т P ^ F ' (3.-22») 
, (δ/k Τ » 1, H=0) . 
С = 2.512 к Τ p(e ) (3.-22b) even в F 
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Fig. (3.-3) (a) Electronic specific heat С and (b) spin suscep­
tibility χ for a particle with equal level spacing δ. 
X is normalized to the Pauli spin susceptibility 
χ = 2μ μί/δ (after Denton, Muhlschlegel and 
ScalapinoT 15 ] ) . 
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In the low field limit, the magnetization is given by: 
м
 яя = UDtanh(l· μ H/k T) (3.-23a) 
odd В о В В 
(fi/k Τ » 1, μ μ Η/ί « 1) 
Μ = 4μ (к Τ/6) s l n h ( 2 μ μ
ο
Η Α „ Τ ) « 
even B B о В В 
ƒ 2 ~ ^ 2 ( 3 . - 2 3 Ь ) 
О 1 + 4 t c o s h (μ μ Н/к Τ) + t 
О В В 
F o r H -*• 0, one g e t s f o r t h e s p i n s u s c e p t i b i l i t y : 
X
o d d = μ ο μ Β Α Β Τ ( Э - - 2 4 а ) 
(S/k Τ » 1, Н-КЭ) . 
"even-
1
·
5 2 1 μ
ο
μ
Β
ρ (
ν
 ( 3
-
2 4 Ь ) 
Finally, the magnetization in the QSE- and the high field-limit is given by: 
2 - 4 μ ο μ Β Η / δ 
M
 ^ =
 2V ΚΆ/& + Ь K D ( 1 + e ) (3.-25a) 
odd о В В 
( δ / k T » 1, μ Vjì/6 » 1) 
2 - 4 μ ο μ Β Η / δ 
M = 2μ μ Η/δ + h pD(l-e ) (3.-25Ь) even о В В 
Contrary to Frôhlich's result of Eq. (3.-15), the electron specific heat 
for a Poisson distributed level scheme is a linear function of the tempera-
ture. Compared with the bulk material, its value is reduced by about one 
third. More dramatic new features are found for the Pauli spin paramagnetism. 
The odd particles behave at low temperatures as if the magnetic properties 
were determined by the spin of a free electron occupying a state which for 
H=0 is only spin degenerate. This leads to the Curie-type temperature depen-
dence of the magnetization as given by Eq. (3.-23a). It is interesting to note 
that χ does not vanish, even when δ/k Τ ->- ". This is a consequence of the 
Poisson level scheme where levels "attract" each other: the smaller the level 
spacing the bigger the probability of its occurrence; therefore, for any 
value of δ/k Τ there is always a nonzero probability to find levels with 
В 
energy-distance Δ < k„T. We shall see in the next section that χ (Τ) is 
В even 
totally different if level distributions are used where the levels repel 
rather than attract each other, i.e. distributions where the probability for 
very small level-spacings Δ •»• 0 goes to zero. 
The importance of the canonical calculation instead of the customary 
grand canonical one has been emphasized by Denton, Muhlschlegel and 
Scalapino [15 ] ; they have calculated the electronic heat capacity for 
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Fröhlich's equal level spacing case using Frohlich's method (i.e. the grand 
canonical ensemble) and the canonical ensemble. As is shown in Appendix II 
it is possible to calculate the canonical partition function exactly for the 
equal level spacing case. The results of Denton, Mühlschlegel and Scalapmo 
are shown in Fig. (3.-3). 
Most important for experimental verifications of the theoretical QSE 
predictions is a more precise specification of the condition δ/k τ >> 1. As 
В 
higher order analytical calculations to check the inflaence of the (δ/k T ) -
B 
term are very tedious in the case of the Poisson level scheme, Denton, 
Mühlschlegel and Scalapmo made computer calculations. It turns out that the 
lowest order approximation, containing only terms of the order (δ/k Τ) , is 
В 
valid only when the condition δ/k Τ > 10 is fulfilled. 
В 
3.3 Level statistics. 
In the QSE limit, the thermodynamic properties of the electrons are 
determined by two fundamental concepts: the single-electron-level structure 
and charge conservation. The example of tne specific heat showed that by 
assuming an equal spacing between degenerate levels, one gets in the limit 
of small к
п
Т/в an exponential T-dependence (Eq. (3.-15)), whereas Kubo's 
в 
random distribution of energy levels gives the familiar linear T-law (Eqs. 
(3.-223), (3.-22b)) as for the bulk metal, although with smaller coefficients. 
In addition, Fig. (3.-3) shows how charge conservation influences the specific 
heat and the spin susceptibility for a particle with equal level spacing δ. 
A wide range of different possibilities for the level distribution can 
be offered. Frohlich's equal level spacing is probably an oversimplification 
of the actual situation; Kubo's Poisson scheme is very plausible but it is 
in fact an "ad hoc" assumption. Gorkov and Eliashberg [ 16 ] have pointed out 
that there are distributions which are possibly more justified. These distri­
butions will be discussed in the following, relying very much on a paper by 
Porter and Rosenzweig [17,18 ] . 
3.3.1 An analogy with statistical mechanics. 
Statistical mechanics describes the global behaviour of systems which 
consist of a large number of 'particles' - e.g. a gas of atoms in a macros­
copic volume. Because of the large number of atoms, the exact time development 
of the system cannot be determined, although the interaction between the 
atoms is quite well understood. The statistics give information about the 
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global, average properties of the system, like pressure or temperature. This 
is accomplished by making some basic assumptions on the occupation probability 
of phase space. 'A prion' probabilities are attributed to all states which 
are accessible to the system. The justification of this procedure lies mainly 
in its success. 
In this subsection we would like to point out that there is a close 
analogue between ordinary statistical mechanics and level statistics, when -
roughly speaking - the roles of the "known" and the "unknown" quantities of 
statistical mechanics are interchanged. 
To be more concrete, let us consider a small metallic particle. The 
electron-like excitations in this particle form a degenerate Fermi gas, they 
interact with each other, with other sorts of excitations and with the walls 
of the particle. As explained in section 3.2, this latter interaction is of 
very complicated nature; therefore, the Hamiltonian of the electron system 
will be very complicated. The problem consists now in finding the energy 
spectrum of this Hamiltonian, i.e. the stationary states in the single 
electron approximation. 
The lowest states of the system can be found with sufficient accuracy if 
the real Hamiltonian is substituted by a reasonable approximation for which 
the eigenvalue equation can be solved. However, for the high energies of 
interest here (around ε ), already small perturbations have to be taken into 
account, influencing the spectrum more and more with increasing energy. As 
these small perturbations are complicated and not known, the eigenfunctions 
of the complicated Hamiltonian can not be calculated. Therefore, one intro­
duces the concept of level statistics in the hope that it gives information 
on global properties of the spectrum, such as the probability distribution of 
the energy eigenvalues. 
This illustrates the meaning of interchanging "known" and "unknown" 
quantities when going from statistical mechanics to level statistics. 
In ordinary statistical mechanics the "unknown" quantity is the state 
of the system and the "known" quantities are the forces acting on the atoms. 
For a closed system each phase space element of given volume - corresponding 
to a state of the total system - is given the same a priori probability of 
being occupied when the state is compatible with the energy of the system. 
Clearly, each volume element in phase space is equivalent to a possible state 
of the system. Such an assumption is certainly inadequate if we want to get 
knowledge on the level structure of a complex system because it already anti­
cipates what ir fact has to be looked for. In level statistics the role of the 
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"unknown" quantities is played by the forces: it is explicitly assumed that 
the Hamiltoman of the system is so complex, that its single terms cannot be 
enumerated. This complex system is thought of as a system m which тагу 
particles are interacting according to unknown laws. Subsequently an ensemble 
of systems is considered in which all laws of interaction, compatible with 
certain general symmetry properties, are given equal a priori probability. 
Table (3.-1) 
S t a t i s t i c a l Mechanics Level S t a t i s t i c s 
State {p,q} of the system not known. Interac t ion between c o n s t i t u e n t s of the 
system not known. 
S t a t i s t i c a l assumption on the d i s t r i - S t a t i s t i c a l assumption on the i n t e r -
bution of s t a t e s and t h e i r occupation act ions (of c e r t a i n symmetry type) . 
in phase space. 
The hope i s , t h a t overal l proper t ies The hope i s , tha t overal l proper t ies 
of the system can be found. p,T, of the level spectrum of the system 
can be found, especial ly the proba­
b i l i t y d i s t r i b u t i o n of energy eigen­
values . 
In T a b l e ( 3 . - 1 ) a c o m p a r i s o n i s made be tween t h e u s u a l s t a t i s t i c a l mecha­
n i c s and t h e new t e c h n i q u e of l e v e l s t a t i s t i c s . T h i s c o n c e p t of e n e r g y - l e v e l 
s t a t i s t i c s b a s e d on an ensemble of s y s t e m s i s due t o Wigner [ 20 ] . The h o p e , 
t h a t s u c h a s t a t i s t i c a l p r o c e d u r e f o r f i n d i n g t h e p r o b a b i l i t y d i s t r i b u t i o n 
of t h e e n e r g y l e v e l s may be s u c c e s s f u l , i s ( a s i n t h e u s u a l s t a t i s t i c a l 
m e c h a n i c s ) b a s e d on t h e e x p e c t a t i o n , t h a t t h e sys tem m i g h t be d e s c r i b e d by a 
huge v a r i e t y of complex H a m i l t o n i a n s , b u t t h a t t h e s p e c t r a l p r o p e r t i e s of 
t h e s e H a m i l t o n i a n s w i l l n o t d e v i a t e v e r y much from t h e s p e c t r a l p r o p e r t i e s of 
a p r o p e r l y c h o s e n a v e r a g e H a m i l t o m a n f o r t h e ensemble [ 19 ] . The e x c e p t i o n s 
w i l l be formed by s y s t e m s w i t h a h i g h d e g r e e of symmetry ( i . e . s i m p l e s y s t e m s ) . 
I n t h e s e s y s t e m s , t h e m a t r i x e l e m e n t s of t h e H a m i l t o m a n a r e s t r o n g l y c o r r e l a ­
t e d and t h e i r i n t e r d e p e n d e n c e i s most c l e a r l y shown by g r o u p t h e o r y . However, 
when e . g . t h e s t a t e s of a sys tem c a n be s e p a r a t e d i n c a t e g o r i e s w i t h even and 
odd p a r i t y , i t c a n be shown t h a t f o r e a c h of t h e s e two c a t e g o r i e s a l o n e t h e 
t h e o r y of l e v e l s t a t i s t i c s m i g h t g i v e v e r y good r e s u l t s , b u t when t h e d e n s i ­
t i e s of s t a t e s a r e compared w i t h o u t t a k i n g p a r i t y i n t o a c c o u n t , no a g r e e m e n t 
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is found. This means that deviations of an actual level distribution from the 
ensemble average is hint for conserved quantum numbers which have been over­
looked . 
3.3.2 Symmetry properties of the Hamiltonian. 
As we have discussed in great length, the interactions of an electron in 
a small particle are very complicated. The detailed form of the Hamiltonian H 
can in general not be determined to such an extent to give the energy spec­
trum around e with sufficient precision. Nevertheless, the Hamiltonian 
exists, and may have some symmetry properties. In this section we will study 
these symmetry properties of the Hamiltonian in some detail. In Hilbert-space, 
the Hamiltonian can be represented by a hermitian matrix H: 
H = H 
л, * 
H (3.-26) 
H is the hermitian-con]ugated matrix, obtained by complex conjugation of the 
transposed matrix H. Under unitary transformations U, the hermiticity is con-
-1 t -1 t 
served; the requirement, that (UHU ) = UHU , leads to [ H,U U ] = 0, there­
fore: 
U U = I, or U = и" (3.-27) 
Beside hermiticity, some other, well known, general invariance properties of 
the Hamiltonian can be considered. They are listed in Table (3.-2). Space 
translation invariance leads to the familiar conservation of momentum, and 
time translation invariance to conservation of energy. Our problem is to 
analyse the structure of the Hamiltonian under the various combinations of the 
remaining symmetry properties. 
Table (3.-2) 
Invariance 
Space Translation 
Time Translation 
Space Inversion 
Tune Inversion 
Space Rotation 
Associated Operator 
Total Momentum 
Total Energy 
Parity 
Time Reversal 
Total Angular Momentum 
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Let us consider time inversion invariance. The time reversal operator Τ 
is an anti-unitary operator, and can be written as the product of a unitary 
operator U and the complex conjugation operator Κ: Τ = UK. When no spin 
dependent terms come into the Hamiltonian, a basis can be chosen, so that U 
is just the unity operator: 
T
2
 = K
2 (3.-2Θ) 
Τ = К = I . 
When the spin enters, the choice of U is dictated by the properties of the 
total angular momentum operator J. From the requirement TJT = -J, one can 
deduce, that an appropriate choice of Τ is: 
ι π 3 Ді 
T = i a K = e Υ κ 
У 
τ
2
 - і і - (_j D
 L ; j) κ2 = - ζ , 
here S is the spin operator and σ a Pauli spin matrix. For N spins: 
mis /ft 
Τ = e
 n y
 К , 
Τ = +1, for even Ν, (3.-30) 
2 
Τ = -I, for odd N. 
2 
When Τ = +1, U can be diagonalized; a basis can be chosen, so that, again, 
Τ = К [ 19 ] . 
Time invariance, together with the hermiticity of H, gives: 
-1 * H = THT = H ^ 
„ - u + . U * } H = H , a n d H = H , (3.-31) 
H — ti — il 
the Hamiltonian is therefore real and symmetric. The orthogonal transforma-
-1 * -1 tions О conserve this symmetry property; the requirement (OHO ) = OHO , 
leads to [ H,00 ] = 0, therefore 
OO = I, or Ο = θ"1 . (3.-32) 
2 
When Τ = -I, we note, that for a state Ψ satisfying the Schrödinger equation: 
(Ψ,ΤΨ) = (ТУ,Т2У) = - т Д ) = -(Ψ,ТУ), 
or (Τ,ΤΨ) = 0 . (3.-33) 
When the Hamiltonian is time inversion invariant, both Ψ and ΤΨ satisfy the 
Schrôdinger equation for the same energy. Therefore, the degeneracy is at 
least twofold. This is the famous Kramers degeneracy. Due to this spin degene-
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racy, the matrix Τ cannot be diagonalxzed; the appropriate transformations 
are the 2NX2N matrices from the N-dimensional symplectic group Sp(N). In this 
case, the Hamiltonian is a quaternion-real matrix. 
However, when the Hamiltonian is rotationally invariant, (even in the 
2 
case Τ = -I) an alternative definition of the time reversal operator is 
possible: 
T 0 = e 
-ITTJ / -1TJ /îi IÏÏS /h 
У
 ' e
 У
 К = e 
-lπL /fi 
К 
(3.-34) 
„ск 2 
and now (Τ ) = +1 again, therefore, U can be diagonalized. Just as in the 
case, where only orbital angular momenta were considered, the orthogonal 
transformations are the symmetry operations for the Hamiltonian. 
Table (3.-3) 
Syimnetry 
No time inversion symmetry. 
Time inversion symmetry, 
in tegra l spin. 
Time inversion symmetry, and 
space r o t a t i o n symmetry. 
Time inversion symmetry, 
h a l f - i n t e g r a l spin. 
Hamiltonian 
Hermitian 
Real, symmetric 
Real, symmetric 
Quaternion-real 
Canonical Group 
Unitary transformations 
Orthogonal transformations 
Orthogonal transformations 
Symplectic transformations 
The d i f f e r e n t t y p e s of symmetry, d i s c u s s e d a b o v e , a r e summarized i n 
T a b l e ( 3 . - 3 ) . These symmetry p r o p e r t i e s of t h e H a m i l t o n i a n may have i n t e r e s t ­
i n g c o n s e q u e n c e s f o r t h e e i g e n v a l u e s p e c t r u m . 
L e t u s c o n s i d e r t h e a c c i d e n t a l a p p r o a c h of two e i g e n v a l u e s of t h e 
H a m i l t o n i a n ; we w i l l d e t e r m i n e t h e p r o b a b i l i t y Ρ ( Δ ) , t h a t t h e s p a c i n g be tween 
t h e s e l e v e l s i s Δ. For t h e o r t h o g o n a l ensemble t h e r e l e v a n t p a r t of t h e 
H a m i l t o n i a n (which i s r e a l and symmetr ic i n t h i s c a s e ) i s : 
Η ( 3 . - 3 5 a ) 
the eigenvalue equation can be solved directly using the secular equation: 
χ-ε у 
(3.-35b) 
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and we find as eigenvalues for H: 
= ± fc 2 +У (3.-35C) 
the probability to find a nearest level spacing in the interval between Δ and 
Δ+αΔ is just the volume in the parameter space (x,y) for which ε lies in the 
interval between hh and ЧЛ+ЦаД, this is ЬпЛаД; therefore 
Ρ(Δ)αΔ ~ Δ ¿Δ . 
Similarly, for the unitary ensemble, the matrix Η is hermitian: 
y'+iy" 
y'-iy" -x 
and the eigenvalues of this Hamiltonian are: 
Η 
ι- χ л 
I
 y._ly" _x i 
(3.-36) 
(3.-37a) 
- ± Л 2 . . . . 2 , ••2 +y' +y" (3.-37b) 
in this case the volume in the parameter space (χ,ν',ν"), for which the 
2 
nearest level distance 2ε lies between Δ and Δ+αΔ, is proportional to Δ αΔ, 
Ρ(Δ)αΔ ~ à dà Í3.-38) 
Finally, for the symplectic ensemble, the Hdmiltoman is represented by a 
quaturmon-real matrix; the relevant part, which describes the interaction of 
two Kramers doublets, approaching in energy, is given by: 
H = (3.-39a) 
y -1Z -X U 
-iz у С -χ 
where y=y'+iy", and z=z,+iz", the solution of the secular equation is: 
- ± /x 2 * * 
ε = i •χ +yy +zz , 
this leads to a spacing probability: 
Ρ(Δ)άΔ ~ Δ4αΔ . 
(3.-39b) 
(3.-40) 
The most spectacular feature of the results in Eqs. (3.-36), (3.-3Θ) and 
(3.-40), is the vanishing probability of the occurrence of very small level 
spacings. Contrary to Kubo's distribution, Eq. (3.-18), the chance of an 
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accidental degeneracy of two levels is zero. In the next section, we will 
consider the level spacing distribution for the different ensembles in more 
detail. 
3.3.3 The orthogonal ensemble. 
As we have discussed above the orthogonal ensemble is appropriate when 
1) The Hamiltoman H is time inversion invariant; 
2) a. Angular momentum J/Ti is integer, or 
b. The Hamiltoman is rotation invariant. 
In the limiting case of small spin-orbit coupling and when no applied magnetic 
field is present (which would disturb the time inversion symmetry), the 
electron spin is conserved. The spin merely gives a twofold degeneracy of the 
states. The angular momentum entering the Hamiltoman is then Integer, and 
condition 2a is fulfilled. Therefore, as shown before, H is a real, symmetric 
matrix, and the appropriate basis transformations are the orthogonal 
matrices 0, with 
% ч, -1 
00 = I, or О = 0 . (3.-41) 
As explained in section 3.3.1, some reasonable assumptions on the matrix 
elements have to be made, based on these symmetry properties of H. A suitable 
probability distribution for the matrix elements is obtained when equal 
weight is given to all possible interactions. From this distribution, one 
finds the probability distribution of the eigenvalues, which solves the 
problem in principle. 
In a first assumption, one considers a finite NxN matrix in place of the 
exact infinite dimensional matrix H „; the distribution of eigenvalues of the 
finite matrix is supposed to be as representative for the actual system as 
the one of the infinite matrix. This assumption will be discussed at the end 
of this section. The other two basic assumptions concern the probability with 
which a matrix occurs, where the matrix elements H (a = 1,...N, 0 = 1,...N) 
have certain numerical values. Because H is a symmetric matrix, it consists 
of N(N+l)/2 independent elements. The probability, that the first element 
lies in the interval (Η ,Η +dH..), the second in the interval (H ,H -+dH .) 
and so on, is given by Ρ (Η..,Η.„,...,Η ) dH..dH,„...dH . The differential 
N 1 1 1 2 NN 1 1 1 2 NN 
probability Ρ (Η,.,Η,„,...Η ) Ξ ρ (Η ) must be constructed in such a way 
N 11 12 NN N 13 
that it satisfies the fundamental requirements of 
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1) independence of the matrix elements from the chosen basis,-
2) invariance of P.,(H ) when a transition from one real basis to an other 
N i] 
real basis is made. 
These requirements are sufficient to give an explicit analytic determination 
of PM(H ). They give the mathematical formulation of the statistical proper-
ties of a system subject to random forces with a special type of symmetry. 
The independence of the matrix elements leads to factorization: 
W = fll(Hll,fl2(H12)---faßlV-"fNN(HNN) ' (3-42) 
(a < S) 
The transformation from one real basis to an other real basis is given by a 
real unitary (i.e. orthogonal) matrix 0. Therefore, when putting 
H' = O^HO (3.-43) 
Ρ (Η ) must s a t i s f y 
N i ] 
Ш· .) = Ρ (H ) ( 3 . - 4 4 ) 
N 1 ] N 1 ] 
Eqs. (3.-42) and (3.-44) determine Р
Ы
(Н ), the straightforward calculation 
is shown explicitly in Ref. [ 17 ] . One finds that the matrix elements Η 
(with α Φ β) and Η are normally distributed, the dispersion of the Η 
ΥΎ ΎΥ 
being twice the dispersion of the Η „: 
P., (Η ) = С exp(-(H2 +2H^ +...+H^ )/4σ2) 
N i ] 1 1 1 2 NN 
= С exp(-TrH2/4a2) . (3.-45) 
2 
σ is the mean square dispersion of the off-diagonal elements. 
As a next step, one has to diagonalize the "random matrix" Η in order 
to obtain the distribution function for the eigenvalues Ε, . σ will have the 
meaning of a scaling factor for the energy difference between the E.. The 
transformation from the basis ΙΨ > to the eigenvectors Y.> of the unknown 
α 'λ 
Hamiltoman Η is accomplished by the orthogonal transformation Λ(a ). For N 
elements a , there are N(N+l)/2 normalization and orthogonality constraints. 
Therefore, each a depends on N(N-l)/2 independent parameters α : 
μν 
= a (ο ,α ,...,α . . .,) . (3.-46) 
μν 1 2 Ν(Ν-1)/2 
We try to obtain the sought eigenvalue distribution by replacing the N(N+l)/2 
values Η in Eq. (3.-45) by N values E (defined by н|х > = Ε. |χ,>) and 
dp λ А Л Л 
Ν(Ν-1)/2 values α.. Again from simple orthogonality arguments, it follows that 
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(3.-47) 
The differential dH.,...dH has to be replaced by J dE,. 
11 NN N 1 
where J is the Jacobian of the coordinate transformation: 
N 
·*νν .da. N(N-l)/2 
J
N
 = 
эн
іі
 э н
п 
ЭЕ, 
ЭЕ, 
ЭЕ, 
ЭН ЭН 
NN NN 
ЭЕ0 
ЭН 
11 
да, 
Ν(Ν-1)/2 
ЭН.. 
NN 
Эа 
Ν(Ν-1)/2 
(3.-4Θ) 
The Jacobian (see Ref. [ 17 ] ) can be separated into two factors, one 
containing the E. only and the other containing the а : 
Α ι 
J N = [ л lvEvl ] h < w 
μ<ν 
• "
α
Ν ( Ν - 1 ) / 2 ) ( 3 . - 4 9 ) 
By integrating over the independent parameters α one obtains after substitu­
ting Eqs. (3.-47) and (3.-49) in Eq. (3.-45): 
V E 1 ' E 2 V K[ Π I E - E J ] e x p t - - ^ Ι Ελ
2) , 
μ<ν 4σ λ=1 
(3.-50) 
where Κ is a constant of normalization. This expression, known as "Wishart 
distribution" [ 21 ] , is the result we have been looking for: The probability 
distribution of the eigenvalues of a symmetric random matrix, characterizing 
the Hamiltonian of a "random system" subject to statistically equally 
probable interactions with a certain symmetry. For N=2, Eq. (3.-50) reduces to 
Ρ (E ,E2) = C 2 I E J - E ^ exp[-(E1+E2)/4a ] (3.-51) 
From this expression it is easy to derive the distribution for the level 
spacings P 9(x). (The superscript 0 indicates that we consider spacings between 
adjacent levels only, with zero levels in between. For N=2, there are of 
course no other spacings.) With the definition for the level spacing 
Δ « Eì~E-? > 0' a n d f o r t h e mean eigenvalue E = h[E +£„) , Eq. (3.-51) can be 
written as: 
Ρ 2(Δ,Ε) = С^ Δ exp(-
«2 -2 
5·) exp( r) 
θσ 2σ 
(3.-52) 
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Integrating over all E leads to: 
.2 
Ρ2(Δ) = С^ Δ exp( - ) . (3.-53) 
θσ 
The mean level spacing δ is now given by: 
OD 
δ = ƒ Δ Ρ (Δ) dà . (3.-54) 
о 
Introducing the variable χ = Δ/δ, replacing the normalization constant C" by 
its actual value [ 22 ] and making use of the relation σ = δ//27Γ, one gets for 
the spacing distribution: 
O r π 2 
Ρ (χ) = - x exp(- j χ ) . (3.-55) 
This distribution (3.-55) is also known under the name of "Wigner surmise" 
because it was supposed by Wigner that the nearest spacing of the orthogonal 
ensemble should be distributed according to this law. However, this assumption 
is correct only for N=2; for higher dimensions it is no longer true. Neverthe­
less, for all practical purposes, the Wigner surmise is an excellent approxi­
mation, even for N-*00 so that the exact nearest neighbour distributions are 
only of academic interest [ 24 ] . 
For higher dimensions (N>2), one is not only interested in the nearest 
neighbour spacings Ρ (x), but also in the next nearest spacings Р
ы
(х), next-
next-nearest spacings PM(x) and so on. The eigenvalues E must first be 
ordered according to their magnitude. With increasing dimensionality, the 
mathematical difficulties soon become enormous and machine computations must 
0 
replace analytic brainwork. In Fig. (3.-4a) the Wigner surmise Ρ is shown, 
together with the Poisson distribution, for comparison. The absence of small 
level spacings is more pronounced for the unitary and symplectic ensemble, 
in accordance with the results of Eqs. (3.-36), (3.-38) and (3.-40). In 
Fig. (3.-4b) the machine calculated distributions are shown for the nearest 
level spacing P l n, the next-nearest level spacing Ρ1Γ., the next-next-nearest 
2 5 
level spacing P.
n
, up to P 1 n; the calculation was done for a 10x10 random 
matrix [ 23 ] . 
The level repulsion, shown to arise from this model, has been observed 
experimentally in nearest level spacing data taken from spectroscopic data 
of complex atoms and nuclei [17,25 ] . 
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3.3.4 The unitary and symplectic ensemble. 
When the spin enters the Hamiltoman explicitly through spin-orbit coup­
ling, the symplectic ensemble is the appropriate ensemble. The spin-orbit 
coupling must be strong enough to mix up levels which would have been deter­
mined by the orthogonal ensemble previously. 
A criterium to estimate the strength of the spin-orbit coupling has been 
given by Kawabata [ 26 ] . The symplectic ensemble applies when y/δ >> 1, where 
y » (hv/d) (Дд)2 ; (3.-56) 
г 
ν is the Fermi velocity of the electrons, d is the particle diameter, and 
Дд is the electronic g-shift as measured by an electron spin resonance (ESR) 
experiment. This Kawabata-rule is quite plausible: the ESR line width is 
according to Elliot [ 27 ] given by: 
i - J ^ S l i , (3.-57) 
tr 
where τ is the relaxation time entering the dc-electrical conductivity. For 
small particles, where the electronic mean free path I is bigger than the 
dimensions of the particle (i.>d) , τ is given by τ *= d/v . The electron 
energy is determined within ДЕ * h/τ; when ЛЕ>>6, "mixing of the levels" 
occurs and the symplectic ensemble is appropriate. Conversely, for y/δ << 1, 
the orthogonal ensemble must be used. 
When the appropriate symmetry transformations from the symplectic group 
are taken into account, the level distribution found is: 
WE2 V = K l Π I V E J 4 ' e X p t " ^ T Σ ЕЬ • (3.-5B) 
Vi<v 4σ λ=1 
The Wigner surmise for the nearest level spacings for the symplectic 
ensemble is of the form: 
, Α Ν 2 1 8 4 , 64 2. ,_, ... 
2 = ~бТ X e x P ( ~ 97 x ' · (3.-59) 
3 π 
In this case the level repulsion is drastically stronger than in the case 
I 14 
of the orthogonal ensemble, because of the factor |E -Ε | . The presence of 
the Kramers degeneracy seems to make any additional degeneracy enormously 
more unlikely [ 19 ] . 
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In addition, time-reversal symmetry is broken by a magnetic field. If m 
the presence of spin-orbit coupling the magnetic field is sufficiently strong 
(μ μ Η > δ, see Ref. [16 ]) , the unitary ensemble applies instead of the 
о • 
symplectic one. It's probability distribution is given by: 
2 1 N 2 
PN(E1,E2,...,EN) = K [ И |E V - E J ] exp( l ъ) , (3.-60) 
μ<ν 4σ λ=1 
and the Wigner surmise is 
0, , 32 2 , 4 2, 
2 ( X ' = ~2 X e x p ( " 7 x ' ' (3.-61) 
π 
3.3.5 Physical consequences of the repulsion of energy levels. 
The repulsion of energy levels changes qualitatively the behaviour of the 
susceptibility of particles with an even number of electrons m the QSE limit. 
With Kubo's model, the spin susceptibility in the "even case" is only weakly 
dependent on temperature; at low temperatures it is slightly bigger than the 
familiar Pauli spin susceptibility (see Eq. (3.-24b)). This behaviour is due 
to the accidental degeneracy of the Poisson level distribution (3.-1Θ). When 
the degeneracy is lifted, and μ μ Η < δ, the particles with an even number of 
о В 
electrons cannot give a contribution to the magnetization, as all the spin-up 
and spin-down levels are occupied up to ε , and the higher levels are 
inaccessible because к Τ < δ. Therefore one expects that the spin susceptibi­
lity in the "even" case should vanish when repulsion of energy levels occurs; 
this is indeed the result of rigorous calculations carried out by Denton, 
Muhlschlegel and Scalapino [15,28 ] . These authors calculated the spin 
susceptibility and the specific heat for various ensembles; they give an exact 
result for the partition function of a particle whose single electron levels 
are equally spaced (see Appendix II). Using this equal level spacing as a 
zeroth approximation for level repulsion, Denton, Muhlschlegel and Scalapino 
proceed to better approximations by allowing the levels next to e to vary 
according to distribution functions of the type of Eq. (3.-61). As a further 
step, one could introduce the next-nearest level distribution, and so on. As 
can be seen from the forms of the distribution functions PM(x) in Fig. (3.-4b), 
a quick convergence of this procedure can be expected. Figs. (3.-5) and (3.-6) 
show curves, based on explicit calculations for the spin susceptibility and 
the specific heat as a function of к Τ/δ [ 15 ] . 
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CHAPTER 4 THE MAGNETIZATION OF SAMPLES CONTAINING SMALL INDIUM PARTICLES 
4.1 Introduction. 
Meier and Wyder have studied the properties of small metallic particles. 
In suspensions of small indium particles in paraffin they have observed a 
paramagnetic noment which saturated at approximately 2 Tesla [1,2 ] . The 
observed magnetization could not be interpreted within the framework of the 
theories presented m Chapter 3. In their experiment, Meier and Wyder were 
able to vary sample temperature only over the very restricted range of liquid 
helium temperatures. Therefore they could not study the transition from 
normal high temperature bulk-like behaviour to the supposedly observed 
quantum size regime. The purpose of the present investigation is to observe 
this transition, m order to gain more insight in the physical mechanisms 
behind the anomalous para.ragnetic effpcts in the magnetization of indium 
particles. 
It will be shown that the observed effects are not due to quantum size 
effects. The presence of a temperature independent term, non-linear in B, 
which could not be discriminated against in the limited temperature interval 
in the experiment of Meier and Wyder, accounts for the weak temperature de-
pendence reported. We will show that the remaining temperature dependent 
contribution, as observed in our sanples, can be described by a Brillojin 
function with S=l. This contribution is most probably related to a contamina-
tion of the samples with aUnospher^c oxygen. 
4.2 Preparation of the samples. 
4.2.1 Gas evaporation technique. 
The small metallic particles were produced with the gas evaporation 
technique. The method of producing finely divided particles by evaporation of 
a metal into a background gas dates back to the early 1930's, when Pfund 
produced "metallic blacks" of a number of metals [ 3 ] . Fine metal particles 
were formed upon evaporation of these metals in air at pressures of the order 
of 0.1 kPa. 
Kubo's publication in 1962 or. quanturr size effects [4 ] gave a big 
impetus tc the study of small metallic particles. A grojp at Nagoya Univer-
sity [ 5.] produced microcrystals of more than twenty different metals and 
studied their crystal habits. They used a conventional vacuum evaporator 
which was pumped down and subsequently filled with purified argor to a 
71 
pressure in the range from 0.05 to 5 кРа. Then a small amount of metal was 
evaporated. A cloud of smoke particles developed, and was drawn upwards by 
the convection of the gas which was heated by the evaporation source. When 
metal was evaporated in helium gas under otherwise the same conditions 
particles were produced which were ten times smaller; upon evaporation in a 
background of xenon gas they grew three to four times bigger [6,7 ] . 
In fact the processes leading to the formation of small metallic clus­
ters in the background gas are not very well studied. It is generally 
assumed, that the atoms escaping from the evaporation source are cooled 
down by collisions with the atoms of the background gas. In a conventional 
vacuum of 10 kPa the mean free path of the metal vapour atoms is sufficient 
for them to reach a substrate at 0.5 m distance; at a background gas pressure 
of 0.1 kPa the metal atoms are scattered by collisions with gas atoms after 
a mean distance of 50 \im. Unlike the case of a diverging beam in vacuum, 
collisions are possible between the metal atoms. Due to the rather good 
thermal contact of the gas with the low temperature surroundings a thermal 
gradient is set up near the evaporation source; when this gradient is steep 
enough, there will be a region where the metal vapour density exceeds the 
saturated vapour density at the ambient temperature and spontaneous nuclea-
tion may occur. Subsequent growth takes place through addition of single 
atoms and through coalescence of clusters. The smaller clusters with their 
higher mobility will have the biggest chance to get trapped. Granqvist and 
Buhrman have studied the size distributions of metal particles formed by the 
gas evaporation technique [ 8 ] . They found, that to a good approximation the 
logarithm of the particle volume had a gaussian distribution; they concluded 
that growth was dominated by cluster coalescence. The size distributions 
published by other authors do indeed show a tail for large cluster sizes 
which is characteristic for particle coalescence. It must be noted however, 
that for many of our samples we have found an excess number of small-sized 
particles when compared to the log-normal size distribution. This has also 
been reported by other authors [ 9 ] . It is quite convenient to fit the, in 
general rough, size distributions to a well behaved function, but some care 
is needed, because the smaller sized clusters will in general be predominant 
in the occurence of quantum size effects. 
The log-normal size distribution for spherical particles of diameter d 
is given by: 
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if/il 1 , (InW-lntd)) 2, 
f (d) = exp( — ) , (4.-1) 
/2π 1η(σ) 2(1η(σ)) 
the standard deviation σ was found to be 1.48 +_ 0.12 for all the samples 
prepared [Θ ] , irrespective of the kind of metal, mean particle size, or 
method of evaporation. It seems that the halfwidth of the size distribution 
is rather large intrinsically. 
This preparation technique suffers from a broad size distribution when 
compared to some other available techniques, but the main advantage lies in 
the fact that it is generally applicable to many different materials. Even 
alloy-particles have been produced successfully. With the gas evaporation 
technique in principle samples can be prepared of any metal with a suitably 
low melting point, but it seems to be difficult to produce very small 
particles. Samples containing particles with mean diameter well below 10 ran 
have been reported only for aluminium, copper, indium, nickel and vanadium. 
4.2.2 Flowing inert gas system. 
With a flowing inert gas system continuous operation is possible, 
allowing higher filling factors. Also particle handling is easier. Gen and 
Petinov [ 10 ] used a setup, where the particles were carried as an aerosol 
with the flowing inert gas and collected in a filter of molten paraffin. This 
method has been used too by Meier and Wyder [ 1 ] , and the present author. The 
setup, we used, is shown schematically in Fig. (4.-1). A stream of pure 
helium gas is drawn, at greatly reduced pressure, through a temperature sta­
bilized oven which is made of quartz. Indium metal [ 11 ] is evaporated from 
a crucible into the helium gas. The flow is fixed with a needle valve at the 
inlet; the setting of this valve determines in fact the pressure of the 
background gas in the oven. The helium flow is passed through a column where 
molten paraffin can be raised into the stream. With a temperature regulated 
water supply at 45 С the paraffin [ 12 ] is kept at a temperature slightly 
above its solidification point. Prior to operation of the setup with its 
numerous glass to glass fittings, it was carefully leak tested and flushed 
for extended periods. The helium gas flow is turned on after the oven has 
reached the preset temperature, indicated by a thermocouple; some time later 
the molten paraffin is raised into the stream. After typical production times 
of two days, the indium concentration in the paraffin is of order 1000 ppm. 
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Fig. (4.-1) Flowing inert gas system for the production of small metallic 
particles with the gas-evaporation technique. 
4.2.3 Sample characterization. 
The concentration of indium metal in our sample batch has been deter-
mined with a Beekman atomic absorption spectrophotometer, type 1248, using a 
graphite oven. We have solved the suspension of indium particles in 
petroleumether and extracted the metal with a 50% nitric acid solution. The 
aqueous solution below the petroleumether was then diluted. Typically ISO mg 
of sample material was used to prepare 50 ml of aqueous indium solution. The 
combined error in the concentration amounts to 8%; the figures should be 
considered as lower bound, because the effectiveness of the extraction 
procedure was not checked. The calibration of the absorption could be done 
with 5% spread, but it can be systematically low, because the calibration 
solutions were stored for some time in glass containers. From comparison of an 
independent determination of the concentration of one of our samples we can 
estimate, that ageing of the solutions may have led to an underestimation of 
the concentration of at most 30%. 
The size distribution of the small metal particles was determined from 
electron microscope micrographs. A small amount of the indium suspension was 
solved in petroleumether, this solution was treated with ultrasonics to 
ensure thorough mixing of the colloid. Then a small drop was deposited on 
the collodion film covering a copper grid. It is questionable, that reliable 
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sampling of the size distribution takes place, because the separation of the 
paraffin from the particles is insufficient: only few regions with free 
lying particles in appreciable concentration can be found in general. Better 
sampling is possibly obtained when the grids are held in the gas stream for 
some moments during production; in that case, however, the distribution in 
the sample batch is not probed directly. 
30.0 ΔΝ/ΔΟ (X/nm) 
20.0 
10.0 
o.o 
10.0 20.0 30.0 
(nm) 
Fig. (4.-2) Size distribution histogram for indium particles, prepared with 
the setup, shown in Fig. (4.-1). A log-normal distribution 
function is fitted to the data. 
In Fig. (4.-2) the size distribution is presented of a very good sample. 
Mean particle size is 5 nm. Particle mean volume however corresponds to a 
slightly higher diameter [ 8 ] , and is given by: 
11
 J 3 
6 vol -^ { exp(ln(d )+1.51η
2(σ)) } 3 6 av 
For the distribution shown in Fig. (4.-2) with mean diameter d 
(4.-2) 
= 4.9 nm 
-27 3 
and spread 1η(σ) = 0.40, mean particle volume is 125x10 m . A sample of 
60 mg with an indium concentration of 1000 ppm contains 6.6x10 particles. 
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4.3 Experimental results. 
4.3.1 Measurement of sample magnetization. 
A total of fourteen sample batches have been investigated with the mag­
netometer described in Chapter 2. The temperature in the sample space could 
be easily varied between 3 К and room temperature, sample temperature could 
be determined reliably for temperatures up to 100 K. In principle the tem­
perature could have been lowered some more by means of pumping down of the 
whole cryostat assembly. As the constancy of the response of the detector 
was not checked for lower ambient temperature, this procedure has been used 
only occasionally. As a consequence no clear overlap with the temperature 
range available in the experiment of Meier and Wyder was assured. 
In the first samples considered no non-linear contributions were detec­
ted in the magnetization curves M(B) at 4.2 K. The temperature dependence 
seemed to be dominated by a not very well reproducible contribution of the 
sample cup. In section 2.5 we noted, that the temperature dependence of the 
position of the sample cup assembly with respect to the pickup-coils may 
cause a temperature dependent contribution in the diamagnetic background. For 
our samples we could relax this problem by omitting the sample cup completely: 
we fixed the paraffin-wax to the tip of a thin quartz extension of the sample 
support rod (see Fig. (4.-3)). Now only the magnetic moment of the sample 
material is measured, the contribution from the sample rod is of order 
-9 2 
5x10 Am , this is a negligible contribution. 
nmuu;uii 
<&-
Fig. (4.-3) Quartz sample rod extension, used in the experiments. A piece 
of paraffin was fixed directly on the tip. 
After a series of eleven samples had been investigated, only in one 
sample (referred to as # 1) a contribution was found non-linear in the mag­
netic field. This contribution persisted up to room temperature. In sample 
# 3 a very small contribution was detected at 4.2 K, this contribution was 
found to increase quickly with decreasing temperature. In sample # 2, which 
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contained 3000 ppm of indium, an unusually high number, below the critical 
temperature of indium a Meissner effect was observed. The curves showed 
type II superconductor behaviour; at 1.3 К and Η , the critical field, the 
magnetic moment corresponded to 4% of the bulk value expected for the 
amount of indium present in this sample. This effect is probably due to some 
large crystallites. 
In later samples more attention was given to temperature dependent con­
tributions to the magnetization. 
4.3.2 Analysis of the magnetization data. 
The measurements performed as a function of temperature at different 
fixed values of the magnetic field are compared with a Brillouin function of 
the following form [ 13 ] : 
m(B,T) = bNgj { (2S+l)/tanh( (S+blgy B/k τ)-l/tanM^gu B/k T) } . (4.-3) 
• по В В 
Here m is the magnetic moment of the sample,- g is the gyromagnetic ratio, the 
free electron value has been used for g in our calculations; S is the angular 
quantum number of the relevant molecular magnetic moment; u is the Bohr 
В 
magneton, and к is the Boltzmann constant. The fit involved adjustment of 
В 
the scaling factor N, the number of molecular moments in the sample, and of 
an asymptotic value m(B,T) for Τ •+ <=, the diamagnetic background. 
For low values of B/T, the relation in Eq. (4.-3) reduces to: 
1 2 2 
m(B,T) = - S(S+l)Ng u B/k Τ , (4.-4) 
J В в 
and the mass susceptibility χ can then be calculated: 
χ = - μ S(S+l)Ng2p /wk Τ , (4.-5) 
m 3 o B B 
where w is the sample weight. 
A best fit to the data was obtained with the function from Eq. (4.-3) 
for a value S=l. Only at high enough values of B/T significant deviation from 
linearity is found, which can support this result. For each series of 
measurements at a fixed value of the magnetic field the initial slope and 
the diamagnetic background was determined. In Fig. (4.-4) the results are 
presented for sample # 13. For five series of measurements at different 
values of the magnetic field a background was calculated corresponding to the 
mean value of the initial slope found for these series of data. The data were 
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(TESLfl/K) 
Fig. (4.-4) Magnetic moment, measured at different fixed values of the 
magnetic induction B. The upper curve is a Langevin func­
tion (S=1î) ; the lower curve is a Brillouin function with 
S=l. 
combined m a plot versus B/T after subtraction of these asymptotic values. 
A curve with S=15 is given too, when an attempt is made to fit the data to 
the S=15-Brillouin function significant mismatcn between the data and the 
theoretical curve persists. 
Similar results for the tenperature dependent contribution to the mag-
netization were obtained for the samples # 1 2 and # 14. For the remaining 
samples not sufficient data were available to allow such analysis. 
For most samples the magnetic moment was measured as a function of the 
magnetic induction. In Fig. (4.-5) a set of such curves is given. In the data 
shown, a small bend towards paramagnetic moments at fields below 0.4 Tesla is 
clearly present; in fact these curves resemble closely the data presented by 
Meier [ 2 ] . The bend in the curves at high magnetic fields is found in all 
our measurements of weak magnetic moments. This bend is a consequence of the 
field dependence of the sensitivity of our detection system. This has been 
discussed m section 2.6.2; the correction was measured to be roughly quadra-
tic with the magnetic field. Therefore we have tried to scale our data with a 
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0.0 1.0 2 . 0 3 . 0 U.O 5 . 0 6 . 0 7 . 0 8 . 0 9 . 0 
В (TESLFU 
Fig. (4.-5) Magnetic moment versus the magnetic induction В; measurements 
at different fixed temperatures are distinguished by the 
symbols used: ·: 109 K; *: U.O K; +: 5.9 K,- •: 4.5 K. 
2 
factor 1/(1-αΒ ). The signal shown in Fig. (4.-5) is supposed to consist of 
the following contributions: 
a. A temperature dependent contribution, given by a S=l-Brillouin-function, 
according to Eq. (4.-3). In some cases its magnitude is known from fixed 
field measurements. 
b. A contribution, linear dependent on B, associated with the dianagnetic 
background. This contribution is essentially temperature independent. 
c. Finally, in some cases, a contribution which is highly non-linear with 
the magnetic induction for low values of B. 
Using a root mean square mimmalization, we adjusted a, so that, after sub­
traction of the temperature dependent term (a), for a magnetic induction 
higher than 1 Tesla a linear function of В resulted. The averaged value of a, 
obtained from ten measured curves tn(B) , is а = 0.0018 +_ 5%, α is fixed to 
this value for all our calculations. Because of the large diamagnetic back-
2 
ground, the inaccuracy in α leads to an uncertainty of 50 nAm for the high 
field values of the magnetic moment. 
ι · 
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100 
® 
• I . . I . . 
SftHPLC · I l 1Э 
0 . 0 1.0 2 . 0 3 . 0 4 . 0 5 . 0 6 . 0 7 . 0 8 . 0 9 . 0 
В (TESLfì) 
750 m (nflm2) 
500 
250 • 
0 .0 1.0 2 . 0 3 . 0 U.O 5 .0 6 . 0 7 . 0 Θ.0 9 . 0 
В (TESLR) 
Fig. (4.-6) a. Temperature independent contribution to the magnetic moment 
(the contribution linear with В is subtracted). 
b. Temperature dependent contribution to the magnetic moment, 
corresponding to the data from Fig. (4.-4). 
The symbols used distinguish different temperatures: ·: 109 K; 
*: 11.0 K; +: 5.9 K; •: 4.5 K. 
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The data m Fig. (4.-5) were corrected for the field dependence of the 
sensitivity; the temperature dependent contribution found from Fig. (4.-4), 
and the contribution linear with the magnetic induction were subtracted. The 
values of the slope of the linear term with this procedure, varied by 2%; 
this variation is considered as insignificant, because small changes in the 
length of the sample-rod would cause variations of this order of magnitude 
with the present coil geometry (see Fig. (2.-11), and section 2.3.4). The 
non-lmear term, subtracted out this way is plotted in Fig. (4.-6a). This 
term is virtually temperature independent up to room temperature. 
In Fig. (4.-6b) the result is given, obtained upon subtraction of the 
non-linear term from Fig. (4.-6a) and the term linear in В from the data. 
Significant information on the magnitude of the temperature dependent term 
can be obtained only from the curvature of the low temperature curves, when 
a spread of several percent in the slope of the term linear in В is insigni­
ficant. For some samples the susceptibility could be inferred roughly using 
this procedure. The experimental results are listed in Table (4.-1). 
Table (4.-1) Experimental results for the samples of indium particles 
embedded in paraffin, and for the blank paraffin samples. 
X
m
 x T 
 
( Ю - 9 m3/kg) 
In # 
In # 
In # 
In # 
In # 
In # 
In # 
In # 
Bl # 
Bl a 
Bl # 
Bl # 
Bl # 
1 
2 
3 
6 
θ 
12 
13 
14 
1 
2 
3 
4 
5 
Meissner 
6 
7.3 
5.5 
11.4 
16.7 
4.4 
18 
9 
7.2 
18.6 
7.2 
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m Indium d σ Ν 
sat av sample 
concentration r 
2 (nAm ) 
120 
effect 
200 
210 
520 
1290 
500 ppm 
3000 ppm 
1060 ppm 
410 ppm 
250 ppm 
730 ppm 
1800 ppm 
9.1 ran 2.1 3.9x10 
4.3 nm 2.2 
11 
3.6 nm 1.4 1.2x10 
1.8 nm 1.6 3.2x10 
14 
14 
7.9x10 
1.4x10 
12 
13 
4.3.3 Interpretation of the results. 
The values of the mass-susceptibility χ found for a number of samples 
and measured on five blank paraffin samples Bl # 1 through Bl # 5, show an 
overlap (Table (4.-1)). All blank samples have been prepared differently. 
Some relevant aspects of the preparation procedure are summarized in 
Table (4.-2) below. Bl # 2 was taken directly from our paraffin supply, and 
pressed into cylindrical shape. In three different runs, paraffin has been 
exposed to all the production steps, except for the evaporation of indium; 
Bl # 3 and Bl # 4 have been prepared from the same batch. The samples Bl # 3 
and Bl # 5 have been prepared, as Bl # 2, by pressing the paraffin into 
shape, under air. To avoid the inclusion of cavities containing air, we 
alternatively melted some paraffin m a cylindrical form, this procedure has 
been used with the samples Bl * 1, Bl * 4, In # 12, and In # 13. Sample 
In # 14, prepared from the same batch as In # 13, has been pressed into shape. 
Table (4.-2) Some data on the preparation of the samples. 
Preparation of the sample batch Preparation of the 
sample 
Heliuir Production Oven 
pressure time temperature pressed melted 
Bl # 
Bl # 
Bl * 
Bl # 
Bl # 
In # 
In # 
In # 
1 
2 
3 
4 
5 
12 
13 
14 
} 
} 
1.33 kPa 
taken direc 
1.33 kPa 
1.33 kPa 
1.33 kPa 
1.33 kPa 
:tly 
46 h 
from 
29 h 
44 h 
31 h 
48 h 
the paraffin supply 
1195 К 
1175 К 
Χ 
Χ 
χ 
χ 
χ 
χ 
χ 
χ 
The higher value found in some samples for the susceptibility χ does 
correlate with the sample preparation technique; this susceptibility stems 
probably from atmospheric oxygen, trapped in the paraffin matrix. 
The non-linear contribution to the magnetic moment of the type shown in 
Fig. (4.-6a), resembles the magnetization curve of a ferromagnetic substance. 
It is most probably due to a contamination with small pieces of iron. The 
2 -9 
saturation magnetic moment of 200 nAm corresponds to a total of 10 kg iron, 
20 ppm contamination of the sample. A significant contribution of this type 
has been found only in four samples and in one blank, out of a total of 
seventeen samples and five blanks. It must be noted, that the effect occurred 
82 
in four consecutive samples. In the samples which were measured after 
thorough cleaning of the driving head assembly (through which the samples 
must be inserted) no contamination did show up. This signal is probably due 
to small pieces of iron, which get readily trapped in the field of the 
permanent magnets built into the driving head assembly. 
For the above given arguments, we have only considered the experimental 
significancy of the results. In the following we will estimate the signal 
expected from quantum size effect predictions. 
Inspection of Fig. (3.-5) shows, that the most pronounced effect in the 
electronic susceptibility of small metallic particles is the susceptibility 
of the unpaired spin, m particles with an odd number of spins. At high tem­
perature the Pauli spin paramagnetism is dominating, because the number of 
partially filled states is increased by thermal spreading. For bulk metals 
the Pauli spin paramagnetism is temperature independent, but for very small 
crystallites at temperatures lower than <5/k the Pauli susceptibility will 
vanish (see Chapter 3); here δ is the quantum size effect parameter, which 
is given by (see Eq. (3.-17)): 
δ = j eF/N . (4.-6) 
The Pauli volume susceptibility is given by [ 14 ] : 
*Pauli = в 2 р ( = ^ 1 0 " 5 · ( 4- 7 ) 
In a particle of volume V , the paramagnetic volume susceptibility associated 
with one unpaired spin is: 
χ = U
o
y B
2/k BTV o ; (4.-8) 
the quantum size parameter scales with N and hence with V , therefore: 
χ = 6.8xl0_66/k Τ . (4.-9) 
В 
Eq. (4.-9) shows, that when the Pauli susceptibility starts to deviate 
from the normal bulk value, the susceptibility due to the unpaired electron 
has become comparable, it will dominate in smaller particles and at lower 
temperature. The paramagnetic susceptibility dominates when 
-25 3 
V Τ < 4.2x10 m К; for Τ = 4.2 К, in particles with diameter smaller than 
6 nm. 
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For a typical sample, consisting of a suspension of indium at a concen­
tration of 1000 ppm in paraffin, and with a total weight of 60 mg, the con­
tribution to the magnetic moment of the Pauli spin paramagnetism at an 
induction of 1 Tesla amounts to: 
2 
m =
 Χ- , mass, /y density, = 0.1 nAm , (4.-10) 
Pauli In о In 
this is below the detection limit of the present apparatus. 
Indium has three delocalized electrons per atom. Therefore, a particle 
containing an odd number of indium atoms is supposed to contain an odd number 
of electrons. This will be the case in half of the particles m the sample. 
The saturation magnetic moment, associated with the spins of these unpaired 
electrons is (with N = 7x10 as inferred from Fig. (4.-3J, section 4.2.3) 
2 
0.3 nAm , again below our detection limit. The corresponding mass suscepti­
bility, calculated from Fq. (4.-3) with S=h, is: 
χ = 4xl0~ 1 2 x ^ m3/kg , (4.-11) 
-9 1 3 
quite a bit below the value of 7x10 χ — m /kg measured for blank paraffin. 
Because of the low saturation field observed for the magnetization of 
small nearly spherical indium particles [ 1 ] , a model has been proposed 
[ 1,2,15 ] , where instead of spin magnetic moments the moments associated 
with high (L « 35) angular momentum are considered. Then the expected sus­
ceptibility is orders of magnitude higher, but still does not exceed 
-9 1 3 7x10 χ — m /kg. 
Τ 
Therefore none of the quantum size effects predicted by any of the 
existing theories can have played a significant role in our measurements. 
4.3.4 An alternative лnterpretation of the results reported previously 
for the magnetization of small indium particles embedded in paraffin. 
In Fig. (4.-7) a typical result is given of the magnetic moment of 
indium particles in paraffin, reported by Meier and Wyder [ 1 ] . Saturation 
at a magnetic induction of approximately 2 Tesla, and a weak dependence on 
temperature compared to a B/T-depenaence. No figure has been given for the 
indium concentrations. The concentration determined for the samples in the 
present investigation probably gives an upper bound, because we used essen­
tially the same setup, and have used in general longer evaporation periods 
(up to several days, at 950 C). Thereforp, with the arguments given before, 
the model proposed [ 1,2,15 ] can not explain the results quantitatively. 
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We did not cover the same temperature interval, but the temperature 
dependent contribution, defined in Fig. (4.-4), can be calculated for the 
magnetic induction and temperature reported in Ref. [ 1 ] . In Fig. (4.-8a), 
the magnetic moment is plotted, which may be expected (with the parameters 
of sample In # 13) for 10, 4.2, 3.5, 2.5 and 1.5 K. From these curves, we 
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Fig. (4^ . /) Magnetization of small indium particles embedded in paraffin. It 
is shown, how a non-linear term in the magnetization was obtained 
from the measurements. (Meier and Wyder [ 1 ] ) 
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Fig. (-.-8) Calculated curves for the magnetic moment, at 10.0, 4.2, 3.5, 2. 
and 1.5 K. The diamagnetic term, and the temperature dependent 
paramagnetic contribution were taken into account, using para­
meters obtained from Figs. (4.-4) and (4.-5). 
a. The full signal. 
b. Signal obtained after subtraction of the high field linear 
term. 
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have subtracted, following Meier and Wyder, a high field linear contribution 
(calculated for magnetic induction up to 5 Tesla), the result is shown in 
Fig. (4.-8b). The temperature dependence observed in Fig. (4.-7) is not repro­
duced, but the relative position of the "saturation" levels corresponds re­
markably well. The difference between the saturation magnetic moment at 4.2 К 
2 
and 1.5 К is, however, almost a factor ten higher than the 30 nAm in Meier's 
experiment. We believe, that the reduced temperature dependence in Fig. (4.-7) 
is caused by a temperature independent term, which could not be discriminated 
in the limited temperature interval. The strong non-linearity in the signal 
for low magnetic fields [ 2 ] , which is not explained by any of the proposed 
models [ 1,2,15 ] , supports this statement. 
An averaged background, constructed from the data of sample In # 13, was 
added to a temperature dependent contribution according to Eq. (4.-3) with S=l 
-9 1 3 
and susceptibility χ = 7x10 χ — m /kg. The result, presented in Fig. (4.-9) 
and calculated for the same temperatures as given in Fig. (4.-7), compares 
well with the results of Meier and Wyder. 
750 m (nflm2) 1 
soo • 
250 • . 
ι 
1 
ι 
ι 
0 · 
I • ' • ' ' ' • ' 
0.0 0.5 1.0 1.5 2.0 2.5 3.0 Э.5 U.O 4.5 5.0 
В (TESLm 
Fig. (4.-9) Calculated curves of the magnetic moment, expected at 10.0, 4.2, 
3.5, 2.5, and 1.5 K. Here a temperature independent contribution, 
non-linear in В (taken from Fig. (4.-6a)), has been added. 
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4.4 Conclusion. 
We have shown, both based on experimental evidence and from comparison 
with theoretical predictions of quantum size effects, that the magnetization 
of small nearly spherical indium particles embedded in paraffin, is not due 
to quantum size effects. The observed effects [ 1,2 ] are probably caused by 
contamination of the matrix material. 
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CHAPTER 5 THE MAGNETIC SUSCEPTIBILITY OF SAMPLES CONTAINING SMALL INDIUM 
PARTICLES AT TEMPERATURES BELOW 1 К 
5.1 Introduction. 
Some time ago, anomalies have been reported in the magnetization of small 
indium particles [ 1 ] . The indium particles had a mean diameter of order 5 run 
and were embedded in paraffin. In the temperature region from 1.5 to 4.2 К a 
paramagnetic moment was observed which saturated at fields around 2 Tesla. 
To account for this effect, the authors of Ref. [ 1 ] have proposed a simple 
model based on high angular moments. The practically spherical shape of the 
small indium particles, as observed in electron micrographs, was supposed to 
lead to the high orbital angular moments required. Within this proposed 
simple model the initial slope should vary with temperature as Τ . However, 
a very much weaker temperature dependence was observed expennentally. 
Van Gelder [2 ] has made a more detailed analysis of the experimental data. 
A spherically symmetric Hamiltonian, as proposed by Meier and Wyder, was 
taken as a starting point but the (2L+l)-fold degeneracy of the Zeeman levels 
was assumed to be removed m a random way. These random terms in the Hamil­
tonian are due, for instance, to surface irregularities and were supposed to 
be so weak that they do not mix sets with different angular momentum L. This 
high symmetry will lead to a bunching of the energy levels. Therefore, a 
reduction of the mean level distance б will be found when compared with the 
estimate from Kubo's model as given by Eq. (3.-17). A mean level distance 
i/k = 350 mK was found from a fit of this model to the data of Meier and 
В 
Wyder [ 2 ] . To observe this sort of quantum size effects, the sample tempe­
rature has to be reduced to well below 1 K. 
We have measured the susceptibility of samples containing small indiun 
particles embedded in paraffin. We decided to extend the measurements to the 
millikelvin region to allow a more refined check on the proposed theories, 
and to look for this new quantum size effect. 
For these measurements we have tried to exploit the very high sensitivity 
of a SQUID (Superconducting Quantum Interference Device). The susceptibility 
of the samples was determined from the shielding current flowing in a super­
conducting loop (fluxtransformer) which was coupled to the sample with an 
astatic pair of pickup-coils. A very stable magnetic field was applied by 
trapping of an externally applied field in a niobium cylinder which surroun­
ded the sample and the pickup-coils. The change in the current in the flux-
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transformer was detected with the SQUID. Sample and pickup-coil assembly were 
3 4 
immersed in the dilute He- He-solution inside the mixing chamber of a dilu­
tion refrigerator in order to allow measurement of the temperature dependence 
of the susceptibility of the sample at very low temperatures. 
The operation of the dilution refrigerator is discussed in section 5.2.1,-
the SQUID and the fluxtransformer are considered in sections 5.2.2 and 5.2.3. 
Finally in section 5.3 the preliminary results are presented and a discussion 
is given of the sensitivity obtained with the present setup. 
5.2 Instrumentation. 
5.2.1 The dilution refrigerator. 
3 4 
The temperature region well below 1 К is easily accessible since He- He 
dilution refrigerators have become commercially available. Continuous opera­
tion at temperatures down to 10 mK is possible. Recently a series of refrige­
rators was introduced reaching even lower temperatures (down to 4.5 mK) and 
with enhanced cooling capacity. For the applications considered here the 
cooling power is not an important factor, except for the lowest temperatures. 
Fig. (5.-1) shows the low temperature part of the dilution refrigerator, a 
model DRP-36 dilution refrigeration unit from the S.H.E. Manufacturing Cor-
3 4 
poration. The principle of operation of a He- He dilution refrigerator is 
quite simple. It can be compared with the evaporation of an ordinary liquid. 
When the pressure of a bath containing a boiling liquid is reduced, a refri­
geration power is available equal to L (dn/dt); L is the latent heat per 
mole, dn/dt is the number of moles extracted from the bath each second. The 
saturated vapour pressure (and with it the mass flow) falls off so fast with 
decreasing temperature K exp(-L /к T)) that the refrigeration power soon 
о В 
becomes too small to give a further reduction of the bath temperature. A tem­
perature of 250 mK can be reached by pumping on a pure He bath. From the 
phase-separation diagram (Fig. (5 -2)) it is clear that He will dissolve in 
4 
a bath of He even at zero temperature to a concentration of about 6%. The 
3 4 3 
continuous dilution of He in He can be considered as evaporation of He 
4 
into the background of the superfluid He. It results in a refrigeration 
2 
power which will fall off ratner slowly at low temperature (<* Τ [ 3 ) ) . 
In the refrigerator the phase boundary between the concentrated He and 
3 4 
the dilute solution of He m He is locateî in the mixing chamber (see (Θ) 
in Fig. (5.-1)). The less dense concontrated He is added from the top. The 
He in the dilute phase is taken off at the lower end using a capillary tube 
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Fig. (5.-1) Dilution refrigerator. 
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connected with the still (6) via five sintered copper heat exchangers and a 
counterflow continuous heat excharger (7). Over the length of this capillary 
tube the chemical potential must be constant. Because the equilibrium He 
concentration x=n /(n +n ) decreases with increasing temperature as xT= con-
3 
stant, the He concentration m the still will be considerably less than 6%. 
Under practical conditions (T * 0.7 K) the He pressure in the vapour 
is sufficient to allow a reasonable massflow, and hence a useful refrigeration 
power in the nixing chamber. When more heat is applied to the still, the 
partial pressure of the He in the vapour increases resulting in a larger 
massflow and increased cooling power. Because the condensation of the concen­
trated He represents a considerable heat load, some tradeoff is required to 
reach a minimum in the mixing chamber temperature. With tne cryostat described 
here a mixing chamber temperature just below 10 mK has been reached when 1 mW 
electrical power was applied to the still. The refrigeration power is 30 pW 
at 100 mK with the massflow obtained under these conditions. The cooling power 
at 100 mK can be increased with a factor more than two with increased still 
power. 
1.2 Τ (К) 
1.0 
о. 
0.6 
0.Ц 
0.2 -
0.0 0.2 0.Ц 0.6 0.Θ 1.0 
Χ = η 3/ (Пэ*Пч) 
3 4 
Fig. (5.- ) ¿he phase separation diagram for He- He mixt Ρ ι. . The λ-line se­
parates the superfluid He II and the normal liquid He I. At zero 
temperature ^He will dissolve in ^He to a concentration of 6%. 
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The experiments have been performed in a copper extension to the mixing 
chamber. The sample and the experimental arrangement were immersed directly 
3 4 3 
in the dilute He- He mixture. We did not force tne He to flow to the bottom 
of the mixing chamber extension. The thermal gradients which could have 
arisen due to the poor thermal conductivity of the superfluid helium are 
negligible, because the amount of heat generated in our experiments is not 
appreciable. The temperature of the mixing chamber was regulated using a 
carbon resistance as thermometer with a heater wound on the outside wall of 
the copper extension. The temperature was determined at high temperatures 
with a calibrated germanium thermometer, at low temperature (below 1 K) from 
the susceptibility of a powdered satiple of CMN (Ceriuir Magnesium Nitrate, 
Ce Mg (NO,) .24H.O). To determine the susceptibility of the CMN we used a 
coil system consisting of a primary winding (a solenoid driven with a 72 Hz 
current generating a field of order 50 viT) and two oppositely wojnd secordary 
coils. One of these contained the powdered CMN. The mutual inductance between 
the primary and secondary windings of the coil system was measured using a 
modified Hartshorn bridge with a fixed mutual inductance and a voltage divi­
der [ 4 ] . The mutual inductance is proportional to the Curie-law susceptibi­
lity of the CMN sample (M(T) = M +C/T) and was calibrated during the expen-
o 
ments against a NBS standard reference thermometer SRM 767 at a number of 
superconductive transition temperatures. The accuracy of this calibration 
leads to an uncertainty in the temperature of 2% or 1 irK, whichever is bigger. 
The bottom flango to the mixing chamber extension was fitted with a 
teflon seal of a similar design as reported in Ref. [ 5 ] , because a teflon 
seal does not disturb the magnetic field in the neighbourhood of our experi­
ments. 
The low temperature part of the refrigerator is surrounded by a copper 
radiation shield (14) cooled to 1 К using a coldplate (4) which is continuous­
ly pumped while the helium bath remains at atmospheric pressure. On the outer 
wall of the vacuumcan a superconductive solenoid (13) has been wound which 
allows to apply fields of 0.0170 T/A; the critical current of the wire is 
approximately 40 A. 
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5.2.2 The SQUID. 
A SQUID was installed in the vacuumspace of the dilution refrigerator, 
it was thermally connected to the helium bath. The SQUID can be used as an 
ultra-sensitive detector of magnetic flux. 
The SQUID may be regarded as a superconducting ring containing a weak 
link. The weak link goes normal when the current through the ring exceeds a 
critical value I . When the circuit is superconducting the enclosed flux is a 
multiple of the fluxquantum Φ = h/2e. This is a consequence of the macros­
copic character of the wave function which describes the superconductor. This 
wave function must be single-valued on the closed ring. The integral of the 
canonical pair momentum £ around the loop is than quantized 
nh = f £·α£ = t (2mv + 2eA) -dj; « 2e f A'ds_ = 2ei> . (5.-1) 
Here m and e are the mass and charge of the electron, v^  is the pair velocity, 
A^  is the vector potential, and h is the Planck's constart. We have assumed 
the ring thickness to be large compared with the penetration depth λ. There­
fore the integration path can be chosen in a region with zero supercurrent and 
the first term in the integration can be neglected. As a consequence of the 
flux-quantization, a shielding current will be generated when flux is 
applied externally to the superconducting ring. The flux due to the shielding 
current will balance exactly the exterrally applied flux. Eventually, the 
current through the ring ілііі reach the value of the critical current of the 
weak link. (For a typical point-contact SQUID with a selfinductance L of 
-9 
order 10 Η the critical current of the weak link is adjusted to several υΑ, 
the flux associated with the critical current I is then slightly in excess 
of one fluxquantum.) When the external flux Φ is increased beyond this 
limit the number of fluxquanta enclosed by the SQUID will change with one 
quantum, the shielding current is then reduced with an amount ΔΙ = Φ /L and 
о S 
will grow with the applied flux until the value of the critical current is 
reached again. One can see clearly in Fig. (5.-3) that subsequent reduction 
of the externally applied flux will result in a path which shows hysteresis. 
A periodic variation of Φ ^ centered around zero (or ηΦ ) will result in an 
ext о 
even number of fluxjumps upward and downward. This number is odd when the 
variation is centered around (п+Ь)Ф -
о 
The flux through the SQUID is sensed with a high-frequency applied flux 
(at 19 MHz, in the present system) The rf field is coupled to the SQUID by 
mears of a tunea circuit consisting of a coil in ore of the holes of the 
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Fig. (5.-3) The relation between the flux through the SQUID and the externally 
applied flux. A jump occurs whenever the current through the weak 
link is going to exceed I = Φ /L (I is the critical current 
for the weak link, L
s
 is the selfinductance of the SQUID). The 
variation of Φ for a periodic variation of the external flux 
is indicated for two different mean values of Φ 
ext 
tuned circuit voltage, V 
driving current amplitude Id 
Fig. (5.-4) Operating characteristic of the SQUID. The relation is given 
between the voltage over the tuned circuit and the amplitude 
of the rf driving current fed into this circuit. Curves are 
given for two limiting cases: 
ext 
(п+ЫФ and Φ = ηΦ . 
о ext о 
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SQUID and a capacitor. Let us consider the case that the exterrally applied 
flux is just equal to (n+b)* . When we turn on the rf level tne voltage V 
measured over the tuned circuit will increase. At a certain level the 
shielding current flowing in the SQUID will reach its critical value and a 
fluxjump will occur. Energy is dissipated due to the hysteresis; this will 
affect the quality factor of the tuned circuit: the rf level must be increased 
to supply the power to drive the SQUID around the hysteresis loop in every 
period. The detector voltage increases only very slowly over these so-called 
steps. When the rf level is so high that in every period fluxjumps are made, 
the voltage V will start to rise sharply again. The operating characteristic 
of a typical rf-SQUID is shown in Fig. (5.-4). When the rf flux is centered 
around ηΦ the first step starts at a higher level of rf power and the step 
is longer, because the energy dissipated during a hysteresis loop is twice as 
much as for the case considered before. The voltage V for any value of the 
external flux will be between the two limiting curves shown m Fig. (5.-4) 
for a fixed value of the rf driving field amplitude. V will be periodic in 
the flux Φ with a period Φ . A more detailed discussion of the operation 
ext о 
of the rf-SQUID can be found ir Ref. [6 ] . 
OUTPUT VOLTAGE 
FLUX TRANSFORMER 
ASSEMBLY 
DC AMPLIFIER 
Fig. (5.-5) Cjrcjit diagram of the rf-SOUID. The feedback scheme will fix 
the dc flux sensed by the SOUID. 
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In Fig. (5.-5) the schematic diagram is given of the complete setup used 
to determine the current state of Φ . in the SQUID. Obviously, Φ can only 
ext -· ext •' 
be determined up to a constant ηΦ . The useful range of the detector is in­
creased by the use of a feedback scheme. An ajdiofrequent field giving a 
modulation of Φ with an amplitude slightly less than ЦФ is added to the 
ext о 
rf driving field. The modulated voltage V is rectified and filtered, and fed 
to a phase sensitive detector which demodulates the audiofrequent signal. The 
output voltage is fed back to the rf coil, so that effectively Φ sensed by 
ext 
the SQUID is made constant. A change in the externally applied flux will now 
be reflected in a change of the voltage across the current feedback resistor. 
The noise equivalent of the present system is approximately 10 Φ //Hz, the 
range is +_ 500 φ but can be extended by controlled opening of the feedback 
circuit. 
5.2.3 The fluxtransformer assembly. 
An external signal can be coupled to the SpUID by means of a signal coil 
inserted in one of the holes of the SQUID. The current flowing in this coil 
will generate a flux Φ . In the experiment described here the signal coil 
ext ' 
was part of a superconducting circuit together with a set of pickup-coils 
which were positioned in a region with a very stable magnetic field. The 
magnetic field is generated by the shielding currents in a niobium cylinder 
surrounding the experiment. 
In the present experiment, we have used a two-hole point-contact SQUID 
from S.H.E. Manufacturing Corporation. The signal coil is a single layer 
solenoid of 133 windings on a 1.78 mm diameter base. Giffard, Webb and 
Wheatley have determined the effective mutual inductance to the SQUID and 
the effective selfinductance for a number of different coils [6,7 ] . For the 
calculation of the mutual inductance the windings of the signal coil seem to 
be effectively spread over the approximately 1 cm length of the hole in the 
SQUID body regardless of tne actual length of the coil. Most effective 
coupling is obtained with a coil which couples to a maximum of the volume of 
the hole [ 7 ] . We can estimate the mutual inductance of our signal coil 
using Eq. (7) of Ref. [6 ] : 
M = NxAx6.1xlO~ Η , (5.-2) 
2 
N is the number of turns of the solenoid, and A its area expressed in m . 
—8 
From Eq. (5.-2) we find: M = 2.0x10 H. This implies a sensitivity for 
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current of 2.0x10-9 wb/A = l.OxlO7 Φ /A. The selfinductance of the signal coil 
—6 
can be estimated to be 3.0x10 Η from the data in Fig. (2) of Ref. [7 ] . 
The pickup-coil consisted of two oppositely wound coils of ten turns 
each, approximately θ mm apart, on a 3.5 mm diameter base. The flux sensiti­
vity of the pickup-coil assembly can be calculated from the field profile of 
the coil system, as discussed in section 2.3.1 of Chapter 2: 
H C O I 1(V) 
6Ф
 = VHaPPlied
6V
 - h · ( 5- 3 ) 
(5Φ is the contribution from the magnetization of the volume element <5V which 
couples with a factor given by the ratio of the value of the field produced 
by the pickup-coil at the position of 6V and the current I in the pickup-coil. 
The applied field is assumed to be along the z-direction. 
We have calculated the selfinductance and the field profile of the 
pickup-coil. The influence of the 6 mm inner diameter niobium tube, used to 
produce a stable applied magnetic field, can not be estimated simply. There­
fore, we have calculated the field profile as for a free standing coil. 
Measurements on a similar coil system show [ 6 ] , that due to the presence of 
the superconducting cylinder the selfinductance of the pickup-coil increases 
with the number of turns N with a power less than 2. The self inductance of 
our coil is calculated to be 0.7 yH, which is in agreement with the value 
found in Ref. [6 ] . The field profile is given in Fig. (5.-6), the calcula­
tions were done for the central axis, and for positions at a distance of 0.5, 
1.0 and 1.5 mm from the central axis. A slight asymmetry due to the presence 
of an oppositely wound coil at ζ = -7.9 mm is clearly present. The second 
coil is so far away, that its influence on the selfinductance of the first 
coil is less than 1%. 
A 2 mm inner diameter quartz sample tube is inserted into the 3 mm 
diameter hole of the nylon coil form. The sample volume, to which the coil 
_ Q Τ 
can couple, is estimated to be 1.2x10 m with an effective value of 
H /I = 1850 m over this volume. When a magnetic field is applied of order 
0.02 T, the noise of the SQUID, 2x10 Wb/vHz, corresponds to a volume sus-
-9 
ceptibility ΰχ = 10 , or a mass susceptibility for our paraffin samples 
Δχ = 10 m /kg. 
m 
The pickup-coils together with the niobium tube have been positioned 
vertically in the extension to the mixing chamber, close to the CMN thermo­
meter. A superconductive solenoid wound on the vacuumcar generates a magnetic 
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Fig. (5.-6) The field profile calculated for the pickup-coil. Η /I was cal­
culated for the central axis, and for positions with y = 0.5, 
1.0 and 1.5 mm. 
field which can penetrate into the sample region when the niobium cylinder is 
heated above its critical temperature. When subsequently the temperature of 
the mixing chamber is reduced below 9.2 К the superconducting niobium cylinder 
will stabilize the magnetic field at the position of the sample. When the 
external field is turned off completely the shielding currents flowing in the 
niobium cylinder will sustain the magnetic field m the sample region. The 
spatial variation and the value of the trapped magnetic field may be 
different, however, from the externally applied magnetic field. No tests were 
done to ascertain the value of the fleldstrength of the trapped magnetic 
field. A spread of 10% was found m the value of the susceptibility measured 
on the saire sample with different values of the magnetic field. When the ex­
ternal field is switched off, only very locally a considerable fleldstrength 
persists. This has some advantages: 
a. The wiring from the pickup-coil to the SQUID is enclosed in lead capillary 
tubipg. When the lead is cooled in zero external field to below the criti­
cal temperature (7.2 K) the field inside the capillary tube will be very 
small and vibrations of the leads m the capillaries will not result in a 
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detectable signal. 
b. The thermometers used, a powdered CMN thermoTieter and the fixed point 
thermometer SRM 767, have to be read in zero applied field. The earth's 
magnetic field has been compensated with a coil system outside the cryo­
stat. When the solenoid is switched off only the CMN thermometer is 
possibly influenced by the stray nagnetic field of the niobium cylinder. 
c. When the copper mixing chamber is vibrating in an inhomogeneous external 
applied magnetic field, the Eddy currents will give a substantial heat 
load. 
The disadvantage is a reduction of the stability, because fluxcreep might 
become important. Best stability is obtained with a superconducting shield 
which feels essentially the same magnetic field inside and outside the 
shield [ 8 ] . 
5.3 Results. 
We have determined the susceptibility of two samples containing small 
indium particles as a function of temperature at different values of the 
applied magnetic field. The sample preparation and characterization have been 
discussed in Chapter 4, section 4.2, the relevant data are given in Table 
(5.-1). Fig. (5.-7) shows the susceptibility of sample # 6, measured with an 
applied magnetic field of 0.012 T. In one of the coils a quartz sample cup 
was installed containing blank paraffin, a similar quartz cup in the second 
coil contained the suspension of indium particles in paraffin. As a back­
ground later the same sample cup was filled with a blank paraffin specimen. 
Table (5.-1) Characterization of the samples. The data have been taken from 
Table (4.-1). Average particle diameter and root mean square 
deviation σ correspond to a log-normal distribution as dis­
cussed in section 4.2. 
sample indium concentration d σ 
# 6 410 ppm 1.θ nm 1.6 
# 13 1800 ppm 4.3 nn 2.2 
An externally applied magnetic field was trapped in a niobium cylinder 
which contained the sample and an astatic pair of pickup-coils. The range of 
values of applied magnetic field was, therefore, restricted to below the cri­
tical field of niobium. We have applied fields up to 0.085 T. The trapped 
magnetic field extends out from the niobium cylinder; the fleldstrength is not 
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negligible at the position of the powdered CMN used to determine the tempera­
ture. A cross-check of the temperature readings determined from the suscep­
tibility of the CMN measured for different values of the trapped magnetic 
field with the resistance of a resistor at the outer wall of tne mixing 
chamber showed deviations of jf 5% from a mean value for magnetic fields in 
-4 
the range from 10 to 0.02 T. The temperature indicated by the CMN thermo­
meter was systematically lower by much more than 5% for an applied field of 
0.085 T. Therefore, the thermonetry seens to be quite accurate below 0.02 T. 
An additional support for the reliability of the thermometry is the fact that 
the minimum temperature indicated by the CMN was within a few percent from 
10 mK, except for the measurements on sample * 6, where probably some heat 
load limited the mirimum temperature to approximately 50 mK. 
As a consequence of the nearness of the two coil assemblies, also the 
field generated by the primary winding of the CMN thermometer coupled to the 
fluxtransformer. Even at the low level of excitation chosen the slew rate of 
the locking circuit was exceeaed. The SQUID is a very much faster detector, 
it just followed the signal; unless some flux gets frozen in in some place, 
no change in external flux may be expected to occur when the CMN thermometer 
is turned on for a measurement and turned off again. The circuitry locked 
again to the signal, but in most cases with an offset of a few fluxquanta. 
Readings of the feedback voltage were taken before and after the determina-
3000 
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Fig. (5.-7) The flux sensed by the SQUID resulting from the change of the 
susceptibility with teirporature, measured for sample Ir # 6, 
with an applied magnetic field of 0.012 T. 
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tion of the mutual inductance of the CMN coil system to correct for these 
jumps. 
In all our measurements we have found a paramagnetic susceptibility 
giving a contribution of 120 x — Φ (+_ 7%) per Tesla applied magnetic field 
(full curve in Fig. (5.-7)). This corresponds with a paramagnetic suscepti­
bility of the sample χ = 2.2x10 χ —• or a mass susceptibility 
-9 1 3 
χ = 2.5x10 x — m /kg. The value found for the mass susceptibility compares 
well with the value found for the residual susceptibility of the paraffin 
samples at higher temperature: χ = 7x10 -9 — m /kg (see Chapter 4). The 
resemblance of the data obtained for the blank paraffin sample and for the 
samples # 6 and # 13 is therefore not amazing. The data for the blank paraffin 
sample, measured with an applied magnetic field of 0.017 T, are presented in 
Fig. (5.-8). The full curve is a Brilloum function with S=3 and seems to 
describe the data quite well. The agreement is only accidental; the satura­
tion is faster than described by this relation for lower values of the 
applied field. The uncertainty of the temperature determination is not suffi­
cient to explain the deviation from the paramagnetic moment of a triplet 
level expected from the high temperature measurements discussed m Chapter 4. 
The paramagnetic susceptibility observed is smaller than the susceptibility 
of the blank paraffin for sample # б and bigger for sample # 13. The spread 
in all values obtained is only 7%. The differences are therefore considered 
l/T (K-'l 
Fig. (5.-Θ) The variation of the flux sersed by the SQUID with temperature, 
measured for a blank paraffin sample and an applied magnetic 
field of 0.017 T. 
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to be insignificant. They will be due mainly to small differences caused by 
the preparation procedure. 
As discussed in section 4.3.3, this large contribution will obscure 
quantum size effects as the (1/T)-dependent susceptibility of the single 
unpaired spin in particles containing an odd number of electrons. The small 
particle comes in the quantum size effect regime, when the volume suscepti­
bility due to the unpaired spin becomes comparable to the Pauli spin para­
magnetic susceptibility of the bulk metal. Then, due to the discreteness of 
the level spectrum, also the Pauli spin susceptibility starts to vanish. The 
Pauli spin susceptibility for indium is given by: 
Xpauli = W V =1·9*10-5 (5.-4) 
where ρ(e ) is the density of states at the Fermi energy and μ the Bohr 
F В 
magneton. For the more concentrated sample # 1 3 this susceptibility is 
-9 
χ = 4x10 . The relevant spin susceptibility is of this order at the onset 
of quantum size effects, this is a value vanishingly small compared to the 
residual susceptibility of 5x10 x — of the paraffin samples. This suscep­
tibility is slightly higher than the estimated limit of sensitivity given 
in section 5.2.3. 
The data shown in Fig. (5.-7) have some pronounced structure at the high 
temperature side. This contribution to the signal is plotted in Fig. (5.-9) 
2.0 
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Fig. (5'.-9) Deviation from the Τ -law measured for sample # 6 at a value of 
the applied nagnetic field of 0 0034 and 0.017 T. 
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for sample # 6. A paramagnetic contribution, as given by the full curve in 
Fig. (5.-7) and an asymptotic value for Τ -*• •», were subtracted from the data. 
Qualitatively the same behaviour was observed for sample # 1 3 and for the 
blank sample, but progressively smaller in magnitude. The flux sensed by the 
SQUID seems to go smoothly from a level, which is essentially constant above 
500 mK, to a new level below 700 mK. Because the same structure, although 
smaller, was observed in the background of the blank paraffin (see Fig. 
(5.-8)), other sources such as the surrounding liquid are possibly responsible 
for the observed effects. 
3 4 
The dilute solution of He in He is weakly paramagnetic due to the 
nuclear spin of the He which has a magnetic moment μ = 2.127 y . The sus­
ceptibility of the dilute solutions follows closely the ideal Fermi-Dirac 
model for a degenerate Fermi gas calculated with an effective irass 
m = 2.5 m, [9 ] . For temperatures higher than the degeneracy temperature the 
susceptibility is given by the sum of the contributions of all moments 
present. This results in a Cune-Langevm law. With Kerr's data on the molar 
volumes of the dilute solutions [ 10 ] we can calculate the susceptibility 
3 4 for a solution of He in He from: 
X = и
о
<
 ) р 2 / к
в
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 ·
 < 5
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5 ) 
—8 1 
We estimate the susceptibility to be χ = 8x10 * — for a 40% solution, the 
susceptibility of a solution with the limiting concentration of 6% at low 
temperatures is effectively six times smaller, because of the combined effect 
of the reduction of the number of paramagnetic moments and the increase in 
density of the dilute solution with 10%. The sjsceptibility increases with 
decreasing temperature. When the He gas becomes degenerate the increase 
flattens off and will become temperature independent for very low tempera­
tures. The limiting low temperature susceptibility is given by the Pauli spin 
paramagnetic susceptibility of the degenerate Femi gas: 
2 з £ 2 з^>
1 / 3 
The limiting susceptibility is χ = 1x10 for a 40% solution and the degene­
racy temperature is 1.2 K. This value of the paramagnetic contribution to the 
susceptibility is much smaller than the diamagnetic susceptibility of the 
helium atoms. When a 40% solution is cooled down, the He concentration will 
decrease to 6% as a result of the phase separation (see Fig. (5.-2)). This 
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results in a 10% increase of the density of the dilute solution. This gives 
a change in the contribution of the diamagnetic susceptibility to the volume-
—R 
susceptibility of -7x10 . This change is large compared to the variation in 
the paramagnetic susceptibility considered before. 
The deviation shown in Fig. (5.-9) resembles qualitatively the variation 
of the He concentration in the dilute phase with temperature, when at higher 
temperatures a concentration of 30% He is assumed. However, when a compen-
sation of the two coils of 1% is assumed, a reasonable estimate of the con-
tribution of this effect to the signal falls short by three orders of magni-
tude. But the sensitivity of the pickup-coils increases fast for decreasing 
distance to the windings as can be seen in Fig. (5.-6). Coupling of a winding 
which has come off from the coil-form to the surrounding liquid may possibly 
explain the observed magnitude. 
5.4 Conclusion. 
We have measured the temperature dependent part of the susceptibility of 
some samples of paraffin containing small indium particles. We were not able 
to detect quantum size effects. The differential sensitivity of the setup is 
sufficient, but the effects are obscured by the residual susceptibility of 
the paraffin. When an attempt is made to reach the ultimate sensitivity, 
3 4 
more care has to be taken to avoid coupling to the dilute He- He mixture 
than in the present experiment. 
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CHAPTER 6 APPEARANCE OF LOCAL FERROMAGNETIC ORDER IN A 
COPPER(I)-COPPER(lI) COMPLEX OF D-PENICILLAMINE 
6.1 Introduction. 
In recent years a number of organo-metallic clusters has been synthesized 
[1,2 ] . It is surprising, that the icosahedron (which is known to be a stable 
structure for very small crystallites of various elements [ 3 ] ) is found 
frequently as a structural element in compounds containing clusters of more 
than ten metallic ions. 
A special kind of mixed-valence copper cluster has been prepared with 
three different organic thlolate ligands (D-Pemcillamine, a-mercapto-
isobutyric acid and β,S-dimethylcysteamine [4-7 ]). In the present investiga­
tion we have studied the magnetization of the mixed-valence copper complex 
Na
c
[ Cu(I)QCu(II)_(D-Pen),.Cl].nH-0. It will be shown that a transition occurs b b b 1 ¿. Δ 
from a non-ordered state at high temperature, where the magnetization is 
determined by the six uncoupled spins on the Cu(II) ions, to an ordered state 
at low temperature characterized by S = 3. We suggest that this momentum 
originates from a ferromagnetic coupling between the six spins at the corner-
points of the octahedron, formed by the six Cu(II) ions, with an exchange 
energy J=0.3 meV. The nature of the exchange path is not yet understood. 
6.2 Preparation and structure of the copper complex. 
The preparation of the purple complex [ Cu(I)
n
Cu(II)
r
 (D-Pen) _C1] has 
ϋ b 1 ¿ 
been reported recently [4,5 ] . Birker and Freeman have prepared an intensely 
colored purple solution containing the Cu(I)-Cu(II) complex of D-Pemcillamine 
as follows: D-Pemcillamine (H -Pen = HS-C(CH ) -CH(COO~)NH +, the deproto-
nated ligand is indicated as Pen) was dissolved m a sodiumacetate buffer 
solution (pH=6). This solution was added to an aqueous solution of CuCl9.2H,0. 
The complex precipitated, when ethanol was added to this solution. The preci-
pitate was filtered off, washed with ethanol, and redissolved in water. The 
sodium salt precipitated from this solution after addition of ethanol has 
been used in the present investigation. 
The crystal structure of the sodium salt of this complex has not been 
determined. It was inferred from the crystal structure of the Thallium(I) 
salt. The structure of TlJ Cu (I)
 QCu(II) r (D-Pen), „CI ] .«55H.O has been deter-
b Ö b 1 ¿ ¿ 
mined by X-ray diffraction [4,5 ] . The heavily hydrated crystals contained an 
anionic complex [Cu(I)QCu(II)c(D-Pen) Cl] with a molecular weight of 2691. b b 12 
109 
Os Oc
u
'0ci 
Fig. (6.-1) a. The Cu-Cl-Ν-Ξ framework of the copper-pemcillammate cluster, 
showing the threefold axis, through two Cu(I) ions and the 
central CI. 
b. The octahedron, formed by the six Cu(II) ions, is shown in the 
same orientation. 
Fig. (6.-2) The [Cu(i) u(IT) (D-Pen) CI] cluster in the same orientation 
as m Fig. (6.-1), showing the configuration of the S-C(CH ) -
CH(NH )C00_ ligand molecules. 
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The configuration of this cluster is shown in Figs. (6.-1) and (6.-2). The 
twelve penicillamine sulfur atoms are located approximately at the corner-
points of an icosahedron. The approximate centers of eight, non-adjacent, 
triangular faces of the icosahedron are occupied by copper ions. Each of these 
eight copper atoms is coordinated by three sulfur atoms in an approximately 
trigonal planar geometry, and they are thereby identified as Cu(I). The eight 
Cu(I) ions are located at the cornerpoints of a cube with 0.33 run long edges, 
the body diagonal of the cube coincides with the trigonal axis of the icosa­
hedron. The center of this structure is occupied by a chlorine atom. The six 
sulfur-sulfur edges between two adjacent faces, which are not occupied by 
Cu(I), are bridged by copper ions. This copper atom is coordinated by two 
sulfur and two nitrogen atoms in an approximately square planar coordination 
and is thereby identified as Cu(II). The positions of these six copper(II) 
ions are approximately at the cornerpoints of an octahedron with edges of 
0.6Θ run. The sulfur-sulfur distances, bridged by Cu(II) , are approximately 
15% shorter than the remaining sulfur-sulfur distances. The icosahedron, and 
hence the cube and the octahedron, deviate therefore slightly from ideal 
regular symmetry. In the crystal structure only one trigonal axis is pre­
served; two of the Cu(I) and the CI are located on this trigonal axis. 
6.3 Measurement of the magnetic moment. 
We have determined the magnetization of the copper(I)-copper(II)-penicil­
lamine complex as a function of temperature and applied magnetic field. 
At high temperature, from above room temperature down to 100 K, the 
susceptibility was determined using Gouy's method. 
In the interval between 3 К and 100 K, the magnetic moment of the sample 
was determined using the instrument, described in detail in Chapter 2. Sample 
temperature was varied using a temperature regulated helium gas flow and was 
determined with one percent accuracy from the resistance of a carbon resistor 
which was fixed to the cryostat wall close to the sample. The current induced 
in a closed superconducting pickup circuit was detected phase-sensitively at 
the frequency of sample position modulation with a fluxgated galvanometer. 
This signal is proportional to the magnetic moment m of the sample. The in­
strument was calibrated by means of the saturation magnetization of a Nickel 
sample. 
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6.4 Results. 
We have measured the magnetic moment of samples containing the 
[Cu(I)gCu(II)6(D-Pen) CI] complex in the temperature interval between 
room temperature and 3 K. The alignment of the spins, located at the six 
copper(II) ions, will result in a paramagnetic moment. The magnetization is 
highly non-linear on a Τ -scale. We will show below, that the exchange 
interaction between the copper ions is sufficiently strong to cause an 
ordered structure within the octahedron of the Cu(II) ions at our lowest 
temperatures. At low temperature, the magnetization can be considered as the 
superparamagnetic behaviour of the large spin, resulting from the coupling 
of the six spins on the octahedron. 
1/T (K"1) 
Fig. ((.-3) The magnetization of a sample, containing the copper(I)-copper(II) 
penicillamine cluster as a function of temperature. Measurements 
were done with 1.21 Tesla applied magnetic field (·), and 
2.00 Tesla (• ) . The curves (a) and (b) represent a Bnllouin-
function for s = 3 at these values of the magnetic field. The 
curves (c) represent the background signal, probably caused by 
partial decomposition of the sample. 
The experimental data are presented in Fig. (6.-3). The values of m/B are 
plotted. The behaviour is quite complicated. Three temperature regions may be 
distinguished: 
a. At high temperatures, the data tend to a Τ -law. The high temperature sus-
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ceptibility is expected to be given by the sum of the contributions of all 
paramagnetic moments present, with no appreciable Interaction. 
b. In the intermediate temperature range, the onset of magnetic ordering is 
observed. The value of the exchange energy can be determined from the 
deviations from Curie's law. 
c. At the lowest temperatures, the data show a strong field dependence. This 
is probably connected with the onset of saturation in the magnetization of 
the Zeeman levels. 
In Fig. (6.-3) the curves (a) and (b) represent the temperature dependence 
given by a Bnllouin function with spin angular moment S= 3 for the values of 
the applied magnetic field of 1.21 and 2.00 Tesla, respectively. The field 
and temperature dependence is given, up to an additive constant, by [ θ ] : 
m(B,T) = hNgvA (2S+l)/tanh((S+1j)gpDB/k Tj-l/tanMijgu B/k T)} ; (6.-1) 
a D O D D 
here m is the magnetic moment, S is the eigenvalue of the spin angular moment, 
g is the gyromagnetic ratio (which is taken to be the free electron value), 
W is the Bohr magneton, and к the Boltzmann constant. Two parameters have 
В В 
been ad]usted to get a fit to the data: the scaling factor N, the number of 
clusters, and an asymptotic value m(B,T)| ^ , the diamagnetic contribution. 
The value of the scaling factor N is not very sensitive for the choice of the 
diamagnetic contribution, and can be determined reliably. Within the model, 
presented here, the high temperature susceptibility should be given by 6N 
spins S=4· The susceptibility was measured with Gouy's method in the tempera­
ture range from 100 К to 340 K. The results given in Fig. (6.-4), show a 
susceptibility which is significantly larger. A chemical analysis of the 
sample revealed that decomposition of the product had taken place. An excess 
of copper was found with respect to the number of ligand molecules. A clus­
ter content to a maximum of 0.30 Mol/kg and an excess of 1.2 Mol/kg copper 
ions is consistent with the chemical analysis. The susceptibility observed 
at high temperatures is in agreement with the number of paramagnetic copper 
ions deduced from this composition. The contribution which can be attributed 
to the estimated amount of excess copper ions is indicated by the lower 
curve in Fig. (6.-4). This contribution amounts to 40% of the measured signal. 
For further analysis, we subtracted a background of 40% of the high 
temperature slope as indicated by curves (c) in Fig. (6.-3). Even for S=h a 
weak saturation can be seen to occur at the lowest temperatures for the 
values of the applied field used. The fraction of the magnetization, which is 
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Fig. (6.-4) Susceptibility at high temperatures of the copper(I)-copper(II) 
penicillamine complex. The lower curve represents the back­
ground signal caused by partial decomposition of the sample. 
ascribed to the clusters, is presented as the inverse susceptibility 1/χ 
versus temperature ir Fig. (6.-5). The high temperature data are well des­
cribed by a Curie-Weiss function: 
(6.-2) 
with a critical temperature θ = 7.0 + 0.5 К. The dianagnetic contrioution was 
adjusted to give a best fit to the relation Eq. (6.-2). The exchange path 
between the spins on the octahedron is not yet known. Each spin has four 
nearest neighbours, the exchange energy J can then be estimated to a first 
approximation from the following relation [ 9 ] : 
Зк θ 
В 
¿zS(S+l) (6.-3) 
where ζ is tne number of nearest neighbours; S equals % m this case. We 
obtain J ^ 0.3 meV. It must be noted, that the assumption which fraction of 
the signal has to be attributed to the background, can influence this result. 
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The value of the critical temperature, found in the present analysis, will 
be a lower bound. 
1.00 
0.75 
0.50 
0.25 
0.00 
0 25 50 75 100 125 150 
Τ (К) 
Fig. (6.-5) Inverse susceptibility of the copper(I)-copper(II) complex of 
penicillamine. A background corresponding to curve (c) in 
Fig. (6.-3) was subtracted from the data. Two series of 
measurements are plotted: ·: data collected with 1.21 Tesla 
applied magnetic field; •: data collected at 2.00 Tesla. 
At the lowest temperatures the field and temperature dependence is 
approximately given by the Brillouin function of Eq. (6.-1). The scaling 
factor is only 0.18 Mol/kg. This figure is lower than the value of 0.30 Mol/kg 
expected from the chemical analysis by mach more than the uncertainty in the 
calibration of a few percent. This may indicate that the coupling of the spin 
is still incomplete in the temperature range considered. The transition from 
the intermediate temperature range to the ordered low temperature regime is 
obscured by the field dependence in our measurements. Low field susceptibility 
measurements can give a more reliable determination of this transition. Also, 
a smaller fraction of well preserved clusters than the maxinum compatible 
with the chemical analysis can explain this result. A more conclusive deter­
mination of the properties of the copper(I)-copper(II) complex is not 
possible, because the present sample was not sufficiently well defined. 
Because no model calculations exist for the ordering of interacting spins 
in an octahedral arrangement, as far as we know, no detailed comparison can 
be made with a theoretical model. Bonner and Fisher [ 10 ] have calculated the 
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susceptibility of finite chains with nearest neighbour Heisenberg exchange 
interaction. In their model calculations for an isotropic chain of six spins 
the ordering is complete only for temperatures Τ < 0.2 θ. For the octahedral 
arrangement ordering will be faster for the same exchange energy, because 
of the increased number of nearest neighbours. 
6.5 Conclusion. 
We have observed a transition from a non-ordered state at high tempera­
ture to an ordered state at helium temperatures m the magnetic susceptibility 
of the mixed valence copper complex [ Cu(I)0CU(II) (D-Pen) _C1] . At low 
о fo 1 ¿ 
temperature the magnetization is charactenzea by an angular momentum S = 3 . 
This high spin magnetic moment probably originates from a ferromagnetic 
coupling between the six spins located at the six Cu(II) sites in the 
copper(I)-copper(II) penicillamine complex with an exchange energy of order 
J = 0.3 meV. Partial decomposition of the present sample has made a detailed 
quantitative analysis of the data impossible. 
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CHAPTER 7 THE SUSCEPTIBILITY OF THE MAGNETIC GOLD COMPLEX 
[ (η-C H ) N] [ Au(II) (mnt) ] BETWEEN 10 mK AND 100 К 
7.1 Introduction. 
The only paramagnetic compound of gold, that has been isolated m pure 
form is the complex [ (η-C Η-)Ν ].[ Au (II) (mnt) ] , where mnt is maleomtnledi-
thiolate (C.N S ) . The magnetic moment at room temperature is reported to 
be 1.85 ± 0.05 μ [ 1 ] . The electron spin resonance spectrum of this compound, 6 
diluted in the corresponding diamagnetic Ni(II) complex, has been extensively 
studied [ 2 ] . Môssbauer spectra, observed at 1.6 and 4.2 K, suggest the 
presence of a magnetic interaction [ 3 ] . 
In the present investigation the magnetic interaction in the Au(II) com-
plex is studied by dc and low frequency magnetic susceptibility measurements. 
7.2 Preparation and structure of the gold complex. 
The Au(II) complex was synthesized by an electron exchange interaction 
between Au(I) and Au(III), as described by Waters et al. [4 ] . Repeated crys-
tallization from aceton/i-propylalcchol mixtures yielded a highly pure, light 
green microcrystalline product. The substance was carefully powdered to 
prevent a preferential orientation of the crystallites. 
The single crystals, we have grown, appeared not to be suitable for an 
X-ray investigation. The crystal structure is expected to be similar to most 
2_ 
Au(III) compounds with a square planar geometry of the [ Au(II)(mnt) ] com-
plex, as shown in Fig. (7.-1). 
N 4
 χ
Ν 
С \ / с 
I Au | 
c'
 s s X C 
2-
Fig. (7.-1) Planar structure of the [ Au(II) (mnt)„] complex. 
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Recently Plumlee et al. [ 5 ] reported the crystallographic structure of 
the copper analogen [ N(n-C H ) ] [ Cu(II)(mnt)-]. The planar [ Cu(rant) ] 
anions stack along the c-axis, and thus the crystal is composed of regular 
linear chains of paramagnetic anions. The (η-C H ) N cations effectively 
4 У 4 
encircle the anion stacks, isolating one chain from an other, but do not 
interleave between the anions . The Cu-Cu distance along the c-axis is 
0.94 nm. 
7.3 Measurement of the magnetic susceptibility. 
We have measured the magnetic susceptibility between 3 К and 100 К with a 
vibrating sample magnetometer, PAR 155, equiped with a flowing helium gas 
variable temperature cryostat. The moment sensitivity of the apparatus was 
—6 2 
slightly better than 0.1x10 Am . The temperature was determined from the 
resistance of a carbon resistor, which was fixed on the sample support rod, 
several cm above the sample. 
At lower temperatures we have determined the low field susceptibility 
from the mutual induction of a coilsystem containing the sample in one of two 
oppositely wound secondary windings. The coil was immersed directly in the 
diluted phase in the mixing chamber of a dilution refrigerator. The tempera­
ture was determined from the susceptibility of a powdered CMN (Ce.Mg (NO-) 
.24H 0) sample, which was measured with a similar coil system, placed inside 
the mixing chamber, as well. The mutual inductance between the primary and 
secondary winding of the coil system is proportional to the susceptibility of 
the sample; it was measured using a modified Hartshorn bridge [6,7 ] with a 
fixed mutual inductance and a voltage divider [ 8 ] . The temperature, indica­
ted by the Curie-law susceptibility of the powdered CMN sample, χ = χ + C/T, 
was calibrated during the experiment against a NBS standard reference thermo­
meter SRM 767 at a number of superconductive transition temperatures. The 
temperature calibration leads to an accuracy of ± 2%, at low temperature 
± 1 mK. 
7.4 Results. 
The susceptibility, measured at high temperature, did not reveal signi­
ficant deviations from Curie's law, χ = С /Τ, as can be seen from Fig. (7.-2); 
о 
the magnitude of the magnetization was consistent with the value reported by 
Waters and Gray [ 1 ] . Extension of the measurements to very low temperatures 
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Fig. (7.-2) Inverse susceptibility of powdered [ (η-C H ) Ν] [ Au(II) (mnt) ] 
at high temperatures. 
revealed a réduction of the susceptibility belov. 2b mK. This 13 shown in 
Fig. (7.-3). 
The Môssbauer spectra, observed at 1.6 ana 4.2 K., üuggested the presence 
of a magnetic interaction, such as the presence of exchange coupled pairs. We 
have tried to fit the susceptioility data with the following model: the spins 
t 200-
= 150 -
TEMPERATURE (mK) 
Fig. (7.-3) The low temperature susceptibility of powdered [ (η-C Η ) .Ν] -
[ Au(II) (mnt) ]. Experimental data are represented by circles; 
the solid line represents the linear chain theory; the dashed 
line is a best fit for a model of exchange coupled pairs. 
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are assumed to be coupled in pairs by the Heisenberg Hamiltonian: 
H = J S ^ , (7.-1) 
S = S = h, consequently, J is the singlet-triplet separation, and the sus­
ceptibility is given by: 
X(T) = 
2 2 
2μ Ng μ 
О 13 
к Τ 3+exp(j/k
n
T) 
В в 
(7.-2) 
However, to obtain a reasonable fit, it was necessary to take into account an 
axial zero field splitting D of the triplet level. This splitting can origi­
nate from the dipole-dipole interaction, and from second order spin-orbit 
interaction terms. The spin Hamiltonian for this energy level splitting is: 
2 2 
Η = JS,'S. + D(S -S /3) , 
—1 —2 ζ (7.-3) 
where j5 = S+S_7. The resulting energy level scheme is shown in Fig. (7.-4). 
s=1 
s=0 
D 
Fig. (7.-4) The eneigy level scheme for the Hamiltonian of Eq. ;7.-3), 
pairs, with Heisenberg exchange coupling, and an axial zero 
field sp^ittirg of the triplet level. 
We can then calculate the axial component of the susceptibility tensor: 
(T) 
2μ
ο
Ν9 μ
Β 
e x p { - ( J + D / 3 ) / k Τ} 
k B T l + e x p { - ( J - 2 D / 3 ) / k T U 2 e x p { - ( J + D / 3 ) / k B T } ' 
( 7 . - 4 ) 
and for the perpendicular corrponent: 
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к τ 
Xi (Τ) = -X^(T) -g- {l-exp(D/kBT)} . (7.-5) 
The susceptibility of the polycrystalline sample is then given by: 
χ(Τ) = j χ^  (T) + j χ
ι
 (T) . (7.-6) 
The parameters J and D and a vertical scale factor were adjusted and a best 
fit was obtained for J/k = 67.9 mK, and D/k = 96.5 mK. In Fig. (7.-3) this 
В в 
fit is represented by the dashed curve. 
Based on the crystallographic evidence, we would expect the gold-ions to 
form a linear chain. We considered a linear chain model with nearest neighbour 
Heisenberg exchange interaction. The theoretical curve, represented by the 
solid curve in Fig. (7.-3), is fitted by adjusting the exchange constant J, 
and a vertical scale factor. The best fit is obtained for J/k Τ = 22.0 mK. 
В 
The vertical scale offset χ , which is inherent to the measuring nethod, 
was determined from extrapolation of the susceptibility χ to high tempera­
tures, this value has been used in both cases. 7.5 Conclusion. 
The low temperature susceptibility of the paramagnetic gold complex 
[ (n-(C.H ) N ] [ Au(II)(mnt) ] could be fitted very well, when a model was con­
sidered of exchange coupled pairs. However, for the rather large zero field 
splitting of the triplet level, which haa to be assumed, no support was found 
in the Möbsbauer spectra. The data are, therefore, best described by the 
susceptibility of a linear chain with nearest neighbour Heisenberg exchange 
interaction. In Fig. (7.-5) we compared our results on the susceptibility of 
the gold complex with some other compounds having a linear chain structure 
[ 11 ] . The agreement between theory and experiment is remarkable, for systems 
4 
with J differing by a factor 10 . Our results are supported by the results of 
Plunlee and coworkers, who could explain their ESR data for the analogoub 
copper complex with the assumption of a Heisenberg linear chain structure and 
an exchange constant J/k = 1 5 mK. 
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Fig. (7.-5) Comparison of the susceptibility of the gold complex with 
some compounds which have a linear chain structure; the 
solid line is the theory [9,10 ] . 
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APPENDIX I THERMODYNAMIC CALCULATIONS FOR KUBO'S SMALL PARTICLE 
I 
3 = 1 . 2 . . 
-E /k Τ 
e
 3 B 
Set up of the partition function [ 1 ] . 
If E are the energy eigenvalues of the total electron system, the 
partition function is defined as 
(AI-1) 
In the case of noninteracting electrons, each E can be represented as 
a sum of single particle energies ε 
E = У η ε - (ΑΙ-2) 
3 £ ID ι 
As there are N electrons in the particle, exactly N single electron states 
are occupied in each configuration: 
N = I η , for all ]. (AI-3) 
ι 
Consequently, the partition function Ζ can be written (with ß=l/k Τ) as: 
В 
(Ν) -ein. ε.+η ε_+...) 
Ζ = Ι e ^ 1 2 3 2 ( (ÄI_4) 
D 
where the meaning of (Ν) in the summation symbol is, that each term in the 
sum must have exactly N values η different from zero. As we are dealing 
with electrons, η = 0 or 1, depending on whether state ε is occupied or 
not. Ζ is a function of the particle number N and the temperature Τ and will 
be called Z(T,N). One can set up a generating function 
CO 
f(A) = [ Ζ(Τ,Ν)λΝ . (AI-5) 
N=0 
With the definition of Z(T,N) one gets: 
(Ν) -β(η, ε.+η. L-+...) (η, +n_ +...) 
Ш ) = I ( l e ^ 1 2D 2 λ 1D 2j ) _ (ÄI_6) 
N=0 ] 
-β(η ε 1 +η ε2+...) (η + η +...) 
In f(λ) all possible configurations e χ 
appear exactly once, but now without restriction for the total number of 
electrons. Therefore: 
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-ßn e η 
f(\) = Π (£ e 13 1 λ ^ ) 
= Π (l+Xe ^) . (ΑΙ-7) 
Because f(λ) is analytic in the whole complex plane, the residue theorem 
allows to project out Z(T,N) from the physically meaningless f(λ): 
Z ( T
'
N )
 =271 * l ï ï f « · <AI-s> 
o r i g i n λ 
In the presence of a magnetic field H, the single electron levels are 
redefined as: 
ε
ι -
 μ
ο
μ
Β
Η
 ι > 0, i.e. e > О 
e = 0 Fermi energy (AI-9) 
el t ^ V = -εί І υομΒΗ 1 < 0' ^ 6 · ε 1 < 0, еі > 0 
With Η=0, each state Ε IS spin (i.e. twice) degenerate, f(λ) can be writ­
ten as: 
. , , - Β ( ε - ν μ Η) - Β ( ε + μ μ Η) 
ζ ( τ ,
Ν
) = ^ # 4 τ 7 Π ( 1 + λ 6 ) π ( 1 + X e : ο Β ) χ 
^
π ι
 λ
Ν+1
 !>!
 3>ι 
-β(ε -μ μ Η) -Β(ε +μ μ Η) 
Π (1+λε 0 ) Π (І+Ле i 0 Β ) . (ΑΙ-10) 
к^Э 1<0 
The (Ν+1) λ's in the denominator are distributed on the terms with k,l < 0. 
When N is an odd number, (N+l) is even and there is for each factor one \. 
When N is even, there is one factor λ left. Here appears in mathematical 
language the difference between particles with an even and an odd number of 
electrons. With λ , which can take the values λ or 1, one can write: 
., -β(ε -μ μ Η) -β(ε +μ μ Η) 
z ( T f N , = _ > _ ƒ âL· η ( 1 + λ θ 1 ο Β ) π (ΐ+λβ D ο Β ) χ 
-β(ε -μ μ Η) -β(ε +μ μ Η) 
И (|
+
 e
 k ο Β
 ) Π (ì+ e 1 0 B ) . (Al-11) 
k<0 λ К О 
βμ μ
Β
Η 
Putting Ύ = e and making use of Eq. (ΛΙ-9) one gets after slight re­
arrangement: 
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ßE(O) -βε 
Z ( T
'
N ) = Ё 2 ^ г - # ^- ν + τ " 1 * ^ Ι (1+λΎΘ ^ 
(ΑΙ-12) 
λ "
β ε
 1 " 8 ε ν " ^ ϊ 
Π ( l + - e J) Π (τ-!- e +1) Π (^  e 1 + 1 ) . 
]>1 Ύ к<-1 λ Ύ 1<-1 λ 
Ε(Ο) is the total energy with all states occupied up to the Fermi energy 
ε ; for the "even" case: E(0) = £ 2ε'. α can take two values: 
* 1<0 1 
o = 0 , for "odd" case 
a = 1, for "even" case. 
The free energy is given by: 
F(T,N) = -kBT <ln Z(T,N)> , (AI-13) 
where the brackets indicate an average over the statistical level distri­
bution of Eq.(3.-18). An additional averaging must be carried out when 
an assembly of particles with unequal size is considered. 
b. Some averages. 
We present expressions for some average values which will be needed 
later. For an arbitrary function ι^ ίε)» the following theorems on average 
values <...> are valid if the nearest level spacmgs are Poisson distri­
buted : 
œ
 1 
< I V(e )> = < [ ^<еЛ> = ƒ Τ *>(t)d€ . (AI-14) 
i>0 1 k<0 0 ô 
This can easily be seen by considering the average 
-se ι -sAj -зд2 -зд 
< e > = < exp(-s 1 Δ )> = < e e — e > . (AI-15) 
D = l ^ 
Because the Λ are independent of each other, one has 
-SE -зД
 - з Л
о "
s û 
< e 1> = < e > < e > ... < e 1> . (AI-16) 
1 co Л Л /Ä 1 
Each factor on the right is equal to {— ƒ e e dA} = (l+s6) 
"
s e i 0 -i 1 
Consequently, if Re s > 0: < e > = (l+s6) ; furthermore, if <1, 
™ "
s e
 ™ _ ι 
<
 L e > = ¿ (l+sfi) = — . Assuming that there is an integral repre-
1=1 1=1 
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sentation of φ (ε) of the form 
Ь 
φ (ε) = ƒ e Ξεψ(3)αΞ , (ΑΙ-17) 
then: 
Ь -3ε b 
(ΑΙ-18) 
ι=1 ι=1 a a 
= ƒ ~ ( ƒ
 6"
Ξε
^(3)ά3)αε = ƒ ^ ¥>(ε)αε , 
and this proves the theorem. 
Similarly for ^ (ε ,ε.): 
00 — co 
< Ι Ι *(ε e )> = I I *U¿fe·) 
ι=1 ]>ι J k=-l 1<к 
= / ΐ/^Γ ^е'е,) (ΑΙ-19) 
00 OD 
<! Ι ν(ε ,£')> = ƒ -| ƒ ^ -ν(ε,ε·) . (ΑΙ-20) 
ι>0 k<0 1 Κ 0 0 0 ò 
с. High temperature limit 66<<1 (no QSE). 
The product terms of Eq. (AI-12) can be written as e ' Ύ , where 
4 -Βε -βε 
Φ(λ,γ,ρ) = [ Φ = Ι {1η(1+λγθ )+ln(l+-e )} + 
ι=1 1 з>1 ο , Ύ 
1 ~ßek ν "ßek 
\ {1η(1+ -ί— e ) + 1η(1+ i e )} . (ΑΙ-21) 
к<-1 λ Ύ λ 
Therefore: 
ßE(0) ,, , ,,, ., 
Ζ ( Τ, Ν ) = Ê- # « (1+ Ь ( 1 + 1 , e*U,Y,ß) . ( Α Ι_ 2 2 ) 
2ΤΓΙ .U λ λγ 
When 3δ<<1, the sums in Eq. (AI-21) may be replaced by integrals; the func­
tion θχρ(-βε) stays practically constant between exp(-gc ) and exp(-gE . ) , 
where ε ,-ε is (on the average) equal to 6. For instance, the first term 
in Φ(λ,γ,β) is 
-βε -βε 
«.(λ,γ,β) = Ι 1η(1+λγε ) » ƒ Ып(1+Хуе )ρ(ε )de , (ΑΙ-23) 
ι>1 
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where ρ(ε_) is the density of states at the Fermi energy ε„ (ο(ε„) = 2/6). 
г F F 
Over the range where the integral is substantially different from zero, 
ρ(ε) has been assumed to be constant and equal to ρ(ε_).Φ(λ,γ,3) is an 
analytic function in the complex X-plane and has a saddle point at λ=1 be­
cause (ЭФ/ЭА) . = 0. (For an exposition of this saddle point method, see 
e.g. [2 ]) The value of Φίΐ,γ,β) can be made arbitrarily large for βδ -+ 0. 
By putting χ = ехр(-Зг) one gets, again for Φ 
oo 
Φ. (λ,γ,β) = -j- ƒ 1η(1+λγθ"8ε)άε = 
1 δ
 0 
= 77 ƒ Ζ 1η(1+λγχ)αχ = -¿τ Φ, (λγ) . (ΑΙ-24) 
The remaining terms Φ show the same behaviour. Therefore, when the contour 
integral is replaced by the value of the integral at \=l and the logarithm 
is formed in order to get the free energy, in the high temperature limit 
$б<<1 only the factor e «Y'P
 l n Eq. (AI-22) contributes significantly. 
Consequently · 
In Z(T,N) « φ(1,
γ
,β) . (AI-25) 
Using Eqs. (AI-14) and (AI-21) one obtains for λ=1: 
<ln Z(T,N)> = -I ƒ dc {1п(1+уе"Ве) + ln(l+ - e"SE)} . (AI-26) 
For Y=l (i.e. H=0) one gets 
ш 2 
<ln Z(T,N)> = j ƒ de ln(l+e"0e) = ^ - , (AI-27) 
and the heat capacity becomes 
2 
С
 =
 -τ LZ = \ π V T ρ (e ) , (AI-28) 
V
 Э т
2 3 В F 
which is the well known bulk result [ 3 ] . 
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Similarly for (55 ->- 0 and Η φ О 
6Е(0) . 
Ζ ( Η , Τ , Ν ) = ^ - _ * i . d . V ) ( ! , _ ) 
А 
exp {\ ƒ αε {ΐη(1+λγθ bZ ) + l n ( l + - e β ε ) + 
l n ( l + ï - e β ε ) + l n ( l + ^ е " ^ ) } ] . (ΑΙ-29) 
With the method of steepest descent [ 2 ] , we only need to consider the 
Φ(λ γ 8) 
contribution for λ=1 in the integrand of e so that we can write: 
<ln Z(H,T,N)> = βΕ(0) + 1η(γ+ -) + 
ƒ dE {ln(l+Ye B e) + ln(l+ - e β ε ) } (AI-30) 
The second term comes in only for a=0 (odd number of electrons), so that: 
1 32F V Э2 
^ au
2 
о ЭН 
<ln Z(H,T,N)> 
ЭН 
о f 
ЭН ^ в 
Y-
γ+ 
ι , 
ν 1 
ϊ J 
+
 « S V 1 η 
1 
1 
+ 
+ 
γ 
1 
γ J 
}(for γ -»• 1) 
TJ U 
ο Β 2 2 
ϊςτ"
 +
 δ
 μ
ο
μ
Β · 
(ΑΙ-31) 
The first term in Eq. (AI-31) is negligible compared with the second when 
βδ<<1, and the usual result for the bulk Pauli spin paramagnetism is ob­
tained [ 4 ] 
X = μ
ο
μ
Β ^ V (AI-32) 
d. Low temperature limit S6»l (QSE) . 
The partition function of Eq. (AI-12) will be averaged over the 
Poisson level distribution of Eq. (3.-1Θ); it is then possible to expand 
<Z(T,N)> in a power series of the argument (g6) ; as we are interested in 
the situation with 86>>1, we calculate only the first term and neglect terms 
-2 -2 
of the order (βδ) and of higher order. The corrections due to the (gj) 
term are explicitly calculated in Kubo's paper [5 ] . From Eq. (AI-14), the 
following averages are obtained: 
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-Be -ße' ·» -Be ^  
e j e S = < l e Ч = ƒ e f = ^  . (ДІ-ЗЗ) 
i>0 1<0 О 
Similarly, 
-В (e +ε ) _В(
е
.
+ е
.) 
< I l e 1 3 >
 =
 < I I
 е
 * 1 >
 =
 _ 1 .
 ( А І _ з 4 ) 
і>1 j>i к<-1 1<к 2(85) 
Going back to the original expression for the partition function 
Z(T,N) Eq. (AI-12), only those terms are collected which give averages 
of the order (B<5)-1: 
BE(0) 
Z ( T
'
N )
 =
Ё 2 ^ * ^ ( 1 + λ ) «+& X A 
{1 + (γ+ 1) (λ l e 1 + χ Σ e *) + 
Ύ
 ι>1 к<-1 
-2Ве , -2Ве' 
λ
2
 Σ «
 3
 ^  I e ^ ....} (ΑΙ-35) 
All additional terms contain more than one level e or ε'. Usina the fact 
1 1 
that only the term in τ- gives a contribution when the integration around 
A 
the origin is carried out, one gets for a=0 (odd number of electrons): 
BE(0) j -Be - B e ' 
Z(T'N)lodd = f 2Ï r - # T { ( ^ 7 > + ^ ^ 'I' " " J , 6 + · · · ) } 
1^1 1^-1 
=
 θ
β Ε ( 0 ) { (
γ
+ i ) (1+ Y e E l + J e E k + . . . ) } . (AI-36) 
For a=l (even number of electrons) the analogous expression is 
Ζ (T.N) I = eßE(0){l + (γ+ - ) 2 Y e 3+ Y e 1 +...}. (AI-37) 
leven У у ^
 1 ^ 
In making these expansions, it was assumed that γ<<β<$, i.e. V VLH < δ; for 
γ/36 > 1, terms of order higher than (βδ) can no longer be neglected. The 
averaging procedure is now very simple: 
< In Ζ (T.N) I
 J J > = BE(0) + 1η(γ+ -) + 
'odd γ 
-Be -Be' 
< l n ( l + l e + I e +...)> 
ι>1 k<-1 
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ßE(O) + 1η(γ+ -) + 
-βε 
< 1η(1 + Ι e 1) (1 + Ι 
ι>1 к<-1 
-*
ε
κ 
3Ε(0) + 1η(γ+ -i) + І^ - ƒ dx ln(l+e x) 
Ύ
 О 
= SE (0) + 1η(γ+ -) + (АІ-З ) 
-ße -Зе^ 
Here, use is made of the fact, that the expression <ln( ¿ e ¿ e )> 
1>1 к<-1 
may be set equal to zero as it contains more than one series of levels. 
For a=l one obtains: 
00 
< In Z(T,N) I > = βΕ(0) + i-f ƒ dx 1η(1+(γ+ -) 2 e~X + e _ 2 x) . (AI-39) 
even Ρ η ^ 
Now we are able to give explicit expressions for the specific heat and 
the magnetization of the spin paramagnetism in the QSE limit. Taking H=0, 
one gets for the specific heat in the "odd" and "even" case respectively: 
3
2F 
odd 
odd 
ЭТ 
2 
.2 , 2 
Э _!_ π 
"
т
 э т
2 1" β ess' 
π
2 kB 2 
= j--f- Τ = 1.645 kBT ρ(ερ) 
С = 2.512 к Τ ρ(εJ 
even B F 
(AI-40) 
(AI-41) 
These results have to be compared with the electronic specific heat of the 
bulk metal as given by Eq. (AI-28). 
To calculate explicitly the magnetization, the condition у u Η << δ 
о В 
has to be fulfilled. For the "odd" case one gets according to (AI-38): 
1 
M 
odd 
ßu u H -ßu u H 3F 1 ,
 m Э , ,
 Ρ μ
ο
μ
Β ,
 ρ μ
ο
μ
Β 
— •
i
—= — к Τ -— In (e + e ) 
μ OH μ В ЭН 
о о 
= μ tanh μ
Β 
в
н 
к Τ 
В 
(ΑΙ-42) 
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For H •* 0, the susceptibility is given by 
ЭМі
 Р
о
У
В 
x
odd = ЭНІН=О = Ί ς ϊ · ( A I - 4 3 ) 
In the "even" case, the analogous quantities are given by: 
М
о,
Ю
п = - 5 Г ^ sinh(20p u_H) ƒ =І 5- , (AI-44) 
e V e n Β δ 0 B
 0 l+4tcosh2(ßv μ HJ+t2 
о 3 
X
even = 1.521 μ μ 2 p(e_) . (AI-45) 
О В F 
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APPENDIX II THERMODYNAMIC CALCULATIONS FOR THE PARTICLE WITH EQUAL 
LEVEL SPACING 
The canonical partition function of a particle with a constant and 
equal level spacing can be calculated exactly [ б ] . 
With the definition of Appendix I, the starting point to calculate 
the partition function is given by Eq. (AI-12). Replacing λ by ехр(іф) 
and γ by e , where h=ßp μ Η, one gets for the "odd" case (a=0) : 
о В 
e-
e E ( 0 )Z(T,N) = - i - 2 } іе і ф
а
ф (l.e" 1^) (l+e"1*"11) * 2πι £ 
„ ,._,_ ιφ+h -gin.
 M j_ ιφ-h -βδη, .. -βδη 
Π (1+e e ) (1+e e ) (1-е ) * 
η>1 
π
 ,_ -ιφ-h -βδη. ,_ -ιφ+h -βδη. ,, -βδη
λ ν 
Π (1+e e ) (1+e e ) (1-е ) x 
¿l • (AII-1) 
oo 
The factor Ζ = Π (1-е ) compensates for the two factors 
В 
OD n = 1 
— ΑΛη 
Il (1-е ) in Eq. (AII-1). These factors are introduced in order to ap-
n=l 
ply some properties of the θ-function [ 7 ] : 
_ 1 j
 q{(n+^
2}
 c o s ( ( 2 n + 1 ) z ) . ; ( i ^ n , ( 1 + q2n e+i2 Z ) χ 
q cos Ζ n=0 n=l 
(l+q2n e" l 2 Z) . (AII-2) 
Putting q = e and Ζ = ~ + — , one obtains from Eq. (AII-2): 
π ,, - B V ,, іФ+h -βδη, ,,_,_ -ιφ-h -Βδη 
Π (1-е ) (1+e e ) (1+e e ) 
n=l 
I e- ! 5 ß 6 ( n + 1 ) ncos((2n+l)(i+^)) . (дц-з, 
= j — л e ^ u ^ ^ - i - ^ ^ -
 2 l; 
cos(- + - ) n=0 
2 -βδ Φ h 
Similarly, with q = e and Ζ = j - γ^ , one gets: 
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Π (I-e"6611) (l+e1*-11 e-35n) (1
+
е-
1 ф + Н
 e"
66
") 
n=l 
= ^ — j p Î e-l5ß6(n+1)ncoS((2n+l)4- Jl)) . (Ali-4) 
cos (-j - — ) n=0 :L 
The cos-terras in the denominator of Eqs. (AII-3) and (AII-4) cancel (up to 
a factor 4/еіФ) with the factors (l+e~llt>+h) (l+e-1*-11) in Eq. (AII-l). 
Eq. (AII-l) can now be written as: 
-
ß EM ( 0 ) 1 2 π A 
0 e 
{(/ e cos ((2n+l) (y + —)) ) x 
n=0 
( ¿ e cos((2m+l)(— - x—)))} Ζ 
m=0 
=
 |_ 2/
 d $ J J ^«(ntn+n+mdn+l)), „ 
0 n=0 m=0 
, і(п+т+1)ф (n-m)h і(п-т)ф (m+n+l)h {e e + e e + 
ι (m-n) φ (-m-n-l)h і(-п-т-1)ф (m-n)h·, „ 
e e + e e / x 
Zg . (AII-5) 
Obviously, Eq. (AII-5) has non-zero terms only for n=m. Therefore, for the 
equal spacing model, the partition function Ζ (Τ,Η) is given by 
e
"
№N ( 0 )
z
odd ( T ( H ) m 2 y e-66n(n+l) c o s h ( ( 2 n + 1 ) h ) z 2 ; ( A I I. 6 ) 
N
 n=0 B 
in the same way one finds for the "even" case: 
e"ßEN(0)Z?;Ven
 + 2 » e-B6{(n+l)2} c o s h ( ( n + 1 ) 2 h ) } z2 #
 ( Д І І. 7 ) 
N
 η
 B 
n=0 
The susceptibility χ is easily calculated from the partition function 
given in Eqs. (AII-6) and (AII-7): 
M =
 -Mi = i f i l i n V T < H ) • ( A I I-8 ) 
о о 
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For odd number of electrons we obtain: 
Μ =
 ΐ ΐ -
0 μ
ο
μ
Β ¿ { E N ( 0 ) + l n ( 2 B ) + 
о 
. . г -βδη(η+1) , (2n+l)h ^ - ( 2 n + l ) h 4 l l 
In l ¿ e (e + e )] ; 
n=0 
г -6δη(η+1) , _ _ , _ . , , (2n+l)h -(2n+l)h, 
l e (2n+l) (e - e ) 
= μ 2 ^ - ; ; . (AII-9) 
г -βδη(η+1) . (2n+l)h -(2n+l)h, 
¿ e (e + e ) 
n=0 
If h •*• 0, t h i s reduces t o : 
. γ , _,, .2 -βδη(η+1) 4 l (п+Ц) e 
Μ , , = βμ μ^Η η 0
 m
 . (ΑΙΙ-10) 
V -βδη(η+1) 
η=0 
For even number of electrons, one gets in a similar way: 
8 I e - B 6 t ( n + 1 ) 2 } ( n + l ) 2 
M = βμ μ^Η — — — . (AII-11) 
even o B <»
 ο χ
 r , , , , 2-, 
1
 + 2 I e -
S 6 { < n + 1 > } 
n=0 
The expressions (AII-10) and (AII-11) can be evaluated for the limiting 
cases βδ<<1 and βδ>>1. In the high temperature limit (βδ<<1), the summations 
°° 2 f 2 -χ r-
can be replaced by integrals, which are of the form J χ e dx = імт/4, or 
œ 2 О 
ƒ e~X dx = /ír/2. In this limit, one gets for the case with an odd number of 
0 
electrons: 
βδ/4 _ 1 _ /π_
 2 2 
2 4βδ'βδ μο μΒ 2 , , ,
д т т
 . Q. 
χ = βμ μ iL- = — 7 = U U
n
 Píe,,) , (ΑΙΙ-12) X
0dd
 Β μ
ο
μ
Β
 β 6 / 4 ^  δ ο Β F 
*
 e
 /βδ" 
and similarly, for the case with an even number of electrons: 
13Θ 
β 2 8 W / g r 2 μ ο μ Β 2 , , 
X
e v e n =
 β μ
ο
μ
Β ^ " = - f i — = в Ρ ^ F ' ' ( Α Ι Ι - 1 3 ) 
- ^ 
where, again, the usual bulk result for the Pauli spin paramagnetism is ob­
tained, for both cases. 
In the QSE limit (35>>1) only very few levels can be reached, and 
hence only the lowest terms in the summation need to be considered for 
Eqs. (AII-6) and (AII-7). For this case Eqs. (AII-10) and (AII-11) reduce 
to: 
ß 2 l + 9 e - 2 B S + 0 ( e - 6 g g ) 
*odd - " V f l
 1 + e -2B6 + o ( e - 6 6 6 ) 
= 0 p y 2 {1 . B e " 2 3 5
 + 0 ( e - 4 8 6 ) } 
о В 
+ л . .. (τ—=· e x p ( - ; = <ь-£ e x P ( - Г-ä)) · (AI I -14) 
a n d : 
к Τ b u l k ^ k Τ ^ v к Τ 
Β B B 
2 θ (e ß '5 + О (e 4 3 6 ) ) 
^е еп - о - В
 1 + ^ - β δ + 0 ( 6 - 4 β δ ) 
= β μ μ
2
 Í 8 e - 0 6
 + o ( e - 2 B Í ) } 
О а 
46 , δ 
г т
е х р (
- ІП 
в в 
Xbuik'ïTT^-O"· (AI1-15» 
The bulk Pauli spin paramagnetism is attenuated exponentially, and for odd 
number of electrons the low temperature susceptibility is dominated by the 
susceptibility of the one free spin per particle. 
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APPENDIX III A NOTE ON THE SYSTEM OF UNITS 
Throughout this thesis, the rationalized MKSA system has been used. This 
system has not yet found widespread use in the literature concerning the 
magnetic properties of materials. Moreover, there are some differences in the 
definition of relevant quantities such as magnetization and magnetic moment. 
We adopted as defining relation 
В = y (H + M) . (AIII-1) 
Н^  is the magnetic field in units of A/m, B^  is the magnetic induction in 
2 
units of Tesla (Wb/m ), M is the magnetization per unit volume, 
M = χΗ , (AIII-2) 
where χ is the volume susceptibility. As a consequence the unit in which mag-
2 
netic moment is measured (m = ƒ MdV) is Am . With this definition the force 
vector working on a magnetic dipole moment is the magnetic induction B^ : 
U = - m.В . (AIII-3) 
pot 
3 
The MKSA unit of magnetic moment is 10 * larger than the corresponding 
cgs-unit. 
m..,,,.. = 10 m , MKSA egs 
2 3 (AIII-4) 
or 1 Am = 1 0 emu . 
The relations introducing the magnetization are different for MKSA and cgs: 
В = H + 4πΜ (cgs) (AIII-5) 
Β = μ (Η + M) (MKSA) , 
therefore the values of the volume susceptibility differ by a factor 4π: 
χ = 4πν . (AIII-6) 
AMKSA Acgs 
An alternative definition, В = μ Η + M, is used in part of the litera-
— о— — 
ture. This leads to a unit Wbm for magnetic moment, the volume susceptibili­
ty is defined with the relation M = μ χΗ, and the energy is U = - m.H 
— о — pot 
with this definition. 
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SUMMARY 
In this thesis, we have reported on an investigation of the magnetic pro­
perties of very small metallic particles and of some organo-metallic clusters. 
We have tried to observe quantum size effects. Modifications of the bulk 
properties of the electron gas, which are intrinsically due to the restricted 
size of the small metallic crystallites, are usually called quantum size 
-9 3 
effects. Metallic particles with a diameter of 5x10 m contain of order 10 
electrons; due to the low number of electronic levels below the Fermi energy 
the mean distance between the energy levels can be larger than the thermal 
energy at ambient temperature k„T. Unlike the case which is usually studied 
in solid state physics, the spectrum of the excitations in the metal can no 
longer be considered as quasi-continuous. Also, the size of the particle will 
give an upper limit for the wavelength associated with such quasi-partides, 
as phonons or electron-like excitations; this leads to a low-frequency cutoff 
in the spectrum of these excitations. Quantum size effects will affect the 
thermal, electrical, magnetic and optical properties of materials. 
We have presented in Chapter 3 a review of a number of theories put 
forward to describe the properties of metals in the quantum size regime. The 
theoretical understanding is still quite qualitative and until now, only in a 
few cases experimental verification of quantum size effect predictions has 
been given. In the present investigation we have studied the dc magnetic 
properties; we have tried to observe the magnetization due to the one 
unpaired spin in the degenerate electron gas in small particles of indium, 
a trivalent metal. As a result of the large electrostatic energy required 
to charge a very small metallic particle, the number of electrons is a con­
stant, and a distinction must be made between particles with an even and 
particles with an odd number of electrons. The volume susceptibility associ­
ated with the one unpaired spin in "odd" particles, will grow beyond the 
bulk Pauli paramagnetic contribution to the susceptibility of the metal, when 
the thermal energy becomes lower than the mean distance between the energy 
levels. 
In Chapter 4, we have discussed the results of high magnetic field mea­
surements of the magnetization of indium particles in the temperature inter­
val from 3 К up to room temperature. We have shown that the observed magne­
tization can not be interpreted as due to quantum size effects. The inter­
pretation of previously published results on an anomalous magnetization, 
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observed in small particles of indium embedded in paraffin, is questioned on 
the basis of these results and an alternative interpretation has been presen-
ted. Measurement of the magnetization in this temperature region with suffi-
cient sensitivity was possible only after the construction of a very sensi-
tive magnetometer based on superconducting technologies. The equipment has 
been described in great detail in Chapter 2. 
Chapter 5 showed the results of susceptibility measurements on samples 
containing small indium particles at temperatures well below 1 K. For the 
susceptibility measurements we employed a SQUID. Possible quantum size effects 
could not be distinguished against the background of other signals, although 
the sensitivity is in principle sufficiently high. 
The analysis of the magnetization data of a mixed valence copper complex 
was presented m Chapter 6. The six divalent copper ions in the cluster in-
vestigated, are positioned at the corner points of an octahedron; the spins 
of these ions were shown to be coupled through a ferromagnetic exchange 
interaction to a moment S=3 at low temperature. Becajse no model-calculations 
have been published yet for the octahedral symmetry, we have compared the 
results with the predictions for a chain of six spins with nearest neighbour 
Heisenberg exchange interaction. 
At very low temperatures, we have measured the susceptibility of a para-
magnetic complex of gold. The observed temperature dependence of the suscep-
tibility, together with the results of a Mossbauer spectroscopic study, lead 
to the conclusion that the divalent gold ions are ordered as an antiferro-
magnetic linear chain with nearest neighbour Heisenberg exchange interaction. 
This has been discussed, finally, m Chapter 7. 
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SAMENVATTING 
In dit proefschrift werd gerapporteerd over een onderzoek aan de magne­
tische eigenschappen van zeer kleine metaaldeelt]es en van organo-metallische 
moleculaire clusters. We hebben gepoogd quantum size effecten waar te nemen. 
Onder quantum size effecten verstaan we afwijkingen in de eigenschappen van 
het electronen gas in kleine metaal-kristallet]es ten opzichte van de gebrui­
kelijke eigenschappen in een macroscopisch kristal van dat metaal, die een 
intrinsiek gevolg zijn van de begrensde afmetingen. Metaaldeeltjes met een 
-9 3 
diameter van de orde van 5x10 m bevatten slechts 10 electronen; het aantal 
energieniveaus beneden de voor materialen karakteristieke Fermi energie is 
dan zo laag, dat de gemiddelde afstand in energie tussen deze energieniveaus 
groter kan zijn dan de thermische energie к T. In tegenstelling tot de voor 
В 
de vaste-stoffysica gebruikelijke situatie vormen de excitaties van het 
systeem dan niet meer een quasi-contmuum. De begrensde grootte van de kleine 
metaaldeeltjes bepaalt ook een limiet voor de grootte van de golflengten, die 
met quasi-deeltjes als fononen en electron-excitaties geassocieerd kunnen 
worden. Daarmee is ook een ondergrens bepaald van de energie voor de laagst 
mogelijke excitatie. Deze effecten hebben gevolgen voor de thermische, elec-
trische, magnetische en optische eigenschappen van de materialen. 
In hoofdstuk 3 hebben wij een overzicht gegeven van een aantal theorieën, 
die (nog qualitatief) het gedrag van metalen onder quantum size condities 
proberen te beschrijven. Experimentele verificatie is er tot op de dag van 
heden nog slechts in geringe mate. In dit onderzoek hebben wij ons beperkt 
tot de de magnetische eigenschappen, met name hebben wij getracht in indium-
deeltjes (een metaal met valentie 3) de magnetisatie te detecteren van de 
ongepaarde spin in het ontaarde electrongas. Gezien de hoge electrostatische 
energie die gemoeid is met ladingsoverdracht in zeer kleine metaaldeeltjes, 
moet onderscheid worden gemaakt tussen deeltjes die een even en deeltjes die 
een oneven aantal electronen bevatten. De volume susceptibiliteit veroorzaakt 
door de ene ongepaarde spin in "oneven" deeltjes wordt groter dan de Pauli 
spin paramagnetische bijdrage voor het metaal, als de thermische energie 
kleiner wordt dan de gemiddelde afstand tussen de energieniveaus. 
Hoofdstuk 4 geeft een overzicht van de resultaten van metingen in het 
temperatuurgebied van 3 К tot kamer temperatuur bij hoge magneetvelden. Er 
wordt aangetoond, dat de waargenomen effecten niet als quantum size effecten 
kunnen worden geïnterpreteerd. De interpretatie van eerdere metingen van een 
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anomale magnetisatie van indiumdeeltjes in paraffine kan op basis van deze 
resultaten worden herzien. Om metingen met de gewenste gevoeligheid over het 
genoemde temperatuurtra^ect te kunnen verrichter is een magnetometer gebouwd, 
die gebruik maakt van supergeleidende technologieën; de opstelling is in 
detail beschreven m hoofdstuk 2. 
In hoofdstuk 5 zijn de metingen gepresenteerd, die beneden 1 К zijn ver­
richt aan de susceptibiliteit van de indium samples. Voor deze metingen werd 
gebruik gemaakt van een SQUID. Ook bi] deze metingen werden de zeer kleine 
quantum size effecten overschaduwd door signalen van andere oorsprong. 
In hoofdstuk 6 worden de resultaten geanalyseerd van de magnetisatie van 
een Cu(I)-Cu(II) complex. De zes magnetische Cu(II) ionen bevinden zich op 
de hoekpunten van een octaeder, en het blijkt, dat tussen de spins van deze 
ionen een ferromagnetische wisselwerking bestaat, waardoor de spins bij lage 
temperatuur gekoppeld zijn tot een reuzemoment S=3. Voor de octaëdnsche 
symmetrie zijn geen modelberekeningen verricht, de resultaten zijn vergeleken 
met berekeningen voor een keten van zes spins met naaste buur Heisenberg ex-
change interactie. 
De susceptibiliteit van een paramagnetisch goud complex werd gemeten bij 
zeer lage temperatuur. Deze metingen, tezamen met de resultaten van een 
Mössbauer spectroscopisch onderzoek, tonen aan dat de Au(II) ionen magne-
tisch ordenen als een eendimensionale, antiferromagnetische keten met naaste 
buur Heisenberg exchange interactie. Dit is beschreven in hoofdstuk 7. 
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STELLINGEN 
I 
Het is de moeite v/aard te onderzoeken of oplossinaen die de recentelijk ge-
syntтеtiseerde grote goud-clusters bevati en kunnen rOordrirgen m de bolter 
van zeolite. Waarschijnlijk zullen bij ее^ juist аеког^п tnormis^he behande­
ling dan goiiüaeeltjes kunnen worden geprccuceerd van 70er good gedefi^ieerne 
en enigszins virieerbare groctto. 
F.A. Voll^nbrcekf proefschrift, Ninrreger, 1979. 
TI 
De term "superroosters" voer nenodiek gclaagae struct ir er van verschillende 
halfaeleiders as misleidend omdat de experimentele geg€\enstot nu toe in 
alle gevallen kunnen worder verklaard net behulp van auantisatie van de 
energieniveaus in één potentiaalput. 
J.C. Maan, proefschrift, Nijmegen, 1979. 
III 
Bij de metingen van de soortelinke weerstand van zuivere metalen net behulp 
van een stroomcomparator werd als nuldetector een fluxgated galvanometer ge-
bruikt. Met slechts een gering verlies aan gevoeligheid kan deze detector 
véél sneller worden gemaakt. 
H. van Kenpen, H.W. Neyennuisen, J.Η.J.M. Ribot, Пе . Sc1. In strum. 50, 
161 (1979). 
IV 
Het verwaarlozen van een beperkt aantal Rontgen reflecties met kleine reflec-
tiehoek bij de verfijning van de kristalstructuur van kleinere moleculen 
waarin disorder is bewezen is een techniek die kan leiden tot een meer accep­
tabele structuur, maar dit wordt vaak over het hoofd gezien. 
V 
b. Foner laat weliswaar zien dat de gevoeligheid voor magnetische momenten 
van de <comnrrcieel verkrijgbare) vibrating sample nagrntometer ordes van 
grootte kan worien opgevoerd, ae bereikbare gevoeligheid voor de maaneti-
sche volumesusceotibiliteit werdt evenwel begrensd door het voor het sanple 
beschikbare volume. 
Ξ. Foner, Rev. Sci. Instrum. 45, 1181 (1974), 46, 1425 (1975). 
VI 
Het is interessant om bij de analyse van fonon-puls metingen ook een de-
convolutie naar de verschillende frequentie corrnorenten uit te voeren. 
H.W.M. Saleroink, proefschrift, Nijmegen, 1979. 
VII 
Uit het irodel van Herhbt kan op twee wijzen de waarde van de spieqelLadmg 
Ze worder bepaald Deze waarden verschillen een orde van grootte. Het ver­
schil IE op te heffen door i- de berekeningen de ion relaxatie mee te nemen. 
J.F. Herbst, Phys. Rev. В j_5, 3720 (1977). 
VIII 
Het statement, afkomstig van Hammenresh, dat de icosaëdnsche groep niet van 
fysisch belang is omdat er geen vooibeelden van moleculen met die symnotne 
bekend zijn moet worden herzien in het licht van het feit, dat icosaëdnsche 
structuren veel voorkomen onder kleine n^taaldeeltjes, en dat ook voor ver-
scheidene organo-metallische complexen een icosaëdnsche structuur is vast-
gesteld. 
M. Jammermesh, Grouu Theory (Addison-Wesley Pabl. Co., Reading, 1964). 
IX 
De eventjele noodzaak op grote schaal kernsplijting te gebruiken voor de op-
wekking /an electnsche energie (overigens slechts 11% van ons energiegebruik) 
kan m e t redelijkerwijze worden aangetoond, voordat alle mogelijkheden zijr 
uitgeput om verspilling van fossiele brandstoffen voor warmteproduktie tegen 
te gaan. 
X 
Een verantwoord gebruik van de voorhanden energiedragers lijkt veeleer een 
niet gecentraliseerde opwekking van electnsche energie te vereisen Het 
streven naar het gebruik van kernenergie is in dit perspectief net doel-
treffend 
XI 
Uit efficiency overwegingen is het wenselijk a^aaemsehe promoties van leder 
vandezelCde wer^gioep zoveel mogelijk op één dag ie concentreren. 
J.A.A.J. Perenboom Nijmegen, 29 november 1979. 


