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Depuis quelques années, de nombreux systèmes d'exploitation se sont tournés 
vers la technique de la mémoire virtuelle pour améliorer leurs performances. 
Dans les premiers ordinateurs, la monoprogrammation était de rigueur: la 
mémoire centrale ne pouvait contenir qu 1 un seul programme. Par la suite, elle put 
contenir plusieurs travaux, chacun d'eux occupant une partie continue de la mémoi-
re centrale (partition), partie de taille fixe ou non. Chaque travail devait dis-
poser d'une structure d1 adressage particulière pour pouvoir occuper la partie de 
la mémoire qui lui était attribuée; cette adresse était calculée à l'exécution en 
ajoutant à une valeur liée à la position de l'instruction ou de la donnée référen-
cée, une valeur de base fonction de la position de la partition dans la mémoire. 
Les adresses contenues dans le travail devenaient donc abstraites, amenant la 
notion d1 espace d'adresse (ensemble des adresses référencées par un travail). On 
peut déjà voir un effet double: amélioration du fonctionnement par augmentation 
du nombre de travaux, et détérioration par besoin de gestion des conversions 
d'adresses et de la présence simultanée de travaux. 
Dans les systèmes à mémoire virtuelle, chaque travail ne doit plus figurer 
intégralement en mémoire centrale, mais bien sur une autre mémoire moins chère 
et plus volumineuse appelée mémoire de réserve ou auxiliaire. Le travail ne dis-
pose plus alors en mémoire centrale que de quelques pages. L1 adresse del •espace 
d'adresse doit être convertie en adresse de la mémoire centrale, conversion plus 
longue et plus complexe que dans le cas précédent. Si l'adresse référencée ne fi-
gure pas en mémoire centrale, il se produit un défaut de page; on demande alors 
à un gérant de la mémoire l'allocation d 1 un élément de mémoire et le transfert 
de la partie de travail qui contient 1 1 adresse demandée. Le qérant de la mémoire 
a donc essentiellement pour but de fournir un cadre donné; il doit donc pouvoir 
le désigner, ce qui implique des choix : attribuer un cadre libre, ou réutiliser 
un cadre attribué, mais jugé mal utilisé. 
Le plus petit volume de mémoire centrale alloué à chaque travail permet un 
niveau de multiprogrammation plus élevé. Mais la conversion des adresses, la ges-
tion de la mémoire et les attentes consécutives aux défauts de page font perdre 
une partie del 'efficacité. 
0.2 . 
Nous ne nous sommes pas intéressés ici au coût en temps processeur nécessité 
par la gestion d'un système, mais uniquement au bon écoulement des travaux. Ce bon 
écoulement peut être mesuré par le nombre de travaux prêts à travailler, le nombre 
et la distribution des défauts de page ou des temps d'attente. Les éléments fonda-
mentaux qui influent sur ces données sont les algorithmes de gestion de la mémoire, 
le nombre et la taille des travaux concurrent, la taille des mémoire centrales et 
auxiliaires. 
Pour pouvoir analyser 1 'influence de ces éléments, un système analytique de 
simulation est inutilisable, vu la complexité des interactions mise en jeu. Nous 
avons donc décidé de créer un simulateur. Celui-ci doit contenir un modèle du che-
min des travaux, des gérants de la mémoire, des entrées-sorties et des travaux. 
Pour produire des défauts de page, il est nécessaire de générer une suite des ré-
férences à l'espace d'adresse fait par un travail; donc de disposer d'un modèle de 
comportement de prograIT1Tie. 
; 
Le chapitre I analyse les éléments indispensables à un système de gestion à 
mémoire virtuelle pour ce qui est lié à la mémoire (gestion des demandes de page, 
des travaux, etc ... ) 
Dans le chapitre II, nous avons étudié divers systèmes existants afin de mon-
trer ce que contenaient les éléments en question, ainsi que les interactions entre 
eux. Les systèmes utilisés sont des systèmes à mémoire virtuelle paginée, Siemens 
8S2000, I8M VSl et MVS. Nous nous sommes limités à ces systèmes vu la documentation 
disponibl e. On y voit que le mode de gestion adopté tient moins au but du système 
qu'à 1 ' historique des générations successives qui ont amené à ce système. 
Le chapitre III décrit le modèle du simulateur de système, les données néces-
saires comme entrée, les méthodes statistique d'analyse et de validation des don-
nées . Il décrit brièvement l'application de ce modèle au cas du Siemens 8S2000 qui 
a été cho i si vu la meilleure connaissance que nous en avions , et la documentation 
suffisante. 
En annexe, figure le texte complet du simulateur appliqué au système Siemens 
8S2000. 
C H A P I T R E I : 
STRUCTURES DES MÉJVOIRES VIPTUELLES 
I.l. 
1.1. INTRODUCTION 
A i 'or·:gine de l'informatique, chaque programme exécuté devait être chargé en 
mémoire centrale à une adresse fixée par le proqrammeur. Par la suite, la méthode 
del 'adressage relatif à un point de départ défini à la compilation permit de relo-
ger chaque programme dans un volume quelconque, mais continu de la mémoire, et pou-
vant contenir tout le programme. C'est à cette occasion qu'apparut pour la prem,ere 
fois une distinction entre l'adresse physique et les adresses apparaissant dans le 
programme. 
D'autres systèmes ont poussé cette séparation à 1 'extrême de sorte que, à tout 
moment del 'exécution du programme, le processeur travaille à partir d'adresse de 
1 'espace d'adressage qu'il traduit en adresses physiques permettant ainsi l'écla-
tement du pro~ramme dans la mémoire centrale en volumes de taille fixe (cadres) ou 
variables (segments). Ces derniers sont îiés à la structure logique du programme . 
Les systèmes à mémoire virtuelle ont poussé cette évolution plus loin encore, 
en ne gardant en mémoire centrale que la part du programme qui y est utile pour 
1 'avancement du travail à exécuter. Pour disposer rapidement du reste du programme, 
celui-ci est stocRé sur une troisième mémoire de m~sse. appelée .émoire auxilia i re 
ou de réserve. 
Un tel système dispose donc pour la mémoire de trois espaces distincts : espace 
de mémoire centrale, de mémoire auxiliaire et d'adressaqe. Ces trois pôles consti -
tuent la base de la structure d'une mémoire virtuelle, à laquelle s'ajoute alors un 
système de gestion de ces espaces, de leurs liens et de la réponse aux demandes 
des divers utilisateurs de la méMoire. 
Pour chacun de ces éléments, divers modes généraux de construction et de fonc-
tionnement peuvent être définis. Ce chapitre a comme but de montrer un certain nom-
bre des solutions pensables ou exécutées pour réaliser un système à mémoire virtuel-
, e. 
I. 2. 
1.2. ESPACE D'ADRESSAGE 
L'espace d'adressage peut être défini comme l'ensemble des adresses référen-
cées dans un travail. Dans les ordinateurs de la première génération ces adresses 
correspondaient à l'adresse physique. Si on ne désire avoir qu'une partie d'un 
travail en mémoire centrale, là ou il y a un cadre libre, il est évident que cet-
te correspondance ne peut plus exister. On a donc trois ensembles d'adresses : les 
adresses en mémoire centrale, formant l'espace de mémoire centrale, les adresses 
de la mémoire de masse, autrement dit la position des cadres sur les tambours ou 
espace de mémoire auxiliaire, et finalement les adresses du programme, espace 
d'adressage. Les adresses de cet espace ne correspondent donc en rien à une posi-
tion physique, mais uniquement une position logique, un déplacement par rapport au 
début du travail. 
Afin d'exécuter un processus, il est nécessaire de convertir les adresses 
d'un espace en une valeur dans une autre. Cela se fait au moyen de tables de con-
version qui à une adresse d'un espace fait correspondre une autre adresse, si elle 
existe. 
L'espace d'adresse doit être géré comme un espace quelconque. Sa taille max i -
mum est donné par la plus grande adresse tolérable par 1 'ordinateur (223 pour 
Siemens, 224 pour IBM, etc ... ) 
Dans cet espace on peut loger soit un seul travail soit tous les travaux. On 
a alors un espace d'adresse multiple (IBM/MVS, Siemens 4004) ou unique (IBM/VSl, 
VS2). 
L'espace d'adresse unique peut contenir plusieurs travaux. Il faut donc assu-
rer 1 'étanchéité entre ceux-ci. Elle est assurée par la propriété qu'a chaque tra-
vail d'un élément continu del 'espace adresse. Il y a donc une estion de cet espa-
ce comme il y a une gestion de la mémoire centrale dans les systèmes sans mémoires 
vi rtue 11 es. 
I.3 . 
Il faut attribuer à chaque travail un espace donné, essayer de placer de 
nouveaux travaux dans les e~placements vides; on doit donc cho i sir un mode de 
qestion, soit partition fixe (IBM/VSl), soit partition variable (IBM/VS2). Ceci 
implique donc de fortes limitations quant à la taille des travaux, la souplesse 
du système et la variation de la taille des travaux au cours de l'exécution. 
Les systèmes d'exploitation à espaces d'adressage multiples attribuent à 
chaque travail un espace complet, ce qui élimine les problèmes de concurrence 
entre travaux dans l'espace d'adressage, ainsi que ceux concernant la sécurité 
des données. 
Le choix entre l'un ou l'autre de ces systèmes se fait donc essentiellement 
en fonction du type de travail à assurer par l'ordinateur: soit travaux de tail-
le connue ou prévisible, soit travaux de volume difficilement prévisible (sys-
tèmes tournés vers l'interactif). 
Ce choix n'a pas d'influence sur les procédés de gestion des transferts de 
données entre les espaces. 




La 1mémoire centrale est le lieu où doit se t rouver une instruction pour pou-
voir être exécutée par le processeur. On devra donc pouvoir facilement y amener 
ou en retirer un élément de programme inutile pour le remplacer par un autre mo-
mentanément plus intéressant. Il faut donc définir quel type d'élément servira 
de base : élément de taille fixe, non lié à la structure du travail (cadre), élé-
ment de taille variable, lié à la structure du programme, ou un système mixte 
utilisant les deux techniques précédentes. 
Le second point important concerne la taille de la mémoire centrale, néces-
saire pour faire fonctionner le système de manière sàtisfaisante. 
1.3.2. Segmentation 
La segmentation consiste à considérer le travail comme étant séparable en 
unités logiques qu'il est préférable de ne pas décomposer. Cette séparation est 
évidemment à opérer par le programmeur. 
Les transferts entre la mémoire centrale et la mémoire auxiliaire ne se fe-
ra que par segments entiers. Chaque transfert sera donc plus long. plus coûteux 
en place dans la mémoire centrale . Chaque segment de travail est conçu de façon à 
faire travailler l'ordinateur pendant un temps très long sans nécessiter de nou-
veaux transferts. La segmentation aura dès lors une influence sur la conception 
et 1 a structuration du programme. 
La segmentation a comme effet de rendre plus complexe la qestion des espaces 
de mémoire, qui s'apparente à une gestion de mémoire à partition variable, avec 
tous les problèmes d'évolution des partitions, et de choix de priorité (priorité 
aux segments de gros volume ou à ceux de faible volume). 
On a donc une gestion plus complexe des organisations particulières des 
travaux qui peuvent amener une meilleure efficacité. la structure physique du 
travail épousant sa structure logique. 
I. 5. 
1.3.3. Pagination 
La pagination prend le contrepied exact de la segmentation. Elle est totale-
ment indépendante de la structure du travail; le volume de base de transfert est 
de taille fixe (cadre); la gestion de la mémoire centrale devient très simple. 
Les espaces de mémoire sont partagés en ensembles de taille fixe. Leur nom-
bre, connu, permet de disposer d 1 une table permanente qui précise l'état de cha-
cun de ces cadres. 
L'inconvénient du système est bien évidenment le manque de relation entre le 
contenu du cadre et la structure logique du progranme, qui peut amener de nombreux 
défauts de page. 
L1avantage fondamental tient dans la simplicité de gestion des divers espaces 
de mémoire, les volumes al louables étant de taille fixe, et l 1 état de chacun de 
ces cadres connu dans une table de gestion. 
1.3.4. Ststème_mixte (Segmentation pa9ination) 
On pourrait également concevoir un système essayant de réconcilier la pagina-
tion et la segmentation; chaque segment est décomposé en unité de bases.. On en vient 
alors à un système où la mémoire physique est organisée en cadres, mais où les trans-
ferts se font par segment. On garde la gestion simple de la pagination et la meil-
leure efficacité des segments. 
Il est à noter que dès lors les structures des espaces physiques (mémoire cen-
trale et auxiliaire) diffèreront radicalement de celles de 1 'espace virtuel d 1 adres-
sage, les premiers étant essentiellement paginés et le dernier segmenté. 
1.3.5. Taille de la mémoire centrale 
-----------------------------
Chaque programme a besoin d 1 un certain volume de la mémoire centrale pour pou-
voir s 1 exécuter sans trop faire de transferts. Ce volume peut varier selon le type 
de programme (working set du volume de travail). 
Dès lors le nombre de programmes disposant de cadres (dits programmes actifs) 
sera limité par la taille de la mémoire et par celle de leur working set. 
I.6. 
Cette implication servira en général à fixer le nombre de travaux actifs au cours 
du fonctionnement du système. 
Prise en sens inverse (la taille de la mémoire est définie oar le nombre de 
programmes actifs et leur working-set), elle servira à définir à priori une tail-
le minimale à la mémoire centrale en fonction de diverses expériences précédentes. 
1.3.6. Taille_des_cadres 
Idéalement, si on connaissait l'évolution exacte de chaque travail, il suffi-
rait d'avoir en mémoire les quelques instructions à venir. Cette connaissance abso-
lue étant impossible, on a besoin en mémoire centrale d'un ensemble d'instructions, 
qui est séparée en cadres dans le cas de la pagination. 
Il faut donc établir un équilibre entre la taille de chaque cadre et le nom-
bre de transferts. Si le cadre est petit, il est fort probable que 1 'instruction 
nécessaire manquera plus souvent qu'avec un cadre plus grand; il y aura donc plus 
de défauts de page, mais ils seront de durée plus faible, le temps de transfert 
étant fonction du volume à transférer. Je plus, il y aura plus de cadres disponi-
bles, et donc moins d'urgence à réutiliser des cadres 1nutilisés. 
Cet équilibre est donc fonction de la connaissance de l'histoire des program-
mes que 1 'on a, et des interactions entre celles-ci. 
I. 7. 
1.4. MEMOIRE AUXILIAIRE (DE RESERVE) 
Cette mémoire doit contenir tous les travaux en cours d'exécution, et doit donc 
être de forte capacité. De plus, la fréquence importante ,des transferts impose que 
son accès soit rapide, d'où les solutions habituelles, tambours, système le plus 
rapide et le plus cher, ou disques, moins rapide et moins cher. 
Pour accélérer les transferts, il est intéressant de pouvoir les effectuer en 
parallèle, avec plusieurs supports physiques. S'il s'agit de disques, on partage en 
général la mémoire de réserve sur plusieurs disques qui contiennent aussi d'autres 
données stockées. On accorde alors la priorité aux demandes de pages sur ces disques 
par rapport aux autres demandes. 
La structure est la même que celle de la mémoire centrale, et sera segmentée 
ou paginée selon la structure de la mémoire centrale. 
La taille globale est fonction du nombre de -programmes à stocker et de leur 
taille moyenne. Le nombre de programmes est à calculer à partir d'une estimation du 
nombre moyen de travaux actifs, et de la proportion entre travaux actifs et non-ac-
tifs, qui n'ont aucun cadre en mémoir,e centrale. A ce volume global, il faut ajouter 
l'ensemble des prograrmies composant le système et les utilitaires les plus courants, 
les autres étant stockés en une mémoire de masse. 
1.5. GERANT DE LA MEMOIRE 
1.5.1. Introduction 
I.8. 
Par gérant de la mémoire, nous entendons l'ensemble des pro9rammes du système 
chargé de la gestion des mémoires centrales, auxiliaires, et de l'espace d'adres-
sage, des liens entre ces espaces, et chargé de vérifier la bonne utilisation des 
cadres alloués aux travaux. 
La gestion propre des espaces de mémoire est assuré au travers de tables de 
deux types. Le premier correspond aux tables donnant 1 'état d'un élément (segment 
ou page) d'un des espaces : occupation, occupant, usage fait de 1 'élément. Le 
second type est constitué des tables de conversion qui permettent de faire le lien 
entre les espaces. Elles sont en général au nombre de deux reliant par paire les 
espaces de mémoire centrale, auxiliaire et l'espace d'adressage. 
Cette gestion consiste dans le maintien à jour des informations présentes dans 
ces tables, mise A jour qui s'effectue au fur et à mesure des changements effec-
tués. 
La partie fondamentale de la gestion de la mémoire est constituée par les algo-
rithmes de gestion des cadres alloués aux travaux et de réponse aux défauts de pa-
ge. 
1.5.2. Défauts_de_eage 
Chaque travail a besoin en mémoire centrale des instructions qu'il doit exécuter. 
Lorsqu'elles n'y seront pas présentes, il y a défaut de page, autrement dit demande 
au gérant de la mémoire d'un volume de la mémoire centrale dans l equel loger l 'élé-
ment du travail où se trouve 1 'instruction référencée. Le volume disponible étant 
limité, arrivera un moment de saturation. Un des éléments fondamentaux de la ges-
tion de la mémoire consiste donc à déterminer si le demandeur a droit à un nouveau 
volume de mémoire ou s'il est nécessàire de le forcer à réutiliser une partie de 
l'espace qui lui a déjà été alloué rour satisfaire à sa demande. Il faut donc pou-
voir décider du mode de réponse à la demande, nouvelle allocation ou réutilisation, 
et dans ce dernier cas, quelle partie de la zone allouée réutiliser. Lorsque la 
décision a été prise, cet algorithme de décision doit contrôler sa réalisation, et 
en cas d'échec, choisir la voie à suivre. Il doit être secondé par des algorithmes 
de remplacement, d'extension, et d'un algorithme qui fixe quelle est la partie du 
volume d'espace alloué au travail le moins utile et donc l'ensemble disponible 
pour le remplacement. 









1.5.3. Algorithme_de_décision . 
AU,OR ITH'-4E DE 
MISE A JOUR 
I.9. 
Il est étroitement lié aux décisions globales de gestion du système. Il doit 
décider d'étendre le volume de mémoire du travail ou de remplacer au sein de ce 
volume ~n fonction d'un critêre donné. Ce crftêre peut être inexistant, et dès 
lors on alloue jusqu'à atteindre les limites de l'espace disponible, favorisant 
ainsi les travaux à fort taux de défauts de page, sans être certain qu'un cadre 
al loué soit encore utile au travail. Il peut être nécessaire de fixer arbitrai-
rement un volume maximum al louable à chaque travail, de manière absolue ou relati~ , 
ve à la taille du travail, sans tenir compte des situations particulières à cha-
cun, et donc en pénalisant certains tout en allouant des ressources inutiles à 
d'autres. Ce volume maximum allouable peut aussi être réévalué périodiquement en 
fonction de 1 'utilisation réelle des ressources faites par le travail. 
Dans les cas précédents, le volume maximum allouable ne peut qu'augmenter au 
cours du temps. Il est cependant bien évident qu·un travai I peut ne plus avoir 
besoin d'autant de cadres à un moment donné que dans son passé. Il est donc fort 
utile de pouvoir de temps à autre éliminer les cadres al loués et inutiles au tra-
vail. 
I .10. 
Cela peut être réalisé soit à des temps fixes pour tous les travaux, soit lors 
de la survenance d'événements donnés et considérés comme importants et assez fré-
quents. Selon les cas, cette remise en cause de la situation peut frapper un seul 
travail, ou 1 'ensemble des travaux, suivant la philosophie du système. 
L'algorithme de décision a donc deux buts : 
- choisfr c:olll11cnt répondre à un défaut de page 
- évaluer 1 'état des cadres alloués au travail. 
Dans la pratique, cette évaluation se fait par l'algorithme de mise à jour. 
Cet algorithme est utilisé par 1 'algorithme de décision suivant la situation, mais 
il peut aussi être employé à divers moments de manière automatique, sans tenir 
compte des besoins réels du ou des travaux en cours. 
1.5.4. Algorithme_d'extension 
Lorsque la décision d'étendre le volume alloué à un travail a été prise, reste 
à déterminer quel élément de la mémoire centrale allouer. On peut décider d'allouer 
le premier élément disponible pour la pagination et de plus suffisamment grand 
dans un cas de segmentation J 
On peut aussi choisir en priorité un élément illl11édiatement disponible, ne deman-
dant pas de transfert préalable de son contenu sur la mémoire auxiliaire. 
1.5.5. Algorithme_de_rem~lacement 
Lorsqu'il y a impossibilité d'étendre le volume du travail demandeur, cet 
algorithme utilise un volume désigné par 1 'algorithme de mise à jour, segment ou 
cadre, comme zone réceptrice de 1 'infonnation demandée. Il assure aussi la réali-
sation des opérations préparatoires propres à rendre le volume sélectionné utili-
sable; c'est-à-dire recopie de son contenu sur la mémoire auxiliaire si nécessaire. 
I.11. 
1.5.6. Algorithme_de_mise_à_jour 
Il pennet de désigner la partie de la mémoire centrale qui peut, sans trop de 
problèmes prévisibles, être remplacée. 
Le choix peut se faire suivant différents modes. On peut retenir l'élément, 
segment ou cadre, le premier entré en mémoire centrale (FIFO), avec le risque 
d'avoir besoin souvent du contenu remplacé et donc de faire des défauts de pages 
inutiles. On peut aussi essayer de tenir compte de l'utilisation globale des cad-
res. Dans ce cas, on remplacerait le cadre qui a été le moins souvent utilisé dans 
la vie totale du programme. Mais en pratique, les études faites sur le comportement 
de prograTTJTie per~ettent de montrer que les suites de références restent concentrées 
pendant une période donnée dans une zone du travail, pour ensuite changer radicale-
ment de zone. 
On essaie dans ce cas de ne tenir compte que des références faites dans un passé 
récent. On considère alors que, dès quel 'élément a été utilisé, :on histoire pas-
sée n'a plus d'intérêt et est oblitérée. S'il ne l'a pas été, on tient compte d'une 
manière ou d'une autre de la durée d'inutilisation. 
L'algorithme peut donner un élément à remplacer ou une liste rangée dans un or-
dre de priorité au remplacement. 
De plus, il peut être appliqué indistinctement à tous les travaux pour répondre 
à un défaut de page, ou à celui qui le commet. Ceci est lié aux choix fondamentaux 
de priorité : pénalisation des travaux pour demandeur de ressource au profit des 
travaux gourmands, ou au contraire compétition entre les travaux pour l'obtention 
d I une ressource commune, la mémoire centra 1 e, et refus dE!S interactions directes 
entre les prograTTJTies. 
L'algorithme de mise à jour est particulier en ce sens qu'il n'est pas lié à 
priori de manière unique au gérant de la mémoire. On peut en effet choisir de met-
tre à jour les cadres en cas de besoin, donc de demande de paqe d'un travail impos-
sible à résoudre autrement. On peut aussi choisir de faire cela à des moments don-
nés de 1 'histoire du travail, indépendamment des demandes, par exemple lors de la 
désactivation dans un système de time-sharing, ou lors de la perte du processeur 
pour un délai assez long par le travail, ou encore à des temps fixes et dans ce cas 
pour tous les travaux. 
I. 12. 
On peut non seulement indiquer quel volume est à remplacer en priorité, mais 
aussi pouvoir éliminer des éléments considér5 comme absolument sans intérêt, sans 
remplacer le contenu dans le cadre du travail. Cette élimination peut être faite 
dans le cadre del 'algorithme de mise à jour à chaque utilisation de celui-ci, ou 




Le gérant de la mémoire a donc à sa disposition divers alqorithmes de qestion 
des espaces de mémoire, et des zones allouées aux divers travaux, ainsi que des 
tables où sont stockés les renseignements nécessaires à cette gestion. 
L'allocation, la restitution et la réutilisation des zones allouées à chaque 
travail varie fortement selon chaque système et selon ses objectifs : quel type 
de travail favoriser, avoir un bon temps de réponse ou une utilisation maximale 
des ressources, vouloir ou refuser une interdépendance entre les travaux, etc ... 
Dans le chapitre deux, nous allons montrer quelle a~plication a été faite des 
principes dans les cas d'ordinateurs à mémoire virtuelle paginée. 
CH API T RE II : 
.. 




Dans le but de montrer 1 'implémentation pratique des différentes structures 
montrées au chapitre 1, nous avons étudié divers systèmes à mémoire virtuelle pa-
ginée sur de gros ordinateurs, Siemens 4004-151, IBM 370/VS1/VS2/MVS. 
Disposant de plus grandes facil i tés d'analyse pour l'ordinateur Siemens, celui-
ci sera décrit de façon plus détai l lée et servira de référence aux autres présen-
tations. 
Les systèmes Siemens et IBM/MVS sont fort proches, leurs objectifs étant simi-
laires: un système de time-sharing avec forte proportion de travaux interactifs. 
Les systèmes IBM/VSl et VS2 sont les développements des systèmes MFT et MVT avec 
une mémoire virtuelle, et gardent donc fortement les caractéristiques de ces sys-
tèmes initiaux. 
La description sera partagée en trois parties : moyens de gestion des espaces de 
mémoire (tables du système), gestion des espaces et gestion des interactions entre 
ceux-ci. 
2.2. SIEMENS 4004/BS2000 
2.2.1. Introduction 
II. 2. 
Cet ordinateur possède un système à mémoire virtuelle avec espaces d'adresse 
multiples. Il est basé sur le partage du processeur entre divers utilisateurs par 
des tranches de temps (time-slice) égaux. L'élément de base est le travail, qui 
dispose d'un espace d'adresse; chaque travail est concurrent avec d'autres pour 
1 'obtention des ressources, dont la mémoire. 
Lors de la fin d'un time-slice, le travail est désactivé, et perd pour un cer-
tain temps le droit de concourir pour des ressources. Cette désactivation se pro-
duit aussi lors des entrées-sorties avec le terminal, ou sur ordre del 'opérateur. 
Un travail désactivé perd toutes les ressources dont il dispose, donc également 
la place en mémoire centrale. 
2.2.2. Mo1ens_de_gestion_des_es~aces_de_la_mémoire 
Les moyens sont constitués de tables de deux types. Les unes donnent l'état d'un 
des espaces de mémoire centrale auxiliaire ou d'adresse. Il s'agit de la PM~ 
(Physicial Memory Map), de la PDMM (Paging Drum Memory Map) et de la VMM (Virtual 
Memory Map). D'autres assurent les liaisons entre espaces. Dans le Siemens, il 
s'agit de la PGT (Page table) et de la PPAT (Physical Page Table). ' :Ces deux tables 
assurent encore d'autres fonctions (voir 2.2.6.). Il n'y a pas de table autonome 
donnant 1 'état de l'espace d'adressage. Cette fonction .·est assurée par le PGT, en 
sus de son but de lien entre les espaces de la mémoire. 
Les tables PGT et PPAT n'assurent pas chacune la liaison entre deux espaces, 
mais entre les trois espaces directement. La PPAT fait le lien entre la mémoire 
centrale comme origine del 'information et les deux autres espaces comme cible. 
La PGT a pour origine quant à elle 1 'espace d'adresse et pour cible les autres 









Esoace de Mémoire 
auxiliaire (PDMM) 
II. 3. 
Figure 2.1 : Espaces de la mémoire et tables assurant les relations entre 
eux. 
2.2.3. Mémoire centrale 
La mémoire centrale est découpée en cadres de 4036 bytes (ou 4K bytes). Sa 
taille est de 500 à 800 Ken général, mais peut être étendue. 
Une partie de la mémoire centrale est utilisée comme zone résidente pour la par-
tie fixe du système. Cette partie ne peut servir dans la pasination, ce qui réduit 
le nombre de cadres qui seront disponibles pour répondre aux défauts de page. 
Une autre partie est remplie par les diverses tables de gestion et les bufferts 
du système. 
Le reste est disponible pour être utilisé par les travaux utilisateurs. 
La PMM (Physical Memory Map) donne pour chaque cadre de la mémoire centrale 
l'état global occupé-libre. 
II. 4. 
2.2.4. Mémoire auxiliaire 
------------------
Elle est disposée sur deux tambours, subdivisés en cadres de 4K appelés slots. 
Une partie de ces tambours est attribuée aux modules du système non permanent 
et aux modules utilitaires. 
La table PDMM (Paging Drum Memory Map) permet de savoir si un de ses cadres es t 
occupé ou non. 
2. 2.5. EsEace_d'adressage 
Chaque travail dispose d'un espace d'adresse propre, de 2048 pa~es de 4K. 
La part la plus importante, 1792 pages, est une zone commune à tous les travaux 
et donne l es références nécessaires pour- ·accéder aux utilitaires du système et à 
celui-ci. 
Le reste, 256 pages, contiendra le travail et fixe donc la taille maximale des 
travaux dans ce système. 
Tout programme demandé par le travail doit figurer dans la partie privée de 
1 'espace d'adresse du travail, même s'il s'agit d'un utilitaire du système. 
Les adresses contenues dans les programmes font référence à une adresse de 
1 'espace d'adresse du travail qui a demandé 1 'exécution du programme. Cependant, 
Siemens permet l'existence d'adresse indépendante de l'espace d'adressage, réfé-
rençant directement la mémoire centrale. Ces adresses font référence au volume 
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BT = bloc table 
ST= segment table 
PT= page table 
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Cette table fait le lien entre 1 'espace d'adresse d'un travail et les mémoires 
centrales et auxiliaires. Pour chaque paqe, elle donne 1 'adresse du cadre corres-
pondant en mémoire centrale ou auxiliaire. Co1T1Tie l'espace d'adresse, la table des 
pages est séparée en deux groupes d'entrées de table, 1 'une liée à la partie pri-
vée de 1 'espace d'adresse et 1 'autre à la partie coJllllune. 
La table est structurée en trois niveaux hiérarchiques, blocs, segment et page 
(voir figure 2.2.) 
Chaque entrée de bloc ou de segment se décompose en 
- un pointeur vers le niveau hiérarchique inférieur 
- des indicateurs d'état (existence de ce pointeur ou non, le pointeur est une 
adresse réelle ou non, divers bits de protection). 
L'entrée de bloc est constituée de: 
- un pointeur vers un cadre de la mémoire auxiliaire ou centrale 
- des indicateurs : existence du cadre, présence de celui-ci en mémoire centrale, 
cadre demandé ou non, cadre dont le contenu a été modifié ou non. 
Le niveau de bloc sert à faire la distinction entre la partie privée et la par-
tie commune del 'espace d'adressage. La première entrée de la table des blocs adres-
sera la partie privée, ici un groupe de seize entrées de segments. Sept autres en-
trées de blocs adressent la partie commune. Lorsqu'un nouveau travail dispose du 
processeur central, l'adresse contenue dans la première entrée de bloc sera chargée 
pour contenir l'adresse du groupe de segments privés du nouveau travail. Les autres 
entrées de blocs sont fixées au début de la session pour la durée de celle-ci. 
Le niveau intermédiaire du segment a comme but d'éviter une perte de place. Sans 
lui, à toute entrée de bloc, correspondrait 156 entrées de pages, même si seulement 
un petit nombre est nécessaire. Avec lui, on aura un groupe de 16 entrées de segments 
et autant de groupes de pages qu'il sera nécessaire pour contenir les pages de tra-
vail. Le gain de place est non négligeable. 
Chaque entrée de page est conçue pour donner le maximum d'informations sur 
l'état et éviter ainsi des accès-mémoire supplémentaires. 
II. 7. 
Si un groupe d'entrée est totalement vide, c'est-à-dire qu'aucune des entrées 
n'adresse quoi que ce soit, l'entrée du niveau hiérarchique supérieur qui corres-
pondait à ce groupe est remise à jour pour indiquer ce fait. 
Chaque entrée de page indique donc si la page existe dans l ' espace d'adress~ Si 
oui, elle donnera le numéro du cadre de la mémoire centrale ou auxiliaire qui 
lui correspond. 
2.2.6.2. PPAT(Pbïsical=Qage=allocation=tablel 
Cette table permet à la fois d'avoir 1 'état d'un cadre de la mémoire centrale, 
et de relier ces cadres avec les cadres correspondant de la mémoire auxiliaire, et 
la page de 1 'espace d'adressage. 
Chaque cadre appartient soit à l'une des chaînes du système, soit à une chaîne 
reprenant les cadres attribués à un travail. 
Les chaines du système sont au nombre de quatre : la première contient les ca-
dres directement utilisables (Read Only Queue - ROQ), deux autres les cadres à re-
copier sur le tambour avant de les utiliser (Read Write Queue, une par tambour), et 
finalement la chaine contenant les cadres alloués au système (System Queue, SQ). 
Il existe une entrée par cadre de la mémoire centrale, qui contient: 
- la référence à l'espace d'adresse, bloc, segment et page qui occure le cadre 
- la position du cadre sur la mémoire auxiliaire 
- l'adresse réelle del 'entrée correspondante de la page des tables 
- un lien qui précise à quelle queue du système où à quelle queue de travail le 
cadre appartient. 
- l'âge du cadre (le temps depuis lequel le cadre n'a pas été référencé) 












FIG. 2.3. Espaces de mémoire et relations entre ces espaces par les tables, 








2.2.7. Conversion des adresses 
-----------------------
Chaque donnée d'un programme est référencée par une adresse del 'espace d'adres-
sage. Pour pouvoir utilisér l~ donnée, il faut au préalable disposer de sa position 
en mémoire centrale, et donc convertir 1 'adresse del 'espace d'adressage en adres-
se de l'f.spac~ de mé~oire centrale. 
Cette conversion se fait au travers dè la table des pages (PGT). L'adresse 
virtuelle (de l'espace d'adressage) est structurée de la même manière que cette 
table. La conversion est faite par hardware. 
01 34 78 1112 31 
D 
FIG.2.4. : structure de l'adresse dans le prograrrme 
Le champ R, s'il vaut 1, signifie que 1 'adresse est réelle, et indique une zone 
en mémoire centrale. 
Les champs B indiquent quelle entrée prendre dans la table des blocs, S l'entrée 
dans le groupe d'entrée de segments correspondant à ce bloc et enfin Pla page dans 
le groupe de page pointée par le segment choisi. 
Enfin, dans cette page, le déplacement est défini dans le champ D. 
A partir des champs B, S, P, on peut donc trouver 1 'entrée correspondante dans 
la table des pages et voir si la page cherchée est ou n'est pas en mémoire centrale. 
Si oui, on ajoute à l'adresse réelle du cadre le déplacement pour obtenir 1 'adresse 
demandée. Sinon, il y a défaut de page. 
Une telle méthode nécessite trois accès mémoire et est fort l ente. Or expérimen-
talement, on peut voir que en général, un prograrrme donné référence un ensemble 
d'instruction tenant en peu de pages, et ce pour une durée assez lonque. 
Cela a donné l'idée d'utiliser une mémoire plus rapide et plus petite, où, pour 
les dernières pages demandées, on stockerait assez de renseignements pour éviter 
des accès à la mémoire. 
II.10. 
Pour le Siemens, cette mémoire rapide et associative s'apnelle la C.A.M. (content 
addressable memory). Elle se compose de huit entrées. Chacune d'entre elle contient 
- le numéro de la page virtuelle (champ BSP) 
- 1 'adresse de l'entrée correspondante de la table des pages 
- 1 ' adresse de l'entrée correspondante de la table des segments 
- l'adresse du cadre correspondant de la mémoire centrale. 
Lors d'une conversion d'adresse, le hardware parcourt chaque entrée de la table. 
S'il y trouve une référence à la page demandée, il al 'adresse du cadre de mémoire 
centrale cherché. 
Il peut aussi n'y trouver qu'une référence à une autre page située dans le même 
segment. La CAM donne alors 1 'adresse del 'entrée correspondante. Un seul accès à 
l a mémoire est alors suffisant pour trouver l'entrée de la table des pages cher-
chées. 
Enfin, il peut ne rien trouver, et alors conmencer la recherche oar la table des 
blocs . 
Chaque référence à une page qui n'est pas reprise dans la CAM oblige à une remi-
se à jour de celle-ci. Si la page dispose d'un cadre en mémoire centrale, les ren-
seignements nécessaires sont pris pour fonner une nouvelle entrée dans la CAM. 
Celle-ci va remplacer la première des références dans la CAM (procédure F.I.F.O.). 
Lorsqu'un travail perd le processeur, le contenu de la CAM est mis à zéro. 
A ce niveau-ci, défaut de page signifie seulement que la paqe demandée n'est pas 
dans la chaîne des cadres alloués au travail. Il peut soit être dans une des queues 




Dans le CA~, il y a 
entrée avec B1s1P1 \ui 
II.Il. 
on a 1 'adresse réelle AR (II) 
Dans le CAM, il y ;.•ntrêe\ui 
recherche dans les 
tables (BT,ST,PT) 
on obtient la page 
1 
1 
on a 1 'adresse d'un groupe de page 
P1 Donne la page 
la page est en 
mémoire centrale 
oui/ \non 
remise a jour de la CAM 
1 
on a 1 'adresse réelle AR 
(III) 
mise a zéro de la CAM 
défaut de page 
on a l'adresse réelle AR 
{IV) 
Pour les sorties I, II, III, IV, on calcule AR+ D1 = adresse demandée 




Chaque travail dispose en mémoire centrale d'un volume d'espace appelé mémoire 
occupée. Ce volume est en général dans un système à mémoire virtuelle inférieur à 
la taille du travail. Expérimentalement, il doit dépasser un certain minimum varia-
ble au cours du temps pour permettre un fonctionnement efficace du système, et 
éviter un nombre trop important de défauts de page. 
On a pu constater (l)que chaque programme avait tendance à faire pendant un cer-
tain temps des références à la mémoire localisées à un nombre réduit de pages. Si 
le volume minimum disponible pour le programme dépasse ce nombre, après une série 
de ~éfauts de pages initiaux qui amèneront les pages en mémoire centrale, il n'y 
aura plus de défauts de page pendant le temps oü le programne ne référencera que 
ces pages. 
L'application pratique de cette hypothèse est limitée oar la non-connaissance 
précise de l'avenir du programme. Dans le cas du Siemens, on suppose que le compor-
tement futur du programme est calqué sur son passé. La notion de volume minimum est 
reprise dans celle de volume alloué au travail, qui est le nombre maximum de cadres 
occupables par le prograrm,e. 
Le volume alloué est périodiquement revu pour le faire coïncider avec le passé 
proche du travail. Cette mise à jour se fait à période fixe, lors de l'échéance 
d'un time-slice, ou à des moments liés au programme, entrée-sortie vers un termi-
nal, défaut de page impossible à résoudre. A ce moment, le travail est désactivé 
et perd ses cadres de la mémoire centrale. On égale alors le volume à allouer au 
volume occupé. 
Cette mise à jour se fait à des périodes assez éloignées l'une de l'autre. Pour 
rendre le système plus souple, des mises à jour local~sont faites lors des défauts 
de page par 1 'algorithme de mise à jour, q~i élimine les cadres considérés comme 
trop vieux. 




Cet algorithme est utilisé soit lorsque l'espace occu~é éqale l'espace alloué, 
soit lorsque il n'y a plus de cadres disponibles pour la demande. 
Le travail doit céder un de ses cadres qui lui aura été désigné par l'algorith-
me de mise à jour. Si celui-ci a trouvé un cadre, un transfert ou le tambour est 
organisé. Si aucun cadre n'a pu être trouvé, on essaie d'appliquer soit 1 'algorith-
me d'extension (si 1 'espace alloué égale l'espace occupé), soit celui d'urgence 
(s'il n'y a plus de cadres disponibles). 
2.2.8.3. Algorithme=d'extension 
Le travail essaie d'obtenir un cadre supplémentaire pris parmi les cadres se 
trouvant dans l'une des chaînes (ROQ, RWQl, RWQ2). Si le contenu du cadre doit être 
recopié sur le tambour, le transfert est fait et suivi par un transfert de lapa-
ge demandée depuis le tambour. 
Si aucun cadre n'est disponible, le travail essaie 1 'algorithme de remplacement 
si 1 ' espace alloué n'est pas totalement occupé, et l'algorithme d'urgence dans le 
cas contraire. 
La recherche rj'un cadre -0ans les chaînes suit u~ ordre bien précis : on comm@nce 
par la chaine read-only, qui ne nécessite qu'un transfert depuis le disque. En cas 
d'échec, on va tenter d'allouer un cadre dont le contenu est à recopier sur un 
tambour . Dans un premier temps, on cherchera un cadre qui sera à transférer sur 
le même tambour d'où on ramènera la page demandée, en ne bloquant qu'un seul pé-
riphérique. Sinon, on devra faire un transfert sur un des tambours pour recopier 
le contenu du cadre, et un second transfert depuis 1 'autre tambour pour amener la 
page demandée en mémoire, le transfert devant attendre que l'autre tambour soit 
libre. 
Lorsqu'on alloue un nouveau cadre, et que les volumes alloués et occupés sont 
égaux, les deux volumes sont incrémentés d'une unité simultanément. 
II.14. 
2.2.8.4. Algorithme=de=mise=à=jour 
Il permet de donner pour chaque cadre d'un travail une idée de l'utilisation 
qui a été faite par le travail de ce cadre. 
Cette idée est définie par un temps de non-utilisation, qui est le temps depuis 
lequel le travail n'a fait aucune référence à ce cadre. 
Sa première fonction est d'éliminer les cadres considérés co11111e trop vieux, 
c'est-à-dire inutilisés depuis plus de 120 millisecondes. 
Ensuite, il essaie de trouver le plus vieux cadre ayant un temps d'utilisation 
compris entre 30 et 120 millisecondes, et le désigne s'il existe, à l'algorithme 
de remplacement. 
2.2.8.5. Algorithme=d'urgence 
Cet algorithme est utilisé lorsqu'on n'a pu répondre à un défaut de page par 
l'algorithme de remplacement ou d'extension. 
Si un autre travail est en attente du ~rocesseur, le travail demandeur est 
désactivé. 
Sinon, on utilisera le cadre le plus vieux qui ait été attribué au travail même 
s'il ne vérifie pas les critères de l'algorithme de mise à jour. 
2.2.8.6. Prise=en=charge=des=demandes 
La prise en charge se fait en deux temps établissement de celle-ci, si néces-
saire mise en file d'attente et exécution. 
Lors du défaut de page, une demande est constituée portant les renseignements 
nécessaires à son exécution (numéro de page à transférer, travail demandeur, posi-
tion du cadre en mémoire auxiliaire). 
Une vérification a alors lieu. Si la page demandée figure dans l'une des chaines 
de système, il y a faux défaut de page. On remet la page dans la chaine des cadres 
alloués, on remet à jour les tables {PPAT, PGT) 
I I.15. 
Dans le cas contraire, on appelle la routine de mise à jour et, si le tambour 
où se trouve la page demandée est occupé, la demande est mise en file d'attente. 
Sinon, elle est exécutée. Il y a une file d'attente par tambour. 
Chaque file est organisée avec un système de priorité tenant compte du type de 
demande et d'une priorité liœau travail. 
Les types de demande peuvent être séparés en deux groupes. Le premier, le plus 
prioritaire, contient les demandes des travaux FW (fast wri te) , Pl~ ( Priori ty Write) , 
défauts de page. Le second est constitué des demandes liées à la gestion propre 
des cadres : PP (postpage) et SW (show write). 
FW demandes désirant fixer un cadre en mémoire centrale 
PW le cadre alloué pour répondre à un défaut de page doit être transféré sur 
un tambour, alors que la page demandée se trouve sur 1 'autre tambour. La 
demande de transfert de la page demandée est mise en attente, et sera ré-
veillée lorsque le cadre aura été vidé . 
. PP Lorsque le gérant des demandes n'a plus de demandes des travaux, il trans-
fère les cadres à recopier sur le tambour pour les rendre disponibl~ à la 
demande . 
. SW Lorsque les demandes PP sont achevées, il met à zéro les cadres abandonnés 
par les travaux achevés sur la mémoire auxiliaire. 
Un défaut de page peut être résolu de quatre manières 
le cadre reçu ne doit pas être recopié 
le cadre reçu doit être recopié, sur le même disque oü est stockée la page deman-
dée. 
le cadre et la page demandée se trouvent sur deux disques. La demande est mise en 
attente. Une demande PW est crêêe pour transférer le contenu du cadre. 
On n'a pas pu trouver de cadre; le travail est désactivé, on ajuste la taille du 
volume alloué. 
Défa t de page 
Etablissement de 
la demande 
MISE A JOUR DES ALG DE MISE A JOUR 
TABLES 
RETOUR AU GERANT 
DES TRAVAUX 
MISE EN FILE 
D'ATTENTE 
Fin I/0 de pagination : 
. mettre les tables à jour 
. aller en8 
OCCUPER 
TAMBOUR 




FIG. 2.6. Prise en charge des demandes TAMBOUR 
LIBRE 



















PAS DE CADRE ALLOU 
LE CADRE EST ALLOUE, 
SAUF SI ON CREE UNE DEMANDE P.W. 
FIG. 2.7.. Réponse au défaut de page 
II.17. 
RECHERCHE D'UN 
CADRE A RECOPIER 
SUR LE TAMBOUR DE 






HRITE POUR LE 
CADRE 
REMISE EN FILE 
DI ATTENTE DE . 
LA DEMANDE 
INITIALE 
PAS DE CADRE ALUl.JE 
CADRE ALLOUE 
SI VOLUME OCCUPE< VOLUME ALLOUE, VOLUME OCCUPE+ 1 
SINON VOLUME OCCUPE+ 1, VO[UME ALLOUE+ 1 
FIG. 2.8. Algorithme d'extension 
I 1.18. 
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GENCE OU EXTENSION 
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DEMANDE EN ATTENTE 
CREATION DEMANDE 
P.W. POUR LE CADRE 
II. 19 . 
PAS DE CAO E ALLOUE 
FIG. 2.9. Algorithme de remplacement 
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FIG. 2.10. : ALGORITHME D'URGENCE 
II. 20. 
y 
REMISE A JOUR DES 
INDICATEURS 









S'IL EST LE PLUS 
VIEUX DES CADRES, 
RETENIR SON NUME-
RO 
I UN CADRE INU ILISE DEPUIS> 3000 ET< 12000 
UNITES A ETE TROUVE L'INDIQUER DANS LA TABLE DU 
TRAVAIL; SINON METTRE L'INDICATEUR CORRESPONDANT A JOUR 
FIG. l.11. Algorithme de mise à jour 
2.3. SYSTEMES I~M VSl ET MVS 
2.3.1. Introduction 
II. 22. 
Après un premier exemple d'implémentation et de choix faits pour le système 
SIEMENS-8S2000, nous allons examiner ceux réalisés par la firme IBM pour ses sys-
tèmes VSl et MVS. 
Ces systèmes contiennent d~vers éléments communs : structure des tables, 
structure du ou des espaces d'adresses et mode de .conversion d'adresse. 
Les algorithmes de gestion sont de même fort semblables. Les deux systèmes 
utilisent un algorithme de mise à jour et d'élimination des cadres inutilisés. Nous 
décrirons ces algorithmes séparément. 
2.3.2. Eléments_communs_aux_deux_ststèmes 
2. 3. 2 .1. ~~ç~~~~ 
L'adresse, réelle ou virtuelle se décompose en trois champs : champ de seg-
ment (S) (8 bits), champ de la page (P) (4 à 5 bits) et celui du dép1acement (D) 
(12 à 11 bits). Il n'y a pas ici de différence entre adresse virtuelle ou réelle. 
Une adresse est réelle si sa valeur est inférieure à la taille de la mémoire cen-
trale. 
0 
0 ? , ,, a.,~ 
FIG. 2.12. : Structure de l'adresse 
2.3.2.2. !g~l~§ 
2. 3. 2. 2. 1. L,la.,i,6 on e.n;tJte. lu upa.c.u de. memo,Ui.e. c.e.n;tJta.le. e.,t d' a.dltu1., e. 
Dans les systèmes IBM, la page et le cadre peuvent être de deux ou quatre 
kilobytes. Ceci implique deux structures possibles pour cette liaison. La table qui 
1 'assure (PGT, page table) est divisée en deux niveaux hiérarchiques, segments et 
pages. Toutes les entrées de segment doivent être créées à _1 'initialisation de 
l'espace d'adresse. 
II. 23. 
Chaque entrée de segment, au nombre de 256, peut adresser seize ou trente-
deux pages selon la taille de celles-ci. L'entrée contiendra un indicateur du nom-
bre maximum de pages adressées (2), par le segment 16 ou 32 selon la taille de la 
page, l'adresse du groupe d'entrées de page qui correspond à ce segment (PTA) et 
un bit indiquant la validité ou non de l'adresse en question, c'est-à-dire si 
l'adresse correspond à un cadre présent dans la chaîne des cadres alloués au tra-
vail ou non. 
Chaque entrée de table a une longueur d'un demi-mot. L'adresse qui y est 
donnée ne constitue pas l'adresse du début du cadre de la mémoire centrale où se 
trouve la page demandée, mais bien les 11 ou 12 premiers bits de cettè adresse, 
ce qui permet une économie de volume assez appréciable. (ces bits correspondent en 
fait au numéro du cadre dans la mémoire). 
J \l Y- 7l ç, ~ lil!J 1 ~ ?- li 1~ 
~ln'>~ 0 \\ ;,~~\ 
L : lenght PA Page Address 
PTA : Page Table Address IB Invalid Bit 
rn : Invalid Bit UB User Bit 
FIG. 2.13. : Structure d'une entrée de segment et de table 
La première entrée de la table des segments est pointée par un registre du 
système (CRI, Control Registre 1). Il y a 256 entrées de segment, et par segment 
16 pages de 4 kilobytes ou 32 de 2 kilobytes taille déterminée lors de la généra-














... PA I IB 1 UB u -
15 
TABLE DES PAGES 
FIG. 2.14. Structure de la PGT (Page Table) 
II. 24. 
II . 25. 
2.32.2.2 , L.,i_Q.,{/2on e.ntlte. l'v.,pac.e. d'adll.v.i-0e. e,t v.,pac.e. de. mémo,{Jte, a.uxilia,{Jte, 
Pour chaque page de l'espace d'adresse, la table XPT (External Page Table) 
donne la localisation du cadre sur la mémoire de masse. 
2.32.2.3. Table. d'e.ta;t dv., v.,pac.v., 
Il y a d'abord des tables donnant les cadres libres (1 bit par cad~e) pour 
l'espace de mémoire centrale, l'espace de mémoire auxiliaire et le ou les espaces . 
d'adresse. 
2.32.2.4. Table. d' e..ta,t· dv., c.adll.u 
Dans le cas de la mémoire centrale, il existe de plus une table donnant 
l'état de chaque cadre. Cette table {PTF, page table frame) permet de préciser 
quelle page occupe le cadre, à quel travail le cadre est alloué, si la page est 
libre ou non, (FB, face bit) a été référencée ou non (RF, reference bit), a été 
modifiée ou non (CB, change bit), et un lien avec les autres pages de la chaîne 
à laquelle le cadre appartient (chaîne des cadres libres, APQ, (avai lable page 
queue), chaîne du travail (un par travail)). 
FIG. 2.15. : Schéma d'une entrée de la table PTF {Page Table Frame) 
2.3.2.3. ~g~~=~~=~g~~~t~ig~=~~~~t~~~~ (DAT, Direct Access Translation) 
La transformation d'une référence à l'espace d'adressage en adresse physique 
se fait en utilisant une mémoire associative rapide et petite {T.C.B. : Transition 
Lro<·.aside Buffer) et la table de page (PGT}. 
2.3.2.3.1. T~an-0ilion Look A.6.,i_de. Bu66~ (T.L.B.) 
La mémoire rapide comprend 8 ou 64 entrées selon le système utilisé. Chacune 
de ces entrées se compose d'un numéro de page (segment et page), d'un bit de réfé-
rence (RB, reference bit) et d'une adresse en mémoire centrale. 
II. 26. 
2.3.2.3.2. Ponilionnemerit 
Lors d'un~ référence à une adresse, la mémoire rapide est parcourue. Si la 
page demandée a son numéro (champ Set P) dans l'une des entrées, le bit de réfé-
rence est mis à un, et l'on obtient les bits d'ordre supérieur de l'adresse réel-
le. Ces bits sont concaténés avec ceux du déplacement figurant dans le registre 
d'instruction pour fournir l'adresse réelle en mémoire -·centrale. 
En cas d'échec, le hardware parcourt la table des segments, et la table des 
pages pour localiser la page correspondante. Si l 'invalid bit est positionné, la 
page n'est plus en chaîne des cadres alloués au travail. Il y a défaut de page. 
Sinon, les bits de référence et, si nécessaire, de changement sont mis à jour, et 
l'adresse réelle est calculée. 
2.3.2.3.3. Ge6.t.i..on du TLB 
A chaque référence à une page non encore reprise dans le lLB, la page réfé-
rencée entre dans le T~B., S'il n'y a~plus de places libres, le mode de remplace-
ment consiste à remplacer une entrée non utilisée (reference bit à zéro). 
Dans le cas du système MVS, lors d'un changement d'utilisateur, la mémoire 
associative est mise à zéro. 
2.3.2.4. Structure=de=l 'esgace=d'adresse 
L'espace d'adresse est partagée en trois zones : zone du système, où se trou-
vent les utilitaires du système et la partie non-résidente de celui-ci, zone privée 
ou de l'utilisateur, où ceux-ci logent leurs travaux, et zone V=R. Toute adresse de 
cette dernière zone correspond directement à une adresse de la mémoire centrale. 
Les zones systèmes et utilisateurs ont une image sur la mémoire de réserve; 
certaines de leurs pages ont une image en mémoire centrale au cours du travail. La 
zone V=R n'a pas d'image sur mémoire auxiliaire, mais toutes ses pages occupées ont 
une image en mémoire centrale. L'adresse réelle a la même valeur que l'adresse vir-
tuel le. Cette zone comprendra la partie résidente du système, et les programmes qui 




Le système VSl dispose d'un espace d'adresse unique; celui-ci fonctionne 
par partition fixe. Cette caractéristique implique des travaux planifiés et de 
volume connu. 
La différence fondamentale avec le système Siemens est de n'effectuer les 
mises à jour et enlèvements de cadre, non pas à chaque défaut de page, mais en 
cas de manque de cadres. 
Structure de 1 ·espace d'adressage 
L'espace d'adressage est unique. Connu tel, plusieurs travaux coexistent 
dans un espace logique continu. Cela nécessite un système de gestion de cet espa-
ce qui place les travaux, leur attribue les ressources nécessaires dans cet es-
pace. 
Dans le -VSl, le mode de ·gestion choisi a été celui des partitions fixes. 
Les partitions ont pour taille un multiple de 64 kilobytes et donc du segment. 
La répartition des partitions se fait à 1 'initialisation du système. 
Chaque partition est elle-même subdivisée en sous-ensembles contenant les 
progranmes, les zones de tables privées et de tampon d'entrée-sortie, et une zone 
de conmunication avec le système. 
FI 
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G. 2 .16. Espaces de mémoi-. . 












------------· SYSTEME RESIDENT 
ESP~CE D'ADRESSAGE MEMOIRE CENTRALE 
t.3.3 .2. Gérant=de=la=mémoire 
2.3.3.2.1. Ir,;t,r,oduc.tion 
II.28. 
Dans le système VSl, les fonctions de mise à jour et de nettoyage des cadres 
alloués aux travaux ne sont pas faites travail par travail, suivant les événements 
liés à ce .travail. Elles sont au contraire remplies pour tous les travaux à des 
moments dépendant del 'état global du système (manque de cadres, tranche de temps, 
entrée dans l'état d'attente du processeur) 
Les fonctions de gestion peuvent se séparer en trois groupes. La première 
(P.M.R., page management routine) est une tâche qui a pour but de répondre aux 
défauts de page et autres demandes de place en mémoire centrale. La seconde fonc-
tion est celle de mise à jour des cadres et de nettoyage. La troisième est une 
tâche de désactivation et de réactivation. 
2.3.3.2.2. Gu.tian du demandu (P.M.R.J 
Lors d'un défaut de page, il y a interruption du processeur et passage dans 
le mode privilégié à une routine qui analyse s'il s'agit d'un vrai ou d'un faux 
défaut de page, c'est-à-dire si la page demandée est toujours en mémoire centrale 
ou non. Si la page est toujours en mémoire centrale, il n'y a pas défaut de page; 
on met les indicateurs à jour; le cadre rejoint la chaîne des cadres alloués. 
En cas de vrai défaut de page, le système éveille la tâche de gestion des 
demandes (P.M.R.) 
Elle va convnencer par traiter tous les défauts de page, et leur attribuer un 
cadre pris dans la chaine des cadres non alloués (A.P.Q., available page queue). Il 
n'y a pas ici de limitation dans le nombre de cadres qui peuvent être réclamés par 
un travail. En cas d'incapacité à satisfaire les demandes, le gérant des demandes 
va éveiller la tâche de mise à jour (P.Me.R., page measurement routine) 
Si cette dernière ne parvient pas à fournir assez de cadres, le gérant des 
demandes éveille alors la tâche de désactivation. 
A chacun de ces éveils, le gérant des demandes cède le processeur au gérant 
des tâches (T.D., task dispatiher) qui va le donner aux tâches appelées. Celles-ci, 
leur rôle achevé, rendront le processeur ou gérant des tâches, qui amènera au pro-
cesseur le gérant des demandes. 
II. 29. 
Après avoir rempl i toutes les demandes, le gérant des demandes va préparer 
les progranvnes canaux nécessaires pour amener dans les cadres alloués les pages 
demandées. Lors d'une fin d'entrée-sortie de pagination, le système fera débuter 
le premier des progranvnes canaux en attente. 
Enfin, le gérant des demandes va répondre aux demandes de zone V=R, c'est-à-
dire de programmes à fixer en mémoire centrale. Si nécessaire, il éliminera les cad-
res occupés et non fixés dans la zone allouée. 
y 






TRIBUTEUR Dt TACHE 
N 
TACHE DE 







FIG. 2.17. Tâche de gestion des demandes 
II. 30. 
2.3.3. 2.3. Tâche de ml6 e a j oUJt 
La routine de mfse à jour a pour but de vérifier périodiquement l'état des 
cadres au point de vue de leur utilisation. Elle sera aussi appelée a éliminer les 
cadres trop vieux. Elle est exécutée à des périodes indépendantes des demandes des 
travaux, lors ·'de la fin d'~ne tranche de temps et lors del 'incapacité de répondre 
aux demandes de cadres. 
La différence entre ce système et le système Siemens étudié précéde111T1ent 
tient essentiellement pour ce point dans le mode de mesure de 1 'inutilisaton des 
cadres. Au lieu de mener la durée d'inutilisation et de la comparer avec une limi-
te fixée, le système VS_l utilise une limite· de temps variable. 
Les cadres sont distribués sur des chaînes au nombre de deux plus le nombre 
de travaux actifs. Chaque cadre est lors de son acquisition placé sur la chaîne de 
niveau le plus élevé. A chaque passage de la routine de mise à jour, les cadres 
passent de leur chaîne à l a chaîne de niveau inférieur. Ceux qui sont alors dans 
la chaîne de niveau zéro sont analysés. Les cadres qui n'ont pas été utilisés sont 
enlevés au travail qui les possédait. Les autres sont replacés dans la chaine de 
niveau maximum, et leur bit de référence est mis à zéro. 
La fréquence de chargements de chaine est fonction non pas du temps de pro-
cesseur utilisé, mais des demandes de pages non remplies et des fins de tranches de 
temps, donc du volume disponible en mémoire centrale. 
L'élimination des cadres se fait donc non pas seulement en fonction de la 
durée d'inutilisation mais aussi de l'état du système. Elle se fait en cas de be-
soin et non de manière automattque. Cette philosophie se retrouvera sur le système 
MVS. 
DEMANDE DE 
PAGE NON REMPLIE FIN DE TRANCHE DE TEMPS 
DESCENDRE LES CADRES DE LA CHAINE 
DE NIVEAU NAU NIVEAU N-1 POUR N 
ALLANT DE 1 AU NOMBRE DE TACHES 
PLUS DEUX 
POUR LE NIVEAU ZERO, CADRE UTILISE 
PLACER AU 
NIVEAU MAXIMUM ENLEVER LE CAO-ORE AU TRAVAIL 
~ETOUR AU DISTRI-
BUTEUR DE TACHE 
FIG. 2.18. : Tâctte de mise à jour 
II. 31. 
2.3 .3.2.4. Tâehv., d'awva.,t,i_on e.;t de dé.f.iaetiva.,t,i_on 
Introduction 
II. 32. 
En cas de pénurie des cadres, si l'appel à la tâche de mise à jour ne suffit 
pas, le gérant des tâches (T.D., task dispatcher) va éveiller la tâche de désactiva-
tion. Celle-ci a pour but d'erilever à un travai·l les cadres dont il dispose et de 
l'endormir pour une période donnée. Lorsqu'il n'y a plus de travaux actifs prêts à 
utiliser le processeur central, le gérant des tâches réveille la tâche d'activation. 
Dêsactivation et activation sont ici liés à 1 'état de la mémoire centrale, et 
non à la notion de tranche de temps. 
Désactivation 
Lors d'un manque de cadre qui ne peut être résolu par la tâche de mise à jour, 
le gérant des tâches appelle la tâche de désactivation. Celle-ci va désactiver la 
partition la moins prioritaire et lui enlever ses cadres, placé dans la chaîne des 
cadres libres. 
La tâche est affectée d'une durée de désactivation; on mémorisera aussi le 
nombre de cadres dont elle di~posait. 
Activation 
L'activation se fait sur appel du gérant des tâches, s'il n'y a plus de t& -
ches à utiliser le processeur. 
On ne réactivera une tâche que si elle a fini son temps, et si le nombre de 
cadres libres dépasse ou atteint le nombre de cadr~ possédés par le travail avant 
sa désactivation. 
Si aucune des tâches désactivées ne vérifie les deux conditions, on réveil-




Le système MVS est un système de time-sharing, à mémoire virtuel le. Chaque 
travail a un espace d'adresse propre, permettant une plus grande souplesse quant à 
l'introduction des travaux et une plus grande taille maximale des travaux. 
La différence fondamentale vis-à-vis du système Siemens BS-2000 est d'effec-
tuer le nettoyage des _chaînes des ~cadres alloués aux travaux sur demande du gérant 
de la mémoire, pour tous les travaux au même moment. Pas plus que le VSl, il n'uti-
lise la notion de volume allouable maximum de cadre. 
Structure del 'espace d'adresse 
Les espaces d'adresse sont sêparês en trois zones : la zone conrnune, la zone 
privée et la zone V=R, suivant par là la structure du système VSl. A la différence 
de celui-ci, la zone privée ou zone utilisateur se trouve reproduite en autant 
d'exemplaires qu'il y a de travaux , chacun d'entre eux y logeant ses programmes . 
Lorsqu'un travail perd le processeur et qu'un autre le reprend en charge, 
les entrées de segment correspondant à la zone privée doivent être changées pour 
contenir les informations liées au nouveau travail. Chaque travail a donc une série 
de groupes d'entrées de table qui lui sont propre .et qui seront adressées au travers 
des segments. 
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FIG.2.19. : Structure des 



















2.3.4.2. Gêrant de l a mêmoire 
==================== 
2.3.4.2.1. 1nbtoduilion 
Le géré\ nt de la mémoire est fort semblable à celui du système VS-1. Une dif-
férence importante consiste dans le mode de mesure de l'inutilisation d'un cadre. 
Il ne s'agit plus ici d' appartenir à un niveau ou un autre dans les chaines de ca-
dres, avec vérification d' utilisation au niveau zéro, mais d'un compteur lié au 
temps d'utilisation du processeur par chaque travail. 
ijne autre provient du fait que le système MVS utilise des tranches de temps 
pour assurer une bonne rotation des tâches au processeur. A chaque tranche de temps, 
le travail est dêsactivé et ses cadres sont libérês. Les notions de désactivation 
et de réactivation n'ont donc que plus à voir avec celles contenues dans le système 
VSl. 
2.3.4.2.2. Pwe en eha1tge 
Le gérant des demandes va constituer pour chaque demande un bloc contenant 
les données nécessaires. Les types de demandes sont similaires à ceux du VSl ainsi 
que leur ordre de prise en charge. 
Le schéma de gestton présenté pour le VSl reste valable ici, sauf pour le 
traitement en cas d'échec. Si une demande ne peut être remplie, elle reste en at-
tente. Il y a éveil d'une tâche de mise à jour et d'élimination des cadres dès que 
le nombre de cadres disponioles tombe sous une limite donnée: 
ALLOUER UN CADRE 
. Sl IMPOSSIBLE, EVEILLER GERANT 
DE LA MEMOIRE CENTRALE 
CREER .L S PROGRAMMES CANAUX NECESSAIRES 
METTRE LA DEMANDE EN ATTENTE SI LE TAM-
BOUR EST LIBRE 
0 R 
RESERVATION POUR LA ZONE V=R 
T.D. 
FIG. 2.20. Gérant des tâches T.D. (TASK DISPATCHER, gérant des tâches) 
II. 35. 
2.3.4.2.3. Gêlta.nt de .f.a mémobte een.:tltai.e · 
Ce gérant a pour but de vérifier les disponibilités en cadres de la mémoire 
centrale. Il dispose pour cela de deux indicateurs. L'un est la limite inférieure 
du nombre de cadres libres, l'autre la limite supérieure du nombre de cadres fixés 
en mémoire centrale. 
Si le nombre de cadres libres tombe sous la limite indiquée, le gérant ap-
pelle une routine de mise à jour, qui va calculer pour chaque cadre de chaque tra-
vail le temps d'inutilisation, à partir du temps pendant lequel le travail a occu-
pé le processeur depuis le dernier passage de la routine, et du bit de référence de 
la page. Si celle-ci a été référencée, le temps d'inutilisation (UIC, unoccuped 
interval count) est nul. Sinon, il est augmenté du temps d'occupation du processeur~ 
La routine trie ensuite les cadres par ordre croissant du temps d'inutilisation. 
Le gérant appelle ensuite une seconde routine qui enlèvera les cadres avec ' 
le temps d'inutilisation le plus élevé, en nombre suffisant pour que le nombre de 
pages libres dépasse à nouveau la ··limite fixée. 
Il préparera les entrée-sorties, si un des cadres enlevé à son travail doit 
être recopié sur la mémoire auxiliaire. 
Si le nombre de page fixées dépasse une limite donnée, le gérant va désacti-
ver les travaux fixés qui ont la priorité la plus faible pour revenir sous la l imi-
te. Ces travaux devront être réactivéspar la suite et occuper à nouveau la place 
qu'ils occupent. 
FIG. ë.21. : Mise à 
jour et vol des 
cadres 
POUR TOUT CADRE ALLOUE 
SI REFERENCE BIT=l UIC=O 
. SINON UIC=UIC + TEMPS 
D'OCCUPATION PROCESSEUR 
DU TRAVAIL 
TRI EN ORDRE CROISSANT SUIVANT 
UIC DES CADRES 
VOL DES CADRES EN TETE DE LA 
CHAINE TRIEE POUR REMETTRE LE 
NOMBRE DE PAGES LIBRES AU DES-
SUS DE LA LIMITE 
T.D. 
II. 36. 
2. 4. CONCLUSION 
Nous avons décrit dans ce chapitre trois systèmes à mémoire virtuelle le 
Siemens BS-2OOO, les IBM VSl et MVS. 
Ces systèmes présentent entre eux de grandes différences situées à trois 
niveaux : structure de 1 'adresse et des tables de gestion, structure du ou des 
espaces d'adresse et structure des algorithmes de gestion. 
Des systèmes, proche au point de vue de leur but, comme le BS-2OOO et MVS 
ont des différences fondamentales dans le mode de gestion des mises à j our et des 
nettoyages de cadres, dans la structure d'adresse. 
Par contre, pour ces points de vue, MVS et VSl sont fort proches . Mais la 
structure de 1 'espace d'adresse change du tout au tout. 
On peut donc en conclure que le but adopté pour le système, time-sharing ou 
non, interactif ou non, n'influe pas de façon déterminante sur les structures des 
mémoires virtuelles. 
Chaque solution implémentée a ses avantages et ses inconvénients. Il est 
impossible de trancher à priori. La seule méthode utilisable pour vérifier 1 'effi-




CH API T RE III : 
SIM.JLATEUR DE SYSTÈME D'EXPLOITATION À t-Éf.OIRE VIRTUELLE PAGINÉE 
III.1. . . , . 
3.1. INTRODUCTION 
Le but d'un simulateur est de fournir une idée du comportement du système 
étudié dans un cadre donné. Dans notre cas, il s'agissait de voir le comportement 
d'un système d' exploitation à mémoire virtuelle paginée placée dans une situation 
choisie. 
Ceci implique la création d'un modèle pour le système, et donc l'étude de sa 
structure. Cette étude a été faite dans le premier chapitre. Elles permettent de 
dégager les éléments structurels indispensables en fonctionnement d'un tel système. 
Ces éléments se partagent en deux groupes. Le premier qui tient compte des 
structures des tables de gestion, du ou des espaces d'adresse, de méthode de conver-
sion d'adresse, nécessite une simulation avec -conune unité de temps de base la dizai-
ne de manoseconde. Elle servirait à vérifier l'efficacité en temps processeur consom-
mé des algorithmes de conversion d'adresse. Vu le peu de données disponibles à ce 
sujet, nous avons préféré nous intéresser au second groupe. 
Celui-ci tient compte des algorithmes de gestion des demandes et plus généra-
lement le cheminement des travaux dans le système, avec une structure plus détaillée 
pour ce qui est lié à la mémoire. 
Un simulateur demande des données initiales définissant la charge à laquelle 
la structure doit réagir. Ces données comprennent des données liées à l'ordinateur 
(taille de la mémoire centrale~ ,des mémoires auxiliaires, vitesse de transfert des 
données vers les périphériques retenus) et à la charge (nombre de travaux, taille, 
durée, comportement des travaux). 
Le simulateur devant suivre les travaux, i 1 doit ten.i r compte non seulement de 
ce qui touche à la mémoire (gérant des demandes), mais aussi au parcours des :tra-
vaux (entrée-sortie, activation et désactivation). 
Les différents éléments de base de la structure du système d'exploitation que 
nous prenons en ligne de compte (géra~t de la mémoire, des entrées-sorties et de la 
mémoire) interagissent. La forme pratique de cette interaction, ainsi que le conte-
nu de ces gérants, dépendra du système simulé. Il est donc nécessaire d'étudier avec 
soin la possibilité d'adapter le simulateur à un autre système; la facilité d'adap-
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tation est un critère important. Une manière de remplir cet objectif est de 
faire remplir par des routines, ou une autre forme de suite d'instruction, une fonc-
tion bien déterminée, faisant elle-même appel à d'autres routines si besoin en est. 
Le choix qui a été fait est de créer une routine à chaque décision mettant en jeu 
la politique de gestion du système d'exploitation. 
Il est également important de rendre le simulateur le plus indépendant possi-
ble des données initiales, liées à l'ordinateur (et non au système) ou à la charge. 
C'est pourquoi nous avons choisi de réunir ces données dans un fichier dont le si-
mulateur se servira pour son initialisation. 
Nous avons conçu un si.mulateur pour le système Siemens BS2000 comme illustra-
tion des idées développées ci-dessus. Nous avons été obligé d'introduire certaines 
simplifications dans le modèle par rapport à la réalité, simplifications liées ex-
sentiellement au comportement des travaux pour les références à la mémoire, à la 
réactivation de ceux-ci, ainsi qu'à l'introduction·cte travaux nouveaux. 
3.2. PRESENTATION DES .DONNEES INITIALES 
3.2.1. Çb~rg~ . 
Par charge nous entendons nombre, taille et durée des travaux. Nous avons choi-
si de fixer le volume total en pages des travaux. La répartition du nombre de travaux 
et de leur taille propre se fait en fonction de la distribution des tailles de tra-
vaux observés aux facultés de· Namur. 
Il faut préciser ici que la taille est en fait le nombre maximul de pages de 
1 'espace d'adresse occupées par le travail pendant son exécution. La durée du tra-
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FIG. 3.1. : Distribution des tailles des travaux 




Pour pouvoir simuler le système de gestion de la mémoire, il est nêcessaire 
de _disposer des défauts de page ·' (qâi "les fait, quelle page est demandée) et de main-
tenir 1 'état des cadres (cadre utilisé ou non, modifié ou non). Cela implique la · 
connaissance de la suite des références à l'espace d'adresse faite par chaque travail. 
Introduire cette suite telle quelle comme donnée est frêalis~ble, pour-des raisons 
ne taille et vu l'impossibilité de sa constitution. Nous avons donc prêfêrê utiliser 
un modèle de comportement des travaux pour les références à l'espace d'adresse. Ce 
modèle va permettre de gênêrer une sui te de réfêrences à 1 '-espace d'adresse, de gé-




Le comportement des progranmes varie assez fortement selon le type de travail 
à effectuer e la progranvn~ io~ du travail. Cependant on considère actuel l ement que 
le comportement par localité es t une caractéristique de tout travail. Chaque pro-
grarrme ne référence qu'un sous-ensemb le de son espace d'adresse pendant une durée 
assez longue; à la fin de celle-ci, il référence un autre sous-exemple; entre les 
localités, se déroule une phase intermédiaire, de comportement assez mal défini. 
Nous avons choisi de ne pas tenir compte de cette dernière ph_ase. Le modèle 
simplifié adopté consiste donc en localités, dont la durée et la taille sont géné-
rés aléatoirement â partir de distributions données. On doit également fixer les nu-
méros :de pages intervenant dans la localité. 
Pour les tailles et durées des localités, nous nous sommes inspirés des tra-
vaux de Madison et Batson.(1) 
Ces travaux analysaient le comportement en localité de divers orogrammes, et 
donnaient les distributions observées sur ces prograrrmes des durées et des tailles 
de localité. Ils ne disposaient pas de la corrélation entre ces deux distributions, 
corrélation qui existe certainement. N'ayant aucune donnée précise sur celle-ci, 
nous n'en avons pas tenu compte. La distribution des tailles a été généralisée en 
ramenant l'unité â une valeur standard, celle-ci étant mesurée en pourcent de l a 
taille du travail. 
--------------------
(1) Characteristic of Program Localities 
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Les pages contenues dans la localité doivent être fixées lors de l'entrée 
dans celle-ci. · Pour des raisons de facilité de gestion, nous avons dêcidé de cons-
tituer chaque localité d'une suite continue de pages, dont la première est choisie 
aléatoirement. 
Reste à fixer le mode de référence aux pages dans une localité. Nous nous som-
mes inspirés des traux de J. Lenfant et P. Burgevin(l) qui, pour divers progranmes, 
ont analysé la distribution des références aux pages. Ces distributions, êtudiêes 
au niveau du progranme peuvent être utilisées comme telles au niveau de chaque lo-
calité. Un progrannne peut être vu comme une localité qui aurait pour taille et pour 
données, celles du progranme; le comportement d'une localité quelconque ne peut être 
fort éloignée du comportement du progranme global. 
Comme les trois distributions étudiées par Lenfant (1, sont assez différentes, 
nous avons préféré pour généraliser le comportement dans la localité, tenir compte 
des trois. Lors de l'entrée dans une nouvelle -localité, on choisit aléatoirement 
une des trois distributions qui servira pour la durée de la localité. Ces distribu-
tions étant exprimées en pages pour un progranme donné, nous les avons ramenés à 
une unité commune à tous les travaux en les exprimanti:en pourcentage de la taille du 
travail. 
-------------
(1) Comportement des progralJllles dans leur espace d'adresse. Application à la gestion 
des mémoires hiérarchisées. J. Lenfant. 
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FIG. 3.4. : Distribution des références aux pages, en fraction de la 
table de la localité 
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Diverses critiques peuvent être êmises. La première tient à 1 'utilisation 1de 
données provenant dtétudes ~sur quelques progra1T111es, connne base de modèle global. 
Mais, si les données numériques sont liées aux progranmes étudiés, les structures 
observées ne s'éloignent guère des structures de comportements de progra1T1T1es géné-
ralement admises. Une solution alternative aurait été d'utiliser un modèle mathé-
matique; mais se serait alors posé le problème des donnêes nécessaires pour fixer 
la valeur des paramètres du modèle, ce qûi nous ramène au même problème. Nous avons 
donc choisi d'adopter la solution la plus simple au point de vue de la recherche 
des données, et de leur utilisation. 
La seconde tient aux simplications apportées au modèle. On ne tient en effet 
pas compte de la corrélation entre taille et durée de localité, ni de l'existence 
d'une période instable entre deux localités. Cette simplification est due en partie 
à 1 'absence de données, en partie à la nécessité d'avoir un modèle utilisable dans 
la simulation. 
Les conclusions seront donc valables uniquement pour des progranmes bien "lo-
calisés" (voir progranmation structurée) et uniquement pour les périodes stables. 
On peut donc conclure en disant que le problème principal tiert au jeu de don-
nées disponibles et utilisables quant au problème du comportement des programmes. 
3.2.3. Unité_de_temes 
Nous avons choisi comme unité de temps la durée entre deux références à la 
mémoire. Le calcul de cet intervalle de temps a été fait à partir d'analyses de 
programme faites par Lenfant (1) à Rennes et par le groupe MIMOSA aux Facultés de 
Namur. Pour différents prograrrmes, on dispose du pourcentage de références par type 
d'instruction. Connaissant le temps moyen d'exécution d'une instruction de ce type 
et le nombre moyen de pages référencées par instruction, on peut calculer le temps 
entre deux références. Les trois exemples fournis par Burgenin et Lenfant donnaient 
des durées del 'ordre de 0.9 à 1.2 microsecondes. Le progranme traité par M. Noirhom-
me-Fraiture fournissait un intervalle de 1.05 microseconde entr.e deux références. 
(1) Comportement des programmes dans leur espace d'adresse. Application à la gestion 
des mémoires hiérarchisées. J. Lenfant 
Thèse présentée devant l'Université de Rennes, 1974 
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Cette durée varie évidemment en fonction du programme et du type d'instruction trai-
tée, mais aussi en fonction du hardware de l'ordinateur et de la vitesse d'exécution 
des instructions. Nous avons donc pris la mesure faite sur le Siemens BS2000 comme 
base, puisqu'elle n'est pas contredite par les autres mesures. 
Un correctif a cependant dû ê~re apporté. Il est dû au fait qu'une partie des 
références à la mémoire sont faites dans des routines fixées en mémoire centrale, 
routines de gestion du système en général. La partie du temps de fonctionnement du 
·-.... 
processeur qui est passée dans ces routines est de 1 'ordre de ~ûinze a vinqt oour-
cents. 
Comme nous ne tenons pas compte des instructions exécutées pour les programmes 
ou routines résidentes, nous avons choisi d'intégrer ces périodes en les distribuant 
dans les 'durées de chaque instruction. Nous avons augmenté la durée entre deux ré-
férences à une page de 20 pour cent . Ceci ramène l'unité de base à 1.25 microseconde. 
3.2.4. Taille des mémoires 
-------------------
La taille de l'espace d'adresse du travail est limitée à 256 pages. Cette li-
mite est à respecter lors de l'introduction des tailles des travaux. 
La taille de la mémoire auxiliaire est de 1024 cadres partagés sur deux tam-
bours de 512 cadres. 
Pour la mémoire centrale, nous ne tenons compte que de la partie paginable de 
la mémoire, c'est-à-dire la taille physique nmoins les volumes ficés par le système 
résident et les travaux {blocs de contrôle, zone d'entrée-sortie, tables diverses). 
Nous avons considéré cette taille comme fixe au cours de la simulation. 
La valeur maximale a été fixée à 100 cadres; on doit introduire la valeur réel-
le à chaque simulation comme donnée d'entrée. 
3.2.5. Entrées-sorties 
Pour pouvoir suivre avec précision l'historique de chaque travail, il est né-
cessaire de tenir compte, dans le simulateur, des entrée~sortie. Le modèle utilisé 
est un modèle simplifié; il ne tient en effet compte ni des entrées-sorties lentes 
(terminal, bande magnétique, lecteur de carte ou imprimante), ni du parallélisme 
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pos sib le pour les entrées-sorties rapides, ni enfin d'une priorité dans la prise en 
charge des demandes. 
Il y a deux serveurs, symbolisant chacun un canal; les demandes en attente sont 
services dans leur ordre d'arrivée, le temps de service est le temps moyen de service 
d'une demande sur disque. 
La distribution des intervalles entre entrées-sorties provient de valeurs ob-
servées sur le Siemens. Nous avons réparti par tranches de dis minutes les entrées-
sorties et le temps processeur utilisé par les travaux; par à partir de ces données, 
on peut facilement calculer les intervalles entre entrées-sorties et créer une dis-











FIG.3.5. : Distribution des entrées-sorties, exprimées en unité de 
100 secondes 
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La distribution obtenue est cependant peu précise. Outre que le calcul du 
temps entre entrée•sorties se fait sur base d'une valeur moyenne calculée par tran-
che de dix minutes, elle ne fait pas ·là distinction entre entrée-sortie rapide sur 
disque ou lente (bande magnétique, imprimante ou terminal), et ne tient compte ni 
du parallélisme possible entre diverses demandes pour un canal, ni d'un système de 
priorité. 
Cependant, la distribution obtenue a une forme proche de celles observées par 
M. Noirhomme-Fraiture(l). On peut donc l'utiliser en temps que première approxima-
tion. 
3.2.6. Conclusions 
Nous avons voulu créer un simulateur où un maximum de données liées à l'ins-
tallation proprement dite et non à la gestion de la mémoire, soient introduites au 
début de la simulation. 
Ces données sont: 
- la taille de la mémoire centrale 
- le nombre de travaux, leur taille et leur durée 
- les distributions de taille et de durée des localités 
- les distributions de références aux pages 
- la distribution des intervalles entre entrées-sorties. 
Les principaux problP.mcs rcncontr~s ont ôté ceux li~~ A la recherche des don-
ntes n~cessaires, tant au point de vue comportCf'lP.nt rl~~ ~r0nr~~ncs, ~ntrPc-~ortics, 
ou donnêes 1iêes a l'ordinateur. 
(1) ObHrvations on programs used for feeding an operating system simulator, 
M. Notrhonme-Fraiture, Computer Performance Evaluation, Online Conferences 
Limited, Uxbridge, Enfland, 1976 
3.3. ANALYSE STATISTIQUE DES RESULTATS 
3.3.1. Résultats_donnés_~ar_la_simulation ~ 
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Ces résultats sont de deux types. Le premier concerne le nombre de passages 
dans chaque zone du simulateur, chaque type de traitement à effectuer. Ces données 
permettent de fixer les itinéraires les plus souvent utilisés, et donc d'optimiser 
les algorithmes de traitement pour accélérer le traitement. 
Le second type concerne essentiellement les interactions entre travaux et 
serveurs de la mémoire virtuelle. Il s'agit de mesures concernant les durées d'ac-
tivité du processeur, les intervalles entre défauts de page, les temps d'attente 
avant d'être pris en compte des serveurs de défauts de page, et enfin temps de 
non-disponibilité d'un travail suite à un défaut de page, c'est-à-dire temps d'at-
tente et temps de service. 
Ces résultats permettent -d'estimer l'efficacité du système de gestion de la 
mémoire: gestion des défauts de pages das cadres, des désactivations et des réac-
tivations. 
3.3.2. Validité_des_résultats 
Les résultats obtenus par la simulation ne peuvent être considérés comme vala-
bles que s'ils restent stables au cours du temps. Il va de soi qu'on ne peut consi-
dérer le début de la simulation comme période stable : en effet, à cette période, 
la mémoire centrali est libre, et les travaux n'ont aucun cadre à leur disposition. 
Il s'agit d'une période transitoire et les résultats obtenus pendant cette période 
ne caractérisent .pas le système. Il faut donc déterminer à quel moment la simulation 
devient stable. 
Nous avons choisi de découper la simulation en un banc de simulations, la pre-
mière utilisant des données externes pour s'initialiser, les autres utilisant co111Tie 
entrée 1 'état final de la simulation précédente. 
Pour chaque simulation, on obtient les distributions liées aux durées obser-
vées. 
La méthode choisie pour tester la stabilité consiste pour chaque distribution 
observée, à tester sen homogénéité pour un nombre donné de simulations consécutives. 
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On répartit les survenances observées dans des classes pour chaque simulation 
et chaque distribution. On utilise pour chaque distribution et k simulations un test 
d'homogénéité en calculant: 
où 
k n 
. (R~. - R ~)l 
OÎc,d = 1: }:; 1J J i=l j=l R~ 
J 
n est le nombre de classes 
k est le nombre de simulations 
e est le nombre de survenances R •• lJ de 1 'événément observé pour la simulation i et 
la classe j 
RJ est la valeur théorique du nombre de survenance dans la classe j sous l 'hy-
pothèse d'homogénéité 
d est l'indice de l'événement observé. 
Cette mesure est faite pour chaque événement, pour un ensemble de k simula-
tions. Si pour chaque événement, la valeur de D2~, d confirme l'hypothèse, on peut 
dire que la simulation est arrivée dans une zone ·stable. 
On peut également observer 1 'évolution temporelle de la stabilité en réalisant 
m simulat-ons, et en appliquant la technique développée ci-dessus pour les k premiè-
res, puis les simulations de 2 à k+l, etc ... 
On peut alors avoir une idée du gain dans la stabilité fait à chaque nouvelle 
simulation, et voir sril est encore utile de continuer ou, si la stabilité ne s'ac-
croit plus, stopper. 
Pour rendre ces mesures efficaces, il importe que chaque simulation soit de 
durée constante. 
3.3.3. Statistigues_liées_aux_résultats 
Pour chaque distribution retenue, nous donnons la moyenne, l'écart-type, et 
un intervalle de confiance à 95%, avec la supposition d'indépendance des mesures. 
Nous donnons de plus une distribution des observations par classe de tailles 
égales, sauf celle qui va de la dernière valeur retenue à 1 'infini. 
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3.4. STRUCTURE DU SIMULATEUR 
3.4.1. Introduction 
Le simulateur de système orienté vers la gestion de la mémoire, a pour but de 
permettre d'analyser la conséquence sur l'efficacité du système d'un changement ef-
fectué au niveau del 'algorithme de gestion de la mémoire (et non au niveau des struc-
tures de tables ou d'espace d'adresse). 
Pour faciliter cette adaptation, nous avons adopté une structure modulaire, 
chaque module correspondant à une fonction de la gestion. Le contenu de ces modu les 
ainsi que le moment de leur appel seront fonction du système de gestion à simuler. 
Cette technique permet d'isoler facilement les êffets d'un changement, et simplifie 
la mosidication au niveau du programme. 
Le simulateur doit de plus permettre une simulation de durée suffisante, donc 
être rapide. 
Il doit pouvoir être adapté facilement au niveau de 1 'analyse statistique, ce 
qui implique des routines statistiques autonomes, et un accès simple aux données à 
retenir pour cette analyse. 
Le simulateur qui a été implémenté modelise le système Siemens BS2000, qui a 
été décrit au chapitre deux. 
3.4.2. Chemin des travaux 
------------------
Le chemin suivi par les travaux simule celui du système Siemens BS2000. Un 
travail peut être ·actif, prêt et attendre la libération du processeur central; il 
peut être en attente de fin d'entrée-sortie vers un disque ou vers la mémoire auxi-
liaire. Il peut enfin être désactivé, et attendre sà réactivation. Dans ce cas, con-
trairement au système réel, tout travail désactivé est automatiquement réactivé. 
, 
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3. 4.3. Langage_choisi_ear_le_simu l ateur 
Il nous était possible de choisir soit un langage général de progranmation 
soit un langage spéciali~é; le seul disponible étant le langage SIAS, dérivé de GPSS 
seul à être implémenté sur le Siemens BS2000. 
Le SIAS a pour avantage de gérer automatiquement la succession des événements 
et les statistiques. Il présente cependant des inconvénients assez importants. Il 
est incapable de gérer des tables de données, tables indispensables pour stocker les 
données d'état des travaux, des pages et des cadres. Cette gestion se réalise dans · 
des routines écrites en Fortran, posant àlors le problème du passage des paramètres 
d'un langage à 1 'autre qui alourdit le progranme SIAS. De plus, le nombre de routi-
nes Fortran utilisable est réduit a vingt. Cela limite donc fortement les capacités 
d'extension du simulateur actuel. Enfin, la difficulté de communication entre le 
Fortran et le SIAS créera également des problèmes lors d'un changement dans les 
algqrithmes de gestion. 
c·est pourqu~i nous avons décidé de créer un gérant de la simulation écrit en 
Fortran. Ce gérant est très simple vu le petit nombre de serveurs, et surtout de 
type de s·erveùrs différents par 1 es traitements qui sont 1 i és : deux serveurs d I en-
trée-sortie, deux serveurs de transfert de page et le processeur actuel. Il y a 
donc cinq serveurs, mais seulement trois types de serveurs, ce qui simplifie la ges-
tion. 
Nous avons donc aussi créé des routines statistiques de stockage des données au 
cours de la simulation, et de traitement à ia fin de celle-ci. 
3.4.4. Initialisation et terminaison de la simulation 
----------------------------------------------
Pour des raisons de facilité, la simulation débute dans un etat abstrait: 
tous les travaux sbnt prêts à acquérir le processeur, aucun cadre ne leur a èté 
alloué. Cet état a pour conséquence de rendre le déout de la simulation sans inté-
rêt aü point de vue statistique. 
La simulation s·achève après une durée déterminée, à introduire dans la simu-
lation·. 
III.18. 
3.4 .5. Ecarts_entre_le_modèle_et_le_s~stême_réel 
Nous n'avons pas introduit dans le simulateur la notion de chargeur de travaux, 
qui charge le contenu du programme que le travail veut faire exëcuter, dans lamé-
moire de réserve. Nous -n·avons pas non plus tenu compte des travaux interactifs et 
de leur comportement propre (désacti vation lors d'une entrée-sorti~ vers le termi-
na 1). 
Ceci peut se justifier par la durée d'une entrée-sortie au terminal ou celle 
de 1 'exécution d'un programme par rapport à la durée d'exécution du simulateur, qui 
est de l'ordre de quelques secondes. 
U'autres points, comme le gérant des entrées-sorties ne sont qu'ébauchés et 
demanderaient un développement ultérieur. 
3.4.b. Fonctions du simu l ateur 
Le simulateur comprend cinq fonctions : le gérant de la simulation, un modèle 
du processeur central, du gérant des demandes celui des travaux et des entrées-sor-
ties. 
Le gérant de la simulation a pour but de choisir le prochain événement à t rai-
ter et d'appeler les routines appropriée~. 11 doit aussi gerer l'écoulement du temps 
stopper la simUlation · a la fin de la durée prévue, et initialiser la simulation. 
Le modèle du processeur central simulera la suite des références, à la mémoire 
faite par un travail, tenant compte des·hypothêses de localité qui ont été faites. 
Il gèrera 1 'état des cadres, en fonction ·des réfèrences. En cas de défaut de paqe, 
de fin de micro-time-slice ou de time-slice, en cas de demande d'entrée-sortie, ou 
de fin de travail, il répond à la demande faite et retourne au gérant du simulateur. 
Ue gérant des demandes choisit la demande à prendre en compte, et effectue le 
traitement approprié au type de demande. S'il n'y a plus de demandes provenant des 
travaux, il gère les demandes internes (recopie des cadres de la mémoire centrale, 
et mise à zéro de cadres de la mémoire auxiliaire). Si la demandé nécessite un trans-
fert, le gérant occupe le serveur correspondant et retourne au gérant de la simu la-
tion. Dans le cas contraire, elle traite la demande suivante. Le gérant n'est appe-
lé que si un des serveurs est libre. 
111.lY. 
Le gérant des travaux s'occupe de la réactivation des travaux et de leur 
introduction dans la file d'attente du processeur. 
Le gérant des entrées-sorties met les demandes en attente si le serveur est 
occupé et l'attribue sinon. Nous avons considéré comme serveur, ,les canaux. Dès 
qu ' un canal prend une demande en main, il reste occupé jusqu'à la fin de la demande. 
Nous n·avons gardé dans riotre modèle que les éntrées-sorties vers les disques, dans 
un but de simplification. 
3.4.7. Enchaînement des fonctions 
--------------------------
Chacune des fonctions du simulateur décrites au paragraphe J.4.6. est compo-
sée d'une ou plusieurs routines : une pour le modèle du processeur (PROCES), le 
gérant des demandes '(GERDEM), deux pour les gérants des travauk (DESACI, desacti-
vation d'un travail, et REACT, réacti vation) et celui des entrées-sorties (une 
pour les débuts d'entrée-sortie (DEBfO) et une pour les terminaisons, FINIO). Le 
gérant de la simulation constitue le programme principal. 
Chacune de ces routines en appelle d'autres, en fonction des décisions â pren-
dre. Nous allons donner ici brièvement le schêma d'enchainement des fonctions, et 
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. DAlAl Lecture des données initiales sur fichier pour la première simulation du 
banc de simulation (nombre, taille et durée des travaux, distribution des 
·données liêes au comportement des progranmes) 
. DATA2 Lecture des données initiales sur fichier pour les ~imulations autres que 
la première du banc. Elle récupère les données sauvées par SAVE à la fin 
de la simulation précédente. 
DEBIO: Si un serveur d'èntrée-sortie est libre, et s'il se crée une demande, el le 
est trai~ée, le serveur est occupé. 
UEMPRW .:En das d;allocation à une demande de page d'un cadre à transférer sur le 
s~cond tambour, la demande est mise en attente, une autre demande priori-
taire est générée pour accomplir le transfert du contenu du cadre. 
UESACT :Désactivation d'un travail, perte des cadres et placement dans la file 
d'attente des travaux désactivés. 
ENDSTA :Traitement de clôture des statistiques 
FASWRI :Demande . d'un cadre à fixer en mémoire centrale pour le système ici erreur 
entraînant la fin de la Simulation 
FINlO : Traitement final d'une entrée-sortie, réinsertion du travai I dans les 
travaux prêts; recherche d'une autre entrée-sortie pour ce serveur. 
FINJOB: Retour des cadres dans les cadrès libres, élimination du travail 
FINSER: Traite~ent final d~une demande de mémoire 
GBCK: Koutine de mise à jour de l'état des cadres alloués aux travaux; élimina-
tion des cadres trop vieux. 
INISER: Dans le cadre éfe la première simulatïon, recherche des travaux prêts à 
occuper le processeur et ,nftaiïisation -des serveurs 
NEXSER: Recherche de la de~ande de mémoir~ sui·vante pour le serveur indiqué 
PRINTR: Impression des résultats 
REACT :: Réactivation du travail, attribution d;un numéro d'activation; réinsertion 
parmi les tr~vaux prêts 
KECCAD: Attribution d'un cadre en réponse à un défaut de page; gestion des tables 
SAVE : Sauvetage des résultats de la simul~tion ~~r un fichier 
SERINT: Gestion des demandes internes à la mémoire (transfert de cadres libres a 
recopier; mise à zéro de cadres · de la mémoire auxiliaire) 
. SERPKO: Simulateur du processeur central; gère ,•·écoulement du programme; génère 
les entrée-sortie et les références à la mémoire; s'arrête en cas de dé-
faut de page, d'entrée-sortie, de micro-time-slice ou de time-slice, et 
de fin de travail. 
1 C O N C L U S I p N, s j 
C. l. 
Uepuis quelques années, de nombreux systèmes d'exploitation d'ordinateurs 
disposent d'une mémoire virtuelle, qui permet d'augmenter le nombre de programmes 
actifs à un moment donné. Pour fonctionner avec efficacitê, un tel système doit 
avoir une gestion des mémoires centrale et auxiliaire et des transferts qui ne 
crée pas une charge trop grande pour le processeur central et qui ne ral~ntisse 
pas trop les travaux. 
Nous avons décrit au chapitre I, les fonctions nécessaires a un tel système 
de gestion, et, dans le chapitre II, montrê comment différents systèmes utilisaient 
ces fonctions : Siemens B$2000, IBM VSl et MVS. On a pu constater que les soluttons · 
étaient assez différentes; bien que chaque fonction existe dans 1 'un ou l'autre 
système, leurs contenus et leurs interactions varient fortement. 
Dès lors, pour analyser au mieux l'efficacité d'On système au point de vue 
de sa gestion de la mémoire, la création d'un simulateur s'imposait. Ce ~imulateur 
devrait partir d'une suite de réfêrentes · de page faite par chacun des travaux. 
Il devrait simuler le chemin complet des travaux, en insistant évidemment 
sur la partie liée à la mémoire. 
Il devrait en outre être fortement modularisé pour réduire 1 'impact d'un chan-
gement dans l'algorithme de gestion et faciliter ainsi 1 'évaluation de l'effet d'un 
tel changement. 
Cette évaluation demande nécessa1remèrît la disposition de données ·permettant 
d'analyser le changement, et de juger de son intérêt. 
Le chapitre III explique les soluti~ns qui ont .été retenues et donne la struc-
ture globale du simulateur; le texte intégral se trouve en annexe. 
Faute de données précis·es sur le système Siemens BSZOOO, nous n'avons pas pu 
valider le modèle qui en a eté fait, et donc nous ne pouvons pas juger avec préci-
sion de la valeur des résultats obtenus. 
Le problème fondamental qui s'est posé tout au long de ce mémoire est celui 
de l'obtention de données, sOres, :prêctsés ·et détaillées, sur la structure des pro-
C.2. 
grammes (structure de loca·11të) sur le fonctionnement réel du système {entrée-sortie, 
taille de la mémoire paginable, rapport ·entre temps passé pour des progranmes ou 
des routines résidentes ou non). 
Cela a amené une imprécision pour certaines détisions et un modêle descriptif 
trop rigide pour d'autres; la structure de localité adoptée en est un exemple. 
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TM EPOQ OU ST ARRIC LA SI MU AT ON 
TIMRET(TSNN) RETIENS UR D BUT POUR LES STATI TIQUES 
ILE D IL D' AîTfNT OU SERV UR M OIR 
F LED1( ) FILE ' ATTE D S TRA AU POUR E SERVEUR 1C2) 
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FLAG(S PV ) 1 L ISTe UN D A OUR CE SERVEUR E LES RVEUR éST LIBC 
PNW(SfRv) INDIQ L CA RE NGAG t ANS E TRANSFERT COURSCPP OU PW) 
USE JO 
US R 0 
SAUX SERY UR S I/0 
ST EN COIR S RC CECCOLONN 1) ET 
CE"(C LO ) 
POUR CHAOUF S RV UR( J,L S lRAVAUX E 
V OCCUPE SI I\ON 
ATT E TE~IJ ORDR) 
UANC F IT LE SER 
FIL IO(I ,J) INDI U 
D' INTROCUCTION F FO 
OCClOCS V> =1 S S 
1 BFI 10 S RV) NOfl' 6R DE TRAVAUX N A1T NT AR SERVEUR I/0 
AU PROC S R ROC DO E S LI 
FIL P (2 , 2) COL 
COLONr-.C 2 
1 NU ERO DU TR AVAI L E 
ORDR DE PR OR l ORDRE 
ATTENTE DU PROCE SS UR 
ROISA NT> 
ACTC 
NAC T ERNIER NUt ERO ' ACTIV TI N AT RIBU 
NJOBTA NO B E Dt fRAVAUX DAN LE SYSTEM 
RE MI R=Y99) ORDRE D CROSSANT 
TSN CO ~ 
COLO · E: 
CO Otfr E 
COLO N ' 
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COLO NN 
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S AUX TRAVAUX 
N DE LA HAN S CADRES 
Dé. UT DE LA CHAI ' é D S CA RES 
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C0 1" P 
C0\1 -
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CO MP: 
/4 NOMBR D DEMANDES PJ SUR L S DEU SERV UR 
5 NOM Re FAST WRIT 
6/7 FIN Dt S RVIC POUR 
/ NOMBR D DEFAUTS DE 
1C/11 NOM O DEVAUT 
12/1 POST AG R COPIE D S 
1 4/15 MIS A ZERO DES COR 
16 NO MBR C D~SACTIVAT 0 
w 
GE DE TYPR RO(PAS DE RECOPIE> 
AGE RWCCADRE A RECOPl T SUR 
ADRES LIBRES SUR L TAMBOUR 
S MEMO RE AUXILIAIR (SWJ 
~7 O~BR PAG S VOLES A G8CR 



























CO MP: ê O O BR GES PERU AR TRAVAUX 
OMP: 2 1 N FAUX DEFAU AG 
STAT A 9 
TABL S STATISTIQU S CONfENANT Lr NO MBR O' OCCUREN S D' UN VEN MENT 
DONN ~ R CLASS E ABST) Lf No~aR LASS <NBCLA) LIMI A 2 
ST A CO NTIENT L s OONNEfS pnuR CALCULER LA OYENN 
VA EURS DES Y~BL S 
TABL 1TEMPS ENTR DéFAUT DE PAG~ AMBO R 1 
TABL 2 TEMS ~TR D FAUTS D A TAMBOU 2 
TAB l 3 TE ~PS t NTR éFAU D· AG TOUS éERVEURS 
ABL 4 T MPS D' T NTE POUR O NlR S RVEUR MEMO R 1 
TABL 4 TEMPS D' ATT NTE POUR O T NlR SE VEUR MEMO R~ 1 
TABL E 5 Té MPS D' TT NTE POUR ObT NIR SERVEUR M MOI E 2 
TABLE T ·N S O' TT NTE POUP O T NIR SéRV UR M~MOlRE OU 2 
TABL E 7 TE MPS ATT NT ET SERVTC OUR ~NTREE-SORT E 
lAB L 8 TEM PS D'UTlLISATIO~ DU oc~ss U 
TAe 9 T MI-S SERVICE FT ATTé;NT SERVEUR r EMO RE 
C SLOT O 'N ES CO C. RNANT LA ME~ TF1 UXI IA RE 
C NSLT NOM R D CADRES D S O~l~LES SUR SERV UR 
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COLONNE 2 T fv, OUR ou E T S l LA AGE 
OLONNE 3 li INE A LAQUfL 1. E CADRE A ART NT ci , 2 , 
OLONNE 4 A R u Tl LI C LJ s R R 1- !> SAGE G9CR 
COLON 5 CA D E AETE ECP T 
COLO N 6 L V RS C Pr SU! ANT ANS A C. A 
COLONE Ll(N VfRS L CA~ RE EDENT D LA CHAIN 
COLONNE 8 N M RO DU TS A LAU LLE L CADKE APPARlI 
A DO~ ES I ES AUA P G~S QUIV UT A LA TABL D~S PAB S 
VPNTMC TSNN,V N) I OIQU FOU CHA UE AG DE CHAQU 
TRAVAIL L CAR OU LA PAG ST P SE NTE 
VPNTOR N~r,, 0 E TAM~ UR LA P G 
G TA LF D DISTRIBU TIO N 
CO ON~if 
NUMERO 1TEN S ANS 




NU RO ,, , 5 TAOL 
NUMERO l TA LE 
REFER CF 
ISTRIBUTIO 
UX PAG S DA SUN 
èS ENTRE -SORTit 
LOCALITE 
H NO BRE ' NTR TILISEES DA ~ S TAVL S D D STRIBUTIO S 
VAL URS DES NOt-18R S Al ATOIP. S 
, 5 OUY J 






ELA SJMUL TION DET~cre L~S F NS Es RVICES 
LANCE P OCESSEUR 
RIE:N A F lR 
L S STATIST QU S Ir PRI S RESILTATS 
COMMON / EMPS/TlM , TlMRETC2 ) 
COMMO · /FIL D /F ~C1 20,2) , FIL 2 2Q , 2),NBF1E1 , NBFlE2 
COM~ ~ /SERVIUS R 2,2) , DP(2 ,FLAGC2) , PPNW( > 
co~, N /USERIO/US R10(2 , 2) , FILF O ~0 , 2) , 0 C 0( ) , NBFI 0(2} 
CO MO~ /PROC/F L R 20,2J , NBF P 
COMMQ . /ACT/~ACT,N 0B A 
I TEG ER 2 FIL 01 , LED ,NBFIE1 , N8Fl 2 , P, F AG,PPNW 
INT GER •2 lLElO,NBF o,occr , F L R, N8 IPR 
IN EGER TIME , TI R T, USéR,USER , MAX SI , FlR VE 
NT G ~ •2 NSIM , N OST , NACT , TSN , RESULT,SE V, CANAL 
READ(1,920f)NSIM,TM S 
lNlTIALIS~T ON Dt SIMULAT 
Sl I SI -1 PART D' ~ FICHIER XTERI UR A ER 
S =2 ART OUR SULTAT DE S MU LAT ON PR C 
F N H • N • 1) GOT O 2 0 
CALL ~ A1{NJOBTA) 
CftLL lNl S R{NJOB ) 
CA HI ALE I JOBTA) 
N FI R:.NJ08TA 
TE 
GOTO 9 
2C CALL D TA2(NJOBT ) 
90 H'AXS!-îtAASl+T E. 
1 0 F(TIME .G E. TMAXS ) GOTO ~ O 
C 
C I D MANO POUR LA ~ MOI t. EXISTA JT AV C SERVEUR L BRE 
C. 
DO 11 S RV-1,2 
IFCFLAG SERV) . E • 0) GOTO 11 
FLAG(S RV)=O 
CALL GLRDEM(SERV , R SULT) 
GOTO( 1 ,80OO),R SUT 
11 0 CONT H 'U 
C 










DO 21 CANAL:1,2 
JF(USERIO(CANAL , 2) .L E. T ME> CAL 
CONT HU 
F N DES RVlCE ME~OlRE 
00 35 SERV-1,2 
F(U R SE V,?) , GT , T ME> GOT 
CALL F.NSERCS RV) 
CALL G RD MS RV,RCSULT) 
GOT0(35r,ao O) ,R su T 
CO'vT ~U 
R CH RC DU PRO I VE ME T 
FIREVE-TMAXSI 
DO 4C CANAL -1, 
NIO(CANAL> 
350 
lF USERIO CA AL,2 , GT . FIR VF. G T 4 0 
FIR V =us RIO(C~NA ,2) 
400 CONTI ,LJç 
DO sr Sé.RV-1, 
IFCUS RCSéRV , 2) . GT. FIR VE ) TO 500 
FIRfV =U R(S~RV,2) 
500 CONTl ' Ut 
IFCN PR • , 0) GOTO 110 
C 










TIM :F REVt 
OTO 1 
LANC PRO SS UR 














SU8ROUT NE N SER ~JOBTA) 
IN Tl~ ISAT?ON D S SERV URS 
EMP I SAG D LA F Lt D' ATTFN F ROC SSEUR 
OMMO 1 /8/TS (?C' , 1 J 
COMMO~ /USERlO/UStRlO 2 , 2J , FILE 0~20 , 2) , 0CCIO 2) , NBFI C2J 
COMMOt 1 /PROC/FIL PR(2 , 2> , N FT R 
COM 0~ /S RV/USER , 2) , DP(2> , FLAG 2) , PP W(2) 
COMMON /ACT/NACT , NJOBTA 
INTEG R •2 TSNN1,NACT , NJOBTA , R T,TRéî,~IN,TSN , ,S RV 
NTEGEP •2 TS , F E R, NBFIPR , P , L G, P w, FIL IO , O C O,N FIIO 




DO 1 C TSNN1:1 , NJOBTA 
DO 5( TSNN-1 , 20 
F(TSNCTSNN , ) .L , MIN) GOTO 5 
IF(TSN(TSN~ , ê) . G • tT) GOTO 
RET==TSN(TSNN , ) 
TRET=TS N 
5 CONTl NU 
N-R T 
F LE TSNN1 , )=TR T 
FILE~ (TSN 1 , 2)-TSN TR T , 8) 
TR T:C 
RET= cr 
100 CONTI U 
C 
C 
SERV RS r E~ OIRE T ENTRE -S ORT 
DO 2r< S RV:::1 , 2 
US R(S PV , 2)=999999999 
00 CONTH.UE 
0 C S RV-1,2 
US RIO SERV , 2)=999999999 








SUBROUTI DEBIO~TSN , ANAL) 
DEBUT D' ENTR S ORl sr L RV U EST BRE 
CO MM ON /US RIO/US R 0(2 , 2J , F Lë O 20 , 2) , 0C IOC ) , NBFII0(2 J 
C O M O / T H• S / T I I'-'. , 1 1 M R E T ( 2 1 ) 
COl'-'I O ' /CO PT/COM (40) 
NTcG R 2 FILEI , OCCIO , N FJI 
lNT GtR UStRIO,T M , TIMRE T. C01P 
NH.G R •2 îSNN , ANAL 
COM (Ct AL)=CO~P ANAL)+1 
TIM TCTSNN)=TI 
F( OCCIO(CANAL) . E • 0) GO TO 1 
B l OCCANAL)=NBFI (CANAL)+ 
FlL lO(NBFilO CA AL) , CANAL J=T N 
GOTO 1 0 0 
10 0 CIOCCANAL)~1 
US RIO(CANAL , 1)-TSN 
USER!O(CANAL , 2)=T M +3200 










SU ROUTINE FINIO SE V) 
FIN DE SERVICE PO R L S ENTR - 0 C 
COMt-'O 1 /STAT7/TABST7(20 , 2) , NB LA? , STA7C ) 
COMMO /B/TSNC2 , 1 
COMMON /US RIO/USER 0(2 , 2J , FILr O 20 , 2) , 0C 10(2) , NB I 0(2) 
COM~ON /TEMPS/TIM , TIMR T (20) 
COMMO /PROC/FIL R(20 , 2) , N8FI R 
COMMO~ /COMPT/ OMPC40) 
NTEGF •2 TSN,F 10 , 0CCIO , TSNN , S kV , FILEP , NBFI R, ATT , NBFIIO 
INT GR TABST7 , Nb LA7 
R AL RESTA7 
r G~R TIMe , TIM T, COMP,USER o, URE 
TSNN=US RlO(SéRV , 1) 
U EE-TIME TIMRET TSNN) 
ALL STATCTA6ST7 , N C A7 , 0UR E, R STA) 
CALL lN RT(FILEPR , NB PR , TS {TSNN,8) , TSNN) 
IF<FILL10(1 , S RV) , NE , O> GOTO OC 
LUS DE NOUV LL. MANDES SERVEUR 
USERlO(SERV,1)=0 
USER10(S RV , 2):99999999 
OCCIO(S RV)=O 
GOTO 10 0 
BR 
C NOUV[;LLE O r ANDE R S tN CHARGE 
C SERVtU OCCUPE F L CJ ' ATTfNT tl SI:: A JOUR 
C 
100 USERICCS:RV , 1):riL 0(1 , SERV) 
USERIOCSERV,1);T M~+S2CCO 
OCCIO SE.RV)=1 
DO 2 C A TT=1, 9 
FIL IO(ATT , SERV)= IL IO(ATT+ , RV) 
200 CONTlNU · 
Fll 10(2 , SER ):0 
NeFIIO(S RV)=NBF 10 S~RV)•i 
100 1 R TUR t-: 
END 






INS RTlON D' UN ~ NT ANS U F l D' ATTENT (T ) UIVANT 
UN ORDR CRO SSA~T( AR) 
lNTEG R *2 TAB(2 , ), AR , L~ , NP , L MINF , K, POS 
POS=r 
IF(NB . f • ( ) GOTO 105 
DO 10 POS::1 , NB 




110 LIMINF= B-POS+1 
DO 2 0 K:1 ,L IMINF 
AB(N8+2 - K,1)=TA NB +1- K, 1) 
TAB(NB+2-K , 2)-TAB(N +1- K, 2) 
200 CON11NUE 
0 ABCPOS , 1)=ELEM 
TAB(POS,2)=PAR 
a;:N +1 






SUBROUT NE ERAS lA'a , NB , ELEM) 
TRUCT ON DEL ' LM T EL~ DA~S ~A ~I 
INT ·GR *'2 TAB(20 , ) , NB , ELEM , P 
DO 1re OS:1 , 20 
lF ( îf E(POS , 1) ,N • L M) GOTO 0 
DO 5(' l=POS , 19 
lA C , 2)=TAB(I+1 , ) 
TAB( , 1)=TAB(l+1 , 1) 
50 CO TI L 
TA <2C , ) 0 
TA8(2L , ?)=C 
NB=NF--1 
GOTO 11 
100 CON1l U 
110 E.TURN 
N 






sueROUTINE NEXSER s~ V, TS ') 
RECh C E D LA ROC.HAINE DE MA JO D S TRAV U OUR LA MEMOIRE 
COM MO /FIL DP/F LED1(2 , 2 >, FILE 2 - 0 , 2) , NBF é1,N8FI 2 
lNTEGER *2 FIL D1 , F LED2 , N FI , 1 FlE2 , S RV , TSNN 
IF(SER • Q, c) GOTO 2000 
TS1 =Ftl 01(1 , 1) 
lFCTS~ N I Q, ) 010 40CO 
~LERA& FIL 01 , hBFl 1 , TSN ) 
GO O 4 (, 0 
200 0 TSN =F Lf02(1,1) 
lF(TS N~ , EO . 0 ) GOTO 4000 
CALL ERASEC~ILED2,NBFI 2 , TS N) 
4000 REîUR N 
ND 
SUBROUTINE F NSER S V) 
C 
C 
C TRAIT MENT A FFECTUE LORS D LA FI o · uN s RVlC pu 








COM MON /STAT9/TA S 9(20 , 2> , NBrL 9 , R STA9l3) 
CO~MON /B/TSN(2 , 17) 
CO~MON /T"MPS/1I E, T MR T(2 ) 
COMMON /SLOT/NSLT ) , NSLVCZ) 
COMMO N /SERV/USt , 2) , DP<2 , AG ) , P W(2) 
COM~O / ROC/FIL R 20 , 2) , NBF PR 
N GFR TABST9 , NBCLA9 
REAL R "îA9 
INT R *2 FlLE R, BFIP , TS , DP , FLAG , P NW 
NTEGER *2 TSNN , RV , QO P , QARR , 
INTEGER USER,TIME , T MR T , OUR E 
TSNN=USFR(SERV , 1) 
IF TS ~t . ea . ,c û) GOTO 3 0 
IF TS N . ea . 15CC) GOTO 40 
C OIX=TSr-.CTS N, 1 
GOTOC , 2 O) , C O X 
FI D TRAI MENT PRIORITY WR T~ 
CALL FINPw(TSNN , S ) 
GOTO 0 
C FIN f TRA T~MEN1 Dé EFAUT DEP G E TRAVAIL R TOUR 










4 0 Ci 
5 0 C•O 
CALL lNS RTCFILEP 
üURE.c=TIME-T R 
CALL STAT(TA ST9 , 
GOTO , "C 
F N DE POSTPPGt 
QO P-5 
ARR=1 
,NBFIPR , TSNCT N, ) , TSN ) 
lSNN) 
6 LA9 , DUR E, RFSTA9) 
CAR RECOPT 1RE ANS A L 1 
CALL Q Q(ODEP , CARR , P NWCSERV) 
GOTO r'rC 
FIN Of SHORT WRI 
M MOIR AUXI LIAI 
NSLT S 
NSLV(S 
R TU R t 
NO 
REMIS A J UR D S lND CATEURS D CADR S D 














SUBROUTl FI NFW TS NN,SERVJ 
Fl ~ DU TRAIT M T 
L CADR CONCERN 
AD ~A DE N ATT 
CO MM ON /B/TSN(20 , 1 ) 
DEM ND R OR TY RTE 
S R OQ 
N FIL o · ATT NT NORMALE 
COM ~C · /FILEDP/F L D1(20 , 2) , F!LF 0 ,2), BFIE1 , NBf E2 
CO~MO M /S RV/USER 2 , ?),EDP(2) , FLAG(2) , PPNWl2) 
l NTEGER *2 TSN,F t:D1 ,Fl L.ED2 , 1 , NBFI 2 , D , FLAG , pp,w 
NTEG R •2 QOEP , ARR ,îS N ,S ERV , P , PRIOR 
NTéGtR USER 




ALL QEQ(QD P , Q R , PN) 
EMS~ EN TAT D LA 
TSN(TS \J ,11.):3 
PRIOR=30CC+TS (TSN ,8) 
TSNCTS ,13) PRIO 
GOT0(10C',20 ),S·RV 
MANDEE ATTENTE 
200 CALL NS RT(FIL 1 , NBFIE1 , PRI R, SNN) 
GOTO 30 
1 CALINS RT(FIL D ,N FI 2,PRIOR,TS N) 
300 IFCé PC3-SERV) , , O) FLAG(3 - >-1 
R TUR ~ 
ND 
SUBROUTJNE D MPRW (TSNN , PN ,S ERV} 
C 
C 
C RlSE E CHARGE D' UN MANO PR OR TY WRlT 
C LE CADR CONCERN ST MIS N FIL 5 




UNE DEMANDf PRIOR Y RITE EST fr ET MISE ~N ILE 
CO MMON /8 /TSNC 0 , 1r) 
COM ON /FIL·DP/F D1 20 , 2J , FTL 2 20 , 2) , NBFI 1 , NBFI 2 
COMMON /SERV/USER , 2) , EDP(2) , FL G 2) , PP Wl2) 
INTEGER •2 FILE 1,FlL 02 , NBFIE , NBFI 2 , TSN , EDP , F AG , pp W 
INTEGER USER 
NTEG ER •2 TSNN , PN , SERV , QD P,Q R , RIOR 
CPDRE VA N FILE 5 
QARR:5 
QOEP-4-S RV 
C LL ,OE (QO , OARR , PPN) 
t D MANO P . W. CRE 
C 
PRIOR-2~ C+TSN T NN , 8) 
TSNCTSN ~, 13)= RIO 
TSNCTSN ~ , 14)-2 
PPNW(S RV):PPN 
GOT0(1C00 , 20CO),S RV 
100 CALL I SERT(FILED2,N8 IE2 , PRI R,lSN N) 
GOTO 0 
20CO CALL IN ERT(F!Lc 1, BFIE1 , PRIOR , TSNN) 
30C0 FCcDPC3 SERV) •• O) FLAGC RV ~1 










SUBROUT NE SFRIN T S RV . ARAr) 
GESTIO DES D MA CS ~TER 
DE CADR S SI LC ScRVEUR EST 
DE CADREX DE LAM MOIRt AUX 
MéM OIR :RéCOPlE AUTOMATIOU 
OSTPAG) OU MlS A ZERO 
SHORT WRIT) 
COM10 /SE:RV/US R . , 2) , EDP(2) , FLAG ) , PPNW 2) 
CO MO /CADR / PPA T(100 , 8) , T MT T 1 O) , NQC,) , PTOQC , J , prF ( 5) 
COMMO /SLOT/NSLT J , NSLV C2J 
COMMO' /TEMPS/TIM , TIMRETC2 ) 
CO MM N /COMPT/COM 40) 
NTEG P *2 E P , FLAG , PNW , PPAT , Q, ~T , PTF ,NSLT , NSLV 
I NTECFR TIME , TI MR T, USER , CO~P . T M 1 
I NTEGFR *2 SERV , • ARR,PARA~ 
C EChERC E ' U CADRt A RECOPIER AS LA FlLE :HA1T NTE DU SER VEU H 
C 
C 




CALL ~Q O(QOEP , OA , ~P WCS RV 
US R(S RV , 1)=1000 
GOT 2 C 0 
C RECHERC E D' UN CADR A VIDER SUR LA MEMO RE AUXIL AIR 
C 
ioco I C SLV(SERV) • Q , 0) GQTO 3 0 
COMP(13 SERV)=CO M 13+5 RV)+1 
US R(SfRV . 1)=150 



















SUSROUTIN FASWRl TSNN) 
TRAITE ~EN T O' UNé O MANDE F4S WRll 
L SI MULA TEUR ER R GAAVE 
COMMO /COMPT/COMP(40) 
INTEGfP 2 TSNN 
NTEGER COMP 
COM (5)-COMP(5)+1 
WRlTEC2C , 9 0 ) T ~N 
R TUR N 
CAS NON PREVU DANS 
9000 FORMAT(1X , /// ,' E R UR POUR JOB NB ' 4,' FAST WRITE DEM DE ', 9 C/JJ 
t D 
SUBROUTIN RtACT îSNN} 
C 
C 
C R ACTIVPTIO o· u lRAVAUL ATTRIBUTION ' UN NUM RO 
C D' ACTIVATION ET MS EN FIL D' AT ~TE OU ROCESS UR 
C 
C 
COMMO~ /ACT/NACT , NJ08TA 
COMMON /8/TSNC2C , 11) 
COMMO~ /~ROC/FIL R 20 , 2) , NBFI R 
INT GER *2 NACT , ~JOBTA , FIL PR , R R, TSN , TSNN 
NACT:fl.,ACT-1 
T S N CT S ~· · , 8 ) = f'v A C T 
CALL INS RT( ILE R,NBFI R, NAfT , TSNN) 








SUt,ROUTINE" CRED S RV,TSN 1, P RA ~1) 
G STION DE A M 0 Re ALLOCA N CADR ET REPONSE 
.AUX D f>,AN ES D MlMO IR 
COMMO /S1AT4/TABS14(2C , 2) , N~ LA4,RESTA4 j) 
COMfO N /STATS/TABSTS(20 , 2) , B L 5 , R STAS S) 
COM~O~ /STAT6/TABST6(20 ,2), N LA6 , R STA6(j) 
COMMCN /S V/USER rL, DPC2) , FLAG 2) , PP~W 2) 
COM~or FIL O /F L D1 ( ~ , 2) , FJL D2 - C,2), hBFIE1 , BFI 2 
COM'O / /T SN(2 , 1 ) 
CO MO / EMPS/ T ,T R TC2 ) 
O~MON /COMPT/COf> 40) 
COM 0~ /PROC/FIL R 20 ,2), NBF PR 
INT GFP TABST4 , TABSTS ,T ABST , L 4 , NBCLA5 , NBCLA6 
REAL R 1A4 , RESTA5 , R STA6 
NT GR •2 DP,F AG , P NW , FILE01 , FIL D2 , N F 1 , NBFI&2 ,TS N, FI LEPR 
lNTEGER TIME , TI KLî , US R, COMP , L 
NTEGrR •2 SERV , OlX ,TS , PARA~ , N, DRN , tPONS , PPN , F P 
OP( ERV)=1 
311 CHO X=TSNCTSN , 14) 
GOT0(32C0 , 3300 , 3400) , C OIX 
C 
C FAST WR!TE DE A~ OUR FIX RU~ CAOR E~ M MOI 
C CtNTRAL NO' R PRIS DANS C S U AT UR RREUR GRAVE 
C 
3200 CALL ASWRl(T SN N) 
PARM•=i:: 
GOTO 1. n 
C 
C TRAITEMENT D' UI E MANDE FRIO~ITY WR T 
C 















D LAI:::2 0 
GOTO .3050 
TRAITFM!:NT DUN 
R CHrRCt-f D' UN 
RF;SU TT E: A 
RE: 0 S= 
DE-;FAUT DE PAGE 
CAO t:( ECCAD) 
R t 1:RC DAN S S 
1 CAOR ATTR U Ll RE 
2, CADRE ATTR A RtCOPIER 
5 A E A VI R PAR RlOR TY WRIT 
8 AS O C DR ATT BUE D MANDE REJETEE 
4 , 6 ,f, lRREUR D JS LA G STION STO!J R SI ULATIONC 
N=TS (TSNN , 15) 
DR =rs '(T SN , 10 
lF(DR~ . N • S RV) GOTO 374 
CALL CCCADCPPN , 1SNN , R O~S , DR , V , NBFI R) 
GOTO( S C, 3600, 60C, 700 , 380 , 70 , 3100 , 3900) , RE ONS 
D LAI-2flCO 
CO• +SERV)=COMP f+Sl::RV}+1 
GOTO 3é, 
DELA :4('r C 
COMP( +SE:RV)=COM 9+SERVJ+1 
TSNCTSl\~,1r):".'l 
GOTO .395(' 
38"C CALL O ~PR~(TSNN , N. S RV) 
CO~PC2+ RV)=COM +SERV) 1 
ARA =3 
GOTO ",. 
39 PARA t-" -4 
GOTO H 0 
374 JRJ T (2 , 9S O)TS N, DRN , SERV 
ARA·=2 
GOTO 4r O 
3700 WR11E(2n , 9600) TS N, R PONS 
ARA =2 
GOTO 4 0 
3950 US R{SERV , 1)=TSNN 
US R(S PV , 2)=T ~ + llAI 
~uR· =TI M -TI MR TSN ) 
CALL STAT(TABST , N8CLA6 . DUREE , ~ T 6) 
GOTO ( 96 , 3910 ),S RV 
39o0 CALL STATCTAB T4 , NB LA4 , DUREE , RES A4 ) 
GOTO Q8 0 
9r0 ALL ST~TCTABST, , N CLAS . DUREE , R ST 5) 
398 PAJ;A~-
4000 R TUR N 
9500 FOR M~ T(1X , /// ,' RR UR JOE',I4,'D MANO DRUM ", 14 ,'T RA TE PAR ',l4J 




SUBROUT INE ROCEStS~RV , TS NN , FJ ) 
C G STIO ' U PROCE S UR NTRAL : T ATIO DE C LUI - CI 
C TRAITE MEN T DU RESULTAT 08TE U 
C 
C 
CO MMON /STAT1/TABST1(20 , 2) , NB LA1 , 
CO MMO /STAT2/TABST~(2C , 2l , NBCLA , 
co~ ~o 1 /STAT3/TA6ST3(2C , 2) , NBCL .S , 
CO MMO /STAT8/TA8ST8(20 , 2l , NBCL 8 , R 
CO~MON /PROC/FIL PR 20 , 2) , N F PR 
COMMON /FILEDP/FlL C1( 0 , 2) , F LF 





20 , 2) , BF E1 , NBF I E 
CO~M ~ /SERVIUS R 2 , 2) , EDP(2) , FL G 2) , PPNW 2) 
CO MMO~ /B/TSN(2 , 11) 
COMMO~ /L/TIMLOC( OJ , T O CC2 ) , T MM TS(20) , TIMI0 ( 20) , T MDP C20 J 
NT~G ER ABST1 , TABST , TABST3 , TABST 8 , NBCLA1 , N8CLA2 , NBCLA3 , NBCLA 
R AL RE STA1 , RESTA2 , R STA3,R STA8 








l ·TEG R TI T , F R E 
lNTEGcR *2 F!LEPR , NB I R, FILE 1 , L D2,NBFI 1 , NB~I 
I NTE FR •2 EDP , F AG , NW , TS , PR OR 
l T GtR •? TSNN , N C, VPN , SERV , D SU , SW4 
TSNN=FIL R(1 , 1) 
R SUL TAT u TRAVA L AU PROCESSEUR DANS I ND 
INDIC= 1 flN D lRAVA L 
2 FlN DE MICR T M SLIC 
D FAUT DE PAGE 
4 NOE THE-SL C î D SA 
5 [; MADE o • ENTR -SORTI E 
C 
TIVATION 
C 6 NT RRUPT ' DU ROC SS UR SUITE A U 1:: FI 
RV C D'U D s SE:R EURS MEMOI R 0 u 
C 
CAL SfRPR O(TS N , N IC , DISOU , V ~, SERV , T MEX , FIR~Vc) 






rro TSNN):TI~DP TSN ) +TI ~EX 
T I ~ I O C C C 1 S N N ) = I M O C ( T S N N ) + T I M Y 
IF(lNCIC , EQ , 6 ) GOTO 10 00 
IF<I~DIC , eo , 2) GOTO 5 
CALL ERP S (FIL PR , N FIPR , TS > 
IF<I~D C • a . S) GOTO 40 
ASSAGE DE LA ROUT N 
DT=T! MCCC(TSN ) 
SW4: 
~ IS A JOUR D S CADRES 
CALL GBCR( TS NN , sw~ , DT , SERV> 
T l"O CCT SNN )= O 
GOT0(1nr , 1000 , 300 , 400 ) , INDIC 
C T AVAIL ACllEV 
C 
10 0 Cf:..LL FINJO (lS NN ) 
GOT O 1 0 
C 
C DEMANDE D PAGE EMS PAR LE TRA AIL 




20 Rl0R=3 COC+TS N(TS~ , 8) 
TS N( rs ~· , 13)-PR!OR 
TS NCTS , , 14)::3 
TSNCTS ~~ . 15):V N 
TSNCTS NN , 16l=SER 
T MRCT(TS NN):TI M~ 
DUR E=T IM TS NN ) 
CALL ST T(TABST3 , NB LA , DUREE , RES A ) 
lF(E 0P (SER) . E , 0) FLAG(SERV)-1 
GOTO( 1 , 220) , SE V 
210 CALL I N RT(FIL ED1 , NBF1E1 , PRIOP , SNN ) 
CALL ST ATCTABST1 , N CLA1 , DUR , R S 1) 
GOT 25" 
220 CALL lN S RT(FIL , N FIE2 , PR R, TS N ) 
CAlL STtT(TA BST2 , BC A2 , DURE , R ST 2) 







D SACT l VATlO N ET R ACTIVATIO N D 
CPLL o~s CT(TS N~ ) 
CALL R ACT(TS NN ) 
GOTO 1(1 !' 
C D MANDE D' E TRE E-SORTI 
C 
40 0 CA D 8 O(TS NN , IS QUE) 






C G STION DES D tt-A ' D S 
C 
C 
RV , RE-SULT) 
COMMO /SERVIUS 2 , 2) , EDP(2) ,FL AG 2) , P NW(2) 
INTEGER *2 OP ,F AG , PPNW ,S ERV ,R SULT,PARAM,TSNN 






R CttCRCHE D LA MANO 
ALL N XS RCSERV ,lS ) 
I F C T N ~' , N 1 ) G O T O 1 0 0 
SUIVA Tt S PLUS DE EMAND S , TS N=O 
C TRAlT E~EN T D S DEMAND S INTERN S, OSTPAG cT SHO l WRIT 
C 
CALL SERINT(SERV , ARAM) 




AS DE D MJ\ND S TERN S SERV UR L 8 RE 
C 
S R($ERV , 1)=C 
US RCS RV , 2)-999999999 
1; PC ERV):0 
GOTO 7C 
C AP A ROUTINE D T AITEME T D'U N DEMANDE 
C RESULTATS PARAM-1 TRAITEMENT CO M~NCE 
C =2 RR~UR GRAVE 
C 3 DEMAND N ATTE !TE CHERC R AU TR DEMANDE 
C ~ OEMAND R J ETEE DESA V R L TR VAILC 
C 








GOT0(7 , 8OOO ,2 OOC,3OOO J,P ARA~ 
DESACTIVATIO N ET R CA TI ATIO 




GOTO 9C 0 
RE;SULT=2 





SUBROUTI R CCAO PPN , TSNN , R PO 1S ,S RV , VPN,NBFIPR> 
C RECH RC E D' UN CAu RESULTAT DANS REPONS 











5 o e,O 
5 3 co 
5 4 Ç( 
5 6 ( C 
C 
INTEG R *2 NQ ,TS NN , R PON S,S RV , V , PN , N IPR ,S W ,s w3 , PTOO , PTFQ 
COMMON /B/TSN(20 , 1r) 
COMMON /CAR /PPA 1tC , 8) ,T ~J T 1 0 ),NOt~J, TDO(~J,PTFOC~J 
COM~O. /A/VPNTMCC C, ,CCi),VPNTDRC20 , 100) 
lNT GER •2 îSN , AT , V NTMC , VP~T , S~4 , VPN1 
lNTEG R D 
sw2=1 
SI NOMBR CADRES LLOUES < ~OM R~ 0 
ALLER A EXTEN SlON(S~3=0) SINON R ~ 
CADRES LLOUABL.E 
AC R Sw3=1> 
IF( TSN(TSNN , 5) . GT. TSN( SN , ) )GOTO 100 
SW3: 
GOTO 20 0 
SW3: 0 
XT~NSION REC ERC 
IBR S 
D' UN CADR 
FC Q 1) • , 0 )GOTO 53CC 
EPO~S ::: 1 
GOTO 4C O 
IF ~CCSERV + 1) , a, 0 }GOTO S ( 
RCPO NS::: i +s RV 
CALL Q T RE ONS , SNN, N) 
AN S N 
F(S\,13 . ea . 1) TS TSNN,5) = S TSN , 5)+1 
GOTO 3850 
lF 0(4 S1:RV) , Ea . 0) GOTO 6('C0 
PO S ::: 5 
F-PN=PTDQ(4•S RV) 
GOTO b 90 
S FILcS E C DR E 
C éLH C DEL ' XTENS ON SI PR M FR ASSAGl R M ACER SIN 
C ALGOR T E O' URG NL 
C 
60 IFC SW2 ,t.O. 0 )GOTO 6200 









GOTO 2 0 
CAS O' URGENCl S 
ALORS HLE:V RUN 
SI NON OE-SACTIVER 
FC NBFI R . GT , 1 
DT=O 
SW4=1 
C LL GBCRC1SNN ,S 
UN SEUL TRAVfJL tN TA 
S PAGF AU HAS RD 
RAVA L lî REFUS R D MAN 
G010 5 0 
4,DT,SERV) 
· occu~tR LE PROCESSEUR 
C E~PL- M NT D' U ADR~ PAR CfLU W LA GBCR AD SIGNEC 
C SI PRlORITY WR ÎL,R~ ONS=5 
C S NON R PONS:1 ,2 LT CADRE A ON CONîcNU MS A JOUR 
C 
FCTS (TSN N, 4) • • 0) GOTO 6 
GOTO 2C 0 
6500 OtS - 8 
T S N C T S N ~' , ; ) :; S N C S N N , S ) + 3 
GOTO 899 0 
2000 lFCTSN{T SNN , 4) • GOTO 4000 
PN :: T f\(TSNf\/ , 4) 
AT(P N , 4)-1 
TSNCTSN , 4):: 
TIMI NT PPN) - 0 
IFC PPftT PPN , 5) • Q , 0 )GOTO 3800 
AT( , 5) :: C' 
IF F AT(PPN , 2) , • SE.RV )G T 5f0Q 
RE O ~' : 5 
GOTO 899 
7 o Rt. o~s = 2 
GOTO 3f5C 
38CC EPO S = 1 
C 
C CADRL OCCUPE PAR A NOUV LLE PA 
C 
38) VPN1: PAT(PPN , 1) 
FCVPN1 , Nt . C) TMC(l S ' , VP , ):0 
V NTrCCTSNN , VPN)= P 
PPAT(PPN , 1) = PN 
PPAT(PPN , 2) = SER 
GOTO 8990 
C 
C S I 1:: C • E C DU R E M P LA C M E T A L L R A 1. X 1 N S I ON S I P 1:: r1 ER PA S S AG E 
C SINO N REFUS DE D MANO (R P S=E> 
C 
400 IHS t..2 • C, C) GOT 6 00 
SW2 = C 
GOTO 5 O 
8990 R TUR 
ND 
SUBROUTINE G CR(lSN ,S W4 , DT , S RV) 
C 
C 
C ROUTl 'l D MISE JOUR DE L"E T S CAOR S 
C I LEVt CADRES UX v PLUS DE 20 StC 
C M TS A JOUR L UR o • INUTIL SATION 
C SI INUTILISE E UI MOI S D 3 rc CONO SNE AIT RIEN 
C INDIQUE POUR L R ~~LACCMENT CT N TSNN,4J) E CADRE L PLUS 










COMMON /A/VPNTMC 20 , 10C) , VP TDR( 0 , 100) 
CO MMON /e/TSNC20 , 1l) 
COMMON /CADRé/ PAT 1QC , 8J ,T lMI T 1 O),NQ ,J,PTOQC,J,PTFQC5J 
co~~ON /SERV/USER 2 , ) , E PC2) , FLAG ),P W(2) 
C0M1 0 /C0MP1/C0, 40) 
NTEGER •? TSN1'i , R T, TRET , PPN , F , ARR 
lNT GR 2 VPNTMC , PNTOR ,T SN ,S W4 , T Q, PTF , PPAT , N~X PN 
NTEG R •2 NO , FLA , PPNW , EDP 
INT GER Dî,CO~ , TIM NT , TMAX ,T ~ , US R 
ET= 0 
TRE:T:C 
IF TS N(T SN N, 3) • l:.O . O)GOTO (' 0 
lMIN=24C'C0 
TMAX:::960 O 
S' 4=1 ON PRl:NDS A DERNIERE PA 
U TRAVAIL 
JFCSW4 , Q 1 1)TMI1 =O 
PN=TSN(TSNN , 2) 
FIN=TSN(TSN1'i , 1) 
N X P P ~• - P AT ( PP N , 6 
HPP T(P N, 4) • • 1) GOTO 4CO 
Tl~INTCPPN):TIMI · ftPPN)+DT 
IFCTI MlN T(~ N) . LT . TMIN > GOTO 
IFCT ~l~TCPP1'i ) . GT, 1MAXJ GOTO 
IF THINT(PP) •• TR T) GOTO 
ET=1-PN 
TR ET=THINT(F'F ) 
GOTO 6 0 
VOL D' UNE PAGE TRO EILLE 
lNUT l S SS ELA CHA NE DES CADRES 
f: 0 0 
C O 
6 occ 
30cc TSNCTSN , 5) : TS TSN , 5} - 1 
COMP(17)=CO (17)+1 
QARR-1 
IFCPPAT P , 5) • • 0) GOTO 3 on 
IF( D (SERV) . EQ . ) FLAGCS RV>-1 
QARR:~PAT( N, 2)+1 







AGE UTILI SEE DEPU S LE DERNl R 
TH1INT(f-PN):0 
P AT(PPN , i!):: 
lF NEXPPN , EQ . ) GOTO 8000 
PPN= EX~PN 
GOTO 1CC0 





INDICATION D LA PAG 
TSNCTSNN , ) = RET 
RETURN 
ND 
LA PLU VI L 
SUB OU1INE PREPTA TAB , NB ) 
C 
C 
C RE ARtTlO DES TABLES E TR ~ FO MATION D" UN NOMBRE f;LEATOIRE 
C O DIS'TRIBUTlON N FOR ,1 N UN · 0 RE SUI ANR U è lSTRIBUT ON FIXEE 
C C 
C 
DIM NSlON T~BC20 , 4) 
INT GER *2 Né.I 
REAL X1 , TAB 
DO 10 1::2 . ~e 
1 =TA b 1 , 1 ) -T P B , 1) 
TABC!,3}-('TABCI-1 , }-TASC , 2))/X1 
TAB( , 4):(TAB C ,2)*TA 8 ,, )- U - 1 , 2)*TAB( ,,n,x, 
10 CONTINU 
















sua our , F NJO TS N) 
f-lf'.. t, TRVAIL 
RETOUR D S CAR S LA FIL DE ~R S L BR S 
M SE ZERO D S OONhEES LIEE AU 1 VAIL 
OMMO /A/VPrT C 20 , 10 ) , VP T C 0 , 100) 
CO MON /8/TS (20 , 1() 
COM~ON ICADRt/ PT 100 , 8) , TI~ NT 100) , NQ C,) , PTOQ(;) , pTFQ C;} 
COMMON /S OT/NSLT ) , NSLVC2) 
COMMO , /S RV/USER , 2> , DPC2) , FL G ) , PPNW 2) 
TEG R •2 FIR N, LAS PN , NO , PTOQ , TF , NSLT , SLV 
NT GER •2 VP T~C , V t OR , TSN , PPAT , TSNN , I , SL(2) , BOPA 
INTEGER r ,INT , US R 
INT GER •2 SE V, , LAG , PPNW 
NSLC 1):(• 
NSL 2>= 
NBOPAG=TSN TSN~, 9) 
FIRP =lSN(TSNN , 2) 
ASP1-N:::TSN TSN, , 1) 
IF FIRPP~ . EQ , 0) GOTO 9 
Hf'..Q() , o, 0) GOTO 5 
PAT( TF0(1) , l)=FI PN 
PPAT( ASPP~ , 6)=0 
PPAT(FIRPP , 7>= 1 Q 1) 
NQ(1):NQ(1)+TSNCTSN , 3) 
DO 7 I:1 , 5 
P AT(F R~PN , I):C, 
CONT J 'U 
PF-AT FI PPN , 3)-1 
PAT(FI PPN , 8)= 
ASPP =PPAT(FIRP N, 6) 
FCLASPPN , EO , 0) GOTO 9 
FIRP N= AS PN 
GOTO 
DO 1( =1 , 15 
T SN ( T SN r, , ! ) = 0 
CONT ~• U 
DO 2(1 =1 , f\J80 AG 
CVP TDR(TSN~ , I) , 1) NSL(1 = SL 1)+1 
VPNT CC SNN , I):0 
V NT RCTS , I)=O 
CONTI UE 
~IS~ I JOU DU NOMBRE E CADR 5 
NSLC2)= NBOPAG - NS 1) 
00 1 C S RV=1,2 
lF NSLCS V) , ta , 0) GOTO 10 
NSL S 'V)=NSLVCSt V)+NSLCSERV) 











SU ROUTINE SAVc(bl ON) 
SAUV l.CGE D S 
cS R SULTATS 
LA SHULATION 
N F- ~, D f 
TRE UT L 
AR DATA? 
LATIO SUR UN F CHI Rt DSET25 J 
OMM BUT t: 
COM MOr /STAT1/TA ST1( 0 , 2) , NBCLA1 , R STA1C.S) 
COMro ~ /STAT~/TA8Sl2( c, ) , NBCL 2 , RESlA2 3) 
CO M Ot-. ISTAT3/TABS T3( 0 , 2) , NBCLA , RtS A3 3 
CO MMON /STAT4/TABST4(2ü , 2) , N LA4 , R STA4C5) 
CO MMO~ /STA 5/TABSTS ~C , 2', BC ; , ESTA .3) 
CO M Ot /STAT6/TA S16 0 , 2} , BCLA , Rl;STA6 S) 
CO MMO , /STATUTA r 20 , 2) , B L 7, R STA7C.3J 
C O M O / S T AT 8 / T S T El 2 0 , 2 } , 'J C L b , 1: S T A 8 3 ) 
COM~O ~ ISTAT9/TA&Sl9(20 , 2J , NBCLAY , R STA9 5) 
CO MM O IA/VPNT"'4C 0 , 10 ) , VPNTOR( 0 , 100) 
CO MM O~ /8/TSN ( 2C , 1~) 
CO MON /CAORt/FPAT(1CO , ) , TI ~I T 1GO) , NQ C,),PT OQ C;J,p F c;J 
CO M~O~ /G/TABD1 20 , 4),TABD2C?~ , 4) , TABD3 20 , 4) , TA6D4(2 , 4) , TABD ,c 
920 , 4) , TABD6(,r , 4 
CO MOt-. /t;/t8 , NB2.t'-l , NB4 , B , ~ 
CO~ 0~ /JI ISEED1 , ISE 02,ISE D , 4 , 1S 05 , ISEt 6 , I E Df , ISEED~ 
CO M O , L/TIMLOC 20) , TIMOCC(? ) , ~1r.,rsc20,,T MIO t!. ) , T ~DPC 2 0} 
COMMO N /USERIO/US R 0( , 2} , FIL O 2C , 2) , 0C 0(2) , NBf I0(2J 
OM~O N /SERV1USER , 2) , EDP C2},FL G ) , P W 2) 
COMMO /TEMPS/TIM , lIMR TC20 
COM MON/P ROC/FILEP 20 , 2) , NBFIPR 
COM~O N /FILEDP/F lD1 20 , 2) , F L ~ 0, 2) , N~F E1 , NBF E? 
CO~MO N /SLOT/NSLl 2) , NSLV(2 ) 
COM~O N /ACT/ ~AC T,~ 0dTA 
l~TfCER TA8ST1 , TA ST2 , A8ST3 ,T 4 , TABST, ,T AB ST , TAS T7 
lNT GER NBC LA1 , N6CL ~, NBCLA3 , NB LA4 , NBCLA5 , BCLA6 , BCLA7 
R AL R STA1,R STA2 , R STA3 , RESTA4 , R ST A5 , R STA6,R SîA 7 
INTEG R TA 8ST , T E;ST9 , N8 LA8 , e ' 9 
R Al R TA , R ST 9 
'TE GER TI ~LOC , T MOC:. , TI M P,îH"Aî , TIMIO 
! NT GER USER 0,US R, lM , TI MRF 
l Nl GR •2 FLAG , 1- Nw , EDl- , FIL I , F 1 , F L. D2 , Fll PR 
I T GR *2 NBF!~1 , NO F1 2, FI 0 , 0 10 , NB ~ R,NSLT , NSLV, JOBTA 
AL 1A eD1 , TABD2 , TPB03 , TA8D4 , TAA 5 , TA8D6 
l NT GER •2 B1 , N6 2 , NB3 , NB4 , , 
NTEG R 1SEED1 , ISE D2 ,ISE ED3 , ISE 4 , IS 5 , S ED6 , s eED7 , ISE D8 
I NT GR •2 TS N, P Al , l ,J, 81D0 , 0 
INT GR •2 VPNTMC , VFNTOR , PTDQ , TF , ACT 
NT G TI ~l T 
O 1C l=1 , 20 
WRIT[(2 , 200)(TSN , J) , J:1 , 17) 
10 ONT NUf-
W ! T f ( 2 , 2 C O) C T t·, LO C I ) , l = 1 , > 
WRITEC2 , 2 , Q)CT MLOC(l),I=11 , ? 
R T (2 , 2 O}(Tir"l TSC ) , I=1 , ?('} 
WRI T (2 , 25C) TI MO C:.CC ) , 1=1 , 2) 
WRIT c2; , 2orc) T IO 
~JR lT (25,2 CCC )(T ~ 0( ),I=1,? > 
WRIT (25 , 2 CC)(l t-"ü (I) , =1 , 1) 
WRITE(2 , 2(CC)(T M ) , I::1 , 2) 
DO 4 -:::1 , 20 
WRIT (2 , 90C)CV NTMC(l , J J, J= , ?5) 
W R I 1 ( 2 5 , 9 C 0 ) ( V P T t,, C ( I , > , J = ? t-, , v J 
W ITFC25 , 90C)(VfN11,C l , J >, J= , 75) 
WRIT C25 , 90C) CVP TMC ( , J> , J=76 , 1tv) 
40 CONT 1U 
0 S I=1 , 2C 
RIT (25 , 80 )( PN R , >, J: , ~) 
WRITt 2 , ~OC)(VP 1 R( , J) , J: , 00 
0 CO, I UE 
DO 2 1=1 , 1CC 
WRlT (25 , 1C C)( T l , J) , J:1 , P) 
2 CO TINUE 
DO 5 I=1 , 1 
WRITt(25 , 20 C)(T ~T C - 1)* +J) , J:1 , 10) 
25 CON1 ~Gf 
WRlTE(25 , 13CQ)(N 
WRlT (2 , 20C"Q)(Pl Q I) , .1.-1 , ),C PTFC. 1) , =1 , 5) 
W ITH25 , 170Q)((US R O I , J),I:1 , ) , J:1 , 2) , T M 
WRITt ?5 , 13 O)((US R I , J> , J- , 2) , =1 , 2) , ~LAG(I) , 1=1 , 2) 
WRIT C25 , 140()((FI flO( , J ), J:1 , ) , =1 , 20 ), PNW l) , J:1 , 2 ) 
WRIT (2 , 13 Q) OCC O I) , =1 , 2) , ( 8Fl O(I J, 1=1 , 2) ,C Op ( ) , I =1 ,2J 
WRITt(25 , 150(')(( lPR(I , J) , J:1 , , , =1 , 20 ), BF k 
WR1TEC25 , 150(')(( L D1( , JJ , J- , >, =1 , 2QJ , NBFI 1 
WR TE(2 , 15 Q)((I-J.L D2( , J> , J=1 , 2J , l=1 , 20J , NBFIE2 
WRIT <25 , 17 Q)C SLT ) , I= , 2) , C I V I) , I=1 , 2) , NJOBTA 
RIT (2 , 1300) NB1 , NB2 , NB3 , 84 , B5 , r..s6 
DO 6C 1=1 , N81 
WRIT C2 , 120C)(T 1(1 , JJ , J= , 4) 
60 CONr PUE 
DO 7(; l=1 , N82 
WRITE 25 , 120<,)CT 2( , J) , J: , 0 
70 CONTHUË 
DO 8C .:1 , NB3 
WR TE(2 , 12 C)(T b , JJ , J=1 , 4 
80 CONT H.U 
00 9C 1=1 , ~Ja4 
WRlT~(25 , 120C)CT C4 , JJ , J:1 , 4) 
90 ONT! uf 
DO 10C 1=1.N85 
WRI1 (2 , 120 )(TAB 5( , J> , J=1 , l) 
1 0 CO TIi U 
DO 11 I: ,111B6 
W ITE(2 , 12 O)(TAB 6(I , J> , -1 , 4) 
11 0 C O 1 I ~I LI 
wRl T (25 , 1 5C')IS 1 , IS ED2 , I f 3 , 1S 04 , IS eos , S E06 , ISfED7 , 
91S 1:0 
WRITE(25 , 2 Q)(T BST1(l , J , :1 , 
WRlîE(25 , 2COC)(T ST1( , 1J , I:1 , 0) 
WRIT (25 , ? (')(TABST2( , 1) , :1 , 0 
Wk TE(2 , 20 (')CT BST (1 , >, I-11 , 0) 
WRIT C25 , 200C)CTA&ST3CI , 1> , I=1 , O> 
WRIT((25 , 200 )(T esr (1 , 1) , =11 , 20) 
WRITE(2 , 2 OQ)(T 6ST4 I , 1) , I:1 , 10) 
WRIT (25 , 20 Q)(TA 5T4C , 1J , I:11 , 2C 
WRIT (? , zoro)CTA STS , 1) , ::1 , C) 
WRIT (2 , 2Cf1C)(TABST5 , 1) , I:1 , 20) 
WRIT (2 , 2C )CT~ S16( , 1) , 1=1 , O) 
WRIT!:(2., , 2 O)CTA S16 ,1 J , I:::1 , 0) 
WRIT (25 , 2 0C)CTA6ST7(I , 1) , l:1 , ) 
RIT (2: , 20 C)(TA ST ( , 1) , I 1 , 0) 
WR1TE(2 ,2C Q)CTA STb(I , 1) , -1 , 10J 
WR!TE(25 , 2u00)(TABST8(I , 1J , I:11 , 20 
RIT E ( 2 5 , 2 C O C') ( T AB ST 9 (1 , 1 ) , I = 1 • 1 0 
WRlTE(25 , 2000)(TA8Sl9(I , 1) , I:11 , 20 
WRITE(25 , 1700)N6CLA1 , NBCLA2 , NBCLA3 , NSCLA4 , N8CLA5 
WRITEC25 , 2200)NBCLA6,~BCLA7 , NBCLA~ , NBCLA9 
W R lT E ( 2 5 • 2 O O O ) ( T I ~IR é T Cl ) , I = 1 • 1 O > 







1200 FORMATC4F15 . S 
1300 FORMAT(lI10) 
1400 FORM.AT<i+2!3) 





SUBROUTl NE MQ T T NN , Q P , PP ) 
C 
C NLéV E U CADRE ~N DANS U D SC Al~ S CARS 
C LAC Lf CADR A LA FIN D LAC N S CADRES DU RAVAIL 
C 
C 
NT GER •2 TSN N, D , PN , PRE , SU 
0 0 /8/TSNC20 , 1t) 
0 MO~ ICADR /P ATC10C , } , TI T 1 C) , NQ !>) , PTDQ t !:lJ , PTFQC!> J 
COMf-AOt,.; /C0~1PT/CO P 40) 
lNTEG R •2 TSN , P 1 , PTOQ , PTFQ , 
NT G P TI 1lNT.tOr,, 
~Q( CEP)-NQ(ODéP) - 1 
PR c-prAT(PP~ , 7) 
SUIV= P.ATCPP , 6) 
IFC PREC . EQ . SU v )GOTO 5 
IF( PRE .~Q , )GOlO Oo 
lFC SUIV • Q . C GOTO 500 
PPAT( R C, 6) = SUIV 
PPAT(SU V, 7) : PR C 
GOTO C'C 
Suc PTFQ(QDF >=PR C 
PAT( REC , 6) = 0 
GOTO t C 
6 0 PTOQ(QD P)=SUIV 




700 F( TS (TSNN , 2) • • 0 )G TO 7 
R"C - TSNCTS N, , 
PAT(PR C, 6):p N 
GOTO 79 
5( TSNCTSN , 2) PN 
REC = C 
(9C IPAT(P t- , f-)=G 
P AT( ç , 4):1 
PPAT(PPN , 7)-PR C 
TSN TS ~ , 1)=PPN 
PPATC PN , 3)::9 
PAT( PN , €):TSN 




SUBROUTlNE HQETC D , TSNN , PPN) 
C 
C 







LE LACEE FIN ~ HAINE DE CAO S D' UN TRAVAIL 
COM"'1Or B/TSN(20 , 17) 
COMr.'O~ /CAO /PPAT 1cc , ) , T JI T 
CO~MO~ /AiV NTMC(c: , 10C) , VPNTDRC 
V ) , N l)) , PTDQl;) , PT oc;) 
C, 1 00) 
C01"MOJ /COMPT/COMP 40) 
INTEGER *2 QD P , T NN , , 
INT GR •2 TSN, T , PT 
, PPN , SUIV,PR C 
Q, PTFQ 
NTEGER *2 VPNT C, VP T 
NT GER TI INT , C MP 
PN= D (QDEP) 
R 
FC ~Q(Q éP) • Q , 1 )GOTO 50 
SU V:P t,T(PPN , 6) 
PTOQ( ) - SUI 
P AT SU!V , 7) = 0 
GOTO 2 C'0 
PTDO( D P) = 0 
PTFQ(QD P) - C 
N D ) = N C D - 1 
IF( TSN(TSN , 2) 1 1.Q , 0 ) OTO 2 
C = TSNCTSNN , 1) 
AT( REC , 6)-J:.PN 
GO ro 3 C 
TSN(TSNN , 2): PN 
PR C: 
PAT(P N, 6)-
PATC ~ , 4)-1 
AT( P , 5)=0 
PPAT( P , ):=PR EC 
TSN(TS~ ' ,1):P N 
PPATU , 3) 9 
PAT( PN , )=TS N 
TSN(TS 1 ~ , 3):T 1 (TSN~ , 3)+1 










SUBROUT NE D SACT N~) 
DESACT VATION D' UN TRAVAIL 
TOUS L S CAOR S ALLOU S SOT R 
OMMO ~ /s/1SN(20 , 1 
A~S ~A F LE DES CORES C1,2,0U j} 
COMMO / ADR /PPAT(1Q0 , 8J , T MIN T 100) , NQ lS), TDQl ~) , PTFQ C5l 
COMMON /COMPT/CO 40) 
OMMO ~ /SERV/USE 2 ,2 ) , EDP(2) , FLAG ) , PPN 2) 
INTEGER •2 NQ ,TSNN,P N, NEXPPN , Q RR 
lNTEGER *2 TSN , PPAT , PTDQ,PTFQ 
lNTEGcR •2 FLAG , P NW , EDP 
IN GER TI MINT , COMP , USER 
COM 16)=COMP(16)+1 
IF(TSNCTSNN , 3) • Q . O) GOTO 350 
PPN: TSN(TSNN , 2) 
10 N XPPN=PPA PPN , 6) 
ARR:1 
IFC AT(P N, 5) • a . O) GOTO 31 
lHi.:or es RV) . EQ . 0) LAG(S RV)=1 
OARR-t T PPN ,2) 1 
1 0 CALL TFQCTSNN,QARR,PPN) 
F(N 'PPN . EQ . O) GOTO 50 
PN= NEXP N 
GOTO 1C' 
350 Rf.TUR N 
ND 
SUBROUTlN hQEQ( 0 , QARR , PFNJ 
C 
C ENLEVE REMI R CPDR DE LA CHAI 
C LE PLAC~ A LA FI D' UNE AUTPE CHAIN 
C 
C 
lNTEG R *2 QDEP , A , NQ , PPN , SUIV , R C 
COMMON /B/TSNC20 , 17) 
COMMON / ADR /PPAT 1C0 , 8J , TIM T 100) , NQ 5) , PTDQ 5) , PTFQ C~J 
lNTECtP *2 TSN , P AT , PTDQ , PTFQ 
lNT GR TI~INT 
P N= TDQ QD P) 
IF NC(QD ) • Q. 1) GOTO 5 0 
SUIV-F-PPT(PPN , 6) 
TDQC o·p):SUIV 
PATCSUIV , 7) = 
GOTO 2f' C 
500 TDQ(QD[P)=O 
TFQ(QD P)=O 
00 N OcE ):NQ(QD P)-1 
IFCPTOC(QARR) . r • 0) GOTO 2 
f-RE =PTFQ(QARR) 




8CO PPAT(PPN , 6)::C 
P AT(PP~ , 7)=PR C 
TFQ(QPRR)=PPN 
PPAT(Pr , 3):QARR 
PAT(PPf\ , 5)=0 
NQ OrRR)-NQ(QARR) +1 







SUBROUTI E MOEQ( D , OARR , PPN 
ENLEv UN CAR DONN ( P ) DE LA A N E CADRE QD~p POUR L PLAC R 
êN Flr E ChAINE ARR 
INTEGER * QDEP , OA , NQ , PPN . PR~C , SUIV 
COMMO~ ICADRE/PPATC1Q , 8) , TI~ T 100) , NQ(~) , PTOQ C, ), PTFQ l5 ) 
INTEGER *2 PPAT , D , TFQ 
lt-JTEGER TIMlNT 
REC= PAT(PPN , 7) 
SUIV:PPAT(PPN , 6) 
IF R~C , éQ SUI ) GOTO 0 
IF( PREC . E , )GOTO 700 
IFC SUIV , EQ , 0 )GOTO 600 
PPATC RFC , 6) = SUlV 
PPATCSUIV , 7) - C 
GOTO 11 
600 PTFQ(QDfP) : PR 
F-AT(PREC , t) = 0 
GOTO 1"00 
700 TDQ(QD P) : SUIV 
AT(SU!V , ï') = 0 
GOTO 1 rc 
800 TOQ(QD ) = 0 
PTFQ(QDEP) = 0 
11 C NQ( DCP) : NQ 0D - 1 
lFC NQ(QARR) • a . 0 )GOTO 12 0 
R C = TFQ(QARRJ 
PAT(PREC , ):PPN 
FPATCP ~ , 7>=PREC 
TFQ( PRR):P t1. 
GOTO 15 0 
12(0 TFQ(QPRR)=PPN 
PTDQ(QARR):: PN 
P P A T ( F F ~I , 7 ) = 0 
1500 PAT( PN , 3)= ARR 
PPAT(P N, 5):C 
PPATCPPN , 6)-C 
NQCQ~RR) NQ(QA R) + 1 
RETUR N 
E. ND 
SUBROUTINE DATA1 ~JOSTA) 
C 
C 
C ROUTI Nt D' NTROOUCT ON ES DON S OUR LA PR~MI RES MULATION 







COMl'AON /STAT1/TABST1(20 , 2) , NB LA1 , cSTA1C5) 
COMMO /STAT2/TA6S1 (20 , 2> , NBCLA , R STA2C5) 
COMMO /STAT3/TA8Sl (20 , 2J , NBCLA3 , R STA3(3) 
COMMO /STAT4/TABST4( C, 2J , N LA4 , R STA4 5) 
OM ON /STAT /TA ST5(2 ,2J , NB L , , R STA~\5) 
COMMO ' ISTAT6/T.A.&ST6(20 , 2J , NB L.A6 , R STA6 5) 
OMMON /STAT7/TA ST7 20 , ?J , NBCLA7 , R STA7C3) 
COMMO\ /STAT /TA ST8(?C , ZJ , BCLAb , RESTA8(3J 
COMMON /STAT9/TA ST9(20,2) , B LA9 , R~STA9 5) 
COM~O ' /A/V NTMC 0 , 100) , VPNT RC20 , 100) 
COMMO N /B/TSNC20 , 17) 
COMMON / ADR /PPAT(100 , 8J , TI I T 1 O) , NQ(5) , TDQ C, ), PT QC, > 
COMMOr /ACT/NACT , ~JOBTA 
COMMO ' /G/TABD1<20 , 4) , TABD2(2 , 4) , A8D3(20 , 4) , TA D4 l 2 , 4 ), TA8D C 
920 , 4),T.A D (2 ,4) 
COM~ON / /NB , N8ê , NB3 , N84 , NB5 , 6 
COM~O /J/ IS ED1 , S 02 , ISEED3 , S D4 , S 05 , IS 06 , I~EED? , I S Db 
COMMON /L/TlMLOC ~ -) , TIM0CC(20> , TIMMTS{20) , T MIOl 0) , TJMDP C20 J 
OM~ON /SL0T/NSLT(2) , NSLVC2) 
lNTEGEP TIMLOC , T MOCC , TI~DP , T ~M S, IMIO 
REAL 1.ABD1 , TABD2 , ABD3 , TABD4 , T 8 S, 1ABD6 
tT GER TABST1 , TABST , TABST3 ,T A ST4 , TABST5 , TABST6 , TAB T7 
1NT GR ~BCLA1 , NbCLA2 , NBCLA3 , N L 4 , NBCLA5 , NBCLA6 , NBCLA7 
R AL R STA1 , R ST t , RESTA3 , RESTAL , ST 5 , R STA6 , RtSlA7 
lNT GER TA ST8 , TABST9 , N8CLA , NB LA9 
EAL R TA8 , RCSTA9 
INTEGEP *2 NB1 , NB2 , N83 , NB4 , NB , 
~TEGr.R SEE01 , IS D2 , 1SEED3 , I 4 , SE D5 , SEED6 , 1SE 07 , ISEED8 
I~ EG R TIMINT,B RlNF , ON LA 
INT GER *2LI~IT , TT , SLT , NSLV 
INTEG •2 VPNTMC , NTOR , DRN , DR , ~ , J 
INTE:G R *2 TSN , I , NBOPAG , PPN , VPN , TSNN 
INTEGF.R •2 PREC , SU!V , PTOO , PTFQ , P AT , NQ , NJOBTA , NACT 
LECTURE DU NO~BR TRAVAUX CNJ TA) T 
AM~ IR C NTRAL N (1)) 
READ 5 ,20) NJ08 A, N {1> 
DRN: 
NDR:::2 
LA TAILLE N PAGE DE 
C REMPLISSAGE O LA CHAIN DES CAOR S NUMERO 1 AV C r ou s L S CADRE S 
C 
PRéC: C 
SUIV ::: 2 
L MIT=N en - , 
DO 5 PPN:::1,LIMl 
PPAT( N, 3>=1 
PPATCPP~ , 6) = SUIV 
PAT( PN , 7) ::: PR C 
SUIV=SUIV+1 
PR C = PP~ 







PPAT(NQ(1) , 6)-0 
PPAT NO 1> , 7)=LIMlT 
PAT N (1),3)-1 
PTOQ(1) = i 
PTFQ(1)::NQ 1) 
NSLT(1):5 
NS LT(2) =500 
NACT - 999 
0 1 0 TSNN-1,NJO TA 
L CTURE DES DON 
r BOPAG N 
TEMPS DE 
S CONC R ANT L S TRAVAU 
,BR DE PAGES DY RAVAIL 
E DU TR VAIL EX RIME N TIM -SL IC 
READ(St',2 0) NBO AG , RTT 
TS N(TSN , S) ~ NAC T 
TSN(TSN~ , 9) = NBO AG 
TSN T r-.~ , S)-8 
TSNCTS , 6):RTT 
TSNCTSNfll , 7).::5 
NACT = NACT - 1 
C REMPLIS AGE ALTE N DE LA MEMOIR AU LIAlR 
C 
DO 1o ~=1 ,N OP G 




IFCORN • Q 1 1) NSLT 1).::NSLTC )-
IFC RN • 0, 2) NSLT 2)- SLTC2)-
10 CONT p 1u f 
C 
C LECTURE D s DONNc s LE s AUX D STRiaUTIONS 
C LA COLONE 1 OMPR NO LE PO JTS R PRES DE LA lSTRIBUTION UN IFOR M 
C LA COLONE D UX C X DE LA DISTR BUTION CHOISIE 
C 
AD( r ,2s ) NB1 , NB2 , NB3 , N84 , NB5,N86 
DO 70 I=1 , NB1 
READC5C,30 )CTABD1 , J) , J=1 , 2) 
7 CONTINU 
CAL P EPTA(TABD1 ,N81) 
DO 8(' 1=1 , NB2 
REA (5 , 3 O)(TAB 2 , J) , J=1 , 2) 
80 CONT HUE 
CALL rREPTA TABD2,N8 ) 
DO 9 I=1,NB3 
READ(Sr.3 > TAB 3( , J) , J=1 , > 
90 CONTHùE 
CAL R PTA(TABD ,NB3) 
DO 92 =1 , NB4 
R AD(5C',300)(TAB 4 , J) , J=:1 , 2) 
92 co~ rau 
CALL PREPTA(TABD4 , NB4) 
00 9S I 1 , N85 
R ADCS · , 3CC) CTABD ,J), J:1 , 2) 
95 CONTINUE 
CALL PRlPTA(TABDS , NBS) 
DO 9? :1 , NB& 
REAOC5C , 3 O)CTA8ü6C l,J),J=1,2) 
97 GONTINUE 










C INITitllSATION Dé5 DEMANDES ENTREL-SORTIE 
C 
DO 11C TSNN=1 , NJO&TA 
RESULT=RA NDOMCISLEC7) 




C LECTURE DéS DONNllS CONCERNANT LeS STATISTIQUES 
C ~BCLA NOMBRE DE CLASSES DANS L~ TABLEAU STATIS TJQUE 
C {NON COMPRIS LA CLASSE AU 0ESSUS DE LA DERNIERER Ll~f l E 
C LA PREMIER~ LIMITE DE CLASSL EST TOUJOURS O COM~E BORNE IN FERIEURE) 
C BORUNF BORNE SUPERIEURF ~ELA PR~MiéRé CLASSF 
C LO~CLA LONGUEUR DE LA CLASSt 
C 
RE AD(SC , 2000) ~scLA1 , BORINF , LONCL 
C P. L 1. P R E T S T ( T A B S T 1 , ,~ B C L A 1 , BO R I N F , L. 0 N C L A 
RtAD(50 , 200")NBCLA2 , 80RINF , LONCL 
CALL PRFTST(TABS12 , NBCLA2 , BORINF , L0NCLA) 
R~AD(S0 , 20CO)NBCLA3 , BORINF , LONCL 
CALL PP FTST(TABS13 , NBCLA3 , BORI~F , L0NCLA) 
READ(5C , 2000)N8CLA4 , BORINF , LONCL 
CALL ~PETST(TABST4 , NBCLA4 , 80RINr , LONCLA) 
RtAD(5C , 2C00)NBCLA5 , SORINF , LO~CL 
CAlL PRC TS T(TABS15 , NBCLA5 , BORINF , LONCLA) 
READ(Sr , 2ooc)NBCL~6 , BORINF , LONCL 
CALL PRtTST(TA8ST6 , NBCLA6,80RINF , L0NCLA) 
READ(50 , 20C0)NBCLA7 , BORlNF , LONCL 
LL ~RETST(TABST7 , NBCLAl , 80RINF , L0~CLA 
READ(50 , 2COO)NBCLAb , SORINF , LONCL 
CALL PR CTST(TABST8,NBCLA8 , B0RINF , L0NCLA) 
READ(SC,2000) , f.'" LA9 , 60RINF , LONCLJ:1 
CALL PP. ETST(TAeST9 , N8CLA9 , B0RINF , LüNCLA) 
R ~ TU R ~I 
0 C F ORM .AT ( 2 I t.) 
SC' FORMPT(6!4) 
OC FORMAT(2F14 , 5) 
20CO FORMAT(3110) 
END 
SU0ROUTINE MTEQ(1SNN , TYWR , PPN) 
C 
C 
C ENL VE UN CADR ONNE PPN) DE LA hAIN D S CADR S ' UN TRAVAIL 
C ON LE PLAC EN F ND~ FILE 0D P 
C 
C 
COM~O~ /8/TSN(20 , 1 ) 
COMMO N /CADRE/PPAT 100 , } , TIMTNT(100 ), NQ(5) , PTDQ l 5) , pTFQ C5) 
COM~ON /COMPT/COMP 40) 
NT GER 2 TSN ; îYW , PN , Q, PREC , SUlV 
INT~G ER *2 TS , PAT , TDQ , PTFQ 
INTECtR TI.1INT , COM 
IF( TS 1 ( TSNN , 3) . E , 1 )GOTO 50 0 
lF( ~' , a . TSN TSNN , 2) JGOTO 4000 
FC • a . TSN TSNN,1) JGOTO 000 
PREC - PPAT( PN, ) 
SUIV: AT(P N, 6 
PPAT(PRfC , 6) = SUIV 
PATCSUIV , 7) = P 
GOTO 6COO 
3000 R C - PPAT(PPN , ) 
TSN TSNJ , 1) = PRE.C 
PPATCPREC,6) - 0 
G01 0 6 O 
4000 SUIV = PAT(PP"J , 6 
TSNCTS N 1 , 2) = SUIV 
PPAT(SU V,7) = 0 
GOTO 6r 0 
5000 TSN(TSNN , 1) - 0 
TSNCTSN ,2) = 0 
60LO TIMJ NT(PPN ) : 0 
PAT(PP , 4) = 0 
TSN(TS , 3) = TS TSNN , > - 1 
REC=PTFQ TYWR) 




OC PTDOCTYWR) = PPN 
PTFQ(TYWR) - PPN 
90C0 PPATCPPN,6) = 0 
PPAT(P N,7)=PREC 
PPAT(PPN,3)-TYWR 
NQCTYWR) - NQ(TY R) + 1 
COMPC2 >=COMPC2 >•1 




SUBROUi N SER RO(TSNN , INDIC , DIS U, PN , DRN , TI ME X, lRE'E) 
C ROUTINE GENERANT A SUITE DES R F RENCES AUX PAGbS T GFRANT L S tVèNEMEN 







COMMON /TEMPS/TIMl , TIMRETl20) 
CO MMO~ /COMPT/COM 40) 
COMMON /A/VPNTMC(l0,100) , VPNT RC 0 ,100) 
COMMO IB/TSN(20 , 1 ) 
COMMO~ /CAR /PPAT 1CO , ,TlM! T 100) , NQ(~) , PTD0(5J , pTFOl~ ) 
COMMO /G/TABD1 20,4) , TABDZC2 , 4J , TABD3(20 , 4) , TA 4(2 , 4J , TABD5C 
920,4),TABD (2 ,4) 
COMMON /h/N81,NB2 , NB3 , NB4 , N 5 , N86 
COMtvlC~ / IIS D1 , S ED2 , I EED3 , 7S f:04 , IS ED'.> , ISE 06,ISEl:07 , l S!:EDl:S 
CO MM ON /L/TlMLOC O) , TIMOCCC2 ) , IMMTS(20J , TIMIOC20J , TJ DPC20 J 
REAL TA D1 , TA8D2 , TA 03 , TABD4 , TABD5 , TABD6 
I TG R •2 N81 , NB2 , NB3 , N84 , NBS , 6 
INTEG R ISEED1 , IS ED2 , 1S~ED3 , I ED4 , SE 05 , se D , ISE 07 , ISEED8 
NTE G R •2 NBOPAG , BL SIZ , IND , RN , TSN~ 
I NTE GER •2 TSN , V 1 , PN,QD P, PPAT , T Q, PTF , DISQUé , NQ 
l Nî GR •? V NTO ,V NTMC 
l NT GEP TIMLOC,T MOCC , TI DP , T ~~TS , IMIO,T M NT , TIMEX 
INT GER TIME , TI MR T,FIREVE , COMP 
R AL RL UI..T 
TIM X::: 0 
NB OPA =TSN TSN ,9) 
TOP P PROC ES$ UR SI T ME=PRE E 
DU P F N D' I/0 SUE OU TA 8 UR 
lFCFI REV • Q, TIME GOTO 0 
TIME=TI E+1 
l~LOC(TSNN)-TIMLO TSN NJ-
TI M~ TSC SNN)=TI~~TS TS NN >+1 
lMIO(TSNN)=TlMIO TS NN ) - 1 
TI MEX=T MEX +1 
IFlTI ~LOC (TS NN ),GT , 0) GOT 2 
ENE M NT A VEN IR I JT RRUPTION 
C Fl N DE LOCAL T C 
C R CH RC DES CARA TER STISUES D LA NOUV LL LOCALlT 
C TAILL , t.ENTRE ET UREE 
C 
R SULT=RANDOM(JSt 1) 
CALL STRI(TABD , NB1 , RESULT) 
T M C( TS NN )- R S Lî*o 0 
RESU T:RANDOM(IS D2) 
CALL IS TRI(TABD2 , N82 , ESULT) 
BL1S I2:RF SULT* N&O AG+1 
IF BLISil . GT , 2C) 6 1S12=20 
TSN(TSr · ,12)= 8LI ~ 
RESU T=RA~DOM(IS 03) 
TSN TSN ' , 0) - T E:SULT•:SJ-1 
RESU T=R NDOMCI S E:05) 
TS NCTS ~. ,11):R ESULT*NBOPAG 
20 IF(T ~ O(TSNN) ,GT . O) GOTO 
C 
C DEMAND D' ENTR~ - SORTI E REC ERrH~ U D1S U ET D LA PROCHAINE DEMANDE 
C POUR CE TRA VAI L 
C 
Rr SUL T- ANDOM( S t r) 
CALL l TRI(TABD6 ,NB6 , R SULT) 
TIMIOC SNN)-R SU~T*1600000 
lSOU :RANDOM(I S lD8) *2 +1 
INOIC=5 
GOTO 9CO 
50 lF(TI M~ TS TS NN) ~LT . AOC 0 ) GOTO SOO 




TSN(TS ~ , ?)=T SN(T SNN , 7)-1 
H<TS 1 CTSN ' , 7) . LE. O) GOTO 3 0 
C FIN D MICRO - TI ME -SL C 
INDIC::2 
GOTO 90" 
300 TSN(TSN N,6):TS N(T SN N, 6) - 1 
TSN(TSN r~ , 7)=5 
TS N(TS N , 5):TSN(TSNN, ) 
lFCTS N(TS N, 6) , L.T. ) GOTO 4 0 
C 
1 C FIN D TIME-SLIC 
C 
IND C;t. 
GOTO 9 0 
C 














I CTS N(TS NN , 10)) 
CALL DIS TRI( TA 803 , 
GOTO 7CO 
4) 
0 , 610 , 620 
B3 , R SULT) 
CALL ISTRI(TA D , NB 4 , RESULT) 
GOTO 70 
CALL IS TR (T ABDS , 8 5,R SULT) 
VPN=R SULT *TS N( T NN , 12)+1+TSNCT 
F(Vp ~ .GT, NB OPAG) VPN=V - N 
PN=VPNT ,·1C TS NN ,VP N) 
IFCP N • Q . ) GO TO 800 
C PA Gé D JAEN MEM IR~ EN TRAL 
C 
P P AT P H' , 4 ) := 1 
QDEP:PPATCPPN,3) 
IFCQo P , Q. 9) GOTO 750 
C 
Nt\ , 11 ) 
OPAG 
AR LE TRAVAILC 
C CADR N' · ST PLUS ANS LA CH.AI JE DU T AVAIK ON L' Y RAM NE ( f-AUX 
DEFAUT DE PA GE) 
C 
F(TSNCTSNN , 3) • Q . TSN TSNN , 5)) 1SN(TSN ,S):TSNCTSN N, 5)+1 
COMP 2 ):COMP(21 J+ 1 
CALL MOET( TS ~~ .OD E , PPN) 
'iSC ESULT=R~ ID OMClS Ob) 















, V P N) 
SUBROUT NE DATA2{ JOBTA) 
C 
C 
C ROUTINf E LECTUR DCS DONNE[ CDS T 0) OUR LtS SlMULATJONS AUTRES QU LA 
C PR IERl 
C 
COMMO /STAT1/TABST1( 0 , 2) , 8 L 1,R STA1 3) 
COMMO /STPT2/1A S12( 0 , 2J , N CLA2 , RlSTA2CSJ 
C,Of<IMO • /STAT3/T.t8ST3(2Ci , 2J , t-.B lJI , STA30) 
COMMO~ /STAT4/TABST4(20 , 2> , CLA4 , STA4 S) 
COMMO~ /STATS/TA S15(2 , 2) , N rLAS , STA5(3) 
CO t'Ot /STAT /TABST6(20 , 2> , PCL , Rt:STA C3) 
COMMQr-. / STAT7/TA6ST7( ,2) , BCLA/,R STA CS> 
CO MON /STAT /TA ST8(20 , 2J , NB LA8 , R STA8 5) 
COM, ~ /STAT9/TABSî9(2 , 2},NBCLA9 , RESTA <S) 
COMMO /A/VPN1MC(20,1 0) , VPNT RC 0 , 100) 
CO M~O /8/TSNC20,17) 
COM~O~ /CADR /PPAT 100 , 8),TIM T(100) , NQC,) , PTOQl5) , pTFQC~} 
COMMO~ /ACT/NACT , NJOBTA 
COMMO~ /G/TA D1 (2 , 4),TAB 2(2 ,G), ABD3( 0 , 4),TABD4l2 , 4),TABDS( 
9 0,4),TA806{20,L) 
co~~o~ /H/N 1,NB , N 3 , NB4 , NB5 , B6 
COM~O~ /JI ISEED1, 5 ED2 , I EFD3, S 4,1S 05,IS~ 6 , IS ED? , I S ED~ 
OM~ON /L/T MLOC ~O) , TIMOCCC?O) , r ~MTS(20J,TIMJOl20) , T ~OP(20 J 
COMMON /US RIO/US R 0(2,2) , FILE O 20,2) , 0CC OC2) , N FIJ0(2) 
COM~Or /SERY/USER( ,2),E PC2} , F G ~) , P WC2) 
tO MO~ /TEMPS/TI~L,TIMR Tl20) 
COMM0 1 /PROC/Fllt R 2G, ),NBFIP 
COMMON /F LEDP/F LLD1( 0,2' , F LFD 20 , 2),, BFl 1 , NBFIE 
COMMON /SLO /NSL1(~) , NSLVt2 
NTEG tR TASST1 , T bS12,TA ST , TAB T4 , TA S15 , TABST6 , TABST7 
INT GlR NSCLAi ,NbC. 2,NBCLA , 8 LA4,NB LA, , NBCLA6 , NBCLA7 
REAL R ST.Ai , RLSTA. ,R STA3 , REST 4 , tS AS , R=S Aô , R S1A7 
NîfG(R TABST8,T ST9,NBCLA , BC Y 
R AL Rl TAS . REST 9 
lNT GER ~2 TSN, PA1 , TDQ,PT Q, NQ , T, V TDR , VPNlMC 
~TEGER •2 TSNN , N O[TA , ,J,PP 
REAL TAeD1 , TA D2 , 1A. 3,TABD4 , ABDS,TA D 
NTEG R 2 •ai , NB2 , N 3 , NB4 , es , NB 
INT GER ISCE01, S~ 02,ISE D3 , 1SFl04 , SE~ 5 , IS ED ,ISEE 7 , lSEED~ 
lNT GER TIMINT,T MLOC , TIMIO , T C , TM P , MMTS 
lNT~GER USlRlO , us,R , Tl c , T MRF T 
INTEGER •2 FLAG, PNW , ËOP , FIL O, rl lD1 , F LED2 , FIL P 
NTEG ER *2 NB FIE1,NEFI , NBFI 0 , C. O, NBFIP , NSLl , ~SLV 
0 10 TSNN=1 , 20 
READ(50,1 )(TSN 1SNN , ) , 1=1 , 7) 
10 CONTil\1UC 
R AD(5C , 200C)(TU,1L.OC.( ) , I:::1 , 0) 
READ(SG,20 ) TIMLOC. ) , 1=11 , 20) 
R AD(S,,25 )(TIMMTS(l),I=1 , 2C') 
READCSC',250)CT!MOC I) , =1 , 2<'> 
RtADC C,20 C')(TIM O l) , I= , 1 ) 
R AD(S , 200 )(TIM O(l) , 1=11 , 20) 
READCS0 , 2 CO)(TlM!,P I) , I=1,1 ) 
RAD SC , 20 C}(TIMDP I) , I=11 , 2C') 
DO 11 TSNN:1 , 20 
R /[)(50 , 5 )CVP Tt-' TSNN , J , :1 , 25) 
READ( (' , O)(VPNTMC(TSNN , I) , =26 , 5) 
R AD(S0 , 5 0) VPNTMCCTSNN , I>d=S , 5) 
REA (SC , SC' )CVP Tl (TSN~ , l> , =76 , 100) 
11 CONTINU 
DO 12 TSNN=1 , 20 
READ( C,6 C)(VP~T (TSNN , I> , =1 , SO) 
READ( , C)CVPNT R TSNN , I) , = , 10() 
12 CONTINU 
DO 20 P N=1 , 100 
tAD ( C,105C)CPP T{ N, IJ , I=i , 8) 
20 CONTINUE 
DO 2 =1 , 1C 
RAD( , 2 00)(TIMJNT((I-1 J *10 +J) , J=1 , 1G) 
25 CONTHUE 
EADCSC , 130 )(NQ ) , 1=1 , 5) , NACT 
R AD(S , 20 C)(PTl;Q ) , 1=1 , ), CPTFQ I) , I:1 , 5) 
RA CSC , 17 )((US~ 10(1 , J J, I= , 2) , J:1 , 2) , T M 
R AD(5C , 1300)((USLR(I , J) , J=1 , 2) , l= , ) , (F AG l) , 1=1 , 2) 
R ADCS0 , 14 O)C(F L 10( , J) , J:1 , ) , =1 , 20 >,< NW(lJ , I: , 2 ) 
R AD(S0,1 OO)COCClO l) , =1 , 2) , CNB 10 l) , I-1 , 2 ),C éDP ( l) , 1=1 , 2> 
RtAD(SC , 150 )((Fl tPR , J ), J-i , ) , -1 , 20) , NBFIPR 
R ADC50 , 15 O)((FlL~ 1 1 , J) , J: , 2) , 1=1 , 20) , NBF c1 
RéAD(5 , 1 0 )((F E 2( , J , J:1 , ) , =1 , 20) , N FI 2 
RtADCS( ,170 )(NSLl ) , I=1 , 2) , CN V l) , =1 , 2) , NJOBTA 
R AOCS , 1300)NB1 , N 2 , NB3 , 4 , B , NB6 
0 6C I:1 , NB1 
R AD(5C , 1200)(TA D1 1,J) , J= , 4) 
60 CONTI Uf 
DO 7C I=1 , NB2 
RAD( 0 ,12 )CTA& 2 l , J) , J:1 , 4) 
r O CONT IN . 
DO bC I=1 , NB 3 
R ADCSO , 20 )(TAB 3(l , J) , J=1 , 4) 
80 CONTINU~ 
DO 9(' I=1 , NB 4 
R AD(, , 12CQ}(TA6D4(1 , J) , J=1 , 4 
90 CO THU 
0 95 I=1 , NB5 
READ(5f1,12 0)(Tt-8 5 , J) , J:i , 4) 
95 ONTI U 
0 1 0 1::.1 , NBt 
READ(S ,120 )(T/6D6 , J) , J=1 , 4) 
11U CONTINU[ 
READ(S ,10S O)ISE . 1 , IS D2 , I EED3 , S ED4 , ISE 05 , ISE D , ISE D7 , 
91S1: D 
RéAD(SC,2 OO)CTJI ST1(I , 1) , I: 
RAD( C, 21)0 )(TABST1( , 1) , = , 2() 
AD( r,20 C)(TABST2( , 1> , :1 , ) 
R~AD(SC , 20 )CTABS12(l , 1) , l=1 , 20 
READ(5C,2COO)(TA ST (1 , 1> , I= , ) 
EAD(50,2000)(TA8ST3( , 1> , 1=11 , 2 0) 
R ADCS ,2 0 O)(TA S14( , 1) , I=i , ) 
READ(SC,200 )(TA~ST4( , 1) , I=11 , 20) 
RAO(. , 2000) TJIBST, I , 1) , I=~ , ) 
READ(SC,200 )(TA STS( , 1> , I=i , ? O) 
READ(SC , 2 OC')CTA ST6( , 1> , l=1 , 
R ADCSC,2CC0)CTA ST6C ,1>,I=1 , 2 0) 
R AD(rr , 2~00)(TA Tf( , 1) , I= , 1~) 
REA0(5 , 200 )CTA8STr(I , 1) , l= 1 , 2C) 
R AD(5C,2COO)CTABS1 (I , 1> , I=i , ~0) 
R AD(S0,200C)(lA13ST8( ,1) , = , 2 0) 
R AD(S0 , 2 OC')(TA ST9CI , 1) , I=1 , ) 
R~AD(S0,2000)(TA8ST9( , 1) , I=1 , 20) 
READ(50 , 17O )NBC A1 , NBCLA2 , NBCLA3 , N CLA4 , N8CLA5 
R AD(50 , 22 )N8CLA6 , N CLA1 , NBCL~8 , N8CLA9 
READ(50 , 2CO )(TJM tî l) , I:1 , 1 ) 
EAD(5 , 20 )(TIMRtT(I) , I=11 , 2) 
RfTURN 
100 FORMAT(17!5) 




1200 FORMAT(4f15 . 5) 
1300 FORMAT( 110) 
1400 FORMAT(42I3) 












1 (' 0 
200 
SU ROUTIN DISTRl TAB,NB,RESUL ) 
RANSFORME UN NOMBRc A tATOIR~ D ST IBUT ON IFORM 
N O BRE ALEATO!R SUIVA T DIT IBUTION CONNUE 
NTERPOLATION ENTRE LtS POINT D LA TABL LIN AlR 
Dl~ENS CN TA (20,4) 
EAL TAB,RESULT 
INTECER •2 NB 
RlSULT=R SUL •TAB ~8 , 1) 
DO 1 C =1 , 
IF (R SULT . GT . 1 8< , 1)) GOT 10 
SULT::R ·SULl•TA , 3)+TAB(l ,4) 
GOTO 2 
CONT Ir U 























SUBROUTlNt STAT(TA6 , TAB , VAL U , R STA) 
CA CUL D SOMME 
C L C U L D U t-. 0 ~ I B R 
T SOM D S fA 
NTREE- OAJ 
CONTRENT LE ' 
SUPERI URE: DF 
LA D~R~ l RE ENTR 
DEPASSAT LA BOR~E 
ROUTl E O' IIIJS RT 
01\ ChERC E DAt-.S 
ON I~CREMENTE LE 
Ct AQU OCCUR NC 
CL SSE DANS LA S 
LA VALEUR IN I U 
LA LA t. 
N l) S DONNE 
U LE CLA ED 
I\OMBR D' OCCUR 
EST STOCKEE: DA 
C.O E OLD 'E 
0 S LA P M 
S LM NTS 
T /1 8 L 
M R E URS 
LA DlRN CLAS S 
NS ES TABLES DE SîA T STIQU S 
LA TABL A LA V LEUR SE TROUV 
NC D' UN UN TE 
LA LIGN CORRtSPUNo NTE A LA 
R CO 0 E DIQUé LA BORE INFE ~IcURE DE 
NTEGtR TAB(20 , 2) , TAB , VAL U , PAS , POS , MULT 
R AL R STA(3) 







IF VtLEUR , Gt . r (POS , 1)) MULT=1 
IFCPtS • Q . 1) G 10 200C 
AS-PAS/2 
OS=POS MULT* AS 
lFCPO .LE , NBTAB) ~OTO 2 
MULT: 1 
GOTO 1 
(~UL) 4000,3 OC , 3000 
TAS( S,2)=TA CS , 2)+1 
GOTO c, l 
TAB(~OS-1 , 2)=TAB(P S- 1 , 2)+1 
RLST (A)=RlSTA(1 +VALEUR 










SUBROU1IN CLASTA TAB , NBCLA , R TA, NUM RO) 
ClOTUR ~S STflTlSTIQU S TA LE PAk TABL 
lNTEG ER TA {2C,2J , NECLA , NUMERO 
R Al RESTAC3) 
R AL M Y, VAR , CART , LlMINF , LI MSUP , ALR T 
AL FROP , ROPCU , NB 
WRI TE(2t , 10 ) NUMcR 
C CALC D LA MOY NNE LA VAR A Ct tT D ' lNTE VALL D 
C CONFIANC CDONNCE NO O DANTE A UR A 95 ¾) 
C 
C 
NB=RE'Slf C ) 
IF(NB , LE . n ) GOTO 9 
~; 0 Y= R E S T A ( 1 ) / N B 
VAR=(R TAC2)/N8) MO Y• MO Y 
WRI TL(2C , 2CC)MO Y,V R 
IFCVAR ,L , C) CO O 4 
CART=S RT VAR/N& )'111,9 6 
lMINF= t-' OY-E.CART 
Lil\'1SU - t OY + CART 
WRI TE{2 , 30) LIMlN , MOY,LI ~SUP 
4 FCMOY ,L L. C) GOTO 5 
VALRET= C.ART/MOY 
5 WRIT (20 , 4 ) VA R l 
C 
C MP RESSJON POUR tAQU TA Lf D s ORN S, NOMBRE o ·o ccu E CES 
C PROPORTIO~ DAN t~A U~ CLASSE FT R ORTO CUMUL 
ITt:.C2C' , SOC> 
PROPCU=C' 
DO 1n =1,N8 LA 
ROP=TA Cl , 2)/NB 
PROPCU=PROPCU+PRO 
WRlTE{ 0 , 60 )TAB , 1) , TAB( , 2) , PRO , PROP CU 
1 CONT U 
GOTO 
90 WRI T (20 , 7OC) 
95 RETUR N 
10C FORMAT 1X , // ,'R ESUlT ATS STATI T ~u S OUR LA TABL '• 13) 
20C FORMATC1X , / ,' MOY NNE: = ', 14 1 5,' IANCE = ', F14 .;) 
3 C ~OR~PT(1X , / ,' I~T~RV . CONFIA CE :', F14 .5,' <',F14,;,• <',F14,,> 
40 0 FORMA1( X, / ,'V AL UR RELATIVE OU MI - NT RVALLE : ',F 14 ,5) 
500 ORMtl( X, /// , 6X ,' CLASSE* accu ~c ','* PROPORTION * CUMUL ') 
60 FORM T(1X , 2X , J8 ,' * ', 2X , I6 ,' ', F1O . 6 ,' * ',FY, ' *') 









SUBROUTlN ENOST T Ml) 
CLO URE DES STATISTI US 
TAL 
APPEL 
CO dON /TE:MPS/TIM , TIMR Tl20) 
A OUTIME D TRAIT MEN T POUR LHAQUE 
COM~ON /S1AT1/TA S11( v , 2) , BCL 1 , R STA1C.S) 
~OMMON /STAT2/TA8Sl (20 , 2) , NB L , R S1A2 .5) 
COM~O~ /STAT3/TA ST ( C, 2) , NBCL 3 , ~STA3(.5) 
co~~o /STA 4/TABST4 20 , ) , NBCLA4 , R STA4 3) 
CO~MO ,sr TS/TA S15(~0 , 2) , 8 LAS , STA5(3) 
CO O /STAT6/TABST6(20 , ?J , e L l , STA6 ) 
corr O /STf>.T7/TA sr, 0 , 2 ), NBCLA( , R STA > 
COMMO~ /S1ATe/TA8ST6(20 , 2J , NBCLAb , R STA8 3) 
CO 1MON /STAT9/TA6ST9 , 2), N CL 9 , R STA9 .S) 
l TEGER TABST1 , TABST2 ,T ABST ,T A ST4 , TA ST, , TABS 1 6 ,T AB T7 
NTEGER N8CLA1 , NBCLA2 , NBCLA , ~ A4 , NBCLAS , NBCLA6 , NB LA/ 
lNT GE:R T BSTo , l ,519 , NBCLA8 , \JB LA9 
EAL RESTA1 , RLST , R STA3 , RESTA4 , R STAS , R~STA , RES TA? 
R AL RE TA , R STA9 
NTEGlR TIME , TIMR T, NB 
RIT (2(' , 1 ) T!M 
NB=1 
CALL CLASTA(TABST1 , Nl LA1 , R STA , NB) 
~8=2 
CALL LtST~(T 8ST2 , NBCLA2 , R ·S A? , NB) 
N8=3 
CALL CUSTA TA8 T , NBCLA3 , RESTA , 1 B) 
=4 
CALL CL STA(TABS14 , BCLA4 , RES 4 , ) 
NB=!> 
CAL CLASTA TABSTS , NBCLA, , R STA , ~B) 
N 8 :l, 
CALL L STA(TABS16 , N CLA6 , RESTA , N) 
NB= 
CALL CLASTA(TtBST , N8CLA7 , RES A7 , N) 
NB=8 
CALL CLfSTA(TABST8 , NBCLA8 , R TA , NB) 
N -9 
GALL CLASTA TABST9 , NBCLA9,RESTA , N) 
RëTURN 
10 FOR, PTC~X , ///1/, ' STATISTIQUE CL TUR S APR S ', 110 ,' U JTES ') 
20C ~ORMAT(1X,~I1 ) 
E:ND 
SU8RO~TINE PRtTSl(TAB , NBC LA, 8 R I r , LONCLA) 
C 
C 
C CALCUL D s BOR~ s LS CLASSES DFS TABLES STAT!STI u~s 
C 
C 
NT GER TABC2C , 2) , NB LA , ~ORINF , Lü CLA , 
L ~1lTE=B0RINr 
1 BCLA::N C.lA +1 
TAB ( , )::C 
DO 1C I:2 , NBC:.LA 
T B(I , ")=L MlT 
LlMIT -LI~ TE+LO~CLA 
10 CONT U 
R TUR~• 
ND 
SUBROUTJNE PRINT l ~ } 
C 
C 
C IMPRESSION DES R SULTAlS 
C 
C 
COMMON ITEM S/TlME,TIMRET(20) 
CO~MON /SERVIUS 2,2) , 0Pl2) , L G 
COM ON I S RIO/US R 0(2 , ZJ , FI ~ 0 
COMMO /FILEDP/F 01 0 , 2J , FIL D2 
CO 0 '11 /COMPT/CO, 40) 
COMMO / /TSN(20,1 ) 
COMMO / ROC/FIL ~ 0 , 21 , BF PR 
~) , NW (Z) 
0 , 2) , 0 CIOC2) , N FII0(2) 
20 , 2) , NBF E1 , N8rlE2 
COMKO N /CADR~/P {1C0 . 8) , T N 10v},N c,>, TOQ {;J, PTFQ {S) 
C 
NT GER •2 fD~ , r G, P~~W, ILFIO . ~bF O, OC O, FILtD1 ,F ILCD2 
NT GR *2 N&F1E1 , N F 2 , FILEPR , BF PR , P T, NQ ,PlD , PT Q,TS N 
INT~GER TIH , TIMR T, TIMI T,USER, SlRIO , COM 
WRIT (2 , 00) TIM 
C CO FTEUR D' OCCUR NC 
C 
DO 1C 1-1 , 40 
WRITEC2 , 2CO) , (;OM } 
10 CONTI UE 
C 
C CO~T t OS FILES ' ATTENTE 
C 
C 
WR!T C2C' , 3 0) 
WR1Tf(20 , ~0 )(FI 
WRITL(2C , 4 )(FI E 
WRITrc2r , 40 )CFILt 
, 1> , I=1 , F PR} 
, 1J ,I= 1 , 1 f-IE:1) 
, 1> , I='l , NBFl 2) 
C CONTE u oes SERV RS 
C 
RIT (2C , 50 ) 
WRIT (2 , lOO)(US R ,1),1=1,2) 
RITE(2< . 0 )(US RIO , 1> , I= , c) 
C 
C A R~S L BR S éT AORS ALLOUR 
C 
WRITU2 • 0 ) 
WR T C2C , î O) ( NQ ) , !=1 , ) 
WRIT (20,90 )CTSN I , } , I=1 , 2 ) 
R TU P · 
1 FOR~AT(1X, ' FIN D S ~ULATIO : • 10) 
2cc FOR .AT(1X . X,' CO~t" UR NUr-,1 Ro ·, AL U = ', 4) 
30 FOR AT(1X ,//,' CONT NU AT ~T ') 
40G FORMAT(1X,/ ,' TRA AUX N ATT T ; ', 2(I4) 
5 0 FORM.ATC1X,//// ,' CONTENU DES S RV URS MEMDIR ET 10') 
60 FORMATC1X,// ,' TRP AUX NATTE T D FIN TRANSF T ', 214) 
700 FORM.AT(1X , /// ,' ~ ~ R~ CADRrs L B~ES T TTRIBUES AUX TRAVAUX J 
8 (\ 0 F O R t1 AT ( 1 X , / , ' C A R S L R S : ' , 5 5 ) 




SUBROUT!NE P IAL J. 01'.) 
C INITIA SAT or~ D s N r R s ALE,ATO" s 
C 
C 
COt-MO~ /J/IS 1 , S c., , ISED3 , I L ·4 , ISE:05 , IS ED6 , lSEE07 , ISE D 
NT GR ISeED1 , 1Sl 2, SED3 , IS 4 , S o, , ISEED , 1 EE07 , ISEED8 
DO 1 0 !=1 , 11"(' 
CALL RA~ OM(ISE 1) 
10 CONTlfu 
DO 2 l:1,1C<' 
CALL RANOOM(lS E 2) 
20 CONTI UE 
0 C 1=1 , 1 C 
CALL ANDOM (ISEE ) 
30 CONTit UE 
0 4( I::1 , 10(' 
CALL R NDO~(l SEl 4) 
40 CONTI UC 
liO 5( 1=1 , 1 C 
CALL RA DO~ IS EDS) 
50 CO T NUE 
DO 6C I::1 , 1C'C 
CALL RAN O~(IS ) 
0 CONTI 'U 
DO C I::1 , 1CC 
CAL RA DOM !SEE ) 
70 ONTI ur 
DO b I::1 , 1 




RA NO OM CSE T 
US H G *, , 5 
SHI 2 , 5 , 2 8 (13) 
L 2 , 0 C ) 
L 5 , A 
M 4 , 0(2 ) 
4 , 
ST 4 , ' (2) 
SRL 4 , 7 
A 4 , C AR 
ST 4 , lO N 
L , ZON 
LM 2 , !:> , 2 8 ( 3) 
MVI 1 ( 13) , X' F F ' 
SR 14 
C 11 AR oc F , C7374 24 ' 
A oc F • 1 8 0 7 ' 
DC F ' 2 47t. I+ ( , 
ZON DC F , • 
END 
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