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QCD at high energy (experiments) ∗
K. Long a
a High Energy Physics Group, Blackett Laboratory, Department of Physics, Imperial College of Science
Technology and Medicine, Prince Consort Road, London SW7 2BW, United Kingdom.
Recent measurements of QCD interactions involving large momentum transfers are reviewed. The status of
measurements of the strong coupling constant is summarised. Recent developments in the measurement and
interpretation of deep inelastic scattering, proton-anti-proton collisions and two-photon processes are discussed.
While QCD at next-to-leading order gives a qualitative description of many processes, next-to-NLO calculations
are now required to allow quantitative information to be extracted from hadron-initiated multijet data. This is
illustrated by a discussion of recent data on the photoproduction of dijet events at HERA.
1. Introduction
Experimentation over the last three decades
has established quantum chromodynamics
(QCD) as the theory that describes the interac-
tions of quarks and gluons. The phenomenology
of QCD is rich, a consequence of the gluon self-
interactions. These interactions cause the strong
coupling, αS(µ), to fall with increasing momen-
tum scale, µ. When µ is large, αS(µ) is small and
perturbative QCD (pQCD) can be used to give
an excellent description of hadronic phenomena.
Conversely, as µ falls and αS(µ) grows, higher-
order diagrams become increasingly important.
When µ is comparable to the masses of initial
or final state hadrons, the effects of confinement
begin to become important. In this kinematic
regime, non-perturbative models must be em-
ployed to obtain insight into the dynamics of the
process under consideration.
A complete and quantitative understanding of
QCD over the full kinematic range is required be-
fore it can be claimed that the Standard Model
(SM) is understood. For some processes, for ex-
ample jet production in e+e− annihilation, inclu-
sive deep inelastic lepton-nucleon scattering and
inclusive jet production in pp¯ and ep scattering,
the QCD description is precise enough at next-
to-leading order (NLO) for quantitative informa-
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Figure 1. A subset of the Feynman diagrams
contributing at leading order to four-jet produc-
tion in e+e− annihilation. Each diagram is la-
belled with the combination of QCD colour fac-
tors upon which the matrix element depends.
tion, such as the value of αS, to be extracted from
the data. The description of other processes is,
at best, qualitative. Examples include multijet
and heavy quark production in pp¯ and ep scatter-
ing. My purpose in this brief contribution is to
review the data on hard processes, i.e. those for
which αS(µ) is ‘small’, and by comparing the data
to the pQCD predictions establish where quanti-
tative information can be extracted and where
progress is required for the development of a full,
quantitative understanding of QCD.
2. Measurement of colour factors and αS
Electron-positron annihilation to hadrons at
high energy is well suited to the measurement of
the parameters of QCD since the initial state con-
tains no hadrons. Four-jet production in e+e−
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Figure 2. 68% confidence level contours in the
(CA/CF , TR/CF ) plane obtained from measure-
ments of angular correlations amongst the jets in
4-jet production at LEP. The ALEPH and OPAL
results are shown as the solid and dashed lines
respectively.
annihilation is of particular interest since at lead-
ing order (LO) the cross section is proportional to
α2S. An illustrative subset of Feynman diagrams
contributing at LO is shown in figure 1. Note that
the gluon self interaction (figure 1c) contributes
at LO. The ‘multiplicity’ of the various colour
configurations allowed by the theory is coded in
the colour factors CF , CA, and TR as indicated.
The angular momentum of the initial states that
may contribute are determined by the vector na-
ture of the electroweak interaction. Hence, angu-
lar correlations amongst the final state jets may
be used to disentangle the various diagrams.
The LEP experiments ALEPH and OPAL have
each made a simultaneous fit to the four-jet rate
and the distributions of the angular correlations
to determine simultaneously the colour factors
and αS(MZ), where MZ is the mass of the Z bo-
son [1,2]. The results are summarised in figure
2. The DELPHI collaboration has also presented
such an analysis based on a smaller data sample
[3]. Four-jet production in e+e− annihilation is
able to determine the colour factors with a preci-
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Figure 3. Constraints in the (CA/CF , TR/CF )
plane obtained from analyses of the hadronic final
states produced in e+e− annihilation. The verti-
cal dark-shaded band shows the limit obtained
from the ratio of multiplicity in gluon-induced
to quark-induced jets. The diagonal light-shaded
band shows the constraint obtained from a mea-
surement of the QCD β function in a renormali-
sation group invariant analysis. The solid ellipse
shows the result obtained by combining the DEL-
PHI measurements shown in the figure with the
ALEPH measurement based on 4-jet angular cor-
relations (dashed ellipse).
sion of ∼ 20%. Additional constraints may be ob-
tained from the ratio of the multiplicity of gluon-
induced jets to that of quark-induced jets. This
has been done by DELPHI, the result is shown
in figure 3 [4]. Further constraints may be ob-
tained from the analysis of the evolution of the
means of event shape variables with energy. This
has been done using a renormalisation group in-
variant analysis by DELPHI [5]. The results are
plotted in figure 3. JADE data has been used
in a power correction fit to event shape variables
yielding CA = 2.84± 0.24 and CF = 1.29 ± 0.18
[6]. Overall, the data is consistent with the QCD
prediction and verify that SU(3)colour is the gauge
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Figure 4. Compilation of measurements of the
running of αS(µ) with scale µ. Data are shown
from: the combination of the final results us-
ing event shapes from the four LEP collabora-
tions (open squares); the results of a re-analysis
of event shape data from the JADE experiment
(solid squares); jet production in ep collisions at
HERA (solid and open crosses and solid circles);
results obtained by the CDF collaboration using
the inclusive jet cross section in pp¯ collisions (solid
triangles).
group underlying QCD.
Exploiting the exquisite sensitivity of the four-
jet rate to αS, ALEPH has set the colour fac-
tors to the values predicted by QCD and used
the four-jet rate to make a precise determination
of αS(MZ) [1]. The four-jet rate as a function of a
jet separation parameter is used together with an
O(α3S) calculation that includes a resummation
of the large logarithms at next-to-leading order
accuracy. The value of αS(MZ) obtained is:
αS(MZ) = 0.1170± 0.0001± 0.0013,
where the first error is the statistical uncertainty
and the second error contains both the experi-
mental systematic and the theoretical uncertain-
ties. This is a determination of αS with a preci-
sion ∼ 1%, a remarkable achievement.
The distribution of event-shape variables, such
as thrust, have long been used in the study of
e+e− → hadrons to determine αS. QCD calcula-
tions at O(α2S) matched to resummations of the
leading logarithms at NLL accuracy have been
used to fit event shape distributions by each of the
LEP collaborations at each centre-of-mass (cms)
energy [7]. For ICHEP2002, the LEP collabo-
rations have updated these results to ensure a
uniform treatment of the data. The measure-
ments of the individual experiments at each cms
energy have been combined by the LEP QCD
working group, the results are shown in figure 4.
The data clearly exhibit the expected running of
the strong coupling. The value of αS obtained
by combining all the data at each cms energy is
αS(MZ) = 0.1198 ± 0.0048. This result repre-
sents the last major update on the value of αS
from event shapes at LEP. A similar analysis has
been performed using JADE data for cms ener-
gies in the range 14 GeV to 44 GeV [8]. These
results are also plotted in figure 4. The value of
αS obtained by combining all the JADE data is
αS(MZ) = 0.1194
+0.0082
−0.0068.
The ZEUS collaboration has measured the in-
clusive jet cross section and used it to verify the
running of αS and to determine αS(MZ) [9]. Jets
were reconstructed in the Breit frame. The Breit
frame is defined such that the current (virtual
photon or Z boson) is collinear with the ini-
tial state quark, the momentum of the quark
being reversed by the collision (see figure 5).
The advantage of this choice is that the trans-
verse energy of the jets in the current region of
the Breit frame, EBT,jet, arises from gluon radi-
ation. The measured differential cross section
dσ/dEBT,jet is shown in figure 6 in bins of the
virtuality of the exchanged boson, Q2. The ex-
cellent description of the data afforded by NLO
QCD allows a fit for αS to be made. The re-
sult, using EBT,jet as the scale, is shown in figure
4. The data exhibit the expected running and
are well described by the NLO QCD calculation.
Combining the results for µ = MZ yields αS =
0.1212±0.0017(stat.)+0.0023
−0.0031(sys.)
+0.0028
−0.0027(theory).
This result is in good agreement with the world
average and other determinations of αS presented
at this conference (see figure 7).
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Figure 5. Schematic diagram of the collision
between a virtual photon and a quark in the Breit
frame. The momentum of the quark is reversed
by the collision.
ZEUS
10
-3
10
-2
10
-1
1
10
10 2
10 3
10 4
10 5
10 6
5 10 15 20 25 30 35 40 45
ds
/d
EB
  
T,
jet
 
 
 
 
(p
b/G
eV
)
EB  T,jet    (GeV)
125 < Q2  < 250 GeV 2 
250 < Q2  < 500 GeV 2 
500 < Q2  < 1000 GeV 2 
1000 < Q2  < 2000 GeV 2 
2000 < Q2  < 5000 GeV 2 
Q2  > 5000 GeV 2 
(×105)
(×104)
(×103)
(×100)
(×10)
(×1)
ZEUS 96-97
Jet energy scale uncertainty
NLO QCD: (corrected to hadron level)
a s (MZ)= 0.1175
DISENT MRST99 ( m R=EB  T,jet    )
DISENT MRST99 ( m R=Q)
Figure 6. The differential cross section
dσ/dEBT,jet for inclusive jet production with
EBT,jet > 8 GeV and −2 < η
B
jet < 1.8 in differ-
ent regions of Q2 (filled dots). Each cross section
has been multiplied by the scale factor indicated
in brackets to aid visibility. The inner error bars
show the statistical uncertainty. The outer error
bars show the statistical and systematic uncer-
tainties, not associated with the jet energy scale,
added in quadrature. The shaded band displays
the uncertainty due to the jet energy scale. The
NLO QCD calculations, corrected for hadronisa-
tion effects are shown as the solid lines.
CDF has measured the cross section for inclu-
sive jet production in pp¯ collisions, dσ/dET,jet,
with ET,jet measured in the laboratory frame
[10]. For ET,jet . 250 GeV NLO QCD may
be used with standard parton density functions
(PDFs) to give a good description of the data.
With the PDFs available when the data was pub-
lished the data for ET,jet & 250 GeV was in
excess of the NLO QCD expectation [11]. The
data for ET,jet . 250 GeV have been fitted
to extract αS using µ = ET,jet. The results
are shown in figure 4. A value of αS(MZ) =
0.1178 ± 0.0001(stat.)
+0.0081
−0.0095(sys.)
+0.0092
−0.0075(theory)
is obtained by combining all these results. The
level of agreement between the inclusive jet data
and NLO QCD is discussed in more detail in sec-
tion 3.5.
The measurements of αS(MZ) reported at this
conference are shown in figure 7. The new mea-
surements, which have been obtained using a wide
variety of independent processes and techniques,
are consistent both with one-another and with
the world average [12]. The most precise of the
new measurements is that obtained from the 4-jet
rate in e+e− annihilation by the ALEPH collab-
oration. Taking the weighted mean of all the new
measurements, on the assumption that the er-
rors are uncorrelated, yields the result αS(MZ) =
0.1183 ± 0.0009. The precision of this result is
striking and motivates a more careful analysis to
update the world average.
3. Proton and photon structure
3.1. Deep inelastic ep scattering
The generic Feynman diagram for lepton-
proton deep inelastic scattering (DIS) is shown
in figure 8. At HERA the incoming lepton is ei-
ther an electron or a positron. Q2 is the virtual-
ity of the exchanged boson squared and the frac-
tion of the four-momentum of the proton carried
by the struck quark is x. The double differential
cross section for the neutral current (NC) process
e±p→ e±X may be written
d2σNC
e±p
dxdQ2
=
2piα2
xQ4[
Y+F
NC
2 ∓ Y−xF
NC
3 − y
2FNCL
]
, (1)
5αs Measurements at ICHEP'02
Figure 7. Measurements of αS(MZ) reported
at this conference compared to the world aver-
age. The result of taking the weighted mean of
the new results is also indicated. The errors were
treated as uncorrelated in this calculation. The
long, solid, vertical line attached to the point rep-
resenting the weighted mean shows the measure-
ments that entered this calculation.
p
q
q'
e
g, Z, W
e, n
Figure 8. Feynman diagram for lepton-proton
deep inelastic scattering.
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Figure 9. The structure function F em2 as a func-
tion of Q2 for various values of x. The most re-
cent data from the H1 and ZEUS collaborations
are shown together the measurements made by
various fixed target experiments. The solid line
shows the result of the ZEUS NLO QCD fit. The
shaded band shows the uncertainty of the fit tak-
ing into account the statistical, correlated and un-
correlated systematic uncertainties.
where α denotes the fine structure constant, Y± =
1 ± (1 − y)2 and y = Q2/xs. FNCL , the longitu-
dinal structure function, is zero at LO in QCD,
whereas the structure functions FNC2 and xF
NC
3
can be expressed as products of electroweak cou-
plings and PDFs as follows:
FNC2 = xΣf [Af (qf + q¯f )] ;
xFNC3 = xΣf [Bf (qf − q¯f )] ;
where xqf (x,Q
2) are the quark and xq¯(x,Q2) the
anti-quark PDFs, the functions Af and Bf con-
tain the electroweak couplings and f runs over
the five quark flavours u, ..., b. FNC2 may be cor-
rected for the Z-exchange contribution to yield
F em2 - the purely electromagnetic contribution to
FNC2 . The double differential cross section for
the charged current (CC) process e±p→ νe(ν¯e)X
6may be written
d2σCC
e±p
dxdQ2
=
G2F
4pix
M4W
(Q2 +M2W )
2[
Y+F
CC
2 ∓ Y−xF
CC
3 − y
2FCCL
]
, (2)
whereGF is the Fermi constant andMW the mass
of the W boson. At LO, FCCL = 0 and F
CC
2 and
xFCC3 can be written in terms of the quark PDFs,
for example:
FCC2,e+p = x [d+ s+ u¯+ c¯] ;
xFCC3,e+p = x [d+ s− u¯− c¯] .
The expressions for e−p CC DIS may be obtained
by replacing quark densities with anti-quark den-
sities and vice versa. The following paragraphs
review recent progress in the measurement and in-
terpretation of neutral and charged current deep
inelastic scattering.
3.2. Determination of PDFs and αS
Figure 9 shows F em2 as a function of Q
2 for
several values of x [13,14,15,16]. For x ∼ 0.1 the
data show little dependence on the scale Q2. At
lower x values the data show a clear rise with Q2.
For Q2 sufficiently large, the DGLAP formalism
may be used to calculate the evolution of F em2
with Q2 by solving the evolution equation [17]:
dF em2
d lnQ2
=
αS
2pi
[(Pqq ⊗ F
em
2 ) + (Pqg ⊗ xG)] , (3)
where xG(x,Q2) is the gluon PDF, Pqq and Pqg
are the quark and gluon splitting functions and
the symbol ⊗ represents a convolution integral.
Equation 3 may be used to fit the data for both
the PDFs and αS. NLO DGLAP fits are now rou-
tinely performed by experimental and theoretical
groups [18,19,20,21]. Over the past year or so par-
ticular emphasis has been placed on a full treat-
ment of the correlated experimental systematic
uncertainties. Both the ZEUS and the H1 collab-
orations have performed such fits. As an example,
figure 9 shows the ZEUS NLO QCD fit together
with the full error band which includes the con-
tributions of the statistical, the correlated and
the uncorrelated systematic uncertainties. The
fit describes the data well. The error band has
H1+ZEUS
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Figure 10. Parton density functions extracted
from the ZEUS and H1 NLO QCD fits. a)
The quark PDFs plotted as a function of x for
Q2 = 1 000 GeV2. b) The gluon PDF plotted as
a function of x for Q2 = 5, 20 and 200 GeV2. The
bands show the uncertainty estimated in the fit
including the statistical, correlated and uncorre-
lated systematic uncertainties.
7the tendency to grow as x falls (for example at
Q2 = 100 GeV2 the fractional error at x = 0.08
is ∼ 1% while at x = 0.008 it is ∼ 2.5%).
Figure 10a shows the quark PDFs that result
from the ZEUS and H1 fits evaluated at Q2 =
1 000 GeV2 as a function of x. The sea quark
PDF, xΣ (= 2xu¯+2xd¯+xs+xs¯+xc+xc¯+xb+xb¯),
extracted in the two analyses agree well within
errors. The valence quark PDFs show reason-
able agreement, but differ by between 5% and
10%. The ZEUS and H1 analyses differ in the
choice of data used as input to the fit, the pa-
rameterisation chosen for the PDFs at the start-
ing scale and the treatment of charm and beauty
quarks close to threshold. When the differences
between the analyses are taken into account the
level of agreement between the PDFs seems rea-
sonable. It is interesting to note that, within a
particular analysis, the u-valence PDF is known
with a precision of ∼ 3%, the d-valence PDF
is known to ∼ 10% while the sea-quark PDF
is known to ∼ 5 − 10%. The gluon PDF con-
tributes to DIS only at NLO. Therefore, the fits
exhibit a strong correlation between αS and the
parameters of xG. Figure 10b shows the gluon
PDF obtained by the ZEUS and H1 collabora-
tions at several values of Q2 as a function of
x. The agreement between the analyses is rea-
sonable, taking into account the different choices
made in setting up the fits. The gluon density
exhibits a strong rise towards low x. The values
of αS extracted by the collaborations from these
fits are: αS(MZ) = 0.1150 ± 0.0053 (H1) [20];.
αS(MZ) = 0.1166± 0.0052 (ZEUS) [21]. The er-
rors quoted include statistical, uncorrelated and
correlated contributions to the systematic uncer-
tainty as well as theoretical and model errors.
Space does not permit a full description of the er-
ror analysis. The CTEQ and MRST groups have
also performed such analyses and have obtained
the following values: αS(MZ) = 0.1165 ± 0.0065
(CTEQ) [18]; αS(MZ) = 0.1190±0.0036 (MRST)
[19]. The error quoted by the MRST group takes
account of experimental and theoretical uncer-
tainties. The experimental contribution is deter-
mined by allowing a change in the fit χ2 of 20,
while the theoretical error is estimated by vary-
ing the theoretical treatment to include an ap-
proximate treatment of next-to-NLO terms, re-
summation of ln(1/x) or ln(1 − x) terms. The
CTEQ group quotes only the experimental un-
certainty on αS, arguing that the strong correla-
tion between αS and the functional form of xG
makes this method of determining αS uncompeti-
tive. The experimental uncertainty is determined
by allowing a χ2 change of 100. This, compara-
tively large, value is determined by a careful study
of the variation of fit parameters allowed by the
data. Overall, the values of αS obtained from
NLO QCD fits are in good agreement. The pre-
cision of the data and of the theoretical analysis
has now reached a stage where details of model
and theoretical assumptions can be verified.
3.3. Search for low x, low Q2 limit of valid-
ity of DGLAP evolution
The analysis of the data presented above de-
pends on the assumption that Q2 ‘is large enough’
for the DGLAP formalism to be applied. A large
Q2 is required so that the partons may be treated
as independent non-interacting particles and so
that αS(Q) is sufficiently small to allow QCD at
NLO to be applied. The x values to which the fit
is sensitive should be sufficiently large that terms
proportional to powers of αS ln(1/x) are not im-
portant. It is therefore of interest to investigate
the extent to which the DGLAP formalism de-
scribes the data at low Q2 and low x.
One approach to this is to parameterise F em2 at
a particular Q2 as a power of x as follows:
F em2 = cx
−λ,
where c and λ are positive parameters. Neigh-
bouring data points at a particular Q2 may be
combined to estimate the slope parameter λ. This
has been done by the H1 collaboration and the re-
sults are shown in figure 11 [22]. For x & 10−2
the contribution of the valence quarks to F em2 is
large and the ansatz F em2 ∝ x
−λ does not hold.
However, for x . 10−2 the data is well described
by a single value of λ, independent of x over the
range of x to which the experiment is sensitive.
Hence, at each value of Q2, F em2 may be char-
acterised by a particular value of λ. The depen-
dence of λ on Q2 is shown in figure 12 [22,23].
For Q2 & 4 GeV2
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Figure 11. H1 measurement of the dependence
of the parameter λ on x as a function of Q2. The
inner error bars represent the statistical uncer-
tainty while the full error bars include the system-
atic uncertainty added in quadrature. The solid
curves show the results of the H1 NLO QCD fit.
The dashed curves show the extrapolation of the
fit below Q2 = 3.5 GeV2.
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Figure 12. The Q2 dependence of the parameter
λ. The data (solid points) were obtained from fits
to ZEUS and H1 structure function data. The in-
ner error bars represent the statistical uncertainty
while the full error bars include the systematic
uncertainty added in quadrature. The solid line
shows the result of performing a straight line fit
to the data for Q2 > 3.5 GeV2.
gives a good description of the data, the depen-
dence of λ on Q2 is, to a good approximation,
linear. However, for Q2 . 1 GeV2 the data lie
above the extrapolation of this linear dependence.
It is intriguing to note that while no signifi-
cant dependence of λ on x for x . 10−2 has been
observed, there is a change in the dependence of
λ on Q2 at Q2 ∼ 1 GeV2. The explanation for
this change of behaviour is the subject of intense
theoretical speculation.
3.4. Deep inelastic scattering at high Q2
Figure 13 shows the differential cross section
for NC and CC e±p scattering at high Q2 [13,14,
24,25,26,27,28,29]. The NC cross section falls by
3–4 orders of magnitude between Q2 = 200 GeV2
and Q2 = 2 000 GeV2, exhibiting the 1/Q4 de-
pendence of the dominant single-photon exchange
contribution. For Q2 & 5 000 GeV2 the e−p NC
DIS cross section lies above that for e+p NC DIS
reflecting the fact that the γZ interference con-
tribution is constructive in the case of e−p scat-
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Figure 13. Measurement of the differential cross
section dσ/dQ2 for neutral and charged current
deep inelastic scattering by the ZEUS and H1 col-
laborations.
tering and destructive for e+p. The e−p CC DIS
cross section is always larger than that for e+p
CC DIS because the u-quark density, which gives
the dominant contribution, is larger than that of
the d-quark and, in the case of e+p CC DIS, the
d-quark contribution is suppressed by (1−y)2 (see
equation 4). The SM, evaluated using standard
PDFs evolved in the DGLAP formalism, gives a
good description of the data. This motivates the
use of NC and CC data at high Q2 to study pro-
ton structure at high Q2 and high x.
In order to exhibit the dependence of the DIS
cross sections upon the structure functions it is
convenient to divide out the dependence on the
electroweak couplings and the boson propagator.
The scaled cross sections, referred to as reduced
cross sections, for NC and CC DIS are defined as
follows:
σ˜NCe±p =
[
2piα2
xQ4
]−1 d2σNC
e±p
dxdQ2
;
σ˜CCe±p =
[
G2F
4pix
M4W
(Q2 +M2W )
2
]−1
d2σCC
e±p
dxdQ2
.
Figure 14 shows σ˜NC
e±p
as a function of Q2 for sev-
eral values of x. The photon propagator depen-
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Figure 14. The reduced cross section σ˜NC
e±p
plot-
ted as a function of Q2 for various values of x.
The points represent the data while the solid lines
represent the expectation of the Standard Model
evaluated with the ZEUS NLO QCD fit.
dence having been removed, σ˜NC depends only
weakly on Q2. As described above, the effect of
Z-boson exchange is to cause σ˜NC
e−p
to lie above
σ˜NC
e+p
for Q2 & 5 000 GeV2. The difference be-
tween σ˜NC
e−p
and σ˜NC
e+p
can be used to determine
xFNC3 (see equation 1). This has been done by
the H1 and ZEUS collaborations and the final re-
sults for pre-upgrade HERA running are shown in
figure 15 [24,27]. Since xFNC3 ∝ Σq(q− q¯), xF
NC
3
gives a measure of the valence quark PDF. The
data are well described by the SM expression eval-
uated with standard PDFs. The large data sets
that will be provided in the near future at HERA
will allow a precise determination of xFNC3 to be
made yielding an important constraint on the va-
lence quark PDFs.
At LO in αS, σ˜
CC
e±p
can be written
σ˜CCe+p = d+ s+ (1 − y)
2 (u¯+ c¯) .
10
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Figure 15. The structure function xFNC3 plot-
ted as a function of x for various values of Q2.
The points represent the data while the solid lines
represent the expectation of the Standard Model
evaluated with the ZEUS NLO QCD fit.
The expression for e−p CC DIS may be obtained
by replacing u-type quark densities with d-type
quark densities and vice versa. A measurement
of the CC cross section at high x can therefore
be used to constrain the valence u- (e−p) and va-
lence d-quark (e+p) PDFs. Figure 16 shows σ˜CC
e±p
as a function of x at several values of Q2. The
data are well described by the SM. Also shown,
are the contributions of the u-type quarks in e−p
CC DIS and the d-type quarks in e+p. The sta-
tistical precision of the data is not yet sufficient
to allow a precise determination of the u- and
d-quark PDFs. The large data sets expected to
be obtained at HERA II will allow precise mea-
surements of the e±p CC DIS cross sections to be
made. This will yield important constraints on
the u- and d-quark PDFs.
3.5. Impact of D0 inclusive jet data
Last year the D0 collaboration published their
measurement of the inclusive jet double differ-
ential cross section as a function of jet trans-
verse energy, ET,jet, in bins of jet pseudorapidity,
η = − ln[tan(θjet/2)], where θjet is the polar angle
of the jet in the D0 laboratory frame [30]. The
data, shown in figure 17, are well described by
QCD at NLO over the full range of ET,jet and η.
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Figure 16. The reduced cross section σ˜CC
e±p
plot-
ted as a function of Q2 for various values of x.
The points represent the data while the solid lines
represent the expectation of the Standard Model
evaluated with the ZEUS NLO QCD fit.
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Figure 17. The double differential inclusive jet
cross section for the process pp¯ → Jet +X mea-
sured by the D0 collaboration (points) versus jet
transverse energy in intervals of jet pseudorapid-
ity. The solid lines show the result of a NLO QCD
calculation.
The CTEQ and MRST groups have used the
data in fits to determine the proton PDFs [18,19].
The importance of this data in constraining the
gluon PDF can be judged from figure 18 where xG
is plotted as a function of x for two values of the
scaleQ. The new result (labelled CTEQ6) is com-
pared to the result of a fit that did not include this
data (CTEQ5) [31]. The gluon density obtained
in the new fits is much harder than that obtained
previously. It is important to note that the new
PDFs, containing the enhanced gluon density at
high x, give a good description of both the CDF
and the D0 jet data, including the data at high
transverse energy (ET,jet & 250 GeV) in the cen-
tral region (|η| < 0.5) which were in excess of
QCD at NLO evaluated with older PDFs.
3.6. Remark on the precision of PDFs
NLOQCD fits to data are able to determine the
quark PDFs with a precision of 5–10% and the
gluon PDF with a precision of 10–15%. Progress
CTEQ6
CTEQ5
Figure 18. Comparison of the CTEQ6 (dashed)
to CTEQ5 (dash-dotted) gluon distributions at
scales of 2 and 100 GeV.
is being made towards calculations of many of
the cross sections used in the fits at next-to-
NLO (NNLO). PDFs extracted from a fit using a
partial NNLO calculation have recently become
available [32]. A consistent analysis at NNLO
combined with the large data sets soon to become
available from HERA and the Tevatron will allow
a significant reduction in the PDF uncertainties
to be obtained before the LHC era begins.
3.7. Photon structure
The LEP collaborations have updated their
measurements of the photon structure functions
and contributed new measurements at the high-
est LEP energies [33]. Figure 19 shows a compi-
lation of all measurements of the photon struc-
ture function F γ2 . The data are reproduced to
within ∼ 20% by the NLO QCD calculation us-
ing various parameterisations of F γ2 . Motivated
by this level of agreement, the value of αS has
been extracted from a fit to the data with the re-
sult αS(MZ) = 0.1198 ± 0.0054 [34]. The result
is in good agreement with the world average and
other recent results (see figure 7). It will be im-
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Figure 19. Compilation of measurements of the
structure function F γ2 for real photons from e
+e−
scattering as a function of x for various values of
Q2. Note that Q2 here denotes the virtuality of
the photon that probes the structure of the quasi-
real photon.
portant to establish the insensitivity of the result
to the form of the parameterisation of the gluon
density if the result is to be included in a future
world average αS(MZ).
4. Deep inelastic diffraction
The sample of NC DIS events observed by the
H1 and ZEUS collaborations contains an intrigu-
ing diffractive subsample. Events in this subsam-
ple are characterised by the presence of a pro-
ton in the final state at small |t| where
√
|t| is
the four-momentum transfer between the incom-
ing and outgoing proton. The subsample is large,
acounting for ∼ 10% of all NC DIS events. Fig-
ure 20 shows a schematic Feynman diagram for
deep inelastic diffraction. The incoming proton
scatters through a small angle, emerging from the
collision with an energy ∼ (1−xIP )Ep (where Ep
p p
IP XIP
βXIP X
e
e
Q2
t
Figure 20. Schematic Feynman diagram of
diffraction in deep inelastic scattering.
is the proton beam energy) and a transverse mo-
mentum kick of ∼
√
|t|. The four-momentum
lost by the proton is carried into the deep in-
elastic scatter by a colourless partonic state of-
ten referred to as the Pomeron. The electroweak
current then picks out a parton, generating a
hadronic system X , of mass MX , which may be
observed in the detector. Note that the hadronic
excitation produced in the deep-inelastic scatter
is not colour connected to the scattered proton.
As a result, diffractive deep inelastic scattering
events are characterised by an absense of hadronic
energy flow between the proton and the hadronic
system X .
Two methods have been used to select such
events. The most direct method is to tag the scat-
tered proton. In this case the cross section can be
measured as a function of t. The most recent mea-
surement from the ZEUS collaboration is shown
in figure 21 [35]. The cross section exhibits the ex-
ponentially falling behaviour typical of diffractive
processes. A fit to the data of the form dσ/dt ∝
exp(−b|t|) yields b = 7.8±0.5+0.9
−0.6 GeV
2. The sec-
ond method used to select diffractive events ex-
ploits the lack of hadronic activity in the forward
(proton) direction. This selection is referred to as
the large rapidity-gap selection. It is not possi-
ble with the large rapidity-gap selection to distin-
guish between events in which the proton scatters
elastically from those in which a low mass exci-
tation is produced at the proton vertex making
it necessary to estimate the size of such a dis-
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Figure 21. The differential cross section dσ/d|t|
for the reaction ep→ epX in the kinematic range
indicated on the plot. The error bars show the
statistical uncertainty.
sociative contribution and make an appropriate
correction to the data.
Substantial experimental and theoretical
progress has been made in recent years. An
important theoretical development was the proof
that at a particular xIP and t, the cross section
for the inclusive diffractive process ep → eXp
may be written in the form [36]:
σD(4) ∝ Σf
[
qDifff
(
xIP , t;β,Q
2
)
⊗ σf
(
β,Q2
)]
,
where qDifff
(
xIP , t;β,Q
2
)
are diffractive parton
densities, σf
(
β,Q2
)
is the hard eq deep inelas-
tic scattering cross section and the sum runs over
all active flavours f . A consequence of this is that
a determination of the diffractive cross section at
fixed xIP and t as a function of β and Q
2 may be
used in a NLO DGLAP analysis to determine the
diffractive PDFs. The H1 collaboration has ex-
ploited the fact that the data are consistent with
the hypothesis of Regge factorisation to carry out
such an analysis [37]. A reduced diffractive cross
section was defined in analogy to σ˜NC
e±p
as follows:
σ˜D(4) =
[
2piα2
βQ4
]−1
d4σ
dxIP dtdβQ2
.
Regge factorisation implies that the diffractive
parton densities do not vary in shape with xIP
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Figure 22. Q2 dependence of the reduced diffrac-
tive cross section scaled at each xIP by the as-
sumed t-integrated Pomeron flux. The data are
compared with the prediction of the NLO QCD
fit.
so that σ˜D(4) factorises into a convolution of the
“Pomeron flux” fIP (xIP , t) and a hard scattering
cross section σ˜
(
β,Q2
)
as follows:
σ˜D(4) = fIP (xIP , t)⊗ σ˜
(
β,Q2
)
.
Integration of σ˜D(4) over t yields:
σ˜D(3) = fIP (xIP )× σ˜
(
β,Q2
)
.
Figure 22 shows the H1 measurement of
σ˜D(3)/fIP (xIP ) plotted as a function of Q
2 for
several values of β. For β < 0.6 the data rise
with Q2 indicating that the diffractive PDFs are
dominated by gluons. The H1 collaboration has
performed a NLO DGLAP fit the result of which
is also shown in figure 22 and gives a good de-
scription of the data. The diffractive PDFs ex-
tracted from the fit are shown in figure 23. Noting
that the sum of the quark PDFs (Σ) is plotted on
an expanded scale, it is clear that the diffractive
gluon PDF is much larger than that of the quarks.
An important property of the PDFs of the proton
is that they are universal. In order to investigate
to what extent the diffractive PDFs are universal
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Figure 24. Comparison of the H1 measurement
of (a) the diffractive dijet cross section and (b)
the diffractive D∗ cross section with the result of
a NLO QCD calculation using the diffractive par-
ton densities extracted from the H1 NLO QCD fit
to the reduced diffractive cross section.
the H1 collaboration has calculated the diffrac-
tive dijet rate and the cross section for diffractive
D∗ production. The results of these calculations
are compared to the H1 measurements in figure
24. With the current precision of the data, and
of the diffractive PDFs, the calculation gives a
reasonable description of the data and therefore
lends support to the notion that the diffractive
PDFs are universal.
An alternative approach to the interpretation
of diffractive DIS is to build a model of the inter-
action. This is usually done in the framework of
a dipole model in which the interaction between
the virtual photon and the proton is assumed to
arise from the exchange of a Pomeron between
the proton and a colour dipole parton system (see
figure 25) [38]. The colour dipole system arises
as a vacuum fluctuation in the wave function of
the virtual photon, at lowest order a qq¯ pair, at
NLO a colour dipole qq¯g state. The exchanged
Pomeron is modelled as a collection of gluons in
a colour singlet state. The simplest (lowest or-
der) configuration is a pair of gluons. Parameters
governing the functional form of the parameteri-
sation of the cross section were determined in fits
to data on inclusive diffraction in DIS. The ZEUS
collaboration has measured the differential cross
section dσ/dMX [39]. The data is shown at fixed
photon-proton cms energy (W ) as a function of
15
g* g*
Figure 25. Schematic diagram of diffractive deep
inelastic scattering in the dipole model.
Q2 for several values of MX together with the
predictions of the colour dipole model in figure
26. The data rise as Q2 falls, reaching a plateau
for Q2 ∼ 1 GeV2. The colour dipole model gives
a good description of the data. The qq¯g contri-
bution dominates, particularly at low Q2.
5. Jet production: an example
Substantial progress has been made in the mea-
surement of a variety of inclusive jet topologies
both at HERA and at the Tevatron. At the same
time, theoretical progress in the development of
codes to calculate at fixed order has also been
made. It is not possible to make a complete sur-
vey of all the important contributions in the space
available. QCD at NLO is often able to describe
the qualititative features of the data. However,
it is often not possible to obtain quantitative in-
formation, such as measurements of αS or parton
densities. The reason for this is either that the
data or the theory (or both) is too imprecise. The
complementarity of the precision achieved in jet
measurements and in the theoretical predictions
at LEP is striking and has led to precise deter-
minations of such quantities as αS. I have cho-
sen to discuss the photoproduction of dijets below
as an example of the need to strive for a similar
complementarity in experimental and theoretical
precision in hadron induced processes. Dijet pho-
toproduction is particularly exciting because it
offers sensitivity to photon and proton PDFs, es-
pecially at high x, and sensitivity to αS.
The LO Feynman diagrams contributing to di-
jet photoproduction are shown in figure 27. At
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Figure 26. The ZEUS measurement of the
diffractive cross section dσ/dMX plotted as a
function of Q2 for various values of MX and Q
2.
The solid lines are the result of the dipole model
parameterisation outlined in the text.
leading order, the direct process occurs through
photon-gluon fusion. Two diagrams contribute,
at LO, to the resolved process (figures 27b and
c). The qg scattering diagram, in which a gluon
is exchanged, gives the dominant contribution to
the resolved process. Both ZEUS and H1 have
presented measurements of the cross sections for
dijet photoproduction and have shown that these
measurements are well described by NLO QCD
[40,41].
If the two jet transverse energies (ET,1 and
ET,2) and the jet pseudo-rapidities (η1 and η2)
are measured, the fraction of the momentum of
the photon (xObsγ ) and the fraction of the proton
momentum (xObsp ) entering the collision can be
estimated from the following formulæ:
xObsγ =
ET,1 exp (−η1) + ET,2 exp (−η2)
2yEe
;
xObsp =
ET,1 exp (η1) + ET,2 exp (η2)
2yEe
.
A cut on xObsγ can be used to obtain a sample
16
e
p
g
g
g
e
p
q
e
p
g
q
a)
b) c)
Figure 27. Examples of Feynman diagrams for
the dijet photoproduction of. (a) LO diagram
contributing to the direct process. (b) and (c)
Examples of diagrams contributing at LO to the
resolved process.
enriched in resolved or direct events. A measure-
ment of the dijet photoproduction cross section
as a function of xObsγ (x
Obs
p ) is sensitive to the
photon (proton) PDFs.
H1 has measured the dijet photoproduction
cross section for ET,1 > 25, ET,2 > 15 GeV and
−0.5 < η1,2 < 2.5. The measurement is com-
pared to the predictions of QCD at NLO in fig-
ure 28 for two ranges of ET,max (= ET,1 + ET,2).
For xObsγ < 0.8 the data are well described by
the calculation. The theoretical and experimen-
tal uncertainties are presented in the figure. It is
interesting to note that the experimental statisti-
cal and systematic errors are of comparable size
and are somewhat smaller than the QCD scale
uncertainty.
ZEUS has also measured the dijet photopro-
duction cross section using the following selection:
ET,1 > 14, ET,2 > 12 GeV and −1 < η1,2 < 2.4.
The measurement is compared to the NLO QCD
prediction in figure 29 as a function of xObsγ in
bins of ET,1. The figure indicates that the data
falls less steeply with ET,1 than the NLO QCD
calculation. Again, the experimental statistical
and systematic errors are of comparable size and,
in the lower ET,1 bins, are smaller than the the-
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Figure 28. The xObsγ dependence of the relative
difference of the measured dijet photoproduction
cross section from the NLO QCD prediction. The
inner error bars show the statistical uncertainty,
while the outer error bars show the sum of statis-
tical and uncorrelated systematic uncertainties.
The correlated systematic errors are shown in the
hatched band in the middle plot. The lower plot
shows, as the shaded band, the renormalisation
and factorisation scale uncertainties of the NLO
calculation.
oretical uncertainty.
The apparent discrepancy in the extent to
which NLO QCD describes the data is resolved by
considering the dependence of the cross section on
the cut on ET,2. Consider the H1 measurement
in the bin 25 < ET,max < 35 GeV and the ZEUS
measurement in the bin 25 < ET,1 < 35 GeV.
The cross section for ET,1 > 25 GeV is plotted
as a function of the cut on ET,2 (E
jet2,cut
T ) in fig-
ure 30. Also shown are the results obtained us-
ing the leading-log shower Monte Carlo HERWIG
and a NLO QCD calculation [42,43]. The HER-
WIG Monte Carlo, which has been normalised to
the data, gives a good description of the shape
of the cross section. The NLO QCD calculation,
on the other hand, gives a good description of
the size of the cross section but is unable to de-
scribe the shape. Note that the theoretical uncer-
tainty is large and increases as Ejet2,cutT falls. The
difference in the level of agreement of the ZEUS
and H1 data with the calculation can now be ex-
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plained by noting the position of the cut applied
on ET,2. As shown in the figure, the H1 collabo-
ration have chosen a value of Ejet2,cutT in a region
in which NLO QCD is close to the data, while
the ZEUS collaboration cuts in a region where
the NLO QCD prediction lies significantly above
the data.
The large data sets soon to be collected at
HERA II will make a substantial reduction in the
experimental error possible if the experimental
collaborations can reduce the systematic uncer-
tainty. To extract quantitative information from
this beautiful data will require progress in reduc-
ing the theoretical uncertainty, perhaps through
going to a next-to-NLO calculation.
6. Conclusions
The papers submitted to the QCD sessions at
this conference amply demonstrate the breadth
and depth of activity in the field. At the end of
the LEP era we have a detailed understanding of
the process e+e− → hadrons. This understand-
ing has been exploited to yield measurements of
the fundamental parameters of QCD, αS and the
colour factors at a precision of ∼ 1 − 5% and
∼ 20% respectively. Lepton-nucleon deep inelas-
tic scattering has provided measurements of the
partonic structure of the proton with a precision
of ∼ 5% for quarks and ∼ 15 − 20% for the glu-
ons. Yet much remains to be accomplished if we
are to achieve a complete, quantitative, under-
standing of QCD. The detailed measurements of
diffraction in deep inelastic scattering present a
clear challenge and highlight the need to continue
the experimental and theoretical investigation of
the transition from the perturbative to the non-
perturbative regime.
The coming years will see HERA and the Teva-
tron deliver large data sets. The experimental
challenge will be to ensure that the systematic
uncertainties are reduced to match the statistical
precision of the data. The LEP measurements
of αS demonstrate the precision which can be
achieved if theoretical uncertainties can be made
at least as small as those of the experiment. At
present the theoretical uncertainty on the major-
ity of hadron-induced cross sections is large com-
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Figure 29. Ratio of the ZEUS measurement of
the cross section for dijet photoproduction to the
NLO QCD prediction as a function of xObsγ in four
regions of ET,1. The data are shown with statisti-
cal errors (inner bars) and statistical and system-
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pared to the anticipated statistical precision. The
ambition to develop a full, quantitative, under-
standing of QCD now requires a broad and sus-
tained programme of measurement and interpre-
tation. By energetically developing the already
strong partnership between theorists, phenome-
nologists and experimentalists we can work con-
fidently to achieve this ambition.
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