Abstract. As an attempt to bridge between numerical analysis and algebraic geometry, this paper formulates the multiplicity for the general nonlinear system at an isolated zero, presents an algorithm for computing the multiplicity structure, proposes a depth-deflation method for accurate computation of multiple zeros, and introduces the basic algebraic theory of the multiplicity.
Introduction
Solving a system of nonlinear equations in the form f (x) = 0, or 
. , f t ]
T and x = (x 1 , . . . , x s ), is one of the most fundamental problems in scientific computing, and one of the main topics in most numerical analysis textbooks. In the literature outside of algebraic geometry, however, an important question as well as its answer seem to be absent over the years: What is the multiplicity of an isolated zero to the system and how do we identify it accurately?
For a single equation f (x) = 0, it is well known that the multiplicity of a zero x * is m if (2) f (x * ) = f (x * ) = · · · = f (m-1) (x * ) = 0 and f (m) (x * ) = 0.
The multiplicity of a polynomial system at a zero has gone through rigorous formulations since Newton's era [8, pp. 127-129] as one of the oldest subjects of algebraic geometry. Nonetheless, the standard multiplicity formulation and identification via Gröbner bases for polynomial systems are somewhat limited to symbolic computation, and largely unknown to numerical analysts.
As an attempt to bridge between algebraic geometry and numerical analysis, we propose a rigorous formulation for the multiplicity structure of a general nonlinear system at a zero. This multiplicity structure includes, rather than just a single integer for the multiplicity, several structural invariances that are essential in providing characteristics of the system and accurate computation of the zero. For instance, at the zero x * = (0, 0) of the nonlinear system (3) sin x 1 cos x 1 − x 1 = sin x 2 sin 2 x 1 + x 4 2 = 0 we shall have:
• The multiplicity m = 12.
• Under a small perturbation to system (3), there is a cluster of exactly 12 zeros (counting multiplicities) in a neighborhood of x * = (0, 0).
• The Hilbert function {1, 2, 3, 2, 2, 1, 1, 0, 0, . . .} forms a partition of the multiplicity 12.
• There exist 12 linearly independent differential operators ∂ 00 , ∂ 10 , . . . , ∂ 05 − ∂ 22 , ∂ 06 − ∂ 23 , grouped by the differential orders and counted by the Hilbert function as shown in Figure 1 below. They induce 12 differential functionals that span the dual space associated with system (3). These functionals satisfy a closedness condition and vanish on the two functions in (3) at the zero (0, 0). Here, the differential operator on functions f whose indicated partial derivative exists at the zero x * . • The breadth, or the nullity of the Jacobian at x * , is 2.
• The depth, which is the highest differential order of the functionals at x * , is 6. Figure 1 . Illustration of the multiplicity structure including dual basis, Hilbert function, breadth and depth of the system (3) at the zero (0, 0) Such a multiplicity structure at an isolated zero of a general nonlinear system will be introduced in §2. We prove that the so-defined multiplicity agrees with the intersection multiplicity of polynomial systems in algebraic geometry. It is finite if and only if the zero is isolated, and more importantly, this finiteness ensures termination of the multiplicity identification algorithm NonlinearSystemMultiplicity given in §2. 3 , and it also provides a mechanism for determining whether a zero is isolated [2] . Furthermore, the multiplicity structure of the given nonlinear system can be computed by constructing the Macaulay matrices [21] together with the numerical rank revealing [20] . As a result, we developed numerical algorithms that accurately calculate the multiplicity structure even if the system data are inexact at a zero that is given approximately (cf. §2. 3 and §3.3) .
It is well documented that multiple zeros are difficult to compute accurately even for a single equation. There is a perceived barrier of "attainable accuracy": The number of correct digits attainable for a multiple zero is bounded by the number of digits in the hardware precision divided by the multiplicity. For instance, only three correct digits can be expected in computing a five-fold zero using the double precision (16 digits) floating point arithmetic. Such a barrier has been overcome for univariate polynomial equations [34] . Based on the multiplicity theory established in this article, we shall derive a depth-deflation algorithm in §3 for computing multiple zeros of general nonlinear systems, which can accurately compute the multiple zeros without extending the arithmetic precision even when the nonlinear system is perturbed. The depth defined in the multiplicity structure actually bounds the number of deflation steps. A related multiplicity-deflation method is used in [17] , in which the main goal is to speed up Newton's iteration.
As mentioned above, the study of the multiplicity for a polynomial system at an isolated zero can be traced back to Newton's time [8, pp. 127-129] . Besides polynomial systems, multiple zeros of a nonlinear system occur frequently in scientific computing. For instance, when a system depends on certain parameters, a multiple zero emerges when the parameters reach a bifurcation point [3, §1.1] . Accurate computation of the multiple zero and reliable identification of the multiplicity structure may have a profound ramification in scientific computing. This paper furnishes the theoretical details of the preliminary results on polynomial systems announced in an abstract [5] , and in addition, the scope of this work has been substantially expanded to general nonlinear systems.
2. Formulation and computation of the multiplicity structure 2.1. The notion and fundamental theorems of the multiplicity. The general nonlinear system (1) is represented by either the mapping f : s −→ t or the set F = {f 1 , . . . , f t } of functions in the variables x 1 , . . . , x s . We assume functions f :
s −→ in this paper have all the relevant partial derivatives arising in the elaboration. The multiplicity which we shall formulate in this section will extend both the multiplicity (2) of a single equation and the Macaulay-Gröbner duality formulation of multiplicity for polynomial systems.
Denote (5), with order |j| = j 1 + · · · + j s . For simplicity, we adopt the convention
is called a differential functional, which will produce a set of numbers c(F ) = {c(f 1 ), . . . , c(f t )} when applied to the system F = {f 1 , . . . , f t }. For differential functionals, the linear anti-differentiation transformation φ i is defined by 
With these differential functionals and the linear transformations, we now formulate the multiplicity at a zerox of the nonlinear system (1) as follows. 
The integer δ, called the depth which will be defined later, is the highest order of differential functionals in the dual space.
We may also denote the dual space as Dx(f ) when the nonlinear system is represented as a mapping f = [f 1 , . . . , f t ] . It is important to note that vanishing at the system c(F ) = {0} is insufficient for the functional c to be in the dual space Dx(F ). This becomes more transparent in the single equation f (x) = 0 where the multiplicity is not the number of vanishing derivatives f (k) (x) = 0 at a zero x * . For instance, an infinite number of functionals
therefore, the multiplicity of sin x is one at x = 0. The crucial closedness condition (10) φ i (c) ∈ Dx(F ) for all c ∈ Dx(F ) and i = 1, . . . , s (11) holds because of the closedness condition (10) and the linearity of c.
The dual space Dx(F ) itself actually contains more structural invariants of the multiple zero beyond the multiplicity for the system F . Via dual subspaces D α x (F ), a Hilbert function h : N → N can be defined as follows:
This Hilbert function is often expressed as an infinite sequence {h(0), h (1), . . .}, with which we introduce the breadth and the depth of Dx(F ), denoted by βx(F ) and δx(F ), respectively, as
In other words, the breadth is the nullity of the Jacobian atx for system (1) and the depth is the highest differential order of functionals in Dx(F ). They are important components of the multiplicity structure that dictate the deflation process for accurate computation of the multiple zero (cf. §3).
In contrast to system (3), the system {x The last example is of special interest because, as a breadth-one case, its dual space can be computed via a simple recursive algorithm (cf. §2.3). The dual bases in (14) and (15) are calculated by applying the algorithm NonlinearSystemMultiplicity provided in §2.3 and implemented in ApaTools [35] .
We now provide justifications for our multiplicity formulation in Definition 1 from its basic properties. First of all, the multiplicity is a direct generalization of the multiplicity (2) of univariate functions, where the dual space at an m-
} with Hilbert function {1, 1, . . . , 1, 0, . . .} as well as breadth one and depth m−1. Second, the multiplicity is well defined for analytic systems as a finite positive integer at any isolated zerô x, as asserted by the Local Finiteness Theorem below. Thus, the process of calculating the multiplicity of an isolated zero will always terminate at certain γ when D 
This theorem ensures that the multiplicity is well defined at every isolated zero, and the multiplicity computation at an isolated zero will terminate in finitely many steps. It also provides a mechanism for identifying nonisolated zeros [2] for polynomial systems solved by homotopy method where a multiplicity upper bound is available. The method in [15] can be used to identify nonisolated zeros for general nonlinear systems even though it is intended for polynomial systems.
When the nonlinear system P consists of polynomials p 1 , . . . , p t in the variables x 1 , . . . , x s , the multiplicity theory, i.e., the intersection multiplicity at a zero of such a special system, has been well studied in algebraic geometry. The following theorem asserts that the multiplicity dim Dx(P ) formulated in Definition 1 in this special case is identical to the intersection multiplicity of polynomial systems in algebraic geometry.
Theorem 2 (Multiplicity Consistency Theorem). For a system P of polynomials with complex coefficients, the multiplicity dim Dx(P ) is identical to the intersection multiplicity of P at an isolated zerox.
The following Perturbation Invariance Theorem asserts that the multiplicity as defined equals the number of zeros "multiplied" from a multiple zero when the system is perturbed. As a result, Definition 1 is intuitively justified.
. . , g s that are analytic in Ω and
In other words, multiplicities of zeros are invariant under small perturbation to the system of analytic functions. An m-fold zero becomes a cluster of exactly m zeros counting multiplicities. The proof of Theorem 3 follows from [26, Lemma 6] . We may illustrate this theorem by a computing experiment on the following example.
Example 1.
Consider the system F = {sin x cos y − x, sin y sin 2 x − y 2 } having multiplicity 6 at the zero (0, 0). In a small neighborhood of (0, 0), we compute the zeros of the perturbed system
for small values of . A cluster of exactly 6 zeros of F near (0, 0) are found by Newton's iteration using zeros of the truncated Taylor series of F as the initial iterates, matching the multiplicity of the system F at (0, 0). Table 1 shows the zeros of F for = 10 -8 and 10 -12 . The cluster as shown shrinks to (0, 0) when the perturbation decreases in magnitude. Table 1 . Zeros of the perturbed system F in (16) near (0, 0) for = 10 -8 and 10 -12 .
= 10
−8
−12
The proofs of the above three fundamental theorems on multiplicities will be given in §2. 4 , in which the algebraic foundation of the multiplicity will be established.
Remark on the history of multiplicity. A discussion on the history of the multiplicity formulations for a polynomial system at a zero is given in [8, p. 127 ] from algebraic geometry. As Fulton points out, there have been many differing concepts about multiplicity. Mathematicians who have worked on this include Newton, Leibniz, Euler, Cayley, Schubert, Salmon, Kronecker and Hilbert. The dual space approach was first formulated by Macaulay [21] in 1916 for polynomial ideals. Samuel developed this viewpoint with his Characteristic functions and polynomials now called Hilbert functions and polynomials. More than the multiplicity at a zero of a polynomial system he defines the multiplicity of an arbitrary local ring [33, Ch. VIII, §10], which, in the case of a 0-dimensional local ring, is the sum of the Hilbert function values as in Corollary 1. As we show in §2.4, this multiplicity is also the -dimension of the local ring which is now generally accepted as the standard definition of multiplicity in commutative algebra for isolated zeros of systems of equations; see Chapter 4 of [4] for a discussion similar to that of this paper. Symbolic computation of Gröbner duality on polynomial ideals was initiated by Marinari, Mora and Möller [22] , as well as Mourrain [24] . Stetter and Thallinger introduced numerical computation of the dual basis for a polynomial ideal in [28, 31] and in Stetter's book [29] . Other computational algorithms on the multiplicity problem have recently been proposed in [1] , [13] , [19] , [32] , and [36] , etc.
The Macaulay matrices.
Based on the multiplicity formulation, computing the multiplicity structure can be converted to the rank/kernel problem of matrices.
Consider the dual subspace D α x (F ) as defined in (8) for the nonlinear system
for all |k| ≤ α − 1 and i ∈ {1, . . . , s}. By a proper ordering of indices j and (k, i), equation (17) can be written in the matrix form
where c is the vector formed by ordering c j in (17) for j ∈ N s , j ≥ 0 and |j| ≤ α. The equation (18) determines the dual subspace D α x (F ) that is naturally isomorphic to the kernel K(S α ) of the matrix S α , which we call the α-th order Macaulay matrix.
To construct the Macaulay matrices, we choose the negative degree lexicographical ordering [12] , denoted by ≺, on the index set
The Macaulay matrix S α is of size m α × n α where
We view the rows to be indexed by ( 
Notice that for an obvious ordering ≺ of
where J(x) is the Jacobian of the system {f 1 , . . . , f t } atx. Figure 2 shows the expansion of the Macaulay matrices from S 1 to S 2 , then S 3 . The table beneath the Macaulay matrices in Figure 2 shows the bases for the kernels as row vectors using the same column indices. It is instructive to compare this pair of arrays to those in [21, §65] 
Example 2. Consider the system F
bases for kernels (transposed as row vectors) By identifying the multiplicity structure of a nonlinear system with the kernels and nullities of Macaulay matrices, the multiplicity computation can be reliably carried out by matrix rank-revealing, as we shall elaborate in §2.3.
2.3.
Computing the multiplicity structure. The multiplicity as well as the multiplicity structure can be computed using symbolic, symbolic-numeric or floating point computation based on Corollary 1. The main algorithm can be outlined in the following pseudo-code. Algorithm: NonlinearSystemMultiplicity
, the Hilbert function h, Dx(F ) basis, depth δx(F ), and breadth βx(F ) = h(1) This algorithm turns out to be essentially equivalent to Macaulay's procedure of 1916 for finding inverse arrays of dialytic arrays [21, 23] , except that Macaulay's algorithm requires construction of dialytic arrays with full row rank, which is somewhat difficult and costly to implement with inexact systems or the approximate zeros. Implementation of the algorithm NonlinearSystemMultiplicity is straightforward for symbolic computation when the system and zero are exact and properly represented. Applying this multiplicity-finding procedure on approximate zeros and/or inexact systems requires the notions and algorithms of numerical rank-revealing at the step "find K(S α )" in Algorithm NonlinearSystemMultiplicity.
The numerical rank of a matrix A is defined as the minimum rank of matrices within a threshold θ [9, §2.5
With this reformulation, numerical rank/kernel computation becomes well posed. We refer to [20] for details.
Numerical rank-revealing applies the iteration [20] (21)
where (·)
† denotes the Moore-Penrose inverse. From a randomly chosen u 0 , this iteration virtually guarantees convergence to a numerical null vector u, and {ς k } will converge to the distance ς between A and the nearest rank-deficient matrix.
With a numerical null vector u, applying (21) We now describe the numerical procedure for the step of computing
Assume an orthonormal basis Y = y 1 , . . . , y μ for K θ ( S α-1 ) and the QR decom-
are available, where Q α-1 is unitary, R α-1 is square upper-triangular and T is a diagonal scaling matrix.
Embedding y i 's into n α by appending zeros at the bottom to form z i for i = 1, . . . , μ, it is clear that the columns of Z = z 1 , . . . , z μ form a subset of an orthonormal basis for K θ ( S α ). Also, we have matrix partitions 
with a proper accumulation of Q α-1 andQ into Q α . This implies
Therefore, K θ ( R α ) consists of numerical null vectors of S α that are approximately orthogonal to those of S α-1 . The procedure below produces the numerical kernel Algorithm NonlinearSystemMultiplicity is implemented as a function module in the software package ApaTools [35] . For an isolated zero of a given system along with a rank threshold, the software produces the multiplicity, breadth, depth, Hilbert function, and a basis for the dual space. The software performs symbolic (exact) computation when the rank threshold is set to zero, and carries out numerical computations otherwise. An example of computing the multiplicity structure for an inexact system at an approximate zero will be shown as Example 3 in §3.1.
Remarks on computational issues. For an exact system, the accuracy of a zerô x can be arbitrarily high using multiprecision or a deflation method described in §3. As a result, numerical rank-revealing with sufficient low threshold will ensure accurate multiplicity identification. For inexact systems, the approximate zeros may carry substantial errors due to the inherent sensitivity. In this case, setting a proper threshold θ for the numerical rank revealing may become difficult. The depth-deflation method given in §3 is effective in calculating the zeros to the highest possible accuracy that may allow accurate identification of the multiplicity. However, there will always be intractable cases. For those systems with obtainable multiplicity structure at an approximate solution, the rank threshold needs to be set by users according to the magnitude of errors on the system and solution. Generally, the threshold should be set higher than the size of error.
The size increase of Macaulay matrices may become an obstacle when the number of variables is large, compounding with high depth δx(F ). Most notably, when the breadth βx(F ) = 1, the depth will reach the maximum: δx(F ) = m − 1. In this A recently developed closedness subspace strategy [36] improves the efficiency of multiplicity computation substantially by reducing the size of the matrices.
2.4. Proofs of Theorem 1 and Theorem 2. Theorem 1 and Theorem 2 are well known for zero-dimensional polynomial systems. Since a zero-dimensional system has only finitely many zeros, each zero must be isolated in the sense of Definition 2 so the content of these theorems is simply the classical result that dim Dx(F ) is identical to the intersection multiplicity (cf. [10, 16, 21] ) along with more recent expositions by Emsalem [7] , Mourrain [24] and Stetter [29] .
However, these results in the case of analytic systems and nonzero-dimensional polynomial systems with isolated zeros are well known mainly in the folklore of the theory of analytic functions of several complex variables. We are not aware of an explicit reference in this generality. The results do follow easily, however, from the considerations of the last two sections and accessible facts from the literature (e.g. [30] ). Therefore, this section is a short digression sketching our proof of Theorems 1 and 2 and stating a few useful corollaries of these theorems.
We will assume in this section thatx = 0 is the origin. The local ring of system F = {f 1 , . . . , f t } of analytic functions at 0 is A = {x 1 , . . . , x s }/F {x 1 , . . . , x s } where {x 1 , . . . , x s } is the ring of all complex analytic functions in the variables x 1 , . . . , x s which converge in some neighborhood of 0 (cf. [4, 30] ). This last ring has a unique maximal ideal M generated by {x 1 , . . . , x s }, the image of which in A is the unique maximal ideal m of A.
We will need some notations and lemmas. For an analytic or polynomial function define (23) jet (f, k) = |j|≤k c j x j where c j x j is the term involving x j in the Taylor series expansion of f at 0. We say that a homogeneous polynomial h of total degree α is the initial form of order α of analytic or polynomial function f if h = jet (f, α).
Lemma 2. Let R be the ring of analytic functions on open set U ⊆
s and assumex = 0 ∈ U. Let F = {f 1 , . . . , f t } ⊂ R be a system of analytic functions with common zerox. Then the following are equivalent: The proof follows from the construction of S α . We can now prove Theorem 1 and Theorem 2. Remark. In commutative algebra the term regularity index, nil-index or just index is used instead of our depth. In particular, the index of the ideal of the system F is δx(F ) + 1. 1, let F = {f 1 , . . . , f t } be a system of functions having derivatives of order γ ≥ 1 at the zerox
Proof of Theorem 1. By Lemma 2,x is an isolated zero if and only if there exists

Corollary 3. As in Definition
, then the polynomial system jet (F, γ) has the same multiplicity structure, and hence the same multiplicity atx as F .
Proof. The system jet (F, γ) has the same Macaulay matrices up to γ = δx(jet (F, γ) ) as the system F and hence (F, γ) ) by Corollary 1. Note, in particular, that this corollary applies to any analytic system with an isolated zero, so such a system is locally equivalent to a polynomial system.
Accurate computation of a multiple zero by deflating its depth
It is well known that multiple zeros are highly sensitive to perturbations and are therefore difficult to compute accurately using floating point arithmetic. Even for a single univariate equation f (x) = 0, as mentioned before, there is a perceived barrier of "attainable accuracy": The number of attainable digits at a multiple zero is bounded by the hardware precision divided by the multiplicity. This accuracy barrier was largely erased recently in [34] for univariate polynomial equations. For general nonlinear multivariate systems, we propose a general depth-deflation method as well as its special case variation for breadth one systems in this section for accurate computation of multiple zeros without extending hardware precision even when the given system is perturbed. 
Lemma 4. Let f be a system of s-variate functions that are twice differentiable in a neighborhood ofx ∈ s . If the Jacobian J(x) of f (x) atx is injective so that the norm of its pseudo-inverse J(x)
forx sufficiently close tox.
Proof. The injectiveness of J(x) implies t ≥ s and rank (J(x)) = s. 
where r(x) 2 In light of Lemma 4, we may define the condition number of the system f at a zerox:
This condition number serves as a sensitivity measurement in the error estimate
of the approximate zerox using the residual f (x) 2 . Solving a nonlinear system for a multiple zero is an ill-posed problem in the sense that its condition number is infinity [6, Definition 1.1, p. 17]. The straightforward Newton's iteration attains only a few correct digits of the zero besides losing its quadratic convergence rate, if it converges at all. Similar to other ill-posed problems, accurate computation of a multiple zero needs a regularization procedure. An effective regularization approach is deflation [17, 18, 25] . For instance, Leykin, Verschelde and Zhao [17] propose a deflation method and a higher-order deflation method [18] which successfully restore the quadratic convergence of Newton's iteration. From our perspective, perhaps the most important feature of deflation strategy should reside in transforming an ill-posed zero-finding into a well-posed least squares problem. As a result, the multiple zero can be calculated to high accuracy.
We hereby propose two new versions of the deflation method, both are refered to as depth-deflation methods, with one for the general cases and the other for the cases where the breadth of the system is one at the zero. We first derive our general depth-deflation method here. The version for breadth-one systems follows in §3. 3 .
s with t ≥ s, andx be an isolated zero of f (x). Denote J(x) as the Jacobian of f (x). Ifx is a simple zero, then J(x) is injective with pseudo-inverse J(x)
H , and the Gauss-Newton iteration
locally converges tox at a quadratic rate. More importantly in this regular case, solving f (x) = 0 for the solutionx is a well-posed problem and the condition number J(x) + < ∞. Whenx is a multiple zero of the system f , however, the Jacobian J(x) is rankdeficient. In this singular case, the zerox is underdetermined by the system f (x) = 0 because it is also a solution to J(x)y = 0 for some y = 0. In order to eliminate the singularity and thus to curb the hypersensitivity, perhaps further constraints should be imposed.
Let n 1 = nullity (J(x) ) which is strictly positive at the multiple zerox. Denote x 1 = x andx 1 =x. Then, for almost all choices of an n 1 × s random matrix R 1 , the matrix
is of full (column) rank. It is easy to see that the linear system
has a unique solution x 2 =x 2 = 0. Here e 1 is the first canonical vector [1, 0, . . . , 0] of a proper dimension. As a result, (x 1 ,x 2 ) is an isolated zero of a new (2t + k) × (2s) system
Licensed If (x 1 ,x 2 ) is a simple zero of f 1 (x 1 , x 2 ), then the singularity of f (x) atx is "deflated" by solving f 1 (x 1 , x 2 ) = 0 for (x 1 ,x 2 ) as a well-posed problem using the Gauss-Newton iteration (29) on f 1 . However, (x 1 ,x 2 ) may still be a multiple zero of f 1 (x 1 , x 2 ) and, in this case, we can repeat the depth-deflation method above on f 1 . Generally, assume (x 1 , . . . ,x 2 α ) is an isolated multiple zero of f α (x 0 , . . . , x 2 α ) after α steps of depth-deflation with a Jacobian J α (x 1 , . . . ,x 2 α ) of nullity n α > 0. The next depth-deflation step expands the system to
where R α+1 is a randomly selected matrix of n α+1 rows and the same number of columns as J α (x 1 , . . . , x 2 α ). The depth-deflation process continues by expanding
with an isolated zero (x 1 , . . . ,x 2 σ ) that is no longer singular.
The following Depth-Deflation Theorem ensures the deflation process will terminate and the number of deflation steps is bounded by the depth δx(f ). We shall prove this Depth-Deflation Theorem via multiplicity analysis in §3.2. For polynomial systems, Leykin, Verschelde and Zhao proved that each deflation step of their method deflates intersection multiplicity by at least one [17, Theorem 3.1] . Theorem 4 improves the deflation bound substantially since the depth is much smaller than the multiplicity when the breadth is larger than one. The computing cost increases exponentially as the depth-deflation continues since each depth-deflation step doubles the number of variables. Fortunately, computing experiments suggest that, for a multiple zero of breadth larger than one, very few depth-deflation steps are required. At breadth-one zeros, we shall derive a special case deflation method in §3.3. The high accuracy achieved by applying the depth-deflation method can be illustrated in the following examples.
Theorem 4 (Depth-Deflation Theorem). Letx be an isolated zero of a system f with depth δx(f ). Then there is an integer σ ≤ δx(f ) such that the depthdeflation process terminates at the expanded system
which is a perturbation of magnitude 10 -15 from an exact system {u 3 + w sin v = v 3 + u sin w = w 3 + v sin u = 0} with u = x − 1, v = y − 2 and w = z − 3. This system has a zero (1, 2, 3) of multiplicity 11, depth 4 and breadth 3. Using 16-digit arithmetic in Maple to simulate the hardware precision, Newton's iteration without depth-deflation attains only 4 correct digits, whileas a single depth-deflation step eliminates the singularity and obtains 15 correct digits, as shown in the following 
This is a perturbation of magnitude 10 -15 from an exact system e z − cos y + 
In particular, ∇ y ≡ y · Δ x ≡ y · Δ x 1 for any y of dimension s. Let y and z be auxiliary variables. Then, for any function f (x),
] be a nonlinear system in variable vector x and let J 0 (x) be its Jacobian matrix. Then
The first depth-deflation step expands the system to f 1 (x 1 , x 2 ) = 0 with
where R 1 is a random matrix whose row dimension equals the nullity of J 0 (x 1 ). The values of x 2 =x 2 = 0 induce a functional ∇x 2 x 2 ) has a nullity k 1 > 0 and a nontrivial kernel. The depth-deflation process can be applied to f 1 the same way as (36) applied to f 0 . Namely, we seek a zero (x 1 ,x 2 ,x 3 ,x 4 ) to the system
where R 2 is any matrix of size k 1 × 2s that makes
Thus, the second depth-deflation seeks a solution (x 1 ,x 2 ,x 3 ,x 4 ) to the equations (38)
It is important to note thatx 3 = 0. Otherwise, from (37),
which would lead tox 4 = 0, making it impossible for R 2
After α depth-deflation steps, in general, we have an isolated zero (x 1 , . . . ,x 2 α ) to the expanded system f α (x 1 , . . . , x 2 α ) with Jacobian J α (x 1 , . . . , x 2 α ) of rank r α . If r α < 2 α s, then the next depth-deflation step seeks a zero to f α+1 (x 1 , . . . , x 2 α+1 ) = 0 defined in (31) .
be a system of t functions of s variables with a multiple zerox 1 =x. Assume that the depth-deflation process described above reaches the extended system f α+1 in (31) with isolated zero (x 1 , . . . ,x 2 α+1 ). Then
Proof. The assertion is true for j = 0 and j = 1 as shown above. Let together with u = 0 would imply
and thereby v = 0 since
is of full column rank. Therefore,
Moreover, from (39),
It now suffices to show that for all η,
would imply w 1 = 0. Obviously, this is true for η = 1. Assume it is true up to η − 1. Then, using the same argument for (40) and (41), we have (42) implying
Thus w 1 = 0 from the induction assumption.
It is clear that the third depth-deflation, if necessary, adds variables x 5 , x 6 , x 7 , x 8 and equations that vanish on f atx 1 . In general, the α-th depth-deflation step produces a collection of 2 α differential functionals of order α or less that vanish on the system f at x 1 . Also notice that the highest order differential terms are
for depth-deflation steps 1, 2 and 3, respectively.
Actually, these functionals induced by the depth-deflation method all belong to the dual space Dx(f ). To show this, we define differential operators Φ α , α = 1, 2, . . . as follows:
For convenience, let Φ 0 represent the identity operator. 
As a consequence, Theorem 4 given in §3.1 provides an upper bound, the depth, on the number of depth-deflation steps required to regularize the singularity at the multiple zero. This bound substantially improves the result in [17, Theorem 3.1] . In fact, our version of the deflation method deflates depth rather than the multiplicity as suggested in [17] .
Proof of Theorem 4. We first claim that the α-th depth-deflation step induces all differential functionals which is of order α sincex 2 j +1 = 0 by Lemma 5. However, differential orders of all functionals in Dx(f ) are bounded by δx(f ), so α is also.
In general, Theorem 4 does not guarantee those 2 k functionals are linearly independent. From computing experiments, the number k of depth-deflation steps also correlates to the breadth βx(f ). Especially when βx(f ) = 1, it appears that k always reaches its maximum. This motivates the special case breadth-one algorithm * if the equation (54) Table 2 for Algorithm BreadthOneMultiplicity. In our extensive computing experiments, AlgorithmBreadthOneMultiplicity always produces a complete dual basis without premature termination. We believe the following conjecture is true. 
