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VARIANCE DECOMPOSITION OF FORECASTED WATER BUDGET AND 
SEDIMENT PROCESSES UNDER CHANGING CLIMATE IN FLUVIAL AND 
FLUVIOKARST SYSTEMS 
 
 Variance decomposition is the partitioning of different factors affecting the 
variance structure of a response variable. The present research focuses on future 
streamflow and sediment transport processes projections as the response variables. The 
authors propose using numerous climate factors and hydrological modeling factors that can 
cause any response variable to vary from historic to future conditions in any given 
watershed system. The climate modeling factors include global climate model, 
downscaling method, emission scenario, project phase, bias correction. The hydrological 
modeling factor includes hydrological model parametrization, and meteorological variable 
inclusion in the analysis. This research uses a wide spectrum of data, including climate data 
of precipitation and temperature from GCM results, and observations of meteorological 
data, streamflow and spring flow data, and sediment yield data. This research focuses on 
employing an off-the-shelf hydrological model and developing different numerical models 
(using MATLAB) for simulating sediment transport processes and water movement in an 
epigenetic karst system.   With regards to variance decomposition, the approach is to use a 
mixed statistical method of linear and nonlinear analysis by means of analysis of variance 
(ANOVA) and artificial neural networks (ANN) respectively.  All the computational tools 
that will be used to perform the statistics are provided by SPSS software.  
 Two study sites are considered in this work including South Elkhorn watershed and 
Cave Run watershed. South Elkhorn watershed is a fluvial system and is located in 
Lexington, Kentucky, USA. This system is characterized as a wet, temperate region in the 
central and eastern United States where a change in the climate is projected. The mean 
streamflow, extreme streamflow, and sediment processes forecast are investigated in this 
watershed. Royal Spring watershed is a fluviokarst system and is adjacent to the South 
Elkhorn watershed. In this watershed we investigate the water pathway connectivity as well 
as the impact of climate change on the mean annual spring flow and streamflow.  
Analysis of variance results indicate that the difference in forecast and hindcast 
mean streamflow predictions is a function of GCM type, climate model project phase, and 
downscaling approach. Predicted average monthly change in streamflow tends to follow 
precipitation changes and result in a net increase in the average annual precipitation and 
streamflow by 10% and 11%, respectively, when comparing historical period (1980-2000) 
to the future period (2045-2065). Results show that the relative change of streamflow 
maxima was not dependent on systematic variance from the annual maxima method versus 
peak over threshold method. However, it was dependent all climate modeling factors. 
Ensemble projections forecast an increase of streamflow maxima of 51% for 100-year 
streamflow event. Hydrologic model parameterization was the greatest source of variance 
impacting forecasted sediment transport variables. Hydrologic inputs from climate change 
including forecasted precipitation, temperature, relative humidity, solar radiation and wind 
speed all impacted sediment transport. Ensemble average forecasts sediment yield to 
increase by 14% for the Upper South Elkhorn watershed. The numerical model of the Cave 
Run/ Royal Spring watershed suggests 30 to 45% of surface stream discharge originates 
from in-stream swallet reversal and hillside springs. Also, the hydrology of the floviokarst 
system might be altered by the impact of climate change where an increase in the surface 
flow and spring flow is projected to be 8.8% and 12.2%, respectively. The results show 
that the change in pathway connectivity is important on seasonal bases and follows the 
seasonal change in precipitations. 
Keywords: climate change, sediment, karst, extreme streamflow, numerical model, model 
selection 
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CHAPTER 1: INTRODUCTION 
 
1.1 Overview  
Variance decomposition is also known as error separation and refers to partitioning 
the different factors effecting the variance of a response variable (Freni et al., 2010).  The 
present research focuses on future streamflow and sediment yield as the response variables 
for which variance decomposition is desired.  In the case of forecasted streamflow, the 
author recognizes that numerous climate factors in the future can cause mean and extreme 
streamflow to vary from historic and current conditions in any given watershed system.   
Researchers and land managers should include any climate modeling factors, such 
as future carbon dioxide emissions, that might cause significant variation of streamflow 
when forecast modelling streamflow and sediment transport for future conditions.  It is also 
recognized that some climate modeling factors may cause little to no impact on future 
streamflow, or sediment yield, variance; and it will be of interest to disregard such 
insignificant factors from forecast analysis in order to avoid biasing the solution space and 
to optimize computational efficiency (i.e., managing available resources).   
The author recognizes that streamflow and sediment transport modeling, even for 
current conditions where climate and land use are assumed stationary, is fraught with 
hydrologic modeling factors, such as runoff parameterization, that are expected to impact 
streamflow variance and upland erosion rate; and such factors should also be considered in 
a robust analysis of forecasted variance.  Based on this discussion, the author 
conceptualizes two main classes of interacting components that can potentially impact the 
variance of future streamflow and sediment transport processes, including climate and 
hydrologic modeling components (see Figure (1.1)).  It is conceptualized that these broad 
classes are made up of numerous factors that may or may not impact forecasted variance, 
and the overall goal is to find those factors that are significant, include them in prediction, 
and use the predictions for understanding water, sediment and carbon transport in future 
research. 
 Based on the review of the peer-reviewed literature, the author finds no studies that 
have attempted to perform a robust variance decomposition of forecasted streamflow and 
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sediment transport.  Rather, previous studies have focused on highlighting individual 
factors that control streamflow variance (see review in Al-Aamery et al., 2016).  I argue 
that the time is ripe for partitioning the variance of forecasted streamflow and sediment 
yield.  Our improved knowledge of single factor significance and recent advancement of 
technology allow for the practical investigation of forecasted variance decomposition.  The 
latter is realized through the recent advancement of sophisticated computational tools and 
climate products that allow for inexpensive, yet spatially and temporally explicit, 
simulations.  We see four classes of computer models that have been advanced for the 
purpose of streamflow and sediment yield variance decomposition.  The computational 
model advancement includes the newest climate models, hydrologic models, hydrological 
inputs, and new statistical models for linear and non-linear variance decomposition.   
The global climate models (GCMs) have been under development since the 1950s 
when the digital computers appeared (Weart, 2010). The modeling of atmospheric 
circulation grasped more attention when modelers increased the concentration of 
greenhouse gasses reflecting projection of observed carbon dioxide datasets (IPCC 2007, 
IPCC 2013).  Currently, a high number GCM results are published on publicly available 
datahubs for post-processing and inclusion in hydrologic analyses.  
 Many watershed models have now been developed that vary in their structure and 
their individual components allowing for tools to handle a wide spectrum of water 
resources problems, scales and regions of the world (Singh & Woolhiser, 2002, Arnold et 
al., 2010, Arnold et al., 2012).  With some modest manipulation of the source code or post-
processing of climate inputs, watershed models can now be used to integrate forcing 
expected to produce non-stationarity in streamflow and sediment transport processes.  
Further, hydrologic post-processing of model results has been advanced such that 
probability-based methods are now well developed to predict the change in both mean and 
extreme streamflow responses (Haan, 2002). The hydrological post-processing of the 
results can then be employed in numerical modeling of sediment transport processes that 
model the processes in more extensive procedure that are specific to the watershed. Also, 
the hydrological inputs are investigated to measure their impact on the hydrological 
modeling results.  
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Finally, statistical methods for partitioning variance are now highly developed for 
non-idealistic cases and statistical advancement has produced readily available methods 
for multivariate-parametric analysis of variance (Tanyildizi, 2013, Harnly et al., 2014, 
Ramsey et al., 1992), and methods that can be applied for non-linear variance 
decomposition (Suparta et al., 2015, Al Aamery et al., 2018). 
Figure 1.2 provides a conceptual model of the factors to be included in variance 
decomposition of forecasted streamflow and sediment yield.  As can be seen, the variance 
structure reflects climate modeling factors and hydrological modeling factors. The 
hydrological inputs are explicitly shown in the figure to highlight our intention to 
investigate this source of uncertainty on the forecasted streamflow and sediment transport. 
The statistical modeling for streamflow variance decomposition is not shown explicitly in 
Figure 1.2, but it is recognized that analyses that employs a number of statistical methods 
including linear modeling and non-linear modeling can be applied and compared to 
produce robust results.  
Climate modeling and its conceptualized factors are shown in the upper of Figure 
1.2 and can be discretized to reflect five climate modeling factors, that may significantly 
impact the variance of streamflow.  The climate modeling factors that we have 
conceptualized include future emission scenarios, global circulation model choice and 
version within a climate modeling phase project, downscaling method, and bias correction 
post-analyses (see analyses in Al-Aamery et al., 2016).  Emission scenarios are the 
anticipated future projection of CO2 concentration in the atmosphere (Brekke et al., 2013, 
Mearns et al, 2007, IPCC 2001, IPCC 2007, IPCC 2013, Lenderink et al., 2007, 
Teutscchbein and Seibert., 2012, Mejia et al, 2012, and Melillo et al., 2014).  Within 
variance decomposition, the emission scenario factor can be divided into seven levels 
reflecting emission pathways reflected in the Coupled Model Intercomparison Project 
phase 3 (CMIP3) called Spatial Report on Emission Scenarios (SRES) and those in the 
Coupled Model Intercomparison Project phase 4 (CMIP4) called Representative 
Concentration Pathways (RCPs).  Within each emission scenario, the CO2 concentrations 
depend on the economic growth, global population growth, and energy uses assumed in 
the future (see IPCC 2007 and IPCC 2013). Global climate models are a three dimensional 
mathematical representation of the atmosphere and ocean circulations that can be projected 
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to the future. Several components should be considered in a climate model for successfully 
simulating climate system including radiation, dynamics, surface processes, chemistry, and 
spatial and temporal resolution (McGuffie and Henderson, 2014).  To capture this 
variability, global climate model choice and model version can be used as factors in 
streamflow variance decomposition to represent the net components of different models.  
Downscaling methods aim to produce finer scale climate information that can be coupled 
to hydrologic analysis and have been suggested to impact forecasted streamflow (Mejia et 
al, 2012). There are two primary approaches that are used as downscaling techniques: the 
first is statistical empirical relationships that define the high resolution sub-grid variability 
based on resolved values from the global climate models called statistical downscaling. 
The second is simulation of climate dynamics over continent wide scales called Regional 
Climate Model (RCM) (also called Limited Area Model) with lateral boundary conditions 
imposed by the parent global climate model results called dynamical downscaling. 
(Warner, 2011, Mejia et al, 2012). Bias correction methods are usually handled for the 
climate information results, such as precipitation and temperature, from both downscaling 
methods. The bias of results could be performed due to systematic error in modeling. 
Methods such as linear scaling and distribution mapping are proposed in the literature and 
considered in this work (Teutschbien and Seibert, 2012).  
The hydrological inputs are also considered for their potential to impact the 
forecasted streamflow and sediment processes (see Al Aamery et al., 2018). The procedure 
here is what set of meteorological variables impacted by climate change are to be included 
in the hydrological model.  Different combinations of such variables can impact the 
variance of streamflow and sediment transport projection. These variables include 
precipitation, temperature, relative humidity, net radiation, and wind speed (McVicar et al., 
2012, Wild, 2009, Willett et al., 2008, Al Aamery et al., 2018).  We investigate how shifts 
in each of these hydrologic variables might, in turn, impact streamflow and sediment 
transport fluxes.  We also investigate how the shift in precipitation and temperature without 
considering the shift in other meteorological variables might impact the sediment fluxes 
and how that impact compared to the impact if all meteorological variables are considered. 
Hydrologic modeling and its conceptualized factors are shown in the bottom of 
Figure 1.2 and can be discretized to reflect five hydrologic modeling factors, that may 
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significantly impact the variance of streamflow.  The hydrologic modeling factors that we 
have conceptualized include model parameterization, model structure, streamflow 
response variable, and post-processing of model analysis via frequency analysis to mean 
or extreme streamflow variables.  The first factor is model parameterization which, 
similarly to global climate model choice, is a comprehensive factor of numerous 
parameters that could induce sources of variance in hydrologic modeling as it is recognized 
that uncertainty is produced by various physical and empirical based model parameters 
(Yen et al., 2014). The second factor is model structure which is also a potential source of 
variance to streamflow given that different models have various levels of complexity tied 
to different scales (Neitsch et al., 2011). We introduce the streamflow response variable as 
the third factor which we show as a considerable source of streamflow variance (see Al-
Aamery et al., 2016). The fourth factor is associated with mean or extreme value modeling. 
This factor is conceptualized as two levels representing the two types of extreme series 
which are generally defined in the literature as Annual Maximum (minimum) (AM) and 
Peaks over Threshold (POT), which is also called partial duration series (PDS) (Madsen et 
al., 1997, Hann, 2002, Omey et al., 2009).  The AM series consists of only one value 
selected from each year of the sample period. This value is the maximum (or the minimum) 
flow of the daily time series recorded over a time period of one year. Several extreme 
probability distributions are used to fit the AM series to predict the extreme value 
magnitudes and recurrence (return) periods. Such as Extreme value type I, type II, and 
Generalized Extreme value distribution (GEV) (Dankers and Feyen, 2008, Lawrence and 
Hisdal, 2011, Lima et al., 2015). On the other hand, the POT series is based on the 
construction of partial duration series consisting of all values that are higher (or lower) than 
a threshold. The Generalized Pareto (GP) distribution is frequently used within POT 
(Prudhomme et al., 2003).  
In chapter two of this dissertation, we measure the relative importance of climate 
modeling factors on chosen response variables upon controlling the variance of mean 
streamflow forecasted with global climate model (GCM) projections. We designed an 
experiment that varied climate modeling factors, including GCM type, project phase, 
emission scenario, downscaling method, and bias correction. The streamflow response 
variable includes forecasted streamflow and difference in forecast and hindcast streamflow 
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predictions.  A wet temperate region of the whole South Elkhorn watershed was considered 
and the Soil Water Assessment Tool (SWAT) was used to predict mean streamflow  
 
In chapter three we analyze the variance structure of streamflow maxima using 
realizations of emission scenario, global climate model type and project phase, 
downscaling methods, bias correction, extreme value methods, and hydrologic model 
inputs and parameterization. Also, the whole South Elkhorn watershed was considered, 
and SWAT model was used for simulating the hydrological conditions of this watershed.  
In chapter four we investigate the uncertainty of forecast sediment transport from 
sources including global climate model realizations, global climate model ensemble 
design, forecasted hydrologic inputs, and hydrologic modeling parameterizations. We then 
forecast sediment transport for the gently rolling watershed of the Upper South Elkhorn 
watershed in Kentucky USA using numerical modeling.  
In chapter five a numerical model was firstly developed and applied to gain 
understanding of connectivity between surface streams and karst aquifers in fluviokarst 
basins of Can Run watershed. Then, secondly, climate scenarios were employed into the 
model to understand the climate change impact in this system 
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Figure 1.2. Variance structure for forecasting streamflow and sediment transport with 
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CHAPTER 2: EVALUATION OF CLIMATE MODELING FACTORS 
IMPACTING THE VARIANCE OF STREAMFLOW 
Adapted per my Elsevier publishing writes from Al Aamery et al., 2016. Evaluation of Climate Modeling 
Factors Impacting the Variance of Streamflow.  Journal of Hydrology 542, 125-142.    
Copyright © 2016 Elsevier 
2.1 Abstract 
The present contribution quantifies the relative importance of climate modeling 
factors and chosen response variables upon controlling the variance of streamflow 
forecasted with global climate model (GCM) projections, which has not been attempted in 
previous literature to our knowledge. We designed an experiment that varied climate 
modeling factors, including GCM type, project phase, emission scenario, downscaling 
method, and bias correction. The streamflow response variable was also varied and 
included forecasted streamflow and difference in forecast and hindcast streamflow 
predictions.  GCM results and the Soil Water Assessment Tool (SWAT) were used to 
predict streamflow for a wet, temperate watershed in central Kentucky USA. After 
calibrating the streamflow model, 112 climate realizations were simulated within the 
streamflow model and then analyzed on a monthly basis using analysis of variance.  
Analysis of variance results indicate that the difference in forecast and hindcast streamflow 
predictions is a function of GCM type, climate model project phase, and downscaling 
approach.  The prediction of forecasted streamflow is a function of GCM type, project 
phase, downscaling method, emission scenario, and bias correction method.  The results 
indicate the relative importance of the five climate modeling factors when designing 
streamflow prediction ensembles and quantify the reduction in uncertainty associated with 
coupling the climate results with the hydrologic model when subtracting the hindcast 
simulations.  Thereafter, analysis of streamflow prediction ensembles with different 
numbers of realizations show that use of all available realizations is unneeded for the study 
system, so long as the ensemble design is well balanced.  After accounting for the factors 
controlling streamflow variance, results show that predicted average monthly change in 
streamflow tends to follow precipitation changes and result in a net increase in the average 




2.2 Introduction  
 Within the hydrologic sciences community, increased emphasis is being placed on 
gaining an understanding of how climate change will impact hydrologic processes and 
streamflow throughout the streams and rivers of the world.  Specifically, the GCM 
projections of increased and decreased precipitation in wet and dry regions, respectively, 
are of great interest regarding how such occurrences could produce long term changes in 
regional water balances.  Notwithstanding the importance of forecasted streamflow, 
climate scientists are quick to point out the inherent uncertainty associated with GCM 
projections due to their underlying assumptions and parameterizations.  Further, as GCM 
projections are downscaled and propagated through hydrologic models, the hydrologic 
community has cautioned the use of the reliability of forecasted streamflow results due to 
the propagation of uncertainty derived from climate projections as well as the multiple 
levels of uncertainty that can be introduced throughout the hydrologic modeling process.  
Our motivation in this contribution is to broaden understanding of how factors, termed 
herein ‘climate modeling factors’, inherent of climate and hydrologic model coupling as 
well as forecasted streamflow response variables impart uncertainty within streamflow 
projections, and to apply our new knowledge for predicting future streamflow in a wet, 
temperate stream. 
 Studies that investigate uncertainty introduced during streamflow forecasting with 
GCM projections have become prevalent in the hydrologic literature over the past decade 
(e.g., Tu, 2009; Neupane et al., 2015).  Investigations of uncertainty have for the most part 
been much more well received by scientists as compared to specific results of forecasted 
streamflow, the latter of which are somewhat viewed as a moving target.  Uncertainty 
studies of forecasted streamflow have focused on a number of factors that have been found 
to introduce variability of results (see Table 2.1).  Emphasis has been placed on uncertainty 
from the choice of GCM and emission scenarios, and hence showed a need for numerous 
climate forcings in hydrologic predictions due to model assumptions and uncertainty of 
fossil fuel emissions over the next 50 years (Sheshukov et al., 2011; Harding et al., 2012).  
A number of studies have focused on the choice of statistical downscaling as compared to 
the more physically-based dynamical downscaling of GCM results for input to hydrologic 
models, and emphasized the differences that can result in streamflow prediction dependent 
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upon the downscaling method (Chen et al., 2011; Mejia et al., 2012; Chen et al., 2013; Al-
Mukhtar et al., 2014; Fatichi et al., 2014).  Further, questions have been raised regarding 
uncertainty as well as stationarity assumptions introduced by precipitation and temperature 
bias correction techniques (Teutschbein and Seibert, 2012). 
 One potential uncertainty impacting streamflow forecasts that has not been 
thoroughly investigated is the choice of climate project phase, defined here to indicate the 
difference in the same GCMs between different model intercomparison projects. The 
project phase factor requires investigation of how advancement in climate model 
sophistication and emission scenario projection might impact streamflow uncertainty.  
Specifically, recent completion of the Coupled Model Intercomparison  Phase 5 (CMIP5) 
provides a new dataset of climate forcings relative to CMIP3.  CMIP5 uses the 
Representative Concentration Pathways (RCP) as the emission scenarios which represent 
a newer advancement of the future development in greenhouse gas emission. In addition, 
CMIP5 uses the newest versions of GCMs for its projections.  CMIP3 represents the 
extensively published phase three results from GCMs and uses the Spatial Report on 
Emission Scenarios (SRES).  Both project phases have reported statistically downscaled 
climate model results and have made use of bias-correction and spatial disaggregation and 
daily bias-correction and constructed analogs statistical downscaling methods for 
precipitation and minimum and maximum surface air temperature; and the North American 
Regional Climate Change Assessment Program (NARCCAP) has published extensive 
results of dynamically downscaled GCM results that can be compared to the statistical 
downscaling reported from CMIP3.  In particular, the new CMIP5 has been promoted as a 
new information module for climate change predictions but at the same time has not been 
quantified as necessarily a more reliable source of climate projections compared to CMIP3 
(Brekke et al., 2013).  Uncertainty introduced by CMIP5 into hydrologic predictions 
remains relatively untested, and one contribution of this paper is testing the importance of 
project phase upon streamflow predictions. 
 Results of past studies have shown the potential of ‘climate modeling factors’, 
including GCM type, emission scenario, downscaling method, and bias correction 
technique, to introduce uncertainty in forecasted streamflow for some case studies (Table 
2.1).  In addition to these climate modeling factors, project phase will be investigated 
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herein.  We also take the next logical step in uncertainty analysis and strive to investigate 
the relative importance of each climate modeling factor imparting uncertainty upon 
forecasted streamflow.  No studies have attempted to quantify the relative importance of 
the different climate modeling factors impacting the variance of streamflow forecasted with 
GCM projections.  It is well recognized that the first decade of this fairly new branch of 
hydrologic research (see Table 2.1) has relied on gaining an understanding of the factors 
that might impact the results of forecasted streamflow.  However, at the same time, we 
recommend a shift towards uncertainty analyses that aims to partition variance into 
different factors in order that the most controlling factors imparting uncertainty are 
included in streamflow forecast analyses.  It is recognized that the partitioning of variance 
for streamflow forecasts is not a narrow task and likely numerous permutations are needed 
that vary climate type in terms of precipitation (e.g., wet regions, dry regions) and 
temperature (e.g., tropics, temperate, frigid), spatial scale (e.g., catchment, watershed, 
basin), projected target dates (e.g., 2050, 2100), landscape characteristics (e.g., lowland 
agricultural, mountainous forested), and streamflow response (e.g., baseflow, mean 
streamflow, flood extremities).  Nevertheless, the present study works towards this broad 
goal for the first time to our knowledge by analyzing the uncertainty imparted upon 
streamflow forecasts by considering a suite of climate modeling factors, including GCM, 
project type (i.e., CMIP3 versus CMIP5), emission scenario, downscaling method (i.e., 
statistical versus dynamic), and bias correction.  We cast this uncertainty investigation 
within a specific hydrologic model analysis that focuses on forecasting mean streamflow 
for 2046-2065 for a lowland agricultural watershed within a temperate, wet region. 
 In addition to investigating climate modeling factors impact upon forecasted 
streamflow, we also investigate the choice of the future streamflow response variable 
within hydrologic model analysis.  We argue that as watershed managers begin to apply 
streamflow forecasts in their planning and decision making process, more emphasis needs 
to be placed on the streamflow response variable of interest.  A review of the literature (see 
Table 2.1, column 8) shows that the choice of forecasted streamflow response variables 
reported for climate change studies has varied to include the directly forecasted streamflow 
from hydrologic simulations (QF), the percent change in streamflow considering the 
forecast and observed streamflow (ΔQF-O), and the percent change in streamflow 
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considering the forecast and hindcast simulation streamflow (ΔQF-H) (see Table 2.2).  Many 
studies have focused on reporting directly forecasted streamflow as shown in Table 2.1, 
which can be directly used for predicting water availability or propagated through water 
quality models.  However, it is now realized that streamflow that is simulated using GCM 
results may contain considerable bias relative to observed streamflow even after 
precipitation and temperature biases have been removed using bias correction techniques 
(Harding et al., 2012).  For this reason, some studies have placed emphasis on forecasted 
streamflow results of the change in modelled streamflow between the forecasted future 
streamflow and hindcasted streamflow results for the control period.  Results of the net 
change in streamflow can be used for water budget purposes and can thereafter be easily 
coupled with the delta change method (QF-Δ in Table 2.2) to provide bias-corrected 
streamflow forecasts for propagation through water quality models.  Emphasis upon net 
change in streamflow derived from GCM projections and removal of streamflow bias from 
hydrologic models coupled with GCMs has been shown to result in increased model skill 
(Yuan and Wood, 2012).  Given the predominance of widespread past emphasis and 
continued recent studies that directly predict streamflow from hydrologic models with 
GCM inputs (e.g., Chen et al., 2011; Neupane et al., 2015) as well as suggestions from 
recent studies to emphasize net change in streamflow and removal of streamflow bias from 
GCM projections (Yuan and Wood, 2012; Harding et al., 2014), the present contribution 
investigates both response variables (QF and ΔQF-H) in order to compare how different 
sources of uncertainty propagates through to streamflow predictions.  We investigate the 
climate modeling factors impacting QF and ΔQF-H separately as well as compare results of 
QF and ΔQF-H to highlight their similarities and differences. 
 In terms of future streamflow predictions, the plethora of uncertainty sources within 
streamflow forecasting has the potential to lead towards the assumption that “more-is-
better” when performing realizations within ensemble hydrologic modeling.  The more-is-
better assumption is a reasonable concept that is partially justified by climate modelers’ 
recommendations, who guard against relying too heavily on a single GCM projection due 
to assumptions and parameterizations of individual projections.  Further, the more-is-better 
assumption is somewhat inherent of watershed numerical modelers who must at times 
aggregate processes and thereafter rely on parameter uncertainty to provide bounds for 
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model results.  However, we question the more-is-better assumption with regards to 
streamflow forecasting and specifically we argue that most attention should be placed upon 
a balanced ensemble design that includes the climate modeling factors controlling 
uncertainty.  For example, a balanced ensemble forecast with a very high number of 
realizations could potentially produce the same streamflow mean and variance as a 
balanced ensemble that is highly reduced in the number of realizations, so long as the 
significant climate modeling factors are included in the ensemble projections.  In this 
contribution, we investigate the more-is-better assumption by comparing central valued 
streamflow forecasts and uncertainty bounds from ensembles with high numbers and low 
numbers of realizations with balanced designs that are guided by the analysis of variance 
process. 
 Finally, while the focus of this paper is uncertainty of forecasted streamflow and 
the primary contribution is an advancement of this topic, ultimately we wish for a robust 
forecast of streamflow in lowland agricultural, wet, temperate watersheds.  Wet, temperate 
regions are characterized by future increased temperature and precipitation that can have 
independent and coupled impacts on predicted streamflow in lowland streams through 
processes of direct runoff, increased water storage in soils impacting runoff and lateral 
subsurface flow, and evapotranspiration.  A number of studies have investigated forecasted 
streamflow for similar conditions as those presented here (Tu, 2009; Sheshukov et al., 
2011), and we provide comparison and discussion of our results with those studies to 
highlight governing hydrologic processes and model forecast deviations so that future work 
might be narrowed to further investigate the differences. 
 The objective of this paper is to investigate the climate modeling factors impacting 
the variance of forecasted streamflow including QF and ΔQF-H for a wet, temperate 
watershed when considering climate change.  After calibration and validation of the 
hydrologic model with observed data from the control period, 112 hydrologic simulations 
are performed with permutations of climate modeling factors.  Emphasis is placed upon 
the significance of project type (i.e., CMIP3 versus CMIP5) due to its lack of study 
previously as well as the net importance of the various climate modeling factors including 
GCM type, project phase, emission scenario, downscaling method, and bias correction 
method.  Results of QF and ΔQF-H are compared with respect to the climate modeling 
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factors controlling their variance and the similarities and differences of their ensemble 
distributions.  The “more-is-better” assumption is statistically analyzed for the specific 
hydrologic dataset considered in this study, and then forecasted streamflow for the wet, 
temperature stream is discussed.   
 
2.3 Methods 
In order to fulfill the mentioned objectives, numerical modeling simulations and 
statistical analysis was designed to test the dependence of the response variables (QF and 
ΔQF-H) upon the climate modeling factors, including GCM type, project phase, emission 
scenario, downscaling method, and bias correction method.  Next, the Soil and Water 
Assessment Tool (SWAT) hydrologic model was calibrated and validated using observed 
data for the wet, temperate watershed.  With the model setup, 112 hydrologic simulations 
were performed with permutations of the climate modeling factors and for hindcast and 
forecast conditions.  The climate modeling results were then used with extensive statistical 
analysis using the analysis of variance method applied separately for each month of the 
year.  The details of these methods are now provided.  
 
2.3.1 Experimental Design 
Our goal was to understand how climate modeling factors impart uncertainty to 
streamflow prediction as shown in Figure 2.1.  We designed an experiment that varied 
climate modeling factors including, GCM type, project phase, emission scenario, 
downscaling method, and bias correction.  Within the experimental design, multiple levels 
for each climate modeling factor were included in order to evaluate its impact on the 
streamflow response.  We describe the factor design and their levels as follows. 
GCM type:  Four levels indicated with four models were included for the GCM type, and 
these four levels included the Canadian Global Climate Model (CGCM3 and CanESM2) 
(Flato et al., 2005); the National Center for Atmospheric Research Community Climate 
Model (CCSM3 and CCSM4) (Collins et al, 2006); the Geophysical Fluid Dynamics 
Laboratory (GFDL CM2.1 and CM3) (Delworth et al, 2006); and the United Kingdom 
(UK) Hadley Centre Climate Model (HadCM3 and HadGEM2-ES) (Gordon et al, 2000).  
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These four GCMs were chosen because they provided a representative range of 
precipitation varation for the study region and they are widely published and technically 
supported tools that have well established records of hindcast and forecast periods and have 
participated in numerous projects (Mearns et al, 2007) including CMIP3 and CMIP5 as 
well as the dynamically downscaling project that uses regional climate models (RCMs) to 
downscale phase three results and is known as the North American Regional Climate 
Change Assessment Program, or NARCCAP (Mearns et al, 2007).   
Project phase: Two levels were included for the climate modeling project phase, 
and these two levels included Coupled Model Inter-comparison Project phase three and 
phase five known as CMIP3 and CMIP5.  CMIP5 used newer versions of the GCMs 
applied in the CMIP3 project as well as the different set of climate forcing via emission 
trajectories. However, climate scientists have highlighted that CMIP5 results should not be 
viewed as a replacement of CMIP3 results but rather another set of models with revised 
parameterizations and inputs (Brekke et al., 2013).   
Emission scenarios: Two types of emission scenarios were considered 
corresponding to the different project phases.  In total, seven levels were included for the 
future emission scenarios specified through the Special Report on Emissions Scenarios 
(SRES) corresponding to CMIP3 and the Representative Concentration Pathways (RCPs) 
corresponding to CMIP5. Three levels of the SRES scenarios were investigated in this 
study and included: A1B with rapid economic growth, globle population peak in the mid-
century, and a balnce use of fossile energy; B1 with more economic growth and the same 
population as assumed in A1B; and A2 with slow economic development, slow technology 
change, and high population growth (IPCC 2007).  Four levels of the RCP scenarios were 
investigated and included: RCP2.6 with rigorous mitigation in greenhouse gas emission;  
RCP4.5 and RCP6.0 with intermediate greenhouse emission; and RCP8.5 with high 
greenhouse emission.  Variation of the RCPs are based on population size, ecomonic 
activity, lifestyle, energy use, land use patterns, technology and climate policy (see IPCC, 
2014). 
Downscaling approach: Two levels were included for the downscaling method, and 
this included statistical downscaling and dynamical downscaling.  These downscaling 
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appoaches were chosen because they represent two classes of very distinct approaches 
currently applied in the climate community in order to obtain data with a high enough 
resolution for forcing hydrologic analysis at the watershed scale.  Generaly, in statistical 
downscaling methods, the output of GCMs are modified such that their statistical 
characterstics are consistent with statistical characterstics of the fine scale climate data 
taked from climate station (Mejia et al., 2012).  Statistical downscaling methods use 
statistical empirical relationships based on observations and hindcast simulations to 
estimate predictands, including precipitation and temperature, for the small scale based on 
characteristic parameters, termed predictors, of the larger scale GCM results.  On the other 
hand, dynamical downscaling uses RCMs whose boundary conditions are forced by GCM 
results to simulate atmospheric processes at a regional scale.  RCMs have been promoted 
in recent years due to their physically-based nature in predicting higher resolution 
temperature and precipitation, but the RCMs require large computational effort compared 
to the statistical downscaling methods (Thomas, 2011).  Statistically downscaled GCM 
results were included in this analysis from both the CMIP3 and CMIP5 projects; and the 
methods for which the results were prepared included the monthly bias-correction and 
spatial disaggregation and daily bias-correction and constructed analogs statistical 
downscaling to estimate precipitation and minimum and maximum surface air temperature 
at the finer resolution (Brekke et al.,2013).  Dynamically downscaled GCM results were 
included in this analysis from the NARCCAP project.  A number of dynamically 
downscaled results from the NARCCAP project correspond to the same GCM results that 
were statistically downscaled in the CMIP3 project, and therefore comparison between the 
methods can be performed.  No dynamically downscaled results were available for 
comparison with the statistically downscaled results of the CMIP5 project.  A number of 
repetitions of dynamically downscaled model results were available for the GCMs used in 
this study; and the RCM results included here were from the Canadian Regional Climate 
Model (CRCM) (Plummer et al., 2006), the Experimental Climate Prediction Center 
(ECPC) model (Juang et al., 1997), the Hadley Regional Model 3 (HRM3) (Jones et al., 
2004), the MM5- PSU/NCAR mesoscale model (MM5I) (Chen et al., 2001), the Reginal 
Climate Model version 3 (RCM3) (Giorgi et al., 1993), and the Weather Research and 
Forecasting model (WRFP) (Michalakes et al., 2004). 
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Bias correction:  In order to investigate the impact of bias correction upon predicted 
streamflow, two levels were considered corresponding to no performance of bias correction 
and application of a bias correction method.  The linear scaling of precipitation and 
temperature method (Lenderink et al.,2007 , Claudia et al., 2012) was applied as the bias 
correction given that has been the most widely applied method in the previous studies to 
predict streamflow and revised in Table 2.1 (Chen et al., 2011, Chen et al., 2013, Chien et 
al., 2013, Al-Mukhtar et al., 2014, and Wang, et al., 2014).  This approach operates with 
monthly correction values based on the difference between observed and current period 
simulated values.  
Fixed factors:  A number of climate modeling factors associated with the prediction 
of streamflow for climate change scenarios were considered as fixed, or not investigated, 
during this study.  Fixed factors included: land use change which was treated as stationary; 
the choice of a single hydrologic modeling software; and lack of spatial variation of rainfall 
across the watershed through the use of a single precipitation gage associated with the 
central portion of the watershed. 
Response variables:  As mentioned, two response variables were investigated including QF 
and ΔQF-H.  The response variables were anlayzed statistically on a monthly basis and 
annual values were also investigated.  
2.3.2 Study Site 
The study site chosen was the South Elkhorn Watershed in Lexington, Kentucky 
USA (see Figure 2.2).  Kentucky USA is characterized as one of the wet, temperate regions 
in the central and eastern United States where change in the climate is projected. 
Specifically, we have chosen the South Elkhorn Watershed as a case study where we have 
many historic datasets available and research experience within the watershed that allow 
forecast modeling (e.g., Ford and Fox, 2014; Ford et al., 2015).  The watershed has an area 
of  478.6 km2 and an average annual precipitation and average daily temperature  of  1120 
mm and 13.05 ℃ respectively. 71% of the total watershed area is classified as hay and 
agricultural land use according to the US National Land Cover Dataset. In addition, the 
watershed has urbanized areas contributing about 12% of the total area. The surface 
elevations of the watershed range from 196 to 324 m (asl).  
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2.3.3 Hydrologic Modeling Methods   
Modeling methods included evaluation of the hydrologic model and therefore 
running the model with GCM results as inputs.  The physically based hydrological model 
Soil and Water Assessment Tool (SWAT 2012) was applied (Arnold et al., 1998; Neitsch 
et al., 2005a, 2005b; Douglas-Mankin et al., 2010) and was chosen due to its successful 
past application for representing hydrologic processes in the central Kentucky USA region 
(Workman et al., 2015) as well as the numerous technical support documentation and 
calibration algorithms available to assist with model application (Gassman et al., 2007).  
Equation (1) is the water balance equation used by SWAT to simulate the hydrologic cycle 
as 
𝑆𝑆𝑆𝑆𝑡𝑡 = 𝑆𝑆𝑆𝑆0 + ∑ (𝑅𝑅𝑑𝑑𝑑𝑑𝑑𝑑 − 𝑄𝑄𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑑𝑑𝑠𝑠𝑠𝑠 − 𝐸𝐸𝑑𝑑 − 𝑤𝑤𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 −𝑡𝑡𝑖𝑖=1
𝑄𝑄𝑔𝑔𝑔𝑔)………………………………… (1)  
where 𝑆𝑆𝑆𝑆𝑡𝑡is the final soil water content on day t (mm of water); 𝑆𝑆𝑆𝑆0 is the initial soil 
water content on day i (mm of water); 𝑅𝑅𝑑𝑑𝑑𝑑𝑑𝑑 is precipitation on day i (mm of water); 
𝑄𝑄𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑑𝑑𝑠𝑠𝑠𝑠 is surface runoff on day i (mm of water); 𝐸𝐸𝑑𝑑 is evapotranspiration on day i (mm 
of water); 𝑤𝑤𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 is lateral flow (interflow) on day i (mm of water); and 𝑄𝑄𝑔𝑔𝑔𝑔 is return flow 
on day i (mm of water). Equation (1) is applied separately for each hydrologic response 
unit HRU classified within SWAT according to the landuse, soil type, and surface slope of 
the watershed.  
 In order to apply the SWAT model, topographic, soil and landuse data were 
obtained from publically available databases.  The National Map website 
(http://viewer.nationalmap.gov/viewer/) was used to obtain grid files for the DEM (Digital 
Elevation Model) and shape files for stream lines. The grid data were 1 acre-second (30m 
by 30m) resolution, and the DEM and shape file data were in the Geographic Coordinate 
System of NAD 83. The extension of data depends on the area of interest, and in South 
Elkhorn watershed it is about 38o North by 84o West. The Data Gateway website 
(http://websoilsurvey.sc.egov.usda.gov/App/WebSoilSurvey.aspx) was used to obtain soil 
data. The watershed boundary polygon shape files (three files with the extensions of shp, 
shx, and prj) were imported in the State Soil Geographic format.  Land use/land cover data 
from 1992 provided by the USGS through the website (http://www.mrlc.gov/nlcd2011.php 
) was used in this study.  The 1992 dataset was chosen because it lies in the middle of the 
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calibration/validation period (1981-2000).  The observed climate data were obtained from 
Bluegrass Airport meteorological gage station for the period (1981-2000). For calibration 
and comparison with future conditions, observed stremflow data was obtained from four 
USGS gage stations within the study region. The gauge names and identity numbers are: 
South Elkhorn Creek at Fort Spring, USGS03289000, Town Branch at Yarnallton Road at 
Yarnallton, USGS03289200, South Elkhorn Creek near Midway, USGS03289300, and 
Elkhorn Creek near Frankfort, USGS03289500.  
Model calibration, uncertainty and sensitivity analysis were performed semi-
automatically (see model evaluation procedure in Figure 2.3) via SWAT-CUP software for 
Sequential Uncertainty Fitting SUFI2 for four USGS gage stations in the watershed 
(Abbaspour et al., 2007).  The first two years of the SWAT model simulation was treated 
spin-up (Arnold et al., 2010), and the remaining available time data was splint into 
calibration and validation periods that extended from 1983-1993 and 1994-2000, 
respectively.  When performing calibration and validation with SUFI2, the chosen physical 
model parameters were given initial upper and a lower limits consistent with parameter 
selection within the technical manual. The output variables were then obtained through 
Latin hypercube sampling from the specified range by generating random samples until the 
best fit occurred. The goodness of fit quantitative statistics chosen for this study were the 
coefficient of determination 2R , percent bias (PBIAS%), Nash-Sutcliff  Efficiency (NSE) 
and the ratio of the root mean square error to the standard deviation of measured data (RSR) 
(Moriase et al., 2007).  The degree of uncertainty of the calibrated model was assessed 
using the P-factor and R-factor.  The P-factor is the percentage of measured data bracketed 
by the 95% prediction uncertainty (95PPU) where it accounts for all sources of uncertainty 
such as driving variables, conceptual model, parameters, and measured data.  The R-factor 
is the average thickness of the 95PPU band divided by the standard deviation of the 
measured data (SWAT-CUP, 2012).  The model parameters were chosen depending on 
numerous studies that have reported the parameters used for calibration (Arnold et al., 
2012). The parameters, their calibrated value, and the p-value of the sensitivity analysis are 
shown in Table 2.3.  
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2.3.4 Climate Datasets and Simulations   
After validation of the SWAT model, climate datasets generated from the GCMs 
were input to SWAT in order to provide realizations of hindcast and forecast conditions.  
SWAT was applied for 112 simulations with the climate inputs and Table 2.4 details the 
realizations performed in this study.  The climate datasets were chosen in order to test the 
climate modeling factors specified in the experimental design and based on the availability 
of publically published results reported in the CMIP3, CMIP5 and NARCCAP projects.  
The model calibration and validation of SWAT was first carried out using the observed 
precipitation and streamflow.  38 SWAT simulations were then performed for the hindcast 
period; and 74 SWAT simulations were performed for the forecast period.  Emission 
scenario was not varied in the hindcast simulations as historic emissions were used in the 
hindcast.  For the 38 hindcast model runs, 19 SWAT simulations included no bias 
correction while 19 SWAT simulations were bias corrected.  Within each of the 19 hindcast 
simulations, 4 GCM results were statistically downscaled from the CMIP3 project; the 
same 4 GCMs, albeit the newer version of the models, results were statistically downscaled 
from the CMIP5 project; and 11 SWAT hindcast simulations were performed using climate 
model results from the NARCCAP project.  The 11 NARCCAP simulations used the same 
four GCM results as the CMIP3 project.  As mentioned in the experimental design and 
specified in Table 2.4, multiple regional climate models were simulated for the 4 GCM 
results that in turn provided additional repetitions for the dynamic downscaling 
simulations.  For the 74 forecast model runs, 37 SWAT simulations included no bias 
correction while 37 SWAT simulations were bias corrected.  Within each 37 forecast 
simulations, 12 GCM results were statistically downscaled from CMIP3 projected (4 
GCMs×3 SRES emission scenarios), 14 GCM results were statistically downscaled from 
CMIP5 (2GCMs×3 RCPs and 2GCMs ×4 RCPs), and 11 were dynamically downscaled 
using 6 different RCMs from NARCCAP project. 
The climate model results that were used as inputs to SWAT were the average daily 
precipitation and maximum and minimum daily temperature for the hindcast period (1981-
2000) and the forecast period (2046-2065).  All other climate variables required by SWAT 
including wind speed, humidity, and radiation in daily time scale were estimated with 
WAXGEN, the weather generator model built-in to SWAT (Neitsch et al., 2009). 
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WAXGEN was also used to fill gaps in the climate data in case of missing measurements 
or missing modeled data.  The simulated climate data for the hindcast and for the forecast 
periods were provided by the four GCMs considered in this study from both statistical and 
dynamical downscaling methods. Two GCMs in CMIP3 (CCSM3 and HadCM3) and one 
GCM in CMIP5 (HadGEM2) provided only monthly datasets with average monthly 
precipitation and temperature. Since SWAT is based on daily time steps and needs daily 
maximum and minimum temperatures, we made a post analysis to calculate the daily time 
step datasets. In this analysis we built a relationship for each month using the observed 
data. We then applied WAXGEN to generate the daily time step datasets. All simulated 
climate data were stored in NetCDF (Unidata’s Network Common Data Form) file format. 
In order to pull out the required data for the sub region, FAN software was used with the 
appropriate range of array indices (i.e., watershed physical location).   
2.3.5 Analysis of Variance Methods 
Using streamflow results from the 112 SWAT model simulations performed using 
the climate model results (see Table 2.4), analysis of variance (ANOVA) statistical analysis 
was performed to investigate the climate modeling factors, including GCM type (level=2), 
project (level=2), emission scenario (level=7), downscaling (level=2), and bias correction 
(level=2), upon the response variables (QF and ΔQF-H) as specified in the experimental 
design (see Figure 2.1).  The 74 forecast model runs were used to specify variations of QF, 
and the 38 hindcast runs were subtracted from the forecast runs to produce 74 variations of 
ΔQF-H.  Each year in the twenty year simulation period was treated as a statistical repetition 
and data was available for twelve months as well as annually.  Therefore, a maximum 
sample size of 19,240 was available for separately testing QF and ΔQF-H with ANOVA.  As 
will be explained below, the samples were divided to test different factors in ANOVA 
operations, but the minimum sample size of all ANOVA factorial testing was 2,592 
samples.  The large sample size used agreed well with a sample size to provide reasonable 
statistical results, such as with examples in the statistical literature as well as with our own 
past experience with ANOVA (Utts and Heckard, 2012; Pallant, 2005; Fox and 
Papanicolaou, 2008).   
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  ANOVA was applied separately for each month of the year and separately for QF 
and ΔQF-H.  ANOVA via the general linear model-univariate procedure in SPSS 22 software 
was performed in this study.  Consistent with our previous applications of ANOVA (Fox, 
2005; Fox and Papanicolaou, 2008), the full factorial design showed significance of 
interactions but the interpretation of the main factor effects could not be identified.  
Therefore, the procedure of Pallant (2002, 2005) was performed and the streamflow input 
files were divided into sub-groups in order that multiple ANOVA model runs could be 
performed, and each ANOVA model run was used to understand the significance of a lower 
number of climate modeling factors upon streamflow.  When applying the ANOVA 
method, a number of considerations were also accounted as follows.  First, the model 
consideration was accounted that one of the factors in ANOVA should have at least three 
levels to better explore factorial relationships and dependencies (Pallant, 2002, 2005); and 
for this reason the GCM type (level=4) was typically included.  Second, we did not 
subsequently analyze the downscaling factor and project phase factor in the same ANOVA 
model due to the fact that the factor design was unbalanced; i.e., we had available 
statistically and dynamically downscaled results in CMIP3 but only statistically 
downscaled results in CMIP5.  Third, the emission factor was analyzed separately for 
CMIP3 and CMIP5 due to the nesting of SRES and RCP, respectively, scenarios in the two 
projects.  Fourth, two-way ANOVAs were preferred in order that the relative dependence 
of multiple factors could be analyzed; however, one-way ANOVAs and permutations of 
higher order ANOVAs were also performed to confirm the significant dependence of a 
factor identified as significant or insignificant in two-way ANOVAs.   
 
2.4. Results  
2.4.1 Model Evaluation 
The SWAT model simulated flow signal and the observed flow signal showed close 
visual agreement for both the calibration period (1983-1993) and in the validation period 
(1994-2000) (see Figure 2.4).  The four quantitative metrics (see Table 2.5) also show “very 
good” performance of the SWAT model in both calibration and validation when comparing 
simulated streamflow to observed streamflow for all four gaging stations in the watershed 
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deeming the model as a “successful watershed model”.  Donigian (2002) suggests criteria 
for model evaluation using mean relative error (MRE, where MRE=1-R2) in which a 
MRE>45% would be considered “poor,” between 30% and 45% would be considered 
“fair,” between 20% and 30% would be considered “good,” and <20% would be considered 
“very good”; our average MRE in calibration and validation is 12% and is never greater 
than 16% indicating a “very good” model fit.  Moriasi et al. (2007) provides comprehensive 
guidance for watershed model evaluation and suggests a “successful watershed model” 
when percent bias (PBIAS) is less than ±25%, the Nash-Sutcliffe efficiency (NS) >0.5, and 
the ratio of the root mean square error to the standard deviation of measured data (RSR) 
<0.7; as can be seen in Table 2.5 the watershed model falls in these acceptable ranges for 
all gages and calibration and validation.  In terms of applying the SWAT model, Gassman 
et al. (2007) summarizes the calibration and validation R2 and NS statistics for over one 
hundred studies that apply SWAT, and the results of our application fall at the high end of 
the results summarized in Gassman et al. (2007).  Global sensitivity analysis resulted in 
nine parameters in SWAT being sensitive with statistical significance (see column seven 
of Table 2.3); and the sensitive parameters were in agreement with those indicated in other 
recent studies that apply SWAT (e.g., Luo et al., 2008; Almukhtar et al., 2014).   
Monthly mean hindcast and forecast streamflow (QH and QF) as well as the percent 
change in streamflow between the forecast and hindcast (ΔQF-H) simulated with SWAT for 
the 112 climate datasets in general showed similar mean seasonal behavior across 
realizations (see Figure 2.5).  GCM results projected through the SWAT model are shown 
to on average predict a higher amount of monthly mean streamflow for both the hindcast 
and forecast periods, albeit the bias corrected realizations removed much of the over-
prediction in terms of the hindcast period.  It is also shown that the forecast simulations 
(2046-2065) produced higher streamflow predictions as compared to the hindcast 
simulations (1981-2000), which is most evident in the paired simulations used to predict 
ΔQF-H (see Figure 2.5c).   
In order to gain an understanding of the reasons for the overall increased streamflow 
prediction results when coupling the GCM results with the SWAT model for South Elkhorn 
Creek, Kentucky USA, we performed extensive investigation of climate inputs (i.e., 
precipitation and temperature) and hydrologic variables (e.g., runoff, evapotranspiration, 
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snowfall, baseflow) predicted within our modeling.  We found two primary reasons for the 
increased streamflow predictions.  First and foremost, most of the climate model 
realizations that were input to SWAT showed a net increase in precipitation when 
comparing the forecast to the hindcast period for the wet, temperate region.  The projected 
net increase in future precipitation is consistent with recent climate model projections for 
the upper two thirds of North America including the northern half of the United States and 
Canada.  For example, the 2014 National Climate Assessment, which investigated an 
ensemble of climate model results for the end of the century, found that in general the 
northern half the of the United States is predicted to receive higher precipitation in winter 
and spring, lower or flat precipitation in summer, and higher or flat precipitation in fall 
resulting in net increases in precipitation as high as 30% for some areas (Melillo et al., 
2014).  Canada and Alaska are predicted to receive higher or flat precipitation in all seasons 
resulting in net precipitation increases exceeding 50% in some realizations (Melillo et al., 
2014).  Other studies that investigate climate change impacts on streamflow further 
corroborate the increased precipitation causing increased streamflow for the upper two 
thirds of North America.  For example, Tu (2009) showed net increases in precipitation 
and streamflow for seven watersheds in eastern Massachusetts USA; Chen et al. (2011) 
showed net increases in precipitation and streamflow in central Quebec, Canada; and 
Sheshukov et al. (2011) showed a slight net increase in precipitation and streamflow in 
north east Kansas USA, which is in agreement with NCA given that Kansas falls at the 
boundary of the region with precipitation increases.  We point out that many of the climate 
inputs to SWAT from the GCM realizations showed some wetting with respect to net 
rainfall, which is evident in the hindcast results (see Figure 2.5).  The net higher 
precipitation predicted by the GCMs for the wet region of North America for the hindcast 
highlights one justification for considering the net change streamflow between the forecast 
and hindcast periods (Harding et al., 2012). 
A second reason for the overall increased streamflow prediction for the South 
Elkhorn Creek that we found from extensive investigation was associated with coupling 
the climate inputs with the hydrology functions in SWAT.  Runoff prediction in SWAT 
was simulated using the Soil Conservation Service runoff curve number method (USDA, 
1986), which makes use of the initial abstraction threshold for estimating the onset of 
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runoff.  Due to the higher precipitation estimates in the forecast period, SWAT simulated 
the occurrence of runoff more frequently in the forecast period as compared to the hindcast 
period.  For example, when considering the hay land cover—the dominant land cover in 
the watershed—SWAT predicted on average a 25.4% increase in the number of days when 
runoff occurred during the forecast period relative to the hindcast period.  
Evapotranspiration prediction was also impacted by hydrologic parameterization coupled 
with the climate inputs.  The climate inputs from the GCM results tended to have a number 
of days with very low amounts of rainfall (i.e., fractions of mm) that produced the 
classification of a wet day in SWAT.  The classification in SWAT triggered a low-value, 
typical of cloudiness, for calculation of the net solar radiation flux to the ground surface 
and thus a lower prediction for the evapotranspiration (Neitsch et al., 2009) via the Penman 
equation and thus greater water storage leading to increased streamflow.  While the runoff 
and evapotranspiration predictions are in some ways an artifact of the net increase in 
precipitation, the results highlight subtle biases associated with climate inputs linked to 
hydrologic parameterization that can potentially be introduced during prediction of climate 
change impacts on streamflow (Harding et al., 2012).  The results point towards a second 
justification for considering the net change streamflow between the forecast and hindcast 
periods in order to account for anomalies introduced from climate and hydrologic model 
coupling.   
2.4.2 Variance from Climate Modeling Factors 
 A net increase in precipitation for the climate model ensemble for the forecast 
period suggests an overall increase in streamflow for the South Elkhorn Creek for 2046-
2065, however, it is shown that much variability exists for each month of the year (see 
Figure 2.5).  For example, streamflow prediction ranges from 5 to 14 cms in January.  The 
variation of the realizations is attributed to the climate modeling factors; and our next step 
of the analyses was to gain an understanding of the factors controlling the streamflow 
variance in order that a suggestion could be made as to the factors and hence realizations 
to include when predicting the mean future streamflow.   
ANOVA model results showed that the variance of forecasted streamflow (QF) was 
statistically dependent upon all five climate modeling factors, including GCM type, project 
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phase, emission scenario, downscaling method, and bias correction method, in one or more 
months of the year (see Figure 2.6 and Table 2.6).  In general, QF showed the most 
statistically significant dependence (i.e., p-value<0.05 in Figure 2.6) upon GCM type, 
project phase, and downscaling method, which was shown based on a similar number of 
months (i.e., 7 to 10 months) for which the factors were significant; intermediate 
dependence on bias correction method (5 months significant); and the least dependence 
upon emission scenarios (1 month significant for SRESs and 2 months signficant for 
RCPs).  F ratio results—where the F ratio is the mean square variance explained by the 
factor relative to the mean square variance of the residuals—are consistent with the p-value 
results for QF dependence in that the F ratio for GCM type, project phase, and downscaling 
method tend to be of similar value for the months in which they were significant (see Table 
2.6); and we found F ratios when testing QF dependence were highest for GCM type, 
project phase, and downscaling method realtive to bias and emission factors. 
ANOVA results showed that the variance of the percent difference in streamflow 
from the forecast to hindcast periods (ΔQF-H) was statistically dependent upon only three 
factors, including GCM type, project phase, and downscaling method, in some months.  
ΔQF-H showed the most dependence (i.e., p-value<0.05) upon project phase, followed by 
downscaling method and then finally GCM type, which was found based on the number of 
months where ΔQF-H was statistically dependent upon the factors (i.e., see months with p-
value<0.05 in Figure 2.6).  F ratio results (see Table 2.6) showed similar results in that the 
F ratio overall tended to be higher for project phase, followed by downscaling method and 
then GCM, for the months in which the factors were significant (see Table 2.6). 
ANOVA model results showed that forecasted streamflow (QF) was considerably 
more dependent upon the climate modeling factors as compared to the percent difference 
in streamflow from the forecast to hindcast periods (ΔQF-H).  The months in which QF was 
stastically dependent upon each climate factor was always greater than the number of 
months in which ΔQF-H was statistically dependent upon the same factor (see Figure 2.6).  
In addition, for months in which a factor was significant for both QF and ΔQF-H, the F ratio 
was almost always greater for the QF ANOVA model, often with the F ratio being two to 
five times greater for the factor in the QF model relative to the same factor in the ΔQF-H 
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model (see Table 2.6).  The F value results show that the climate modeling factors are 
responsible for a significantly greater amount of variance of QF as compared to ΔQF-H. 
GCM type, project phase and downscaling method are shown to be climate 
modeling factors significantly controlling the variance of both streamflow response 
variables (QF and ΔQF-H) in some months.  The four GCM results applied in this study were 
produced by different climate research teams leading to various setups and 
parameterizations of physical processes within atmosphere, ocean, cryosphere and land 
surface modules as well as different scale simplifications (Mearns et al., 2007).  For 
example, variation across the four models included variability in vertical resolution, time 
stepping, top level conditions, atmospheric layers simulated, oceanic processes simulated, 
salinity treatment, treatment of frozen soils and snow cover, coupling of components, and 
prognostic variables analyzed (Mearns et al., 2007; Warner, 2001; Flato et al., 2005; 
Collins et al., 2006; Delworth et al., 2006; Gordon et al., 2000; and Pope et al., 2000).  In 
turn, the GCMs lead to differences in precipitation depth and hence streamflow prediction 
in SWAT as well as total number of wet days within the simulation and hence 
evapotranspiration and streamflow prediction in SWAT.  The significance of GCM upon 
streamflow prediction in this study is corroborated by a number of previous research 
studies including climate model analysis that has shown how model choice produces 
uncertainty within precipitation and temperature forecasts (e.g., Hawkins and Sutton, 2009; 
Melillo et al., 2014) as well as the number of hydrologic modeling studies that have shown 
that GCM choice produces variation in forecasted streamflow. 
One new contribution of this study to the literature was the dependence of project 
phase as a highly significant climate modeling factor controlling the variance of streamflow 
variables (QF and ΔQF-H).  Variation in streamflow resulting from the use of CMIP3 as 
compared to CMIP5 stem from two possible reasons including the use of the newest 
versions of the four GCMs and differences in the emission scenarios for the two project 
phases (Knutti and Sedláček, 2012).  CMIP3 and CMIP5 use SRES and RCP, respectively, 
parameterizations of emissions.  However, the importance of the different emissions 
parameterizations is likely marginal given the lack of overall significance of emission 
scenario on streamflow variance within each project (Figure 2.6; Table 2.6) as well as the 
lack of pronounced divergence of mean temperature as impacted by the choice of emission 
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scenarios forecasted to the middle of the century (see variation as impacted by emission 
choice in Figure 2.7).  The forecasted simulation in this study was for the time period from 
2046 to 2065, which shows a fairly small impact on temperature.  Rather, the dependence 
of streamflow variance upon project phase is likely due to use of the newest versions of the 
GCM results.  As one example, GFDL-CM3 used in CMIP5 parameterizes the cloud-
aerosol interaction which is not the case in the earlier versions of the model, i.e., CM2 used 
in CMIP3.  By considering the effect of the aerosols on cloud radiation, GFDL-CM3 
simulates lower earth temperatures as compared to CM2.  While CMIP5 represents newer 
versions of the GCMs, climate scientists have argued that the new versions are not better, 
replacement GCMs given the uncertainty in climate projection but rather should be 
considered as additional sources of information for ensemble analysis in climate forcing 
studies (Brekke et al., 2013).   
The ANOVA results showed that the choice of statistical versus dynamical 
downscaling showed significant dependence upon the variance of streamflow results for 
both QF and ΔQF-H.  The result was not particularly surprising given that statistical 
downscaling uses empirical relationships based on observations and hindcast simulations 
to estimate including precipitation and temperature at finer resolution while dynamical 
downscaling simulates climate physics on a finer resolution and thus do not rely on 
hindcast stationarity (Thomas, 2011).  Further, a number of previous studies have shown 
that the choice of statistical versus dynamical downscaling can impact streamflow 
prediction (Chen et al., 2011; Mejia et al., 2012; Chen et al., 2013; Al-Mukhtar et al., 2014; 
Fatichi et al., 2014).  For example, Chen et al. (2011) compared six downscaling 
methods grouped into statistical and dynamical downscaling and found large uncertainty 
associated with the choice of downscaling method, and the authors concluded that climate 
change studies that adopted one downscaling method should be cautioned.   
ANOVA results indicated that the use of a bias correction method significantly 
controlled the variance of QF but not the variance of ΔQF-H.  The former result for QF is 
corroborated by a number of studies that promote the importance of bias correction when 
directly computing forecasted streamflow or reporting the difference between forecasted 
and observed streamflow, i.e., ΔQF-O (Al-Mukhtar et al., 2014; Wang, et al., 2014).  
However, the lack of importance of bias correction for predicting variance of ΔQF-H is 
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notable and contrasts the recent emphasis towards streamflow prediction with an ensemble 
that includes permutations of climate models and bias correction methods (Teutschbein 
and Seibert, 2012).  While the present study was limited to only one bias correction method 
as compared to realizations with no bias correction, the prediction of ΔQF-H variance is 
shown to be insensitive to the factor, and thus the bias is in essence removed from the 
response variable, due to the process of subtraction of the hindcast streamflow, which at 
least partially corrects for the interaction between climate data inputs and hydrologic 
parameterization within SWAT.   
Emission scenario was shown to be a weak predictor for the variance of QF, but 
was significant for some months, while emission scenario was not a significant factor 
controlling the variance of ΔQF-H.  The lack of overall importance of emission scenario 
highlights the lack of deviation of mean atmospheric variables as impacted by the choice 
of emission scenario forecasted to the middle of the century (see Figure 2.7); and emission 
scenario might be expected to show more control over the variability of QF for predictions 
at the end of the century.  While emission scenario is a weak predictor, it does show some 
control on QF but no control on ΔQF-H, so the factor can be dropped for predicting the latter 
but not the former. 
 ANOVA model results showed that the variance of QF was considerably more 
dependent upon the climate modeling factors as compared to the variance of ΔQF-H.  
Overall, the prediction of ΔQF-H variance is less sensitive because subtraction of the 
hindcast streamflow can at least partially account for bias introduced directly from GCMs, 
such as wetter results of the GCM relative to observations, as well as bias and anomalies 
introduced from coupling climate model results with hydrologic model formulations, such 
as the number of wet days being coupled to the prediction of net solar radiation and hence 
evapotranspiration.  The lack of dependence of ΔQF-H upon climate modeling factors 
relative to QF points towards a third justification for considering the net change streamflow 
between the forecast and hindcast periods over direct forecasted streamflow when 
performing hydrologic prediction.  
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2.4.3 Balanced Prediction of Streamflow 
 Based on results from the ANOVA, it was decided to move forward with the ΔQF-
H results when predicting future streamflow for this study site, rather than directly using 
QF.  In the present study, the use of ΔQF-H over QF for future streamflow prediction is 
recommended because: (i) ΔQF-H accounts for the net higher precipitation predicted by the 
GCMs for this wet region of North America by including the hindcast; (ii) ΔQF-H at least 
partially accounts for anomalies introduced from climate and hydrologic model coupling; 
(iii) ΔQF-H was not dependent upon the use of a bias correction method, and (iv) ΔQF-H 
shows less dependence upon climate modeling factors, as compared to QF, and therefore 
requires less of realizations with permutations of factors to account for uncertainty of 
streamflow predictions.  In this manner, in the remainder of the paper we report the future 
streamflow for the study site either using ΔQF-H directly to show the expected percent 
difference in future values or predicting the future streamflow, e.g., in cms, as QF-Δ, where 
QF-Δ indicates the future streamflow predicted with the delta change method that makes use 
of the predicted ΔQF-H and the observed streamflow (QO). 
 We were curious to test the “more-is-better” assumption when performing 
realizations within ensemble hydrologic modeling by considering different numbers of 
realizations within a balanced ensemble design.  In predicting streamflow, we constructed 
a balanced design with the lowest possible number of realizations that included the climate 
modeling factors that showed dependence upon ΔQF-H.  GCM type, project phase, and 
downscaling method were the three significant climate modeling factors impacting ΔQF-H.  
Four different GCMs were used in our analysis and these were carried forward for 
prediction.  For our estimate, we are limited because we do not have dynamical 
downscaling results for GCMs used in CMIP5.  Therefore, we included four realizations 
that were characterized by each of the four GCMs from CMIP3 that were dynamically 
downscaled.  We then included four realizations that were characterized by the newer 
version of each of the four GCMs from CMIP5 that were statistically downscaled.  The 
lowest number of realizations which produced a balanced design was thus eight total 
realizations.  Each GCM was equally represented because each model was used twice.  
Each project phase was equally represented because four repetitions from CMIP3 and four 
from CMIP5 were used.  And, each downscaling method was equally represented because 
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four repetitions from dynamical downscaling and four from statistical downscaling were 
used.  We also constructed a balanced design with an ensemble of 32 total realizations, 
which was balanced similarly to the eight realizations ensemble.  Finally, we considered 
an ensemble with all of the total 74 realizations of ΔQF-H used in this study. 
 Visually, it is seen that no substantial difference exists when predicting streamflow 
as QF-Δ when comparing the two balanced ensembles with 8 and 32 realizations (see Figure 
2.8a).  Also, we found no significant difference in the mean prediction of streamflow as 
QF-Δ when comparing the two balanced ensembles with 8 and 32 realizations (see p-values 
in Figure 2.8a); the statistical tests were performed separately for each month and based 
two-tail statistical t-tests assuming that a 5% probability of incorrectly rejecting the null 
hypothesis was acceptable.  Figure 2.8a shows that the two balanced ensembles produce 
nearly identical results due to the fact that the controlling climate modeling factors, i.e., 
GCM, project phase and downscaling method, were analogously balanced in both 
ensembles.  The result is not surprising from a statistics point of view given the robustness 
of our many iterations of ANOVA that was performed, but the result is noteworthy because 
just 8 realizations are needed to arrive at the streamflow forecast.  Visually, it is seen that 
differences in forecasted streamflow are more pronounced when predicting QF-Δ with 
ensembles of the 8 balanced realizations as compared to the total 74 realizations for which 
we had ΔQF-H available (see Figure 2.8b).  Monthly mean streamflow forecasts were not 
significantly different for the ensembles with 8 and 74 realizations based on a 5% 
probability of incorrectly rejecting the null hypothesis (see p-values in Figure 2.8b), 
although it is noticed that the p-values are smaller and approach the 5% significance level 
for the t-tests of the 8 versus 74 ensembles relative to t-tests of the 8 versus 32 ensembles.  
The small differences are attributed to some slight unbalancing of the 74 realization 
ensemble: the ensemble was nearly balanced in terms of GCMs with 18 realizations from 
the Canadian group (CanESM2 or CGCM3), 18 realizations from the Geophysical Fluid 
Dynamics Laboratory (GFDLCM2.1 or GFDLCM3), 18 realizations from the Hadley 
group (HadCM3 or HadGEM2-ES), and 20 realizations from the National Center for 
Atmospheric Research (CCSM3 or CCSM4); the ensemble was unbalanced with respect 
project phase with 46 realizations from CMIP3 and 28 realizations from CMIP5; the 
ensemble was unbalanced with respect to downscaling method with 52 realizations that 
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were statistically downscaled and 22 realizations that were dynamically downscaled.  
Given the slight unbalancing of climate modeling factors in the 74 realization ensemble, 
the 8 realization ensemble is carried forward in this analysis as the preferred prediction 
ensemble. 
 Results from the balanced ensemble with 8 realizations were used to forecast the 
change in precipitation and streamflow (ΔPF-H and ΔQF-H) for 2046-2065 relative to the 
hindcast period from 1981-2000, and results show that predicted average monthly change 
in streamflow tends to follow precipitation changes (see Figure 2.9).  Results suggest an 
increase in the average annual precipitation and streamflow by 9.7% and 11.2%, 
respectively.  The consistency between precipitation and streamflow increases for this 
basin is attributed to similar type of precipitation for both time periods, i.e., a substantial 
change from snow to rain does not exist, which would tend to increase flooding (Safeeq et 
al., 2015).  Another reason for the consistency between precipitation and streamflow was 
the similarity in evapotranspiration for forecast and hindcast runs.  A few degree increase 
in mean temperature existed for the forecast period, which was consistent with this region 
of North America found in other studies (Sheshukov et al., 2011; Melillo et al., 2014), 
however temperature shift was not pronounced enough to substantially increase 
evapotranspiration.  Evapotranspiration can also be sensitive to the number of wet days, 
which impacts the net solar radiation flux in SWAT.  However, the wet day approximation 
from precipitation depth did not change substantially for hindcast and forecast periods 
resulting from the GCMs.  Rather, wet days were wetter in the forecast period producing 
greater rainfall depths that triggered more days with the occurrence of runoff within the 
SWAT model formulation.  In turn, precipitation increases fairly directly led to streamflow 
increases. 
 The net change in the volume of streamflow leaving the watershed was also 
computed and we found an increase in total water volume by 72,200 m3km-2y-1 exiting the 
watershed resulting in a 16% increase in total volume of water exiting the watershed.  
While streamflow is distributed throughout the year, the net increase in volume is 
noteworthy given the available reservoir storage downstream of the watershed which could 





One new contribution of this paper is that consideration should be given to 
permutations of streamflow predictions that incorporate GCM results from CMIP5.  Project 
phase was shown to an important climate modeling factor controlling streamflow variance 
regardless of the response variable considered.  While CMIP5 has been promoted as the 
newest set of climate projection results, climate scientisits have stopped short of saying 
that CMIP5 replaces CMIP3 (Brekke et al., 2013).  Further attention should be paid to 
climate modeler’s comparisons of the two project phases as hydrologic modelers seek to 
perform future predictions for water resource management concerns.   
A second contribution of this paper is the results that show the dependence of the 
different streamflow response variables, including QF and ΔQF-H, upon the climate 
modeling factors.  QF variance showed dependence on all factors considered while ΔQF-H 
variance showed dependence upon GCM type, project phase and downscaling approach 
only.  While the results highlight the multi-factor dependence, they also suggest a 
preference towards ΔQF-H or the projected streamflow with the delta change method in 
reporting future streamflow.  The change in streamflow when considering the hindcast is 
suggested to have a number of advantages including directly accounting for bias associated 
with model wetting, accounting for anomalies introduced from climate and hydrologic 
model coupling, showing no dependence on bias correction methods, and showing less 
dependence overall upon climate modeling factors, as compared to QF.  While no studies 
to our knowledge have explicitly examined the impact of climate modeling factors on the 
variance of streamflow response  variables, a number of subtle results from the literature 
tend to corroborate the sentiment of our results that the percent difference between forecast 
and hindcast streamflow should be the streamflow response variable of choice.  For 
example, Harding et al. (2012) emphasizes the use of the relative changes and considering 
the difference between forecast and hindcast projections in order to avoid biases or 
statistical artifacts from the downscaling method.  The present study agrees with this result 
and also highlights biases that can be removed from coupling of the downscaled results 
with the hydrologic simulation, e.g., such as in calculations of runoff and 
evapotranspiration.  As another example, Niraula et al. (2015) recently showed results that 
tend to suggest that model calibration is unnecessary if the relative change associated with 
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streamflow is the response variable of interest.  The results of Niraula et al. (2015) 
combined with the results of this study tend to deemphasize the concept of using excessive 
permutations of simulations with hydrologic parameter specifications and bias correction 
methods (e.g., Teutschbein and Seibert, 2012), so long as ΔQF-H or the projected 
streamflow with the delta change method is the response variable of choice. 
While we caution to extend the climate modeling factor significance results past 
the study site and model conditions for which this study was applied, our results that focus 
on ΔQF-H tend to suggest that less realizations of factor permutations might be needed to 
account for climate projection uncertainty than perhaps initially assumed.  Eight 
realizations was found to be sufficient for accounting for uncertainty, so long as a balanced 
ensemble with climate modeling factors that control ΔQF-H variance were included.  We 
recognize that at times seeking a high number of realizations is advantageous for 
propagation of streamflow into water quality modules, and therefore a large number of 
realizations within a balanced design would be recommended.  Also, many realizations 
within a balanced design has the potential to include uncertainty we have not yet identified.  
Nevertheless, in terms of mean and variance streamflow forecasts we show that the 
balanced small ensemble provides a sufficient solution and we highlight the reduced costs 
that could result from smaller sized ensembles.  For example, if we knew our controlling 
climate modeling factors a priori, then our time spent preparing climate dataset and 
simulating SWAT could have been reduced by 85%. 
As previously mentioned, we qualify that climate modeling factor significance 
results may be limited to the present study and future study of variance decomposition of 
forecasted streamflow in other regions will improve understanding of this emerging 
research area.  In the present study, precipitation predicted from the four GCM’s shows 
differences (Mearns et al., 2013), which results in GCM type being a significant factor in 
this study.  Streamflow forecasting in other regions may show less sensitivity to GCM type, 
and GCM type may not be a significant factor impacting the variance of predicted 
streamflow in some basins.  For example, northern North America is a region where 
GCM’s tend to be in high agreement (Melillo et al., 2014).  We expect that future studies 
might use the variance decomposition approach presented in this paper to test the 
importance of GCM type upon forecasted streamflow. 
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The authors highlight that this study as well as previous streamflow studies that use 
climate model results (see review in Table 2.1) rely on a factor-based approach as 
compared to an individual parameter-based approach for considering the variance 
decomposition of forecasted streamflow.  ‘Factors’ considered in this study are the major 
modeling components or ‘climate modeling factors’ in Figure 2.1 of streamflow 
forecasting using global climate modeling.  ‘Parameters’ are the individual parameters 
within any one component, i.e., one of the factors, for which streamflow forecasting is 
carried out.  The uniqueness of our results in terms are factors controlling variance of 
streamflow should be summarized for hydrologic modelers interested in forecasting 
streamflow.  We find from our factor-based results that (1) the use of streamflow calculated 
with the delta change method was always more robust than streamflow forecasting alone, 
no matter the factor under consideration (see Figure 2.6), (2) numerous emission scenarios 
and bias correction methods could be relaxed in streamflow forecasting so long as the 
streamflow calculated with the delta change method is the response variable of choice, and 
(3) a balanced design of significant factors controlling variance is critical to prediction.  
We qualify that the results presented here are limited to our study site for which the research 
has been carried out.  Nevertheless, these important results suggest potential simplification 
of streamflow forecast modeling for the modeler.  Surely, ensemble modeling can be 
simplified by omitting permutations of model components that do not significantly impact 
the forecasted streamflow variance.  And, omitting permutations of such factors can help 
avoid an unbalanced forecast analysis. 
In terms of parameters, we recognize that each statistically significant factor from 
our results, including GCM type, GCM version (i.e., project phase), and downscaling 
approach, is a model simulation component that relies on numerous model parameters that 
leads to precipitation and temperature results that are inputs to the hydrologic modeling.  
For example, each GCM and regional climate model used for downscaling rely on 
numerous parameters for ocean, atmospheric and land surface processes and these 
parameters are calibrated and validated by the climate modeling research groups during the 
downscaling phase.  We recognize that adjustment of these climate modeling parameters 
within their reasonably allowable ranges could lead to ranges of precipitation and 
temperature that could be simulated through hydrologic models for streamflow forecasting.  
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However, such ensemble coupling of climate models with hydrologic models is not 
practical given that GCM and regional climate modeling runs are highly expensive and 
require simulation on supercomputers.  Therefore, hydrologic modelers accomplish 
variation in model parameterization, as well as in model structure, using multiple 
realizations of GCM and regional climate model.  This was the approach of the present 
study as well as all of the most recent streamflow forecasting studies referenced in Table 
2.1.  Stronger coupling of climate modeling ensemble analysis with hydrologic modeling 
may be possible a few decades into the future.  The authors suggest that such an analysis 
should consider a balanced design of both significant factors nested with ensemble analysis 
of significant parameters. 
The authors highlight in the methods that one factor that was fixed in the present 
study was the use of the SWAT hydrologic model that used a constant parameter set found 
through the calibration and validation process (see Figure 2.3).  The SWAT model has 
become a recent widespread model choice in streamflow forecasting using global climate 
model results (Sheshukov et al., 2011; Faramarzi et al., 2012; Ficklin et al., 2012; Chien et 
al., 2013; Ficklin et al., 2013; Park et al., 2013; Al-Mukhtar et al., 2014; Wang et al., 2014; 
Neupane et al., 2015a; Neupane et al., 2015b).  In the present study, SWAT was chosen 
due to its success in these past climate-focused studies, its appropriateness for relatively 
large watersheds dominated by agricultural land use (Arnold et al., 1998) such as the South 
Elkhorn basin, and the lessons learned from the previous successful peer-reviewed 
application of SWAT in this region (Palanisamy and Workman, 2015).  While we have 
confidence in the SWAT model results, it is realized that other hydrologic models could 
provide different results than the SWAT model results presented here.  Also, parameter 
choice within SWAT could potentially impact the results of this study.  During calibration, 
we ran SWAT-CUP more than 150 times resulting in approximately 60,000 runs to test the 
sensitivity of various model components based on 20 years of historic data.  We arrived to 
a point where we felt confident in parameter choice, soil data input, climate data resolution, 
subcatchment scale, simulation time step and catchment connectivity, and the hydrologic 
model parameters, inputs and model setup were carried forward in the present study.  We 
qualify in the methods section and here again that this study is limited to a fixed factor for 
hydrologic model parameterization, and future work could compare hydrologic modeling 
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software and their parameterizations for studies such as the one presented here.  That said, 
recent research tends to minimize the importance of hydrologic model parameterization for 
streamflow forecasting that focuses on climate change and utilizes SWAT (Niraula et al., 
2015).  Niraula et al. (2015) shows that changes in streamflow predictions due to climate 
change were not significantly different for uncalibrated and calibrated versions of SWAT, 
thus minimizing the impact of hydrologic model parameterization upon streamflow 
forecasting so long as the delta change method is used to predict the streamflow.  
Nevertheless, this topic remains open to future research and we expect that the multi-




 The primary conclusions of this paper are as follows: 
1. Project phase was shown to an important climate modeling factor controlling 
streamflow variance regardless of the response variable considered.   
2. QF variance showed dependence on all factors considered including GCM type, 
project phase, downscaling method, emission scenario, and bias correction. 
3. ΔQF-H variance showed dependence upon GCM type, project phase and 
downscaling approach only.   
4. A recommendation is made towards preference of ΔQF-H or the projected 
streamflow with the delta change method in reporting future streamflow due to its 
accounting for bias associated with model wetting, accounting for anomalies 
introduced from climate and hydrologic model coupling, showing no dependence 
on bias correction, and showing less dependence overall upon climate modeling 
factors, as compared to QF.   
5. A balanced ensemble with climate modeling factors that control ΔQF-H variance can 
be shown to provide sufficient results with a small number of realizations. 
 
Finally, results suggest an increase in the average annual precipitation and 
streamflow by 9.7% and 11.2%, respectively, for the stream in central Kentucky USA.  
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However, we claim a number of limitations within this study that reduce our overall 
certainty in this projection.  Only four GCMs were used in this study.  Given the importance 
of GCM type as a factor, additional models could be added to further include uncertainty 
associated with parameterization within GCMs.  That said, the four GCMs used is this 
study are commonly applied (e.g., NARCCAP), have results that are readily available for 
inclusion in the hydrologic simulations, and have been found to produce precipitation 
predictions that are within two percent of the mean of a high number ensemble of GCMs 
(Melillo et al., 2014).  Similarly, we used a binary classification of downscaling methods: 
statistical and dynamic.  Further treatment of downscaling methods and investigation of 
variance induced by different types of statistical methods, different types of dynamical 
methods and treatment of the new hybrid methods could lead to further suggestions 
regarding the weighting and number of downscaling methods to include in streamflow 
predictions.  CMIP3 and CMIP5 are also treated equally in our balanced streamflow 
prediction.  In future climate research, additional information would be welcomed 
regarding the reliability and relative weighting of results from the two project phases.  
Another limitation is land use is treated as fixed in this study, in order that we could focus 
on the climate modeling factors.  Land use will likely show some changes and its potential 
impact on the streamflow forecasting would improve certainty of the results.  Other 
limitations that were not considered and could potentially impact our streamflow 
predictions are the use of single hydrologic software, lack of explicit inclusion of spatial 
variation of rainfall, and the selection of a single carbon dioxide atmospheric concentration 
associated with the central value for the future predicted scenarios in our hydrologic 
simulations.  Nevertheless, it is expected that our results can be built upon by other 
researchers, and in this manner the results in this study provide the first streamflow 
predictions based on GCM results for Kentucky USA. 
Future research might consider the relative importance of multiple climate 
modeling factors for different study systems.  Permutations of studies are needed that vary 
climate type in terms of precipitation and temperature, spatial scale, projected dates (e.g., 
2050, 2100), landscape characteristics, and streamflow response, in order to justify or 
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2.9 Tables and Figures 
Table 2.1. Review of climate modeling factors investigated in previous studies. 
Author Total 
 




Bias Correction  Response 
  Tu, 2009 3 CMIP3equiv 1 A1B, A2, and B1 Not performed No ΔQF-H 
 Chen et al., 2011 6 CMIP3equiv  1  
 
A2 Statistical and 
  
Yes QF 
 Sheshukov et al., 
 
15 CMIP3equiv 15 A2  Statistical No QF, ΔQF-H  
Faramarzi et al., 
 
18 CMIP3equiv 5 A1F1, A1B, A2, 
  
Statistical No QF, ΔQF-O 
 Ficklin et al., 2012 32 CMIP3 16 
 
B1 and A2 Statistical  No QF, ΔQF-O 
Harding et al., 
 
112 CMIP3 16 A2, A1B, B1 Statistical No QF, ΔQF-H 





 Chen et al., 2012 4  CMIP3equiv 3 A2 Statistical and 
 
Yes QF, ΔQF-O 
 Chien et al., 2013 28 CMIP3 9 A1B, A2, and B1 Statistical  Yes  QF, ΔQF-H 
 Ficklin et al., 2013 16 CMIP3 16 A2 Statistical No QF, ΔQF-O 
 Guimberteau et al., 
 
24 CMIP3equiv 8 A2, A1B, B1 Statistical No ΔQF-O 
 Park et al, 2013 2 CMIP3equiv 1 A2 and B2 Statistical  No  QF, ΔQF-O 
 Al-Mukhtar et al., 
  
12  CMIP3equiv 1 A1B Statistical and 
  
Yes ΔQF-O 
Fatichi et al., 2014 34 CMIP3 13 A1B Statistical and 
 
Yes QF, ΔQF-H 
 Wang, et al., 2014 12 CMIP3 4 
 
A1B, A2, and B1 Statistical Yes ΔQF-O 
Neupane (a) et al., 
 
48 CMIP3 16 A1B, A2, and B1 Statistical No ΔQF-O 
Neupane (b) et al., 
 
48 CMIP3 8 A1B, A2, and B1 Statistical No ΔQF-O 




Table 2.2. Streamflow variables and symbols used in this paper. 
Streamflow Variable Symbol  
Observed streamflow QO 
Hindcast streamflow from hydrologic model simulation QH 
Future streamflow predicted with the global climate model results and 
hydrologic model simulations 
QF 
The change in streamflow calculated as the percent difference between the 
future streamflow and the observed 
ΔQF-O 
The change in streamflow calculated as the percent difference between the 
future streamflow and the hindcast 
ΔQF-H 







Table 2.3. SWAT model calibration parameters and sensitivity analysis results used in the 
evaluation of South Elkhorn watershed. 









SURLAG Surface runoff lag coefficient d 1.16 1-3 4 0.00 
CH_N2 Manning's n-value for the main channel sec.m
-1/3 0.18 0.05-0.2 0.014 0.00 
GW-
DELAY Groundwater delay time d 4.34 1-35 31 0.00 
CN2 SCS curve number for moisture condition II −̶̶̶̶̶̶ 14% 10%-20% 59-85 0.00 
EPCO Plant uptake compensation factor −̶̶̶̶̶̶ 0.14 0.1-0.3 1 0.00 
ESCO Soil evaporation compensation factor −̶̶̶̶̶̶ 0.95 0.9-1 0.95 0.00 




0.13 0.1-0.15 0-0.21 0.00 
OV-N 
Manning’s roughness 
coefficient for overland 
flow 
sec.m-1/3 5% -10%-10% 0.1-0.3 0.00 






mm-1 PE 0.04 0.01-0.05 0.02 0.34 
GWQMN 
Threshold depth of water 
in the shallow aquifer 
required for return flow to 
occur 
mm H2O 24.5 0-100 1000 0.44 
REVAPMN 
Threshold depth of water 
in shallow aquifer for 
“revap” or percolation to 
the deep aquifer to occur 
mm H2O 733.58 700-750 750 0.62 
RCHRG-

































Observed data     
 
    
2 Hindcasted Coupled Model Intercomparison Project phase three (CMIP3) Canadian Center for Climate Modelling and Analysis (CGCM3) statistical 
BCCA Yes   
3 Hindcasted Coupled Model Intercomparison Project phase three (CMIP3) Geophysical Fluid Dynamics Laboratory (GFDLCM2.1) statistical BCCA Yes   
4 Hindcasted Coupled Model Intercomparison Project phase three (CMIP3) National Center for Atmospheric Research (NCAR), (CCSM3) statistical 
BCSD Yes   
5 Hindcasted Coupled Model Intercomparison Project phase three (CMIP3) Hadley Center for Climate Prediction and Research (HadCM3) statistical 
BCSD Yes   
6 Hindcasted Coupled Model Intercomparison Project phase five (CMIP5) National Center for Atmospheric Research (NCAR), (CCSM4) statistical 
BCCA Yes   
7 Hindcasted Coupled Model Intercomparison Project phase five (CMIP5) Canadian Center for Climate Modelling and Analysis (CanESM2) statistical 
BCCA Yes   
8 Hindcasted Coupled Model Intercomparison Project phase five (CMIP5) Geophysical Fluid Dynamics Laboratory (GFDLCM3) statistical BCCA Yes   
9 Hindcasted Coupled Model Intercomparison Project phase five (CMIP5) Hadley Center for Climate Prediction and Research (HadGEM2-ES) statistical 
BCCA Yes   
10 Hindcasted North American Regional Climate Change Assessment Program (NARCCAP) 
National Center for Atmospheric Research (NCAR), 
(CCSM3) dynamical  
CRCM Yes   
11 Hindcasted North American Regional Climate Change Assessment Program (NARCCAP) 
National Center for Atmospheric Research (NCAR), 
(CCSM3) dynamical  
MM5I Yes   
12 Hindcasted North American Regional Climate Change Assessment Program (NARCCAP) 
National Center for Atmospheric Research (NCAR), 
(CCSM3) dynamical  
WRFG Yes   
13 Hindcasted North American Regional Climate Change Assessment Program (NARCCAP) 
Canadian Center for Climate Modelling and Analysis 
(CGCM3) dynamical  
CRCM Yes   
14 Hindcasted North American Regional Climate Change Assessment Program (NARCCAP) 
Canadian Center for Climate Modelling and Analysis 
(CGCM3) dynamical  
RCM3 Yes   
15 Hindcasted North American Regional Climate Change Assessment Program (NARCCAP) 
Canadian Center for Climate Modelling and Analysis 
(CGCM3) dynamical  
WRFG Yes   
16 Hindcasted North American Regional Climate Change Assessment Program (NARCCAP) Geophysical Fluid Dynamics Laboratory (GFDLCM2.1) dynamical  
ECP2 Yes   
17 Hindcasted North American Regional Climate Change Assessment Program (NARCCAP) Geophysical Fluid Dynamics Laboratory (GFDLCM2.1) dynamical  
HRM3 Yes   
18 Hindcasted North American Regional Climate Change Assessment Program (NARCCAP) Geophysical Fluid Dynamics Laboratory (GFDLCM2.1) dynamical  
RCM3 Yes   
19 Hindcasted North American Regional Climate Change Assessment Program (NARCCAP) 
Hadley Center for Climate Prediction and Research 
(HadCM3) dynamical  
HRM3 Yes   
20 Hindcasted North American Regional Climate Change Assessment Program (NARCCAP) 
Hadley Center for Climate Prediction and Research 
(HadCM3) dynamical  
MM5I Yes   
21 Hindcasted Coupled Model Intercomparison Project phase three (CMIP3) Canadian Center for Climate Modelling and Analysis (CGCM3) statistical 
BCCA No   
22 Hindcasted Coupled Model Intercomparison Project phase three (CMIP3) Geophysical Fluid Dynamics Laboratory (GFDLCM2.1) statistical BCCA No   
23 Hindcasted Coupled Model Intercomparison Project phase three (CMIP3) National Center for Atmospheric Research (NCAR), (CCSM3) statistical 
BCSD No   
24 Hindcasted Coupled Model Intercomparison Project phase three (CMIP3) Hadley Center for Climate Prediction and Research (HadCM3) statistical 
BCSD No   
25 Hindcasted Coupled Model Intercomparison Project phase five (CMIP5) National Center for Atmospheric Research (NCAR), (CCSM4) statistical 
BCCA No   
26 Hindcasted Coupled Model Intercomparison Project phase five (CMIP5) Canadian Center for Climate Modelling and Analysis (CanESM2) statistical 
BCCA No   
27 Hindcasted Coupled Model Intercomparison Project phase five (CMIP5) Geophysical Fluid Dynamics Laboratory (GFDLCM3) statistical BCCA No   
28 Hindcasted Coupled Model Intercomparison Project phase five (CMIP5) Hadley Center for Climate Prediction and Research (HadGEM2-ES) statistical 
BCCA No   
29 Hindcasted North American Regional Climate Change Assessment Program (NARCCAP) 
National Center for Atmospheric Research (NCAR), 
(CCSM3) dynamical  
CRCM No   
30 Hindcasted North American Regional Climate Change Assessment Program (NARCCAP) 
National Center for Atmospheric Research (NCAR), 
(CCSM3) dynamical  
MM5I No   
31 Hindcasted North American Regional Climate Change Assessment Program (NARCCAP) 
National Center for Atmospheric Research (NCAR), 
(CCSM3) dynamical  
WRFG No   
32 Hindcasted North American Regional Climate Change Assessment Program (NARCCAP) 
Canadian Center for Climate Modelling and Analysis 
(CGCM3) dynamical  
CRCM No   
33 Hindcasted North American Regional Climate Change Assessment Program (NARCCAP) 
Canadian Center for Climate Modelling and Analysis 
(CGCM3) dynamical  
RCM3 No   
34 Hindcasted North American Regional Climate Change Assessment Program (NARCCAP) 
Canadian Center for Climate Modelling and Analysis 
(CGCM3) dynamical  
WRFG No   
35 Hindcasted North American Regional Climate Change Assessment Program (NARCCAP) Geophysical Fluid Dynamics Laboratory (GFDLCM2.1) dynamical  
ECP2 No   
36 Hindcasted North American Regional Climate Change Assessment Program (NARCCAP) Geophysical Fluid Dynamics Laboratory (GFDLCM2.1) dynamical  
HRM3 No   
37 Hindcasted North American Regional Climate Change Assessment Program (NARCCAP) Geophysical Fluid Dynamics Laboratory (GFDLCM2.1) dynamical  
RCM3 No   
38 Hindcasted North American Regional Climate Change Assessment Program (NARCCAP) 
Hadley Center for Climate Prediction and Research 
(HadCM3) dynamical  
HRM3 No   
39 Hindcasted North American Regional Climate Change Assessment Program (NARCCAP) 
Hadley Center for Climate Prediction and Research 
(HadCM3) dynamical  
MM5I No   
40 Forecasted Coupled Model Intercomparison Project phase three (CMIP3) Canadian Center for Climate Modelling and Analysis (CGCM3) statistical 
BCCA Yes A1B 
41 Forecasted Coupled Model Intercomparison Project phase three (CMIP3) Canadian Center for Climate Modelling and Analysis (CGCM3) statistical 
BCCA Yes A2 
42 Forecasted Coupled Model Intercomparison Project phase three (CMIP3) Canadian Center for Climate Modelling and Analysis (CGCM3) statistical 
BCCA Yes B1 
43 Forecasted Coupled Model Intercomparison Project phase three (CMIP3) Geophysical Fluid Dynamics Laboratory (GFDLCM2.1) statistical BCCA Yes A1B 
44 Forecasted Coupled Model Intercomparison Project phase three (CMIP3) Geophysical Fluid Dynamics Laboratory (GFDLCM2.1) statistical BCCA Yes A2 
45 Forecasted Coupled Model Intercomparison Project phase three (CMIP3) Geophysical Fluid Dynamics Laboratory (GFDLCM2.1) statistical BCCA Yes B1 
46 Forecasted Coupled Model Intercomparison Project phase three (CMIP3) National Center for Atmospheric Research (NCAR), (CCSM3) statistical 
BCSD Yes A1B 
47 Forecasted Coupled Model Intercomparison Project phase three (CMIP3) National Center for Atmospheric Research (NCAR), (CCSM3) statistical 
BCSD Yes A2 
48 Forecasted Coupled Model Intercomparison Project phase three (CMIP3) National Center for Atmospheric Research (NCAR), (CCSM3) statistical 
BCSD Yes B1 
49 Forecasted Coupled Model Intercomparison Project phase three (CMIP3) Hadley Center for Climate Prediction and Research (HadCM3) statistical 
BCSD Yes A1B 
50 Forecasted Coupled Model Intercomparison Project phase three (CMIP3) Hadley Center for Climate Prediction and Research (HadCM3) statistical 
BCSD Yes A2 
51 Forecasted Coupled Model Intercomparison Project phase three (CMIP3) Hadley Center for Climate Prediction and Research (HadCM3) statistical 
BCSD Yes B1 
52 Forecasted Coupled Model Intercomparison Project phase five (CMIP5) National Center for Atmospheric Research (NCAR), (CCSM4) statistical 
BCCA Yes RCP2.6 
53 Forecasted Coupled Model Intercomparison Project phase five (CMIP5) National Center for Atmospheric Research (NCAR), (CCSM4) statistical 
BCCA Yes RCP4.5 
54 Forecasted Coupled Model Intercomparison Project phase five (CMIP5) National Center for Atmospheric Research (NCAR), (CCSM4) statistical 
BCCA Yes RCP6.0 
55 Forecasted Coupled Model Intercomparison Project phase five (CMIP5) National Center for Atmospheric Research (NCAR), (CCSM4) statistical 
BCCA Yes RCP8.5 
56 Forecasted Coupled Model Intercomparison Project phase five (CMIP5) Canadian Center for Climate Modelling and Analysis (CanESM2) statistical 
BCCA Yes RCP2.6 
57 Forecasted Coupled Model Intercomparison Project phase five (CMIP5) Canadian Center for Climate Modelling and Analysis (CanESM2) statistical 
BCCA Yes RCP4.5 
58 Forecasted Coupled Model Intercomparison Project phase five (CMIP5) Canadian Center for Climate Modelling and Analysis (CanESM2) statistical 
BCCA Yes RCP8.5 
59 Forecasted Coupled Model Intercomparison Project phase five (CMIP5) Geophysical Fluid Dynamics Laboratory (GFDLCM3) statistical BCCA Yes RCP2.6 


















61 Forecasted Coupled Model Intercomparison Project phase five (CMIP5) Geophysical Fluid Dynamics Laboratory (GFDLCM3) statistical BCCA Yes RCP8.5 
62 Forecasted Coupled Model Intercomparison Project phase five (CMIP5) Hadley Center for Climate Prediction and Research (HadGEM2-ES) statistical 
BCCA Yes RCP2.6 
63 Forecasted Coupled Model Intercomparison Project phase five (CMIP5) Hadley Center for Climate Prediction and Research (HadGEM2-ES) statistical 
BCCA Yes RCP4.5 
64 Forecasted Coupled Model Intercomparison Project phase five (CMIP5) Hadley Center for Climate Prediction and Research (HadGEM2-ES) statistical 
BCCA Yes RCP6.0 
65 Forecasted Coupled Model Intercomparison Project phase five (CMIP5) Hadley Center for Climate Prediction and Research (HadGEM2-ES) statistical 
BCCA Yes RCP8.5 
66 Forecasted North American Regional Climate Change Assessment Program (NARCCAP) 
National Center for Atmospheric Research (NCAR), 
(CCSM3) dynamical  
CRCM Yes A2 
67 Forecasted North American Regional Climate Change Assessment Program (NARCCAP) 
National Center for Atmospheric Research (NCAR), 
(CCSM3) dynamical  
MM5I Yes A2 
68 Forecasted North American Regional Climate Change Assessment Program (NARCCAP) 
National Center for Atmospheric Research (NCAR), 
(CCSM3) dynamical  
WRFG Yes A2 
69 Forecasted North American Regional Climate Change Assessment Program (NARCCAP) 
Canadian Center for Climate Modelling and Analysis 
(CGCM3) dynamical  
CRCM Yes A2 
70 Forecasted North American Regional Climate Change Assessment Program (NARCCAP) 
Canadian Center for Climate Modelling and Analysis 
(CGCM3) dynamical  
RCM3 Yes A2 
71 Forecasted North American Regional Climate Change Assessment Program (NARCCAP) 
Canadian Center for Climate Modelling and Analysis 
(CGCM3) dynamical  
WRFG Yes A2 
72 Forecasted North American Regional Climate Change Assessment Program (NARCCAP) Geophysical Fluid Dynamics Laboratory (GFDLCM2.1) dynamical  
ECP2 Yes A2 
73 Forecasted North American Regional Climate Change Assessment Program (NARCCAP) Geophysical Fluid Dynamics Laboratory (GFDLCM2.1) dynamical  
HRM3 Yes A2 
74 Forecasted North American Regional Climate Change Assessment Program (NARCCAP) Geophysical Fluid Dynamics Laboratory (GFDLCM2.1) dynamical  
RCM3 Yes A2 
75 Forecasted North American Regional Climate Change Assessment Program (NARCCAP) 
Hadley Center for Climate Prediction and Research 
(HadCM3) dynamical  
HRM3 Yes A2 
76 Forecasted North American Regional Climate Change Assessment Program (NARCCAP) 
Hadley Center for Climate Prediction and Research 
(HadCM3) dynamical  
MM5I Yes A2 
77 Forecasted Coupled Model Intercomparison Project phase three (CMIP3) Canadian Center for Climate Modelling and Analysis (CGCM3) statistical 
BCCA No A1B 
78 Forecasted Coupled Model Intercomparison Project phase three (CMIP3) Canadian Center for Climate Modelling and Analysis (CGCM3) statistical 
BCCA No A2 
79 Forecasted Coupled Model Intercomparison Project phase three (CMIP3) Canadian Center for Climate Modelling and Analysis (CGCM3) statistical 
BCCA No B1 
80 Forecasted Coupled Model Intercomparison Project phase three (CMIP3) Geophysical Fluid Dynamics Laboratory (GFDLCM2.1) statistical BCCA No A1B 
81 Forecasted Coupled Model Intercomparison Project phase three (CMIP3) Geophysical Fluid Dynamics Laboratory (GFDLCM2.1) statistical BCCA No A2 
82 Forecasted Coupled Model Intercomparison Project phase three (CMIP3) Geophysical Fluid Dynamics Laboratory (GFDLCM2.1) statistical BCCA No B1 
83 Forecasted Coupled Model Intercomparison Project phase three (CMIP3) National Center for Atmospheric Research (NCAR), (CCSM3) statistical 
BCSD No A1B 
84 Forecasted Coupled Model Intercomparison Project phase three (CMIP3) National Center for Atmospheric Research (NCAR), (CCSM3) statistical 
BCSD No A2 
85 Forecasted Coupled Model Intercomparison Project phase three (CMIP3) National Center for Atmospheric Research (NCAR), (CCSM3) statistical 
BCSD No B1 
86 Forecasted Coupled Model Intercomparison Project phase three (CMIP3) Hadley Center for Climate Prediction and Research (HadCM3) statistical 
BCSD No A1B 
87 Forecasted Coupled Model Intercomparison Project phase three (CMIP3) Hadley Center for Climate Prediction and Research (HadCM3) statistical 
BCSD No A2 
88 Forecasted Coupled Model Intercomparison Project phase three (CMIP3) Hadley Center for Climate Prediction and Research (HadCM3) statistical 
BCSD No B1 
89 Forecasted Coupled Model Intercomparison Project phase five (CMIP5) National Center for Atmospheric Research (NCAR), (CCSM4) statistical 
BCCA No RCP2.6 
90 Forecasted Coupled Model Intercomparison Project phase five (CMIP5) National Center for Atmospheric Research (NCAR), (CCSM4) statistical 
BCCA No RCP4.5 
91 Forecasted Coupled Model Intercomparison Project phase five (CMIP5) National Center for Atmospheric Research (NCAR), (CCSM4) statistical 
BCCA No RCP6.0 
92 Forecasted Coupled Model Intercomparison Project phase five (CMIP5) National Center for Atmospheric Research (NCAR), (CCSM4) statistical 
BCCA No RCP8.5 
93 Forecasted Coupled Model Intercomparison Project phase five (CMIP5) Canadian Center for Climate Modelling and Analysis (CanESM2) statistical 
BCCA No RCP2.6 
94 Forecasted Coupled Model Intercomparison Project phase five (CMIP5) Canadian Center for Climate Modelling and Analysis (CanESM2) statistical 
BCCA No RCP4.5 
95 Forecasted Coupled Model Intercomparison Project phase five (CMIP5) Canadian Center for Climate Modelling and Analysis (CanESM2) statistical 
BCCA No RCP8.5 
96 Forecasted Coupled Model Intercomparison Project phase five (CMIP5) Geophysical Fluid Dynamics Laboratory (GFDLCM3) statistical BCCA No RCP2.6 
97 Forecasted Coupled Model Intercomparison Project phase five (CMIP5) Geophysical Fluid Dynamics Laboratory (GFDLCM3) statistical BCCA No RCP6.0 
98 Forecasted Coupled Model Intercomparison Project phase five (CMIP5) Geophysical Fluid Dynamics Laboratory (GFDLCM3) statistical BCCA No RCP8.5 
99 Forecasted Coupled Model Intercomparison Project phase five (CMIP5) Hadley Center for Climate Prediction and Research (HadGEM2-ES) statistical 
BCCA No RCP2.6 
100 Forecasted Coupled Model Intercomparison Project phase five (CMIP5) Hadley Center for Climate Prediction and Research (HadGEM2-ES) statistical 
BCCA No RCP4.5 
101 Forecasted Coupled Model Intercomparison Project phase five (CMIP5) Hadley Center for Climate Prediction and Research (HadGEM2-ES) statistical 
BCCA No RCP6.0 
102 Forecasted Coupled Model Intercomparison Project phase five (CMIP5) Hadley Center for Climate Prediction and Research (HadGEM2-ES) statistical 
BCCA No RCP8.5 
103 Forecasted North American Regional Climate Change Assessment Program (NARCCAP) 
National Center for Atmospheric Research (NCAR), 
(CCSM3) dynamical  
CRCM No A2 
104 Forecasted North American Regional Climate Change Assessment Program (NARCCAP) 
National Center for Atmospheric Research (NCAR), 
(CCSM3) dynamical  
MM5I No A2 
105 Forecasted North American Regional Climate Change Assessment Program (NARCCAP) 
National Center for Atmospheric Research (NCAR), 
(CCSM3) dynamical  
WRFG No A2 
106 Forecasted North American Regional Climate Change Assessment Program (NARCCAP) 
Canadian Center for Climate Modelling and Analysis 
(CGCM3) dynamical  
CRCM No A2 
107 Forecasted North American Regional Climate Change Assessment Program (NARCCAP) 
Canadian Center for Climate Modelling and Analysis 
(CGCM3) dynamical  
RCM3 No A2 
108 Forecasted North American Regional Climate Change Assessment Program (NARCCAP) 
Canadian Center for Climate Modelling and Analysis 
(CGCM3) dynamical  
WRFG No A2 
109 Forecasted North American Regional Climate Change Assessment Program (NARCCAP) Geophysical Fluid Dynamics Laboratory (GFDLCM2.1) dynamical  
ECP2 No A2 
110 Forecasted North American Regional Climate Change Assessment Program (NARCCAP) Geophysical Fluid Dynamics Laboratory (GFDLCM2.1) dynamical  
HRM3 No A2 
111 Forecasted North American Regional Climate Change Assessment Program (NARCCAP) Geophysical Fluid Dynamics Laboratory (GFDLCM2.1) dynamical  
RCM3 No A2 
112 Forecasted North American Regional Climate Change Assessment Program (NARCCAP) 
Hadley Center for Climate Prediction and Research 
(HadCM3) dynamical  
HRM3 No A2 
113 Forecasted North American Regional Climate Change Assessment Program (NARCCAP) 
Hadley Center for Climate Prediction and Research 
(HadCM3) dynamical  





Table 2.5. Statistical quantitative results for the calibration and validation periods for the 
four gauging stations in the watershed. 
Optimization 
Gage 
Total Flow Calibration (For the 
period 1/1/1983-12/31/1993) 
Total Flow Validation ( For the 
period 1/1/1996-12/31/2000) 
Midway 
R2 PBIAS% NS RSR R2 PBIAS NS RSR 
0.91 -1.08 0.9 0.31 0.91 -15.11 0.88 0.34 
Frankfort 0.84 -0.35 0.84 0.4 0.9 -16.7 0.84 0.4 
  Total Flow Calibration (For the period 1/1/1983-9/30/1992) 
Total Flow Validation ( For the 
period 10/1/1997-12/31/2000) 
Yarnallton NA* NA* NA* NA* 0.84 13.5 0.78 0.46 
Fort Spring 0.89 5.6 0.88 0.34 0.88 -11.62 0.73 0.51 




Table 2.6. ANOVA modeling results. RV indicates response variable in the model while F indicates factor. Only ANOVA models with 
results that contained significant factors are included in this table.  
RV=ΔQF-H Bias corrected F1=GCM F2=Downscaling method  RV=QF bias 
 
F1=GCM F2=Downscaling method   RV=QF bias 
 
F1=GCM F2=Downscaling method   
Month F1 F2 Interaction Month F1 F2 Interaction Month F1 F2 Interaction 
 P F P F P F  P F P F P F  P F P F P F 
March 0.582 0.653 0.028 4.854 0.856 0.258 January 0.749 0.406 0.054 3.721 0.014 3.607 January 0.004 4.496 0.005 7.984 0.102 2.079 
July 0.755 0.397 0.995 0 0.007 4.091 May 0.743 0.414 0.832 0.045 0.01 3.845 February 0.008 4.034 0.136 2.234 0.001 5.524 
December 0.07 2.375 0.001 10.246 0 6.506 July 0.007 4.118 0.074 3.208 0.004 4.455 March 0 7.689 0.385 0.757 0.051 2.608 
RV=ΔQF-H Bias corrected F1=GCM F2=Project phase  August 0.003 4.788 0.78 0.078 0.001 5.821 April 0 8.953 0 37.405 0.008 3.973 
Month F1 F2 Interaction September 0.009 3.888 0.516 0.422 0 6.292 May 0.315 1.185 0.982 0.001 0 6.911 
 P F P F P F October 0.001 5.607 0.444 0.588 0.001 5.407 June 0.472 0.841 0.341 0.909 0 7.813 
January 0.059 2.502 0.641 0.218 0.003 4.831 November 0 6.314 0.983 0 0.022 3.244 July 0.003 4.633 0.037 4.36 0 15.666 
February 0.267 1.321 0.003 8.984 0.004 4.424 December 0 7.751 0.678 0.173 0.768 0.379 August 0 11.968 0.427 0.632 0 27.299 
March 0.003 4.758 0 14.918 0 6.318 RV=QF bias 
 
F1=GCM F2=Project phase   September 0.002 5.051 0.025 5.034 0 8.66 
April 0.008 3.953 0.091 2.865 0.277 1.29 Month F1 F2 Interaction October 0 16.691 0.002 9.714 0.001 5.832 
May 0.353 1.091 0.957 0.003 0 9.568  P F P F P F November 0 10.365 0 20.965 0.002 5.083 
June 0.001 5.912 0.243 1.367 0.014 3.575 January 0 11.629 0.051 3.827 0.017 3.434 December 0 10.743 0.029 4.807 0.771 0.375 
July 0 15.494 0 17.795 0 10.724 February 0.003 4.755 0 26.122 0.615 0.601 RV=QF bias 
 
F1=GCM F2=Project phase   
August 0 9.52 0.023 5.173 0.023 3.199 March 0.032 2.953 0.021 5.365 0.001 5.607 Month F1 F2 Interaction 
September 0 7.455 0.148 2.098 0.203 1.544 April 0.009 3.932 0.019 5.573 0.213 1.502  P F P F P F 
October 0 8.234 0.875 0.025 0.525 0.746 May 0.044 2.718 0.051 3.832 0.002 4.903 January 0 11.938 0.001 10.74 0.037 2.858 
November 0.001 5.355 0.004 8.378 0.364 1.065 June 0.434 0.914 0.188 1.737 0.021 3.271 February 0.021 3.257 0.005 8.087 0.059 2.501 
December 0.004 4.423 0.006 7.774 0.15 1.783 July 0 7.203 0.158 1.998 0 6.809 March 0 7.129 0.032 4.635 0.114 1.991 
RV=ΔQF-H bias 
 
F1=GCM F2=Downscaling method   August 0 6.352 0.048 3.923 0.001 5.616 April 0 6.794 0.091 2.874 0.227 1.452 
Month F1 F2 Interaction September 0.001 5.586 0.243 1.367 0.108 2.036 May 0 6.908 0.004 8.598 0.13 1.891 
 P F P F P F October 0 13.106 0.917 0.011 0.324 1.161 July 0.017 3.415 0.707 0.141 0 8.472 
March 0.207 1.53 0.003 9.08 0.006 4.19 November 0 11.943 0.036 4.407 0 14.896 August 0 10.566 0.035 4.486 0 6.583 
April 0 6.94 0 12.46 0.001 5.73 December 0.001 5.892 0.06 3.556 0.002 4.893 September 0 21.17 0.754 0.099 0.106 2.052 
May 0.575 0.664 0.003 8.78 0.13 1.87 RV=QF bias 
 
F1=GCM F2=Emission SRES   October 0 15.255 0.596 0.282 0.013 3.615 
July 0.044 2.722 0.569 0.325 0.019 3.34 Month F1 F2 Interaction November 0 11.922 0.126 2.354 0 15.153 
August 0.012 3.67 0.168 1.904 0 7.493  P F P F P F December 0.066 2.414 0.02 5.478 0.009 3.895 
September 0.025 3.167 0.363 0.829 0.031 2.99 May 0.034 2.94 0.848 0.165 0.468 0.939 RV=QF bias 
 
F1=GCM F2=Emission SRES   
October 0.001 5.728 0.062 3.51 0.419 0.944 July 0.007 4.139 0.873 0.136 0.85 0.443 Month F1 F2 Interaction 
November 0.36 1.07 0.41 0.68 0.004 4.52 August 0 6.712 0.926 0.077 0.956 0.258  P F P F P F 
December 0.84 0.277 0 13.84 0.64 0.56 September 0.029 3.079 0.972 0.028 0.44 0.979 January 0.018 3.426 0.835 0.181 0.94 0.292 
RV=ΔQF-H bias 
 
F1=GCM F2=Project phase   October 0 7.735 0.603 0.507 0.494 0.903 March 0.002 5.083 0.832 0.184 0.933 0.306 
Month F1 F2 Interaction November 0 7.368 0.74 0.302 0.023 2.501 April 0.003 4.93 0.939 0.063 0.155 1.577 
 P F P F P F December 0.007 4.14 0.829 0.187 0.913 0.344 May 0.005 4.379 0.861 0.15 0.569 0.802 
January 0.054 2.57 0.48 0.58 0.006 4.2 RV=QF bias 
 
F1=GCM F2=Emission RCPs   July 0 8.826 0.958 0.043 0.865 0.421 
March 0.002 5.01 0 16.26 0 8.2 Month F1 F2 Interaction August 0 8.941 0.913 0.091 0.951 0.269 
April 0.005 4.39 0.06 3.56 0.211 1.511  P F P F P F September 0 10.555 0.692 0.369 0.457 0.955 
May 0.381 1.025 0.984 0 0 11.075 January 0 12.937 0.988 0.043 0.824 0.514 October 0 10.907 0.566 0.571 0.653 0.696 
June 0.001 5.76 0.131 2.29 0.01 3.84 March 0 7.365 0.069 2.398 0.088 1.8 November 0 12.086 0.85 0.163 0.042 2.224 
July 0 13.64 0 18.05 0 10.95 April 0.003 4.847 0.099 2.116 0.456 0.967 December 0.001 5.876 0.782 0.246 0.884 0.391 
August 0 10.34 0.029 4.8 0.02 3.3 May 0.015 3.553 0.014 3.634 0.844 0.487 RV=QF bias 
 
F1=GCM F2=Emission RCPs   
September 0 7.86 0.107 2.61 0.079 2.277 July 0 11.762 0.039 2.833 0.755 0.6 Month F1 F2 Interaction 
October 0 7.58 0.897 0.017 0.546 0.71 August 0.003 4.888 0.607 0.613 0.55 0.846  P F P F P F 
November 0.002 5.152 0.002 10.188 0.557 0.692 September 0.002 5.127 0.423 0.938 0.176 1.478 January 0 10.733 0.99 0.038 0.838 0.495 
December 0.005 4.408 0.006 7.578 0.116 1.981 October 0.001 6.075 0.304 1.219 0.647 0.729 February 0.026 3.155 0.437 0.91 0.855 0.471 
RV= QF F1=Bias correction    November 0 24.185 0.428 0.927 0.754 0.602 March 0.002 5.237 0.05 2.638 0.114 1.682 
Month F1     December 0 7.004 0.158 1.746 0.981 0.218 April 0.011 3.822 0.055 2.57 0.408 1.033 
 P F            July 0.098 2.119 0.027 3.105 0.762 0.592 
April 0 67.422            August 0 7.535 0.704 0.469 0.669 0.704 
May 0.014 6.09            September 0 13.29 0.263 1.337 0.242 1.32 
August 0.045 4.013            October 0 7.287 0.299 1.232 0.621 0.76 
October 0.011 6.384            November 0 17.319 0.464 0.857 0.832 0.503 



































Response Variables Climate Modeling Factors  
Global Climate Model (GCM)  
Coupled Model Intercomparison 
Project (CMIP)  
Downscaling Method  
Emission Scenario  
Bias Correction   
QF – Future streamflow predicted 
with the global climate model 
results and hydrologic model 
 
ΔQF-H – The change in streamflow 
calculated as the percent 
difference between the future 
streamflow and the hindcast 
QF-Δ – Future streamflow 
























Figure 2.4. Observed streamflow and streamflow simulated with SWAT for the evaluation 
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Figure 2.5. (a) Streamflow simulated (QH) from 38 realizations for the hindcast period 
(1983-2000). (b) Streamflow forecasted (QF) from 74 realizations for the future period 
(2048-2065). (c) The change in streamflow (ΔQF-H) for the 74 realizations considering the 








Figure 2.6. ANOVA results of the number of months that each factor significantly 








































































Figure 2.7. (a) CO2 concentration as a function of emission scenario for this century (IPCC, 
2001; Meinshausen et al., 2011) (b) Mean annual temperature as a function of emission 


















































Figure 2.8. (a)Streamflow prediction for the future period (2048-2065) by the delta change 
method (QF-Δ) using a balanced design with 8 realizations and a balanced design with 32 
realizations. (b) Streamflow prediction for the future period (2048-2065) by the delta 
change method (QF-Δ) using the 74 realizations and a balanced design with 8 realizations.  
Error bars reflect ±1 standard deviation. The number above the plots is the p-value for a 










































































Figure 2.9. Percent change in precipitation and streamflow for the future period (2046-
2065) with the hindcast period (1981-2000) considering the balanced ensemble with 8 





























































CHAPTER 3: VARIANCE ANALYSIS OF FORECASTED STREAMFLOW 
MAXIMA IN A WET TEMPERATE CLIMATE 
Adapted per my Elsevier publishing writes from Al Aamery et al., 2018. Variance analysis of forecasted 
streamflow maxima in a wet temperate climate.  Journal of Hydrology 560, 364-381.    
Copyright © 2018 Elsevier 
 
3.1 Abstract  
  Coupling global climate models, hydrologic models and extreme value 
analysis provides a method to forecast streamflow maxima, however the elusive variance 
structure of the results hinders confidence in application.  Directly correcting the bias of 
forecasts using the relative change between forecast and control simulations has been 
shown to marginalize hydrologic uncertainty, reduce model bias, and remove systematic 
variance when predicting mean monthly and mean annual streamflow, prompting our 
investigation for maxima streamflow.  We assess the variance structure of streamflow 
maxima using realizations of emission scenario, global climate model type and project 
phase, downscaling methods, bias correction, extreme value methods, and hydrologic 
model inputs and parameterization.  Results show that the relative change of streamflow 
maxima was not dependent on systematic variance from the annual maxima versus peak 
over threshold method applied, albeit we stress that researchers strictly adhere to rules from 
extreme value theory when applying the peak over threshold method.  Regardless of which 
method is applied, extreme value model fitting does add variance to the projection, and the 
variance is an increasing function of the return period.  Unlike the relative change of mean 
streamflow, results show that the variance of the maxima’s relative change was dependent 
on all climate model factors tested as well as hydrologic model inputs and calibration.  
Ensemble projections forecast an increase of streamflow maxima for 2050 with 
pronounced forecast standard error, including an increase of +30(±21), +38(±34) and 
+51(±85)% for 2, 20 and 100 year streamflow events for the wet temperate region studied.  
The variance of maxima projections was dominated by climate model factors and extreme 






 Streamflow maxima is one of the most sought after response variables within 
hydrologic research and application (Coles, 2001, Begueria & Vicente-Serrano, 2006, 
Reiss &Thomas, 2007).  Streamflow extreme maxima re-contours the morphology of the 
fluvial system (Leopold et al., 2012), partially controls the stream biogeochemical function 
(Ford and Fox, 2015), can destroy human infrastructure (Melillo et al., 2014), and 
resupplies human water stores for consumption, food production and energy generation 
(Rosenzweig et al., 2001, Mirza, 2003, McMichael et al., 2007).  The complex earth system 
for which streamflow maxima responds is no less encompassing of hydrology than 
streamflow itself and includes components such as the climates ability to produce 
precipitation and weather patterns, the watershed’s physiogeographic configuration and 
ability to respond to precipitation, and human’s influence on both the watershed and 
climate.  Despite hydrologists’ long historical emphasis upon study of streamflow extreme 
maxima, current disparity is prevalent in terms of both streamflow maxima’s current 
estimations and its gradient as we forecast into the future (Khaliq et al., 2006).  Scientific 
gaps associated with estimating and forecasting current and future streamflow maxima is 
qualitatively attributed to scientific uncertainty surrounding human’s economic behavior 
and influence on the earth system, representation of the climate and its changes, hydrologic 
representation of streamflow, and scalar coupling of a changing climate within a hydrologic 
representation of the earth (Madsen et al., 2014, IPCC, 2013).  The difficulty of streamflow 
extreme maxima estimation and forecasting in a non-stationary earth system has challenged 
hydrologists to consider the potential use of new methodologies for investigating and 
forecasting streamflow. 
 One methodology for which streamflow maxima investigation and forecasting has 
received some recent attention is through the use of non-stationary projection with global 
climate models that can be used to drive hydrologic and statistical forecasting (Prudhomme 
et al., 2003; Dankers and Feyen, 2008; Mantua et al., 2010; Lawrence &Hisdal, 2011; 
Zhang et al., 2014).  This method involves application of the non-stationarity form of long-
term climate change projected using global climate models as a means to provide a physics-
based guideline for extrapolation (Lima et al., 2015, Shamir et al., 2015).  The global 




through hydrologic models for predicting multi-year streamflow time series.  Thereafter, 
the extreme value theorem is adopted to study streamflow extremes because the theory 
provides a mathematical basis for the definition of extremes and has been used to prove 
that the distribution of extremes follow similarity at their limit (e.g., Coles, 2001).  
Somewhat analogous to the central limit theorem, the extreme value theorem focuses on 
the statistical distribution and behavior of maxima that may arise from an unknown 
distribution for a population of a sequence of values measured over many time units.  In 
this manner, hydrologists can statistically investigate current and forecast extreme value 
extreme maxima such as 2-, 20- and 100-year events via time series generated from the 
mentioned hydrologic modeling. 
 The coupling of global climate and hydrologic models for forecasting streamflow 
extreme maxima has been recently criticized for water infrastructure planning in some 
engineering and management circuits (Moradkhani, 2017), and we tend to agree that use 
of the methodology in a infrastructure design capacity is a bit preliminary given that 
published applications and results of the method is still in its infancy.  Yet, we argue that 
the time is ripe for elucidating the variance structure of streamflow maxima forecasted with 
global climate models.  We offer several reasons for this contention.  First, highlighting 
the variance structure of forecasted streamflow maxima provides hydrologic and climate 
researchers with knowledge of highly sensitive factors and parameters of streamflow 
forecasting that systemically increase the size of the solution space, so that researchers 
might focus their attention towards improving model structure and parameterization.  
Second, the variance structure of forecasted streamflow maxima allows researchers to see 
what extent the previous results of forecasted mean streamflow might be adopted and 
extrapolated for forecasting extremes.  There is a plethora of studies that forecast mean 
streamflow with global climate models (Chen et al., 2011, Al Aamery et al., 2016, Fatichi 
et al., 2014) and there is a question as to what extent results from these mean-focused 
studies might be relevant to the study of extreme streamflow, especially in light of the extra 
level of uncertainty that is introduced to forecasting maxima during application of the 
extreme value theorem.  Third, a reason for investigating the variance structure of 
forecasted streamflow maxima is to help provide balanced forecasts that can be compared 




While variance analysis of streamflow extreme maxima is sparse in the literature, 
global climate model research and forecasting of mean annual and mean monthly 
streamflow tends to suggest that climate models are different in their structures and 
parametrizations (Randall et al. 2007), downscaling methods are distinct in their stucture 
and results to re-scale global results (Wilby and Dawson, 2007, Warner, 2010, Mearns et 
al., 2013), emission scenarios address the uncertainty of future economic and CO2 
conditions (IPCC, 2007, IPCC, 2013), the version of climate model projects are different 
in their structures, and the newer version (CMIP5) is distinct realtive older versions of 
models (CMIP3) (Brekke et al., 2013), and the bias implementation of climate results is a 
source for variance presence in hydrologic models (Teutschbein and Seibert, 2012, Al 
Aamery et al., 2016); and therefore all such components could have the potential to impact 
the variance structure of forecasted streamflow maxima.  The few studies that have 
forecasted streamflow maxima with global climate models (see Table 3.1) have results that 
tend to corroborate some findings from mean-focused studies and suggest the type of global 
climate model applied caused differences in streamflow extreme forecasts (Prudhomme et 
al., 2003; Lawrence and Hisdal, 2011), and emission scenario can also shift extreme 
predictions (Dankers and Feyen, 2008; Mantua et al., 2010; Zhang et al., 2014).  
Applications of extreme value theory suggest the statistical analysis associated with the 
choice of extreme value analysis method has the potential to impact the variance of 
forecasted streamflow maxima; and the annual maxima method is criticized for its neglect 
of multiple extremes per annum while the peak over threshold method has been criticized 
for subjectivity of threshold selection (Svensson et al., 2005; Scarrott and MacDonald, 
2012; Bezak et al., 2014; Fischer and Schumann, 2016).   
Beyond uncertainty surrounding the global climate model projections and extreme 
value methods, there are additional uncertainty considerations with respect to the future 
hydrologic balance and its simulation when forecasting streamflow maxima.  As one 
example, future changes in the hydrologic cycle, and in turn streamflow, are primarily 
driven by changes in precipitation and evapotranspiration.  Studies that forecast streamflow 
maxima with global climate models have focused on precipitation and temperature 
differences within simulation of future periods (Mantua et al., 2010; Zhang et al., 2014), 




radiation, vapor pressure and wind speed as well as air temperature (Donohue et al 2010).  
Future projections of these additional variables suggest decreases in wind speed and net 
radiation and an increase in relative humidity for some regions (Willet et al., 2008; Wild, 
2009; McVicar et al., 2012).  The directions of the projected shifts would decrease 
evapotranspiration and in turn could potentially increase variability when forecasting 
streamflow maxima.  As a second example, hydrologic model fit and modeling uncertainty 
when simulating the water balance has the potential to increase the variability of projected 
streamflow maxima (Al Aamery et al., 2016).  Recent study has tended to marginalize the 
importance of hydrologic model calibration and uncertainty for mean streamflow 
projections when considering relative future changes (Niraula et al., 2015), however 
streamflow maxima has not yet been tested in this context, to our knowledge. 
Our objectives were to: (1) perform coupled climate, hydrologic and statistical 
model simulation and evaluation to build realizations of streamflow maxima; (2) perform 
variance analysis to test for systematic uncertainty from climate and extreme modeling 
factors potentially controlling streamflow maxima forecasting; (3) perform uncertainty 
analysis to quantify variance from hydrologic modeling; and (4) forecast streamflow 
maxima for the wet temperate region studied herein and provide literature comparison.  
These objectives provide the structural sub-headings used in the following Methods, 
Results and Discussion sections. 
3.3 Theoretical Background 
The variance structure of forecasted streamflow maxima can be decomposed as a 
function of potentially controlling modeling factors.  The conceptual model of factors that 
have the potential impact forecasted streamflow maxima variance is shown in Figure 3.1.  
As can be seen in the figure, modeling factors that may impact the variance structure can 
be grouped into those associated with climate modeling (CMFs in Figure 3.1) including 
global climate model (GCM) type, hydrologic modeling (HMFs) and uncertainty in inputs 
and parameterization, and statistical modeling of extremes (SMFs) associated with 
different fitting methods and distributions.  Land use and management modeling is not 
shown in the figure and was treated as static in this study, but it is also recognized to 




The response variables are streamflow maxima associated with different return 
periods, including 2, 20 and 100 year return periods, so the distribution of extremes can be 
quantified (Lawrence and Hisdal, 2011).  We consider response of the future relative 
change in streamflow equal to the percent difference of GCM-forecasted streamflow 
maxima relative to GCM-hindcast maxima (ΔQF-H x, where x indicates the return period).  
The future streamflow maxima can be related to the ‘real’ streamflow maxima by using the 
relative changes derived from the forecast projections and hindcast-control projections 
coupled with the observations, such as using the delta method directly applied to 
streamflow model results.   
The relative change approach has become rather popular in climate change studies 
that emphasize GCM-forecasted streamflow (Chien et al., 2012; Harding et al., 2012; 
Fitichi et al., 2014; Niraula et al., 2015; Al Aamery et al., 2016).  The approach has been 
suggested to remove seasonal, spatial, and/or inter-annual biases of GCMs or statistical 
artifacts from the downscaling method that are not accounted for in bias correction methods 
(Harding et al., 2012).  In addition, application of the relative change has recently shown 
no significant dependence upon calibrated versus un-calibrated hydrologic model 
simulation, thus suggesting the response variable does not require model calibration to see 
the projected direction of future streamflow (Niraula et al., 2015).  The approach has also 
shown less dependence upon climate modelling factors (i.e., CMFs in Fig 3.1) as compared 
to the absolute forecasted streamflow suggesting that biases specific to a model structure 
could be accounted (Al Aamery et al., 2016).  While the relative change approach has 
shown potential in past studies, these studies have tended to focus on the mean forecasting 
of streamflow.  In the present study, we consider the method for streamflow maxima, which 
is one contribution of this paper. 
Realizations of the relative change in streamflow maxima can be simulated as a 
function of climate, hydrologic, and statistical modeling factors within a variance analysis 
ensemble (Al Aamery et al., 2016).  In the present study, we included permutations using 
seven emission scenarios (i.e., emission factor, CMF1) propagated through eight different 
GCMs  associated with phase three and four climate projects, i.e., CMIP3, CMIP5, (i.e., 
GCM type and version factors, CMF2, 3) that were downscaled using two statistical 




CMF4).  Further, our post-processing and hydrologic analyses of downscaled hindcast 
(1983-2000) and forecast (2048-2065) climate model results considered bias correction 
(i.e., bias factor, SMF1) propagated through a continuous simulation hydrologic model.  
We performed both annual maxima and peak over threshold extreme value analyses (i.e., 
extreme value factor, SMF1,2) of hydrologic model results given recent debate in the 
literature over the best method.  We also investigated additional uncertainty considerations 
with respect to additional hydrologic inputs and hydrologic uncertainty (HMF 1, 3). 
 
3.4 Study Site and Materials 
The study site was South Elkhorn Watershed in Lexington, Kentucky USA (see 
Figure 3.2). This watershed is within a wet and temperate region where a future change in 
climate, including an increase in precipitation and temperature, is projected (Melillo et al., 
2014). According to Melillo et al. (2014), a 20 to 30% increase in annual maximum 
precipitation is projected under RCP 8.5 emission scenario for the end of the century. 
Additionally, at least, 80% of the models used in Melillo et al. (2014) are in agreement for 
this region.  The watershed covers an area of 478.6 km2 with surface elevations ranging 
between 197 to 325 m asl. The land use is dominated by agricultural equal to 72%.  The 
remaining land uses are urban/suburban equal to 13%, forest equal to 14%, and open water 
and wetlands equal to 1%. 
The results of eight GCMs were implemented in this analysis.  The GCM models 
reflected four different GCM model types and two versions of each model, inculding a 
version from CMIP3 and the newer version from CMIP5 (Brekke et al., 2013; Al Aamery 
et al., 2016).  The GCMs included the Canadian Global Climate Model including CGCM3 
from CMIP3 and CanESM2 from CMIP5 (Flato, 2005); the National Center for 
Atmospheric Research Community Climate Model including CCSM3 from CMIP3 and 
CCSM4 from CMIP5 (Collins et al., 2006); the Geophysical Fluid Dynamics Laboratory 
including GFDL CM2.1 from CMIP3 and CM3 from CMIP5 (Delworth et al., 2006); and 
the United Kingdom Hadley Centre Climate Model including HadCM3 from CMIP3 and 
HadGEM2-ES from CMIP5 (Gordon et al., 2000). These GCMs were chosen for their 




projects, and their available archives of climate results for the current and future periods 
focused on in this study (Brekke et al., 2013; Mearns et al., 2013; Al Aamery et al., 2016). 
Statistical downscaling and dynamical downscaling results were included in this 
analysis. The statistical downscaling results were used from the Coupled Model Inter-
comparison Project phase three (CMIP3) and phase five (CMIP5) (Brekke et al., 2013). 
The dynamical downscaling results were used from the North American Regional Climate 
Change Assessment Program (NARCCAP) (Mearns et al., 2013). These downscaling 
methods represent two distinct approaches for downscaling GCM results from their coarse 
scale to a finer watershed scale. The statistical downscaling method is statistically based 
and adopts empirical-statistical relationships to estimate the small-scale climate variables 
based on the large-scale atmospheric variables (Wilby and Dawson, 2007). The statistical 
downscaling method implemented in CMIP3 and CMIP5 projects adopt two schemes 
including bias correction and spatial disaggregation (BCSD) and bias-correction and 
constructed analogs (BCCA) (Brekke et al., 2013). The dynamical downscaling method is 
physically-based and uses regional climate models (RCMs) whose boundary conditions are 
forced by the results of the parent GCM to simulate the atmospheric physical processes on 
a regional scale (Warner, 2010).  Six regional climate models were implemented through 
the NARCCAP project including the Canadian Regional Climate Model (CRCM) 
(Plummer et al., 2006), the Experimental Climate Prediction Center (ECPC) model (Juang 
et al., 1997), the Hadley Regional Model 3 (HRM3) (Jones et al., 2003), the MM5- 
PSU/NCAR mesoscale model (MM5I) (Chen and Dudhia, 2001), the Reginal Climate 
Model version 3 (RCM3) (Giorgi et al., 1993), and the Weather Research and Forecasting 
model (WRFP) (Skamarock et al., 2005).  
 
3.5 Methods 
3.5.1 Modeling simulations and evaluation 
The Soil and Water Assessment Tool (SWAT; the version was ArcSWAT 
2012.10.1.13) model was applied to simulate the hydrology of South Elkhorn Watershed.  
This model is physically based and was applied successfully in this region and many other 




et al., 1998).  The model was evaluated over 1981-2000 using the observed climate and 
streamflow data and applied for the hindcast period (1981-2000) and forecast period (2046-
2065) using the GCMs results of daily precipitation and maximum and minimum 
temperature (see Figure 3 in Al Aamery et al., 2016 for evaluation methods of SWAT). We 
obtained all the data required by SWAT including topography, soil, and landuse data from 
publically available databases. The topography and streamlines data were obtained from 
the National Map website (http://viewer.nationalmap.gov/viewer/), and the soil data was 
obtained from the Data Gateway website 
(http://websoilsurvey.sc.egov.usda.gov/App/WebSoilSurvey.aspx). The landuse data of 
1992 was used from the USGS website (http://www.mrlc.gov/nlcd2011.php). The 
observed climate data of daily precipitation and maximum and minimum temperature were 
obtained from Bluegrass Airport meteorological gage station. The model was evaluated 
using four USGS streamflow gage stations within the watershed including South Elkhorn 
Creek at Fort Spring, USGS03289000, Town Branch at Yarnallton Road, USGS03289200, 
South Elkhorn Creek near Midway, USGS03289300, and Elkhorn Creek near Frankfort, 
USGS03289500. Results for the South Elkhorn Creek near Midway station were analyzed 
for the relative change in streamflow maxima.  Model evaluation including calibration, 
validation, and sensitivity analysis was performed semi-automatically via SWAT-CUP 
software for Sequential Uncertainty Fitting SUFI2 for the four gage stations in the 
watershed (Abbaspour et al., 2007). The first two years was left as a spin-up period for 
SWAT (Arnold et al., 2010).  
As input to the hydrologic modeling, the scaling of precipitation and temperature 
method of Lenderink et al. (2007) was applied to correct the bias in the climate data. The 
method operates with monthly correction values based on the difference between observed 
and current period simulated values as: 
𝑃𝑃∗𝑠𝑠𝑠𝑠(𝑑𝑑) = 𝑃𝑃𝑠𝑠𝑠𝑠(𝑑𝑑)  
𝜇𝜇𝑚𝑚(𝑃𝑃𝑜𝑜𝑜𝑜𝑜𝑜(𝑑𝑑))
𝜇𝜇𝑚𝑚(𝑃𝑃𝑜𝑜𝑠𝑠(𝑑𝑑))
 ,       
 (1) 
𝑃𝑃∗𝑠𝑠𝑠𝑠(𝑑𝑑) = 𝑃𝑃𝑠𝑠𝑠𝑠(𝑑𝑑)  
𝜇𝜇𝑚𝑚(𝑃𝑃𝑜𝑜𝑜𝑜𝑜𝑜(𝑑𝑑))
𝜇𝜇𝑚𝑚(𝑃𝑃𝑜𝑜𝑠𝑠(𝑑𝑑))





𝑇𝑇∗𝑠𝑠𝑠𝑠(𝑑𝑑) = 𝑇𝑇𝑠𝑠𝑠𝑠(𝑑𝑑) + 𝜇𝜇𝑚𝑚�𝑇𝑇𝑜𝑜𝑜𝑜𝑠𝑠(𝑑𝑑)� − 𝜇𝜇𝑚𝑚�𝑇𝑇𝑠𝑠𝑠𝑠(𝑑𝑑)� , and    
 (3) 
𝑇𝑇∗𝑠𝑠𝑠𝑠(𝑑𝑑) = 𝑇𝑇𝑠𝑠𝑠𝑠(𝑑𝑑) + 𝜇𝜇𝑚𝑚�𝑇𝑇𝑜𝑜𝑜𝑜𝑠𝑠(𝑑𝑑)� − 𝜇𝜇𝑚𝑚�𝑇𝑇𝑠𝑠𝑠𝑠(𝑑𝑑)� ,      
 (4) 
where 𝑃𝑃∗𝑠𝑠𝑠𝑠(𝑑𝑑) and 𝑇𝑇∗𝑠𝑠𝑠𝑠(𝑑𝑑) are the corrected daily precipitation and temperature for the 
simulated current period, 𝑃𝑃∗𝑠𝑠𝑠𝑠(𝑑𝑑) and 𝑇𝑇∗𝑠𝑠𝑠𝑠(𝑑𝑑) are the corrected daily precipitation and 
temperature for the simulated future period, 𝑃𝑃𝑠𝑠𝑠𝑠(𝑑𝑑) and 𝑇𝑇𝑠𝑠𝑠𝑠(𝑑𝑑) are the uncorrected daily 
precipitation and temperature for the simulated current period, 𝑃𝑃𝑠𝑠𝑠𝑠(𝑑𝑑) and 𝑇𝑇𝑠𝑠𝑠𝑠(𝑑𝑑) are the 
uncorrected daily precipitation and temperature for the simulated future period, 
𝜇𝜇𝑚𝑚(𝑃𝑃𝑜𝑜𝑜𝑜𝑠𝑠(𝑑𝑑)) is the average of observed daily precipitation values for a given month, 
𝜇𝜇𝑚𝑚(𝑃𝑃𝑠𝑠𝑠𝑠(𝑑𝑑)) is the average daily precipitation for the current simulated values, 
𝜇𝜇𝑚𝑚�𝑇𝑇𝑜𝑜𝑜𝑜𝑠𝑠(𝑑𝑑)� is the average of observed daily temperature values, 𝜇𝜇𝑚𝑚�𝑇𝑇𝑠𝑠𝑠𝑠(𝑑𝑑)� is the 
average of daily temperature for the current simulated period, and m stands for “within 
monthly time step”.   
The annual maxima (AM) and peak over threshold (POT) methods were carried out 
for each realization from the hydrologic modeling results in order to analyze the extremes 
(see Figure 3.3).  The AM series is constructed by selecting one value per a specific time 
over the sample size. In streamflow studies such as herein, this value is the maximum water 
discharge value selected over one year from the daily time series data (Khaliq et al., 2006, 
Haan, 2002). Thereby, the AM series replaces the flow series (q1, q2, ….., q365) of a year (j) 
by the largest flood value qmj (where 1 m≤ ≤ total number of days in year j, 1 j n≤ ≤ , and 
n  is the number of years).  According to the extreme theorem, the probability of the 
rescaled  nM  is approaching the General Extreme Value (GEV) family when n →∞ . The 
GEV family distribution is expressed as follows: 
1/
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parameter ξ , the GEV family has three distinct probability distributions. The light tail 
Gumbel type when 0ξ = , the heavy tail Fréchet type when 0ξ > , and the bounded upper 
tail Weibull type when 0ξ < . The extreme quantiles of the return level T when 0ξ ≠  are 
then calculated as follows: 
1[1 { log(1 )} ]Tq T
ξσµ
ξ
−= − − − −        
 (6) 
and when 0ξ =   
1log{ log(1 )}Tq T
µ σ= − − − .        
 (7) 
The POT series was constructed by selecting all independent and identically 
distributed values (q1, q2, …..) that are higher than a specific, and carefully chosen, value 
called threshold point (qo) (see example in Figure 3.4). According to extreme value theory, 
for large enough qo the distribution function of y= (q-qo) conditioned by q>qo is 
approximated by the Generalized Pareto (GP) family as follows (Coles, 2001): 
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 , q is a specific value in the 
sequence (q1, q2, …..), and , ,  and σ µ ξ  are the scale, location, and shape parameters.  
Depending on the value of the shape factor, the GP family consists of three probability 
distribution functions as follows: the heavy tail Pareto type when 0ξ > ; the light tail 
Exponential type when 0ξ = ; and bounded upper tail Beta type when 0ξ < . To calculate 
the extreme quantile ( Tq ) of the return period T, the probability Pr  ( )oq oq qζ = >   is 
calculated first and then the return period when 0ξ ≠   is given by: 
( ) 1
oT o q
q q T ξσ ζ
ξ
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When 0ξ = , the return level of a period T is given by: 
log( )
oT o q
q q Tσ ζ= +           
 (10) 
Threshold Point Choice: We adopted the parameter stabilization method explained 
by Coles (2001) to choose threshold points used within the POT method. The method is 
based on fitting the General Pareto distribution across a range of different threshold points. 
When fitting, the model parameters including the shape parameter ( )ξ  and scale parameter 
( )σ  were estimated for each point across the range.  The shape parameter should be 
approximately constant, and the scale parameter should be linear in q when the GP 
distribution is valid above the qo (Coles, 2001).  Figure 3.4 shows an example of fitting the 
GP model using the maximum likelihood method over a range of 1 to 40 for the threshold 
point.  As observed, the shape and the reparametrized scale parameters are nearly stable 
until reaching the point 21.  We, therefore, specified the point 21 cms as the threshold point 
for the POT series of the observed daily streamflow series in this example; and the method 
was repeated for each model hydrologic realization performed in our study.  In order to 
support our choice of the threshold, we compared our final results of threshold selection 
using the parameter stabilization method with three Rules of Thumb presented by Scarrott 
and MacDonald (2012).  Using general order statistics convergence properties, methods 
including the upper 10% rule, square root rule 1k n=  , and 
2/3
2 log[log( )]k n n=  rule were 
developed (see Scarrott and MacDonald, 2012). Figure 3.4 shows that our choices 
compared well to the three methods.  
Temporal Independency in the POT Series: The values of the POT series, in the 
sense of extreme theorem, should admit to the temporal independence condition.  By only 
selecting all values that are higher than the threshold point, we will obviously violate this 
condition within a streamflow time series. Therefore, to identify and remove the time 
dependency in the POT series values, de-clustering of the POT series was adopted. The de-
clustering was performed by calculating the Extremal Index (θ ) as follows (Coles, 2001): 





where θ  equal to one indicates an independent series.  Therefore, the objective was to 
minimize the size of the clusters until θ  reaches one. Our approach was to make manual 
iteration for each POT series to select the number of threshold deficits, r, used to define a 
cluster.  Moreover, to support our independent choices of POT series, we performed the 
auto-tail dependence function plots for the data series (Reiss and Thomas, 2007) to test the 
dependency of the events in the series.   
Trend Analysis: We analyzed the POT and the AM series with respect to the non-
stationarity explained by trend analysis. We used the Mann-Kendall nonparametric test to 
identify the presence of trends in each independent POT and AM series (Haan, 2002). If 
the trend was present, we removed the trend from the series, although as will be discussed 
in the results, very few series exhibited a significant mean trend. 
Likelihood Ratio Test: The likelihood ratio test was used to test the null hypothesis 
of the shape factor (ξ ) to be zero. This test is used in statistics to test the goodness of fit of 
two distributions when one of them is a special case of the other, i.e., nested models (Hogg 
et al., 2014, Coles, 2001). In our case, the Gumbel distribution is nested within the GEV 
distribution, and the Exponential distribution is nested within the GP distribution. 
Currently, the AM and POT series are the only two types of flood peak series that 
can be used for flood frequency analysis, and further discussion of a comprehensive 
comparison between the two series is provided in the literature in Bezak et al. (2014) and 
Madsen et al. (1997).  To perform all the methods described in the extreme analysis 
methods section and shown in Figure 3.3, we have applied the R package extRemes version 
2.0 described in Gilleland & Katz (2016).   
 
3.5.2 Uncertainty from climate and extreme modeling factors 
Our results from the coupled climate, hydrologic, and extreme modeling methods 
produced 226 realizations of model runs available for variance analysis based on a factorial 
design that considered emission type, GCM type and version, downscaling type, bias 
correction, and extreme value method type.  Each factor was divided within variance 
decomposition as follows: the GCM type factor was divided into four levels for the four 




indicating CMIP3 and CMIP5 project phases of the models; the downscaling factor was 
divided into two levels for statistical and dynamical methods; the emission factor was 
divided into seven levels including the SRES type used in CMIP3 (A1B, A2, and B1) and 
the RCPs type used in CMIP5 (RCP2.6, RCP4.5, RCP6.0, and RCP8.5); the bias factor 
was divided into two levels indicating inclusion of methods in Equations (1-4) or lack 
thereof; and the extreme value factor was divided into two levels for AM and POT methods.  
Further details of the factorial levels for each of the 226 realizations are provided in the 
Supplementary On-line Table (also shown in Appendix A).  We simulated variance 
analysis following both more traditional linear methods and more recently published 
nonlinear methods in order to maintain robustness of the analyses. 
Linear Analysis of Variance (ANOVA): We performed statistical analysis through 
fitting the linear analysis of variance model (ANOVA) to the results of the maxima extreme 
analysis.  ANOVA was applied separately for each streamflow maxima quantile. The 
extreme quantiles represent the response variables of 2-year, 20-year, and 100-year return 
periods (ΔQF-H(2-year-ME), ΔQF-H(20-year-ME), and ΔQF-H(100-year-ME) respectively) via the general 
linear model-univariate procedure in SPSS 22 software (Pallant, 2013). ANOVA explores 
the effect of different factors on the variance of the response using the p-value of the 
statistical test and ranking factor importance by using the F-value. The F-value of each 
factor was divided by the summation of F-values in a single model to determine how much 
variance that factor explains from the total predictable variance. Several considerations 
were determined when applying ANOVA methods. First, because the datasets were not 
represented in the climate factors equally, we applied four separate models that balanced a 
set of factors.  The reason for the multiple models is attributed to our climate datasets where 
the CMIP3 project has both statistically and dynamically downscaled results while the 
CMIP5 project has only statistically downscaled results. We, also, have different emission 
scenarios between the two projects. CMIP3 has SRES emission scenarios; and CMIP5 has 
RCPs emission scenarios. We built therefore four-way ANOVA models as the highest 
possible order to constrain the balanced and nested models. Figure 3.5 shows four possible 
4-way ANOVA models that we built from our factorial design. Second, we analyzed the 
factors across the models using the highest possible order, however, if a factor was found 




ANOVA assumes that the population is normally distributed, although the violation 
of this assumption should not cause major problems when the sample size is greater than 
30 (Pallant, 2005, Gravetter&Wallnau, 2000, Stevens, 1996). In our factorial design, the 
least sample size was recorded in ANOVA model 3, where the sample size was 56.  
Therefore, our concern about the normality assumption is limited.  The homogeneity of 
variance assumption was treated by using the Levene test for the equality of variance 
(Pallant, 2005). If the data failed in this test, the significant level by which we compare the 
variances of the different groups in the ANOVA models was 0.01, which overcomes the 
violation of this assumption (Pallant, 2005).   
Nonlinear Artificial Neural Network (ANN): ANN models, on the other hand, were 
considered in this study to reinforce our robustness of the variance analysis.  ANNs 
provides a model framework based on a set of multivariate nonlinear functions, and 
therefore could account for nonlinearity between factors controlling variance and the 
streamflow response variable, if it exists.  In this manner, ANNs could overcome the 
underlying multivariate linear model limitation that ANOVA is based on.  We used the 
ANN model to examine the climate factors importance on streamflow maxima projections 
through SPSS 22 software (IBM , 2012, Tufféry, 2011). The input layer represented the 
climate and the statistical factors with nominal variables, and the output layer represented 
the relative change in streamflow maxima. We used one hidden layer with a randomly 
generated number of neurons. We used supervised training with multilayer perceptron and 
feedforward architecture. All values of the input and output layers were normalized so that 
all values ranged between 0 and 1.  The hyperbolic tangent activation function was 
considered in the hidden layer. We used the same four models proposed in the ANOVA 
analysis to perform the ANN analysis.  The dataset partitioning was performed with SPSS-
ANN to divide the data into training and testing datasets. However, through generation of 
random numbers within SPSS-ANN, the partitioning values of training and testing will 
swing around the 70% and 30% marks for each run of many runs performed for each model. 
The values of training partitioning ranged between 60% and 80% affecting the testing 
portion and providing a new relative error value for both training and testing parts. 
Accordingly, the smallest relative error provides the best results for the ANN model (IBM, 




the rest for testing, and then rerun the model until obtaining the minimum possible relative 
errors across the training and testing data. 
 
3.5.3 Uncertainty from hydrologic modeling 
Additional uncertainty from the future hydrologic balance and its simulation were 
also quantified as part of our study.  Future projections of net radiation, vapor pressure 
and wind speed were tested in simulation for the study region with the premise that 
decreases in wind speed and net radiation and an increase in relative humidity could 
decrease future evapotranspiration and in turn increase streamflow maxima while at the 
same time increase uncertainty of forecasts.  Future projections that consider hydrologic 
model fit and hydrologic parameter uncertainty were also tested to assess the potential to 
increase the variability of projected streamflow maxima. 
Future climate change of wind speed, net radiation, and relative humidity were 
tested within hydrologic simulation by considering projected shifts reported in the 
literature. The average monthly wind speed in the study site ranges between 3 and 5 m/s.  
According to McVicar et al. (2012), the possible stilling in the middle of the current century 
is approximately 0.5 m/s for the study site region when assuming a linear trend of their 
observations reported therein.  In turn, the percent climate change of wind speed is between 
-10% and -17% for the future period in the study region.  Wild (2009) indicates that the 
surface solar radiation has a decadal variation and that the absolute trend was observed as 
-6 W m-2 per decade and 8 W m-2 per decade for the periods of 1961-1990 and 1995-2007, 
respectively, over the United States.  We recognized that increasing radiation would offset 
decreasing wind speed when estimating evapotranspiration, and therefore we considered 
the decreasing trend of -6 W m-2 per decade for the future period, in order to test its 
sensitivity.  The mean daily solar radiation ranges throughout the year between 81 W m-2 
(1.9 kW h m-2d-1) and 300 W m-2 (7.2 kW h m-2d-1).  Considering the mentioned net 
decrease produces a change in the solar radiation reaching the surface to be between -4% 
and -15%.  Regarding the relative humidity, Willett et al. (2008) shows data that suggests 
an increase in the relative humidity for the northern hemisphere.  The net increase shown 




future period, which resulted in a range between +0.4% and +0.5% for the study region.  
Donohue et al. (2010) showed that the Penman equation produced the most reasonable 
estimation of evaporation demand, and this method is included within the hydrologic model 
used in the present study.  Therefore, we considered a number of scenarios in hydrologic 
modeling that test the mentioned ranges of wind speed, net radiation, and relative humidity 
concurrently to see their added impact on streamflow maxima.  We also tested the variables 
independently to see their individual sensitivity upon the streamflow maxima. 
Future projections that consider hydrologic model fit and hydrologic modeling 
uncertainty were also tested with the hydrologic model to investigate their impact on 
forecasted streamflow maxima.  Recent literature results have marginalized the 
importance of model fit when forecasting the relative change in future mean streamflow 
(Niraula et al., 2015), and we tested this concept for future streamflow maxima.  The 
future streamflow maxima produced from the calibrated hydrologic model simulation for 
a set of GCM realizations was compared against the future streamflow maxima produced 
using the un-calibrated (i.e., default) parameterization of the hydrologic model for the 
same climate realizations.  Additionally, the impact of hydrologic model uncertainty was 
considered by carrying forward uncertainty projections from the hydrologic model 
parameterization to the extreme value methods and thereafter to compute the relative 
change in future streamflow.  The SWAT-CUP software provides parameter sets and 
solutions used to  create uncertainty bounds during the model simulation.  Realizations of 
all parameter sets that meet the objective function criteria were chosen and extreme value 
methods were performed for hindcast and forecast global climate pairs to compute the 
relative change in streamflow maxima.   
3.5.4 Forecast of streamflow maxima for wet temperate regions 
 After quantifying the climate, hydrologic, and extreme modeling factors controlling 
variability of the projections, an ensemble was created to forecast the relative change in the 
streamflow maxima for the wet temperate study region (Al Aamery et al., 2016).  The 
extreme forecasts for this study calculated the net effect on the mean and variance of the 
balanced ensemble from variation of climate modeling factors and extreme modeling 




mean shift and its variance from climate change shifts in net radiation, vapor pressure and 
wind speed.  Results were compared with other studies reported in the literature of 
streamflow maxima (see Table 3.1) that fell within wet temperate regions.   
 
3.6 Results and Discussion 
3.6.1 Modeling simulations and evaluation 
Results from the model evaluation showed that the hydrologic model performed 
within an acceptable range, and the simulated and observed daily streamflow signals 
showed close agreement (see Figure 3.6).  The four quantitative matrics including 
coefficient of determination (R2), percent bias (PBIAS%), Nash-Sutcliff Efficiency (NS), 
and the ratio of the root mean square error to the standard deviation of measured data (RSR) 
showed results within the acceptable range (Moriasi et al., 2007, Donigan, 2002, Gassman 
et al., 2007) in both calibration and validation periods for the majority of the four 
observation sites for which the model was compared against (see compiled metrics in Table 
3.2), although one of the four sites showed values just below or equal to the acceptable 
range boundary during validation.  Overall, 53 out of the 56 metrics that compared 
observations with model results were above the acceptable range showing that the model 
simulated streamflow well.  According to Moriasi et al. (2007) the monthly time step model 
performance is considered satisfactory if the NS>0.5, RSR<0.7, and PBIAS <±25%.  The 
model performance on finer time steps (e.g. daily) is usually poorer than the coarser time 
steps model (e.g. monthly) in terms of the statistical matrices (e.g. NS, RST, PBIAS) 
(Moriasi et al., 2007, Engel et al., 2007).  For instance, while the monthly NS was 0.656 
for the calibration period in Fernandez et al. (2005), the daily one was 0.395. Moreover, 
Moriasi et al. (2007) indicated that when reviewing previous studies, NS and PBIAS were 
“as expected” lower in the validation period than the calibration period for streamflow. 
Note that the Midway station was our primary calibration, since all of the model’s 
streamflow forecasts occurred from this location. The model we established for South 
Elkhorn watershed showed results for the Midway gage station to have NS values equal to 
0.9 and 0.66 for the monthly and daily time steps, respectively, for the calibration period; 




the validation period.  In summary, the metrics showed adequate performance considering 
the above information and results. 
Results from fitting both the AM and POT extreme series methods to the 
streamflow results showed that in general the extreme series results had little mean trend 
and were dominated by the two parameter probability distributions (see Supplementary 
On-line Table, also shown in Appendix A).  The Mann-Kendall test results showed that 
only 2% of the AM series included a mean trend that required removal and only 4% of 
POT series results had a mean trend that required removal.  A regression approach was 
also carried out and provided identical results as the Mann-Kendall tests.  The results 
highlight that although non-stationarity is exhibited when comparing extremes from the 
hindcast to the forecast periods, little significant non-stationarity is exhibited within the 
simulation periods.  Statistical results showed that 91% of the AM series best followed the 
two-parameter Gumbel distribution while 85% of the POT series best followed the 
exponential distribution.  The results tend to agree with the results of Dankers and Feyen 
(2008) who also found that a two parameter distribution was most adequate when fitting 
distributions from extreme value theory to streamflow results derived from global climate 
modeling.  Additional results from the extreme value analyses is also compiled in the 
Supplemental On-line Table (also shown in Appendix A) and includes: threshold 
selections, the value of the extremal index θ before de-clustering, the value of r required to 
make the extremal index θ equal to unity, the p-value of Mann-Kendall non-parametric 
test, and the resultant sample size (n).   
We found less than 10% difference between observed and simulated maxima for 
all return periods (i.e., 2, 20 and 100 year return periods) for both AM and POT methods.  
Both observed and simulated maxima followed exponential distributions for the POT 
method; and both followed the Gumbel distribution for the AM method.  Donigan (2002) 
indicates that an absolute hydrologic model calibration/validation target of less than 10% 
difference between the simulated and the observed hydrology flow is considered a very 
good target; and that the range of such target should be applied on the mean and the 
individual events may show larger differences while still acceptable.  With this criteria in 




Extreme quantiles for 2-, 20-, and 100-year maxima streamflow levels showed that 
forecast results were in general greater than hindcast results for simulation pairs with the 
same climate modeling factors, highlighting the non-stationarity of extremes mentioned 
previously.  Figure 3.7 illustrates hindcast simulations corresponding to POT extreme 
series method, and all simulation results are shown in the Supplementary On-line Table 
(also shown in Appendix A).  Statistical downscaling of the hindcast GCM realizations in 
general under-predicted hydrologic model results analyzed with the extreme series method; 
and the under-prediction was especially true for streamflow levels from the 100-year return 
period.  Results from the dynamical downscaling hindcast realizations better bound the 
observed extremes.  The result supports the idea that regional climate models can capture 
small-scale climate features, e.g., strong fronts, and realistically simulate extreme events 
(Fowler et al., 2007, Warner, 2010), which would suggest a better choice for extreme 
streamflow forecasting.  Fowler et al. (2007) pointed out that the statistical downscaling 
methods poorly represent the extreme events and underestimate variance, which reflects 
the fact that both BCSD and BCCA methods use the distribution of precipitation from 
historical climate records to create the future distributions.  Warner (2010) compared the 
statistical and dynamical downscaling with respect to their advantages and disadvantages, 
and he indicated that dynamical downscaling methods could better capture extreme events 
and variance. Sunyer et al. (2015) shows that the RCM-GCM projections are the main 
source of variability in their results, and between 30-50% of the total variance is explained 
by statistical downscaling in several catchments in their study. Trayhorn and DeGaetano 
(2001) compared several different downscaling methods for rainfall extremes over the 
Northeastern United States; and their results suggest that regional climate models 
overestimate the observed extremes.  Aside from the Trayhorn and DeGaetano (2001) 
results, literature results and this study generally support the idea that hindcast extremes 
from dynamic downscaling agree better with observed extremes as compared to statistical 
downscaling results. 
We also examined specific results of individual climate models and downscaling 
methods in order to provide insight on how climate model structure may be impacting 
forecasted streamflow maxima.  The four GCMs from CMIP3 all illustrate differences 




not surprising given that GCM has been found as a significant factor in studies of forecasted 
mean streamflow and precipitation, and climate scientists highlight variability of GCMs 
due to the differences in the models’ structures and parameterizations (Randall et al., 2007; 
Weart, 2010; Mearns et al., 2013; Melillo et al., 2014; Al Aamery et al., 2016).  Given the 
many differences between the four GCMs, it is difficult to discern specific processes 
represented within the climate models that might be controlling the extreme streamflow 
forecasts, however, direct comparison of CMIP3 and CMIP5 model versions provided 
some discussion. 
Figure 3.7 reveals that CCSM has a pronounced difference between CMIP3 and 
CMIP5 forecasted streamflow maxima while the other GCMs (Had, GFDL and CGCM) 
do not show differences between model versions for our analyses.  The reason is perhaps 
attributed to the newer version CCSM4 that produces El Nino-Southern Oscillation 
(ENSO) variability in a more realistic frequency distribution than CCSM3 by changing the 
deep convection scheme.   
The Had, GFDL and CGCM models also made changes from CMIP3 to CMIP5 but 
these tend to have little differences in terms of streamflow extremes (Figure 3.7).  The 
HadGEM2 of CMIP5 improved the performance of ENSO, northern continent land-surface 
temperature biases, SSTs, and wind stress compared to the previous models; however, 
Collins et al. (2008) suggests that the power spectrum of El Nino was not a substantial 
improvement.  GFDL version 3 (CM3) used in CMIP5 made minimal changes to the ocean 
and sea ice models compared to those used in CM2.1 version of CMIP3; however, the 
newer version is extensively developed the atmosphere and land model components 
(Griffies et al., 2011).  CanESM2 of CMIP5 combines the fourth generation atmospheric 
general circulation model (CanCM4) with terrestrial carbon cycle model (CTEM). 
Compared to the third generation of CanCM3 that was used in CGCM3.1 of CMIP3, 
CanCM4 is different in many aspects such as the finer resolution and the addition of new 
schemes such as shallow convection scheme (see Chylek et al., 2011).   
Taken together, of all the changes to the four different GCMs between CMIP3 and 
CMIP5, only augmenting ENSO within the GCM seems to have a substantial impact on 
forecasted streamflow maxima.  The suggestion is reasonable given that ENSO has been 




(Gabler et al., 2009).  Results suggest that the El Nino-Southern Oscillation and its 
representation within climate modeling may exhibit a substantial control on forecasting 
streamflow maxima for the wet temperate study region; and additional emphasis upon 
oscillations when forecasting streamflow maxima in wet temperate regions may be fruitful. 
 
3.6.2 Uncertainty from climate and extreme modeling factors 
Variance analysis results determined via ANOVA showed that the variance 
structure of forecasted streamflow maxima exhibits some dependence on all of the climate 
modeling considered factors but does not exhibit dependence upon the extreme value 
method applied (see Figure 3.8).  The results are interesting due the fact that previous 
variance analysis of mean streamflow forecasted from GCMs only showed dependence on 
a subset of the climate modeling factors while debate in the literature suggests that AM and 
POT methods would give different results (Scarrott and MacDonald, 2012; Bezak et al., 
2014; Al Aamery et al., 2016).  Specifically, results of the ANOVA (Figure 3.8) show that 
variance of the 2 year and 20 year streamflow maxima are significantly dependent upon 
GCM type, downscaling method, emission scenario, GCM project phase, and bias 
implementation; and variance of the 100 year streamflow maxima is significantly 
dependent upon GCM type, GCM project phase, and bias implementation.  For reference, 
results of forecasted mean streamflow are included in Figure 3.8 and show dependence on 
GCM type and phase and downscaling.   
The climate modeling factors that significantly influenced the forecasted 
streamflow maxima variances were ranked using the weighted F-value according to their 
variance contribution (see Figure 3.8) as GCM type, downscaling method, bias 
implementation, GCM version associated with the climate project phase, and the emission 
scenario input to the GCM.  Results of the ANN non-linear variance analysis compared 
well with linear analysis via ANOVA (see comparisons in Figure 3.9) providing further 
confidence in our ranking results.   
In addition to the variance breakdown, the total variance of the forecasted extremes 
also displays pertinent information.  The total variance of streamflow extremes increased 




in Figure 3.10.  In addition, the proportion of the variance that was predictable with the 
climate modeling factors tended to decrease with return period.  The result suggests a 
propagation of unexplainable variance throughout the analysis that becomes more 
pronounced with the higher order extremes associated with higher return periods. 
We at least partially attribute the pronounced growth of uncertainty with return 
period to fitting the extreme value distributions to the hydrologic results.  The 100 year 
return period falls at the tail end of the GEV and GP distributions (i.e., f=0.99) and therefore 
uncertainty introduced in fitting the distributions will be most pronounced for the highest 
return periods.  To illustrate the point, we performed sensitivity of the extreme value 
parameterization method by assuming a known parent Gumbel distribution for Mn, drawing 
sets of realizations consistent with the years of data in our analyses, and fitting the extreme 
value distribution consistent with the maximum likelihood method of our analyses as well 
as typically performed by others (e.g., Gilleland and Katz, 2006).  Results from the 
sensitivity show that the variance associated with the 100 year streamflow is about five 
times greater than that of the 2 year streamflow event (see Table 3.3).  The result highlights 
one reason for pronounced increases in unexplainable variance within forecasted 
streamflow maxima.   
 On the other hand, factorial comparison between the AM and POT series fitted by 
the General Extreme Value (GEV) and General Pareto (GP) distributions did not show 
significance within the analysis of variance results.  The result is surprising given recent 
debate and critique of each method, e.g., AM is criticized for its neglect of multiple 
extremes per annum while POT has been criticized for subjectivity of threshold selection 
(Svensson et al., 2005; Scarrott and MacDonald, 2012; Bezak et al., 2014; Fischer and 
Schumann, 2016).  However, further investigation of the literature suggests that the 
variance analysis result is consistent with fundamental theory and that the methods might 
be used interchangeably, as needed, so long as care is taken in their application.  
Fundamentally, Coles (2001) shows that the GEV distribution provides the base that can 
be used to derive the GP distribution so long as the threshold point is sufficiently large and 
the events are independent and random.  In this manner, we recommend that future coupled 
hydrologic and climate research studies that apply the POT method should strive for 




and MacDonald (2012) and ensure that the extremal index is not less than one (see Figure 
3.3).   
One noteworthy comparison of the present study’s results with previously 
published results is that the variance of forecasted streamflow maxima is even more 
sensitive to climate modeling factors as compared to the variance of mean forecasted 
streamflow.  Specifically, the variance of streamflow maxima showed significant 
dependence upon the choice of emission scenario and bias correction approach (see Figure 
3.8) while the variance of mean streamflow did not exhibit significant dependence upon 
emission and bias (see Al Aamery et al., 2016 and results summarized in Figure 3.8).  The 
streamflow maxima’s dependence upon emission scenario is worthy of mentioning given 
that the mean atmospheric CO2 concentration projected for the emission scenarios varies 
by just ±50 ppm for 2050 (IPCC, 2001; Meinshausen et al., 2011).  Further, the mean 
annual temperature has a total range of just 1.5°C for 2050 across emission scenarios 
projected within the GCMs applied in this study and the mean streamflow study of Al 
Aamery et al. (2016).  The subtle mean changes in CO2 and MAT for 2050 appear to mask 
temporal anomalies captured within the GCMs.  The potential of emissions to help control 
streamflow maxima is somewhat corroborated by the work of Mantua et al. (2010) where 
they show streamflow maxima differences among two emission scenarios.  Significance of 
emission scenario within variance analysis of forecasted streamflow maxima suggests that 
hydrologic and climate research is needed that examines how models might be coupled at 
a higher temporal resolution, rather than the more prevalent emphasis on mean coupling 
(e.g., see review Table 3.1 in Al Aamery et al., 2016).  Similarly, the significance of bias 
correction upon the variance of forecasted streamflow maxima reflects the boundary 
between climate and hydrologic models that has emphasized mean coupling and thus linear 
shifts in rainfall and temperature data to show agreement with observations (Lenderink et 
al., 2007).  More sophisticated bias correction methods are available (Teutschbein and 
Seibert, 2012) but typically come with the added conundrum of forcing functional 
constraints on climate model results that are sought after due to their non-stationarity.  
Surely, research might consider higher resolution model coupling to understand anomalies 





3.6.3 Uncertainty from hydrologic modeling 
Future climate change of wind speed, net radiation, and relative humidity were 
tested within hydrologic simulation by considering projected shifts reported in the 
literature.  Results suggest that the net impact of wind speed, net radiation, and relative 
humidity could provide an additional 1 to 5% increase in streamflow maxima for 2, 20 
and 100 year return periods for the wet temperate study region and future period 
considered (see Table 3.4).  Average daily change in evapotranspiration ranged from 0.5 
to 5% decreases.  Streamflow maxima increases and standard error associated with the 
wind speed, radiation and relative humidity shifts were +3.2(±1.7), +2.2(±1.6) and 
+1.9(±1.6)% for 2, 20 and 100 year events.  Relative to the increases of +27(±21), 
+36(±34) and +49(±85)% for streamflow maxima associated with GCM-projection of 
precipitation and temperature from ensemble analysis (see Figure 3.10), the effect of 
wind speed, net radiation and relative humidity were small for this region.  Nevertheless, 
the effect is non-zero; and the variables may be more substantial in other regions or for 
forecasting to 2100.   
Future projections that considered hydrologic model fit and hydrologic modeling 
uncertainty were also tested to investigate their impact on the relative change of 
streamflow maxima.  The future streamflow maxima produced from the calibrated 
hydrologic model simulation was compared against the future streamflow maxima 
produced using the un-calibrated (i.e., default) parameterization of the hydrologic model 
for the realization pairs for the AM extreme value analysis method (n=74).  Results for 
the uncalibrated hydrologic analysis of the relative change in streamflow maxima were 
+19(±28), +20(±35) and +24(±59)% for 2, 20 and 100 year events in comparison to the 
calibrated model results equal to +27(±23), +35(30) and +49(±92)% for 2, 20 and 100 
year events.  Results show that the uncalibrated model gives a much lower increase in 
future streamflow maxima compared to the calibrated model results, especially for the 
100 year extreme.  Note that the default model simulations tended to under-predict 
streamflow during peak events.  The simulation bias is carried forward to the extreme 
modeling results and is not removed when considering the relative change.  In this 
manner, the variance of the streamflow maxima was dependent on hydrologic model 




showed that the relative change in mean forecasted streamflow was not dependent on 
parameter selection during calibration.  The results further highlight the variance 
structure’s sensitivity when forecasting streamflow extremes.   
Given the dependence on hydrologic calibration, the hydrologic uncertainty 
realizations were also performed.  Results suggest that hydrologic model parameter sets 
generated during uncertainty analysis also impart variance upon relative changes in 
streamflow maxima.  We calculated the error associated with the relative change in 
streamflow maxima using the parameter sets within SWAT-CUP that met model 
objective function criteria.  Standard error was 3.1, 3.3 and 3.6% for the relative change 
of 2, 20 and 100 year events.  Standard error is small in comparison to the error produced 
from climate and extreme modeling factors.  Nevertheless the error is nonzero and may 
be larger for other regions.  We also calculated the standard error from absolute 
forecasted streamflow maxima and found values of 11, 21, and 27 cms for 2, 20 and 100 
year events.  We compared these values with the standard error from direct bias-
correction of the streamflow maxima via the relative change approach, and the standard 
error was 3, 6 and 9 cms for 2, 20 and 100 year events.  The results highlight that the 
delta method applied to the direct observed streamflow via the relative change does 
reduce hydrologic uncertainty relative to the absolute forecasts. 
 
3.6.4 Forecast of streamflow maxima for wet temperate regions 
One corollary of variance analysis is inclusion of significant factors impacting 
prediction and thus forecasting of future streamflow.  The relative change in streamflow 
maxima were increases of +30(±21), +38(±34) and +51(±85)% for the study region for 2, 
20 and 100 year events.  The increases are substantially larger than the 11% increases found 
for mean streamflow and mean precipitation for the study region (Al Aamery et al., 2016).  
Additionally, streamflow maxima increases as a function of return period.  The variability 
of the projections is pronounced, and the uncertainty from climate and extreme model 
factors dominates the variance (see Table 3.5). 
The forecasted results of increased maxima streamflow in 2050 for the wet 




and forecasting that wet regions will get wetter and wet time periods will be wetter (Melillo 
et al., 2014).  We performed analysis of published maxima streamflow forecasts in wet 
regions of Europe and their comparison corroborated the finding that maxima streamflow 
increases as a function of return period.  Analysis of the results from Lawrence and Hisdal 
(2011) show an increase of maxima streamflow as a function of return period for Norway 
(760-2250 mm y-1).  Also, analysis of the results from Dankers and Feyen (2008) show an 
increase of maxima streamflow as a function of return period for their European sites 
studied where the mean annual precipitation was greater than 500 mm per year and is 
projected to be less in the end of this century.  
The finding that forecasted maxima streamflow may show further increases as a 
function of return period further supports general scientific agreement that the most 
extreme flooding events will get even more extreme for wet temperate climates (Melillo et 
al., 2014).  This concept is reflected in the timing of streamflow increases and extremities 
in the present study, and Table 3.6 shows that the months of the year with the highest future 
changes in mean precipitation and streamflow tend to also account for the majority of 
forecasted streamflow maxima events during the study period.  The results also reflect the 
fundamental scientific consequences of climate change.   That is, increased precipitation 
in wet regions is expected due to higher amounts of moisture in the atmosphere due to 
warmer atmospheric temperatures and expansion of the high Sub-tropical Belt as the air 
temperature increases and moist air is transported to higher and lower latitudes (Gabler et 
al., 2009; Melillo et al., 2014).  In turn, climate change in wet temperate region may 
increase precipitation, temperature, and relative humidity while decreasing wind speed and 
net radiation, and the net effect both individually and cumulatively of all these shifts is an 
increase in streamflow maxima.  
 
3.7 Conclusion 
 The main conclusions of our work are described as follows: 
(1) Model simulation and evaluation results from comparison of different global climate 
model downscaling methods suggests that dynamic downscaling results more closely 




features such as strong fronts.  Comparison of streamflow maxima forecasted with 
paired climate models from CMIP3 versus CMIP5 projects suggest that the El Nino-
Southern Oscillation representation within modeling exhibits a control on forecasting 
streamflow maxima for the wet temperate region studied.   
(2) Uncertainty from climate and extreme modeling factors was evaluated and showed 
that the relative change of streamflow maxima was not dependent on systematic 
variance from the annual maxima versus peak over threshold method applied.  We 
find that the variance of streamflow maxima is an increasing function of the return 
period, which is at least partly attributed to fitting the extreme value distributions to 
the hydrologic model results.  The variance of the relative change in streamflow 
maxima is dependent upon global climate model, emission scenario, project phase, 
downscaling, and bias correction.   
(3) Uncertainty from hydrologic modelling was analyzed and unlike results from 
previous research focused on the relative change of mean streamflow, the relative 
change of streamflow maxima was dependent on hydrologic model fit and modeling 
uncertainty.  The streamflow maxima also showed some dependence on climate 
projections of wind speed, net radiation and relative humidity.   
(4) Ensemble projections forecast an increase of streamflow maxima for 2050 with 
pronounced forecast standard error, including +30(±21), +38(±34) and +51(±85)% for 
2, 20 and 100 year events for the wet temperate region studied.  The variance of 
maxima projections was dominated by climate model factors and extreme value 
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3.10 Tables and Figures 
 
Table 3. 1. Previous studies of streamflow maxima forecasted with global climate models.  















Zhang et al., 2014 (China) 1 Dynamical  CMIP3eq. 3 No AM QF(extreme) 
Lawrence & Hisdal, 2011 (Norway) 8 Dynamical CMIP3eq. 3 Yes AM ΔQF(extreme) 
Mantua et al., 2010 (Washington state, USA) 10 Statistical  CMIP3eq. 2 Yes AM QF(extreme) 
Dankers and Feyen,  2008 (Europe) 1 Dynamical  CMIP3eq. 2 No AM ΔQF(extreme) 
Prudhomme et al., 2003 (Great Britain) 7 Statistical  CMIP3eq. 4 Yes POT QF(extreme) 
GCM: Global Circulation Model, AM: Annual Maxima extreme series, POT: Peak Over Threshold extreme series 










Table 3. 2. Streamflow maxima quantile results along with results of the statistical tests for distribution selection and threshold selection. 
      AM POT 
Model run# Model run type 
Project 




size (n) PDF type 2-year level (cms) 20-year level (cms) 100-year level (cms) 
Threshold 


















1 Observed     0.255 18 Gum. 81.89 178.03 238.22 21 0.36 13 0.04 66 Exp. 86.79 164.02 218.00  
2 H CMIP3 NCAR, CCSM3 Yes  0.94 18 Gum. 47.13 85.56 109.62 25 0.27 21 0.71 36 GP 57.54 82.04 89.06 
3 H CMIP3 CGCM3 Yes  0.15 18 Gum. 42.51 76.17 97.24 23 0.37 3 0.27 48 Exp. 43.72 72.23 92.15 
4 H CMIP3 GFDLCM2.1 Yes  0.82 18 Gum. 38.30 63.41 79.13 21 0.31 4 0.26 60 Exp. 43.07 69.87 88.59 
5 H CMIP3 HadCM3 Yes  0.6 18 Gum. 56.99 112.40 147.10 15 0.20 6 0.77 97 Exp. 65.00 113.43 147.27 
6 H CMIP5 NCAR, CCSM4 Yes  .2 18 Gum. 40.61 71.13 90.24 17 0.24 8 0.87 74 GP 40.45 98.52 180.79 
7 H CMIP5 CanESM2 Yes  0.17 18 Gum. 40.68 74.36 95.44 21 0.32 4 0.02 61 Exp. 44.96 74.04 94.37 
8 H CMIP5 GFDLCM3 Yes  0.13 18 Gum. 38.75 69.00 87.93 27 0.41 10 0.49 32 Exp. 42.89 71.73 91.89 
9 H CMIP5 HadGEM2-ES Yes  0.54 18 Gum. 57.52 109.42 141.92 28 0.39 14 0.71 50 Exp. 66.86 119.04 155.51 
10 H NARCCAP NCAR, CCSM3 Yes  0.71 17 Gum. 50.98 108.71 144.86 21 0.30 7 0.60 54 GP 48.03 135.84 281.94 
11 H NARCCAP NCAR, CCSM3 Yes  0.56 16 Gum. 77.51 150.28 195.84 31 0.49 1 0.95 46 Exp. 76.56 136.49 178.37 
12 H NARCCAP NCAR, CCSM3 Yes  0.48 17 Gum. 85.04 188.20 252.78 24 0.28 10 0.95 61 Exp. 96.66 181.48 240.77 
13 H NARCCAP CGCM3 Yes  0.02 18 GEV 45.32 57.93 59.91 21 0.32 11 0.01 57 Exp. 44.46 74.50 95.50 
14 H NARCCAP CGCM3 Yes  1 18 Gum. 52.26 108.13 143.10 27 0.47 3 0.15 40 Exp. 54.59 97.13 126.87 
15 H NARCCAP CGCM3 Yes  1 18 Gum. 62.82 137.99 185.05 27 0.48 2 0.29 58 GP 62.18 171.88 348.77 
16 H NARCCAP GFDLCM2.1 Yes  0.54 18 Gum. 54.76 97.37 124.06 26 0.37 9 0.36 43 Exp. 58.74 106.91 140.57 
17 H NARCCAP GFDLCM2.1 Yes  0.32 18 Gum. 62.14 126.47 166.74 26 0.40 3 0.12 49 Exp. 65.24 118.52 155.76 
18 H NARCCAP GFDLCM2.1 Yes  0.65 18 Gum. 53.75 108.85 143.35 20 0.31 6 0.41 59 Exp. 53.60 94.71 123.44 
19 H NARCCAP HadCM3 Yes  0.88 18 Gum. 57.97 131.89 178.17 25 0.33 15 0.20 50 Exp. 66.66 122.60 161.70 
20 H NARCCAP HadCM3 Yes  0.82 18 Gum. 73.84 128.32 162.42 17 0.23 9 0.76 91 Exp. 71.56 125.87 163.83 
21 H CMIP3 NCAR, CCSM3 No  0.88 18 Gum. 56.97 104.90 134.90 18 0.20 9 0.42 75 Exp. 64.43 114.84 150.09 
22 H CMIP3 CGCM3 No  0.11 18 Gum. 47.08 84.02 107.14 24 0.40 4 0.63 55 Exp. 47.94 78.40 99.69 
23 H CMIP3 GFDLCM2.1 No  0.5 18 Gum. 40.33 65.01 80.46 21 0.33 3 0.25 61 Exp. 44.48 72.74 92.50 
24 H CMIP3 HadCM3 No  0.88 18 Gum. 64.96 132.39 174.60 20 0.25 8 0.61 75 Exp. 74.82 134.36 175.97 
25 H CMIP5 NCAR, CCSM4 No  0.32 18 Gum. 35.66 60.89 76.68 23 0.29 12 0.32 30 Exp. 37.32 64.70 83.84 
26 H CMIP5 CanESM2 No  0.4 18 Gum. 48.24 83.83 106.11 16 0.17 6 0.46 109 Exp. 51.17 83.63 106.33 
27 H CMIP5 GFDLCM3 No  0.29 18 Gum. 40.12 68.85 86.84 28 0.47 3 0.79 38 Exp. 45.04 72.29 91.33 
28 H CMIP5 HadGEM2-ES No  1 18 Gum. 66.38 128.51 167.40 19 0.25 7 0.63 82 Exp. 72.79 128.85 168.03 
29 H NARCCAP NCAR, CCSM3 No  0.06 17 Gum. 54.02 114.22 151.92 22 0.29 9 0.99 42 Exp. 57.28 107.92 143.32 
30 H NARCCAP NCAR, CCSM3 No  0.82 16 Gum. 70.46 134.68 174.88 21 0.24 8 0.12 58 Exp. 72.04 131.32 172.76 
31 H NARCCAP NCAR, CCSM3 No  0.34 17 Gum. 77.98 166.07 221.22 15 0.18 9 0.25 74 Exp. 79.37 147.80 195.64 
32 H NARCCAP CGCM3 No  0.54 18 Gum. 57.78 105.07 134.67 20 0.21 14 0.36 78 Exp. 63.25 109.25 141.39 
33 H NARCCAP CGCM3 No  0.65 18 Gum. 70.23 141.43 186.01 28 0.32 20 0.74 54 Exp. 69.41 122.58 159.74 
34 H NARCCAP CGCM3 No  1 18 GEV 48.17 152.78 324.37 22 0.35 4 0.42 66 GP 59.86 137.59 228.40 
35 H NARCCAP GFDLCM2.1 No  0.45 18 Gum. 102.47 211.85 280.33 27 0.27 7 0.47 93 Exp. 101.85 175.61 227.16 
36 H NARCCAP GFDLCM2.1 No  0.65 18 Gum. 97.41 188.61 245.70 22 0.28 5 0.20 113 GP 96.44 220.47 361.28 
37 H NARCCAP GFDLCM2.1 No  0.76 18 Gum. 76.71 138.59 177.34 20 0.21 8 0.72 99 Exp. 81.93 141.36 182.91 
38 H NARCCAP HadCM3 No  0.94 18 Gum. 76.72 163.47 217.78 22 0.24 14 0.93 77 Exp. 84.51 151.56 198.43 
39 H NARCCAP HadCM3 No  0.94 18 Gum. 66.36 114.15 144.06 29 0.56 3 0.93 60 Exp. 67.64 114.54 147.33 
40 F CMIP3 NCAR, CCSM3 Yes A1B 0.54 18 Gum. 78.07 149.98 195.01 14 0.20 3 0.31 153 GP 89.53 242.98 457.77 
41 F CMIP3 NCAR, CCSM3 Yes A2 0.32 18 GEV 81.04 106.10 109.61 20 0.28 4 0.85 91 Exp. 82.16 144.03 187.28 
42 F CMIP3 NCAR, CCSM3 Yes B1 0.7 18 Gum. 83.10 167.71 220.67 27 0.21 43 0.86 37 Exp. 90.13 192.97 264.85 
43 F CMIP3 CGCM3 Yes A1B 0.82 18 Gum. 52.60 97.24 125.19 30 0.47 3 0.90 44 Exp. 56.20 94.21 120.77 
44 F CMIP3 CGCM3 Yes A2 0.94 18 GEV 54.08 71.33 73.76 30 0.47 6 0.74 43 Exp. 52.28 85.09 108.02 
45 F CMIP3 CGCM3 Yes B1 0.76 18 Gum. 47.20 80.94 102.05 24 0.37 3 0.29 60 Exp. 49.67 80.82 102.60 
46 F CMIP3 GFDLCM2.1 Yes A1B 0.65 18 Gum. 48.32 102.51 136.44 27 0.29 16 0.73 31 Exp. 53.57 103.04 137.62 
47 F CMIP3 GFDLCM2.1 Yes A2 0.6 18 Gum. 45.18 80.23 102.18 27 0.45 4 0.89 47 Exp. 46.58 73.86 92.92 
48 F CMIP3 GFDLCM2.1 Yes B1 0.32 18 Gum. 42.42 80.47 104.28 21 0.27 17 0.50 53 Exp. 48.83 84.97 110.23 
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50 F CMIP3 HadCM3 Yes A2 0.36 18 Gum. 66.78 137.82 182.29 30 0.37 13 0.59 47 Exp. 74.80 137.20 180.82 
51 F CMIP3 HadCM3 Yes B1 0.6 18 Gum. 78.20 148.05 191.78 20 0.22 11 0.87 76 Exp. 86.05 157.34 207.17 
52 F CMIP5 NCAR, CCSM4 Yes RCP2.6 1 18 GEV 49.00 130.78 263.56 32 0.36 14 0.21 32 Exp. 58.96 107.90 142.11 
53 F CMIP5 NCAR, CCSM4 Yes RCP4.5 0.4 18 Gum. 56.39 104.16 134.06 20 0.13 17 0.83 56 Exp. 61.64 114.09 150.75 
54 F CMIP5 NCAR, CCSM4 Yes RCP6.0 0.88 18 Gum. 65.12 122.84 158.96 33 0.42 2 0.55 46 Exp. 68.64 118.93 154.09 
55 F CMIP5 NCAR, CCSM4 Yes RCP8.5 0.36 18 Gum. 64.19 119.54 154.20 22 0.18 6 0.48 72 Exp. 65.58 113.83 147.56 
56 F CMIP5 CanESM2 Yes RCP2.6 0.13 18 Gum. 44.13 85.94 112.12 25 0.38 1 0.34 42 Exp. 48.55 83.75 108.35 
57 F CMIP5 CanESM2 Yes RCP4.5 0.29 18 Gum. 40.40 74.82 96.37 27 0.32 9 0.67 38 Exp. 47.10 79.22 101.68 
58 F CMIP5 CanESM2 Yes RCP8.5 0.94 18 Gum. 44.30 76.48 96.63 24 0.29 6 0.42 49 Exp. 45.14 73.86 93.93 
59 F CMIP5 GFDLCM3 Yes RCP2.6 0.7 18 Gum. 52.40 88.47 111.06 30 0.49 5 0.48 54 Exp. 54.19 85.27 107.00 
60 F CMIP5 GFDLCM3 Yes RCP6.0 0.88 18 Gum. 53.23 86.60 107.48 23 0.30 4 0.72 84 Exp. 57.21 92.47 117.12 
61 F CMIP5 GFDLCM3 Yes RCP8.5 0.01 18 Gum. 53.24 87.19 108.44 22 0.26 8 0.40 85 Exp. 58.66 96.25 122.53 
62 F CMIP5 HadGEM2-ES Yes RCP2.6 0.45 18 Gum. 85.82 169.46 221.81 25 0.24 13 0.22 66 Exp. 101.21 189.29 250.86 
63 F CMIP5 HadGEM2-ES Yes RCP4.5 0.32 18 Gum. 105.10 223.79 298.09 28 0.22 22 0.15 47 Exp. 112.26 229.65 311.70 
64 F CMIP5 HadGEM2-ES Yes RCP6.0 0.2 18 Gum. 79.53 164.67 217.97 37 0.48 16 0.79 45 Exp. 82.72 148.13 193.86 
65 F CMIP5 HadGEM2-ES Yes RCP8.5 0.32 18 Gum. 77.74 174.51 235.09 30 0.25 39 0.75 35 Exp. 83.73 174.83 238.50 
66 F NARCCAP NCAR, CCSM3 Yes A2 0.6 18 GEV 45.50 166.20 412.03 27 0.30 7 0.50 39 GP 54.24 161.82 347.16 
67 F NARCCAP NCAR, CCSM3 Yes A2 0.07 18 Gum. 78.89 153.40 200.04 32 0.36 9 0.03 56 Exp. 92.21 167.31 219.81 
68 F NARCCAP NCAR, CCSM3 Yes A2 0.82 18 Gum. 115.53 257.44 346.28 31 0.36 3 0.98 64 GP 109.18 320.84 631.41 
69 F NARCCAP CGCM3 Yes A2 0.82 18 Gum. 50.01 87.57 111.08 25 0.49 2 0.83 73 GP 49.74 98.09 153.92 
70 F NARCCAP CGCM3 Yes A2 0.82 18 Gum. 61.92 130.82 173.95 20 0.29 6 0.51 81 GP 69.48 164.56 276.06 
71 F NARCCAP CGCM3 Yes A2 0.94 18 Gum. 96.76 195.04 256.57 22 0.26 5 0.85 102 Exp. 99.48 172.96 224.32 
72 F NARCCAP GFDLCM2.1 Yes A2 1 18 GEV 44.21 233.17 1038.16 29 0.42 4 0.90 39 Exp. 61.32 112.06 147.53 
73 F NARCCAP GFDLCM2.1 Yes A2 0.18 18 Gum. 68.64 135.32 177.07 28 0.40 5 0.21 55 Exp. 80.41 147.09 193.69 
74 F NARCCAP GFDLCM2.1 Yes A2 0.29 18 Gum. 61.22 131.19 175.00 22 0.37 3 0.79 63 GP 61.36 206.49 482.26 
75 F NARCCAP HadCM3 Yes A2 0.94 18 Gum. 88.62 184.11 243.90 20 0.27 4 0.68 109 GP 92.11 306.43 687.68 
76 F NARCCAP HadCM3 Yes A2 1 18 Gum. 80.36 179.82 242.08 30 0.38 14 0.23 56 Exp. 94.99 176.84 234.05 
77 F CMIP3 NCAR, CCSM3 No A1B 0.17 18 Gum. 83.04 149.05 190.38 30 0.41 9 0.70 67 Exp. 89.24 157.20 204.70 
78 F CMIP3 NCAR, CCSM3 No A2 0.2 18 Gum. 77.26 137.62 175.41 20 0.23 8 0.38 81 Exp. 83.16 149.35 195.62 
79 F CMIP3 NCAR, CCSM3 No B1 0.54 18 Gum. 86.30 164.31 213.14 37 0.42 15 0.78 47 Exp. 95.09 176.02 232.59 
80 F CMIP3 CGCM3 No A1B 0.82 18 Gum. 55.32 109.71 143.75 22 0.29 3 0.45 79 Exp. 59.87 100.01 128.07 
81 F CMIP3 CGCM3 No A2 0.6 18 Gum. 50.49 92.56 118.90 27 0.32 17 0.87 48 Exp. 57.54 99.55 128.91 
82 F CMIP3 CGCM3 No B1 0.4 18 Gum. 51.58 87.46 109.92 27 0.48 1 0.93 61 Exp. 54.61 87.84 111.06 
83 F CMIP3 GFDLCM2.1 No A1B 0.82 18 Gum. 48.44 98.29 129.49 23 0.24 13 0.53 48 Exp. 52.62 93.37 121.85 
84 F CMIP3 GFDLCM2.1 No A2 0.82 18 Gum. 45.37 83.28 107.01 30 0.46 6 0.20 36 Exp. 47.91 77.67 98.46 
85 F CMIP3 GFDLCM2.1 No B1 0.4 18 Gum. 43.37 81.87 105.97 22 0.27 17 0.66 49 Exp. 49.43 86.71 112.77 
86 F CMIP3 HadCM3 No A1B 0.1 18 GEV 75.34 192.09 347.35 23 0.29 7 0.38 73 Exp. 85.22 153.66 201.50 
87 F CMIP3 HadCM3 No A2 0.1 18 Gum. 74.22 158.43 211.15 35 0.39 13 0.08 37 Exp. 82.83 160.74 215.20 
88 F CMIP3 HadCM3 No B1 0.29 18 Gum. 81.27 156.29 203.26 24 0.29 8 0.41 79 Exp. 87.78 155.39 202.64 
89 F CMIP5 NCAR, CCSM4 No RCP2.6 0.76 18 Gum. 48.04 93.24 121.53 20 0.26 5 0.47 67 GP 48.71 109.68 183.27 
90 F CMIP5 NCAR, CCSM4 No RCP4.5 0.47 18 Gum. 47.29 82.97 105.31 20 0.16 12 0.56 59 Exp. 52.90 93.18 121.34 
91 F CMIP5 NCAR, CCSM4 No RCP6.0 0.94 18 Gum. 57.94 108.15 139.58 24 0.30 7 0.85 63 GP 57.44 140.63 253.58 
92 F CMIP5 NCAR, CCSM4 No RCP8.5 1 18 Gum. 57.88 108.83 140.73 27 0.23 9 0.55 45 Exp. 60.19 107.69 140.88 
93 F CMIP5 CanESM2 No RCP2.6 0.23 18 Gum. 51.14 98.82 128.67 30 0.37 7 0.77 36 Exp. 57.11 102.14 133.61 
94 F CMIP5 CanESM2 No RCP4.5 0.32 18 Gum. 48.48 81.83 102.71 34 0.45 9 0.18 39 Exp. 56.12 90.85 115.13 
95 F CMIP5 CanESM2 No RCP8.5 1 18 Gum. 47.58 81.76 103.17 25 0.29 5 0.04 65 Exp. 54.25 88.58 112.57 
96 F CMIP5 GFDLCM3 No RCP2.6 0.7 18 Gum. 55.05 95.08 120.14 25 0.30 15 0.13 62 Exp. 56.98 95.14 121.81 
97 F CMIP5 GFDLCM3 No RCP6.0 0.76 18 Gum. 54.11 87.49 108.38 32 0.47 1 0.42 57 Exp. 59.47 93.74 117.69 
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99 F CMIP5 HadGEM2-ES No RCP2.6 0.7 18 Gum. 84.31 155.18 199.55 22 0.25 5 0.11 90 Exp. 95.38 168.76 220.05 
100 F CMIP5 HadGEM2-ES No RCP4.5 0.2 18 Gum. 104.31 213.80 282.35 27 0.28 16 0.46 67 Exp. 112.22 209.97 278.29 
101 F CMIP5 HadGEM2-ES No RCP6.0 0.4 18 GEV 77.24 240.61 484.61 28 0.38 7 0.48 66 GP 89.40 217.39 368.67 
102 F CMIP5 HadGEM2-ES No RCP8.5 0.2 18 Gum. 73.30 161.35 216.47 24 0.23 19 0.61 52 Exp. 80.44 154.53 206.31 
103 F NARCCAP NCAR, CCSM3 No A2 0.6 18 Gum. 52.57 105.92 139.31 20 0.17 10 0.52 51 Exp. 54.27 99.77 131.57 
104 F NARCCAP NCAR, CCSM3 No A2 0.23 18 GEV 79.60 114.61 124.01 23 0.26 7 0.01 74 Exp. 85.64 155.00 203.48 
105 F NARCCAP NCAR, CCSM3 No A2 1 18 Gum. 93.98 209.09 281.15 20 0.20 5 0.71 53 Exp. 94.02 190.16 257.35 
106 F NARCCAP CGCM3 No A2 1 18 Gum. 59.66 100.87 126.67 30 0.42 8 0.93 66 Exp. 64.77 104.95 133.04 
107 F NARCCAP CGCM3 No A2 0.54 18 Gum. 77.45 137.57 175.21 33 0.51 1 0.01 74 Exp. 85.96 145.00 186.27 
108 F NARCCAP CGCM3 No A2 0.88 18 Gum. 80.41 161.59 212.41 22 0.25 8 0.33 84 Exp. 86.40 152.80 199.21 
109 F NARCCAP GFDLCM2.1 No A2 0.82 18 Gum. 79.49 167.26 222.21 31 0.35 10 0.29 74 Exp. 87.29 148.80 191.80 
110 F NARCCAP GFDLCM2.1 No A2 0.82 18 Gum. 101.77 205.07 269.74 36 0.47 11 0.94 75 Exp. 112.64 195.88 254.06 
111 F NARCCAP GFDLCM2.1 No A2 0.82 18 Gum. 79.92 168.64 224.19 30 0.47 5 0.40 76 GP 80.32 220.89 442.54 
112 F NARCCAP HadCM3 No A2 1 18 Gum. 117.15 238.91 315.14 40 0.39 10 0.78 65 Exp. 127.48 229.37 300.59 
113 F NARCCAP HadCM3 No A2 0.5 18 Gum. 79.55 164.16 217.12 31 0.37 12 0.95 49 Exp. 92.46 175.97 234.34 
*Is the extremal index 
**The number of threshold deficit values (r) that makes EI equal to 1 
***The P-value of MannKendall non parametric test 









Table 3. 3. Calibration and validation results for the SWAT model. 
Optimizat












Total Flow Calibration (For the period 
1/1/1983-12/31/1993) 
Total Flow Validation ( For the period 1/1/1994-
12/31/2000) 
        R^2 PBIAS% NS RSR R^2 PBIAS NS RSR 
Near 
Midway Daily 12 
STAT-




SGO 1992 0.91 -1.08 0.9 0.31 0.91 -15.11 0.88 0.34 
Near 
Frankfort Daily 12 
STAT-




SGO 1992 0.84 -0.35 0.84 0.4 0.9 -16.7 0.84 0.4 
        Total Flow Calibration (For the period 1/1/1983-9/30/1992) 
Total Flow Validation ( For the period 10/1/1997-
12/31/2000) 




SGO 1992 NA NA NA NA 0.84 13.5 0.78 0.46 
Fort 
Spring Daily 12 
STAT-




SGO 1992 0.89 5.6 0.88 0.34 0.88 -11.62 0.73 0.51 








Table 3. 4. Sensitivity analysis of Extreme value modeling 
Extreme 
event 




2 year event ±43% 1850 
20 year event ±54% 2920 






Table 3. 5. Monthly distribution of precipitation changes, streamflow changes and number 
of extremes. 
Month ΔPmean ΔQmean ΔQx number of extreme per 20 year period 
October -9% -2% 1 
November 4% 0% 5 
December 26% 34% 11 
January 19% 27% 10 
February 32% 21% 7 
March 14% 15% 11 
April 20% 25% 3 
May -2% -2% 7 
June -3% -11% 8 
July 5% 2% 3 
August 4% 10% 0 
September 6% 17% 0 
    
   ΔQ2-year=25% 
 ΔPyearlyr=10% ΔQyearlyr=11% ΔQ20-year=35% 



































*CMF : Climate Modeling Factor       *HMF: Hydrology Modeling Factor      *SMF: Statistical Modeling Factor 
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Figure 3. 2. Study area of the South Elkhorn Watershed, Kentucky USA (adopted from 
















Run ANOVA to examine the different factors effecting the extremes value prediction 
Estimate (q0 5 , q0 8  q0 99 )  for Qextreme and calculate Δ Qextreme  
Use GEV Use 
G b l 
Is the p-








Daily Q time series 
Annual Maxima (AM) series. 
Maximum streamflow value per each year of the sample 
Fit the GEV and the Gumbel distributions to the series 
Is there a 
significant 
trend in the 
series (p-
value < 




Peak Over Threshold (POT) series. 
Streamflow values greater than a threshold value.   
Is the p-




Test the significance of the trend component using MannKendall 
nonparametric test 
No 
Select the threshold value.  Parameter-Stabilize  method (cool, 
2001)  is used.  
Ye
s 
Use the likelihood ratio test  to test the hypothesis of the shape 




Increase the number of 
consecutive threshold 
deficit value (r)  
Calculate the Extremal Index  
Is there a 
significant 
trend in the 
series (p-
value < 
Use the linear 
regression to remove 
trend component 
Fit the GP and the Exponential distributions to the series 
Use the likelihood ratio test to test the hypothesis of the 












Figure 3. 4. (a) AM series example, (b) POT series example, (c) Parameter stabilization 
drawing for observed Q, and (d) Threshold choices, comparison of three Rule of Thumb 
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Figure 3. 7. ANOVA results that present a comparison between the factors with respect to their significance and ranking. 
Model 1 GCM downscaling Project Bias Emission SRES Emission RCPs Series  
Variable        
ΔQF-H(mean)   Project was not 
tested in model 1 
 Emission was not tested in model 1 NA 
ΔQF-H(2-year extreme)                    (*)  Series were not 
significant for any 
ΔQF-H( extreme) model 
ΔQF-H(20-year extreme)         (*)  
ΔQF-H(100-year extreme)    
Model 2 GCM downscaling Project Bias Emission SRES Emission RCPs Series  
Variable        
ΔQF-H(mean)  downscaling was 
not tested in 
model 2 
Project was not 
tested in model 2 
         NA NA 
ΔQF-H(2-year extreme)             (*)  Series were not 
significant for any 
ΔQF-H( extreme) model 
ΔQF-H(20-year extreme)         (*)  
ΔQF-H(100-year extreme)     
Model 3 GCM downscaling Project Bias Emission SRES Emission RCPs Series  
Variable        
ΔQF-H(mean)  downscaling was 
not tested in 
model 3 
Project was not 
tested in model 3 
 NA  NA 
ΔQF-H(2-year extreme)     Series were not 
significant for any 
ΔQF-H( extreme) model 
ΔQF-H(20-year extreme)        (*)      (*) 
ΔQF-H(100-year extreme)     
Model 4 GCM downscaling Project Bias Emission SRES Emission RCPs Series  
Variable  downscaling was 
not tested in 
model 4 
  Emission was not tested in model 4  
ΔQF-H(mean)    NA 
ΔQF-H(2-year extreme)      (*)  Series were not 
significant for any 
ΔQF-H( extreme) model 
ΔQF-H(20-year extreme)      (*)       (*) 
ΔQF-H(100-year extreme)         (*)         (*) 
(*) Indicate that F-value was selected from the interaction effect.  NA indicated not applicable simulation.  
The horizontal dark grey bars represent the fraction of variance explained by the factor by using ANOVA method. The representation is by bar length where maximum and minimum lengths 


















































































% change in quantiles
N 38o, W 85o.  
Pr= 1010 mm/year.  
Jan: High pressure 
system.  
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CHAPTER 4: VARIANCE DECOMPOSITION OF FORECASTED SEDIMENT 
TRANSPORT IN A LOWLAND WATERSHED USING GLOBAL CLIMATE 
MODEL ENSEMBLES 
 
(Paper in Review) Al Aamery et al., 2020. Variance decomposition of forecasted sediment transport in a 
lowland watershed using global climate model ensembles.  Journal of Hydrology, In review.   
 
4.1 Abstract 
Forecasting change in sediment transport using global climate model ensembles is 
under-developed in the hydrology community due to lack of knowledge regarding the 
variance structure of predictions.  We investigate the uncertainty of forecast sediment 
transport from sources including global climate model realizations, global climate model 
ensemble design, forecasted hydrologic inputs, and hydrologic modeling 
parameterizations.  We then forecast sediment transport for the gently rolling watershed in 
Kentucky USA.  Contrary to past research forecasting hydrology with global climate 
models, hydrologic model parameterization was the greatest source of variance impacting 
forecasted sediment transport variables.  Forecast of sediment transport responses shows 
propagation of uncertainty from hydrologic model parameterization was the over two times 
greater than the uncertainty from the selected global climate model realizations.  This result 
emphasizes researchers focused on forecasting sediment transport with global climate 
models may need to give as much, or more, consideration to their water-sediment linkages 
as climate-water linkages.  Hydrologic inputs from climate change, including forecast 
precipitation, temperature, relative humidity, solar radiation and wind speed, all impacted 
sediment transport.  Considering changes in precipitation and temperature alone under-
predicts streamflow and sediment transport by 49% and 35%, respectively, relative to 
including all inputs.  Variance introduced across the three different global climate model 
ensembles was a relatively small source of variance impacting forecasted streamflow or 
sediment yield.  The results suggest a quantitative effort by the researcher to design the 
global climate model ensemble by considering representativeness, historical performance 
and independency will lead to robust results.  Ensemble average forecasts forecast 




watershed.  The sediment transport forecasts reflect the shear-limited landscape of the 
watershed and the transport-limited conditions in the stream channel.   
 
4.2 Introduction 
Forecasting sediment transport in a watershed should consider the projected change 
of the climate, nonlinearity of transport phenomena, and the variance structure surrounding 
forecasts.  Results from global climate model (GCM) ensembles provide an approach to 
forecast sediment transport.  GCM forecasts physically account for changing climate 
variables which can potentially increase sediment loading to rivers.  GCM forecasts may 
point out the potential for high magnitude sediment loadings that could disrupt ecosystems, 
and forecasts may allow watershed managers to avert problems before they occur.  
However, few studies carry out sediment predictions via GCM’s presumably due to 
concerns of error propagation.  Error propagation may occur through various levels of 
modelling such as GCM projections, GCM downscaling and bias correction methods, and 
hydrologic model structure and parameterization.  We are motivated to understand the 
variance structure impacting sediment forecasts via GCM’s and sediment processes 
controlling forecasts for a lowland system.  New knowledge of the most sensitive linkages 
in projections can provide insight as to where river and watershed managers should invest 
their resources when making forecasts since forecasting can be expensive.  New knowledge 
of the variance structure can also provide the most important areas of future research 
collaboration between climate researchers and hydrologic researchers. 
Global climate model projections suggest many wet, temperate regions of the world 
will experience higher rain- and snowfall, higher humidity, more cloud cover, and lower 
wind speed over the next century (Melillo et al., 2014, McVicar et al., 2012, Wild, 2009, 
Willett et al., 2008, Al Aamery et al., 2016).  These climate changes are suggested to, in 
turn, shift the hydrologic cycle to produce higher runoff and higher streamflow in wet 
temperate watersheds (Al Aamery et al., 2018).  At first glance, we see a direct 
proportionality between the fluid shear stress to initiate sediment transport and runoff and 
streamflow depths (e.g., Chang, 1988).  Such increases suggest wetter days of a future 




the widely known linkage between sediment load and flow intensity (Tanner, 1995); 
however, our confidence in projecting sediment transport for a shifting climate requires 
deeper inspection.  The potential controlling sediment transport process in a watershed are 
many (see Figure 4.1), including soil erosion and transport across the landscape, erosion of 
bed and bank sediment in the stream corridor, redistribution and deposition of sediment 
throughout the basin, and sediment flux leaving the watershed.  The relative importance of 
these processes reflect the net behavior of the system as shear, transport or source limited 
as well as the aggrading or degrading condition of the river network.  The question of 
controlling non-linearity is particularly important for low gradient watersheds where 
temporary storage of fluvial sediment in the river is pronounced (Russo and Fox., 2012, 
Mahoney et al., 2019).  We seek understanding of how the different sediment processes 
occurring in lowland watersheds may be impacted by changing climate conditions. 
The variance structure of sediment transport forecasts via GCM’s includes many 
levels and sub-levels (see Figure 4.2 and Theoretical background section).  Most broadly, 
the modelling introduces error from climate modelling, linking climate modelling to 
hydrologic modelling, and hydrologic watershed modelling.  The choice of GCM and its 
downscaling applied for hydrologic forecasting is well accepted to impact runoff and 
streamflow projections (Tu, 2009; Sheshukov et al., 2011; Harding et al., 2012; Chen et 
al., 2013; Al-Mukhtar et al., 2014; Neupane et al., 2015; Al Aamery et al., 2016; 2018), 
and we anticipate the variance from GCM realizations to also impact sediment transport 
forecasts.  The GCM selection procedure for choosing a set of global climate models within 
ensemble modeling as a function of model skill, climate uncertainty, and model 
independence may impact hydrologic forecasts (Lee and Kim, 2017), and this area of 
research is particularly under-studied for both streamflow and sediment transport forecasts.  
Variance introduced from model parameterization is well recognized to impact streamflow 
and sediment predictions (e.g., Moriasi et al., 2007; Mahoney et al., 2018).  The importance 
variance introduced during hydrologic model parameterization was somewhat 
marginalized for streamflow forecasts when considering the net change produced from 
GCM forecasts relative to GCM hindcast runs (Niraula et al., 2015).  Impact of this 





Another question surrounding sediment transport forecasts via GCM’s is the 
importance of considering all, or just a few, of the hydrology variables that change from a 
changing climate.  GCM projections suggest climate changes for several variables that 
impact the hydrologic cycle, including precipitation, temperature, relative humidity, net 
radiation, and wind speed (McVicar et al., 2012, Wild, 2009 , Willett et al., 2008, Al 
Aamery et al., 2018).  Many studies that addressed the climate change impact on the 
watershed hydrology considered the shift in precipitation and temperature because these 
two variables are notably known as the main drivers for water distribution in the watershed 
and are publicly provided by climate projects (Al Aamery et al., 2016, Mejia et al., 2012, 
Chien et al., 2013, Brekke et al., 2013). While we agree, we also indicate that the projection 
of streamflow and surface flow that drives sediment fluxes requires the consideration of all 
meteorological variables and investigate how the addition of the other three meteorological 
including relative humidity, solar radiation, and wind speed might shift the projection of 
flow and the associated sediment fluxes in the watershed.  We investigate how shifts in 
each of these hydrologic variables might, in turn, impact streamflow and sediment transport 
fluxes.   
The objectives of this study were as follows.  (1) We investigate how future changes 
in variables that impact the hydrologic cycle, including temperature, precipitation, relative 
humidity, net radiation, and wind speed, will impact streamflow and sediment transport 
fluxes.  (2) We investigate the variance structure of sediment transport fluxes and 
streamflow associated with the between ensemble variance, the within ensemble variance, 
the variance from hydrologic model parametrization, and the variance of different 
combinations of meteorological variables included in the analyses. The within ensemble 
variance is related to how the choice of GCM impacts sediment transport projections for a 
watershed, while the between ensemble variance is quantifying how the model selection 
procedure for choosing a set of GCMs may impact sediment transport forecasts.  (3) We 
investigate how soil erosion and transport across the landscape, erosion of bed and bank 
sediment in the stream corridor, deposition of sediment in a basin, and sediment yield 





4.3. Theoretical background: variance structure of sediment transport forecasted via 
GCMs 
 A concept model of the many factors and sub-factors of the variance structure for 
forecasted streamflow and sediment transport processes is shown in Figure 4.2.  The figure 
indicates variance components for climate modeling, hydrologic modeling, and the linkage 
between the two.   
The climate modeling variance structure is divided to emission scenarios, GCM 
choice and version within a climate modeling phase project, and the downscaling method 
(Al-Aamery et al., 2016).  Emission scenarios are the anticipated future projection of CO2 
concentration in the atmosphere (Brekke et al., 2013, Mearns et al., 2007, IPCC 2001, IPCC 
2007, IPCC 2014, Lenderink et al., 2007, Teutschbein and Seibert et al., 2012, Mejia et al., 
2012, and Melillo et al., 2014).  Emission scenario can be divided into seven levels 
reflected in the Coupled Model Intercomparison Project phase 3 (CMIP3) called Spatial 
Report on Emission Scenarios (SRES) and those in the Coupled Model Intercomparison 
Project phase 4 (CMIP4) called Representative Concentration Pathways (RCPs).  Within 
each emission scenario, the CO2 concentrations depend on the economic growth, global 
population growth, and energy uses assumed in the future (see IPCC 2007 and IPCC 2014).  
GCMs are a three-dimensional mathematical representation of the atmosphere and ocean 
circulations that can be projected to the future. Several components should be considered 
in a climate model for successfully simulating climate system including radiation, 
dynamics, surface processes, chemistry, and spatial and temporal resolution (McGuffie and 
Henderson, 2014).  To capture this variability, GCM choice and model version can be used 
as factors in streamflow and sediment processes variance structure.  Downscaling methods 
aim to produce finer-scale climate information that can be coupled with hydrologic analysis 
and have been suggested to impact forecasted streamflow (Mejia et al., 2012).  There are 
two main downscaling approaches: the first is empirical statistical relationships that define 
the high-resolution sub-grid variability based on resolved values from the GCMs called 
statistical downscaling. The second is the simulation of climate dynamics over continent-
wide scales called Regional Climate Model (RCM) (or Limited Area Model) with lateral 
boundary conditions imposed by the parent GCM results called dynamical downscaling 




 Variance from hydrological inputs is due to the bias correction method selected and 
the meteorological variables included in the analysis.  The bias of results occurs due to 
systematic error in climate modeling, and typically bias from precipitation and temperature 
are corrected prior to input to a hydrologic model.  Several methods are proposed in the 
literature, including linear scaling, power transformation, variance scaling, distribution 
mapping (or quantile mapping), and delta change correction (Teutschbien and Seibert, 
2012).  Bias correction impacts variance structure because the appropriateness of a given 
technique varies from study-to-study with some studies arguing quantile mapping as 
superior (Teutschbien and Seibert, 2012) and others citing advantages of the other methods 
due to lack of assumptions regarding the underlying distributions of the functions (see 
Reichle et al., 2004 and Switanek et al., 2017).  The choice of hydrological inputs, on the 
other hand, potentially impact the variance of streamflow and sediment processes (Gupta, 
2014).  Precipitation and temperature are usually considered by all research studies 
forecasting hydrology with GCMs, but the variance from other variables (i.e., relative 
humidity, solar radiation, and wind speed) cannot be easily found in the literature.  
  Hydrologic modeling impacts the variance of sediment transport due to model 
parameterization and variance of inputs, model structure, and the response variable and 
data used in calibration.  Model parameterization is a comprehensive factor of numerous 
parameters and inputs that could induce sources of variance in hydrologic modeling as it 
is recognized that uncertainty is produced by various physical and empirical-based model 
parameters (Yen et al., 2014).  Model structure impacts variance as different models have 
various levels of complexity tied to river or watershed scale and concept, empirical or 
physically-based nature of the model.  Even for the same hydrologic model, different 
hydrologic structure methods are often included to assess variance (e.g., Neitsch et al., 
2011).  The streamflow response variable and data used to calibrate it includes quantifying 
the instantaneous, mean and maxima conditions which can significantly impact the 
prediction variance of the streamflow and sediment transport (Al Aamery et al., 2018, 





4.4. Study site and Materials  
Upper South Elkhorn Watershed (Figure 4.3), located in the Kentucky river basin, 
Kentucky USA, has been selected for this study.  The area of the watershed is 61.7 km2, 
the average slope is 5.3%, and the elevation ranges from 255 m to 324 m asl.  Urban lands 
dominate the watershed land use with 47%, followed by agricultural lands with 38.4% and 
forest with 14.6%.  The watershed is characterized as mild sloped with gently rolling hills; 
the soil is mainly silt loam; the floodplains are long and flat; and stream channel is bedrock 
controlled with fluvial deposits throughout (Russo and Fox, 2012; (Mahoney et al., 2018).  
Upland erosion is mainly a contribution of rill and ephemeral gully erosion, and in-stream 
sediment transport includes bank erosion, bed erosion and sediment deposition. The karst 
development in this watershed is minimal (immature) and therefore fluvial processes 
dominate the system (Mahoney et al., 2018). The total annual precipitation and average 
daily temperature in the watershed are 1120 mm and 13.04oC, respectively. The relative 
humidity ranges from 61.4% to 85.2%, the solar radiation is 16.75 W m2, and the average 
wind speed is 4.1 m s-1. We have extensive past experience in this watershed over the past 
15 years that included collecting data and numerical modeling development and application 
(Russo and Fox., 2012, Mahoney et al., 2018, Mahoney et al., 2019, Al Aamery et al., 
2016).   
Materials used in this study include publicly available GCM results and previously 
developed hydrologic and sediment transport models.  We used GCM results from different 
projects, different GCMs, different downscaling methods, and different emission 
scenarios.  Surface and stream hydrology was modelled using the Soil Water Assessment 
Tool (SWAT, Arnold et al., 1998, Neitsch et al., 2011).  The upper land erosion was 
modelled using the lateral watershed connectivity model developed by Mahoney et al. 
(2018).  The sediment transport in the stream corridor was modeled using the numerical 
modeling developed by Russo and Fox (2012), and coupled with SWAT and the upland 






 An overview of the method is shown in Figure 4.4.  Our approach was to permeate 
model selection criterion to select representative subsets of GCMs.  We then used the 
hydrologic model to simulate water results, which are thereafter coupled with the upland 
erosion and in-stream sediment transport model to forecast sediment transport results.  
Intermediate steps include bias correction and ensemble averaging and variance estimation.  
Details of the steps follow in the next sub-sections. 
 
4.5.1 Select ensembles of GCMs   
Model selection is the design of a subset of climate scenarios from the original set 
of GCM covering a large set of model type, project version, emission scenarios and 
downscaling method (Mandlik and Gobiet 2016, Pechlivanidis et al., 2018, Lee and Kim 
2017).  In this study, a full list of all GCMs used is shown in Table A in the Supplementary 
Information file, also shown in Appendix B.  We used GCM results from CMIP3, CMIP5, 
NARCCAP and CORDEX projects with varying emission scenarios.  Two downscaling 
methods (i.e., statistical and dynamic) were used.  In total, we used 57 scenarios for the 
hindcast period (1981-2000) and 131 scenarios for the forecast period (2046-2065).   
Our design of different GCM ensembles considered model representativeness, 
acceptable historical performance, independence, and clustering of downscaling methods 
(Feenstra et al., 1998, Salathe et al., 2007, Evan et al., 2013, Vano et al., 2015, Lee and 
Kim 2017).  Representativeness is an indication of the coverage of future uncertainty by 
considering, to some worthwhile extent, low and high ends of the results.  We adopted the 
approach presented by Salathe et al. (2007) to select GCMs from scenarios spanning future 
uncertainty estimated with annual change in precipitation and temperature.  Historical 
performance, or validity, is a measure of how well the model regenerates observations. We 
adopted the approach of recent studies (Salathe et al., 2007, Lee and Kim 2017) using a 
model skill score to measure the historical performance.  Because climate models are, in 
many circumstances, sharing structures and emission parameterizations, there is a broad 
notion they may not provide independent results (Evans et al., 2014).  We adopted the 




Abramowitz, 2013).  Clustering refers to equally balancing one or more design factors, and 
we considered clustering as a function of downscaling due to the pronounced differences 
between the methods and their perceived importance in GCM ensembles (Warner, 2011, 
Al Aamery et al., 2016, Chirivella et al., 2016, Jang & Kavvas., 2015, Qiao et al., 2014). 
We created and tested three ensemble designs.  Design #1 clustered based on 
downscaling and the quantitative methods for representativeness, historical performance 
and independency were applied.  Designs #2 and #3 did not cluster.  Design #2 applied 
methods for representativeness, historical performance, and independency.  Design #3 
applied methods representativeness and historical performance only.   
We carried out the ensemble design and its evaluation by carrying out cluster 
analyses for Design #1, calculating the covariance measure to assess historical performance 
and independence, and analyzing representativeness using the entropy measure.  We used 
k-mean clustering and applied the Davies Bouldin criterion to find the optimum number of 
clusters with a package in MATLAB 2017b (Davies & Bouldin, 1979, Wu 2012, Cannon 
2015).  We ranked the GCMs using the covariance measure (Bishop and Abramowitz, 
2013) as  
𝑆𝑆 =  𝐴𝐴
−1
1𝑇𝑇 𝐴𝐴−1
           
 (1) 
where W is a vector of weights summing to one; A is the K×K difference covariance matrix; 
K is the number of models in the original group, and 1𝑇𝑇 =  [1,1, … . . 𝐾𝐾] vector.  Matrix A 
is 




�          
 (2) 
where 𝐶𝐶𝑖𝑖,𝑗𝑗 is the covariance of the ith and jth model minus the observation time series.  When 
calculating W, some negative values can occur, and the correction was applied (Bishop and 
Abramowitz, 2013) as 










𝛽𝛽 = 1 − 𝐾𝐾 min (𝑆𝑆)          
 (4) 
We evaluated representativeness with the maximum entropy, ME, measure (Lee and Kim, 
2017) as 
𝑀𝑀𝐸𝐸 = 𝐻𝐻(𝑋𝑋) =  −  ∫ 𝑓𝑓𝑋𝑋(𝑥𝑥) ln 𝑓𝑓𝑋𝑋(𝑥𝑥)  𝑑𝑑𝑥𝑥
𝑜𝑜
𝑑𝑑  ,      
 (5) 
subjected to the constraint 
 ∫ 𝑓𝑓𝑋𝑋(𝑥𝑥) 𝑑𝑑𝑥𝑥
𝑜𝑜
𝑑𝑑 = 1 ,         
 (6) 
where x is the value of the random variable X, 𝑓𝑓𝑋𝑋(𝑥𝑥) is a probability distribution function, 
a is the lower limit of the distribution, and b is the upper limit. The optimum of the above 
constraint leads to  




 𝑑𝑑𝑥𝑥𝑜𝑜𝑑𝑑 = ln(𝑏𝑏 − 𝑎𝑎) .      
 (7) 
We will applied the ME measure to both the mean and standard deviation.  
4.5.2 Perform bias correction:  
We performed bias correction using quantile mapping methods given their ability 
to outperform other methods for the GCM problem (Gudmundsson et al., 2012, 
Teutschbein and Seibert, 2012, Chen et al., 2013).  Mapping methods use the 
characteristics of the whole probability distributions of hindcast, forecast, and observation 
data to correct the biases in the forecasted period.  Both parametric and non-parametric 
mapping approaches were argued for their superiority in some cases (Boe et al., 2007, 
Cannon et al., 2015, Switanek et al., 2017).  Therefore, we applied and evaluated both 
parametric and non-parametric approaches for our studying including scaled distribution 
mapping (SDM), quantile mapping (QM) and quantile delta mapping (QDM). 
We carried out the parametric SDM method by performing seven steps including 
setting a threshold, fitting the probability function, calculating of scaling factor, calculating 
the recurrence interval, adjusting the recurrence interval, calculating initial results, and 




the time series (Switancek et al., 2017).  In general, we found Gamma and Weibull 
distributions fit well modelled and observed precipitation; however, we tested the goodness 
of fit via the Chi-square test for every dataset individually and selected the best distribution 
from 11 distributions tested. 
 We carried out non-parametric QM and QDM following the steps in Boe et al. 
(2007) and Cannon et al. (2015), respectively.  We applied linear interpolation for the QM 
method as 
𝑃𝑃ℎ �𝑥𝑥𝑠𝑠(𝑑𝑑)� = 𝑃𝑃𝑜𝑜(𝑥𝑥)  and  𝑥𝑥𝑠𝑠(𝑑𝑑)𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑑𝑑 = 𝑥𝑥 ,     
 (8) 
where 𝑥𝑥𝑠𝑠(𝑑𝑑) is the future quantity for variable 𝑥𝑥 at day d,  𝑃𝑃ℎ(𝑥𝑥𝑠𝑠(𝑑𝑑)) is the probability 
(i.e., ECDF) of the future value 𝑥𝑥𝑠𝑠(𝑑𝑑) using the hindcast data, 𝑃𝑃𝑜𝑜(𝑥𝑥) be the probability of 
any x value using the observation data, and 𝑥𝑥𝑠𝑠(𝑑𝑑)𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑑𝑑 is the bias-corrected value of 
the future value 𝑥𝑥𝑠𝑠(𝑑𝑑).  
Since some values of future scenarios may exceed the values of the corresponding variable 
in the hindcast simulation, a constant correction is applied by adopting the last quantile 
correction (Boe et al., 2007, Deque, 2007).  We applied the QDM method by adopting the 
relative change in quantiles between the historical and future periods as  





   and  𝑥𝑥𝑠𝑠(𝑐𝑐)𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑑𝑑 =  ∆𝑚𝑚(𝑐𝑐) ∗ 𝐹𝐹𝑜𝑜−1 �𝑃𝑃𝑠𝑠 �𝑥𝑥𝑠𝑠(𝑐𝑐)��   
  (9) 
A threshold value from the hindcast data was selected to correct the number of rainy days 
between the simulation and observation (Cannon et al., 2015). 
4.5.3 Execute hydrology and sediment transport modelling 
We modelled with the Soil and Water Assessment Tool (SWAT, Arnold et al., 
1998, Neitsch et al., 2011), the upland sediment connectivity and erosion model (Mahoney 
et al., 2018), and in-stream sediment transport model (Russo and Fox, 2012), and methods 
followed from our previous modelling setups and evaluation in the South Elkhorn 
Watershed (Russo and Fox, 2012, Ford and Fox, 2015, Al Aamery et al., 2016, 2018, 




SWAT was calibrated across the period 2006-2010 after considering a warm-up in 
2004-2005 and validated across the period 2011-2013 by assessing thirteen parameters 
detailed in the results.  Further, SWAT was validated across the period of 1983-1992.  
Calibration data was available at USGS 03289000  gaging station.  The SUFI2 algorithm 
through SWAT CUP was used to execute calibration, sensitivity, and uncertainty analyses 
(Abbaspour et al., 2007; Abbaspour 2008).  300 simulations were considered for each set 
of simulations, and the initial parameter ranges were adjusted several times before reaching 
to a relatively large number of accepted simulations to address the uncertainty space.   
SWAT results were used to simulate sediment transport with the upland and 
instream sediment transport models by Mahoney et al. (2018, 2019).  The upper land 
erosion model includes three stages including: Stage 1 when SWAT results of accumulated 
surface runoff and soil antecedent moisture condition (i.e., the daily curve number) are 
input to the sediment connectivity model; Stage 2 when the probability of sediment 
connectivity is calculated for each 1.5 m cell for each time step to predict the active 
sediment transport area for the watershed; and Stage 3 when sediment yield is calculated 
using the sediment transport functions for rill and gully erosion and the active contributing 
area of the time step (Mahoney et al., 2018).  The erosion rate applied was a function of 
the erodibility coefficient, critical shearing stress, and effective shearing stress estimated 
using the fluid momentum equation considering one-dimensional uniform flow of surface 
runoff (e.g., Chang, 1988, Munson et al., 2016, Mahoney et al., 2018); and the Darcy-
Weisbach's approach was used to approximate the runoff depth causing erosion (e.g., Jain, 
2001).   
The upland erosion model simulates the delivery of sediment from the hillslopes to the 
stream network of the watershed.   
When calculating upland sediment connectivity, we found a computational 
constraint when extending the probability estimates for each 1.5 m cell of the 62 km2 
watershed to over a million days needed for GCM ensemble modelling of hydrology.  To 
overcame this constraint, an artificial neural network, ANN, model was used to estimate 
the number of connected cells as a function of overland surface flow depth and the daily 
curve number.  We used the multilayer perceptron structure through the SPSS software 




one output layer for the response; the hyperbolic tangent function was used for input and 
output layers; and we randomly generated portioning swinging around 70% for training, 
10% for testing, and 20% for validating the model. 
The sediment transport in the stream corridor was modeled using the numerical 
modeling developed by Russo and Fox (2012) and improved upon by Ford and Fox (2015) 
and Mahoney et al. (2019).  The inputs to the instream sediment transport model are the 
flow variables, the physical characteristics of the stream channel, and the upland sediment 
simulated by the upland sediment connectivity model. The volumetric flow rate is 
calculated by SWAT, and the stream channel characteristics are mentioned in Mahoney et 
al. (2019). The model considers the budget of sediment storage in the streambed and in the 
surficial fine grained lamina (SFGL) layer. The model also considers the simulation of 
sediment transport, deposition, erosion, and exchange factor in the stream for all suspended 
sediment (see section 4.2 in Mahoney et al., 2019).  The erosion and deposition are 
considered mutually exclusive in a single time step, however an equilibrium exchange 
factor is included to account for additional erosion and deposition of bed and water column 
sediment.  Sediment model calibration and validation was carried out using sediment data 
collected with Teledyne ISCO automated pump samplers at two locations in the watershed 
to collect storm event measurements when sediment transport occur (Mahoney et al., 
2019).    
4.5.4 Test how hydrologic inputs from climate change impact sediment transport   
 We tested how hydrologic inputs from climate change simulation, including 
precipitation, temperature, relative humidity, solar radiation and wind speed, impact 
sediment transport variables and streamflow by constructing different combinations of 
input variables and comparing their results.  We used the best performing GCM ensemble, 
bias correction method and hydrologic parameters when assessing how the hydrologic 
inputs may control sediment forecasts.  Precipitation and temperature results were available 
for all GCM realizations.  The change in relative humidity, solar radiation, and wind speed 
due to climate change was input following the results of Al Aamery et al. (2018), which 
was developed following the method of others (McVicar et al., 2012, Wild, 2009, Willett 




Combination #1 includes climate change from hindcast to forecast pairs for all hydrologic 
inputs; Combination #2 includes only precipitation and temperature and keeps other inputs 
constant from hindcast to forecast pairs; and Combinations #3, 4, 5, 6 and 7 isolates 
changes of one hydrologic input only to see their relative impact on the response variables. 
4.5.5 Quantify the variance structure for sediment transport: 
We quantify the variance structure for sediment transport by quantifying 
uncertainty of forecasts from GCM realization (within ensembles), GCM ensembles 
(between ensembles), hydrologic inputs, and hydrologic model parameterization.  Within 
and between ensemble uncertainty was calculated following the previously mentioned 
designs; hydrologic input uncertainty was calculated following the previously mentioned 
combinations; and hydrologic model parameterization uncertainty was assessed by using a 
set of accepted parameter spaces following the hydrologic model evaluation procedure. 
4.5.6 Forecast of sediment transport for the lowland watershed 
 Our best forecast of sediment transport was produced for the lowland watershed to 
provide discussion of how sediment transport may change in a future climate.  To do so, 
we carried forward the best performing ensemble design, best performing bias correction 
method, and best performing water and sediment modelling parameter set.   
 
4.6. Results and Discussion 
4.6.1 Select ensembles of GCMs   
Results of the model selection method provided three GCM ensemble designs with 
different sets of GCMs across statistical downscaling and dynamic downscaling projects 
(see Table 4.1 and Figure 4.5; and Tables A, B, C and D and Figures A and B in 
supplementary material, also shown in Appendix B). Design #2 showed the best choice for 
a GCM ensemble due to its highest value of the maximum entropy measure while still 
considering model representativeness, historical performance, independency and 




Results shown in Table 4.1 tend to marginalize the importance of balancing GCM 
ensembles with equal representation of statistical and dynamic downscaling.  Design #1 
clustered GCMs so half of the realizations would be associated with statistical downscaling 
and half the realizations would be associated with dynamic downscaling, and the design 
resulted in the lowest maximum entropy measure.  Researchers have suggested the 
importance of including GCMs downscaled with both statistical and dynamic approaches, 
however the ensemble design results for Design #1 somewhat marginalize this idea.  The 
best performing ensemble had only 4 dynamic downscaled GCMs out of 15 total GCMs; 
and the second best performing ensemble had only 1 dynamic downscaled GCM out of 15 
total GCMs.   
 Results shown in Table 4.1 also tend to marginalize the importance of balancing 
GCM ensembles across project type.  None of the results from the design selection method 
showed a balance of projects.  For example, the results of Design #3 that considered 
representativeness and historical performance showed 11 GCMs from CMIP5, 3 GCMs 
from CMIP3 with only one GCM from NARCCAP and none from CORDEX.  The 
ensemble design results highlight the potential for model dependency across projects and 
the importance for carrying out careful design selection procedures. 
4.6.2 Perform bias correction  
Model evaluation of the bias correction approaches showed that one approach, i.e., 
QDM, QM or SDM, did dominate as best performing and each method show the best 
results for some GCM realizations.  However, after further inspection of the results, we 
chose the QDM approach as the most appropriate choice for this study for the following 
reasons.  First, the QDM showed the best performance in the extreme bias correction 
environment, and we considered the extremes of precipitation to have high potential to 
impact the analysis of sediment transport. Second, the SDM approach required a 
representative probability distribution function to fit the data due to its parametric nature, 
and for some realizations, the fitting procedure did not succeed even with testing many 
different probability density functions.  For this reason, the application of the QDM 
approach was more practical.  Third, the QDM still showed good performance in the mean 




As further discussion, inspection of results indicated for some GCM realizations 
the SDM and QM methods poorly simulated the differences in extremes between the 
hindcast and forecast periods (see Table 4.2). As mentioned, the Gamma distribution failed 
to represent some data sets, e.g., MIROC3-2-MEDRES1 model of CMIP3 project for A1B 
scenario.  Further investigation of error propagation for this realization showed there was 
a 50% increase in the maximum value of precipitation when comparing the hindcast and 
the raw forecast data, while SDM showed about a 5% decrease, and QM shows a 9% 
decrease.  As another example, we further inspected extreme applied the three methods to 
the GFDL model of CMIP3 project A1B scenario for precipitation.  The Gamma 
distribution succeeded in representing the modeled data in this particular realization, but 
QDM out-performed the SDM and QM methods.  Forecast and hindcast model results 
showed 38% of maximum increase.  SDM, QM, and QDM changes of 2%, -9%, and 38%, 
respectively.  Even when successful in fitting the Gamma distribution to this specific 
modelling results, the parametric approach showed poor performance at its limits.  Recent 
results have suggested the superiority of the SDM approach, however, as with any 
parametric method the prediction is contingent on the ability to fit the data to a known 
distribution across its means and extremes. 
 
4.6.3 Execute hydrology and sediment transport modelling 
Hydrologic and sediment model performance was found adequate for the analyses.  
SWAT succeeded in simulating the hydrologic condition of the Upper South Elkhorn 
watershed (see Table 4.3).  All statistical matrices considered in the streamflow comparison 
have provided acceptable values according to Moriasi et al. (2007), for a daily time-step 
model. The acceptable values of the matrices include the calibration period 2006-2010 and 
the two validation periods 2011-2013 and 1983-1992.  Our results agree with past studies 
that have proven the ability of SWAT to simulate the hydrologic conditions for this region 
(e.g., Palanisamy and Workman, 2015, Al Aamery et al., 2016, Al Aamery et al., 2018, 
Mahoney et al., 2018). After three executions of the SUFI2 algorithm through SWAT CUP, 
each with 300 simulations, we reached the acceptable range shown in Table 4.4 for each 




we accept as a reasonable solution space for the hydrological model parameterizations.  
Considering maximum and minimum values for each parameter in the acceptable 
parameter ranges produces 25 sets of parameters that all have acceptable evaluation. The 
sensitivity analysis shows that five of the thirteen parameters were sensitive to the objective 
function (R2) computations. The sensitive parameters are, according to their importance, 
channel manning roughness (CH-CN2), groundwater delay time (GW-DELAY, plant 
available water content (SOL-AWC), SCS curve number for moisture condition II (CN2), 
and surface runoff lag coefficient (SURLAG). The sensitivity of the CN2 is playing a 
crucial rule in impacting the number of connected cells in the sediment connectivity model.  
The ANN reflected well the upland connectivity component.  Table 4.5 shows the ANN 
performance for the number of connected cells for each bin for the period 2006-2010. 
Training, testing, and validating portions of the data have all shown a roughly equal and 
minimum error of less than 5%, which reflects the strong performance for this task (IBM, 
2012). The results also showed the daily surface flowrate has a significantly larger weight 
than the daily curve number when approximating connected cells in this basin.  The success 
of in-stream sediment transport model was also adequate and consistent with the results of 
Mahoney et al. (2019). 
 
4.6.4 Test how hydrologic inputs from climate change impact sediment transport    
Results of testing hydrologic inputs from climate change showed the importance of 
including most of the variables (see Table 4.6).  For the analyses, we only included the best 
performing ensemble selection (i.e., Design #2) and best performing bias correction 
method (i.e., QDM).   
The seven combinations show the importance of assessing the climate change 
impact on precipitation, temperature, relative humidity and wind speed on streamflow and 
sediment transport fluxes when using GCM forecasting (Table 4.6).  The influence of solar 
radiation changes was very small (i.e., less than 1% impact on changing the responses).  
The result is particularly noteworthy when comparing Combination #1, when all 
hydrologic variables are changed, versus Combination #2, when only precipitation and 




Combination #1 and #2; and mean changes in forecasted sediment discharge are 13.6% 
and 8.8% for Combination #1 and #2.   Other sediment transport fluxes show similar 
differences between the two combinations.  Many hydrologic forecasting studies only 
include precipitation and temperature changes when propagating GCM results through 
hydrologic models, and the results here highlight the importance of considering all 
hydrologic variables expected to be impacted by climate change.    
The influence of any one hydrologic variable is also shown in Table 4.6, and the 
offsetting behavior of the variables is shown.  GCM forecasted changes in precipitation, 
relative humidity, solar radiation and wind speed cause increases in streamflow and 
sediment transport fluxes for this study system, while forecasted temperature changes 
cause decrease in the variables.  Despite the individual impact of some variables being 
small, the combined impact of the change in relative humidity, solar radiation, and wind 
speed on the watershed hydrology and sedimentation should be considered and shifts water 
and sediment flux by 7% and 6%, respectively.   
 
4.6.5 Quantify the variance structure for sediment transport 
 The variance of forecasted streamflow and sediment transport are somewhat 
impacted by all uncertainty sources considered (Table 4.7).  GCM realization and 
hydrologic inputs dominate streamflow variance and GCM realization, hydrologic inputs 
and hydrologic model parameterization dominate forecasted sediment yield variance.   
The influence of GCM realizations on forecasted sediment yield variance was not 
surprising.  Many previous studies showed GCM type and the emission scenario of the 
GCM are important sources of uncertainty when forecasting hydrology with GCMs 
(Brekke et al., 2013; Ahn et al., 2016, Al Aamery et al., 2016, Al Aamery et al., 2018, 
Hoan et al., 2018).  The reason is due to the parameterizations and internal structure of the 
different GCMs and the objective by which the emission scenarios are constructed (Brekke 
et al., 2013).  Uncertainty from the GCMs propagates through the streamflow model and 
then through the sediment transport model adding variance to the forecasted sediment 
yield.  Therefore, GCM choice and type is an important source of uncertainty for both 




Hydrologic inputs was an intermediate source of variance, and the influence of 
hydrologic inputs as a source of variance to forecasted sediment yield was somewhat 
surprising.  This is especially true considering the majority of previous studies in the peer 
reviewed literature consider the impact of only precipitation and temperature changes from 
GCMs.  The uncertainty in Table 4.7 reflects calculations from Table 4.6 results when 
considering precipitation and temperature changes only as compared to climate changes 
from precipitation, temperature, relative humidity, solar radiation, and wind speed; and we 
discussed these results in section 5.4.  For comparison, results show choice of the 
hydrologic inputs is an intermediate source of variance for both forecasted streamflow and 
sediment transport; and this variance source should be more closely considered in future 
work. 
Most surprising to our group was the influence of hydrologic model 
parameterization as a source of variance to forecasted sediment yield.  This uncertainty 
source produced a sediment yield ensemble uncertainty over two times greater than the 
uncertainty from GCM type and emission scenario.  This is notable considering hydrologic 
model parameterization was the smallest source of uncertainty for streamflow.  Further, 
the high uncertainty for sediment transport was found for all sediment fluxes considered in 
modelling (see Figure 4.6), including forecasted upland erosion flux, bed and bank erosion 
flux, deposition, sediment exchange as well as sediment yield.  We investigated further the 
watershed modelling variance from the ensemble of hydrologic model parameterizations 
by inspecting variation across the ensemble at sub-catchment fluxes and stream reach 
fluxes at single time steps.  We found the greatest amount of flux variation from realization-
to-realization occurring at the linkage between the SWAT output and the upland sediment 
connectivity model for landscape erosion.  At this linkage, variance propagated from 
SWAT could adjust the active areas in which sediment pathways are connected, leading to 
substantially increased or decreased upland erosion flux.  The potential of variance to 
propagate through the water component of a watershed hydrology model and increase the 
variance in sediment and solute fluxes is not a new idea (e.g., Moriasi et al., 2007).  
However, we found this result particularly surprising given hydrologic model 
parameterization was somewhat marginalized in some previous studies (Niraula et al., 




hydrologic model provided similar forecasts of the change in water flux when considering 
forecast and hindcast periods.  Al Aamery et al. (2018) showed hydrologic model 
parameterization was a small source of variance to both mean streamflow forecasts and 
extreme streamflow forecasts in their study.  Hydrologic model parameterization as a 
relatively small source of variance for forecasted streamflow is found here as well.  
Nevertheless, in the case of forecasted sediment yield, variance propagations results in the 
largest variance source arising from hydrologic parameterization.  The results emphasize 
hydrology researchers focused on forecasting sediment transport may need to give as much 
consideration to their water-sediment linkages as climate-water linkages represented in 
their models. 
Variance introduced across the three different GCM ensembles was a relatively 
small source of variance impacting forecasted streamflow or sediment yield (see Table 
4.7), and to this point we highlight that all three model selection methods were quantitative 
in their designs.  We find the choice of quantitative model selection criteria shows some 
convergence of forecasted change in precipitation, streamflow and sediment fluxes.  
Precipitation increases for forecasts relative to current conditions were 6%, 7% and 10% 
increases for model selection Design #1, #2 and #3, respectively (see Table 4.8).  
Forecasted streamflow increases were 21%, 20% and 28% increases relative to current 
conditions for model selection Design #1, #2 and #3.  Forecasted sediment yield increases 
were 9%, 14% and 14% increases for Design #1, #2 and #3, respectively.  These differences 
between designs are non-zero but are small relative to differences between some individual 
realizations.  At the same time, we point out the model selection design methods were 
quantitative and considered each GCMs representativeness, historical performance and 
independency, albeit Design #3 did not consider independency.  The results suggest a 
quantitative effort by the researcher towards a model selection design considering 
representativeness, historical performance and independency will lead to a robust ensemble 
for hydrologic modelling.  Qualitative model selection procedures are beginning to become 
more common in the hydrology applications of GCM results, and our work supports this 





4.6.6 Forecast of sediment transport for the lowland watershed 
 The forecast of sediment transport via GCMs for the lowland watershed studied in 
general predict increases in sediment fluxes based on ensemble averaging (see Figure 4.7).  
The annual sediment flux increases are in agreement with annual increases in streamflow.  
Forecasted streamflow and sediment yield are predicted to increase by approximately 19% 
and 14%, respectively, on annual average (see Table 4.8 Design #2 and Figure 4.7).  We 
qualify the ensemble averages and uncertainty in Table 4.8 Design #2 were forecast 
considering the best performing models in evaluation, including, model selection Design 
#2, QDM bias correction method, and the hydrologic model simulation with the best 
evaluation metrics.  Forecast monthly changes created from ensemble averaging also show 
similar correlation (see Figure 4.8).  Forecast precipitation, streamflow and sediment yield 
all show increases in similar months of the year.  Regarding intermediate sediment fluxes, 
the forecasted 17% increase in upland soil erosion flux is closest to the forecasted 14% 
increase in sediment yield (see Table 4.8 and Figure 4.7) while sediment deposition and 
exchange show increases as well, although smaller than sediment flux, with mean increases 
of 7% and 5%.   
The behavior of sediment transport at the watershed scale during climate change 
forecasting reflects the shear, transport or source limitations of the landscape and stream 
channel.  When considering multi-year simulations, the dominant source of sediment to the 
watershed outlet is upland surface erosion for the South Elkhorn Creek Watershed 
occurring in rills and gullies (Mahoney et al., 2018, 2019).  For this reason, the watershed 
behavior becomes shear-limited in multi-year simulations.  This is true for the nearly two 
decade hindcast and two decade forecast periods.  Forecasted increases in water flux across 
the uplands produces increases in rill depth and gully depth across the channels of the 
uplands; and increased rill and gully depth increase excess shear and result in greater 
upland erosion flux.  We further investigated intermediate upland fluxes for our ensemble 
Design #2, and we found annual increases of upland runoff depth equal to 16.7%(±15.3%).  
This approximately 17% average increase in runoff corresponds well with the 17% increase 
in upland sediment flux and 14% increase in sediment load at the watershed outlet. 
In the South Elkhorn Creek, dampening of the upland sediment flux as a function 




sediment transport limitations of the system.  The lack of substantial differences between 
the upland erosion flux and sediment yield at the outlet is attributed to the stream being 
transport-limited (Russo and Fox, 2012).  The sediment transport carrying capacity of the 
flow is most often reflected with streampower, or some associated derivative thereof, and 
streampower is linearly related to water discharge (Tc ∝ Q, where Tc is transport capacity 
as streampower, Bagnold, 1966).  Therefore, for the multi-year results the increased 
sediment transport capacity is able to eventually transport the increased sediment loading 
from the uplands out of the watershed.  This is not necessarily true for individual storm 
events; and this result is reflected in the increased deposition and bed-water sediment 
exchange fluxes (see Figure 4.7).  The stream can become transport-limited during high 
rainfall events due to its low stream gradient, and relatively high upland sediment loading 
can deposit to the bed during these times (Russo and Fox, 2012).  The deposits are not 
expected to decrease multi-year sediment yields estimates because our previous field and 
modelling results of this system suggest streamflow from moderate rainfall events is 
sediment starved and erodes the temporary in-stream deposits (Russo and Fox, 2012, 
Mahoney et al., 2019). 
We qualify the source-limits of the South Elkhorn Creek were assumed stationary 
for our present conditions and forecasts.  It is possible land use conversion (i.e., increased 
area of impervious surfaces) could shift source-limits from now to the future period.  
However, dynamic land cover was not considered in this study and landscape source limits 
for each 1.5 m upland cell and stream source limits for extent of exposed bedrock stream 
were static following the estimates in Mahoney et al. (2019). 
Shear, transport or source limitations of the landscape and stream channel and their 
influence on climate change forecasting of sediment transport were not extensively studied 
in previous journal articles, so we are not able to provide extensive comparison.  For 
previous studies, we in general a dampening of forecasted changes in sediment transport 
variables relative to streamflow changes.  For example, studies show forecasted percent 
increases in streamflow are matched with much small percent increases in sediment 
variables, or even zero change or negative changes in sediment variables (Johnson et al., 
2015, Nerantzaki et al., 2015, Wagena et al., 2016).  Direct comparison with our sediment 




changes.  Nevertheless, dampened sediment transport changes relative to increased 
streamflow may reflect a shear-limited condition for the river network.  Invoking 
continuity, roughness formula and momentum produces a low order dependence of fluid 
shear stress on streamflow (i.e., τf  ∝ Qc, where τf is the fluid shear stress for a wide channel 
and c is 0.6 and 0.67 for Manning’s and Darch-Weisbach roughness formula, respectively).  
The low order dependence dampens sediment transport as a function of streamflow for the 
shear-limited case.  Future research might further investigate climate change forecasts of 
sediment transport as a function of the shear, transport or source limitations of the 
landscape and stream channel.   
 
4.7. Conclusion 
The conclusion of this paper is as follows: 
1. Model evaluation results show the GCM model selection procedure based on model 
representativeness, historical performance, independency and lack of additional 
clustering for the downscaling approach provided the best ensemble design.  Model 
evaluation of bias correction approaches showed quantile delta mapping 
outperformed scaled distribution mapping and quantile mapping in this study.  
Hydrologic and sediment model performance was found adequate for the analyses.   
2. Results of testing hydrologic inputs from climate change on sediment transport and 
streamflow showed the importance of including forecasted changes in precipitation, 
temperature, relative humidity and wind speed.  The hydrologic inputs had an 
offsetting effect; and considering changes in precipitation and temperature alone 
under-predicts streamflow and sediment transport by 49% and 35%, respectively, 
relative to including all inputs.  The result is noteworthy given many published 
studies only consider changes in precipitation and temperature when forecasting 
hydrologic variables. 
3. The variance of forecasted sediment transport variables as well as streamflow were 
somewhat impacted by all uncertainty sources considered, including, GCM 
realization, hydrologic inputs, hydrologic model parameterization, and GCM 




4. Contrary to past research forecasting hydrology with GCMs, hydrologic model 
parameterization was the greatest source of variance impacting forecasted sediment 
transport variables.  Variance decomposition of forecast streamflow in past 
research and this paper marginalizes the importance of hydrologic model 
parameterization, relative to other variance sources (e.g., GCM type).  Forecast of 
sediment transport responses shows propagation of uncertainty from hydrologic 
model parameterization was the over two times greater than the uncertainty from 
GCM type and emission scenario.  The results emphasize hydrology researchers 
focused on forecasting sediment transport with GCMs may need to give as much, 
or more, consideration to their water-sediment linkages as climate-water linkages 
represented in their forecast models. 
5. Variance introduced across the three different GCM ensembles was a relatively 
small source of variance impacting forecasted streamflow or sediment yield.  The 
results suggest a quantitative effort by the researcher towards a model selection 
design considering representativeness, historical performance and independency 
will lead to a robust ensemble for hydrologic modelling.  Qualitative model 
selection procedures are beginning to become more common in the hydrology 
applications of GCM results, and our work supports this effort to arrive at a more 
robust solution space. 
6. For this study, ensemble average forecasts of streamflow and sediment yield are 
predicted to increase by approximately 19% and 14%, respectively.  The behavior 
of sediment transport at the watershed scale during climate change forecasts reflects 
the shear-limited landscape of the watershed and the transport-limited conditions 
in the stream channel.  These behaviors result in a one-to-one dependence for the 
landscape and stream including: change in upland erosion as a function of runoff 
depth increase; and change in in-stream sediment transport as a function of 
streampower.  Future research might further investigate climate change forecasts 
of sediment transport as a function of the shear, transport or source limitations of 
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4.10 Tables and Figures 


















































1 Representativeness Yes 7 1 1 7 16 21.6(84.7) 
 Historical Performance        
 Independency        
2 Representativeness No 7 4 2 2 15 72(95.1) 
 Historical Performance        
 Independency        
3 Representativeness No 3 11 1 0 15 41.4(95.1) 























Table 4. 2. Performance results for applying three different bias correction methods 
including QDM, QM, and SDM.    
Project Model  Scenario QDM  QM SDM 
   (Absolute difference)* 
CMIP3 GFDL A1B 0.00 47.66 36.65 
   B1 11.28 8.03 11.22 
 CCSM3 A1B 0.00 34.22 7.92 
   A2 0.00 19.55 6.12 
 HadCM3 A1B 0.00 3.56 0.97 
   A2 0.53 2.61 0.47 
 MIROC3_2_MEDRES.1 A1B 0.00 59.58 55.73 
CMIP5 GFDL RCP26 0.00 10.59 2.33 
   RCP85 0.00 18.43 1.86 
 GFDL-ESM2G.1 RCP26 10.59 5.56 15.67 
  RCP45 1.26 13.55 0.21 
NARCCAP CCSM-WRFG A2 0.00 33.60 24.80 
 HadCM3-HRM3 A2 0.00 38.47 15.71 
CORDEX CanESM2-CRCM5 OUR RCP85 0.00 0.25 2.48 
 EC Earth-rca4 RCP45 2.11 4.88 1.41 
   (Absolute difference)+   
CMIP3 GFDL A1B 0.07 0.10 0.02 
   B1 0.05 0.07 0.03 
 CCSM3 A1B 0.01 0.14 0.07 
   A2 0.02 0.13 0.07 
 HadCM3 A1B 0.02 0.12 0.08 
   A2 0.01 0.12 0.08 
 MIROC3_2_MEDRES.1 A1B 0.05 0.03 0.00 
CMIP5 GFDL RCP26 0.04 0.11 0.02 
   RCP85 0.04 0.14 0.03 
 GFDL-ESM2G.1 RCP26 0.04 0.07 0.02 
  RCP45 0.04 0.08 0.04 
NARCCAP CCSM-WRFG A2 0.00 0.02 0.01 
 HadCM3-HRM3 A2 0.03 0.06 0.01 
CORDEX CanESM2-CRCM5 OUR RCP85 0.02 0.00 0.00 
 EC Earth-rca4 RCP45 0.02 0.02 0.00 
*We first measure the raw change by calculating the % change between the maximum forecast and the maximum hindcast. Then we measure the % change 
between the bias corrected forecast and the observation. After that we calculated the absolute difference between the two % changes. +We first divided the 
mean of the forecasted vector by the mean of the hindcast vector to measure the raw mean change. Then we calculated the method mean change by dividing 
the bias corrected future vector by the observation vector. Finally, we subtracted the two changes to have the number listed in the table. Shaded cells indicate 
















Table 4. 3. Results of SWAT evaluation 
Statistical 










03289000 0.61 0.76 0.6 
RSR  0.66 0.56 0.7 
PBIAS%  18.43 5.5 23.1 























m   
GW_DELAY.g
w Value 3.55 1.05 33.48 0.00 2 
ALPHA_BF.gw Value 0.79 0.63 0.80 0.13 6 
GWQMN.gw Value 178.33 0.33 199.67 0.54 10 
GW_REVAP.g
w Value 0.04 0.02 0.05 0.18 9 
REVAPMN.gw Value 736.92 700.08 749.92 0.81 12 
_RCHRG_DP.g
w Value 0.09 0.00 0.10 0.16 8 
CH_N2.rte Value 0.04 0.03 0.06 0.00 1 
ESCO.hru Value 0.80 0.70 0.90 0.66 11 
EPCO.hru Value 0.93 0.90 1.00 0.95 13 
OV_N.hru Ratio 0.02 -0.05 0.05 0.16 7 
SURLAG.bsn Value 1.41 1.00 1.50 0.01 5 
SOL_AWC.sol Ratio -0.41 -0.50 -0.40 0.00 3 
CN2.mgt Ratio 0.12 0.10 0.30 0.00 4 




































































































































Table 4. 6. Results of meteorological sensitivity on streamflow and sediment fluxes 
Meteorological 
Variable Scenario 










mean (%) ΔQ mean (%) 
%Δ (upland 
erosion) (±std) 










1 7.42(26.85) 2.58(1.78) 0.5 -15 -17 18.98(20.85) 16.76(16.21) 0.79(16.65) 6.57(13.11) 5.43(11.5) 13.63(14.76) 
2 7.42(26.85) 2.58(1.78) 0 0 0 9.55(18.97) 11.96(16.24) (-11.63)(16.37) 4.33(13.27) 1.23(11.24) 8.79(14.71) 
3 7.42(26.85) 0 0 0 0 17.25(19.44) 15.99(30.82) (-2.14)(15.5) 4.39(25.47) 2.39(21.21) 12.7(26.17) 
4 0 2.58(1.78) 0 0 0 (-8.19)(2.09) (-6.03)(4.18) (-16.5)(5.25) (-2.47)(4.06) (-4)(2.68) (-6.08)(3.46) 
5 0 0 0.5 0 0 0.29 0.74 -0.15 1.22 1.20 0.59 
6 0 0 0 -15 0 4.22 4.16 3.82 3.24 3.32 3.80 









Table 4. 7. Results of uncertainty from different sources  
Sources Streamflow (Q) Δ change (%) Sediment Yield (Qss) Δ change (%) 
Climate ensemble variance (in between ensembles) ±4.96 ±2.54 
Climate model variance (with in ensemble) ±20.85 ±14.76 
Hydrologic inputs variance ±12.42 ±9.14 











Table 4. 8. Results by model selection subset design 
Model 
selection 




























1 6.07(27.95) 2.78(4.59) 0.5 -15 -17 20.69(19.59) 13.62(13.79) 26.42(41.07) 45.87(94.1) 12.04(14.56) (-1.82)(13.74 3.24(11.99) 2.02(9.94) 9.41(13.01) 
               
               
2 7.42(26.85) 2.58(1.78) 0.5 -15 -17 18.98(20.85) 14.6(17.76) 14.55(17.52) 18.03(20.21) 16.76(16.21) 0.79(16.65) 6.57(13.11) 5.43(11.5) 13.63(14.76) 
               
               





















































Inputs Model Outputs 
GCMs 
Statistical downscaling Dynamical Downscaling 
Different Schemes 
Bias Correction Methodology 
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Future Emission Scenario 
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Hydrologic model structure 
Q
F
 Q  QF-H 
Average Annual Flows 
Parameterization 
Analysis of Extremes 
Hydrological Model 
Streamflow Response Variable 
Q of interest 
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Sediment Transport Results 
Q streamflow 
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Extract all available GCM data from CMIP3, 
CMIP5, NARCCAP, and NA-CORDEX projects 
Perform bias correction method  
Select ensembles of GCMs based on precipitation 
comparison and ensemble balancing  
Ensemble of realizations is carried 
forward for remainder of analysis 
Calculate ensemble 
averaging for Pr and T 
Pr and T average and 
standard deviation 
Execute SWAT for realizations  
Calculate ensemble 
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Figure 4. 6.  Results of hydrologic model parameterization sensitivity to the sediment 




















































Figure 4. 7. Results of the change in streamflow and sediment processes when considering 


















































Figure 4. 8. Results of ensemble average monthly precipitation, temperature, streamflow 








































































Average % change in streamflow using enseble design two with 
+0.5%  change in  Relative humidity, -15% change in Solare 
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Average % change in Qss using ensemble desing two with +0.5%  
change in  Relative humidity, -15% change in Solare radiatoin, 





CHAPTER 5: CLIMATE CHANGE IMPACT ON PATHWAYS CONNECTIVITY 
IN A FLUVIOKARST SYSTEM 
(Paper in Revision) Al Aamery et al., 2020. Numerical model for fluviokarst explains pathway connectivity 
and hydrograph separation.  Journal of Hydrology, In revision.   
 
5.1 Abstract 
The change in meteorological variables triggered by climate change has the 
potential to change flow pathways and flow quantity in fluviokarst system. Therefore, a 
numerical model was firstly developed and applied to gain understanding of connectivity 
between surface streams and karst aquifers in fluviokarst basins. Then, secondly, climate 
scenarios were employed into the model to understand the climate change impact in this 
system.  Fluviokarst has both karst and fluvial pathways controlling the water budget, and 
numerical modelling of fluviokarst, as well as climate change impact, is seldom reported.  
The numerical model presented here consists of surface stream subroutines to calculate 
routing and inputs to fluviokarst features; upper groundwater subroutines for solving 
epikarst, unsaturated zone and perched aquifer fluxes; and lower groundwater subroutines 
to solve fluxes and pressure heads for swallets, fractures and conduits. Model selection 
approach was adopted to select ensemble of climate scenarios. Results of model evaluation 
shows ability of the model to simulate stream flow and spring discharge.  Model evaluation 
disadvantages are computational costs and costs for input data.   
Results of modelling suggest swallet reversal and hillside springs contribute as 
much as 45% of water to surface streamflow.  This contribution is the same magnitude as 
surface runoff suggesting net swallet reversal can exceed swallet sink capacity, and 
fluviokarst researchers should not assume surface streams only carry runoff overflow.  
Results suggest the shape of the hydrographs, including recession curve inflections, reflects 
activation and deactivation of fluviokarst pathways that connect the surface stream with 
the subsurface.  These results contradict conventional interpretation in which inflections 
indicate shifts in the origin of water from aquifer zones with differing porosity, transfer 
and storage characteristics.  Care should be taken extending karst hydrograph concepts to 





Our results, show that an ensemble of 15 climate scenarios using global climate 
model results (inputs to our karst model) are suggesting increases in both streamflow and 
spring flow by 12% and 9%, respectively, as might be expected with precipitation 
increasing (7.2%), relative humidity increases (0.5%), wind speed decreases (-17%) and 
solar radiation decreases (-15%) for this region.  The results of swallet behavior connecting 
streams to subsurface is interesting and offering new knowledge for the literature. This 
behavior indicates that swallets act as a source that is more likely to increase during months 
when the precipitation is projected to increase. 
 
5.2 Introduction 
Twenty-five percent of the world population consumes water from karst aquifer 
from both groundwater and surface streamflow resources (Husic et al., 2017a). Studying 
climate change's impact on these resources is vital to provide insights for watersheds 
managers for better planning (IPCC 2013). Some watersheds, depending on their locations 
under the projected atmospheric circulation change, are projected to generate noticeable 
increase in surface runoff and instream flows (Al Aamery et al., 2018). The scientific 
literature shows a lack in our understanding the variance structure of forecasted water 
pathways using global climate ensembles in systems where fluvial and karst processes 
control the water budget. A significant change in seasonal spring flow, surface streamflow, 
groundwater levels, and pathways triggers could be imminent due to the impact of future 
variability. 
Many hydrologic pathways are possible in epigenetic fluviokarst basins because 
both fluvial and karst processes exist.  Hydrologic pathways may be controlled by fluvial 
processes such as surface runoff and streamflow, karst processes such as fracture flow and 
underground runoff through caves, or hydrologic connectivity of both fluvial and karst 
processes such as sinking streams that later resurface at overflow springs (see Figure 5.1).  
The concept of the many potential hydrologic pathways of fluviokarst has taken shape in 
recent years (Phillips and Walls, 2004; Hartmann et al., 2014; Husic et al., 2017a,b), 
however the complexity of pathways and their uncertain connectivity adds difficulty to 





model for fluviokarst and carry out simulations to help fill the knowledge gaps in the 
fluviokarst literature. 
Connectivity of fluvial and karst pathways across different hydrologic conditions 
remains one knowledge gap for fluviokarst.  For example, during some storm events 
streamflow can transfer runoff via surface streams out of a basin similarly to non-karst 
basins while at other times landscape sinkholes and sinking streams can pirate fluvial 
pathways to subsurface karst aquifers.  Connectivity of soil water to springs and streams 
likely varies as the ratio of high porosity epikarst and fracture networks to lower porosity 
rock matrix controlling the systems (Matthai and Belayneh, 2004), and an understanding 
of the role of the ratio is needed for fluviokarst.  Karst-to-fluvial connectivity can occur 
when swallets reverse flow from the subsurface to surface streams as well as fracture 
network overflows (Chen and Goldscheider, 2014; Hensley et al., 2014), but studies of 
these processes for fluviokarst are few.   
The imprint of hydrologic pathways on fluviokarst hydrographs is a second 
knowledge gap.  The contribution of pathways to the hydrograph and impact on hydrograph 
peaks and recession curves was studied for karst springs (Bicalho et al. 2017; Hosseini et 
al. 2017; Zhang et al. 2019), but extension of these concepts to fluviokarst basins is unclear.  
For example, hydrologists often separate karst hydrographs into quick-, intermediate- and 
slow-flow pathways and associate the components with conduit, fracture and rock matrix 
porosity (Baedke and Krothe 2001; Kovács and Perrochet 2008; Fiorillo 2011).  Recent 
studies have shown this triunal classification does not explain spring solute concentrations 
in fluviokarst (Husic et al. 2019b).  It is possible that traditional hydrograph separation 
methods are overdetermined for the suite of pathways present in mature fluviokarst 
systems.   
We help fill the knowledge gaps for fluviokarst pathways using numerical 
modelling.  Numerical modelling of karst basins receives some criticism because models 
can easily become data-starved, over-parameterized, or contain deficiencies in model 
structure (e.g., Hartmann et al. 2014; Chang et al. 2019).  Nevertheless, numerical 
modelling results can be useful and defendable when the model is appropriately scaled, 
represents known morphology and processes in the basin, has a wide variety of data, and 





remedy potential karst modelling pitfalls, it is helpful to study watersheds with extensive 
datasets when karst models with increased complexity are used to address knowledge gaps 
of processes.   
We develop a numerical model for mature fluviokarst that simulates connectivity 
between surface streams and karst groundwater pathways.  Characteristics of our numerical 
modeling that are less widely reported in the literature include: the numerical treatment of 
swallets located in the stream corridor and the numerous conditions for which they can 
exist (i.e., filling, overtopping swallets, emptying); a combined-discrete continuum that 
discretizes surface stream flows and subsurface cave flows and uses subsurface continuum 
for fracture networks, vadose zone, epikarst, and perched aquifers; and coupling the 
timescales of water transported through the different components.  Individual sub-routines 
of our numerical model were developed by adopting advances by others in the topics of 
stream routing, epikarst flows, vadose zone transport, fracture flow and conduit flow 
(Zimmerman and Yeo, 2000; Jain, 2001; Niswonger et al. 2006; Tritz et al., 2011; Rooij et 
al., 2013; Chen and Goldscheilder, 2014).  
To study climate change effect on the hydrology cycle, hydrologists are usually 
employing a number of the available climate scenarios generated from wide spectrum of 
GCMs, downscaling methods, and emission scenarios. Despite the abundance of these 
climate scenarios, hydrological studies are typically using only several scenarios probably 
due to the associated difficulty or the limited availability of the required resources. In 
addition to not being covering possible future uncertainty, the chosen set of scenarios could 
be dependent, poorly performing historical conditions, or not sensitive to the hydrological 
variables under consideration.  On the other hand, in some situations, it is considered 
unrealistic to adopt all the space of future simulation calculated by climate scenarios to 
study specific hydrological variable. The original set, also, could have a bias toward a 
specific group of scenarios if they are dependent. To overcome these problems, model 
selection methodology is proposed by the literature (Feenstra et al., 1998, Salathe et al., 
2007).  Model selection approach alleviates the problems of uncertainty in the prediction 
and the limitation of computing power required to simulate the flow in this system. 
Our objectives were to: (1) develop, apply and evaluate a numerical model for 





across different hydrologic conditions, (3) use the model results to discuss water pathways 
impact on spring and surface stream hydrographs, and (4) use the model structure to predict 
the change in the flow and its connectivity due to climate change.  
5.3 Model formulation 
The fluviokarst model includes three parts, including an upper groundwater model, 
a surface stream model, and a lower groundwater model, to simulate the components shown 
in Figure 5.2.  The model formulation assumes external inputs to the model, either from 
measurements or independent models, including fluxes for soil water percolation to the 
epikarst, runoff and lateral flow to the surface stream network, and runoff and lateral flow 
entering land surface sinkholes.   
5.3.1 Upper Groundwater Model  
The upper groundwater model simulates water storage and transfer for the epikarst, 
unsaturated rock matrix and saturated rock.  Epikarst continuity is 
𝑑𝑑𝑑𝑑𝑒𝑒𝑒𝑒
𝑑𝑑𝑡𝑡
= 𝑄𝑄𝐼𝐼𝐼𝐼𝐹𝐹 − 𝑄𝑄𝑠𝑠𝑠𝑠−𝑣𝑣 − 𝑄𝑄𝑠𝑠𝑠𝑠−𝑠𝑠 ,        (1) 
where 𝑉𝑉𝑠𝑠𝑠𝑠 is the volume of water stored in the epikarst; t is time; 𝑄𝑄𝐼𝐼𝐼𝐼𝐹𝐹  is soil water 
percolation input to the epikarst; 𝑄𝑄𝑠𝑠𝑠𝑠−𝑣𝑣 is water transfer out of the epikarst to the vadose 
rock zone; and 𝑄𝑄𝑠𝑠𝑠𝑠−𝑠𝑠  is water transfer out to the fracture network.  𝑄𝑄𝐼𝐼𝐼𝐼𝐹𝐹  is a model input, 
and 𝑄𝑄𝑠𝑠𝑠𝑠−𝑣𝑣 is solved for in the vadose zone routing. 𝑄𝑄𝑠𝑠𝑠𝑠−𝑠𝑠 is modelled using the formulation 
of Tritz et al. (2011) and occurs when an activation threshold height is exceeded as 
𝑞𝑞𝑠𝑠𝑠𝑠−𝑠𝑠 = ��ℎ𝑠𝑠𝑠𝑠 − ℎ𝑠𝑠𝑠𝑠 𝑡𝑡ℎ�𝑛𝑛𝑠𝑠𝑠𝑠�Δ𝑐𝑐−1 for ℎ𝑠𝑠𝑠𝑠 > ℎ𝑠𝑠𝑠𝑠 𝑡𝑡ℎ, else 𝑞𝑞𝑠𝑠𝑠𝑠−𝑠𝑠 = 0   (2)  
where ℎ𝑠𝑠𝑠𝑠 is the height of water stored in the epikarst; ℎ𝑠𝑠𝑠𝑠 𝑡𝑡ℎ is the threshold height when 
epikarst water will be routed to the fracture network; and 𝑛𝑛𝑠𝑠𝑠𝑠 is the epikarst porosity.  
Vadose rock matrix was represented as a variably saturated granular rock entering 
from the epikarst and exiting to saturated rock.  Multi-layered water content was 
formulated with Richard’s Equation assuming flow is gravity driven so the diffusive term 
can be removed (Simunek et al. 1998; Niswonger et al. 2006) and formulating hydraulic 















 ,         (4) 
where 𝜃𝜃 is the volumetric water content; 𝑧𝑧 is the vertical; 𝐾𝐾(𝜃𝜃) is the hydraulic 
conductivity; 𝐾𝐾𝑠𝑠 is the saturated hydraulic conductivity of the rock mass; 𝜃𝜃𝑠𝑠 and 𝜃𝜃𝑠𝑠 are is 
the residual and saturated volumetric water content of the rock mass; and 𝜖𝜖 is the Brooks-
Corey exponent.  The product of the groundwater cell area and the hydraulic conductivity 
solved for at the boundaries provides fluxes from the epikarst to the vadose zone and 
vadose zone to saturated matrix (i.e., 𝑄𝑄𝑠𝑠𝑠𝑠−𝑣𝑣 and 𝑄𝑄𝑣𝑣−𝑠𝑠𝑑𝑑).  
Saturated rock in the upper groundwater model is used to represent the presence of 
aquitards that produce perched water tables, and continuity for the saturated rock  
𝑑𝑑𝑑𝑑𝑒𝑒𝑝𝑝
𝑑𝑑𝑡𝑡
= 𝑄𝑄𝑣𝑣−𝑠𝑠𝑑𝑑 − 𝑄𝑄𝑠𝑠𝑑𝑑−𝑠𝑠 ,        (5) 
where 𝑉𝑉𝑠𝑠𝑑𝑑 is the volume of water stored in a perched aquifer; 𝑄𝑄𝑣𝑣−𝑠𝑠𝑑𝑑 is vadose zone input 
to the saturated layer; and 𝑄𝑄𝑠𝑠𝑑𝑑−𝑠𝑠  is the exchange flow between the saturated zone and 




  ,         (6) 
where 𝑑𝑑ℎ is the difference in elevation of the saturated rock head and fracture network 
head; 𝑑𝑑ℎ and 𝑞𝑞𝑠𝑠𝑑𝑑−𝑠𝑠  are negative when the fracture head is higher than the perched saturated 
rock; and 𝑑𝑑𝑥𝑥 is the flow path distance and is a function of spacing between fractures. 
5.3.2 Surface Stream Model  
The surface stream model was formulated to route water through the stream 
network and account for water exchange with the lower groundwater model via fluviokarst 
swallets located in the stream corridor (see Figure 5.1).  Stream reach continuity is 
𝑑𝑑𝑑𝑑𝑜𝑜𝑠𝑠𝑟𝑟
𝑑𝑑𝑡𝑡
= 𝑄𝑄𝑠𝑠𝑡𝑡𝑠𝑠−𝑠𝑠𝑠𝑠 + 𝑄𝑄𝑠𝑠𝑠𝑠𝑠𝑠 + 𝑄𝑄𝑡𝑡𝑠𝑠𝑖𝑖𝑜𝑜 + 𝑄𝑄𝑙𝑙𝑑𝑑𝑡𝑡 − 𝑄𝑄𝑆𝑆𝑔𝑔𝑑𝑑𝑙𝑙𝑙𝑙−𝑖𝑖𝑖𝑖 − 𝑄𝑄𝑠𝑠𝑡𝑡𝑠𝑠−𝑑𝑑𝑖𝑖    (7) 
where 𝑉𝑉𝑠𝑠𝑡𝑡𝑠𝑠 is the volume of water stored in a stream reach; 𝑄𝑄𝑠𝑠𝑡𝑡𝑠𝑠−𝑠𝑠𝑠𝑠 and 𝑄𝑄𝑠𝑠𝑡𝑡𝑠𝑠−𝑑𝑑𝑖𝑖 are water 
transferred in and out of the reach; 𝑄𝑄𝑠𝑠𝑠𝑠𝑠𝑠, 𝑄𝑄𝑡𝑡𝑠𝑠𝑖𝑖𝑜𝑜, and 𝑄𝑄𝑙𝑙𝑑𝑑𝑡𝑡 are lateral inputs to the stream 
from surface runoff, tributaries considered external to the network, and lateral soil flow, 
respectively.  𝑄𝑄𝑆𝑆𝑔𝑔𝑑𝑑𝑙𝑙𝑙𝑙−𝑖𝑖𝑖𝑖 is water transfer via the swallets formulated in the lower 
groundwater model, and the swallet flux is shown as a sink in Eqn (7) but can be a source 





formulated using Mannings’ equation and Jones’ formula to account for non-uniformity in 
the model (Chow, 1959; Jain, 2001).  𝑄𝑄𝑆𝑆𝑔𝑔𝑑𝑑𝑙𝑙𝑙𝑙−𝑖𝑖𝑖𝑖 is input from the lower groundwater model. 
5.3.3 Lower Groundwater Model  
The lower groundwater model simulates water storage and transfer for the fracture 
network, swallets, the conduit network, and the lower saturated matrix.  The fracture 
network was represented as plate-like void spaces in the rock, and continuity is 
𝑑𝑑𝑑𝑑𝑓𝑓
𝑑𝑑𝑡𝑡
= 𝑄𝑄𝑠𝑠𝑖𝑖𝑖𝑖𝑠𝑠 + 𝑄𝑄𝑠𝑠𝑠𝑠−𝑠𝑠 + 𝑄𝑄𝑠𝑠𝑑𝑑−𝑠𝑠 − 𝑄𝑄𝑠𝑠−𝑠𝑠 − 𝑄𝑄𝑠𝑠−𝑚𝑚 − 𝑄𝑄𝑜𝑜𝑣𝑣𝑠𝑠𝑠𝑠      (8) 
where 𝑉𝑉𝑠𝑠 is the volume of water stored in the fracture network; 𝑄𝑄𝑠𝑠𝑖𝑖𝑖𝑖𝑠𝑠 is water transfer 
entering the fractures via land surface sinkholes; 𝑄𝑄𝑠𝑠−𝑠𝑠 and 𝑄𝑄𝑠𝑠−𝑚𝑚 are transfers out of the 
fracture network to conduits and a lower saturated rock matrix, respectively, although both 
terms can be negative in Eqn (8) indicating sources rather than sinks; and 𝑄𝑄𝑜𝑜𝑣𝑣𝑠𝑠𝑠𝑠 is fracture 
network overflow manifested as seeps and hillside springs in karst terrain.  𝑄𝑄𝑠𝑠−𝑠𝑠 was 
formulated with the cubic law for fracture flow (Snow, 1969; Long et al., 1985; Bear et al., 






𝑁𝑁𝑏𝑏3,         (9) 
where  𝜌𝜌 is water density; 𝑔𝑔 is gravity; 𝜇𝜇 is viscosity; 𝑑𝑑ℎ
𝑑𝑑𝑥𝑥
 is the hydraulic gradient; and 
𝑁𝑁 𝑎𝑎𝑛𝑛𝑑𝑑 𝑏𝑏 are fracture density and aperture.  𝑄𝑄𝑠𝑠−𝑚𝑚 is formulated with Darcy’s law similarly 
to Eqn (6).  𝑄𝑄𝑜𝑜𝑣𝑣𝑠𝑠𝑠𝑠 is formulated for the condition when the hydraulic head of the fracture 
is greater than the epikarst threshold height, (ℎ𝑠𝑠 > ℎ𝑠𝑠𝑠𝑠 𝑡𝑡ℎ) because this indicates both the 
epikarst and fractures are full, as 
𝑞𝑞𝑜𝑜𝑣𝑣𝑠𝑠𝑠𝑠 = 𝑞𝑞𝑠𝑠𝑠𝑠−𝑠𝑠 + ��ℎ𝑠𝑠 − ℎ𝑠𝑠𝑠𝑠 𝑡𝑡ℎ�3𝑁𝑁𝑏𝑏�Δ𝑐𝑐−1 .      (10) 
 The fluviokarst swallets and phreatic conduits are represented using a network of 
subterranean pipes approach (Jeannin, 2001; Shoemaker et al., 2008; Rooji et al., 2013; 
Chen and Goldscheilder, 2014).  Swallets and conduits are formulated as equivalent-
diameter, tortuous cylindrical segments, and continuity is 
𝑑𝑑𝑑𝑑𝑜𝑜
𝑑𝑑𝑡𝑡
= 𝑄𝑄𝑆𝑆𝑔𝑔𝑑𝑑𝑙𝑙𝑙𝑙𝑠𝑠𝑡𝑡−𝑖𝑖𝑖𝑖 − 𝑞𝑞𝑠𝑠𝐴𝐴𝑠𝑠 and       (11) 
𝑑𝑑𝑑𝑑𝑠𝑠
𝑑𝑑𝑡𝑡





where 𝑉𝑉𝑠𝑠 and 𝑉𝑉𝑠𝑠 are the volume of water in the swallet and conduit segments; 𝑞𝑞𝑠𝑠 and 𝐴𝐴𝑠𝑠 are 
the swallet velocity and area; and 𝑄𝑄𝑠𝑠−𝑠𝑠𝑠𝑠 and 𝑄𝑄𝑠𝑠−𝑑𝑑𝑖𝑖 are the upstream and downstream 
fluxes to the conduit segment. 𝑄𝑄𝑆𝑆𝑔𝑔𝑑𝑑𝑙𝑙𝑙𝑙𝑠𝑠𝑡𝑡−𝑖𝑖𝑖𝑖 was previously defined and is exchange between 
the surface stream and the lower groundwater model.  𝑄𝑄𝑆𝑆𝑔𝑔𝑑𝑑𝑙𝑙𝑙𝑙𝑠𝑠𝑡𝑡−𝑖𝑖𝑖𝑖 is formulated with a weir 
equation (e.g., Gupta, 2016) when the swallet is not full.  When the swallet is full, the free 
surface of the stream is the swallet head, 𝑄𝑄𝑆𝑆𝑔𝑔𝑑𝑑𝑙𝑙𝑙𝑙𝑠𝑠𝑡𝑡−𝑖𝑖𝑖𝑖 = 𝑞𝑞𝑠𝑠𝐴𝐴𝑠𝑠, and is solved for as part of 
the lower groundwater model. In Eqn (12), 𝑄𝑄𝑚𝑚−𝑠𝑠 is exchange between the lower saturated 
matrix and conduit and is formulated with Darcy’s law similarly to Eqn (6).  The swallet-







 ,        (13) 
where ∆𝐸𝐸 is the energy difference across a swallet (s) or conduit (c); 𝑓𝑓 is the friction 
factor; 𝐷𝐷 and 𝑙𝑙 are diameter and length of the segment; and 𝜏𝜏 is tortuosity of the swallet or 
conduit. 
 The lower saturated matrix was formulated similarly as the upper matrix as 
variable-volume storage with a lower permeability than fractures and conduits (White, 
1999; Hartmann et al., 2013), and continuity is 
𝑑𝑑𝑑𝑑𝑚𝑚
𝑑𝑑𝑡𝑡
= 𝑄𝑄𝑣𝑣𝑑𝑑𝑑𝑑𝑜𝑜𝑠𝑠𝑠𝑠 − 𝑄𝑄𝑚𝑚−𝑠𝑠 ,        (14) 
where 𝑉𝑉𝑚𝑚 is the volume of water in the matrix. 
5.3.4 Numerical Formulation  
The numerical formulation uses a combined discrete-continuum approach.  The 
groundwater-surface water basin is divided to spatial cells.  Discrete components were used 
for modelling the surface streams network, swallets and conduits.  Continuum across each 
groundwater cell was used for the epikarst, fracture network, unsaturated matrix, and 
saturated matrix zones.  At each time step, the upper groundwater model, surface stream 
model, and lower groundwater model are solved following the method in Figure 5.3.  The 
upper groundwater model is solved for each groundwater cell considering input from soil 
percolation.  The model calculates the number of vadose layers in the vertical so the CFL 
condition will not be violated and solves the Richards’ equation through iteration for the 





groundwater model include exchanges for epikarst to fractures and saturated matrix to 
fractures, and these fluxes are inputs to the lower groundwater model during each time 
step.  The surface stream network is solved at each time step using flood wave routing 
considering non-uniform flow (Jain, 2001).  Transfer with the lower groundwater model is 
solved either using weir equations or solved in the lower groundwater model depending on 
whether the swallets are partially full or full, respectively. 
The lower groundwater model simultaneously solves a system of equations setup 
across all discretized groundwater cells for each time step with inputs from the stream 
model land upper groundwater model for each cell.  The system of equations includes an 
equivalent porous medium approach for the fracture network equations in each 
groundwater cell (Snow, 1969; Kresic, 2010), a similar continuum approach is used for the 
saturated matrix in each cell, and the discretized swallet and conduit nodal approach is 
solved across all groundwater cells.  Optimization solves the system for conduit, swallet, 
matrix and fracture fluxes, static pressure heads in the fractures, conduits and swallets 
without boundary conditions, and the potentiometric surface of the saturated matrix.  In 
some time steps, optimization is aided by boundary conditions for the swallets when they 
are full, conduits that daylight at springs, and a land surface elevation as a maximum 
fracture head when seeps and hillside springs occur.  The numerical formulation for the 
lower groundwater model was solved at each time step with optimization via the trust-
region with dogleg method with 1,000 numerical iterations (Dennis &Schnabel, 1996).  
The algorithm starts with initial guesses for unknowns to define a point in the spherical 
trust region that adjusts size at each iteration. The initial guesses at the first time step where 
set intuitively, then the results assisted in defining the initial guesses for successive time 
steps.  If the optimization failed in defining the solution at any time or spatial step, a new 
loop that considers a random percent from previous initial guesses was employed.  The 
new loop aims to assist the optimization in finding the solution by using different, but not 
too far away guesses, and then checks the two-norm of the optimized solution. The 
tolerance is set to 1x10-6 during optimization method and is set to one for the two-norm of 






5.4 Model Application 
5.4.1 Study Site  
The Cane Run Royal Spring fluviokarst basin in the inner bluegrass region of 
Kentucky USA was the study site for model application.   The study site was chosen 
because: the basin  classifies as  mature fluviokarst with many morphologic features of 
epigenetic karst shown in Figure 5.1 occurring to some degree; there exists many published 
datasets for model setup and calibrating collected from tracer tests, flow gaging, lidar 
mapping, electrical resistivity mapping, well data collection, downhole videos, acoustic 
measurements of caves, geologic and soil surveys,  water budgets, and water quality 
measurements (Cressman, 1967; Spangler, 1982; Thrailkill and Gouzie, 1984; Cressman 
and Peterson 1986; Thrailkill et al., 1991; Drahovzal et al. 1992; Taylor, 1992; Paylor and 
Currens, 2004; Zhu et al., 2011; Currens et al., 2015; Sawyer et al, 2015; Tibouo, 2016; 
Husic et al., 2017a and 2017b, Bandy et al., 2019; Husic et al., 2019a, 2019b, Husic et al., 
2020); and the basin is is located just 10 km from the Kentucky Geological Survey’s 
headquarters and the University of Kentucky. 
The Cane Run watershed  (Figure 5.4) is gently rolling topography with sinkholes 
across the landscape (Paylor and Currens 2004).  The land use is agricultural, and much of 
it is horse farm pasture, and urban/suburban (UKCAFE, 2011).  The climate is temperate 
(MAT: 13.0 ± 0.7 °C; MAP: 1,170 ± 200 mm).  The soil is silt-loam..  40% of the watershed 
has shallow surface slopes (0-3%), 50% has moderate slopes (3-6%) and 10% has steeper 
slopes (>6%).  
Cane Run Creek is a surface stream originating in Lexington, Kentucky and flows 
northwest.  The stream and tributaries share most of its  drainage area with Royal Spring 
groundwater basin (58 km2) through swallets that connect surface water to the underlying 
karst aquifer feeding Royal Spring.  More than 60 swallets were surveyed in Cane Run 
creek (see Figure 5.4).  The swallet equivalent diameters at the streambed range from 10 
centimeters to 5 meters.  Flow pirating by the swallets causes Cane Run Creek to be dry 
for 90% of the year (Husic et al., 2017a).   
The stream’s fluviokarst features and  Royal Spring  groundwater basin are formed 





(Thrailkill and Gouzie, 1984; Cressman and Peterson 1986).  Epikarst features are visible 
throughout the watershed in naturally exposed karren as well as roadcuts (Husic et al., 2019 
b). Karst  groundwater flow  is influenced faults and joints, the local syncline with a 
northwest axis, and a stratigraphic low near the longitudinal three-quarter point of the 
basin’s drainage (Cressman, 1967; Drahovzal et al. 1992).   Lexington Limestone is 
fractured throughout, and is likely coincident with the surface of bedding planes and joints 
(Ewers, 1982; Filipponi., 2009).  Regional and local structures likely influencing fracture 
density includes regional uplift of the Cincinnati Arch and Jessamine Dome and by local 
structural deformations (McFarlan, 1943; Ford and Ewers 1978; Florea et. al., 2005).  
Groundwater flow trends from the southeast to the northwest to the base level of North 
Elkhorn Creek (Thrailkill et al., 1991; Husic et al., 2019a).  Limestone members formed 
with high clay or silt content locally act as aquitards in the Lexington Limestone, and 
geologic surveys mapped the depth and named these members including the Cane Run 
Bed, Brannon Member, argillaceous limestone members, and fossiliferous shale and 
limestone members (Cressman, 1967; Miller, 1967; MacQuown and Dobrovolny, 1968).     
Water flow from the fluviokarst features and limestone bedrock converges to a 
phreatic conduit 18 meters below the ground surface that flows northwest and surfaces at 
Royal Spring (Thrailkill et al., 1991; Paylor and Currens, 2004; Zhu et al., 2011). The 
phreatic conduit is approximately 5 m wide and 1 m high (Husic et al., 2017a).  The work 
of Thrailkill et al. (1991) hypothesized the conduit profile would follow an exponential 
function through the groundwater basin.  Further evidence from resistivity measurements 
(Landrum et al., 2013), well drilling directly intersecting the conduit and  base level 
elevations suggest the conduit profile follows a bedding plane approximately 14 m below 
Cane Run Bed.    Royal Spring (243 m a.s.l., mean discharge is 0.7 m3 s-1) conveys 
perennial flow from the phreatic conduit and supplies water for distilleries, grist mills, 
horse farms,  and provides municipal water source for Georgetown, Kentucky (Currens et 
al., 2015).   
5.4.2 Materials  
Materials used to set up the modelling application included existing geospatial and 





Table 5.1 included sinkhole maps, aquifer boundary maps, swallet maps, land use maps, 
stream flow network maps, soil maps, topography models, mapping of stream bathymetry, 
and geologic cross sections and conduit profiles.  Meteorological data were available from 
the Bluegrass Airport (NOAA ID: USW00093820) and three nearby rain gauges (NOAA 
IDs: US1KYSC0001, US1KYFY0009, and USC00153194).  The weather stations 
recorded relative humidity, temperature, and wind speed and were supplemented using the 
WXGEN weather generator model (Sharpley and Williams, 1990).  Soil temperature and 
moisture data was available at the University of Kentucky Spindletop Research Farm near 
the center of the basin (UKAg, 2007).   
 Materials for model calibration included well data and water flowrate data. Wells 
directly intersecting the conduit provided data for validating stage in concentrated flow of 
the aquifer.  Wells intersecting perched aquifers provided validation of stage above the 
impermeable layers.  Streamflow stage data for estimating discharge was available for the 
surface stream outlet (see Figure 5.4, see Husic et al., 2017a for stream data details).   
Streamflow stage data was also available on two tributary streams; one dominated by 
urban/suburban land use and the second agricultural.    Recent streamflow data was also 
available for Cane Run Creek at a gage operated by the United States Geological Survey 
(USGS 03288180), and  historic streamflow data was available from a gage formerly 
operated by the USGS (USGS 0328200). Springflow data was available from the USGS at 
Royal Spring (USGS 03288110). Royal Spring discharges into a pool behind the USGS 
gage, and serves as the drinking water source for Georgetown, KY. Raw water intake rates 
were provided by the Georgetown Munincipal Water and Sewer Service to adjust the 
USGS gage data to accurately reflect the discharge from Royal Spring.  
Computational materials included a number of existing software that assisted with 
calculations including: ArcMap 10.4.1, ArcSWAT 2012 version 10.4.19, SWAT-CUP 
version 5.1.6.2, and MATLAB R2017a.   Computer resources also included an 
institutionally shared high performance computing cluster (Lipscomb Cluster) with 9000 





5.4.3 Model Spatial Domain and Inputs  
The model spatial domain was constructed using inputs from geospatial data and 
field measurements (see data sources in Tables 5.1 and 5.2, see Figure 5.5).  The surface 
watershed was constructed using a digital elevation model, and sinkhole maps were input 
to provide sinkhole locations and mapped drainage areas.  Stream cross section and 
longitudinal dimensions were input using analyses of a 0.5 m topographic model.  In-
stream swallets were input using a 20 m buffer around the stream network masked over the 
sinkhole geospatial model.  Swallet dimensions were input using data from a field survey 
(Puckett, 2015).  The soil layer covering the limestone bedrock was mapped using digitized 
soil survey data. The epikarst layer was constructed immediately below the soil layer, and 
the epikarst thickness was input using results from soil electrical resistivity (Landrum et 
al., 2013).   
The groundwater basin boundary followed a model constructed using groundwater 
tracer studies (Taylor, 1992; Paylor and Currens, 2004).  The limestone bedrock layer and 
its fracture network were constructed below the epikarst layer and extended below the 
primary conduit. The geometry of fractures and density of fractures across the bedrock 
were left as parameters in the model because our existing resistivity measurements could 
not resolve these characteristics.  Local variation of fracture density was input considering 
stratigraphic curvature by approximating the second derivative of the bedrock surface using 
a spatial analyses function built into the geospatial software (Adams, 2019).  The Cane Run 
Bed aquitard was input based on geologic maps and survey data, analyses of stage 
recordings from wells in perched aquifers, and borehole logs. 
The primary conduit that daylights at Royal Spring was input to follow a bedding 
plane approximately 14 meters below the Cane Run Bed for most of its length until the 
local anticline near the spring.  The elevation of Royal Spring was used as a maximum 
conduit elevation, and cross section dimensions were input from measurements described 
in Husic et al. (2017a).  Inputs for weather variables were collected from the local gaging 
stations.  
Discretized spatial inputs included (see Table 5.2): number of watershed surface 
cells, conduit lengths (𝐿𝐿𝑠𝑠), conduit elevations (𝑧𝑧𝑠𝑠), conduit diameter (𝐷𝐷𝑠𝑠), swallet diameter 





bottom height relative to conduit (ℎ𝑠𝑠 ,𝑚𝑚𝑑𝑑𝑥𝑥), stratigraphic curvature, maximum lateral 
distance for fracture and matrix flow (𝑑𝑑𝑥𝑥𝑚𝑚𝑑𝑑𝑥𝑥), number of groundwater wells, number of 
stream reaches, stream bed widths (𝐵𝐵), stream bed slopes (𝑠𝑠), and bankfull heights (ℎ𝑜𝑜𝑠𝑠𝑠𝑠).  
A number of additional inputs were specified using literature.  The discharge-coefficient 
for weir flow (𝑐𝑐𝑔𝑔) into the swallet while the swallet is not full was selected based on 
reported broad-crested weir coefficients (Gupta, 2016).  The value of the Brooks-Corey 
exponent (𝐸𝐸) was assumed to be equal to the value used by Brooks and Corey (1964) in 
the Brooks-Corey equation. The residual moisture content (𝜃𝜃𝑠𝑠) in the unsaturated zone was 
assumed to be zero, as suggested by Simunek et al. (1998) to reduce the number of model 
parameters. The value for conduit tortuosity (𝜏𝜏𝑠𝑠) was assumed to be within the ranges of 
conduit tortuosity reported for looping cave systems and water-table cave systems by 
Jouves et al. (2017). The pump rate in each groundwater cell was the product of the pump 
rate parameter and the number of active wells in the groundwater cell. The locations of all 
wells in the groundwater basin were identified using a geospatial dataset. The dataset was 
filtered to only include active wells.  Inputs for surface runoff, surface routing, and soil 
water percolation were estimated using the Soil Water Assessment Tool, or SWAT 
(Neistch et al., 2011).  SWAT’s deep aquifer percolation fraction (RCHRG_DP) was set 
to 1 to negate the shallow aquifer and prevent baseflow to streams since these processes 
are simulated in the stream and groundwater code.  This approach is similar to the work by 
Malago et al. (2016) where SWAT surface fluxes were used as inputs to a karst 
groundwater model.   
5.4.4 Model Parameterization  
The numerical model was parameterized using 17 parameters (see Table 5.3).  The 
initial range for the matrix porosity (𝑛𝑛𝑚𝑚) was selected based on values for limestone 
bedrock in karst aquifers (Worthington and Ford, 2009; Williams, 2008). The range for 
saturated hydraulic conductivity of the limestone bedrock (𝐾𝐾𝑠𝑠) was selected based on 
minimum and maximum values of hydraulic conductivity reported for limestone bedrock 
by Domenico and Schwartz (1998). The range for epikarst porosity (𝑛𝑛𝑠𝑠𝑠𝑠) was selected 
based on values suggested in epikarst literature (Klimchouk, 2004; Williams, 2008). The 





selected based on the estimated maximum thickness of the epikarst layer (Landrum et al., 
2013). The minimum pump rate (𝑞𝑞𝑠𝑠𝑠𝑠𝑚𝑚𝑠𝑠) was assumed to be zero, while the maximum 
pump rate was selected based on high-end values of reported pumping rates from wells in 
the Greir Member in Fayette Co, KY, where the Royal Springs Aquifer is located (Carey 
and Stickney, 2005). SWAT run parameter ranges for surface hydrology inputs were 
generated from SWAT using 25 different acceptable model runs detailed in Al Aamery et 
al. (2016).  The maximum value for fracture density (𝑁𝑁) was selected based on reported 
fracture densities common in epikarst zones, and the minimum value was selected based 
on lower end values reported for karstified limestone bedrock (Klimchouk, 2004). The 
range for Manning’s roughness coefficient (𝑛𝑛) were selected based on values for clean, 
straight reaches to very weedy reaches (Chow, 1959). The range for fracture aperture (𝑏𝑏) 
was selected based on a range of fracture apertures that resulted from a karst evolution 
model (Worthington and Ford, 2009). The initial range for the flood wave coefficient (𝑘𝑘𝑠𝑠) 
was selected based on the maximum theoretical range identified in Jain (2001). The initial 
ranges for friction factors (𝑓𝑓𝑠𝑠 , 𝑓𝑓𝑠𝑠) were selected based on the range of friction factors 
appearing on the Moody Diagram (Moody, 1944). Ranges for both the fracture lateral 
distance adjustment factor (𝑑𝑑𝑥𝑥𝑠𝑠) and the matrix lateral distance adjustment factor (𝑑𝑑𝑥𝑥𝑚𝑚) 
were assumed to have a maximum value of one, corresponding to the centroid-based 
distance for each groundwater cell, and a low value corresponding to a lateral distance 
approximately equal to the height of the groundwater table. 
5.4.5 Model Calibration, Validation, Sensitivity and Uncertainty Analyses  
Figure 5.6 details the calibration and validation procedure. Spring discharge 
recorded at the USGS Royal Springs gauge in Georgetown, KY was adjusted for 
abstractions by the Georgetown Municipal Water and Wastewater Service and used as a 
primary calibration data set. Streamflow recorded by a gage at the basin outlet (UKCAFE, 
2011) were used as a secondary calibration dataset. Also, well observed data were used to 
study the graphical agreement with the modeled water depth above the perched aquifer. 
Evaluation metrics of NSE and PBIAS were chosen based on recommendations by Moriasi 
et al. (2007). The steps of model calibration were to: (i) reduce the initial parameter space 





parameter values that met objective criteria including traditional statistical measures and 
visual fit.   
The SUFI2 optimization algorithm was used to adjust parameter ranges (Abbaspour 
et al., 2007), and Sobol sequencing was used to generate the parameter values for each run 
(Saltelli et al., 2008).  Initially, sets of 1,000 model runs over a two-year period were used 
to refine the parameter ranges.  Shorter-duration model runs were chosen over full-duration 
so that more calibration iterations could be performed.  Parameter sets that yielded model 
runs with spring flow and streamflow acceptable values for NSE and PBIAS and have 
graphical agreement between the modeled water depth above the perched aquifer and the 
well observations were accepted. This procedure was repeated until the entire range for 
each parameter yielded acceptable model runs; and we found only one iteration 
accomplished this goal. 
The optimal parameter values for the karst and streamflow model were estimated 
by using an automated approach. This included generating 1,000 unique parameter sets 
using Sobol sequencing, and the refined parameter ranges from semi-manual calibration. 
The karst model ran for the time period from January 1, 2010 to May 1, 2019, using the 
first year of simulation as model spin-up, five years for calibration, and four years as 
validation.  For simulations on a monthly time scale, Moriasi et al., (2007) recommends 
NSE ≥ 0.5 and |PBIAS| ≤ 25 as acceptable performance criteria. Model simulations on 
higher resolution time scales are known to have lower values of performance metrics when 
compared to performance of the model when data is aggregated for a lower resolution time 
scale (Engel et al., 2007; Moriasi et al., 2007). Therefore, model hourly runs with NSE ≥ 
0.4 and |PBIAS| ≤ 25% for spring discharge and NSE ≥ 0.4 and |PBIAS| ≤ 25% for 
streamflow were considered acceptable.  
Global sensitivity was measured using a multiple regression model. This was 
chosen based on the ease of performance and a lower number of model simulations 
required to calculate the sensitivity. The multiple regression model regresses the 
parameters values sampled by the Sobol sequences against the values of the objective 
functions.  T-tests were used to identify the significance effect of each parameter of the 
objective function (Abbaspour et al., 2007). Model performance was assumed to be 





 Model uncertainty as measured by evaluating the mean and standard deviation of 
acceptable model runs for each time step. Additionally, the average thickness of the 95% 
prediction uncertainty (95 PPU), was evaluated. The 95 PPU was constructed using the 
2.5% and 97.5% quantiles of the streamflow values across all acceptable model runs for 
each time-step (Abbaspour et al., 2007). 
5.4.6 Model Selection of Climate Scenario  
Model selection refers to the design of a subset of climate scenarios from the 
original set that has a larger number of climate scenarios (Mendlik and Gobiet 2016, 
Pechlivanidis et al., 2018, Lee and Kim 2017). The subgroup should possess specific 
criterions including representativeness, acceptable historical performance, independence, 
and the ability to have a sensitive effect on the hydrological variable under consideration.  
Representativeness is an indication of the coverage of future uncertainty by 
considering, to some worthwhile extent, low and high ends of the results (Feenstra et al., 
1998). Studies (e.g., Feenstra et al., 1998, Salathe et al., 2007, Evan et al., 2014, Lee and 
Kim 2017, Vano et al., 2015) have shown the importance of the consideration of this 
criterion in the sebset appointed from the original set. Different approaches have been 
presented in the literature. 
Historical performance, or Validity, is the measure of how the model regenerates 
the observations. If the regeneration is acceptable, then this is considered a good indication 
that the model would simulate the future condition more appropriately. This criterion has 
been used, or recommended to be used, in model selection methods in several studies (e.g., 
Salathe et al., 2007, Lee and Kim, 2017, Evan et al., 2013, Feenstra et al., 1998, Vano et 
al., 2015). 
Because climate models are, in many circumstances, sharing structures and 
parameterizations, there is a broad notion that they may not provide independent results. 
Therefore, Evans et al., 2014 used the concept of choosing the most independent scenario 
in its group. The groups are ideally separated such that the correlation between models 
within groups is high, and the correlation between groups is weak. Their study employed 





models depending on their independence. Same measure is used in this study to make the 
selection.   
The hydrological sensitivities are measures of the change in the hydrological 
variables, streamflow for instance, as a response to the meteorological variables changes 
such as precipitation, temperature, wind speed, humidity, or net radiation due to climate 
change. Vano et al., 2015 studied the impact sensitivity of precipitation and temperature 
form GCMs results on the streamflow and vegetation carbon. According to Vano et al., 
2015, the selected subset should represent the range of possible futures for the variables 
that have the most influence on the study (or quantity) under consideration. For instance, 
if the precipitation has the most influence on streamflow, which by its turn has the most 
influence on sediment yield, and the subset chosen form precipitation is different from the 
subset chosen by other meteorological variables, then the scenarios of precipitation are 
superior. Hence, this criterion can provide substantial assistance when conflict between the 
chosen subset is evident.   
In this manner, model selection is a process of using model scenarios, or results, to 
select best scenarios that possess these criteria to achieve two objectives. Firstly, removing 
the bias toward scenarios that produced similar results and that is done by removing the 
redundant scenarios, or clustering scenarios. Secondly, reducing the number of climate 
scenarios to a minimum possible number so running analysis for some hydrological 
variables will be feasible (e.g., sediment analysis). More details about model selection can 
be found in Chapter 4.  
 
5.4.7 Model Results   
5.4.7.1 Model Evaluation  
Model performance results showed the model in general performed well for both 
model setups at the hourly and daily time steps.  For the hourly time step model, out of the 
1000 model runs, 31 runs were acceptable (i.e., NS ≥ 0.4, absolute PBIAS <= 25%, and 
graphical agreement between observed and modelled well data).  The parameter values for 
the best model run are shown in Table 5.3, and the values of the objective functions are 





were 35 acceptable runs (i.e., NS ≥ 0.5, absolute PBIAS <= 25%, and graphical agreement 
between observed and modelled well data), and results are in Table 5.3 and Figure 5.7.  
When compared to literature, the performance of our model is good to very good. Objective 
function values from our hourly and daily models are comparable to objective function 
values of daily streamflow models considered acceptable (Gassman et al., 2007). The 
objective functions for spring discharge for our best model run surpass the satisfactory 
values subjected by Moriasi et al. (2007), for models with a monthly time-step.  Watershed 
scale models have significantly reduced performance measures when using a shorter-
duration time step (Gassman et al., 2007; Moriasi et al., 2007), which further substantiates 
the model performs well. 
Uncertainty assessment also showed acceptable performance of the model for both 
hourly and daily versions of the model (Figure 5.7).  The average thickness of the 95 PPU 
(P factor) was 0.97 for the model hourly timesteps and 0.73 for the model daily timesteps. 
The observed spring flow was contained by the 95 PPU (R factor) during 69% of the model 
hourly timesteps and 51% for the model daily timesteps.  According to Abbaspour et al. 
(2007), P factors of lower than one are sufficient to decrease uncertainty, and the P factor 
values of the hourly timestep model and the daily timestep model are satisfying this rule.  
The values of the R factor are lower than what is recommended for models with high 
quality observation data at a daily timestep (Abbaspour et al., 2007), however within 
acceptable values for data of a lower quality.  The observed spring discharge at the Royal 
Springs Gage is downstream from where abstractions made by the Georgetown Municipal 
Water and Wastewater Service are made.  Spring discharge data was adjusted for these 
abstractions; however, some error still exists. Additionally, the recommendations made by 
Abbaspour et al. (2007) are for models with a daily timestep, and as previously mentioned, 
recommended levels can be lower for models with an hourly time-step. 
Sensitivity analyses showed fracture flow dominates subsurface flows, numerous 
model parameters are sensitive, and streamflow at the surface is sensitive to karst flow 
parameters.  Model optimization shows the fracture-matrix permeability ratio as rather high 
(105 to 108), which places the system in the regime of fracture flow dominating subsurface 
karst drainage and minimal contributions from the matrix (Matthai and Belayneh, 2004).  





Table 5.4). Saturated hydraulic connectivity was sensitive for both hourly and daily 
simulations when defining the epikarst pathways.  Sensitivity analysis results also showed 
that the performance of simulated streamflow was sensitive to nine of the 17 model 
parameters (Table 5.4).  Sensitivity of fracture aperture, fracture density, and saturated 
hydraulic conductivity on springflow at the surface was not expected, and suggests the 
subsurface karst at least partially controls flow in the creek, which is discussed in the next 
section. 
5.4.7.2 Connectivity of Fluvial And Karst Pathways  
Pathway results were simulated and presented by using ensemble-average results 
for the 9 years of simulation. The results suggest fracture flow, surface runoff, hillside 
springs and swallet flow dominate hydrologic pathways in the fluviokarst basin (see Table 
5.5).  Water exits at the Royal Spring (56.2%) is higher than the water exits from the surface 
water outlet (38.5%). However, this still highlights the importance of the fluvial and karst 
pathways (see Table 5.5 and Figure 5.8).  The majority of spring flow passes through the 
fracture network (see Figure 5.7) with smaller, but still substantial contribution, delivered 
via the swallet features in the surface stream—again highlighting fluvial-karst 
connectivity.  The dominance of the fracture network agrees with the ensemble analyses of 
parameters, which consistently pointed to a high fracture-matrix permeability ratio.  Water 
arrives to the fracture network from several pathways, and contributions to the fractures 
are dominated by diffuse recharge from the perched aquifer and lesser amounts from the 
sinkholes on the landscape.  Annual average discharge at the surface water outlet of Cane 
Run Creek is dominated by runoff and lateral flow (54.7%), swallet reversals (31.1%), and 
hillside springs from the fracture network overflow (14.2%) (see Table 5.5).  Ensemble-
average water transit time results varied on the order of minutes for vertical swallets, hours 
for transit through the conduit and epikarst, and days for the fracture network, rock matrix, 
and perched aquifer (see Table 5.6). 
The pathway results for fracture flow, surface runoff, hillside springs and swallet 
flow are illustrated conceptually in Figure 5.9, and the weighted solid lines show the main 
pathways in this fluviokarst system.  Rainwater percolates from soil to the epikarst to the 





the springhead (see heavy weighted line a in Figure 5.9).  Also, surface streamflow is 
pirated by the more than fifty fluviokarst swallets.  Water travels vertically to the phreatic 
conduit and then travels to the spring (see medium weighted line b in Figure 5.9).  Pathways 
to the surface outlet are shown, and runoff travels to the outlet via the surface stream 
network (see medium weighted line c in Figure 5.9).  The fracture network also contributes 
to the surface outlet when the potentiometric surface of the fractures exceeds the water 
surface of the stream, and then hillside springs (see medium weighted lined in Figure 5.9) 
and swallet reversal (see medium weighted line e in Figure 5.9) contribute. 
5.4.7.3 Pathway Impact on Spring And Stream Hydrographs:  
Modelling results suggest activation and deactivation of hydrologic pathways to the 
fracture network control the shape of spring hydrograph at Royal Spring (see Figure 5.10).  
The rising limb and peak of the spring hydrograph matches well with perched aquifer 
recharge input to the fracture network (Figure 5.10b).  The perched aquifer inflow to the 
fracture network causes a pressure response at the spring during these time periods because 
the fracture network and conduit are phreatic.  We point out spring water is not dominated 
by perched aquifer water during these peak periods because the mean transit time through 
the fractures and conduit is three to five days (see Table 5.6).  During initial recession of 
the Royal Spring hydrograph, the perched aquifer recharge steeply decreases.  Around the 
same time, swallet reversal ceases (Figure 5.10a), and draining of stored water in the 
fracture network is the primary contributor to the conduit and spring.  The Royal Spring 
hydrograph shows a steep decline during this initial recession phase corresponding to the 
deactivation of the pressure response from the perched aquifer.  A second phase of the 
hydrograph recession with a much gentler recession gradient extends until the next 
hydrologic event, i.e., 5 to 10 days in Figure 5.10.  During this slower recession phase, 
water recharges the fracture network from the perched aquifer, and this source along with 
water previously stored in the fracture network provide water pathways to Royal Spring.  
Modelling results suggest surface runoff and water transferred through the fracture 
network, including swallet reversal and activation of hillside springs, control the shape of 
the Cane Run Creek hydrograph (Figure 5.10c).  Runoff dominates stream discharge during 





fracture network transferred through swallet reversal and hillside springs dominate 
hydrograph recession for the creek (Figure 5.10c). 
5.4.7.4 Climate Change Impact Results  
A subset of 15 climate scenarios has been selected for this study due to its 
performance when compared to other sets (see Chapter 4). We used the same results 
obtained from chapter 4 for model selection for this chapter because the watersheds (upper 
South Elkhorn watershed and Cave Run watershed) are adjacent watersheds and should 
have the same climate conditions. The 15-climate scenario subset shows that precipitation 
and temperature are projected to change (7.42%) and (2.58oC) respectively. When running 
through the hydrological model SWAT and considering the change in relative humidity 
(0.5%), solar radiation (-15%), and wind speed (-17%), the change in surface runoff and 
percolation are projected to be (12.25%) and (16.1%) respectively (see Figure 5.11).  Our 
numerical modeling for water flow in the karst system indicates that the spring flow is 
projected to change by (8.84%) and the streamflow by (12.25%) on annual average which 
is reflecting the significant impact of climate change in this system (see Figure 5.11). There 
is no noticeable impact on the pathways connectivity that is projected by climate change 
on annual average according to our results (see Figure 5.12). But some variability in the 
change on seasonal bases can be observed for some variables in Figure 5.12 (e.g. flow of 
Swallets and flow between perched aquifer and fractures).  
5.5 Discussion 
5.5.1 Model Evaluation, Advantages and Disadvantages:   
Results of model evaluation suggest the model’s utility, and one advantage is the 
model’s capability to simulate connectivity between surface stream hydraulics and cave 
hydraulics via the in-stream swallets and hillside springs.  The benefit is the model outputs 
flow results at the spring, the stream, and flowrates for the connected features and allowed 
us to analyze several potential pathways for which water can move.  The disadvantage was 
the numerical model’s computational expense.  Simulation time for production runs was 
168 hours on the computer cluster using 1,000 cores with 4TB RAM.  This has a monetary 





simultaneously solving the system of non-linear equations that couples the Richards 
equation, cubic law, Darcian flow, open channel flow and pipeflow hydraulics via the trust-
region with dogleg method with 1,000 numerical iterations per model time step (see 
methods section, Dennis and Schnabel, 1996).  We tested other numerical techniques, 
including line search optimization, but we found no decrease in computation time and less 
accuracy.  Future research might investigate further programing efficiency of our code, but 
nevertheless computational costs will continue to be a disadvantage for physically-based 
models of fluviokarst systems. 
Another disadvantage was the numerical model’s cost for input data.  In the model 
application, the streams and karst conduit were well-characterized from previous tracer 
tests, lidar mapping, electrical resistivity mapping, well data collection, isotope tracer 
studies, data-driven water budgets, and routine long term and event-based water quality 
measurements.  This prior information made setup of the model domain feasible.  Future 
research might advance tomography research for practical and new technology 
considerations to make application of numerical modelling more feasible in fluviokarst. 
Despite the computational and data costs of the modelling, the model resolved well 
the many pathways possible in fluviokarst.   The model results gave new insight on 
connectivity in karst, which is discussed next. 
5.5.2 Connectivity of Fluvial And Karst Pathways   
We found surprising results for connectivity of fluvial and karst pathways, which 
is one contribution because fluviokarst pathways are under-reported in the literature.  First, 
swallet reversal accounted for approximately 30% of the water leaving the surface water 
outlet via Cane Run Creek.  Modelling results suggested swallet reversal was associated 
with moderate rainfall events falling on wet soils and extreme rainfall events.  Swallet 
reversal occurred when water filled the fracture network to the epikarst, which was well 
above the surface stream elevation, and placed a pressure head on the phreatic conduit 
causing reversal at the swallets.  The suggested importance of swallet reversal was 
surprising because swallet reversal was difficult to observe for the over 60 swallets along 
the stream.  During the onset of storm events, we observed the surface stream spill into 





stream overtopped the swallet.  Next, we drove downstream about one kilometer to the 
next set of swallets and observed the same phenomena.  This optical nature of the swallets 
led to an assumption that the features were net sinks, although flow reversal was never 
discounted (Thrailkill et al., 1991).  Investigating the swallets during flood events was 
difficult because we worried about researchers being sucked down the larger swallets.   
Modelling results suggest net swallet reversal can exceed swallet sink capacity in 
fluviokarst basins.  In this study, swallet reversal was 2.5 times greater than sink capacity.  
Some corroboration of our findings for swallet reversal is found in the recent fluviokarst 
study by Hensley et al., 2014.  Those authors examined flow reversal for fluviokarst 
features and found the potential for detrimental downstream ecosystem effects of such flow 
reversal (Hensley et al., 2014).   
Second, the net importance of the fracture network on the surface streamflow is 
worthy of note, and the surface stream does not only carry runoff overflow.  The Royal 
Spring groundwater basin has a high fracture-matrix permeability ratio (105 to 108) placing 
the basin in the regime of fracture flow dominating karst drainage (Matthai and Belayneh, 
2004), so fracture flow dominance on spring flow is not surprising.  However, it was 
surprising that swallet reversal and hillside springs contribute as much as 45% of water to 
the surface streamflow.  This contribution is on the same order of magnitude importance 
as surface runoff, and the result was unexpected given the surface creek runs dry 90% of 
the year (Husic et al., 2017b).  Modelling results provided evidence that the hillside springs 
operate similarly to swallet reversal—hillside springs become active when the 
potentiometric surface of the fracture network is high during wet periods.  To further 
qualitatively validate our numerical model results, we took field trips and walked the 
watershed during the late winter and early spring 2019 wet period, including after a 53 mm 
rainfall event on February 20 and a 25 mm event on March 9, 2019.  We found the creek’s 
inundation and active hillside springs extending several days after runoff ceased.  Results 






5.5.3 Pathway Impacts on Hydrographs:   
Pathway impact on spring and stream hydrographs in this fluviokarst basin are 
contrary to conventional interpretation of hydrograph separation in the karst literature.  In 
karst studies, scientists often interpret spring hydrograph inflections to indicate shifts in 
the origin of water from aquifer zones with differing porosity, transfer and storage 
characteristics (Talarovich and Krothe, 1998; Baedke and Krothe, 2001; Pinault et al., 
2001; Worthington, 2007; Fiorillo, 2011; Hosseini et al., 2017; Xu et al., 2016).  For 
example, inflections and shifts in recession curves are reported to reflect shifts from 
conduit dominated transfer to fracture flow to matrix water transfer draining tertiary to 
secondary to primary porosity, respectively (Fiorillo, 2014; Xu et al., 2016).  Our 
modelling results deviate from this interpretation for the fluviokarst system studied with a 
high fracture to matrix permeability ratio.  Our results suggest the shape of the spring 
hydrograph, including inflections or sharp change in the recession gradient, occur due to 
the activation and deactivation of swallets and hillside springs.  Activation and deactivation 
of swallets and springs shift the pressure response of the system, which is manifested as a 
change in the recession slope of the hydrograph. 
Related, interpretation of the dominant transfer mechanisms of the fluviokarst 
system modelled here is contrary to the often cited interpretations for dual-transfer (i.e., 
quick- and slow-flow) or triunal-transfer (i.e., quick-, intermediate-, and slow-flow) in 
karst studies (e.g., Pinault et al., 2001; Worthington, 2007; Long, 2009).  For example, the 
quick-flow observed at the fluviokarst springhead is contrary to more traditionally defined 
direct underground runoff such as from sinking streams or landscape sinkholes leading to 
conduits.  These components do not constitute quick-flow on the rising limb of the spring 
hydrograph because the system is phreatic and pressure driven flow occurs.  The 
contribution of direct runoff is small relative to the percolated and perched water inflowing 
to fractures.  In this fluviokarst system, transfer as ‘quick-flow’ or ‘slow-flow’ reflects the 
functioning of the fracture network, including its inputs and potentiometric surface.  The 
Royal Spring hydrograph most often displays dual-transfer, and the ‘quick-flow’ 
component occurs when the epikarst is actively supplying transfer to the fracture network 
as well as during the larger hydrologic events when hillside springs and swallet reversal 





fracture network is draining or the matrix or perched aquifer is recharging the fracture 
network.  At times, a triunal-transfer can be inferred for this system when shifts in epikarst 
activity, hillside springs, or swallet reversal are substantially separated from one another 
in time and shift behavior of the fracture network such that transfer shifts are observed at 
the springhead. 
Future studies might consider activation and deactivation of sources to the fracture 
network when interpreting hydrograph separation and pathway analyses for fluviokarst 
basins.  This pressure response interpretation may be especially important for fluviokarst 
with high fracture to matrix permeability ratio.  Researchers might consider the potential 
for epikarst recharge shifts, ceasing of swallet reversal, and hillside spring outlets to control 
the spring hydrograph. 
5.5.4 Climate Change Impact 
Spring flow and streamflow are projected to increase due to the change in all 
meteorological variables impacted by climate change. The change in spring flow and 
streamflow follows nicely the change in precipitation (see Figure 5.11).  Wet months are 
projected to have more rain while dry months are projected to have less rain. Accordingly, 
when precipitation is projected to increase, our system behaves to have all flow elements 
including surface runoff, percolation, streamflow, and spring flow to pursue the increase.  
Climate change impact on the pathways connectivity in this system does not show 
significant change on annual average despite the significant change in precipitation. 
However, the change in pathways is evident on seasonal bases. For instance, swallets 
reversals seem to be increased for the wet months and this is attributed to the projected 
increase in the maxima precipitation (see Al Aamery et al., 2018). Swallets flow seems 
also to decrease in summer months due to the expected decrease in precipitation during 
these months (Al Aamery et al., 2016). The perched aquifer flow to fractures shows an 
increase especially in the wet months due to the increase in precipitation and decrease in 
dry months. That is reflected on the flow from fractures to conduit where it is projected to 
increase as well.   
There are multiple sources of uncertainty in our results including hydrological 





parametrization, and lithology. Future research is quantifying the variance structure from 
each source individually.  Special attention is being paid to the uncertainty surrounding 
lithology given that it has potential to shift pathways and residence time of water from 
factures and rock matrix.    
 
5.6 Conclusion 
The main conclusion of this paper is as follows: 
1. The numerical model developed for fluviokarst performs well in model evaluation 
and shows utility for further application.  Modelling advantages are its ability to 
omit prior biases of pathway connectivity, simultaneously solve groundwater, 
fracture flow, open channel flow and pipeflow hydraulics using optimization, and 
produce fluxes at the springs, surface stream, and connected features.  Modelling 
disadvantages are costs for computational time and input data. 
2. Results suggest researchers should not assume surface streams only carry runoff 
overflow in fluviokarst basins.  Swallet reversal and hillside springs contribute as 
much as 45% of water to the surface streamflow in this study, and this contribution 
is on the same order of magnitude as surface runoff.  These results contrast the 
optical description of event-activated streams driven by runoff excess of karst 
capacity.  Also, results suggest net swallet reversal can exceed swallet sink capacity 
in fluviokarst basins; and annually swallet reversal was 2.5 times greater than sink 
capacity in this study.   
3. Modelling results suggest the shape of the hydrographs, including recession curve 
inflections, reflects activation and deactivation of fluviokarst pathways that connect 
the surface stream with the subsurface.  These results contradict conventional 
interpretation in which inflections indicate shifts in the origin of water from aquifer 
zones with differing porosity, transfer and storage characteristics.  We suggest care 
be taken in extending karst hydrograph concepts to basins with strong fluviokarst 
connections.  
4. A 7.42% increase in precipitation, 2.58 oC increase in temperature, 0.5% in relative 





an increase in the spring flow and the surface streamflow by 8.8% and 12.2% 
respectively.   
5. The pathway connectivity has not shown significant change on average. However, 
seasonal change is evident in our analysis, and the change in each flow pathway is 
following the change in precipitation 
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5.9 Tables and Figures 
 
Table 5. 1. Geospatial Data Sources 
 
Dataset Title Origin 
Well Locations Water Well and Spring Location Map Kentucky Groundwater Data Repository 
Soil Kentucky Soil Survey (STATSGO) USDA Geospatial Data Gateway 
Land Use National Land Cover Dataset 2116 Kentucky USDA Geospatial Data Gateway 
30-m DEM 
National Elevation Dataset 30-meter 37084 
Winchester & 38084 Louisville USDA Geospatial Data Gateway 
1.5-m DEM 
Kentucky From Above 5-ft DEM Tiles: N082-
N089, E298-E302 
Kentucky Elevation Data and Arial 
Photography Program 
Sinkhole 
Locations LiDar Sinkholes Kentucky Geologic Survey 
Sinkhole 
Drainage Area 
GIS Sinkhole Coverage for the Karst Area of 
Kentucky 
Kentucky Geologic Survey and Kentucky 
Speleological Survey 
Geologic 
Stratigraphy 24k Structure Contours Kentucky Geologic Survey 
Hydrography 
National Hydrography Dataset 051002050 Lower 








Table 5. 2. Model Inputs 
Name Symbol Value Units Source 
Brooks-Corey Exponent 𝜖𝜖 4 - Brooks and Corey 1964 
Residual Moisture Content 𝑐𝑐𝑠𝑠  0 % Simunek et al., 1999 
Gravitational Acceleration 𝑔𝑔 9.8 m s-2 Munson, 2012 
Specific Weight 𝛾𝛾 9800 N m-2 Munson, 2012 
Dynamic Viscosity 𝜇𝜇 0.0013 (N-s) m-2 Munson, 2012 
Channel Side-Slope 𝑚𝑚 2.5 m m-1 5-ft DEM 
Weir Coefficient 𝑐𝑐𝑔𝑔 0.85 - Gupta 2008 
Epikarst Thickness 𝐻𝐻𝑠𝑠𝑠𝑠 1 m Landrum et al., 2013 
Number of Groundwater Cells  16 - Assigned 
Conduit Length 𝐿𝐿𝑠𝑠  500 to 1470 m Assigned 
Conduit Elevation 𝑧𝑧𝑠𝑠 235.3 to 244.8 m Zhu et al., 2011 
Conduit Diameter 𝐷𝐷𝑠𝑠 1.27 to 1.37 m Husic et al., 2017b 
Swallet Diameter 𝐷𝐷𝑠𝑠 0.45 to 0.86 m Pucket, 2015 
Cell Area 𝐴𝐴𝑠𝑠𝑠𝑠𝑙𝑙𝑙𝑙 1.1 to 13.6 Km2 Assigned 
Cane Run Bed Height 𝐻𝐻𝑠𝑠𝑑𝑑 9.8 to 37.3 m Cressman 1967 
Epikarst Bottom Height ℎ𝑠𝑠,𝑚𝑚𝑑𝑑𝑥𝑥 15.9 to 48.8 m Landrum et al., 2013 
Stratigraphic Curvature  0.03 to 0.29 - Cressman, 1967 
Maximum Fracture/Matrix Lateral Distance 𝑑𝑑𝑥𝑥𝑚𝑚𝑑𝑑𝑥𝑥 367 to 1296 m Assigned 
Number of Groundwater Wells  0 to 8 - Kentucky Groundwater Data Repository 
Number of Stream Reaches  17 - Assigned 
Stream Bed Width  𝐵𝐵 3.57 to 7.45 m 1.5-m DEM 
Stream Bed Slope 𝑠𝑠 0.0002 to 0.0055 m 1.5-m DEM 










Table 5. 3. Karst Model Parameter Ranges 
 
 




Accepted  Range 





Units Reference/Justification # Min Max Min Max Min Max 
Accepted 
(Hourly 









3 0.47 5.93x10-3 1.00x10-3 1.89 
1.03 
x10-3 0.35  8.57 x10-2 % Worthington et al., 2000; Williams, 2008 















x10-6 2.29 x10-6 m s-1 Domenico and Schwartz, 1990 
3 Epikarst Porosity 
𝑛𝑛𝑠𝑠𝑠𝑠 0.02 0.3 0.02 0.28 0.026 0.28 0.058 0.01 0.26 0.01 0.26 0.023 % Klimchouk, 2004; Williams, 2008 
4 Epikasrt-Fracture Threshold Height 𝑐𝑐𝑝𝑝𝑡𝑡ℎ 0.01 1 0.46 1.37 0.47 1.37 1.37 0.38 1.12 0.39 1.06 0.786 m Zhu, 2011 
5 Pump Rate 












2 4.10 x10-3 m3 s-1 Carey and Stickney, 2005 
6 SWAT Run SWAT 1 25 1 20 1 19 5 1 21 1 19 3 - 25 of Accepted SWAT Runs 
7 Fracture Density 𝑁𝑁 0.01 5 0.01 4.67 0.011 0.96 0.014 0.01 4.77 0.01 0.65 0.04 m-1 Klimchouk, 2004 
8 Manning's n 𝑛𝑛 0.025 0.15 0.075 0.175 0.08 0.17 0.093 0.01 0.14 0.01 0.14 0.08 m1/6 Chow 1959 
9 Fracture Aperture 𝑏𝑏 0.001 0.05 0.001 0.04 0.002 0.04 0.032 0.00 0.04 0.00 0.04 0.02 m Worthington and Ford, 2009 
10 Flood Wave Coefficient 𝑘𝑘𝑠𝑠  0 0.6 0.26 0.79 0.27 0.73 0.361 0.00 0.55 0.05 0.50 0.25 - Jain, 2001 
11 Conduit Friction Factor 𝑓𝑓𝑠𝑠  0.01 0.1 0.025 0.105 0.026 0.104 0.05 0.04 0.11 0.05 0.09 0.06 - Moody, 1944 
12 Swallet Friction Factor 𝑓𝑓𝑠𝑠  0.01 0.3 0.025 0.27 0.026 0.26 0.09 0.001 0.3 0.01 0.24 0.04 - Assumed Bound 
13 Conduit Tortuosity 𝜏𝜏𝑠𝑠 1.1 1.3 1.14 1.31 1.14 1.31 1.28 1.07 1.29 1.09 1.27 1.17 m/m Assumed Bound 
14 Swallet Tortuosity 𝜏𝜏𝑠𝑠 1.3 2.5 0.98 2.4 1 2.38 1.23 1.22 2.48 1.23 2.43 1.41 m/m Assumed Bound 
15 Local Curvature Weighting Factor 𝛼𝛼𝐿𝐿𝐿𝐿  0.01 2 0.01 1.99 0.011 1.77 0.17 0.01 2.10 0.01 1.66 0.23 - Assumed Bound 
16 Fracture Lateral Distance Adjustment 
𝑑𝑑𝑥𝑥𝑠𝑠 0.05 1 0.05 0.97 0.051 0.94 0.063 0.49 1.36 0.50 1.31 0.72 - Assumed Bound 






Table 5. 4. Sensitivity Analysis Results for Karst Parameters 
 














1 Matrix Porosity 𝑛𝑛𝑚𝑚  0.00 0.49 0.00 0.00 
2 Saturated Hydraulic Conductivity 𝐾𝐾𝑠𝑠  0.14* 0.65* 0.00 0.29 
3 Epikarst Porosity 𝑛𝑛𝑠𝑠𝑠𝑠 0.65 0.20 0.01 0.16 
4 
Epikasrt-Fracture Threshold 
Height 𝑐𝑐𝑝𝑝𝑡𝑡ℎ 0.52 0.61 0.78 0.89 
5 Pump Rate 𝑞𝑞𝑠𝑠𝑠𝑠𝑚𝑚𝑠𝑠 0.31 0.95 0.18 0.97 
6 SWAT Run SWAT Run 0.98 0.16 0.45 0.76 
7 Fracture Density 𝑁𝑁 0.00 0.01 0.00 0.00 
8 Manning's n 𝑛𝑛 0.98 0.57 0.00 0.00 
9 Fracture Aperture 𝑏𝑏 0.08 0.00 0.00 0.01 
10 Flood Wave Coefficient 𝑘𝑘𝑠𝑠 0.66 0.16 0.05 1.00 
11 Conduit Friction Factor 𝑓𝑓𝑠𝑠  0.00 0.55 0.00 0.21 
12 Swallet Friction Factor 𝑓𝑓𝑠𝑠 0.17 0.71 0.70 0.12 
13 Conduit Tortuosity 𝜏𝜏𝑠𝑠  0.34 0.40 0.74 0.56 
14 Swallet Tortuosity 𝜏𝜏𝑠𝑠  0.48 0.59 0.55 0.67 
15 Local Curvature Weighting Factor 𝛼𝛼𝐿𝐿𝐿𝐿  0.26 0.00 0.00 0.30 
16 
Fracture Lateral Distance 
Adjustment 𝑑𝑑𝑥𝑥𝑠𝑠  0.44 0.54 0.26 0.85 
17 
Matrix Lateral Distance 
Adjustment 𝑑𝑑𝑥𝑥𝑚𝑚  0.39 0.36 0.41 0.16 























Table 5. 5. Karst Pathways 
Individual pathway contributions to spring discharge and streamflow are shown, as well as 
the contribution of spring discharge, stream outflow, and aquifer pumping on total basin 
outflow. Negative sing mean outflow 
 
Pathway Flow (cms) Percentage Flow (cms) Percentage 
 Hourly runs  Daily runs  
 Mean Stdv. Mean Mean Stdv. Mean 
Matrix 0.00 0.00 0.0% 0.00 0.00 0.0% 
Swallets -0.08 0.47 -10.0% -0.20 1.02 -25.0% 
Fractures 0.84 0.86 110% 1.00 1.34 125.0% 
Spring Discharge 0.77 0.52 100% 0.80 0.50 100% 
Fracture Sources Epikarst 0.01 0.55 0.0% 0.00 0.00 0.00% 
 Sinkholes 0.01 0.10 4.1% 0.01 0.04 4.1% 
 Perched Aquifer 1.12 2.32 84.8% 1.16 3.55 57.2% 
 Matrix 0.07 0.08 -24.8% 0.08 0.62 14.0% 
 Hillside Springs (Fractures) 0.08 0.28 -1.9% 0.03 0.27 -0.80% 
 Conduit 0.84 0.86 -62.3% 1.00 1.34 -74.5% 
Runoff and Lateral Flow 0.29 1.13 54.7% 0.37 0.88 64.0% 
Hillside Springs (Fractures) 0.07 0.29 14.2% 0.02 0.13 3.6% 
Swallet Reversals 0.16 0.47 31.1% 0.19 0.78 32.4% 
Total Streamflow 0.53 1.42 100% 0.59 1.31 100% 
Total Spring Discharge 0.77 0.52 56.2% 0.80 0.50 54.8% 
Total Streamflow 0.53 1.42 38.5% 0.59 1.31 40.2% 
Total Pumped Volume 0.07 0.04 5.3% 0.07 0.04 5.0% 




















Table 5. 6. Mean Residence Times for Karst Features. 











r  Fall  














7 6.0 180.9 3.9 159.7 4.9 304.9 
Conduit, hrs 9.2 97.4 6.7 7.8 9.7 67.8 14.6 142.7 10.2 79.4 
Fractures, days 3.6 105.0 3.5 17.2 3.4 3.3 3.8 4.3 3.7 159.0 
Matrix, days 4.7 28.3 14.9 11.7 2.6 3.7 1.4 1.4 7.3 46.0 
Epikarst, hrs 12.2 25.8 11.8 28.5 11.3 26.2 14.6 23.4 11.9 15.4 
Perched Aquifer, 
days 12.5 336.0 9.6 5.0 11.5 18.0 18.0 144.7 13.4 403.7 
Daily Run 
Swallet, min 54.7 96.1 16.8 99.6 42.5 110.5 65.4 60.5 59.9 83.2 
Conduit, hrs 7.1 44.1 6.6 4.2 6.9 28.1 10.2 45.6 7.8 69.5 
Fractures, days 5.6 36.0 5.7 1.9 5.8 3.0 5.3 5.4 5.4 57.8 
Matrix, days 27.4 92.2 37.7 121.9 29.3 41.2 22.4 14.5 25.8 111.0 
Epikarst, hrs NA* 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
Perched Aquifer, 
days 24.5 317.3 24.2 7.2 24.2 11.8 27.4 137.5 24.5 321.1 

























































Fractures Perched Aquifer Swallets 











































Figure 5. 3. Flow Chart of the numerical model 
 





Figure 5. 4. Study Site. Lower panel adapted from Husic et al., 2017a and Husic et al., 
2019.  Site locations are the five long term monitoring stations for the basin.  “Royal 


















































































































Stream Discharge Runoff and Lateral Flow












































































































































































CHAPTER 6: CONCLUSION 
 
The following conclusions can be drawn from this work 
1- For the change in mean streamflow when compared the future conditions with the 
hindcast conditions the variance showed dependence upon GCM type, project 
phase and downscaling approach only.  
2- Uncertainty from climate and extreme modeling factors was evaluated and showed 
that the relative change of streamflow maxima was not dependent on systematic 
variance from the annual maxima versus peak over threshold method applied. We 
find that the variance of streamflow maxima is an increasing function of the return 
period, which is at least partly attributed to fitting the extreme value distributions 
to the hydrologic model results. The variance of the relative change in streamflow 
maxima is dependent upon global climate model, emission scenario, project phase, 
downscaling, and bias correction. Also, uncertainty from hydrologic modeling was 
analyzed and unlike results from previous research focused on the relative change 
of mean streamflow, the relative change of streamflow maxima was dependent on 
hydrologic model fit and modeling uncertainty. The streamflow maxima also 
showed some dependence on climate projections of wind speed, net radiation and 
relative humidity.  
3- The variance of forecasted sediment transport variables as well as streamflow were 
somewhat impacted by including, GCM realization, hydrologic inputs, hydrologic 
model parameterization, and GCM model selection procedures. Hydrologic model 
parameterization was the greatest source of variance impacting forecasted sediment 
transport variables.  
4- Results of testing hydrologic inputs from climate change on sediment transport and 
streamflow showed the importance of including forecasted changes in precipitation, 
temperature, relative humidity and wind speed. The hydrologic inputs had an 
offsetting effect; and considering changes in precipitation and temperature alone 
under-predicts streamflow and sediment transport by 49% and 35%, respectively, 





studies only consider changes in precipitation and temperature when forecasting 
hydrologic variables.  
5- Despite the anticipated projection increase in spring flow and streamflow in 
fluviokarst system of the Cave Run watershed, the climate change on the pathway 
connectivity has no significant change on annual average. However, seasonal 
change is evident in our analysis, and the change in each flow pathway is following 
the change in precipitation.  
6- In the study site, climate change projection shows that streamflow, in both systems, 
and spring flow are more likely to increase. The anticipated increases in the annual 
mean streamflow, the 100-year return level, and the annual mean sediment yield 
are around 11% ,51%, and 14% respectively. The increase in spring flow is 

























Table. Streamflow maxima results; results of the statistical tests for distribution selection and threshold selection. 










































1 Observed      0.255 18 Gum. 81.89 178.03 238.22 21 0.36 13 0.04 66 Exp. 86.79 164.02 218.00  
2 H  CMIP3  NCAR, CCSM3  Yes   0.94 18 Gum. 47.13 85.56 109.62 25 0.27 21 0.71 36 GP 57.54 82.04 89.06 
3 H  CMIP3  CGCM3  Yes   0.15 18 Gum. 42.51 76.17 97.24 23 0.37 3 0.27 48 Exp. 43.72 72.23 92.15 
4 H  CMIP3  GFDLCM2.1 Yes   0.82 18 Gum. 38.30 63.41 79.13 21 0.31 4 0.26 60 Exp. 43.07 69.87 88.59 
5 H  CMIP3  HadCM3 Yes   0.6 18 Gum. 56.99 112.40 147.10 15 0.20 6 0.77 97 Exp. 65.00 113.43 147.27 
6 H  CMIP5  NCAR, CCSM4 Yes   .2 18 Gum. 40.61 71.13 90.24 17 0.24 8 0.87 74 GP 40.45 98.52 180.79 
7 H  CMIP5  CanESM2 Yes   0.17 18 Gum. 40.68 74.36 95.44 21 0.32 4 0.02 61 Exp. 44.96 74.04 94.37 
8 H  CMIP5  GFDLCM3 Yes   0.13 18 Gum. 38.75 69.00 87.93 27 0.41 10 0.49 32 Exp. 42.89 71.73 91.89 
9 H  CMIP5  HadGEM2-ES Yes   0.54 18 Gum. 57.52 109.42 141.92 28 0.39 14 0.71 50 Exp. 66.86 119.04 155.51 
10 H  NARCCAP  NCAR, CCSM3 Yes   0.71 17 Gum. 50.98 108.71 144.86 21 0.30 7 0.60 54 GP 48.03 135.84 281.94 
11 H  NARCCAP  NCAR, CCSM3 Yes   0.56 16 Gum. 77.51 150.28 195.84 31 0.49 1 0.95 46 Exp. 76.56 136.49 178.37 
12 H  NARCCAP  NCAR, CCSM3 Yes   0.48 17 Gum. 85.04 188.20 252.78 24 0.28 10 0.95 61 Exp. 96.66 181.48 240.77 
13 H  NARCCAP  CGCM3 Yes   0.02 18 GEV 45.32 57.93 59.91 21 0.32 11 0.01 57 Exp. 44.46 74.50 95.50 
14 H  NARCCAP  CGCM3 Yes   1 18 Gum. 52.26 108.13 143.10 27 0.47 3 0.15 40 Exp. 54.59 97.13 126.87 
15 H  NARCCAP  CGCM3 Yes   1 18 Gum. 62.82 137.99 185.05 27 0.48 2 0.29 58 GP 62.18 171.88 348.77 
16 H  NARCCAP  GFDLCM2.1 Yes   0.54 18 Gum. 54.76 97.37 124.06 26 0.37 9 0.36 43 Exp. 58.74 106.91 140.57 
17 H  NARCCAP  GFDLCM2.1 Yes   0.32 18 Gum. 62.14 126.47 166.74 26 0.40 3 0.12 49 Exp. 65.24 118.52 155.76 
18 H  NARCCAP  GFDLCM2.1 Yes   0.65 18 Gum. 53.75 108.85 143.35 20 0.31 6 0.41 59 Exp. 53.60 94.71 123.44 
19 H  NARCCAP  HadCM3 Yes   0.88 18 Gum. 57.97 131.89 178.17 25 0.33 15 0.20 50 Exp. 66.66 122.60 161.70 
20 H  NARCCAP  HadCM3 Yes   0.82 18 Gum. 73.84 128.32 162.42 17 0.23 9 0.76 91 Exp. 71.56 125.87 163.83 
21 H  CMIP3  NCAR, CCSM3  No   0.88 18 Gum. 56.97 104.90 134.90 18 0.20 9 0.42 75 Exp. 64.43 114.84 150.09 
22 H  CMIP3  CGCM3  No   0.11 18 Gum. 47.08 84.02 107.14 24 0.40 4 0.63 55 Exp. 47.94 78.40 99.69 
23 H  CMIP3  GFDLCM2.1 No   0.5 18 Gum. 40.33 65.01 80.46 21 0.33 3 0.25 61 Exp. 44.48 72.74 92.50 
24 H  CMIP3  HadCM3 No   0.88 18 Gum. 64.96 132.39 174.60 20 0.25 8 0.61 75 Exp. 74.82 134.36 175.97 
25 H  CMIP5  NCAR, CCSM4 No   0.32 18 Gum. 35.66 60.89 76.68 23 0.29 12 0.32 30 Exp. 37.32 64.70 83.84 
26 H  CMIP5  CanESM2 No   0.4 18 Gum. 48.24 83.83 106.11 16 0.17 6 0.46 109 Exp. 51.17 83.63 106.33 
27 H  CMIP5  GFDLCM3 No   0.29 18 Gum. 40.12 68.85 86.84 28 0.47 3 0.79 38 Exp. 45.04 72.29 91.33 
28 H  CMIP5  HadGEM2-ES No   1 18 Gum. 66.38 128.51 167.40 19 0.25 7 0.63 82 Exp. 72.79 128.85 168.03 
29 H  NARCCAP  NCAR, CCSM3 No   0.06 17 Gum. 54.02 114.22 151.92 22 0.29 9 0.99 42 Exp. 57.28 107.92 143.32 
30 H  NARCCAP  NCAR, CCSM3 No   0.82 16 Gum. 70.46 134.68 174.88 21 0.24 8 0.12 58 Exp. 72.04 131.32 172.76 
31 H  NARCCAP  NCAR, CCSM3 No   0.34 17 Gum. 77.98 166.07 221.22 15 0.18 9 0.25 74 Exp. 79.37 147.80 195.64 
32 H  NARCCAP  CGCM3 No   0.54 18 Gum. 57.78 105.07 134.67 20 0.21 14 0.36 78 Exp. 63.25 109.25 141.39 
33 H  NARCCAP  CGCM3 No   0.65 18 Gum. 70.23 141.43 186.01 28 0.32 20 0.74 54 Exp. 69.41 122.58 159.74 
34 H  NARCCAP  CGCM3 No   1 18 GEV 48.17 152.78 324.37 22 0.35 4 0.42 66 GP 59.86 137.59 228.40 
35 H  NARCCAP  GFDLCM2.1 No   0.45 18 Gum. 102.47 211.85 280.33 27 0.27 7 0.47 93 Exp. 101.85 175.61 227.16 
36 H  NARCCAP  GFDLCM2.1 No   0.65 18 Gum. 97.41 188.61 245.70 22 0.28 5 0.20 113 GP 96.44 220.47 361.28 
37 H  NARCCAP  GFDLCM2.1 No   0.76 18 Gum. 76.71 138.59 177.34 20 0.21 8 0.72 99 Exp. 81.93 141.36 182.91 
38 H  NARCCAP  HadCM3 No   0.94 18 Gum. 76.72 163.47 217.78 22 0.24 14 0.93 77 Exp. 84.51 151.56 198.43 
39 H  NARCCAP  HadCM3 No   0.94 18 Gum. 66.36 114.15 144.06 29 0.56 3 0.93 60 Exp. 67.64 114.54 147.33 
40 F  CMIP3  NCAR, CCSM3  Yes A1B 0.54 18 Gum. 78.07 149.98 195.01 14 0.20 3 0.31 153 GP 89.53 242.98 457.77 
41 F  CMIP3  NCAR, CCSM3  Yes A2 0.32 18 GEV 81.04 106.10 109.61 20 0.28 4 0.85 91 Exp. 82.16 144.03 187.28 
42 F  CMIP3 NCAR, CCSM3 Yes B1 0.7 18 Gum. 83.10 167.71 220.67 27 0.21 43 0.86 37 Exp. 90.13 192.97 264.85 






Table Continued.  







































44 F  CMIP3 CGCM3 Yes A2 0.94 18 GEV 54.08 71.33 73.76 30 0.47 6 0.74 43 Exp. 52.28 85.09 108.02 
45 F  CMIP3 CGCM3 Yes B1 0.76 18 Gum. 47.20 80.94 102.05 24 0.37 3 0.29 60 Exp. 49.67 80.82 102.60 
46 F  CMIP3  GFDLCM2.1 Yes A1B 0.65 18 Gum. 48.32 102.51 136.44 27 0.29 16 0.73 31 Exp. 53.57 103.04 137.62 
47 F  CMIP3  GFDLCM2.1 Yes A2 0.6 18 Gum. 45.18 80.23 102.18 27 0.45 4 0.89 47 Exp. 46.58 73.86 92.92 
48 F  CMIP3  GFDLCM2.1 Yes B1 0.32 18 Gum. 42.42 80.47 104.28 21 0.27 17 0.50 53 Exp. 48.83 84.97 110.23 
49 F  CMIP3  HadCM3 Yes A1B 0.2 18 Gum. 78.50 157.06 206.25 22 0.28 7 0.16 72 Exp. 81.89 148.21 194.57 
50 F  CMIP3  HadCM3 Yes A2 0.36 18 Gum. 66.78 137.82 182.29 30 0.37 13 0.59 47 Exp. 74.80 137.20 180.82 
51 F  CMIP3  HadCM3 Yes B1 0.6 18 Gum. 78.20 148.05 191.78 20 0.22 11 0.87 76 Exp. 86.05 157.34 207.17 
52 F  CMIP5  NCAR, CCSM4 Yes RCP2.6 1 18 GEV 49.00 130.78 263.56 32 0.36 14 0.21 32 Exp. 58.96 107.90 142.11 
53 F  CMIP5  NCAR, CCSM4 Yes RCP4.5 0.4 18 Gum. 56.39 104.16 134.06 20 0.13 17 0.83 56 Exp. 61.64 114.09 150.75 
54 F  CMIP5  NCAR, CCSM4 Yes RCP6.0 0.88 18 Gum. 65.12 122.84 158.96 33 0.42 2 0.55 46 Exp. 68.64 118.93 154.09 
55 F  CMIP5  NCAR, CCSM4 Yes RCP8.5 0.36 18 Gum. 64.19 119.54 154.20 22 0.18 6 0.48 72 Exp. 65.58 113.83 147.56 
56 F  CMIP5  CanESM2 Yes RCP2.6 0.13 18 Gum. 44.13 85.94 112.12 25 0.38 1 0.34 42 Exp. 48.55 83.75 108.35 
57 F  CMIP5  CanESM2 Yes RCP4.5 0.29 18 Gum. 40.40 74.82 96.37 27 0.32 9 0.67 38 Exp. 47.10 79.22 101.68 
58 F  CMIP5  CanESM2 Yes RCP8.5 0.94 18 Gum. 44.30 76.48 96.63 24 0.29 6 0.42 49 Exp. 45.14 73.86 93.93 
59 F  CMIP5  GFDLCM3 Yes RCP2.6 0.7 18 Gum. 52.40 88.47 111.06 30 0.49 5 0.48 54 Exp. 54.19 85.27 107.00 
60 F  CMIP5  GFDLCM3 Yes RCP6.0 0.88 18 Gum. 53.23 86.60 107.48 23 0.30 4 0.72 84 Exp. 57.21 92.47 117.12 
61 F  CMIP5  GFDLCM3 Yes RCP8.5 0.01 18 Gum. 53.24 87.19 108.44 22 0.26 8 0.40 85 Exp. 58.66 96.25 122.53 
62 F  CMIP5  HadGEM2-ES Yes RCP2.6 0.45 18 Gum. 85.82 169.46 221.81 25 0.24 13 0.22 66 Exp. 101.21 189.29 250.86 
63 F  CMIP5  HadGEM2-ES Yes RCP4.5 0.32 18 Gum. 105.10 223.79 298.09 28 0.22 22 0.15 47 Exp. 112.26 229.65 311.70 
64 F  CMIP5  HadGEM2-ES Yes RCP6.0 0.2 18 Gum. 79.53 164.67 217.97 37 0.48 16 0.79 45 Exp. 82.72 148.13 193.86 
65 F  CMIP5  HadGEM2-ES Yes RCP8.5 0.32 18 Gum. 77.74 174.51 235.09 30 0.25 39 0.75 35 Exp. 83.73 174.83 238.50 
66 F  NARCCAP  NCAR, CCSM3 Yes A2 0.6 18 GEV 45.50 166.20 412.03 27 0.30 7 0.50 39 GP 54.24 161.82 347.16 
67 F  NARCCAP  NCAR, CCSM3 Yes A2 0.07 18 Gum. 78.89 153.40 200.04 32 0.36 9 0.03 56 Exp. 92.21 167.31 219.81 
68 F  NARCCAP  NCAR, CCSM3 Yes A2 0.82 18 Gum. 115.53 257.44 346.28 31 0.36 3 0.98 64 GP 109.18 320.84 631.41 
69 F  NARCCAP  CGCM3 Yes A2 0.82 18 Gum. 50.01 87.57 111.08 25 0.49 2 0.83 73 GP 49.74 98.09 153.92 
70 F  NARCCAP  CGCM3 Yes A2 0.82 18 Gum. 61.92 130.82 173.95 20 0.29 6 0.51 81 GP 69.48 164.56 276.06 
71 F  NARCCAP  CGCM3 Yes A2 0.94 18 Gum. 96.76 195.04 256.57 22 0.26 5 0.85 102 Exp. 99.48 172.96 224.32 
72 F  NARCCAP  GFDLCM2.1 Yes A2 1 18 GEV 44.21 233.17 1038.16 29 0.42 4 0.90 39 Exp. 61.32 112.06 147.53 
73 F  NARCCAP  GFDLCM2.1 Yes A2 0.18 18 Gum. 68.64 135.32 177.07 28 0.40 5 0.21 55 Exp. 80.41 147.09 193.69 
74 F  NARCCAP  GFDLCM2.1 Yes A2 0.29 18 Gum. 61.22 131.19 175.00 22 0.37 3 0.79 63 GP 61.36 206.49 482.26 
75 F  NARCCAP  HadCM3 Yes A2 0.94 18 Gum. 88.62 184.11 243.90 20 0.27 4 0.68 109 GP 92.11 306.43 687.68 
76 F  NARCCAP  HadCM3 Yes A2 1 18 Gum. 80.36 179.82 242.08 30 0.38 14 0.23 56 Exp. 94.99 176.84 234.05 
77 F  CMIP3  NCAR, CCSM3  No A1B 0.17 18 Gum. 83.04 149.05 190.38 30 0.41 9 0.70 67 Exp. 89.24 157.20 204.70 
78 F  CMIP3  NCAR, CCSM3  No A2 0.2 18 Gum. 77.26 137.62 175.41 20 0.23 8 0.38 81 Exp. 83.16 149.35 195.62 
79 F  CMIP3 NCAR, CCSM3 No B1 0.54 18 Gum. 86.30 164.31 213.14 37 0.42 15 0.78 47 Exp. 95.09 176.02 232.59 
80 F  CMIP3 CGCM3 No A1B 0.82 18 Gum. 55.32 109.71 143.75 22 0.29 3 0.45 79 Exp. 59.87 100.01 128.07 
81 F  CMIP3 CGCM3 No A2 0.6 18 Gum. 50.49 92.56 118.90 27 0.32 17 0.87 48 Exp. 57.54 99.55 128.91 
82 F  CMIP3 CGCM3 No B1 0.4 18 Gum. 51.58 87.46 109.92 27 0.48 1 0.93 61 Exp. 54.61 87.84 111.06 
83 F  CMIP3  GFDLCM2.1 No A1B 0.82 18 Gum. 48.44 98.29 129.49 23 0.24 13 0.53 48 Exp. 52.62 93.37 121.85 
84 F  CMIP3  GFDLCM2.1 No A2 0.82 18 Gum. 45.37 83.28 107.01 30 0.46 6 0.20 36 Exp. 47.91 77.67 98.46 
85 F  CMIP3  GFDLCM2.1 No B1 0.4 18 Gum. 43.37 81.87 105.97 22 0.27 17 0.66 49 Exp. 49.43 86.71 112.77 
86 F  CMIP3  HadCM3 No A1B 0.1 18 GEV 75.34 192.09 347.35 23 0.29 7 0.38 73 Exp. 85.22 153.66 201.50 
87 F  CMIP3  HadCM3 No A2 0.1 18 Gum. 74.22 158.43 211.15 35 0.39 13 0.08 37 Exp. 82.83 160.74 215.20 
88 F  CMIP3  HadCM3 No B1 0.29 18 Gum. 81.27 156.29 203.26 24 0.29 8 0.41 79 Exp. 87.78 155.39 202.64 
89 F  CMIP5  NCAR, CCSM4 No RCP2.6 0.76 18 Gum. 48.04 93.24 121.53 20 0.26 5 0.47 67 GP 48.71 109.68 183.27 
90 F  CMIP5  NCAR, CCSM4 No RCP4.5 0.47 18 Gum. 47.29 82.97 105.31 20 0.16 12 0.56 59 Exp. 52.90 93.18 121.34 
91 F  CMIP5  NCAR, CCSM4 No RCP6.0 0.94 18 Gum. 57.94 108.15 139.58 24 0.30 7 0.85 63 GP 57.44 140.63 253.58 
92 F  CMIP5  NCAR, CCSM4 No RCP8.5 1 18 Gum. 57.88 108.83 140.73 27 0.23 9 0.55 45 Exp. 60.19 107.69 140.88 
93 F  CMIP5  CanESM2 No RCP2.6 0.23 18 Gum. 51.14 98.82 128.67 30 0.37 7 0.77 36 Exp. 57.11 102.14 133.61 
94 F  CMIP5  CanESM2 No RCP4.5 0.32 18 Gum. 48.48 81.83 102.71 34 0.45 9 0.18 39 Exp. 56.12 90.85 115.13 






Table. Continued.  







































96 F  CMIP5  GFDLCM3 No RCP2.6 0.7 18 Gum. 55.05 95.08 120.14 25 0.30 15 0.13 62 Exp. 56.98 95.14 121.81 
97 F  CMIP5  GFDLCM3 No RCP6.0 0.76 18 Gum. 54.11 87.49 108.38 32 0.47 1 0.42 57 Exp. 59.47 93.74 117.69 
98 F  CMIP5  GFDLCM3 No RCP8.5 0.29 18 Gum. 61.02 110.64 141.71 29 0.33 13 0.57 52 Exp. 65.91 114.37 148.24 
99 F  CMIP5  HadGEM2-ES No RCP2.6 0.7 18 Gum. 84.31 155.18 199.55 22 0.25 5 0.11 90 Exp. 95.38 168.76 220.05 
100 F  CMIP5  HadGEM2-ES No RCP4.5 0.2 18 Gum. 104.31 213.80 282.35 27 0.28 16 0.46 67 Exp. 112.22 209.97 278.29 
101 F  CMIP5  HadGEM2-ES No RCP6.0 0.4 18 GEV 77.24 240.61 484.61 28 0.38 7 0.48 66 GP 89.40 217.39 368.67 
102 F  CMIP5  HadGEM2-ES No RCP8.5 0.2 18 Gum. 73.30 161.35 216.47 24 0.23 19 0.61 52 Exp. 80.44 154.53 206.31 
103 F  NARCCAP  NCAR, CCSM3 No A2 0.6 18 Gum. 52.57 105.92 139.31 20 0.17 10 0.52 51 Exp. 54.27 99.77 131.57 
104 F  NARCCAP  NCAR, CCSM3 No A2 0.23 18 GEV 79.60 114.61 124.01 23 0.26 7 0.01 74 Exp. 85.64 155.00 203.48 
105 F  NARCCAP  NCAR, CCSM3 No A2 1 18 Gum. 93.98 209.09 281.15 20 0.20 5 0.71 53 Exp. 94.02 190.16 257.35 
106 F  NARCCAP  CGCM3 No A2 1 18 Gum. 59.66 100.87 126.67 30 0.42 8 0.93 66 Exp. 64.77 104.95 133.04 
107 F  NARCCAP  CGCM3 No A2 0.54 18 Gum. 77.45 137.57 175.21 33 0.51 1 0.01 74 Exp. 85.96 145.00 186.27 
108 F  NARCCAP  CGCM3 No A2 0.88 18 Gum. 80.41 161.59 212.41 22 0.25 8 0.33 84 Exp. 86.40 152.80 199.21 
109 F  NARCCAP  GFDLCM2.1 No A2 0.82 18 Gum. 79.49 167.26 222.21 31 0.35 10 0.29 74 Exp. 87.29 148.80 191.80 
110 F  NARCCAP  GFDLCM2.1 No A2 0.82 18 Gum. 101.77 205.07 269.74 36 0.47 11 0.94 75 Exp. 112.64 195.88 254.06 
111 F  NARCCAP  GFDLCM2.1 No A2 0.82 18 Gum. 79.92 168.64 224.19 30 0.47 5 0.40 76 GP 80.32 220.89 442.54 
112 F  NARCCAP  HadCM3 No A2 1 18 Gum. 117.15 238.91 315.14 40 0.39 10 0.78 65 Exp. 127.48 229.37 300.59 
113 F  NARCCAP  HadCM3 No A2 0.5 18 Gum. 79.55 164.16 217.12 31 0.37 12 0.95 49 Exp. 92.46 175.97 234.34 
*Is the extremal index 
**The number of threshold deficit values (r) that makes EI equal to 1 
***The P-value of MannKendall non parametric test 







Appendix  B 
Table (A). Climate scenarios used in the model selection methodology. The data was downloaded from the 
climate projects websites; NA-CORDEX, CMIP5,NARCCAP, and CMIP3. Also, see Al Aamery et al., 2016 
for generating daily data for HadCM3 and CCSM3 models of CMIP3 project.  In this table there are 131 
future scenarios and 57 hindcast runs.  
Project GCM RCM Run     










NA-CORDEX CanESM2 CanRCM4      
CRCM5-OUR      
CRCM5-UQAM      
RCA4      
GFDL-ESM2M RegCM4      
WRF      
HadGEM2 RegCM4      
WRF      
MPI-ESM-LR CRCM5-UQAM      
RegCM4      
WRF      
MPI-ESM-MR CRCM5-UQAM      
EC-EARTH** HirHam5      
RCA4      
CMIP5 CanESM2       
GFDL-ESM2M       
HadGEM2       
MPI-ESM-LR       
MPI-ESM-MR       
CCSM4       
ACCESS1-0       
BCC-CSM1-1       
CESM1-BGC       
CNRM-CM5       
CSIRO-MK3-6-0       
GFDL-CM3       
GFDL-ESM2G       
INMCM4       
IPSL-CM5A-LR       
IPSL-CM5A-MR       
MIROC-ESM       
MIROC-ESM-CHEM       
MIROC5       
MRI-CGCM3       
NORESM1-M       









NARCCAP CCSM CRCM      
MM5I      
WRFG      
CGCM3 CRCM      
RCM3      
WRFG      
GFDL   ECP2      
HRM3      
RCM3      
HadCM3 ECP2      
HRM3      
MM5I      
CMIP3 CCSM3       
CGCM3       
GFDL_cm2_0       
HadCM3       
CNRM_CM3       
GFDL_CM2_1       
IPSL_CM4       
MIROC3_2_MEDRES       
MIUB_ECHO_G       
MPI_ECHAM5       






Table (B). Results of model selection for ensemble design one 
Project Model Scenario Cluster # Δ Pr (cm) Δ Tave ( C) Weight 
CORDEX HadCM2-WRF RCP85 5 7.090234 3.601513 0.079895 
CORDEX EC Earth-rca4 RCP45 1 -5.27281 1.823596 0.078104 
CORDEX EC Earth-rca4 RCP85 8 -2.30392 2.619858 0.078104 
CORDEX MPI ESM LR-RegCM4 RCP85 7 14.05842 2.369299 0.074594 
CORDEX CanESM2-CanRCM4 RCP45 3 1.272159 2.325094 0.059044 
CORDEX CanESM2-CanRCM4 RCP85 3 0.677582 2.955649 0.059044 
NARCCAP CCSM-MM5I A2 5 7.106073 2.096853 0.058402 
CORDEX CanESM2-CRCM5 OUR RCP85 6 -9.30037 2.958664 0.054396 
NARCCAP HadCM3-MM5I A2 2 0.168307 9.256968 0.051472 
CORDEX HadCM2-RegCM4 RCP85 4 20.30785 2.648952 0.046635 
NARCCAP GFDL-RCM3 A2 3 1.833334 2.356161 0.040979 
CORDEX MPI ESM MR-CRCM5 UQAM RCP85 7 10.19675 2.362206 0.040333 
CORDEX MPI ESM LR-WRF RCP85 7 13.19079 2.086985 0.038772 
CORDEX MPI ESM LR-CRCM5 UQAM RCP85 3 3.920028 2.016682 0.037948 
NARCCAP CGCM3-CRCM A2 7 12.65222 2.375163 0.036893 
CORDEX GFDL ESM2 M-RegCM4 RCP85 8 -0.48409 2.246659 0.036574 
CORDEX EC Earth-HirHam5 RCP45 5 7.586404 0.980939 0.035169 
CORDEX EC Earth-HirHam5 RCP85 3 0.059285 2.214662 0.035169 
NARCCAP HadCM3-HRM3 A2 4 23.02782 11.33287 0.033737 
NARCCAP CGCM3-WRFG A2 7 13.54228 1.880936 0.032987 
CORDEX CanESM2-CRCM5 UQM RCP85 1 -5.08592 2.944805 0.032696 
NARCCAP GFDL-HRM3 A2 5 5.495386 3.108085 0.026519 
NARCCAP CCSM-CRCM A2 3 2.98426 2.696214 0.025511 
CORDEX GFDL ESM2 M-WRF RCP85 4 19.09119 7.599615 0.023991 
NARCCAP CCSM-WRFG A2 8 -2.21284 1.952235 0.020055 
NARCCAP GFDL-ECP2 A2 8 -2.93894 2.022945 0.017992 
CORDEX CanESM2-RCA4 RCP45 1 -7.19387 2.268858 0.017301 
CORDEX CanESM2-RCA4 RCP85 8 -2.57549 3.080265 0.017301 
NARCCAP CGCM3-RCM3 A2 3 1.878966 2.431269 0 
CMIP5 GFDL RCP26 5 20.3014 2.687351 0.061351 
CMIP5 GFDL RCP60 5 20.52409 2.381612 0.061351 
CMIP5 GFDL RCP85 5 26.57945 3.46078 0.061351 
CMIP3 CCSM3 A1B 2 17.44619 2.822383 0.054266 
CMIP3 CCSM3 A2 1 10.72689 3.082178 0.054266 
CMIP3 CCSM3 B1 1 11.11601 2.139718 0.054266 
CMIP3 HadCM3 A1B 7 4.1225 3.021235 0.041132 
CMIP3 HadCM3 A2 7 3.946794 2.726716 0.041132 
CMIP3 HadCM3 B1 1 10.00481 2.305289 0.041132 
CMIP5 GFDL-CM3.1 RCP26 7 6.463406 1.288719 0.031452 
CMIP5 GFDL-ESM2G.1 RCP45 2 15.64347 1.889847 0.031452 
CMIP5 GFDL-ESM2G.1 RCP60 1 8.8903 1.932943 0.031452 
CMIP5 GFDL-ESM2G.1 RCP85 2 12.43304 2.561948 0.031452 
CMIP5 CNRM-CM5.1 RCP26 1 7.935689 2.050049 0.031404 
CMIP5 CSIRO-MK3-6-0.1 RCP45 5 22.15499 2.587806 0.031404 
CMIP5 CSIRO-MK3-6-0.1 RCP85 1 11.59603 2.831221 0.031404 
CMIP5 CCSM4 RCP26 1 11.55751 1.60127 0.031244 
CMIP5 CCSM4 RCP45 2 17.40181 2.575659 0.031244 
CMIP5 CCSM4 RCP60 2 13.52039 1.853255 0.031244 
CMIP5 CCSM4 RCP85 2 16.91124 3.082795 0.031244 
CMIP3 MIROC3_2_MEDRES.1 A1B 6 -16.4253 3.289983 0.03122 
CMIP3 MIROC3_2_MEDRES.1 A2 3 -7.36467 3.147719 0.03122 
CMIP3 MIROC3_2_MEDRES.1 B1 8 -1.11762 2.535845 0.03122 
CMIP3 MPI_ECHAM5.1 A2 1 7.500061 1.911814 0.031207 
CMIP3 MPI_ECHAM5.1 B1 1 9.098611 1.697107 0.031207 
CMIP5 CNRM-CM5.1 RCP45 2 12.84167 2.059288 0.031186 
CMIP5 CNRM-CM5.1 RCP85 1 8.717 2.980646 0.031186 
CMIP3 GFDL A1B 4 1.407894 2.779781 0.031186 
CMIP3 GFDL A2 4 2.573928 2.376834 0.031186 
CMIP3 GFDL B1 8 0.095278 1.963378 0.031186 
CMIP5 IPSL-CM5A-MR.1 RCP26 7 3.903172 2.825231 0.031149 
CMIP5 IPSL-CM5A-MR.1 RCP45 1 10.98259 3.032342 0.031149 
CMIP5 MIROC-ESM.1 RCP60 7 4.4307 3.019333 0.031149 
CMIP5 MIROC-ESM.1 RCP85 7 4.4814 4.258499 0.031149 
CMIP5 MPI-ESM-MR.1 RCP26 8 -2.17227 1.00022 0.031133 
CMIP5 MPI-ESM-MR.1 RCP45 4 0.355944 1.45159 0.031133 
CMIP5 MRI-CGCM3.1 RCP60 4 1.751039 1.17522 0.031133 









Table (B). Continue  
Project Model Scenario Cluster # Δ Pr (cm) Δ Tave ( C) Weight 
CMIP5 IPSL-CM5A-LR.1 RCP26 2 14.6791 2.084951 0.031123 
CMIP5 IPSL-CM5A-LR.1 RCP45 1 7.938244 2.407407 0.031123 
CMIP5 IPSL-CM5A-MR.1 RCP60 3 -6.63414 2.131442 0.031123 
CMIP5 IPSL-CM5A-MR.1 RCP85 3 -4.28347 3.390448 0.031123 
CMIP5 MIROC5.1 RCP26 1 8.617228 1.012213 0.031073 
CMIP5 MPI-ESM-LR.1 RCP45 5 21.51379 1.035315 0.031073 
CMIP5 MPI-ESM-LR.1 RCP85 1 9.94705 2.586775 0.031073 
CMIP5 ACCESS1-0.1 RCP26 7 2.965961 2.028336 0.031059 
CMIP5 ACCESS1-0.1 RCP45 3 -8.11421 2.604528 0.031059 
CMIP5 BCC-CSM1-1.1 RCP60 7 4.545394 2.60383 0.031059 
CMIP5 BCC-CSM1-1.1 RCP85 1 9.278067 2.961133 0.031059 
CMIP3 CNRM_CM3.1 A1B 1 8.081756 1.95986 0.031042 
CMIP3 CNRM_CM3.1 A2 1 11.21631 1.913058 0.031042 
CMIP3 CNRM_CM3.1 B1 7 5.715067 1.245245 0.031042 
CMIP5 MIROC-ESM.1 RCP26 2 13.75957 2.323244 0.031028 
CMIP5 MIROC-ESM.1 RCP45 1 9.089639 3.17761 0.031028 
CMIP5 MIROC-ESM-CHEM.1 RCP60 2 14.49586 2.599931 0.031028 
CMIP5 MIROC-ESM-CHEM.1 RCP85 2 14.69025 3.929516 0.031028 
CMIP5 MRI-CGCM3.1 RCP26 7 4.722856 1.782334 0.031005 
CMIP5 MRI-CGCM3.1 RCP45 4 0.549994 2.434062 0.031005 
CMIP5 MRI-CGCM3.1 RCP60 7 4.036289 1.863664 0.031005 
CMIP5 MRI-CGCM3.1 RCP85 1 9.833383 3.340289 0.031005 
CMIP5 INMCM4.1 RCP45 4 0.938683 1.285397 0.030998 
CMIP5 INMCM4.1 RCP85 3 -5.33052 2.008491 0.030998 
CMIP5 ACCESS1-0.1 RCP45 6 -15.3375 2.719347 0.03099 
CMIP5 ACCESS1-0.1 RCP85 3 -6.99438 3.511243 0.03099 
CMIP3 MIUB_ECHO_G.1 A1B 1 9.638833 2.662644 0.030959 
CMIP3 MIUB_ECHO_G.1 A2 7 4.955978 3.025719 0.030959 
CMIP3 MPI_ECHAM5.1 B1 4 1.444072 1.867307 0.030959 
CMIP5 CGCM(canESM2) RCP26 8 -0.52357 2.354035 0.030957 
CMIP5 CGCM(canESM2) RCP45 4 2.246867 2.483584 0.030957 
CMIP5 CGCM(canESM2) RCP85 7 4.537778 3.1252 0.030957 
CMIP5 MIROC-ESM-CHEM.1 RCP26 8 -3.02645 2.355638 0.030937 
CMIP5 MIROC-ESM-CHEM.1 RCP45 4 0.607633 3.081052 0.030937 
CMIP5 MIROC5.1 RCP60 8 -2.94829 2.173435 0.030937 
CMIP5 MIROC5.1 RCP85 7 4.717722 3.744833 0.030937 
CMIP3 IPSL_CM4.1 A1B 8 -1.24713 3.591737 0.030906 
CMIP3 IPSL_CM4.1 A2 6 -13.4515 2.859203 0.030906 
CMIP3 IPSL_CM4.1 B1 3 -8.65514 2.402764 0.030906 
CMIP5 CESM1-BGC.1 RCP45 4 1.848917 2.689739 0.030899 
CMIP5 CESM1-BGC.1 RCP85 1 9.139917 3.116415 0.030899 
CMIP3 MRI_CGCM2_3_2A.1 A1B 7 3.743683 1.997515 0.030898 
CMIP3 MRI_CGCM2_3_2A.1 A2 1 8.57145 1.765547 0.030898 
CMIP3 MRI_CGCM2_3_2A.1 B1 4 1.144711 1.495976 0.030898 
CMIP3 CGCM3 A1B 4 2.598811 2.380351 0.030891 
CMIP3 CGCM3 A2 7 6.255783 2.167482 0.030891 
CMIP3 CGCM3 B1 7 6.295511 1.413596 0.030891 
CMIP5 INMCM4.1 RCP26 7 3.263606 1.457824 0.030882 
CMIP5 IPSL-CM5A-LR.1 RCP45 1 7.169956 2.085924 0.030882 
CMIP5 IPSL-CM5A-LR.1 RCP60 7 6.167822 1.5466 0.030882 
CMIP5 IPSL-CM5A-LR.1 RCP85 8 -1.11827 2.782253 0.030882 
CMIP3 GFDL_CM2_0.1 A1B 6 -12.8892 3.444375 0.030869 
CMIP3 GFDL_CM2_0.1 A2 4 1.939478 2.951327 0.030869 
CMIP3 GFDL_CM2_0.1 B1 3 -5.24907 2.063496 0.030869 
CMIP5 MPI-ESM-LR.1 RCP26 1 10.88337 1.523712 0.030774 
CMIP5 MPI-ESM-MR.1 RCP45 2 13.23254 2.229351 0.030774 
CMIP5 MPI-ESM-MR.1 RCP85 1 9.814594 2.70522 0.030774 
CMIP5 CSIRO-MK3-6-0.1 RCP26 5 21.65139 2.633355 0.004783 
CMIP5 GFDL-CM3.1 RCP60 5 21.33748 2.584484 0.004783 
CMIP5 GFDL-CM3.1 RCP85 5 27.03272 3.550212 0.004783 
CMIP5 HadGEM2-ES RCP26 2 13.30974 2.427562 0 
CMIP5 HadGEM2-ES RCP45 1 8.916989 3.795801 0 
CMIP5 HadGEM2-ES RCP60 4 1.586994 2.95504 0 
CMIP5 HadGEM2-ES RCP85 8 -3.52687 4.785926 0 









Table (C). Results of model selection for ensemble design two 
Project Model Scenario Cluster # Δ Pr (cm) Δ Tave ( C) Weight 
CMIP5 GFDL RCP26 12 20.3014 2.687351 0.036412 
CMIP5 GFDL RCP60 12 20.52409 2.381612 0.036412 
CMIP5 GFDL RCP85 5 26.57945 3.46078 0.036412 
CMIP3 CCSM3 A1B 6 17.44619 2.822383 0.029428 
CMIP3 CCSM3 A2 11 10.72689 3.082178 0.029428 
CMIP3 CCSM3 B1 11 11.11601 2.139718 0.029428 
CMIP3 HadCM3 A1B 7 4.1225 3.021235 0.02409 
CMIP3 HadCM3 A2 10 3.946794 2.726716 0.02409 
CMIP3 HadCM3 B1 11 10.00481 2.305289 0.02409 
CMIP5 GFDL-ESM2G.1 RCP26 2 6.463406 1.288719 0.01771 
CMIP5 GFDL-ESM2G.1 RCP45 8 15.64347 1.889847 0.01771 
CMIP5 GFDL-ESM2G.1 RCP60 2 8.8903 1.932943 0.01771 
CMIP5 GFDL-ESM2G.1 RCP85 8 12.43304 2.561948 0.01771 
CMIP5 CSIRO-MK3-6-0.1 RCP26 2 7.935689 2.050049 0.017684 
CMIP5 CSIRO-MK3-6-0.1 RCP45 12 22.15499 2.587806 0.017684 
CMIP5 CSIRO-MK3-6-0.1 RCP85 11 11.59603 2.831221 0.017684 
NARCCAP HadCM3-HRM3 A2 14 23.02782 11.33287 0.017624 
NARCCAP CCSM-WRFG A2 15 -2.21284 1.952235 0.017616 
NARCCAP CCSM-MM5I A2 2 7.106073 2.096853 0.017611 
NARCCAP CGCM3-WRFG A2 8 13.54228 1.880936 0.017605 
CMIP5 CCSM4 RCP26 8 11.55751 1.60127 0.017592 
CMIP5 CCSM4 RCP45 6 17.40181 2.575659 0.017592 
CMIP5 CCSM4 RCP60 8 13.52039 1.853255 0.017592 
CMIP5 CCSM4 RCP85 6 16.91124 3.082795 0.017592 
CORDEX EC Earth-rca4 RCP45 3 -5.27281 1.823596 0.017589 
CORDEX EC Earth-rca4 RCP85 15 -2.30392 2.619858 0.017589 
CORDEX CanESM2-CRCM5 OUR RCP85 9 -9.30037 2.958664 0.017574 
CMIP3 MPI_ECHAM5.1 A2 2 7.500061 1.911814 0.017573 
CMIP3 MPI_ECHAM5.1 B1 2 9.098611 1.697107 0.017573 
NARCCAP GFDL-ECP2 A2 15 -2.93894 2.022945 0.017572 
CMIP3 MIROC3_2_MEDRES.1 A1B 4 -16.4253 3.289983 0.017569 
CMIP3 MIROC3_2_MEDRES.1 A2 9 -7.36467 3.147719 0.017569 
CMIP3 MIROC3_2_MEDRES.1 B1 15 -1.11762 2.535845 0.017569 
CMIP3 GFDL A1B 13 1.407894 2.779781 0.017567 
CMIP3 GFDL A2 13 2.573928 2.376834 0.017567 
CMIP3 GFDL B1 1 0.095278 1.963378 0.017567 
CORDEX GFDL ESM2 M-RegCM4 RCP85 1 -0.48409 2.246659 0.017548 
CMIP5 CNRM-CM5.1 RCP45 8 12.84167 2.059288 0.017548 
CMIP5 CNRM-CM5.1 RCP85 11 8.717 2.980646 0.017548 
CMIP5 MIROC-ESM.1 RCP26 7 3.903172 2.825231 0.017531 
CMIP5 MIROC-ESM.1 RCP45 11 10.98259 3.032342 0.017531 
CMIP5 MIROC-ESM.1 RCP60 7 4.4307 3.019333 0.017531 
CMIP5 MIROC-ESM.1 RCP85 7 4.4814 4.258499 0.017531 
CORDEX CanESM2-CRCM5 UQM RCP85 3 -5.08592 2.944805 0.017519 
NARCCAP GFDL-RCM3 A2 13 1.833334 2.356161 0.017517 
CORDEX HadCM2-WRF RCP85 2 7.090234 3.601513 0.017511 
CORDEX EC Earth-HirHam5 RCP45 2 7.586404 0.980939 0.017511 
CORDEX EC Earth-HirHam5 RCP85 1 0.059285 2.214662 0.017511 
CORDEX CanESM2-CanRCM4 RCP45 13 1.272159 2.325094 0.017507 
CORDEX CanESM2-CanRCM4 RCP85 1 0.677582 2.955649 0.017507 
CORDEX MPI ESM LR-WRF RCP85 8 13.19079 2.086985 0.017507 
CORDEX MPI ESM LR-RegCM4 RCP85 8 14.05842 2.369299 0.017504 
CMIP5 MRI-CGCM3.1 RCP26 15 -2.17227 1.00022 0.017502 
CMIP5 MRI-CGCM3.1 RCP45 1 0.355944 1.45159 0.017502 
CMIP5 MRI-CGCM3.1 RCP60 13 1.751039 1.17522 0.017502 
CMIP5 MRI-CGCM3.1 RCP85 10 4.131794 2.033641 0.017502 
CMIP5 MPI-ESM-LR.1 RCP26 2 8.617228 1.012213 0.017495 
CMIP5 MPI-ESM-LR.1 RCP45 12 21.51379 1.035315 0.017495 
CMIP5 MPI-ESM-LR.1 RCP85 11 9.94705 2.586775 0.017495 
CMIP5 IPSL-CM5A-MR.1 RCP26 8 14.6791 2.084951 0.01749 
CMIP5 IPSL-CM5A-MR.1 RCP45 2 7.938244 2.407407 0.01749 
CMIP5 IPSL-CM5A-MR.1 RCP60 3 -6.63414 2.131442 0.01749 
CMIP5 IPSL-CM5A-MR.1 RCP85 3 -4.28347 3.390448 0.01749 
CORDEX MPI ESM MR-CRCM5 UQAM RCP85 11 10.19675 2.362206 0.017486 
NARCCAP CGCM3-RCM3 A2 13 1.878966 2.431269 0.017477 
CMIP5 BCC-CSM1-1.1 RCP26 10 2.965961 2.028336 0.017466 









Table (C). Continue  
Project Model Scenario Cluster # Δ Pr (cm) Δ Tave ( C) Weight 
CMIP5 BCC-CSM1-1.1 RCP60 7 4.545394 2.60383 0.017466 
CMIP5 BCC-CSM1-1.1 RCP85 11 9.278067 2.961133 0.017466 
CMIP3 CNRM_CM3.1 A1B 2 8.081756 1.95986 0.017465 
CMIP3 CNRM_CM3.1 A2 11 11.21631 1.913058 0.017465 
CMIP3 CNRM_CM3.1 B1 2 5.715067 1.245245 0.017465 
CORDEX MPI ESM LR-CRCM5 UQAM RCP85 10 3.920028 2.016682 0.017461 
CORDEX HadCM2-RegCM4 RCP85 12 20.30785 2.648952 0.017456 
CMIP5 ACCESS1-0.1 RCP45 4 -15.3375 2.719347 0.017447 
CMIP5 ACCESS1-0.1 RCP85 9 -6.99438 3.511243 0.017447 
CMIP5 INMCM4.1 RCP45 1 0.938683 1.285397 0.017442 
CMIP5 INMCM4.1 RCP85 3 -5.33052 2.008491 0.017442 
CMIP5 MIROC-ESM-CHEM.1 RCP26 8 13.75957 2.323244 0.017437 
CMIP5 MIROC-ESM-CHEM.1 RCP45 11 9.089639 3.17761 0.017437 
CMIP5 MIROC-ESM-CHEM.1 RCP60 8 14.49586 2.599931 0.017437 
CMIP5 MIROC-ESM-CHEM.1 RCP85 8 14.69025 3.929516 0.017437 
CMIP5 NORESM1-M.1 RCP26 10 4.722856 1.782334 0.017436 
CMIP5 NORESM1-M.2 RCP45 1 0.549994 2.434062 0.017436 
CMIP5 NORESM1-M.3 RCP60 10 4.036289 1.863664 0.017436 
CMIP5 NORESM1-M.4 RCP85 11 9.833383 3.340289 0.017436 
NARCCAP HadCM3-MM5I A2 1 0.168307 9.256968 0.017414 
NARCCAP GFDL-HRM3 A2 7 5.495386 3.108085 0.017413 
CMIP5 CGCM(canESM2) RCP26 1 -0.52357 2.354035 0.017406 
CMIP5 CGCM(canESM2) RCP45 13 2.246867 2.483584 0.017406 
CMIP5 CGCM(canESM2) RCP85 7 4.537778 3.1252 0.017406 
CORDEX GFDL ESM2 M-WRF RCP85 6 19.09119 7.599615 0.017403 
CMIP5 MIROC5.1 RCP26 15 -3.02645 2.355638 0.017386 
CMIP5 MIROC5.1 RCP45 1 0.607633 3.081052 0.017386 
CMIP5 MIROC5.1 RCP60 15 -2.94829 2.173435 0.017386 
CMIP5 MIROC5.2 RCP85 7 4.717722 3.744833 0.017386 
CMIP3 IPSL_CM4.1 A1B 15 -1.24713 3.591737 0.01738 
CMIP3 IPSL_CM4.1 A2 4 -13.4515 2.859203 0.01738 
CMIP3 IPSL_CM4.1 B1 9 -8.65514 2.402764 0.01738 
CMIP3 MIUB_ECHO_G.1 A1B 11 9.638833 2.662644 0.01738 
CMIP3 MIUB_ECHO_G.1 A2 7 4.955978 3.025719 0.01738 
CMIP3 MIUB_ECHO_G.2 B1 13 1.444072 1.867307 0.01738 
CMIP3 CGCM3 A1B 13 2.598811 2.380351 0.017375 
CMIP3 CGCM3 A2 2 6.255783 2.167482 0.017375 
CMIP3 CGCM3 B1 2 6.295511 1.413596 0.017375 
CMIP5 IPSL-CM5A-LR.1 RCP26 10 3.263606 1.457824 0.017373 
CMIP5 IPSL-CM5A-LR.1 RCP45 2 7.169956 2.085924 0.017373 
CMIP5 IPSL-CM5A-LR.1 RCP60 2 6.167822 1.5466 0.017373 
CMIP5 IPSL-CM5A-LR.1 RCP85 15 -1.11827 2.782253 0.017373 
CMIP3 MRI_CGCM2_3_2A.1 A1B 10 3.743683 1.997515 0.01737 
CMIP3 MRI_CGCM2_3_2A.1 A2 2 8.57145 1.765547 0.01737 
CMIP3 MRI_CGCM2_3_2A.1 B1 13 1.144711 1.495976 0.01737 
CMIP5 CESM1-BGC.1 RCP45 13 1.848917 2.689739 0.017362 
CMIP5 CESM1-BGC.1 RCP85 11 9.139917 3.116415 0.017362 
NARCCAP CGCM3-CRCM A2 8 12.65222 2.375163 0.017349 
CMIP3 GFDL_CM2_0.1 A1B 4 -12.8892 3.444375 0.017347 
CMIP3 GFDL_CM2_0.1 A2 13 1.939478 2.951327 0.017347 
CMIP3 GFDL_CM2_0.1 B1 3 -5.24907 2.063496 0.017347 
NARCCAP CCSM-CRCM A2 13 2.98426 2.696214 0.017346 
CORDEX CanESM2-RCA4 RCP45 9 -7.19387 2.268858 0.017315 
CORDEX CanESM2-RCA4 RCP85 15 -2.57549 3.080265 0.017315 
CMIP5 MPI-ESM-MR.1 RCP26 11 10.88337 1.523712 0.017296 
CMIP5 MPI-ESM-MR.1 RCP45 8 13.23254 2.229351 0.017296 
CMIP5 MPI-ESM-MR.1 RCP85 11 9.814594 2.70522 0.017296 
CMIP5 GFDL-CM3.1 RCP26 12 21.65139 2.633355 0.001006 
CMIP5 GFDL-CM3.1 RCP60 12 21.33748 2.584484 0.001006 
CMIP5 GFDL-CM3.1 RCP85 5 27.03272 3.550212 0.001006 
CMIP5 HadGEM2-ES RCP26 8 13.30974 2.427562 0 
CMIP5 HadGEM2-ES RCP45 11 8.916989 3.795801 0 
CMIP5 HadGEM2-ES RCP60 13 1.586994 2.95504 0 
CMIP5 HadGEM2-ES RCP85 15 -3.52687 4.785926 0 










Table (D). Results of model selection for ensemble design three 
Project Model Scenario Cluster # Δ Pr (cm) Δ Tave ( C) MSD 
CMIP5 CCSM4 RCP26 8 11.55751 1.60127 96.09784 
CMIP5 CCSM4 RCP45 6 17.40181 2.575659 96.09784 
CMIP5 CCSM4 RCP60 8 13.52039 1.853255 96.09784 
CMIP5 CCSM4 RCP85 6 16.91124 3.082795 96.09784 
CMIP3 GFDL A1B 13 1.407894 2.779781 97.47683 
CMIP3 GFDL A2 13 2.573928 2.376834 97.47683 
CMIP3 GFDL B1 1 0.095278 1.963378 97.47683 
CMIP5 GFDL RCP26 12 20.3014 2.687351 99.09511 
CMIP5 GFDL RCP60 12 20.52409 2.381612 99.09511 
CMIP5 GFDL RCP85 5 26.57945 3.46078 99.09511 
NARCCAP CCSM-CRCM A2 13 2.98426 2.696214 99.82959 
CMIP3 CGCM3 A1B 13 2.598811 2.380351 103.3184 
CMIP3 CGCM3 A2 2 6.255783 2.167482 103.3184 
CMIP3 CGCM3 B1 2 6.295511 1.413596 103.3184 
CMIP5 CGCM (canESM2) RCP26 1 -0.52357 2.354035 105.4804 
CMIP5 CGCM (canESM2) RCP45 13 2.246867 2.483584 105.4804 
CMIP5 CGCM (canESM2) RCP85 7 4.537778 3.1252 105.4804 
CMIP5 gfdl-esm2g.1 RCP26 2 6.463406 1.288719 105.6032 
CMIP5 gfdl-esm2g.1 RCP45 8 15.64347 1.889847 105.6032 
CMIP5 gfdl-esm2g.1 RCP60 2 8.8903 1.932943 105.6032 
CMIP5 gfdl-esm2g.1 RCP85 8 12.43304 2.561948 105.6032 
CMIP5 access1-0.1 RCP45 4 -15.3375 2.719347 106.4974 
CMIP5 access1-0.1 RCP85 9 -6.99438 3.511243 106.4974 
CMIP5 ipsl-cm5a-mr.1 RCP26 8 14.6791 2.084951 107.3366 
CMIP5 ipsl-cm5a-mr.1 RCP45 2 7.938244 2.407407 107.3366 
CMIP5 ipsl-cm5a-mr.1 RCP60 3 -6.63414 2.131442 107.3366 
CMIP5 ipsl-cm5a-mr.1 RCP85 3 -4.28347 3.390448 107.3366 
CMIP5 cesm1-bgc.1 RCP45 13 1.848917 2.689739 108.5138 
CMIP5 cesm1-bgc.1 RCP85 11 9.139917 3.116415 108.5138 
CMIP5 mri-cgcm3.1 RCP26 15 -2.17227 1.00022 108.5466 
CMIP5 mri-cgcm3.1 RCP45 1 0.355944 1.45159 108.5466 
CMIP5 mri-cgcm3.1 RCP60 13 1.751039 1.17522 108.5466 
CMIP5 mri-cgcm3.1 RCP85 10 4.131794 2.033641 108.5466 
CMIP5 gfdl-cm3.1 RCP26 12 21.65139 2.633355 108.964 
CMIP5 gfdl-cm3.1 RCP60 12 21.33748 2.584484 108.964 
CMIP5 gfdl-cm3.1 RCP85 5 27.03272 3.550212 108.964 
CMIP5 csiro-mk3-6-0.1 RCP26 2 7.935689 2.050049 109.4337 
CMIP5 csiro-mk3-6-0.1 RCP45 12 22.15499 2.587806 109.4337 
CMIP5 csiro-mk3-6-0.1 RCP85 11 11.59603 2.831221 109.4337 
CMIP5 miroc5.1 RCP26 15 -3.02645 2.355638 110.5648 
CMIP5 miroc5.1 RCP45 1 0.607633 3.081052 110.5648 
CMIP5 miroc5.1 RCP60 15 -2.94829 2.173435 110.5648 
CMIP5 miroc5.1 RCP85 7 4.717722 3.744833 110.5648 
NARCCAP CGCM3-CRCM A2 8 12.65222 2.375163 110.5871 
CMIP3 MIROC3-2-MEDRES1 A1B 4 -16.4253 3.289983 110.9963 
CMIP3 MIROC3-2-MEDRES1 A2 9 -7.36467 3.147719 110.9963 
CMIP3 MIROC3-2-MEDRES1 B1 15 -1.11762 2.535845 110.9963 
CMIP5 noresm1-m.1 RCP26 10 4.722856 1.782334 111.1515 
CMIP5 noresm1-m.1 RCP45 1 0.549994 2.434062 111.1515 
CMIP5 noresm1-m.1 RCP60 10 4.036289 1.863664 111.1515 
CMIP5 noresm1-m.1 RCP85 11 9.833383 3.340289 111.1515 
CMIP3 MRI-CGCM2-3-2A1 A1B 10 3.743683 1.997515 111.923 
CMIP3 MRI-CGCM2-3-2A1 A2 2 8.57145 1.765547 111.923 
CMIP3 MRI-CGCM2-3-2A1 B1 13 1.144711 1.495976 111.923 
CMIP3 CNRM-CM3.1 A1B 2 8.081756 1.95986 112.0449 
CMIP3 CNRM-CM3.1 A2 11 11.21631 1.913058 112.0449 
CMIP3 CNRM-CM3.1 B1 2 5.715067 1.245245 112.0449 
CMIP3 IPSL-CM4.1 A1B 15 -1.24713 3.591737 112.3245 
CMIP3 IPSL-CM4.1 A2 4 -13.4515 2.859203 112.3245 
CMIP3 IPSL-CM4.1 B1 9 -8.65514 2.402764 112.3245 
CMIP3 MPI-ECHAM5.1 A2 2 7.500061 1.911814 112.5733 
CMIP3 MPI-ECHAM5.1 B1 2 9.098611 1.697107 112.5733 
CMIP5 mpi-esm-mr.1 RCP26 11 10.88337 1.523712 112.5971 
CMIP5 mpi-esm-mr.1 RCP45 8 13.23254 2.229351 112.5971 
CMIP5 mpi-esm-mr.1 RCP85 11 9.814594 2.70522 112.5971 
CMIP5 inmcm4.1 RCP45 1 0.938683 1.285397 112.791 









Table (D). Continue  
Project Model Scenario Cluster # Δ Pr (cm) Δ Tave ( C) MSD 
CMIP5 bcc-csm1-1.1 RCP26 10 2.965961 2.028336 113.6123 
CMIP5 bcc-csm1-1.1 RCP45 9 -8.11421 2.604528 113.6123 
CMIP5 bcc-csm1-1.1 RCP60 7 4.545394 2.60383 113.6123 
CMIP5 bcc-csm1-1.1 RCP85 11 9.278067 2.961133 113.6123 
CORCEX EC EARTH-RCA4 RCP45 3 -5.27281 1.823596 113.8935 
CORCEX EC EARTH-RCA4 RCP85 15 -2.30392 2.619858 113.8935 
CMIP5 miroc-esm-chem.1 RCP26 8 13.75957 2.323244 114.0215 
CMIP5 miroc-esm-chem.1 RCP45 11 9.089639 3.17761 114.0215 
CMIP5 miroc-esm-chem.1 RCP60 8 14.49586 2.599931 114.0215 
CMIP5 miroc-esm-chem.1 RCP85 8 14.69025 3.929516 114.0215 
CMIP5 cnrm-cm5.1 RCP45 8 12.84167 2.059288 114.1102 
CMIP5 cnrm-cm5.1 RCP85 11 8.717 2.980646 114.1102 
CMIP5 ipsl-cm5a-lr.1 RCP26 10 3.263606 1.457824 114.2277 
CMIP5 ipsl-cm5a-lr.1 RCP45 2 7.169956 2.085924 114.2277 
CMIP5 ipsl-cm5a-lr.1 RCP60 2 6.167822 1.5466 114.2277 
CMIP5 ipsl-cm5a-lr.1 RCP85 15 -1.11827 2.782253 114.2277 
CMIP3 GFDL-CM2 A1B 4 -12.8892 3.444375 114.3985 
CMIP3 GFDL-CM2 A2 13 1.939478 2.951327 114.3985 
CMIP3 GFDL-CM2 B1 3 -5.24907 2.063496 114.3985 
CMIP5 miroc-esm.1 RCP26 7 3.903172 2.825231 115.6932 
CMIP5 miroc-esm.1 RCP45 11 10.98259 3.032342 115.6932 
CMIP5 miroc-esm.1 RCP60 7 4.4307 3.019333 115.6932 
CMIP5 miroc-esm.1 RCP85 7 4.4814 4.258499 115.6932 
CMIP5 mpi-esm-lr.1 RCP26 2 8.617228 1.012213 116.0367 
CMIP5 mpi-esm-lr.1 RCP45 12 21.51379 1.035315 116.0367 
CMIP5 mpi-esm-lr.1 RCP85 11 9.94705 2.586775 116.0367 
CMIP3 MIUB-ECHO-G1 A1B 11 9.638833 2.662644 116.4033 
CMIP3 MIUB-ECHO-G1 A2 7 4.955978 3.025719 116.4033 
CMIP3 MIUB-ECHO-G1 B1 13 1.444072 1.867307 116.4033 
NARCCAP CGCM3-WRFG A2 8 13.54228 1.880936 119.4771 
CORCEX CanESM2-RCA4 RCP45 9 -7.19387 2.268858 120.715 
CORCEX CanESM2-RCA4 RCP85 15 -2.57549 3.080265 120.715 
NARCCAP CCSM-WRFG A2 15 -2.21284 1.952235 120.832 
NARCCAP CCSM-MM5I A2 2 7.106073 2.096853 121.6932 
CORCEX HadCEM2-WRF RCP85 2 7.090234 3.601513 122.287 
NARCCAP GFDL-RCM3 A2 13 1.833334 2.356161 122.3866 
CORCEX HadCEM2-RegCM4 RCP85 12 20.30785 2.648952 122.9933 
CORCEX MPI ESM LR-RegCM4 RCP85 8 14.05842 2.369299 125.3487 
NARCCAP HadCM3-MM5I A2 1 0.168307 9.256968 127.0076 
NARCCAP CGCM3-RCM3 A2 13 1.878966 2.431269 128.2433 
CORCEX GFDL ESM2 M-RegCM4 RCP85 1 -0.48409 2.246659 131.3161 
CORCEX CanESM2-CRCM5-UQM RCP85 3 -5.08592 2.944805 131.597 
CORCEX CanESM2-CanRCM4 RCP45 13 1.272159 2.325094 132.2467 
CORCEX CanESM2-CanRCM4 RCP85 1 0.677582 2.955649 132.2467 
NARCCAP GFDL-ECP2 A2 15 -2.93894 2.022945 133.5078 
CORCEX CanESM2-CRCM5-OUR RCP85 9 -9.30037 2.958664 133.9818 
CORCEX MPI ESM LR-WRF RCP85 8 13.19079 2.086985 135.2725 
CMIP3 CCSM3 A1B 6 17.44619 2.822383 137.7476 
CMIP3 CCSM3 A2 11 10.72689 3.082178 137.7476 
CMIP3 CCSM3 B1 11 11.11601 2.139718 137.7476 
NARCCAP HadCM3-HRM3 A2 14 23.02782 11.33287 138.3364 
CORCEX MPI ESM MR-CRCM5 UQAM RCP85 11 10.19675 2.362206 144.1742 
CORCEX GFDL ESM2 M-WRF RCP85 6 19.09119 7.599615 144.8257 
CORCEX MPI ESM LR-CRCM5 QAM RCP85 10 3.920028 2.016682 144.9559 
NARCCAP GFDL-HRM3 A2 7 5.495386 3.108085 146.3089 
CMIP3 HadCM3 A1B 7 4.1225 3.021235 147.491 
CMIP3 HadCM3 A2 10 3.946794 2.726716 147.491 
CMIP3 HadCM3 B1 11 10.00481 2.305289 147.491 
CMIP5 HadGEM2-ES RCP26 8 13.30974 2.427562 149.4308 
CMIP5 HadGEM2-ES RCP45 11 8.916989 3.795801 149.4308 
CMIP5 HadGEM2-ES RCP60 13 1.586994 2.95504 149.4308 
CMIP5 HadGEM2-ES RCP85 15 -3.52687 4.785926 149.4308 
CORCEX EC EARTH-HirHam5 RCP45 2 7.586404 0.980939 159.4585 
CORCEX EC EARTH-HirHam5 RCP85 1 0.059285 2.214662 159.4585 









Figure (A). Clustering adopted for ensemble design one; A1 for dynamical downscaling, 






















































































































Abbaspour, C.K., 2008. SWAT Calibrating and Uncertainty Programs. A User Manual. 
Eawag Zurich, Switzerland. 
Abbaspour, K. C. 2012. SWAT CUP SWATCalibration and Uncertainty Programs. 
Retrieved June 01, 2014, from 
http://swat.tamu.edu/media/114860/usermanual_swatcup.pdf. 
Abbaspour, K.C., Yang, J., Maximov, I., Siber, R., Bogner, K., Mieleitner, J., Zobrist, J. 
and Srinivasan, R., 2007. Modelling hydrology and water quality in the pre-
alpine/alpine Thur watershed using SWAT. Journal of hydrology, 333(2-4), pp.413-
430. 
Adams, E., 2019. Pathway Connectivity in an Epigenetic Fluviokarst System: Insight from 
a Numerical Modelling Study in Kentucky USA. uknowledge.uky.edu 
Ahn, K.H., Merwade, V., Ojha, C.S.P. and Palmer, R.N., 2016. Quantifying relative 
uncertainties in the detection and attribution of human-induced climate change on 
winter streamflow. Journal of hydrology, 542, pp.304-316. 
Al Aamery, N., Fox, J.F. and Snyder, M., 2016. Evaluation of climate modeling factors 
impacting the variance of streamflow. Journal of hydrology, 542, pp.125-142. 
Al Aamery, N., Fox, J.F., Snyder, M. and Chandramouli, C.V., 2018. Variance analysis of 
forecasted streamflow maxima in a wet temperate climate. Journal of Hydrology, 
560, pp.364-381. 
Al-Mukhtar, M., Dunger, V., Merkel, B., 2014. Assessing the impact of climate change on 
hydrology of the upper reach of the spree river. Water Resources Management, 28, 
2731-2749. 
Arnold, J. G., Allen, P. M., Volk, M., Williams, J. R., & Bosch, D. D., 2010. Assessment 
of Different Representations of Spatial Variability on SWAT Model Performance. 
Transactions of the ASABE, 53(5), 1433-1443.  
Arnold, J. G., Moriasi, D. N., Gassman, P. W., Abbaspour, K. C., White, M. J., Srinivasan, 
R., Santhi, C., Harmel, R. D., van Griensven, A., Van Leiw, M. W., Kannan, N., 
Jha, M. K., 2012. SWAT: Model use, calibration, and validation. American Society 
of Agricultural and Biological Engineers, 55(4):1491-1508. 
Arnold, J. G., Srinivasan, R., Muttiah, R. S., Williams, J. R., 1998. Large area hydrologic 
modeling and assessment part I: Model development. Journal of the American 
Water Resources Association, 34(1): 73-89. 
Baedke, S.J. and Krothe, N.C., 2001. Derivation of effective hydraulic parameters of a karst 
aquifer from discharge hydrograph analysis. Water Resources Research, 37(1), 
pp.13-19. 
Bandy, A.M., Cook, K., Fryar, A.E. and Zhu, J., 2019. Differential transport of Escherichia 
coli isolates compared to abiotic tracers in a karst aquifer. Groundwater. 
Bear, J., Tsang, C.F. and De Marsily, G., 2012. Flow and contaminant transport in 
fractured rock. Academic Press. 
Beguería, S., & Vicente-Serrano, S. M. 2006. Mapping the hazard of extreme rainfall by 
peaks over threshold extreme value analysis and spatial regression techniques. 
Journal of applied meteorology and climatology, 45(1), 108-124. 
Bezak, N., Brilly, M., & Šraj, M. 2014. Comparison between the peaks-over-threshold 
method and the annual maximum method for flood frequency analysis. 





Bicalho, C.C., Batiot-Guilhe, C., Taupin, J.D., Patris, N., Van Exter, S. and Jourde, H., 
2017. A conceptual model for groundwater circulation using isotopes and 
geochemical tracers coupled with hydrodynamics: A case study of the Lez karst 
system, France. Chemical Geology, p.118442. 
Bishop, C.H. and Abramowitz, G., 2013. Climate model dependence and the replicate Earth 
paradigm. Climate dynamics, 41(3-4), pp.885-900. 
Boé, J., Terray, L., Habets, F. and Martin, E., 2007. Statistical and dynamical downscaling 
of the Seine basin climate for hydro‐meteorological studies. International Journal 
of Climatology: A Journal of the Royal Meteorological Society, 27(12), pp.1643-
1655. 
Brekke, L., Thrasher, B.L., Maurer, E.P. and Pruitt, T., 2013. Downscaled CMIP3 and 
CMIP5 climate projections: release of downscaled CMIP5 climate projections, 
comparison with preceding information, and summary of user needs. US 
Department of the Interior, Bureau of Reclamation, Technical Service Center, 
Denver, Colorado, USA. 
Brooks, R. H., & Corey, A. T., 1964. Hydraulic properties of porous media and their relation 
to drainage design. Transactions of the ASAE, 7(1), 26-0028. 
Cannon, A.J., 2015. Selecting GCM scenarios that span the range of changes in a 
multimodel ensemble: application to CMIP5 climate extremes indices. Journal of 
Climate, 28(3), pp.1260-1267. 
Cannon, A.J., Sobie, S.R. and Murdock, T.Q., 2015. Bias correction of GCM precipitation 
by quantile mapping: How well do methods preserve changes in quantiles and 
extremes?. Journal of Climate, 28(17), pp.6938-6959. 
Carey, D.I. and Stickney, J.F., 2005. Groundwater resources of Hancock County, Kentucky: 
Kentucky Geological Survey, ser. 12, County Report 46. 
Caya, D., Laprise, R., 1999: A semi-Lagrangian semi-implicit regional climate model: The 
Canadian RCM. Monthly Weather Review, 127, 341–362.  
Chang, H.H., 1988. Fluvial processes in river engineering. Krieger Publishing Company, 
Malabar 
Chang, Y., Wu, J., Jiang, G., Zhao, X. and Zhang, Q., 2019. Investigating the appropriate 
model structure for simulation of a karst catchment from the aspect of spatial 
complexity. Environmental earth sciences, 78(1), p.13. 
Chen, F., and J. Dudhia, 2001: Coupling an advanced land-surface/hydrology model with 
the Penn State/NCAR MM5 modeling system. Part II: Preliminary Model 
validation. Monthly Weather Review, 129, 587-604.  
Chen, J., Brissette, F., Chaumont, D., Braun, M., 2012. Performance and uncertainty 
evaluation of empirical downscaling methods in quantifying the climate change 
impacts on hydrology over two North American river basins. Journal of Hydrology, 
479 (2013):200-214. 
Chen, J., Brissette, F., Leconate, R., 2011. Uncertainty of downscaling method in 
quantifying the impact of climate change on hydrology. Journal of Hydrology, 401 
(2011):190-202. 
Chen, J., Brissette, F.P., Chaumont, D. and Braun, M., 2013. Performance and uncertainty 
evaluation of empirical downscaling methods in quantifying the climate change 






Chen, Z. and Goldscheider, N., 2014. Modeling spatially and temporally varied hydraulic 
behavior of a folded karst system with dominant conduit drainage at catchment 
scale, Hochifen–Gottesacker, Alps. Journal of Hydrology, 514, pp.41-52. 
Chien, H., Yeh, P.J.F. and Knouft, J.H., 2013. Modeling the potential impacts of climate 
change on streamflow in agricultural watersheds of the Midwestern United States. 
Journal of Hydrology, 491, pp.73-88. 
Chien, N. and Wan, Z., 1999, June. Mechanics of sediment transport. American Society of 
Civil Engineers. 
Chirivella Osma, V., Capilla Romá, J.E. and Pérez-Martín, M.Á., 2016. Dynamical versus 
statistical downscaling for the generation of regional climate change scenarios at a 
Western Mediterranean basin: the Jucar River District. Journal of Water and 
Climate Change, 7(2), pp.379-392. 
Chow, V., 1959. Open-channel hydraulics (Vol. 1). New York: McGraw-Hill.  
Chylek, P., Li, J., Dubey, M. K., Wang, M., & Lesins, G. 2011. Observed and model 
simulated 20th century Arctic temperature variability: Canadian earth system model 
CanESM2. Atmospheric Chemistry and Physics Discussions, 11(8), 22893-22907. 
Coles, S., Bawa, J., Trenner, L., & Dorazio, P. 2001. An introduction to statistical modeling 
of extreme values (Vol. 208). London: Springer. 
Collins, W. D., Bitz, C. M., Blackmon, M. L., Bonan, G. B., Bretherton, C. S., Carton, J. 
A., Chang, P., Coney, S.C., Hack, J.J., Henderson, T.B. and Kiehl, J. T. (2006). The 
community climate system model version 3 (CCSM3). Journal of Climate, 19(11), 
2122-2143. 
Collins, W. J., Bellouin, N., Doutriaux-Boucher, M., Gedney, N., Hinton, T., Jones, C. D., 
... & Senior, C. 2008. Evaluation of the HadGEM2 model. Hadley Cent. Tech. Note, 
74. 
Collins, W., Bitz, C., Blackmon, M., Bonan, G., Bretherton, C., Carton, J., Chang, P., 
Doney, S.,Hack, J., Henderson, T., Kiehl, J., Large, W., Mckenna, D., Santer, B., 
and Smith, R., 2006. The Community Climate System Model Version 3 (CCSM3). 
Journal of Climate, 19: 2122-2143.  
Cressman, E. R. 1967. Geologic map of the Georgetown quadrangle. Scott and Fayette 
Counties, Kentucky: US Geological Survey Geologic Quadrangle Map GQ-605, 
scale, 1(24,000). 
Cressman, E. R., & Peterson, W. L. 1986. Ordovician system. The geology of Kentucky: a 
text to accompany the geologic map of Kentucky. US Geological Survey 
Professional Paper.  
Currens, J. C., Taylor, C. J., Webb, S., Zhu, J., Workman, S., Agouridis, C., ... & Husic, A. 
2015. Initial Findings from the Karst Water Instrumentation System Station, Royal 
Spring Groundwater Basin, Kentucky Horse Park 2010-2014. In Proceedings 
Kentucky Water Resources Annual Symposium, Kentucky Water Resources 
Research Institute (pp. 9-10). 
Dankers, R. and Feyen, L., 2008. Climate change impact on flood hazard in Europe: An 
assessment based on high‐resolution climate simulations. Journal of Geophysical 
Research: Atmospheres, 113(D19). 
Davies, D.L. and Bouldin, D.W., 1979. A cluster separation measure. IEEE transactions on 





Delworth, T., Broccoli, A., Rosati, A., Stouffer, R., Balaji, V., Beesley, J., Cooke, W., 
Dixon, K., Dunne, J., Dunne, K., Durachta, J., Findell, K.,  Ginoux, P., 
Gnanadesikan, A., Gordon, C., Griffies, S.,  Gudgel, R., Harrison, M., Held, I., 
Hemler, R., Horowitz, L., Klein, S.,  Knutson, T., Kushner, P., Langenhorst, A., 
Lee, H.,  Lin, S., Lu, J., Malyshev, S., Milly,  P., Ramaswamy, V.,  Russell, J., 
Schwarzkopf, M., Shevliakova, E., Sirutis, J., Spelman, M., Stern, W., Winton, M., 
Wittenberg, A.,  Wyman, B., Zeng, F., Zhang, R., 2006. GFDL’s CM2 Global 
Coupled Climate Models. Part I: Formulation and Simulation Characteristics. 
American Meteorological Society, 643-674. 
Dennis Jr, J.E. and Schnabel, R.B., 1996. Numerical methods for unconstrained 
optimization and nonlinear equations (Vol. 16). Siam. 
Déqué, M., 2007. Frequency of precipitation and temperature extremes over France in an 
anthropogenic scenario: Model results and statistical correction according to 
observed values. Global and Planetary Change, 57(1-2), pp.16-26. 
Domenico, P.A. and Schwartz, F.W., 1998. Physical and chemical hydrogeology (Vol. 
506). New York: Wiley. 
Donigan, A. S. 2002. Watershed model calibration and validation: The HSPF experience. 
Proceedings of the Water Environment Federation, 2002(8), 44-73. 
Donohue, R. J., McVicar, T. R., & Roderick, M. L. 2010. Assessing the ability of potential 
evaporation formulations to capture the dynamics in evaporative demand within a 
changing climate. Journal of Hydrology, 386(1-4), 186-197. 
Douglas-Mankin, K. R., Srinivasan, R., Arnold, J. G., 2010. Soil and water assessment tool 
(SWAT) model: current developments and applications. American Society of 
Agricultural and Biological Engineers, 53(5):1423-1431. 
Drahovzal, J.A., Harris, D.C., Wickstrom, L.H., Walker, D., Baranoski, M.T., Keith, B. and 
Furer, L.C., 1992. The East Continent Rift Basin: A New Discovery. Kentucky 
Geological Survey. Special Publication, 18. 
Engel, B., Storm, D., White, M., Arnold, J. and Arabi, M., 2007. A Hydrologic/Water 
Quality Model Applicati1 1. JAWRA Journal of the American Water Resources 
Association, 43(5), pp.1223-1236. 
Evans, J.P., Ji, F., Lee, C., Smith, P., Argüeso, D. and Fita, L., 2014. Design of a regional 
climate modelling projection ensemble experiment–NARCliM. Geoscientific 
Model Development, 7(2), pp.621-629. 
Ewers, O.R., 1982. Cavern development in the dimensions of length and breadth (Doctoral 
dissertation). 
Farmarzi, M., Abbaspour, K. C., Vaghefi, S. A., Farzaneh, M. R., Zehnder, A. J., 
Srinivasan, R., Yang, H., 2012. Modeling impacts of climate change on freshwater 
availability in Africa. Journal of Hydrology, 480(2013) 85-101. 
Fatichi, S., Rimkus, S., Burlando, P. and Bordoy, R., 2014. Does internal climate variability 
overwhelm climate change signals in streamflow? The upper Po and Rhone basin 
case studies. Science of the Total Environment, 493, pp.1171-1182. 
Feenstra, J.F., Burton, I., Smith, J.B. and Tol, R.S., 1998. Handbook on Methods for 
Climate Change Impact Assessment and Adaptation Strategies. 
Fernandez, G. P., Chescheir, G. M., Skaggs, R. W., & Amatya, D. M. 2005. Development 
and testing of watershed-scale models for poorly drained soils. Transactions of the 





Ficklin, D. L., Srewart, I. T., Maurer, E. P., 2012. Effects of projected climate change on 
the hydrology in the Mono Lake Basin, California. Climatic Change, 116:111–131.  
Ficklin, D. L., Srewart, I. T., Maurer, E. P., 2013. Climate Change Impacts on Streamflow 
and Subbasin- Scale Hydrology in the Upper Colorado River Basin. PLOS ONE, 8 
(8): e71297. 
Filipponi, M., 2009. Spatial analysis of karst conduit networks and determination of 
parameters controlling the speleogenesis along preferential lithostratigraphic 
horizons (Doctoral dissertation, Verlag nicht ermittelbar). 
Fiorillo, F., 2011. Tank-reservoir drainage as a simulation of the recession limb of karst 
spring hydrographs. Hydrogeology journal, 19(5), pp.1009-1019. 
Fiorillo, F., 2014. The recession of spring hydrographs, focused on karst aquifers. Water 
resources management, 28(7), 1781-1805.  
Fischer, S., & Schumann, A. 2016. Robust flood statistics: comparison of peak over 
threshold approaches based on monthly maxima and TL-moments. Hydrological 
Sciences Journal, 61(3), 457-470. 
Flato, G. M., 2005. The third generation coupled global climate model 
(CGCM3).http://www.ec.gc.ca/ccmac-cccma/default.asp?n=1299529F-1. 
Florea, L.J., Fratesi, B. and Chavez, T.A., 2005. The reflection of karst in the online mirror: 
A survey within scientific databases, 1960-2005. Journal of Cave and Karst Studies, 
p.229. 
Ford, D. C., & Ewers, R. O., 1978. The development of limestone cave systems in the 
dimensions of length and depth. Canadian Journal of Earth Sciences, 15(11), 1783-
1798.  
Ford, W. I., Fox, J. F., & Rowe, H. 2015. Impact of extreme hydrologic disturbance upon 
the sediment carbon quality in agriculturally impacted temperate streams. 
Ecohydrology, 8(3), 438-449. 
Ford, W.I. and Fox, J.F. 2014. Benthic control on the statistical distribution of transported 
sediment carbon in a low-gradient stream. Journal of Hydrology, 515(16):316–329, 
DOI: 10.1016/j.jhydrol.2014.05.012. 
Ford, W.I., Fox, J.F., Pollock, E., Rowe, H., Chakraborty, S. 2015. Testing assumptions for 
nitrogen transformations in a low gradient agricultural stream, Journal of 
Hydrology, 10.1016/j.jhydrol.2015.05.062. 
Fowler, H. J., Blenkinsop, S., & Tebaldi, C. 2007. Linking climate change modelling to 
impacts studies: recent advances in downscaling techniques for hydrological 
modelling. International journal of climatology, 27(12), 1547-1578. 
Fox, J. F., 2005. Fingerprinting using biogeochemical tracers to investigate watershed 
processes. Ph.D. Thesis, University of Iowa, Iowa City, Iowa. 
Fox, J. F., Papanicolaou, A. N., 2008. Application of the spatial distribution of nitrogen 
stable isotopes for sediment tracing at the watershed scale. Journal of Hydrology 
358:46-55. 
Freni, G., and Giorgio M., 2010. Uncertainty in Water Quality Modelling: The 
Applicability of Variance Decomposition Approach. Journal of Hydrology 394, no. 
3-4 (2010): 324-33.  






Gassman, P. W., Reyes, M. R., Green, C. H., & Arnold, J. G., 2007. The soil and water 
assessment tool: historical development, applications, and future research 
directions. Transactions of the ASABE, 50(4), 1211-1250. 
Gent, P. R., Danabasoglu, G., Donner, L. J., Holland, M. M., Hunke, E. C., Jayne, S. R., ... 
& Worley, P. H. 2011. The community climate system model version 4. Journal of 
Climate, 24(19), 4973-4991. 
Gilleland, E., & Katz, R. W. 2016. Extremes 2.0: an extreme value analysis package in r. 
Journal of Statistical Software, 72(8), 1-39. 
Giorgi, F., Marinucci, M. R., Bates, G. T., 1993. Development of a second-generation 
regional climate model (RegCM2). Part I: Boundary-layer and radiative transfer 
processes. Monthly Weather Review, 121, 2794–2813. 
Gopikrishna, B. and Deo, M.C., 2019. Sediment transport and shoreline shifts in response 
to climate change at the tidal inlets of Chilika, India. Proceedings of the Institution 
of Mechanical Engineers, Part M: Journal of Engineering for the Maritime 
Environment, 233(1), pp.372-387. 
Gordon, C., Cooper, C., Senior, C.A., Banks, H.T., Gregory, J.M., Johns, T.C., Mitchell, 
J.F.B., Wood, R.A., 2000. The simulation of SST, sea ice extents and ocean heat 
transports in a version of the Hadley Centre coupled model without flux 
adjustments. Climate Dynamics, 16, 147-168.  
Gravetter, F. J., & Wallnau, L. B. 2000. Statistics for the behavioral sciences (5th edition). 
Belmont, CA: Wadsworth. 
Griffies, S. M., Winton, M., Donner, L. J., Horowitz, L. W., Downes, S. M., Farneti, R., ... 
& Palter, J. B. 2011. The GFDL CM3 coupled climate model: characteristics of the 
ocean and sea ice simulations. Journal of Climate, 24(13), 3520-3544. 
Gudmundsson, L., Bremnes, J.B., Haugen, J.E. and Engen-Skaugen, T., 2012. Downscaling 
RCM precipitation to the station scale using statistical transformations–a 
comparison of methods. Hydrology and Earth System Sciences, 16(9), pp.3383-
3390. 
Guimberteau, M., Ronchail, J., Espinoza, J. C., Lengaigne, M., Sultan, B., Polcher, J., 
Drapeau, G., Guyot, J. L., Ducharne, A., Ciais, P., 2013. Future changes in 
precipitation and impacts on extreme streamflow over Amazonian sub-basins. 
Environmental Research Letters, 8 (2013): 014035 (13pp). 
Gupta, R.S., 2014. Hydrology and hydraulic systems. Waveland Press. 
Haan, C.T., 2002. Statistical methods in hydrology. The Iowa State University Press. 
Haan, C.T., Barfield, B.J. and Hayes, J.C., 1994. Design hydrology and sedimentology for 
small catchments. Elsevier. 
Harding, B.L., Wood, A.W. and Prairie, J.R., 2012. The implications of climate change 
scenario selection for future streamflow projection in the Upper Colorado River 
Basin. Hydrology and Earth System Sciences, 16(11), pp.3989-4007. 
Harnly, J. M., Harrington, P. B., Botros, L. L., Jablonski, J., Chang, C., Bergana, M. M., . . 
. Moore, J. C. 2014. Characterization of Near-Infrared Spectral Variance in the 
Authentication of Skim and Nonfat Dry Milk Powder Collection Using ANOVA-
PCA, Pooled-ANOVA, and Partial Least-Squares Regression. J. Agric. Food Chem. 





Hartmann, A., Goldscheider, N., Wagener, T., Lange, J. and Weiler, M., 2014. Karst water 
resources in a changing world: Review of hydrological modeling approaches. 
Reviews of Geophysics, 52(3), pp.218-242. 
Hartmann, A., Weiler, M., Wagener, T., Lange, J., Kralik, M., Humer, F., Mizyed, M., 
Rimmer, A., Barbera, J.A., Andreo, B., Butscher, C., & Huggenberger, P., 2013. 
Process-based karst modelling to relate hydrodynamic and hydrochemical 
characteristics to system properties. Hydrology and earth system sciences, 17(8), 
3305-3321. 
Hawkins, E., Sutton, R., 2009. The potential to narrow uncertainty in projections of regional 
precipitation change. Climate Dynamic (2011) 37:407–418. 
Hensley, R. T., Cohen, M. J., & Korhnak, L. V., 2014. Inferring nitrogen removal in large 
rivers from high‐resolution longitudinal profiling. Limnology and 
Oceanography, 59(4), 1152-1170. 
Hoan, N.X., Khoi, D.N. and Nhi, P.T.T., 2018. Uncertainty assessment of streamflow 
projection under the impact of climate change in the Lower Mekong Basin: a case 
study of the Srepok River Basin, Vietnam. Water and Environment Journal. 
Hogg, R. V., Tanis, E., & Zimmerman, D. 2014. Probability and statistical inference. 
Pearson Higher Ed. 
Hosseini, S.M., Ataie-Ashtiani, B. and Simmons, C.T., 2017. Spring hydrograph simulation 
of karstic aquifers: Impacts of variable recharge area, intermediate storage and 
memory effects. Journal of Hydrology, 552, pp.225-240. 
Husic, A., Fox, J., Adams, E., Backus, J., Pollock, E., Ford, W. and Agouridis, C., 2019a. 
Inland impacts of atmospheric river and tropical cyclone extremes on nitrate 
transport and stable isotope measurements. Environmental earth sciences, 78(1), 
p.36. 
Husic, A., Fox, J., Adams, E., Ford, W., Agouridis, C., Currens, J. and Backus, J., 2019b. 
Nitrate pathways, processes, and timing in an agricultural karst system: 
Development and application of a numerical model. Water Resources Research, 
55(3), pp.2079-2103. 
Husic, A., Fox, J., Adams, E., Pollock, E., Ford, W., Agouridis, C. and Backus, J., 2020. 
Quantification of nitrate fate in a karst conduit using stable isotopes and numerical 
modeling. Water Research, 170, p.115348. 
Husic, A., Fox, J., Agouridis, C., Currens, J., Ford, W. and Taylor, C., 2017a. Sediment 
carbon fate in phreatic karst (Part 1): Conceptual model development. Journal of 
Hydrology, 549, pp.179-193. 
Husic, A., Fox, J., Ford, W., Agouridis, C., Currens, J. and Taylor, C., 2017b. Sediment 
carbon fate in phreatic karst (Part 2): Numerical model development and 
application. Journal of Hydrology, 549, pp.208-219. 
IBM Corporation, 2012. IBM SPSS Neural Networks 21. Retrieved from 
<http://www.sussex.ac.uk/its/pdfs/SPSS_Neural_Network_21 2012> 
IBM. 2012. IBM SPSS Neural Networks 21. Retrieved from 
http://www.sussex.ac.uk/its/pdfs/SPSS_Neural_Network_21  
IPCC, 2001. Climate Change 2001: The Scientific Basis. In: Houghton, J.T., Ding, Y., 
Griggs, D.J., Noguer, M., van der Linden, P.J., Dai, X., Maskell, K., Johnson, C.A. 





Intergovernmental Panel on Climate Change. Cambridge University Press, 
Cambridge, United Kingdom and New York, NY, USA. 881 pp. 
IPCC, 2007. Climate Change 2007: The Physical Science Basis. In: Solomon, S., Qin, D., 
Manning, M., Chen, Z., Marquis, M., Averyt, K.B., Tignor, M., Miller, H.L. (Eds.), 
Contribution of Working Group I to the Fourth Assessment Report of the 
Intergovernmental Panel on Climate Change. Cambridge University Press, 
Cambridge, United Kingdom and New York, NY, USA. 996 pp. 
IPCC, 2013. Climate Change 2013: The Physical Science Basis. In: Stocker, T.F., Qin, D., 
Plattner, G.-K., Tignor, M., Allen, S.K., Boschung, J., Nauels, A., Xia, Y., Bex, V., 
Midgley, P.M. (Eds.), Contribution of Working Group I to the Fifth Assessment 
Report of the Intergovernmental Panel on Climate Change. Cambridge University 
Press, Cambridge, United Kingdom and New York, NY, USA. 1535 pp. 
Jain, S. C., 2001. Open-channel flow. John Wiley & Sons.  
Jang, S. and Kavvas, M.L., 2015. Downscaling global climate simulations to regional 
scales: Statistical downscaling versus dynamical downscaling. Journal of 
Hydrologic Engineering, 20(1), p.A4014006. 
Jeannin, P. Y., 2001. Modeling flow in phreatic and epiphreatic karst conduits in the 
Hölloch cave (Muotatal, Switzerland). Water Resources Research, 37(2), 191-200.  
Johnson, T., Butcher, J., Deb, D., Faizullabhoy, M., Hummel, P., Kittle, J., McGinnis, S., 
Mearns, L.O., Nover, D., Parker, A. and Sarkar, S., 2015. Modeling streamflow and 
water quality sensitivity to climate change and urban development in 20 US 
watersheds. JAWRA Journal of the American Water Resources Association, 51(5), 
pp.1321-1341. 
Jones, R., Hassell, D., Hudson, D., Wilson, S., Jenkins, G. Mitchell, J., 2003: Generating 
high resolution climate change scenarios using PRECIS. UNDP National 
Communications Unit Workbook, 34 pp. 
Jouves, J., Viseur, S., Arfib, B., Baudement, C., Camus, H., Collon, P., & Guglielmi, Y., 
2017. Speleogenesis, geometry, and topology of caves: A quantitative study of 3D 
karst conduits. Geomorphology, 298, 86-106.  
Juang, H., S. Hong, and M. Kanamitsu, 1997. The NMC nested regional spectral model: 
An update. Bulletin American Meteorological Society, 78, 2125–2143. 
Khaliq, M. N., Ouarda, T. B. M. J., Ondo, J. C., Gachon, P., & Bobée, B. 2006. Frequency 
analysis of a sequence of dependent and/or non-stationary hydro-meteorological 
observations: A review. Journal of hydrology, 329(3), 534-552. 
Klimchouk, A., 2004. Towards defining, delimiting and classifying epikarst: Its origin, 
processes and variants of geomorphic evolution. Speleogenesis and Evolution of 
Karst Aquifers, 2(1), 1-13.  
Knutti, R., & Sedláček, J. 2013. Robustness and uncertainties in the new CMIP5 climate 
model projections. Nature Climate Change, 3(4), 369-373. 
Knutti, R., Furrer, R., Tebaldi, C., Cermak, J. and Meehl, G.A., 2010. Challenges in 
combining projections from multiple climate models. Journal of Climate, 23(10), 
pp.2739-2758. 
Kovács, A. and Perrochet, P., 2008. A quantitative approach to spring hydrograph 
decomposition. Journal of hydrology, 352(1-2), pp.16-29. 
Kresic, N., 2010. Types and classifications of springs. In Groundwater hydrology of springs 





Landrum, C., Castrignanò, A., Mueller, T., Zourarakis, D., & Zhu, J. (2013, March). 
Landscape scale assessment of soil moisture variability using auxiliary sensing 
technologies and multivariate geostatistics. In Kentucky Water Resources Annual 
Symposium (p. 33). 
Lawrence, D., and Hisdal, H., 2011. Hydrological projections for flooding in Norway under 
a future climate. NVE Report 5-2011. Norwegian Water Resources and Energy 
Directorate, Oslo, 47 pp. 
Lee, J.K. and Kim, Y.O., 2017. Selection of representative GCM scenarios preserving 
uncertainties. Journal of Water and Climate Change, 8(4), pp.641-651. 
Lenderink, G., Buishand, A. and Deursen, W.V., 2007. Estimates of future discharges of 
the river Rhine using two scenario methodologies: direct versus delta approach. 
Hydrology and Earth System Sciences, 11(3), pp.1145-1159. 
Leopold, L. B., Wolman, M. G., & Miller, J. P. 2012. Fluvial processes in geomorphology. 
Courier Corporation. 
Lima, C.H., Lall, U., Troy, T.J. and Devineni, N., 2015. A climate informed model for 
nonstationary flood risk prediction: Application to Negro River at Manaus, 
Amazonia. Journal of Hydrology, 522, pp.594-602. 
Long, A.J., 2009. Hydrograph separation for karst watersheds using a two-domain rainfall–
discharge model. Journal of hydrology, 364(3-4), pp.249-256. 
Long, J., Gilmour, P., & Witherspoon, P. A., 1985. A model for steady fluid flow in random 
three‐dimensional networks of disc‐shaped fractures. Water Resources 
Research, 21(8), 1105-1115. 
Luo, Y., Zhang, X., Liu, X., Ficklin, D., Zhang, M., 2008. Dynamic modeling of 
organophosphate pesticide load in surface water in the northern San Joaquin Valley 
watershed of California. Environmental Pollution, 156(2008): 1171-1181. 
MacQuown, W. C., & Dobrovolny, E., 1968. Geologic map of the Lexington East 
quadrangle, Fayette and Bourbon Counties, Kentucky (No. 683). 
Madsen, H., Lawrence, D., Lang, M., Martinkova, M., & Kjeldsen, T. R. 2014. Review of 
trend analysis and climate change projections of extreme precipitation and floods in 
Europe. Journal of Hydrology, 519, 3634-3650. 
Madsen, H., Rasmussen, P. F., & Rosbjerg, D. 1997. Comparison of annual maximum 
series and partial duration series methods for modeling extreme hydrologic events: 
1. At-site modeling. Water Resources Research Water Resour. Res., 33(4), 747-757. 
Mahoney, D.T., Al Aamery, N., Fox, J.F., Riddle, B., Ford, W. and Wang, Y.T., 2019. 
Equilibrium sediment exchange in the earth’s critical zone: evidence from sediment 
fingerprinting with stable isotopes and watershed modeling. Journal of Soils and 
Sediments, 19(9), pp.3332-3356. 
Mahoney, D.T., Fox, J.F. and Al Aamery, N., 2018. Watershed erosion modeling using the 
probability of sediment connectivity in a gently rolling system. Journal of 
hydrology, 561, pp.862-883. 
Malagò, A., Efstathiou, D., Bouraoui, F., Nikolaidis, N.P., Franchini, M., Bidoglio, G. and 
Kritsotakis, M., 2016. Regional scale hydrologic modeling of a karst-dominant 






Mantua, N., Tohver, I., & Hamlet, A. 2010. Climate change impacts on streamflow 
extremes and summertime stream temperature and their possible consequences for 
freshwater salmon habitat in Washington State. Climatic Change, 102(1), 187-223. 
Matthäi, S. K., & Belayneh, M., 2004. Fluid flow partitioning between fractures and a 
permeable rock matrix. Geophysical Research Letters, 31(7).  
McFarlan, A. C., 1943. Geology of Kentucky. University of Kentucky.  
McGuffie, K. and Henderson-Sellers, A., 2014. The climate modelling primer. John Wiley 
& Sons. 
McMichael, A. J., Powles, J. W., Butler, C. D., & Uauy, R. 2007. Food, livestock 
production, energy, climate change, and health. The lancet, 370(9594), 1253-1263. 
McVicar, T.R., Roderick, M.L., Donohue, R.J., Li, L.T., Van Niel, T.G., Thomas, A., 
Grieser, J., Jhajharia, D., Himri, Y., Mahowald, N.M. and Mescherskaya, A.V., 
2012. Global review and synthesis of trends in observed terrestrial near-surface 
wind speeds: Implications for evaporation. Journal of Hydrology, 416, pp.182-205. 
Mearns, L. O., Sain, S., Leung, L. R., Bukovsky, M. S., McGinnis, S., Biner, S., ... & 
Snyder, M. 2013. Climate change projections of the North American regional 
climate change assessment program (NARCCAP). Climatic Change, 120(4), 965-
975. 
Mearns, L.O., Arritt, R., Biner, S., Bukovsky, M.S., McGinnis, S., Sain, S., Caya, D., 
Correia Jr, J., Flory, D., Gutowski, W. and Takle, E.S., 2012. The North American 
regional climate change assessment program: overview of phase I results. Bulletin 
of the American Meteorological Society, 93(9), pp.1337-1362. 
Mearns, L.O., et al., 2007, updated 2014. The North American Regional Climate Change 
Assessment Program dataset, National Center for Atmospheric Research Earth 
System Grid data portal, Boulder, CO. Data downloaded 2015-06-01. 
http://dx.doi.org/10.5065/D6RN35ST. 
Mearns, L.O., et al., 2013. Climate change projections of the North American Regional 
Climate Change Assessment Program (NARCCAP). Climatic Change (2013) 
120:965–975. 
Meinshausen, M., Smith, S. J., Calvin, K. V., Daniel, J. S., Kainuma, M. L.,  Lamarque, J.-
F.,  Matsumoto, K., Montzka, S. A.,  Raper, S. C, Riahi, K., Thomson, A. M., 
Velders, G. J., Vuuren, D., 2011. The RCP Greenhouse Gas Concentrations and 
their Extension from 1765 to 2300. Climatic Change (Special Issue).  
Mejia, J., Huntington, J., Hatchett, B., Koracin, D., Niswonger, R., 2012. Linking Global 
Climate Models to an Integrated Hydrologic Model: Using an Individual Station 
Downscaling Approach. Contemporary Water Research & Education, 147:17-27 
Melillo, Jerry, M., Terese, T.C., Richmond, Gary, W. Yohe, Eds., 2014. Climate Change 
Impacts in the United States: The Third National Climate Assessment. U.S. Global 
Change Research Program, 841 pp. 
Mendlik, T. and Gobiet, A., 2016. Selecting climate simulations for impact studies based 
on multivariate patterns of climate change. Climatic change, 135(3-4), pp.381-393. 
Miller, R. D., 1967. Geologic map of the Lexington West quadrangle, Fayette and Scott 
Counties, Kentucky: US Geol. Survey Geol. Quad. Map GQ-600.  
Mirza, M. M. Q. 2003. Climate change and extreme weather events: can developing 
countries adapt?. Climate policy, 3(3), 233-248. 





Moradkhani, H. 2017. State-of-the-art Uncertainty Analysis in Hydroclimate Modeling 
Panel Discussion. Presentation session presented at the meeting of the World 
Environmental& Water Resources Congress, Sacramento, CA. 
Moriasi, D.N., Arnold, J.G., Van Liew, M.W., Bingner, R.L., Harmel, R.D. and Veith, T.L., 
2007. Model evaluation guidelines for systematic quantification of accuracy in 
watershed simulations. Transactions of the ASABE, 50(3), pp.885-900. 
Munson, B.R., Young, D.F. and Okiishi, T.H., 2016. Fundamentals of Fluid Mechanics, 
John Wiley & Sons. Inc., USA. 
Natural Resource Conservation Service NRCS, 1972. “Hydrology.” National engineering 
handbook, Sec. 4, U.S. Department of Agriculture, Washington, D.C. 
Neitsch, S. L., Arnold, J. G., Kiniry, J. R., & Williams, J. R., 2011. Soil and water 
assessment tool theoretical documentation version 2009. Texas Water Resources 
Institute.  
Nerantzaki, S.D., Giannakis, G.V., Efstathiou, D., Nikolaidis, N.P., Sibetheros, I.Α., 
Karatzas, G.P. and Zacharias, I., 2015. Modeling suspended sediment transport and 
assessing the impacts of climate change in a karstic Mediterranean watershed. 
Science of the Total Environment, 538, pp.288-297. 
Neupane (a), R., Kumar, S., 2015. Estimating the effects of potential climate and land use 
changes on hydrologic processes of a large agriculture dominated watershed. 
Journal of Hydrology, 529 (2015) 418-429 
Neupane, R.P. and Kumar, S., 2015. Estimating the effects of potential climate and land 
use changes on hydrologic processes of a large agriculture dominated watershed. 
Journal of Hydrology, 529, pp.418-429. 
Niraula, R., Meixner, T. and Norman, L.M., 2015. Determining the importance of model 
calibration for forecasting absolute/relative changes in streamflow from LULC and 
climate changes. Journal of Hydrology, 522, pp.439-451. 
Niraula, R., Meixner, T., Norman, L., 2015. Determining the importance of model 
calibration for forecasting absolute/relative changes in streamflow from LULC and 
climate changes. Journal of Hydrology, 522 (2015): 439-451 
Niswonger, R. G., Prudic, D. E., & Regan, R. S., 2006. Documentation of the unsaturated-
zone flow (UZF1) package for modeling unsaturated flow between the land surface 
and the water table with MODFLOW-2005 (No. 6-A19).  
Omey, E., Mallor, F., Nualart, E. 2009. An introduction to statistical modelling of extreme 
values. Application to calculate extreme wind speeds. Hub Research Paper 
Economic& Management.  
Palanisamy, B. and Workman, S.R., 2014. Hydrologic modeling of flow through sinkholes 
located in streambeds of cane run stream, Kentucky. Journal of Hydrologic 
Engineering, 20(5), p.04014066. 
Palanisamy, B., Workman, S., 2015. Hydrologic Modeling of Flow through Sinkholes 
Located in Streambeds of Cane Run Stream, Kentucky. Journal of Hydrologic 
Engineering, 20(5):04014066-1-12 
Pallant, J. 2013. SPSS survival manual. McGraw-Hill Education (UK). 
Panofsky, H.A. and Brier, G.W., 1968. Some applications of statistics to meteorology, 224 
pp. Pa. State Univ., University Park, Pa. 
Park, M.J., Ha, R., Kim, N.W., Lim, K.J. and Kim, S.J., 2014. Assessment of future climate 





watershed using SWAT model. KSCE Journal of Civil Engineering, 18(4), pp.1185-
1196. 
Paylor R, Currens JC., 2004. Royal Springs Karst Groundwater Travel Time Investigation. 
A report prepared for Georgetown Municipal Water and Sewer Service. Lexington, 
KY 
Pechlivanidis, I.G., Gupta, H. and Bosshard, T., 2018. An Information Theory Approach to 
Identifying a Representative Subset of Hydro‐Climatic Simulations for Impact 
Modeling Studies. Water resources research, 54(8), pp.5422-5435. 
Phillips, J. D., & Walls, M. D., 2004. Flow partitioning and unstable divergence in 
fluviokarst evolution in central Kentucky. Nonlinear Processes in 
Geophysics, 11(3), 371-381.  
Pinault, J. L., Plagnes, V., Aquilina, L., & Bakalowicz, M., 2001. Inverse modeling of the 
hydrological and the hydrochemical behavior of hydrosystems: characterization of 
karst system functioning. Water Resources Research, 37(8), 2191-2204.  
Plummer, D. A., Caya, D., Frigon, A., Côté, H., Giguère, M., Paquin, D., ... & De Elia, R. 
2006. Climate and climate change over North America as simulated by the Canadian 
RCM. Journal of Climate, 19(13), 3112-3132. 
Pope, V., Gallani, M.L., Rowntree, P.R., Stratton, R.A., 2000. The impact of new physical 
parameterizations in the Hadley Centre climate model: HadAM3. Climate 
Dynamics 16: 123-146 
Prudhomme, C., Jakob, D., & Svensson, C. 2003. Uncertainty and climate change impact 
on the flood regime of small UK catchments. Journal of Hydrology, 277(1-2), 1-23. 
Puckett, J., 2015. Qualitative and Quantitative Charachteristics of Fluvial Karst Features in 
the Cane Run Watershed.  
Qiao, L., Pan, Z., Herrmann, R.B. and Hong, Y., 2014. Hydrological variability and 
uncertainty of lower Missouri river basin under changing climate. JAWRA Journal 
of the American Water Resources Association, 50(1), pp.246-260. 
Ramsey, M. H., Thompson, M., & Hale, M. 1992. Objective evaluation of precision 
requirements for geochemical analysis using analysis of variance. 
Randall, D.A., R.A. Wood, S. Bony, R. Colman, T. Fichefet, J. Fyfe, V. Kattsov, A. Pitman, 
J. Shukla, J. Srinivasan, R.J. Stouffer, A. Sumi and K.E. Taylor, 2007: Cilmate 
Models and Their Evaluation. In: Climate Change 2007: The Physical Science 
Basis. Contribution of Working  
Reichle, R.H. and Koster, R.D., 2004. Bias reduction in short records of satellite soil 
moisture. Geophysical Research Letters, 31(19). 
Reiss, R. D., Thomas, M.,  2007. Statistical analysis of extreme values (Vol. 2). Basel: 
Birkhäuser. 
Rojas, R., Feyen, L., Dosio, A. and Bavera, D., 2011. Improving pan-European 
hydrological simulation of extreme events through statistical bias correction of 
RCM-driven climate simulations. Hydrology & Earth System Sciences, 15(8). 
Rooij, R., Perrochet, P., & Graham, W., 2013. From rainfall to spring discharge: Coupling 
conduit flow, subsurface matrix flow and surface flow in karst systems using a 
discrete–continuum model. Advances in water resources, 61, 29-41. 
Rosenzweig, C., Iglesias, A., Yang, X. B., Epstein, P. R., & Chivian, E. 2001. Climate 
change and extreme weather events; implications for food production, plant 





Russo, J. and Fox, J., 2012. The role of the surface fine-grained laminae in low-gradient 
streams: A model approach. Geomorphology, 171, pp.127-138. 
Safeeq, M., Grant, G. E., Lewis, S. L., Staab, B., 2015. Predicting landscape sensitivity to 
present and future floods in the Pacific Northwest, USA. Hydrological Processes, 
29:5337-5353.  
Salathé Jr, E.P., Mote, P.W. and Wiley, M.W., 2007. Review of scenario selection and 
downscaling methods for the assessment of climate change impacts on hydrology 
in the United States Pacific Northwest. International Journal of Climatology: A 
Journal of the Royal Meteorological Society, 27(12), pp.1611-1621. 
Saltelli, A., Ratto, M., Andres, T., Campolongo, F., Cariboni, J., Gatelli, D., Saisana, M. 
and Tarantola, S., 2008. Global sensitivity analysis: the primer. John Wiley & Sons. 
Sawyer, A.H., Zhu, J., Currens, J.C., Atcher, C. and Binley, A., 2015. Time‐lapse electrical 
resistivity imaging of solute transport in a karst conduit. Hydrological Processes, 
29(23), pp.4968-4976. 
Scarrott, C., & MacDonald, A. 2012. A review of extreme value threshold es-timation and 
uncertainty quantification. REVSTAT–Statistical Journal, 10(1), 33-60. 
Shamir, E., Megdal, S. B., Carrillo, C., Castro, C. L., Chang, H. I., Chief, K., ... & Prietto, 
J. 2015. Climate change and water resources management in the Upper Santa Cruz 
River, Arizona. Journal of Hydrology, 521, 18-33. 
Sharpley, A.N. and Williams, J.R., 1990. EPIC-erosion/productivity impact calculator: 1. 
Model documentation. 
Sheshukov, A.Y., Siebenmorgen, C.B. and Douglas-Mankin, K.R., 2011. Seasonal and 
annual impacts of climate change on watershed response using an ensemble of 
global climate models. Transactions of the ASABE, 54(6), pp.2209-2218. 
Shoemaker, W.B., Cunningham, K.J., Kuniansky, E.L. and Dixon, J., 2008. Effects of 
turbulence on hydraulic heads and parameter sensitivities in preferential 
groundwater flow layers. Water resources research, 44(3). 
Simunek, J., Sejna, M., Van Genuchten, M. T., Šimůnek, J., Šejna, M., Jacques, D., ... & 
Sakai, M., 1998. HYDRUS-1D. Simulating the one-dimensional movement of 
water, heat, and multiple solutes in variably-saturated media, version, 2.  
Singh, V. P., & Woolhiser, D. A. 2002. Mathematical Modeling of Watershed Hydrology. 
Journal of Hydrologic Engineering J. Hydrol. Eng., 7(4), 270-292. 
Skamarock, W.C., Klemp, J.B., Dudhia, J., Gill, D.O., Barker, D.M., Wang, W., Powers, J. 
G. 2005. A description of the advanced research WRF version 2. NCAR Tech. Note 
NCAR/TN-468+STR, 88 pp. 
Snow, D. T., 1969. Anisotropie permeability of fractured media. Water Resources 
Research, 5(6), 1273-1289.  
Spangler, L.E., 1982. Karst hydrogeology of northern Fayette and southern Scott counties, 
Kentucky (Doctoral dissertation, University of Kentucky). 
Stevens, J. P. 1996. Applied multivariate statistics for the social sciences (3rd edition). 
Mahway, NJ: Lawrence Erlbaum. 
Sunyer Pinya, M. A., Hundecha, Y., Lawrence, D., Madsen, H., Willems, P., Martinkova, 
M., ... & Loukas, A. 2015. Inter-comparison of statistical downscaling methods for 
projection of extreme precipitation in Europe. Hydrology and Earth System 





Suparta, W., Putro, W. S., Singh, M. S., & Asillam, M. F. 2015. The estimation of rainfall 
and precipitation variation during 2011 convective system using an artificial neural 
network over Tawau, Sabah. 2015 International Conference on Space Science and 
Communication (IconSpace). 
Svensson, C., Kundzewicz, W. Z., & Maurer, T. 2005. Trend detection in river flow series: 
2. Flood and low-flow index series/Détection de tendance dans des séries de débit 
fluvial: 2. Séries d'indices de crue et d'étiage. Hydrological Sciences Journal, 50(5). 
Switanek, M.B., Troch, P.A., Castro, C.L., Leuprecht, A., Chang, H.I., Mukherjee, R. and 
Demaria, E., 2017. Scaled distribution mapping: a bias correction method that 
preserves raw climate model projected changes. 
Talarovich, S. G., & Krothe, N. C., 1998. Three-component storm hydrograph separation 
of a karst spring contaminated by polychlorinated biphenyls in central 
Indiana. Environmental Geosciences, 5(4), 162-176.  
Tanner, T., 1995. Aldo Leopold: The man and his legacy. Soil and Water Conservation 
Society. 
Tanyildizi, H. 2013. Variance analysis of crack characteristics of structural lightweight 
concrete containing silica fume exposed to high temperature. Construction and 
Building Materials, 47, 1154-1159.  
Taylor, C.J., 1992. Ground-water occurrence and movement associated with sinkhole 
alignments in the Inner Bluegrass Karst Region of central Kentucky (Doctoral 
dissertation, University of Kentucky). 
Teutschbein, C. and Seibert, J., 2012. Bias correction of regional climate model simulations 
for hydrological climate-change impact studies: Review and evaluation of different 
methods. Journal of Hydrology, 456, pp.12-29. 
Thrailkill, J. and Gouzie, D.R., 1984. Discharge and travel time determinations in the Royal 
Spring groundwater basin, Kentucky. 
Thrailkill, J., Sullivan, S.B. and Gouzie, D.R., 1991. Flow parameters in a shallow conduit-
flow carbonate aquifer, Inner Bluegrass Karst Region, Kentucky, USA. Journal of 
Hydrology, 129(1-4), pp.87-108. 
Tibouo, N.T.F., 2016. Use and Evaluation of LiDAR for Mapping Sinkholes in Royal Spring 
Groundwater Basin (Doctoral dissertation, University of Kentucky Libraries). 
Tritz, S., Guinot, V. and Jourde, H., 2011. Modelling the behaviour of a karst system 
catchment using non-linear hysteretic conceptual model. Journal of hydrology, 
397(3-4), pp.250-262. 
Tryhorn, L., & DeGaetano, A. 2011. A comparison of techniques for downscaling extreme 
precipitation over the Northeastern United States. International Journal of 
Climatology, 31(13), 1975-1989. 
Tu, J., 2009. Combined impact of climate and land use changes on streamflow and water 
quality in eastern Massachusetts, USA. Journal of Hydrology, 379(3-4), pp.268-
283. 
Tufféry, S. 2011. Data mining and statistics for decision making (Vol. 2). Chichester: 
Wiley. 
Tuppad, P., Douglas, K.R., Lee, T., Srinivasan, R., Arnold, J. G., 2011. Soil and water 
assessment tool (SWAT) hydrologic/water quality model: Extended capability and 






UKAg (University of Kentucky Agriculture Weather Center) ( 2007). Research farm 
climate data. https://wwwagwx.ca.uky.edu/ky/data.php#Spindletop_Farm_Data. 
Accessed 6 Jan 2018.  
UKCAFE (University of Kentucky College of Agriculture Food and the 
Environment) ( 2011). Cane Run and Royal Spring watershed‐based plan, version 
5. EPA Project Number C9994861‐06. In: Univ. Kentucky Coll. Agric. Food 
Environ. www.bae.uky.edu/CaneRun/PDFs/Cane_Run_WBP_2011.pdf. Accessed 
6 Jan 2018 
United States Department of Agriculture (USDA), 1986. Urban hydrology for small 
watersheds. Technical Release 55.   
Vano, J.A., Kim, J.B., Rupp, D.E. and Mote, P.W., 2015. Selecting climate change 
scenarios using impact‐relevant sensitivities. Geophysical Research Letters, 42(13), 
pp.5516-5525. 
Wagena, M.B., Sommerlot, A., Abiy, A.Z., Collick, A.S., Langan, S., Fuka, D.R. and 
Easton, Z.M., 2016. Climate change in the Blue Nile Basin Ethiopia: implications 
for water resources and sediment transport. Climatic change, 139(2), pp.229-243. 
Wang, R., Kalin, L., Kuang, W., Tian, H., 2014. Individual and combined effects of land 
use/cover and climate change on Wolf Bay watershed streamflow in southern 
Alabama. Hydrological Processes, 28, 5530–5546 
Warner, T.T., 2011. Numerical weather and climate prediction. Cambridge University 
Press. 
Weart, S., 2010. The development of general circulation models of climate. Studies in 
History and Philosophy of Modern Physics 41 (2010) 208-217. 
White, W.B., 1999. Conceptual models for karstic aquifers. Karst modeling, 5, pp.11-16. 
Wilby, R. L., & Dawson, C. W. 2007. SDSM 4.2-A decision support tool for the assessment 
of regional climate change impacts. User Manual. London, UK. 
Wild, M., 2009. Global dimming and brightening: A review. Journal of Geophysical 
Research: Atmospheres, 114(D10). 
Willett, K.M., Jones, P.D., Gillett, N.P. and Thorne, P.W., 2008. Recent changes in surface 
humidity: Development of the HadCRUH dataset. Journal of Climate, 21(20), 
pp.5364-5383. 
Williams, P.W., 2008. The role of the epikarst in karst and cave hydrogeology: a review. 
International Journal of Speleology, 37(1), p.1. 
Winchell, M., Srinivasan, R., DiLuzio, M., Arnold, J., 2013. ArchSWAT interface for 
SWAT2012. Temple, Texas, Blackland Research Center, Grassland, Soil and water 
research laboratory.  
Wood, A.W., Leung, L.R., Sridhar, V. and Lettenmaier, D.P., 2004. Hydrologic 
implications of dynamical and statistical approaches to downscaling climate model 
outputs. Climatic change, 62(1-3), pp.189-216. 
Worthington, S.R., 2007. Groundwater residence times in unconfined carbonate aquifers. 
Journal of Cave and Karst Studies, 69(1), pp.94-102. 
Worthington, S.R.H. and Ford, D.C., 2009. Self‐organized permeability in carbonate 
aquifers. Groundwater, 47(3), pp.326-336. 






Xu, Z., Bassett, S.W., Hu, B. and Dyer, S.B., 2016. Long distance seawater intrusion 
through a karst conduit network in the Woodville Karst Plain, Florida. Scientific 
reports, 6(1), pp.1-10. 
Yan, R., Gao, J. and Li, L., 2016. Streamflow response to future climate and land use 
changes in Xinjiang basin, China. Environmental Earth Sciences, 75(14), p.1108. 
Yen, H., Wang, X., Fontane, D. G., Harmel, R. D., & Arabi, M. 2014. A framework for 
propagation of uncertainty contributed by parameterization, input data, model 
structure, and calibration/validation data in watershed modeling. Environmental 
Modelling & Software, 54, 211-221. 
Yuan, X., & Wood, E. F. 2012. Downscaling precipitation or bias‐correcting streamflow? 
Some implications for coupled general circulation model (CGCM)‐based ensemble 
seasonal hydrologic forecast. Water Resources Research, 48(12). 
Zhang, X., Xu, Y. P., & Fu, G. 2014. Uncertainties in SWAT extreme flow simulation under 
climate change. Journal of hydrology, 515, 205-222. 
Zhang, Z., Chen, X., Cheng, Q. and Soulsby, C., 2019. Storage dynamics, hydrological 
connectivity and flux ages in a karst catchment: conceptual modelling using stable 
isotopes. Hydrology and Earth System Sciences. 
Zhu, J., Currens, J.C. and Dinger, J.S., 2011. Challenges of using electrical resistivity 
method to locate karst conduits—a field case in the Inner Bluegrass Region, 
Kentucky. Journal of Applied Geophysics, 75(3), pp.523-530. 
Zimmerman, R.W. and Yeo, I.W., 2000. Fluid flow in rock fractures: From the Navier-













University of Kentucky (USA), Ph.D. degree in Water Resources of Civil Engineering, full 
time courses (Expected August 2020) 
University of Babylon (Iraq), M.Sc. Water Resources of Civil Engineering, full time 
courses from 2005-2008. 
University of Technology (Iraq), H.D. Water and Sewage Networks design of Construction 
Engineering, full time courses from 2001-2002 
University of Kufa (Iraq), B.Sc. Civil Engineering, full time courses from 1996 to 2000. 
 
EMPLOYMENT EXPERIENCE 
Teaching Assistance at the University of Kentucky (USA), full time work (January 2020- 
Present). 
Teaching Assistance at the University of Kentucky (USA), full time work (August 2019- 
December 2019). 
Research Assistance at the University of Kentucky (USA), full time work (May 2019- 
August 2019). 
Teaching Assistance at the University of Kentucky (USA), full time work (January 2019- 
May 2019). 
Teaching Assistance at the University of Kentucky (USA), full time work (August 2016- 
December 2016). 
Assistant Lecturer at the University of Kufa (Iraq), full time work (2008-2012).  
College Employee at the University of Kufa (Iraq), full time from (2003-2008).  
 
AWARDS and RECOGNITION 
University of Kentucky (USA), Graduate certificate award in Stream and Watershed 





Outstanding PhD Student in Civil Engineering at the University of Kentucky Nominee, 
2019 
Outstanding PhD Student in Civil Engineering at the University of Kentucky Nominee, 
2020 
Outstanding Teaching Assistant in College of Engineering Recipient, 2020 
 
JOURNALS PUBLICATIONS 
1- Al Aamery Nabil, James F. Fox, Tyler Mahoney, (2020). Variance decomposition 
of forecasted sediment transport in a lowland watershed using global climate 
model ensembles, Journal of Hydrology, in review. 
2- Al Aamery Nabil, Ethan Adams, James Fox, Admin Husic, Morgan Gerlitz, 
Carmen Agouridis, and Junfeng Zhu (2020). Numerical model for fluviokarst 
explains pathway connectivity and hydrograph separation, Journal of Hydrology, 
in revision. 
3- Mahoney T., J. Fox, N. Al-Aamery, E. Clare, (2020). Connectivity Formula for 
Watershed Sediment Modelling Part I: Model Formulation and Investigating the 
Timing of Sediment Connectivity, Science of the Total Environment, in review. 
4- Mahoney T., J. Fox, N. Al-Aamery, E. Clare, (2020). Connectivity Formula for 
Watershed Sediment Modelling Part II: Application and Evaluating Structural and 
Functional Connectivity, Science of the Total Environment, in review. 
5- Mahoney D.T., N. Al Aamery, J.F. Fox, B. Riddle, W.I. Ford, and Y.T. Wang, 
(2019). Equilibrium sediment exchange in the earth’s critical zone: evidence from 
sediment fingerprinting with stable isotopes and watershed modelling, Journal of 
Soils and Sediments, Springer, DOI: 10.1007/s11368-018-2208-8. 
http://link.springer.com/article/10.1007/s11368-018-2208-8  
6- Mahoney D.T., J.F. Fox, N. Al Aamery. (2018). Watershed erosion modeling using 
the probability of sediment connectivity in a gently rolling system. Journal of 
Hydrology, 561: 862-883. (10.1016/j.jhydrol.2018.04.034) 
7- Al Aamery N., J.F. Fox, M. Snyder and C.V. Chandramouli. (2018). Variance 
analysis of forecasted streamflow maxima in a wet temperate climate. Journal of 





8- Al Aamery N., J.F. Fox, and M. Snyder (2016). Evaluation of climate modeling 
factors impacting the variance of streamflow.” Journal of Hydrology, 542 (2016) 
125-142. 
 
CONFERENCE PRESENTATIONS: Peer-Reviewed Abstract  
1- Mahoney D.T., Al Aamery N., Fox J.F., and Husic A. 2019. Advancement in 
watershed sediment transport modelling using dynamic three-dimensional 
sediment connectivity prediction. 2019 World Environmental & Water Resources 
Congress, EWRI, ASCE, May 19-23, 2019, Pittsburgh, Pennsylvania, USA. 
 
2- Clare, E., Mahoney D.T., Fox J.F., Al Aamery N. and Ford W.I. 2019. Sediment 
and nutrient connectivity modelling using high resolution water quality and 
nutrient sensors. 2019 World Environmental & Water Resources Congress, 
EWRI, ASCE, May 19-23, 2019, Pittsburgh, Pennsylvania, USA. 
 
3- Husic A., Fox J.F., Al Aamery N., Ford W.I., Agourdis C., Backus J. 2019. 
Sediment nitrogen stable isotopes and numerical modeling show hot moments, 
hot spots, and environmental drivers in the surficial fine-grained laminae of karst 
beds. 2019 World Environmental & Water Resources Congress, EWRI, ASCE, 
May 19-23, 2019, Pittsburgh, Pennsylvania, USA. 
 
4- Al Aamery N., Mahoney D.T. and Fox J. 2019. Climate change impacts on 
sediment transport in a lowland watershed system: controlling processes and 
projection. Kentucky Water Resources Annual Symposium, Lexington, KY, 
March 25, 2019. 
 
5- Morgan Gerlitz (UK), Ethan Adams (UK), Nabil Al Aamery (UK), Evan Clare 
(UK), Jimmy Fox (UK), Junfeng Zhu (KGS), Ben Tobin (KGS), Jason Backus 
(KGS), Admin Husic (KU), William Ford (UK), Erik Pollock (UASIL), Carmen 
Agouridis (UK), Chuck Taylor (KGS), and Steve Workman (UK), (2018). 





Resources in the Future, 8th Annual Tracey Farmer Sustainability Forum, 
Lexington, KY, December 6, 2018. 
 
6- Al Aamery N., Mahoney D.T., and Fox J.F. 2018. Climate change impacts on 
sediment transport in Kentucky: sensor validation, controlling processes, and 
future projections, Kentucky Water Resources Annual Symposium, Lexington, 
KY, March 19, 2018. 
 
7- Al Aamery, N. M. H., D. T. Mahoney, and J. Fox. 2017. Climate Change Impacts 
on Sediment Transport In a Lowland Watershed System: Controlling Processes 
and Projection. American Geophysical Union Fall Meeting 2017 meeting, New 
Orleans, Louisiana, December 11-15 
 
8- Mahoney, David Tyler, N. M. H. al Aamery, and J. Fox. 2017. Advancement in 
Watershed Modelling Using Dynamic Lateral and Longitudinal Sediment (Dis) 
connectivity Prediction.  American Geophysical Union Fall Meeting 2017 
meeting, New Orleans, Louisiana, December 11-15 
 
9- Mahoney D.T., Fox J.F. and Al Aamery N. 2017. Sediment Transport Modelling 
using Dynamic (Dis)Connectivity Prediction for a Bedrock Controlled 
Catchment, 2017 World Environmental & Water Resources Congress, EWRI, 
ASCE, May 21-25, 2017, Sacramento, CA, USA. 
 
10- Al Aamery N. and Fox J. 2017. Variance decomposition of maxima extreme 
streamflow forecasted with global climate models, 2017 World Environmental & 
Water Resources Congress, EWRI, ASCE, May 21-25, 2017, Sacramento, CA, 
USA. 
 
11- Mahoney D.T., Fox J.F. and Al Aamery N. 2017. Sediment transport modeling 
using dynamic (dis)connectivity to assess sediment impacts on water supply, 






12- Al Aamery N. and Fox J. 2017. Variance decomposition of maxima extreme 
streamflow forecasted with global climate models, Kentucky Water Resources 
Annual Symposium, Lexington, KY, March 20, 2017. 
 
 
13- Al Aamery, N.H., Fox, J.F., and Snyder, M. 2016. Investigation of the Climate 
Modeling Factors Impacting Forecasted Streamflow for Central Kentucky, 
Kentucky Water Resources Annual Symposium, Lexington, KY, March 28, 2016. 
 
14- Fox, J., Alice Jones, A., Al Aamery, N., Acton, P., Martin, D., Campbell, J.E., 
Rowe, H., Watts, R. 2016. Carbon and Water Dynamics in Appalachian Forests 
and Mine Lands. 2016 Lilley Cornett Woods Research Symposium, Letcher 
County, KY, June 7, 2016. 
 
15- Al Aamery, N.H. and Fox, J.F., Synder, M. 2015. Investigation of the climate 
modeling factors impacting the variance of forecasted streamflow. American 
Geophysical Union Fall 2015 Meeting, San Francisco, California, December 14-
18, 2015. 
 
16- Al Aamery, N.H. and Fox, J.F., Synder, M. 2015. Investigation of the climate 
modeling factors impacting the variance of forecasted streamflow. 5th Annual 
TFISE Sustainability Forum, December 1, 2015, Lexington, Kentucky. 
 
17- Al Aamery, N.H. and Fox, J.F., Climate change impact on the transport of water, 
sediment and sediment carbon in the Inner Bluegrass, Kentucky Water Resources 
Annual Symposium, Lexington, KY, March 9, 2015. 
 
 
