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1.1 The Emergence, the Potential and the Technical Ap-
proaches of the UWB Transmission Technology
In April 2002, the U.S. Federal Communications Commission (FCC) published
a report and order ”Revision of Part 15 of the Commission Rules Regarding to
Ultra-Wideband Transmission Systems” [1] that allows Ultra-WideBand (UWB)
communication systems to be deployed on an unlicensed basis following Part 15
rules. The publication encourages researchers and scientists to devote their time
and resources to the development of the UWB transmission technology. According
to the FCC’s definition, a UWB device is any device where the fractional bandwidth
is greater than 20% of its center frequency or the minimum bandwidth limit is
500 MHz. Besides, the FCC also defines the transmission power limits. Table 1.1
presents the UWB power limitation corresponding to different frequency ranges [1].
As a result, UWB devices are allowed to coexist with other existing devices such
as devices using 802.11a. Figure 1.1 illustrates the UWB frequency allocation and
the coexistence between UWB devices and others. Since the FCC’s publication,
researchers and scientists have focused their attention to the frequency range 3.1
GHz to 10.6 GHz with the transmission power limit of - 41.3 dBm/MHz. From the
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table, the 3.1-to-10.6GHz frequency range is obviously the major part with highest
transmission power allowance.
Frequency in MHZ Effective isotropically-radiated power (EIRP) in dBm
Below 960 15.209 limits
960 - 1610 - 65.3
1610 - 1990 - 53.3
1990 - 3100 - 51.3
3100 - 10600 - 41.3
Above 10600 - 51.3
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dBm/MHz
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Multi-band approach
Figure 1.1: UWB spectrum.
To see the potential of the UWB transmission technology, it is worthy to look
at the evolution of wireless transmission. Historically, human being has an enduring
demand for high transmission data rates. People want to communicate any type
of information with anyone, at anytime, from anywhere, and that is only possible
with the support of wireless technology [2]. Wireless mobile communication systems
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have been developed through several generations [2], [3], [4]. In the early 1980s, the
first generation (1G) was emerged. The systems provided analog voice service and
the transmission data rates was up to 2.4kbps. The development of the 1G was
completed in the early of 1990s. The second generation (2G) was introduced in the
late 1980s and completed in the late 1990s. In this generation, the wireless systems
provided digital voice services with enhanced calling features like caller ID. The
transmission data rates were up to 64kbps. The first two generations belong to the
narrowband era. The third generation (3G) was developed in the late 1990s and is
predicted to complete in the late of 2000s. This generation belongs to the wideband
era. It is aimed to provide many services such as superior voice quality and data
always add-on. The transmission data rates are from 125kbps to 2Mbps. While
the development of the 3G is still going on, researchers begin looking forward to the
fourth generation (4G) of wireless transmission, which belongs to the broadband era.
This generation will provide multimedia services at a lower cost. The transmission
data rates are expected at least 100Mbps.
The UWB transmission technology promises to fulfill the demand of high
transmission data rates with a low cost and power consumption [5]. With its wide
transmission bandwidth, UWB systems possess high transmission capacity since the
channel capacity C (bits/s) of band-limited Gaussian channel is [6]







where W is the channel bandwidth (Hz), S and N are the power (watts) of the
signal and noise, respectively. Equation (1.1) reveals that the channel capacity
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depends linearly to the channel bandwidth but only logarithmically to the signal-
to-noise ratio (SNR), and thus the available bandwidth is more important than the
power of the transmission. The larger in bandwidth of the systems is the higher in
transmission capacity. As being shown, UWB transmission technology can provide
transmission data rates up to 400Mbps [7] [8]. It fits into the high data rate wireless
personal area network (WPAN) whose transmission distance is between 1 to 10 m
[5]. The UWB transmission technology is predicted as one of components in the
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Figure 1.2: UWB approaches (a) Single-band. (b) Multi-band.
To exploit the unlicensed 7.5GHz bandwidth, two technical approaches mainly
have been proposed. The first approach is the direct-sequence UWB (DS-UWB)
relating to single-band systems. In this approach, the information is directly BPSK-
modulated into a sequence of impulse-like waveform [7]. Each pulse has a very small
duration of less than 1 nsec, and it occupies the entire available 7.5GHz bandwidth as
illustrated in Figure 1.2(a). The second approach involves multiband (MB) systems,
and thus called MB-UWB. Figure 1.2(b) demonstrates the multiband approach in
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which the 7.5GHz bandwidth is divided into subbands of more than 500 MHz each
to comply with the FCC’s definition. The dominant candidate of the multiband
approach is the MB-OFDM UWB [8], which employs Orthogonal Frequency Division
Multiplexing (OFDM) technique. The DS-UWB and MB-OFDM UWB are trying
to gain the support of the IEEE 802.15.3a committee to become the standard for
the high speed WPAN standard [9].
1.2 Motivations
In Section 1.1, we have seen that UWB has a large potential in the near-future
wireless transmission. It will be a core component in the coming 4G. Therefore, un-
derstanding the UWB transmission technology becomes important and is the main
motivation for the work in this thesis. As presented in Section 1.1, there are two
dominant approaches: DS-UWB and MB-OFDM UWB to the use of the unlicensed
7.5GHz bandwidth. The DS-UWB system is based on direct-sequence spread spec-
trum (DSSS) techniques [7], which are well understood and have been proven in
other commercial technologies. However, dealing with the extremely wideband sig-
nal is a challenge. One of concerns in DS-UWB is its low ability to combat the
inter-symbol interference (ISI) since the spreading factor is relatively small for high
data rates. The MB-OFDM UWB system combines the frequency hopping (FH)
and OFDM technique [8]. The use of OFDM strengthens the UWB system against
the ISI due to multipath effects and eliminates the use of a complex equalizer.
In this thesis, we focus our attention on the MB-OFDM UWB system because
5
we believe that OFDM will be the main transmission technique in the future 4G.
Implementation is important in helping us to understand the architecture of the
system and that is one of the main parts of this thesis. In this thesis, we follows the
MB-OFDM UWB standard proposal IEEE 802.15.3a [8] to implement the system in
C programming language. In addition, studying the performance of the MB-OFDM
UWB system in multipath fading channel, the IEEE 802.15.3a standard channel
[10], is more important since the knowledge of the system performance would help
us improving it. Thus obtaining the performance analysis of the MB-OFDM UWB
system is our other main task in this thesis.
So far, no ones have completely analyzed the performance of the MB-OFDM
UWB system in the IEEE 802.15.3a standard channel. In 2004, Park et al. com-
pared the performance between DS-CDMA, OFDM, and MC-CDMA UWB in the
multipath fading channel based on simulation [11]. In 2005, Shin et al. evaluated
the performance of the MB-OFDM UWB and DS-UWB systems but also based on
simulation [12]. In 2005, Snow et al. analyzed the performance of the MB-OFDM
UWB system under the imperfection of channel estimation [13]. In 2005, Siriwong-
pairat et al. provided a landmark for the performance analysis of the MB-OFDM
UWB system in the IEEE 802.15.3a channel standard [14]. All of the work assumed
perfect frequency and timing synchronization. In addition, they assumed that the
channel multipath delays fit inside the cyclic prefix of the OFDM symbols, and
hence the system does not suffer the ISI effect. In reality, the multipath channel
delays, however, exceed the length of the cyclic prefix for all channel models in the
IEEE channel standard and really cause the ISI to the received signal in the system.
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Due to the incompletion of the previous work, we now analyze the performance of
the MB-OFDM UWB system with considering this ISI effect. Furthermore, because
OFDM transmission technique is sensitive to the frequency and timing synchroniza-
tion, we would like to learn the system performance in different synchronization
conditions. Particularly, we consider the following four synchronization scenarios:
1. Perfect frequency and timing synchronization,
2. Imperfect timing synchronization,
3. Imperfect frequency synchronization, and
4. Imperfect frequency and timing synchronization.
The system performance is measured by two metrics. The first metric is the degra-
dation ratio that measures the degradation of the system performance. The second
metric is the average bit error probability. In the next section, we will outline the
content of this thesis.
1.3 Outline of Thesis
As we have seen, Chapter 1 introduces the emergence and the potential of the
UWB transmission technology. In addition, it presents our motivations for the work
in this thesis. We would really like to learn about the MB-OFDM UWB system since
the MB-OFDM UWB is the future wireless transmission technology. In Chapter 2,
we will describe the baseband implementation of the MB-OFDM UWB system. The
implementation follows the MB-OFDM UWB standard proposal IEEE 802.15.3a in
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a straightforward manner. Chapter 3, a very important chapter which defines our
main contribution in this thesis, presents the performance analysis of the UWB
system in IEEE 802.15.3a standard channel models. We will consider the system in
the four frequency and timing synchronization scenarios presented in Section 1.2. As
we will see, the MB-OFDM UWB system consists of two main blocks: the channel
coding and the OFDM modulation. Thus system performance will be analyzed in
two stages. First, we will analyze the performance of the OFDM system. The
degradation ratio and the average bit error probability are the two metrics used to
measure the system performance. We will provide the derivation of these metrics
in the chapter. Secondly, the performance bound of the entire MB-OFDM UWB
system will be provided based on the average bit error probability obtained in the
first stage. Also in the chapter, we will present the numerical and simulated results.
In the last chapter, Chapter 4, we conclude the work in this thesis and emphasize
our main contribution to the area of wireless communication. Lastly, we will provide
the C programming codes for the main function of the transmitter and receiver of
the MB-OFDM UWB system in Appendix at the end of this thesis.
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Chapter 2
Baseband Implementation of the MB-OFDM UWB System
2.1 Overview
The baseband implementation of the MB-OFDM UWB system follows the
standard proposal IEEE 802.15.3a [8]. The entire unlicensed 7.5-GHz band is divided
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Figure 2.1: Band division.
is 528 MHz to satisfy the FCC’s definition of UWB transmission. The UWB system
employs OFDM with 128 sub-carriers. Quadrature Phase Shift Keying (QPSK)
is used to modulate the transmit signal at the subcarriers. The reason for using
QPSK is due to the limitation of the transmit power, which is not allowed to exceed
- 41.3 dBm/MHz [1]. Each OFDM symbol is pre-appended with a cyclic prefix
(actually a zero-trailing, i.e., filling the prefix by zeros) to eliminate the ISI. The
guard interval is appended to the OFDM symbol to ensure the transition between
the two consecutive symbols. The durations of the useful OFDM symbol, the cyclic
prefix, and the guard interval are TS = 242.42 nsec, TC = 60.61 nsec, and TG = 9.47
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Figure 2.2: OFDM transmission.
Table 2.1 presents the data-rate dependent parameters for the MB-OFDM
UWB system. The system supports ten different transmission data rates: 53.3, 55,
80, 106.7, 110, 160, 200, 320, 400, and 480 (Mbps). As we have mentioned, QPSK
is used for the modulation of signals at the subcarriers. The system imposes five
different coding rates: 1/3, 11/32, 1/2, 5/8, and 3/4. Depending on the data rates,
we obtain different overall spreading gain: a factor of 4 for the first three data rates,
a factor of 2 for the next four data rates, and a factor of 1 (no spreading gain) for
the last three data rates.
Figure 2.3 illustrates the transmitter and the receiver of the MB-OFDM UWB
system. They consist of two parts: baseband and radio frequency (RF). The base-
band of the transmitter consists of a data scrambler, a convolutional encoder and
puncturer, a bit-interleaver, a constellation mapper, and an inverse fast Fourier
transform (IFFT). The baseband of the receiver, in general, consists of similar blocks
of the baseband in the transmitter but in the reverse order. In the next sections,
we will describe in detail the implementation of these blocks. The C programming
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Figure 2.3: UWB system (a) Transmitter; (b) Receiver.
provided in Appendix at the end of this thesis.
2.2 Scrambler and De-scrambler
The first block in the baseband of the UWB transmitter is a data scrambler.
The purpose of the data scrambler is to convert a data bit sequence into a pseudo
random sequence that is free from long strings of simple patterns such as marks
and spaces [15]. The polynomial generator of the pseudo random binary sequence
(PRBS) is
g(D) = 1 + D14 + D15 (2.1)
where D represents a single bit delay. The corresponding PRBS xn is generated as
xn = xn−14 ⊕ xn−15 (2.2)
11
Data Modulation Coding Frequency Time Overall Coded bits per
rate rate spreading spreading spreading OFDM symbol
(Mbps) (R) factor factor gain (NCBPS)
53.3 QPSK 1/3 Yes 2 4 100
55 QPSK 11/32 Yes 2 4 100
80 QPSK 1/2 Yes 2 4 100
106.7 QPSK 1/3 No 2 2 200
110 QPSK 11/32 No 2 2 200
160 QPSK 1/2 No 2 2 200
200 QPSK 5/8 No 2 2 200
320 QPSK 1/2 No 1 1 200
400 QPSK 5/8 No 1 1 200
480 QPSK 3/4 No 1 1 200
Table 2.1: Data-rate dependent parameters.
where ”⊕” represents modulo-2 addition. The scrambled data bitstream is obtained
as
sn = bn ⊕ xn (2.3)
where bn is the unscrambled data bitstream.
The scrambler and de-scrambler are initialized with the same ”seed-value”,
which is chosen based on the first two bits b0 and b1 in the unscrambled data se-
quence. They are called the ”seed-identifiers”. The correspondence between seed-
values and seed-identifiers follows Table 2.2.
12
Seed identifier (b1, b0) Seed value (x14 ... x0)
0,0 0011 11111111 111
0,1 0111 11111111 111
1,0 1011 11111111 111
1,1 1111 11111111 111
Table 2.2: Scrambler seed selection.
2.3 Convolutional Encoder and Viterbi Decoder
The second block in the baseband of the UWB transmitter is the convolutional
encoder and puncturer. This block serves to add patterns of redundancy to the
data in order to improve the SNR for more accurate decoding at the receiver. The
system supports five different coding rates: 1/3, 11/32, 1/2, 5/8, and 3/4. The
code corresponding to coding rate 1/3 is called the mother code whose generator
polynomials are g0 = [1338], g1 = [1458], and g2 = [1758] and constraint length is












D D D D D D
Output Data
Figure 2.4: Mother convolutional encoder.
produces three output bits and thus yields the coding rate 1/3. These output bits
are denoted as A, B, and C where A is the first bit, B is the second bit, and C is
the last bit. They are formed in the order of ABC to yield the output sequence.
13
Figure 2.5 shows the input-output relation of the mother convolutional code. At the
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Figure 2.5: Input-output relation of mother convolutional encoder.
Other coding rates are obtained through puncturing the mother code. The
puncturer simplifies the implementation since we need not to have other convolu-
tional encoders for these coding rates. Puncturing is a procedure for omitting some
encoded bits at the transmitter and inserting a dummy ”zero” metric into the re-
ceived sequence at the receiver in the place of the omitted bits. The inserted dummy
”zero” metric should result in no change to the accumulated error in the decoding
process [16]. Figure 2.6(a) describes how coding rate 11/32 can be obtained from
the mother code. Eleven bits from x0 to x10 are input to the encoder and result
in thirty three output bits from A0 to C10. By omitting the bit C10, we obtain the
coding rate of 11/32, i.e., that eleven input bits produce thirty two output bits. At
the receiver, we insert a dummy bit in the place C10 and then input the received
sequence to a Viterbi decoder to obtain 11 decoded bits.
In a similar manner, we also obtain other coding rates. Figures 2.6(b), 2.6(c),




Figure 2.6: Puncturing patterns (a) R = 11/32; (b) R = 1/2; (c) R = 5/8; (d) R =
3/4.
respectively, and illustrate the puncturing process of these coding rates.
2.4 Bit Interleaver and De-interleaver
The third block in the baseband of the UWB transmitter is the bit interleaver.
The purpose of the bit interleaver is to provide robustness against burst errors [17].
The bit interleaving operates through two stages, a symbol interleaving followed
by a tone interleaving. In the symbol interleaving, the bits across 6 OFDM sym-
15
bols are permuted to exploit frequency diversity across the subbands. In the tone
interleaving, the bits across data tones within an OFDM symbol are permuted to
exploit frequency diversity across tones. The input-output relations in the symbol





















where U(i) is the input of the symbol interleaver, S(i) is the output of the symbol
interleaver and hence the input of the tone interleaver, T (i) is the output of the
tone interleaver, the index i = 0, ..., 6NCBPS − 1, Floor(.) and Mod(.) denotes
the floor and modulo functions, respectively, NCBPS, the number of bit per OFDM
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600 Coded bits = 6 OFDM symbols 600 Coded bits = 6 OFDM symbols
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600 Coded bits = 6 OFDM symbols
y0 y1 ... y599
y0 y10 ... y90 y1 y11 ... y91 ... y 9 y19 ... y 99
y100 y110 ... y190 y101 y111 ... y191 y109 y119 ... y199...
y500 y510 ... y590 y501 y511 ... y591 y509 y519 ... y599
(b)
Figure 2.7: (a) Symbol interleaver; (b) Tone Interleaver.
Figure 2.7 illustrates the bit interleaving operation. Six hundred bits x0, x1, ..., x599,
16
equivalently to six OFDM symbols, are input to the symbol interleaver that produces
the output in the pattern x0, x6, ...x594, x1, x7, ..., x595, ..., x5, x11, ..., x599. These out-
put bits, now denoted as y0, y1, ..., y599, are input to the tone interleaver that pro-
duces the output in the pattern y0, y10, ...y90, y1, y11, ..., y91, ..., y509, y519, ..., y599.
2.5 Constellation Mapper
The fourth block in the baseband of the UWB transmitter is the constellation
mapper, in which OFDM subcarriers are modulated using QPSK modulation. An
input binary sequence is now converted into a complex-valued sequence according
to Gray-coded constellation mapping as shown in Figure 2.8. Based on a pair of





0011 1111 1111 111 
0111 1111 1111 111 
1011 1111 1111 111 









Figure 2.8: QPSK constellation bit encoding.
input bits, we determine the in-phase and quadrature values denoted as I and Q,
respectively. Their relation follows Table 2.3. From these I and Q values, complex-
valued sequence d are obtained as
d = (I + jQ)KMOD (2.6)
where j =
√
−1 is an imagine number and KMOD = 1√2 normalizes d to unit energy.
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Table 2.3: QPSK encoding.
2.6 OFDM Modulation
The complex-valued sequence generated from the constellation mapper is ready
for the OFDM modulation. The sequence in series is now converted to parallel, and
the pilots, guards, and nulls are also inserted to the OFDM symbols before IFFT is
taken. Each OFDM symbol contains 128 subcarriers. The duration for the OFDM
symbol is TS = 242.42 nsec. After that, the cyclic prefix used to eliminate the ISI is
pre-appended to the OFDM symbol and the guard interval used to ensure a smooth
transition between two adjacent OFDM symbols is appended. The cyclic prefix and
the guard interval are filled with zeros (such a cyclic prefix is called zero-trailing).
The duration of the cyclic prefix is TC = 60.61 nsec, equivalently to 32 subcarriers.
The duration of the guard interval is TG = 9.47 nsec, equivalently to 5 subcarriers.
Among the 128 subcarriers of the OFDM symbol, one hundred data tones are
used to transmit information. Twelve pilot tones are used to ensure the coherent
detection robust against frequency offset and phase noise. Ten guard tones are
used for a number of purposes, including relaxing the specifications on transmit and
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receive filters. There are also six null tones. The positions of these tones are shown
in Figure 2.9.
C0 C1 C 9 C10 C18 C19 C27 C28 C36 C37 C45 C46 C49 C50 C53 C54 C62 C63 C71 C72 C80 C81 C89 C90 C98 C99
P-55 P-45 P-35 P-25 P-15 P-5 P5 P15 P25 P35 P45 P55
3 nulls 5 guards
0 ... 7 8 10 18 20 28 30 38 40 48 50 58 60 67 69 77 79 87 89 97 99 107 109 117 119 120 … 12763 64
5 guards 3 nulls
… … 
Subcarrier index
Figure 2.9: Subcarrier frequency allocation.
For modes with data rates 80 Mbps or lower, the complex-valued sequence is
divided into groups of 50 complex numbers. The data tones cn in Figure 2.9 for the





where n = 0, 1, ..., 49, and k = 0, 1, ..., NSY M − 1 with NSY M denoting the
number of OFDM symbols. Since the same information is transmitted twice using
two subcarriers, we obtain the frequency diversity with a spreading gain factor of
two for these modes.
For modes with data rates larger than 80 Mbps, the complex-valued sequence
is divided into groups of 100 complex numbers. The data tones cn in Figure 2.9 for
the kth OFDM symbol relate to the complex-valued sequence d as
cn,k = dn+100k (2.8)
where n = 0, 1, ..., 99 and also k = 0, 1, ..., NSY M − 1. In these modes, we have no
frequency diversity gain since each subcarrier conveys different information.
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n = 15, 45
−1−j√
2
n = 5, 25, 35, 55
0 o.w.
(2.9)
For modes with data rates less than 106.67 Mbps, Pn,k = P
*
−n,k and for modes with
data rates 106.67 Mbps or higher, Pn,k = P−n,k where n = -5, -15, -25, -35, -45,
-55. The Pn is further BPSK modulated by a pseudo-random binary sequence pl to
prevent the generation of spectral lines, where p0...127 = {1, 1, 1, 1, -1, -1, -1, 1, -1,
-1, -1, -1, 1, 1, -1, 1, -1, -1, 1, 1, -1, 1, 1, -1, 1, 1, 1, 1, 1, 1, -1, 1, 1, 1, -1, 1, 1, -1,
-1, 1, 1, 1, -1, 1, -1, -1, -1, 1, -1, 1, -1, -1, 1, -1, -1, 1, 1, 1, 1, 1, -1, -1, 1, 1, -1, -1, 1,
-1, 1, -1, 1, 1, -1, -1, -1, 1, 1, -1, -1, -1, -1, 1, -1, -1, 1, -1, 1, 1, 1, 1, -1, 1, -1, 1, -1,
1, -1, -1, -1, -1, -1, 1, -1, 1, 1, -1, 1, -1, 1, 1, 1, -1, -1, 1, -1, -1, -1, 1, 1, 1, -1, -1, -1,
-1, -1, -1, -1}.




for l = 0, 1, 2, 3, 4 and n = 57 + l (2.10)
where pl is the pseudo-random binary sequence above. For modes with data rates
less than 106.67 Mbps, Pn,k = P
*
−n,k and for modes with data rates 106.67 Mbps or
higher, Pn,k = P−n,k where n = -57, ..., -61.
2.7 Frequency and Temporal Diversity
In Section 2.6, we have seen that frequency diversity gain is obtained for modes
with data rates 80 Mbps or lower by using two subcarriers to transmit the same
20
information. These subcarriers are in symmetric conjugate positions (see Eq. (2.7)),
which make these subcarriers as less correlated as possible (we will demonstrate this
in Chapter 3). To obtain temporal diversity with a gain factor of two, the same














































































Figure 2.10: (a) High-rate modes; (b) Middle-rate modes; (c) Low-rate modes.
how we can obtain different overall spreading gain for different data-rate modes. For
modes with data rates from 53.3 to 80 Mbps, denoted as low-rate modes, we have
both time and frequency spreading, i.e., that the same information is transmitted
four times, and thus we obtain a gain factor of 4. For modes with data rates from
106.7 to 200 Mbps, denoted as middle-rate modes, we have only time spreading.
All of the subcarriers are used to transmit different information. The information is
transmitted twice in the time domain, thus we obtain a gain factor of 2. Finally, for
modes with data rates 320 Mbps or higher, denoted as high-rate modes, we have no





Performance Analysis of the MB-OFDM UWB System
3.1 Introduction
In this chapter, we present the performance analysis of the MB-OFDM UWB
system. Because OFDM transmission technique is sensitive to frequency and tim-
ing synchronization, we would like to learn the system performance in different syn-
chronization conditions. Particularly, we consider the following four synchronization
scenarios:
1. Perfect frequency and timing synchronization,
2. Imperfect timing synchronization,
3. Imperfect frequency synchronization, and
4. Imperfect frequency and timing synchronization.
As we have seen in Chapter 2, the baseband of the MB-OFDM UWB system
contains two main blocks: a channel coding (including the bit-interleaver) and an
OFDM modulation. As illustrated in Figure 3.1, a transmitted binary sequence is
input into the channel encoder. Redundancy is added to the sequence to improve the
SNR for a better detection at the receiver. For our MB-OFDM UWB system, this
process is done through the convolutional coding and puncturing. The bit-interleaver
23






























































Figure 3.1: The MB-OFDM UWB system model.
is used to prevent burst errors. After that, the binary sequence is modulated in
the OFDM modulation and transmitted through the multipath fading channel with
AWGN. At the receiver, after the OFDM demodulation, we obtain a binary sequence
with a certain bit error probability. The average bit error probability is determined
as in previous section. This binary sequence is input into the bit-deinterleaver to
obtain an output sequence, which is then filled with dummy ”zero” metrics in the de-
puncturing process. After that, hard-decision Viterbi decoding is applied to obtain
the received binary sequence.
As a result, the system performance can be analyzed in two stages. In the first
stage, we only consider the performance of the OFDM modulation block, and we will
denote this block as the OFDM system in this analysis. Two metrics used to measure
the performance are the degradation ratio and the average bit error probability.
The first metric measures the relative performance, i.e., the performance in the
imperfect synchronization to the performance in the perfect one. The second metric
measures the absolute performance, i.e., the fraction of transmission bits wrong at
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the receiver. Based on the average bit error probability obtained from analyzing the
OFDM system, we can determine the performance bound of the entire MB-OFDM
UWB system. The performance bound requires the knowledge about the channel
codes such as the free distance and the weight spectrum. Unfortunately, we do not
have the information. However, we will show how to obtain the performance bound
when the information is available.
The content of this chapter is as follows. After this introduction section, we
will introduce the IEEE 802.15.3a channel standard in Section 3.2. The standard
specifies the channel conditions the UWB system works with. The performance
analysis of the OFDM system will be presented in Section 3.3. In this section, we
will first introduce the system model and the assumptions employed in the analysis.
The introduction is presented in Subsection 3.3.1. Since the system is working in
the multipath delay channel, the fading and interferences arise. Therefore, we will
next derive the expressions for the fading term, the intercarrier interference (ICI)
and the intersymbol interference (ISI) in Subsection 3.3.2. These expressions help
us to obtain the variances of the fading term and the interferences. The derivation
of the variances is presented in Subsection 3.3.3. In Subsection 3.3.4, we will define
the average SNR and the performance degradation ratio of the system. The average
bit error probability of the OFDM system will be presented next in Subsection 3.3.5.
Since the MB-OFDM UWB system inherits three data-rate modes corresponding
to different spreading gain factors, as we have seen in Chapter 2, we will derive the
expressions of the average bit error probability in different data-rate modes. Based
on the average bit error probability, we will show how to obtain the performance
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bound of the entire MB-OFDM UWB system in Section 3.4. In the last section,
Section 3.5, we will present the numerical and simulated results.
3.2 IEEE 802.15.3a Channel Standard
The UWB standard channel models specified in the IEEE 802.15.3a [10] are
derived from the Saleh-Valenzuela (SV) model with some minor modifications due
to clustering phenomenon. There are four different UWB standard channel mod-
els, denoted as CM1, CM2, CM3, and CM4, which are based on the line-of-sight
(LOS) multipath channel condition and the distance between the transmitter and
the receiver. CM1 corresponds to the LOS condition with distance of 0 to 4 meters
while CM2, CM3, and CM4 are based on the non-LOS (NLOS) condition. The
transmission distances in CM2 and CM3 are from 0 to 4 meters and from 4 to 10
meters, respectively. The transmission distance in CM4 is also from 4 to 10 meters
but with an extreme NLOS condition.






αk,lδ(t− Tl − τk,l) (3.1)
where αk,l are the multipath gain coefficients, Tl is the delay of the l
th cluster, τk,l
is the delay of the kth ray in the lth cluster, δ(.) is the Dirac’s delta function, and
χ represents the log-normal shadowing. For the simplicity of the analysis, we will
not consider χ in the expression of h(t). In Eq. (3.1), the cluster arrival times Tl’s
and the ray arrival times τk,l’s within each cluster are modelled as time of arrivals in
Poisson processes with rate Λ and λ (where λ > Λ) [10], respectively. Thus they are
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the l- and k-Erlang random variables with parameters Λ and λ, respectively. Notice






for x > 0 and p ≥ 1 (3.2)








for p ≥ 1 (3.3)
is the moment generating function (MGF). The amplitude of the multipath gain
coefficient can follow the log-normal distribution, the Nakagami distribution, or the
Rayleigh distribution while the phase is uniformly distributed over [0, 2π) [19]. In
this thesis, we follow [19] to use Rayleigh distribution for the amplitude of the
channel coefficient since it provides the insight of the performance of the UWB
system. As a result, the multipath gain coefficients αk,l’s are modelled as statistically
independent, zero-mean, complex Gaussian random variables whose variance is [10]
Ωk,l = E
{








where Γ and γ are the decay factors of the cluster and ray, respectively. Table 3.1
presents the model parameters Λ, λ, Γ, and γ.
Observations: The expression for the channel impulse response in Eq. (3.1) is very
general. It does not reflect the insight of the channel models. To be more precise,
we realize that in all channel models, τ0,l = 0 for all l, i.e., that the first ray in the
lth cluster arrives when the lth cluster arrives. In CM1, where the LOS condition
is applied, T0 = 0, i.e, that the 0
th cluster always arrives at time 0 and hence the
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CM1 CM2 CM3 CM4
Λ (1/nsec) 0.0233 0.4 0.0667 0.0667
λ (1/nsec) 2.5 0.5 2.1 2.1
Γ 7.1 5.5 14.000 24.000
γ 4.3 6.7 7.9 12
Table 3.1: Model parameters.
arrival time of the 0th cluster is deterministic. In other channel models, i.e., CM2,
CM3, and CM4 where the NLOS condition is applied, T0 does not exist since all
arrival times Tl’s are random. As a result, we offer to rewrite the expression for the
channel impulse response for CM1 as












αk,lδ(t− Tl − τk,l). (3.5)
The channel impulse response for CM2, CM3, and CM4 takes the form of Eq. (3.5)
without the first two terms because these channel models do not inherit the LOS
condition.
The above observation is important for the performance analysis of the UWB
system. As we have seen in Eqs. (3.2) and (3.3), the index for the p-Erlang random
variable starts from p = 1, not from 0 as shown in Eq. (3.1). In addition, the
expression of the channel in Eq. (3.5) provides the insight of the channel models,
i.e., LOS vs. Non-LOS condition. Therefore, by ignoring the above observation,
the performance analysis of the UWB system would possess errors. In Section 3.3,
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we will perform the analysis based on the channel model CM1. Expressions of
quantities of interest for channel models CM2, CM3, and CM4 can be obtained
from those in CM1 by ignoring the terms corresponding to the first two terms in
Eq. (3.5). For simplicity, we will employ both expressions for the channel models
in our performance analysis. Particularly, we will use the expression in Eq. (3.1)
when deriving the expressions of the fading term, the ICI, and the ISI and use the
expression in Eq. (3.5) when deriving the expressions for their variances. In the
next section, the performance analysis of the OFDM system will be presented.
3.3 Performance Analysis of the OFDM System
3.3.1 System Model and Assumptions
We will consider the performance analysis of the OFDM system in the base-
band continuous-time. Figure 3.2 shows the baseband model of the OFDM system.



















































































Figure 3.2: OFDM system model.
symbol index i and the subcarrier index n. N is the number of subcarriers. The
transmitted OFDM symbol can be generated by using an N -point IFFT. Before
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being transmitted, the useful OFDM symbols with a duration TS are pre-appended
by a cyclic prefix (actually zero-trailing, i.e., that the prefix is filled with zeros) with
a duration TC to eliminate the intersymbol interference (ISI) and appended by a
guard interval with a duration TG to ensure the transfer between two consecutive








TS for−∞ ≤ i ≤ ∞ (3.6)
where T ′S = TC + TS + TG is the duration of the transmitted OFDM symbol, and
g(t) =

1 TC ≤ t ≤ TC + TS
0 o.w
(3.7)
is the rectangular pulse.
The transmitted signal x(t) =
∑i=∞
i=−∞ xi(t) travels through the UWB channel






αk,lδ(t− Tl − τk,l)
as described in Eq. (3.1) of Section 3.2. The received signal r(t) is the sum of the
output y(t) of the channel and the additive white Gaussian noise (AWGN) n(t), i.e,
r(t) = y(t) + n(t) =
i=∞∑
i=−∞
yi(t) + n(t) (3.8)
where















is the output of the channel corresponding to the OFDM symbol xi(t). Notice that
in Eq. (3.9), (?) denotes the convolution.
At the receiver, the frequency and timing synchronization may not be perfect.
The imperfection of frequency synchronization results in a carrier-frequency offset
∆f = fr−ft due to the mismatch between the oscillators of the transmitter and the
receiver. Likewise, the error in timing synchronization causes the timing offset τ due
to the misplacement of the FFT window. Figure 3.3 illustrates the imperfection of
























Figure 3.3: (a) Timing synchronization error; (b) Frequency synchronization error.
cases relating to frequency and timing synchronization. Particularly, we will study
the performance of the system for the following four cases:
1. Perfect frequency and timing synchronization,
2. Imperfect timing synchronization,
3. Imperfect frequency synchronization, and
4. Imperfect frequency and timing synchronization.
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The demodulated signal ĉm,i can be obtained by integrating the received signal








where ft,m is the transmitter carrier frequency corresponding to the subcarrier m.
































= Am,i + ĉ
ISI
m,i + nm,i (3.12)
where we have defined Am,i, ĉ
ISI
m,i , and nm,i as the first, second, and third term in
Eq. (3.12). Am,i contains the information about the i
th OFDM symbols, and hence
contains the desired symbol cm,i with its fading term Hm and the interference ĉ
ICI
m,i
from other subcarriers in the same OFDM symbol, thus called the ICI. In other
words,
Am,i = cm,iHm + ĉ
ICI
m,i . (3.13)
Also in Eq. (3.12), ĉISIm,i is the interference from adjacent OFDM symbols, thus
called the ISI and nm,i ∼ CN(0, N0) is the AWGN. Consequently, we can rewrite
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the demodulated signal as




m,i + nm,i. (3.14)
Depending on different conditions of frequency and timing synchronization, the
fading term, the ICI, and the ISI are different. The derivations of the expressions
for these terms and their variances employ the following assumptions.
• Assumption 1: τ ∈ (−TC , TC). This assumption is reasonable since the
timing error usually takes place around zeros. For large timing errors τ , the
performance possesses very high probability of error and hence needs not to
be considered.
• Assumption 2: Tl + τk,l ≤ TS for all k, l. This assumption is valid because
through the generation of the channel models, we observe that no delay is
larger than the symbol duration TS.
• Assumption 3: Let X = Tl + τk,l − T and l0 = bΛT c where T representing
time is deterministic and b.c represents the floor function. Tl and τk,l are
random variables, so is X. l0 represents the average number of cluster arrivals
at time T since Λ is the cluster arrival rate. Then X > 0 ⇔ l ≥ l0 + 1.
This assumption means that if the time of arrival of the lth cluster Tl < T ,
then all rays in that cluster arrive assumedly at a time less than T ; in other
words, Tl + τk,l < T . This assumption helps to simplify the derivations of the
quantities of interest but still maintains the nature of the problem.
• Assumption 4: All the transmitted symbols cn,i are independent and iden-
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tically distributed (i.i.d) with the symbol energy Es. Since two bits form a
QPSK symbol in our system, Es = 2Eb where Eb is the bit energy.
• Assumption 5: The channel, the transmitted symbols, and the AWGN are
mutually independent. This assumption helps to simplify the derivation of the
performance of the system.
• Assumption 6: The number of arrival clusters and rays is infinite. This
assumption is valid since the tail in exponential decay does not contribute
much to the total sum. This assumption helps to simplify the expressions for
the variances of the quantities of interest.
Using the above assumptions, in the next section, we will derive the expression
for the fading term, the ICI, and the ISI of the OFDM system.
3.3.2 Expressions for the Fading Term, the ICI, and the ISI
We will derive the expressions for the fading term, the ICI and the ISI based
on the demodulated signal ĉm,i in Eq. (3.12). First, the expressions for the fading
term and the ICI will be obtained through the evaluation of the quantity Am,i in
Eq. (3.12). The evaluation will be presented in A. After that, the expression of the
ISI will be derived by itself. The derivation will be presented in B. For simplicity,
we will use the expression for the channel impulse response in Eq. (3.1) for the
derivation.
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Substituting yi(t) from Eq. (3.9) into Eq. (3.15) and applying the change of variable




















where the rectangular pulse
g(t−Tl−τk,l−τ) =













in Eq. (3.16). When the timing error is negative, i.e., τ < 0, the quantity X,
defined as X = Tl + τk,l + τ , is negative for some l, k and positive otherwise. By
using Assumption 3, the integral Ick,l can be expressed as
Ick,l =

I1k,l for l > l0
I2k,l for l ≤ l0
(3.19)





































Using Eqs. (3.20) and (3.21) in Eq. (3.16) and separating the terms corre-

























































where again l0 = b−Λτc.
The expressions for the fading term and the ICI in Eqs. (3.22) and (3.23) are
generic. For a particular synchronization condition, the application of the expres-
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sions needs the following remarks.
Remark 1: When τ ≥ 0 (l0 < 0), the
∑l0































= TS − Tl − τk,l − τ
and they will be used in Eq. (3.22) instead.
Remark 3: When n = m + ε, i.e., the case of imperfect frequency synchronization













































TS (TS − Tl − τk,l − τ)
and they will be used in Eq. (3.23) instead.










is the inter-symbol interference. Based on Assumption 1 where −TC < τ , future
OFDM symbols do not interfere with the current ith symbol. Moreover, the combi-




S = TC +TS +TG
suggests that the ith OFDM symbol receives the ISI only from the (i− 1)th OFDM







Substituting yi−1(t) from Eq. (3.9) into Eq. (3.25) and applying the change of





















where the rectangular pulse
g(t− Tl − τk,l − τ + T ′S) =















in Eq. (3.26). Based on Assumptions 1 and 2, Tl + τk,l + τ < T
′
S ∀ k, l. Thus
Tl + τk,l + τ − TG < TS + TC and Tl + τk,l + τ − TS − TG < TC ∀ k, l. However,






































Remark 4: Since l0 = bΛ(TG + TC − τ)c, l0 for positive τ is smaller than that for
negative τ . Clearly, the positive τ causes more ISI to the current ith symbol.
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The expression for the ISI in Eq. (3.30) is generic. For a particular synchro-
nization condition, the application of the expression needs the following remark.
Remark 5: When n = m + ε, i.e., the case of imperfect frequency synchronization





















TS (Tl + τk,l + τ − TC − TG)
and it will be used in Eq. (3.23) instead.
In the next subsection, we will present the derivation of the variances of the
fading term, the ICI, and the ISI.
3.3.3 Variances of the Fading Term, the ICI, and the ISI
We are now ready to derive the variances of the fading term, the ICI, and
the ISI based on their expressions in Subsection 3.3.2. Let us denote the variances
of the fading term, the ICI, and the ISI as σ2H , σ
2
C , and σ
2
S, respectively. Because
the transmitted symbols cn,i’s and the multipath gain coefficients αk,l’s are zero-
mean, the fading terms Hm, the ICI ĉ
ICI
m,i , and the ISI ĉ
ISI
m,i are also zero-mean.
Thus the variances of these terms are equal to their second moment, i.e., that










4 and 5 and noting that the multipath gain coefficients αk,l’s are zero-mean and





























































































































































































































































The remaining task is to evaluate the expressions of the variances of the fading term,
the ICI, and the ISI in Eqs. (3.31), (3.32), and (3.33). For the derivation, we need
to take in account the observation about the channel impulse response in Section
3.2. Particularly, we will use the expression of the channel impulse response in Eq.
(3.5). Furthermore, the derivation will employ the remarks, Remarks 1-3 and 5, in
Subsection 3.3.2 and Assumption 6 in Subsection 3.3.1.
Let us define the following four quantities.























γX (X − T )2
}
(3.35)
B1(T, n,m, ε, ε






























B2(T, n,m, ε, ε
























where E {.} denotes the expectation. In the above equations, Tl, τk,l, and X are the
times of arrivals in Poisson processes whose rates are Λ, λ, and λX and decay factors
are Γ, γ, and γX , respectively. The PDF and the MGF of these random variables
follow Eqs. (3.2) and (3.3).
Clearly, B1(.) relates directly to the expressions in Eqs. (3.31), (3.32), and
(3.33). The introduction of A1(.) and A2(.) is due to Remarks 2, 3, and 4 in Sub-
section 3.3.2 while the introduction of A2(.) and B2(.) is due to the observation
about the channel in Section 3.2. The variances of interest will be separated in term
of A1(.), A2(.), B1(.), and B2(.) with different values of T , n, m, ε, ε
′. Thus the
evaluation of the four quantities should be the next task. In A, we will present the
derivation of the A1(.) and A2(.). After that the expressions for B1(.) and B2(.) will
be evaluated in B. In C, we will provide the expressions for the variances of interest
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in term of A1(.), A2(.), B1(.), and B2(.). In these derivations, we will employ the
































A. Derivations of A1(.) and A2(.)
Since Tl and τk,l are statistically independent,


















































































Using Eqs. (3.3), (3.38), and (3.39) for the expectations yields


















































































To obtain the expression for A1(.), we will employ the following remark about geo-
metric series.














= λXγX(λXγX + 1)
∞∑
p=0
p(p + 1)βn =
2β
(1− β)3




















= (λXγX + 1)f2(p0, λX , γX) (3.41)
∞∑
p=p0+1













= (λXγX + 1)
2f3(p0, λX , γX) (3.42)
where we have defined




(λXγX + 1) (3.43)
45




(λXγX + p0 + 1) (3.44)





+ 2(p0 + 1)λXγX + (p0 + 1)(p0 + 2)] . (3.45)
Using Eqs. (3.40), (3.41), and (3.42) and applying simplifications yield
A1(T, l0, Λ, Γ, λ, γ) = Ω0,0
[
Γ2f3(l0, Λ, Γ)f1(0, λ, γ) + γ
2f1(l0, Λ, Γ)f3(0, λ, γ)
+T 2f1(l0, Λ, Γ)f1(0, λ, γ) + 2Γγf2(l0, Λ, Γ)f2(0, λ, γ)
−2TΓf2(l0, Λ, Γ)f1(0, λ, γ)− 2Tγf1(l0, Λ, Γ)f2(0, λ, γ)] .
(3.46)
Similarly, by using Eqs. (3.3), (3.38), and (3.39) and applying simplifications
we can show that
A2(T, p0, λX , γX) = Ω0,0
[
γ2Xf3(p0, λX , γX) + T
2f1(p0, λX , γX)
−2TγXf2(p0, λX , γX)] . (3.47)
B. Derivations of B1(.) and B2(.)
In the same manner of the derivation of the A1(.) and A2(.), since Tl and τk,l
are statistically independent,
B1(T, n,m, ε, ε































































































































In addition, for β = βXe




























1 + β2X − 2βX cos θX
(3.50)
by Eq. (3.40).
Using Eqs. (3.3) and (3.50) yields
B1(T, n,m, ε, ε
′, l0, Λ, Γ, λ, γ) = 2Ω0,0f1(l0, Λ, Γ)f1(0, λ, λ)− Ω0,0βl0+1T βτ
×
e−j2πε′e j2π(n−m−ε)TTS e−j(l0+1)θT e−jθτ (1− βT ejθT ) (1− βτejθτ )












(1 + β2T − 2βT cos θT )(1 + β2τ − 2βτ cos θτ )
 .
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where f1(.) has been defined in Eq. (3.43). After the simplification, we eventually
obtain
B1(T, n,m, ε, ε




(l0 + 1)θT + θτ − 2π(n−m−ε)TTS + 2πε
′
)




(l0 + 1)θT − 2π(n−m−ε)TTS + 2πε
′
)




l0θT + θτ − 2π(n−m−ε)TTS + 2πε
′
)




l0θT − 2π(n−m−ε)TTS + 2πε
′
)
(1 + β2T − 2βT cos θT )(1 + β2τ − 2βτ cos θτ )
 .
(3.51)
In the same manner, using Eqs. (3.4) and (3.50), we can show that
B2(T, n,m, ε, ε




(p0 + 1)θX − 2π(n−m−ε)TTS + 2πε
′
)




p0θX − 2π(n−m−ε)TTS + 2πε
′
)
1 + β2X − 2βX cos θX

(3.52)
where f1(.), βX and θX have been defined in Eq. (3.43), Eqs. (3.48) and (3.49),
respectively.
C. Expressions for the Variances of the Fading Term, the ICI, the ISI
Using the expressions for A1(.), A2(.), B1(.), and B2(.) obtained in Subsections
A and B, we derive the expressions for the variances of interest in term of the four
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quantities. In the following, we will present the final results of the derivation. The
variances are listed based on the frequency and timing synchronization conditions.
1. Perfect frequency and timing synchronization, i.e., ε = 0 and τ = 0:
σ2H = Ω0,0 +
1
T 2S
A2(TS, 0, λ, γ) +
1
T 2S
A2(TS, 0, Λ, Γ) +
1
T 2S






[B2(0, n, m, 0, 0, 0, λ, γ)





A2(TC + TG, p0, Λ, Γ) +
1
T 2S






[B2(TC + TG, n, m, 0, 0, p0, Λ, Γ)
+ B1(TC + TG, n, m, 0, 0, p0, Λ, Γ, λ, γ)]]
where p0 = bΛ(TG + TC − τ)c.
Remark 6: When the UWB system is working in CM2, CM3, and CM4,
the non-LOS condition is applied. Thus l = 0, corresponding to the arrival
time of the first cluster T0, does not exist since all clusters arrive randomly
(See Observation in Section 3.2). In this case, the first two terms in the σ2H
expression and the first term in the σ2C expression do not exist.












A2(−TS − τ, 0, Λ, Γ)−
1
T 2S





A2(TS − τ, l0, Λ, Γ) +
1
T 2S
A1(−TS − τ, 0, Λ, Γ, λ, γ)
− 1
T 2S
A1(−TS − τ, l0, Λ, Γ, λ, γ) +
1
T 2S
A1(TS − τ, l0, Λ, Γ, λ, γ)
where l0 = b−Λτc.
Remark 7: In the case of positive timing error τ ≥ 0, Remark 1 in Subsection
3.3.2 will be used. Particularly, all terms containing −TS (the 2nd, 3rd, 4th,












+B2(−τ, n,m, 0, 0, 0, λ, γ) + B2(−τ, n,m, 0, 0, 0, Λ, Γ)





A2(TC + TG − τ, p0, Λ, Γ) +
1
T 2S






[B2(TC + TG − τ, n,m, 0, 0, p0, Λ, Γ)
+ B1(TC + TG − τ, n,m, 0, 0, p0, Λ, Γ, λ, γ)]]
where p0 = bΛ(TG + TC − τ)c.
Remark 8: When the UWB system is working in CM2, CM3, and CM4,
with the same reason presented in Remark 6, the first two terms in the σ2H
expression and in the σ2C expression do not exist.
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[2Ω0,0 (1− cos 2πε) + B2(0, 0, 0, ε, ε, 0, λ, γ)






[2Ω0,0 (1− cos 2πε)
+B2(0, n, m, ε, ε, 0, λ, γ) + B2(0, n, m, ε, ε, 0, Λ, Γ)






[B2(TC + TG, n, m, ε, 0, p0, Λ, Γ)
+ B1(TC + TG, n, m, ε, 0, p0, Λ, Γ, λ, γ)]
where p0 = bΛ(TG + TC − τ)c.
Remark 9: When the UWB system is working in CM2, CM3, and CM4,
with the same reason presented in Remark 6, the first two terms in the σ2H
expression and in the σ2C expression do not exist.














+ B2(−τ, 0, 0, ε,−ε, 0, λ, γ)
+B2(−τ, 0, 0, ε,−ε, 0, Λ, Γ)−B2(−τ, 0, 0, ε,−ε, l0, Λ, Γ)
+B2(−τ, 0, 0, ε, ε, l0, Λ, Γ) + B1(−τ, 0, 0, ε,−ε, 0, Λ, Γ, λ, γ)
















+B2(−τ, n,m, ε,−ε, 0, λ, γ) + B2(−τ, n,m, ε,−ε, 0, Λ, Γ)
−B2(−τ, n,m, ε,−ε, l0, Λ, Γ) + B2(−τ, n,m, ε, ε, l0, Λ, Γ)
+B1(−τ, n,m, ε,−ε, 0, Λ, Γ, λ, γ)−B1(−τ, n,m, ε,−ε, l0, Λ, Γ, λ, γ)
+ B1(−τ, n,m, ε, ε, l0, Λ, Γ, λ, γ)]
where l0 = b−Λτc.
Remark 10: In the case of positive timing error τ ≥ 0, Remark 1 in Sub-
section 3.3.2 will be used in the above two expressions. Particularly, l0 = 0
will make the 3rd and 4th terms cancel each other, likewise the 6th and 7th)
terms. In addition, the 2πε in the sst term will be replaced by −2πε, and the






[B2(TC + TG − τ, n,m, ε, 0, p0, Λ, Γ)
+ B1(TC + TG − τ, n,m, ε, 0, p0, Λ, Γ, λ, γ)]
where p0 = bΛ(TG + TC − τ)c.
Remark 11: When the UWB sytem is working in CM2, CM3, and CM4,
with the same reason presented in Remark 6, the first two terms in the σ2H
expression and in the σ2C expression do not exist.
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3.3.4 The Average Signal-to-Noise Ratio and the Performance
Degradation
In previous subsection, we have derived the expressions of the variances σ2H ,
σ2C , and σ
2
S of the fading term, the ICI, and the ISI, respectively. The ICI and ISI
variances can be expressed as products of the symbol energy Es and the relative






S. Beside the multipath effect, which
causes the fading and the interferences, the received symbol is also affected by the






















Es, the energy per bit. Note that γb(ε, τ) =
1
2
γs(ε, τ) We will use
γs(ε, τ) and γb(ε, τ) to evaluate the performance of the OFDM system.
The first metric in valuating the system performance is the degradation ratio,
defined as




It measures the relative performance of the system, i.e., the system performance in
the imperfect synchronization in comparison with the performance of the system in
a perfect one. In Section 3.5, we will present and analyze the system performance
degradation based on the numerical results obtained from Eq. (3.55).
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The second metric in assessing the system performance is the average bit error
probability, which measures the absolute performance. It is defined as a fraction of
transmission bits wrong. In the next subsection, we will derive the average bit error
probability corresponding different data rate modes.
3.3.5 The Average Bit Error Probability
From Eq. (3.14), the demodulated signal ĉm,i at the subcarrier m
th contains
the transmit symbol cm,i with its fading term Hm in addition to the interferences
ĉICIm,i and ĉ
ISI





m,i + nm,i. (3.56)
as the sum of the ICI, the ISI and the AWGN. The the demodulated signal then be





































is reprinted from Eq. (3.22).
In Subsection 3.3.2, we have seen that ĉICIm,i and ĉ
ISI
m,i are the sums of many
independent but not identically distributed random variables. Thus we cannot apply
the central limit theorem, which requires the sum of i.i.d. random variables, to model
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the ICI and ISI as Gaussian random variables. However, to obtain performance
bound, we will model the ICI and the ISI as Gaussian random variables whose mean
is zeros and variance is σ2C and σ
2
S, respectively, because independent Gaussian noise
yields smallest capacity among additive noise processes with fixed variance and mean
[6]. Consequently, zm will be modelled as i.i.d. complex Gaussian random variable





S + N0 (3.58)
in which σ2C , σ
2
S, and N0 are the variances of the ICI, the ISI, and the AWGN,
respectively, and are quantified in Section 3.3.3.
Since the UWB system supports ten different data rates [8] that can be grouped
into three different data-rate modes based on the overall spreading gain factor of 1,
2, or 4 obtained from OFDM modulation, we will consider the average probability of
bit error for these three cases. As we have seen in Chapter 2, in the first case (with a
gain factor of 1), each carrier frequency and time slot are used to transmit different
information. In the second case (with a gain factor of 2), the same information is
transmitted in two different time slots. In the third case (with a gain factor of 4),
the same information is transmitted by using two frequency carriers and two time
slots. These three cases share the same receiving model, i.e.,
ĉ = cm,ih + z (3.59)
where ĉ is a vector comprising the demodulated signals ĉm,i, h is a vector consisting
of the fading terms Hm associated with ĉm,i, and z ∼ CN(0, σ2ZI), with the identical
matrix I, is the noise vector. Depending on different data-rate modes, ĉ, h, and z
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are different and will be classified later. These modes share the same detection rule,




The average probability of bit error for the three different cases cannot be
determined directly but through the probability of symbol error [20]. Since the
system employs QPSK modulation, Pb = Ps where Pb and Ps are the probability
of bit error and that of symbol error [20], respectively. Our main task now is to
determine the probability of symbol error Ps.
The average probability of symbol error can be determined by averaging the
probability of symbol error given the vector h, a random vector due to its dependency
to the random fading term Hm [20] [21]. That is that
Ps = E {Ps(h)} . (3.61)
Based on the detection rule in Eq. (3.60), the probability of symbol error given the
fading term is [21]
Ps(h) = Pr
[













where Re(x) yields the real component of the complex-valued x and ‖.‖ repre-









|cm,i− c̃m,i|2‖h‖2σ2Z). Thus simplifications yield
Ps(h) = Pr
[


















)dt. In Eq. (3.63), we have defined
ρ = ‖h‖2 Eb
σ2Z
(3.64)
using the fact that the distance between QPSK symbols |cm,i − c̃m,i| relates to the
energy per bit Eb as |cm,i − c̃m,i| = 2
√
Eb. Our remaining task is to determine the
PDF fρ(t) for the three data-rate modes so that the average probability of symbol












tm−1e−t/γρ for t ≥ 0 (3.66)
where γρ , E {ρ} is the expectation of ρ corresponding to m = 1. Thus the average





















Next, following the approach presented in [14], we will demonstrate that ap-
proximately ρ has a chi-square distribution with 2m degrees of freedom, where m is
the overall spreading gain factor.
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A. The Case of Overall Spreading Gain Factor of 1
In this case, we do not have any diversity gain. Each frequency carrier and
each time slot are used to transmit different information. The demodulated signal
is
ĉm,i = cm,iHm + z. (3.69)



































TS − 1, ..., e−j2πεe
−j2πε(Tl0+τK,l0+τ)
TS − 1, e−j2πε
e
−j2πε(Tl0+1+τ0,l0+1+τ)




and a = [α0,0, α0,1, ...,
αK,L]
T . Because αk,l ∼ CN(0, Ωk,l) where Ωk,l follows Eq. (3.4) in Section 3.2,







































2 . Clearly, Ψ is a non-negative definite Her-
mitian matrix. Based on the singular-value decomposition theorem [22], we can
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express
Ψ = VΛVH (3.74)
where Λ is a diagonal matrix containing the real and non-negative eigenvalues
of Ψ and V is a unitary matrix containing the eigenvectors associating with the
eigenvalues in Λ. Since rank(Ψ) ≤ min{rank(Ω
1
2 ), rank(T), rank(w)} where
rank(Ω
1
2 ) = rank(T) = (K + 1)(L + 1) and rank(w) = 1, there exists only one
















































































where β ∼ CN(0, 1) and we have substituted Ωk,l by the expression in Eq. (3.4).
Eq. (3.75) reveals that η is not a chi-square random variable with two degrees
of freedom as in the case of Rayleigh fading channel described in [20] and [21]. Here
η is a product of a chi-square random variable |β|2 and another random variable
that is the sum of many combinations of the k− and l−Erlang random variables Tl
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and τk,l. Therefore, finding the PDF of η, and hence of ρ is a difficult task, if not
impossible.
To be able to solve the problem, we will employ the approximation approach in
[14]. From Eq. (3.64), η is in a quadratic form. Using a representation of quadratic











For the case of the gain factor of 1, h = Hm, thus Φ = σ
2
H , the variance of the






Since µ ∼ CN(0, 1), |µ|2 has a chi-square probability distribution with two degrees of
freedom. Consequently, ρ approximately is chi-square-distributed with two degrees













= γb(ε, τ) (3.78)
where γb(ε, τ) is the average SNR per bit, defined in Eq. (3.54). Note that in Eq.






Based on Eq. (3.67) with m = 1 and Eq. (3.68), the average probability of
symbol error, and hence of bit error for this case is







1 + γb(ε, τ)
)
. (3.79)
B. The Case of Overall Spreading Gain Factor of 2
In this case, we obtain the time diversity gain by transmitting the same in-
formation in two consecutive time slots. At the receiver, the following two received
signals containing the transmitted symbol cm,i
ĉm,i = cm,iHm,i + z
ĉm,i+1 = cm,iHm,i+1 + z. (3.80)
Here we assume that the fading terms Hm,i and Hm,i+1 are i.i.d., denoted as H
1
m and
H2m with mean zero and variance σ
2
H because they share the same subcarrier index
m. Hence the fading-term vector in Eq. (3.60) is just h = [H1m H
2
m]
T and the noise





where we have introduced η = ‖h‖2 = |H1m|2 + |H2m|2. Following the procedure in















































×(|β1|2 + |β2|2) (3.82)
where β1,2 ∼ CN(0, 1). Eq. (3.82) reveals that η in this case relates to, but not
exactly, a chi-square random variable with four degrees of freedom. Thus the PDF
of η is difficult to find, if not impossible.
To derive the PDF of η, we again follow the approximation approach presented














since H1m and H
2
m are i.i.d.. Clearly, Φ has two eigenvalues eig1(Φ) = eig2(Φ) = σ
2
H .









where µ1,2 ∼ CN(0, 1). Eq. (3.85) reveals that the random variable ρ approximately
has a chi-square distribution with four degrees of freedom. Based on Eq. (3.67) with
m = 2 and Eq. (3.68), the average probability of symbol error, and hence of bit
error for this case is
Pb = Ps ≈ p2(3− 2p) (3.86)
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where p is defined in Eq. (3.68) with γρ = γb(ε, τ).
C. The Case of Overall Spreading Gain Factor of 4
In this case, we obtain both frequency and time diversity gain by transmitting
the same information using two frequency carriers and two consecutive time slots.
At the receiver, the following four received signals contain the transmitted symbol
cm,i
ĉm,i = cm,iHm + z






m,iHN−m−1 + z (3.87)
where ∗ denotes the complex conjugate. We can rewrite Eq. (3.87) as






















where we have introduced η = ‖h‖2 = |H1m|2 + |H2m|2 + |H1N−m−1|2 + |H2N−m−1|2.
Notice that Hm and HN−m−1 are not independent since they belong to different















































×(|β1|2 + |β2|2 + |β3|2 + |β4|2) (3.90)
where βx ∼ CN(0, 1) for x = 1, 2, 3, or 4. Eq. (3.90) reveals that η in this
case relates to, but not exactly, a chi-square random variable with eight degrees of
freedom. The PDF of η is difficult to find, if not impossible.
To derive the PDF of η, we again follow the approximation approach presented












σ2H 0 R(N−m−1),m R(N−m−1),m












where R(N−m−1),m = E {HmHN−m−1} is the complementary correlation between the
fading terms at subcarrier m and its symmetric conjugate at subcarrier N −m− 1.
From the expression of Hm in Eq. (3.22) and using the fact that the multipath gain
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, R(N − 1) (3.92)
where we have used the fact that N −m − 1 + m = N − 1 and conditioned on Tl
and τk,l to obtain the expression. Eq. (3.92) reveals that by placing the transmitted
symbol cm,i in the symmetric conjugate positions to explore the frequency diversity,
we have made these positions as less correlated as possible. Now if we define Γ′ and



































































Comparing Eq. (3.93) with Eq. (3.31), we see that they are about identical. If we
replace Γ and γ by Γ′ and γ′ in Eq. (3.31) and multiply the equation by e
−j2π(N−1)τ
TS ,
we obtain R(N−1). Therefore, R(N−1) can be expressed in term of the quantities
A1(.), A2(.), B1(.), and B2(.), derived in Subsection 3.3.3. Particularly for the four
considering cases of frequency and timing synchronization, we have
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1. Perfect frequency and timing synchronization, i.e., ε = 0 and τ = 0:
















A1(TS, 0, Λ, Γ
′, λ, γ′)
)
2. Imperfect timing synchronization, i.e., ε = 0 and τ 6= 0:















A2(−TS − τ, 0, Λ, Γ′)−
1
T 2S




A2(TS − τ, l0, Λ, Γ′) +
1
T 2S
A1(−TS − τ, 0, Λ, Γ′, λ, γ′)
− 1
T 2S
A1(−TS − τ, l0, Λ, Γ′, λ, γ′) +
1
T 2S
A1(TS − τ, l0, Λ, Γ′, λ, γ′)
)
3. Imperfect frequency synchronization, i.e., ε 6= 0 and τ = 0:




TS [2Ω0,0 (1− cos 2πε) + B2(0, 0, 0, ε, ε, 0, λ, γ′)
+ B2(0, 0, 0, ε, ε, 0, Λ, Γ
′) + B1(0, 0, 0, ε, ε, 0, Λ, Γ
′, λ, γ′)]
4. Imperfect frequency and timing synchronization, i.e., ε 6= 0 and
τ 6= 0:














+ B2(−τ, 0, 0, ε,−ε, 0, λ, γ′) + B2(−τ, 0, 0, ε,−ε, 0, Λ, Γ′)
− B2(−τ, 0, 0, ε,−ε, l0, Λ, Γ′) + B2(−τ, 0, 0, ε, ε, l0, Λ, Γ′)
+ B1(−τ, 0, 0, ε,−ε, 0, Λ, Γ′, λ, γ′)−B1(−τ, 0, 0, ε,−ε, l0, Λ, Γ′, λ, γ′)
+ B1(−τ, 0, 0, ε, ε, l0, Λ, Γ′, λ, γ′)]
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Note that when we use the R(N − 1) expressions, we need to pay attention to
Remarks 6-11 in Subsection 3.3.3.
Let us define r , R(N−1)
σ2H
: the normalized complementary correlation between




1 0 r r
0 1 r r
r∗ r∗ 1 0
r∗ r∗ 0 1

(3.94)
whose eigenvalues can be shown as
eig(Φ) = σ2H [1 + |r|, 1, 1, 1− |r|]
T (3.95)






(1 + |r|)|µ1|2 + |µ2|2 + |µ3|2 + (1− |r|)|µ4|2
)
(3.96)
Based on Eq. (3.96), the probability of symbol error will be determined in the
following two cases.
1. When |r|  1, ρ approximately is a chi-square random variable with eight
degrees of freedom. Based on Eq. (3.67) with m = 4 and Eq. (3.68), the
average probability of symbol error, and hence of bit error for this case is








where p is defined in Eq. (3.68) with γρ = γb(ε, τ).
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2. When we cannot ignore r, ρ is no longer chi-square-distributed because it is not
a sum of i.i.d. random variables. This reflects the fact that the fading in differ-
ent subchannels are correlated to each other. To find the average probability
of symbol error, we will follow the approach in [14]. Using the alternative rep-









dθ for x ≥ 0,












where Mρ(s) = E {esρ} is the MGF of ρ. Because ρ is the sum of independent
chi-square random variables, its MGF can be shown as
Mρ(s) ≈
1
(1− sγρ(1 + |r|)) (1− sγρ)2 (1− sγρ(1− |r|))
(3.99)
where γρ = γb(ε, τ). Consequently, the average probability of symbol error,
and hence of bit error is






sin2 θ + γρ(1 + |r|)
) (
sin2 θ + γρ
)2 (
sin2 θ + γρ(1− |r|)
)dθ
(3.100)
For our OFDM UWB system, the average bit error probability for the high-
rate mode can follow Eq. (3.97) since the normalized complementary correlation
r is relatively small. For example, in the case of perfect frequency and timing
synchronization, r = 0.0987, 0.0141, 0.0018, and 7.8343−004, computed for CM1,
CM2, CM3, and CM4 respectively. Figure 3.4 shows the average bit error probability
for the perfect synchronization case in CM1, CM2, CM3, and CM4. The probability
is plotted using Eq. (3.100) in the solid curve (denoted as Exact) and using Eq.
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Figure 3.4: The average bit error probability of the OFDM system for the high data
rate mode in channel model CM1.
(3.97) in the dotted-diamond curve (denoted as Approximate). Clearly, the curves
match each other very well, and thus we can use the approximation for our case.
We have completely derived the average probability of bit error for the OFDM
system. Depending on the data rate modes: high rate, middle rate, or low rate,
the average bit error probability will follow Eq. (3.79), Eq. (3.86), or Eqs. (3.97)
or (3.100) (depending on the value of the normalized complementary correlation r).
The numerical and simulated results of the average probability will be presented
and analyzed in Section 3.5. In the next section, we will outline the way to obtain
the performance bound of the entire MB-OFDM UWB system.
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3.4 The Performance Bound of the Entire MB-OFDM UWB
System
Now we will consider the performance of the entire MB-OFDM UWB system,
i.e., including the convolutional encoder and bit-interleaver at the transmitter and
the Viterbi decoder and the bit-deinterleaver at the receiver. As shown in Figure
3.1, a transmitted binary sequence is input into the channel encoder. Redundancy
is added to the sequence to improve the SNR for a better detection at the receiver.
For our MB-OFDM UWB system, this process is done through the convolutional
coding and puncturing. The bit-interleaver is used to prevent burst errors. After
that, the binary sequence is modulated in the OFDM modulation and transmitted
through the multipath fading channel with AWGN. At the receiver, after the OFDM
demodulation, we obtain a binary sequence with a certain bit error probability.
The average bit error probability is determined as in previous section. This binary
sequence is input into the bit-deinterleaver to obtain an output sequence, which is
then filled with dummy ”zero” metrics in the de-puncturing process. After that,
hard-decision Viterbi decoding is applied to obtain the received binary sequence.







where M is the puncturing period, dfree is the free distance of the channel code,
βd is the weight spectrum representing the number of paths corresponding to the
distance d, and Pd is the probability of selecting the incorrect path at distance d
70


































is the average probability of bit error after the OFDM demodulation block. The
remaining task is how to find the weight spectrum βd corresponding to the convo-
lutional code and the puncturing patterns in the system. Theoretically, βd can be
found based on the transfer function of the convolutional code [21]. The transfer
function is obtained through solving the state equations. However, it is practically
difficult to find the transfer function, especially for the convolutional code with large
constraint length. For the mother code with coding rate R = 1/3 in our system,
there are a total of 64 states. Thus we need to derive and solve symbolically a linear
system of 64 state equations for the transfer function. This is a difficult task. For
the puncture codes in our system, obtaining the transfer functions is impossible. An
alternative approach is to use computers to search for the free distance dfree and the
weight spectrum βd, for example, as being done in [25]. However, that is not our
main focus in this thesis. If the information of dfree and βd is available, following Eq.
(3.101) should provide us the performance bound of the entire MB-OFDM UWB
system.
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3.5 Numerical and Simulated Results
In this section, the degradation ratio and the average bit error probability of
the OFDM system will be evaluated based on Eqs. (3.55), (3.79), (3.86), (3.97),
and (3.100) in Subsection 3.3.5. The four UWB channel models: CM1, CM2, CM3,
and CM4 and various conditions of frequency and timing synchronization will be
considered. Particularly, we choose to present the average bit error probability
of the system in the cases of perfect frequency and timing synchronization and
of imperfect timing synchronization. In addition, we will also present the system
performance degradation through the degradation ratio in the cases of imperfect
frequency synchronization and of imperfect frequency and timing synchronization.
The OFDM system has N = 128 subcarriers and the subband bandwidth
of 528 MHz. The durations of the useful OFDM symbol, the cyclic prefix, and
the guard interval are TS = 242.42 nsec, TC = 60.61 nsec, and TG = 9.47 nsec,
respectively. The total symbol duration is T ′S = 312.5 nsec. The arrival rates Λ and
λ and the decay factors Γ and γ of the cluster and ray, respectively, follow Table
3.1. In Subsection 3.5.1, the numerical result will be presented and analyzed. The
simulated result will be presented in Subsection 3.5.2.
3.5.1 Numerical Results
In Figure 3.5, we plot the average bit error probability BER versus SNR per
bit Eb/N0 of the OFDM system in the perfect frequency and timing synchronization
in the four channel models. Two conclusions can be drawn from the figure. First,
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Figure 3.5: The average probability of bit error of the OFDM system in perfect
frequency and timing synchronization in different UWB channel models: (a) CM1;
(b) CM2; (c) CM3; and (d) CM4.
as the data rate increases, at the same SNR, the average bit error probability also
increases. This is due to the spreading gain the data rate mode inherits. The higher
the spreading gain factor is the more diversity order, and hence the lower the average
bit error probability. As we have seen in Chapter 2, the low-rate mode, consisting
data rates of 80 Mbps or less, has the largest spreading gain factor of 4, and thus
it has the lowest average probability of bit error as shown in Figure 3.5. On the
other hands, the high-rate mode, comprising data rate of 320 Mbps or higher, has
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spreading gain factor of 1 (no diversity gain), and thus it has the largest average bit
error probability. The middle-rate mode lies in between of these other two data-rate
modes since it inherits a spreading gain factor of 2.
The second conclusion from the figure is that as the severity of the channel
increases, the average bit error probability also increases. This is obvious in the
figure. Among these channel models, CM1 is the least severe and has the lowest
average bit error probability while CM4 is the most severe and results in the highest
average bit error probability, when compared at the same SNR.
In Figure 3.6, we plot the average bit error probability of the OFDM system
against the SNR per bit in different relative timing synchronization error, defined
as δτ , τ
TS
, to illustrate the OFDM system performance in the imperfect timing
synchronization. Again, two conclusions can be drawn from the figure. First, the
positive timing errors always make the performance become worse while small neg-
ative timing errors can improve the system performance. As we have presented in
Subsection 3.3.1, positive timing error corresponds to the misplacement of the FFT
window into the current OFDM symbol (See Figure 3.3(a)). Equivalently, we have
the perfect timing synchronization but the received signal arrives with an extra de-
lay τ . Therefore, the current OFDM symbol receives more ISI from the previous
OFDM symbol, and that worsens the system performance. On the other hands, the
small negative timing error is equivalent to the reduction of the channel delays, and
thus improves the system performance. Note that the negative timing error places
the current OFDM symbol into the cyclic prefix region of the next OFDM symbol,
and thus could cause the current symbol to receive the ISI from the next OFDM
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Figure 3.6: The average probability of bit error of the OFDM system in imperfect
timing synchronization in different UWB channel models: (a) CM1; (b) CM2; (c)
CM3; and (d) CM4.
symbol and degrade the system performance. However, since the cyclic prefix re-
gion is filled with zeros (called zero trailing), this does not occur. As the absolute
value of the negative timing error increases but is still in the cyclic prefix region, its
benefit disappears. The performance becomes worse again as shown in Figure 3.6.
This is due to the loss of the main components in the arrival signal. As we have
known, the energy of the arrival rays and clusters decays exponentially, following
Eq. 3.4. Thus the first serval rays in the first cluster have the largest energy and
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hold the main role in the recovery of the transmitted symbol. For large but negative
timing errors, these rays are shifted far away from their proper positions, causing
the performance degradation. As we have seen, the timing synchronization error
causes the ISI increment.
The second observation from the figure is that as the channel severity increases,
larger negative timing errors are allowed. In Figure 3.6(a), corresponding to CM1,
the performance of δτ = −6T where T = TS/128 is already worse than that of
δτ = 0T while the performance of δτ = −9T corresponding to CM4 in Figure 3.6(d)
is still the best. This is clearly the case since CM4 has the largest channel delay,
due to its extreme non-LOS condition and its largest distance between the receiver
and transmitter, thus allows the largest negative timing error.
In Figure 3.7, we plot the degradation ratio (dB) between the perfect frequency
and timing synchronization and the imperfect frequency synchronization versus the
relative carrier-frequency offset ε. The degradation ratio is plotted for the four
channel models in different SNR of 0 dB, 10 dB, and 20 dB. Again, two conclusions
can be drawn from the figure. First, as the relative carrier-frequency offset increases,
the degradation ratio increases, i.e., that the system performance becomes worse
since the average SNR γs(ε, τ) decreases. The reason is that, in term of energy, the
demodulated signal ĉm,i contains less the desired symbol cm,i due to its fading term
Hm while contains more the other symbols (the undesired ones), as illustrated in
Figure 3.3(b) (when ε 6= 0, the demodulated signal includes not only the desired
symbol but also the symbols from other subcarriers). As a result, the imperfect
frequency synchronization causes the ICI increment in the demodulated signal and
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Figure 3.7: The degradation ratio of the OFDM system in imperfect frequency syn-
chronization in different UWB channel models. Different signal-to-noise ratios are
used 0dB, 10dB, and 20dB: (a) CM1; (b) CM2; (c) CM3; and (d) CM4.
degrades the system performance.
The second observation is that as the channel severity increases, the degra-
dation ratio decreases. As shown in the figure, the degradation ratio decreases as
the SNR decreases, i.e., that the channel is more severe. We also see the similar
trend across the channel models. The degradation ratio in CM1 is the largest while
it is the smallest in CM4. The reason can be that since the performance is already
very bad in the severe channel, the same amount of carrier-frequency offset causes
77
a relatively small degradation to the system performance.














































































































Figure 3.8: The degradation ratio of the OFDM system in imperfect frequency and
timing synchronization in different UWB channel models. The signal-to-noise ratio is
10dB: (a) CM1; (b) CM2; (c) CM3; and (d) CM4.
The last figure of interest is Figure 3.8, in which we plot the degradation ratio
versus the relative carrier-frequency offset ε for various relative timing error δτ .
The figure reveals that frequency synchronization is more important than timing
synchronization. As shown in Figure 3.8(a), the degradation ratio in CM1 is 45 dB
when ε = ±1 while it is about zero when τ = 3 (and ε = 0). To provide the reason,
we will employ Figure 3.3(b) again. The figure illustrates that when ε is a non-zero
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integer, the demodulated signal totally loses its transmitted symbol. In this case, it
receives a symbol from another subcarrier. Therefore, the degradation ratio should
be infinite. However, in our cases, we are still able to receive the desired symbol.
The reason is due to the channel multipath delay. This can be seen clearly through
Eq. (3.22), which represents the fading term Hm. Without the channel multipath
delay, i.e., Tl = 0 and τk,l = 0 and without timing error, i.e., τ = 0, the fading term
Hm is identical to zero, and that leads to the loss of the desired symbol.
In the next subsection, we will present the simulated result versus the numer-
ical result.
3.5.2 Simulated vs. Numerical Results
The simulated result is plotted together with the numerical result in Figure
3.9. The vertical axis is the bit error rate (BER), and the horizontal axis is the SNR
in dB. So far, we are able to obtain only the simulated average bit error probability
for the OFDM system for high-rate mode in the case of channel model CM1 and
perfect frequency and timing synchronization. The reason is that the simulation
consumes an enormous amount of time. As we have seen, our performance analysis
is based on the continuous-time channel impulse response, which consists of high
average number of multipath delays. The numbers of delays for CM1, CM2, CM3,
and CM4 are 295, 765, 1460, and 3930 in average, respectively. In order to observe
the ISI effect, we need to take all multipath delays into account, i.e., to sum them
all up. The number of multipath delays together with the number of subcarriers
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Figure 3.9: The average bit error probability of the OFDM system for the high data
rate mode in channel model CM1.
(N = 128) requires a very large number of additions and multiplications for the
computation of the received signal r(t), as we see in Eq. (3.8). In addition, the
computation of the demodulated signal ĉm,i requires the integration of the received
signal r(t), as we see in Eq. (3.12). The definite integral in Eq. (3.12) is performed
numerically using methods such as adaptive Simpson’s quadrature (MathWorks uses
this method in its Matlab built-in function ”quad.m”), which require to divide the
interval of integration into a number of subintervals, compute the values of the
integrand based on the subintervals, sum all the values up, compare with a tolerance
(set at 10−6), and repeat the process again with the increasing number of subintervals
if the tolerance is not met. For the case in the figure, the integral is evaluated over
about 10,000 subintervals. The whole process really consumes a great amount of
time in our cases. To obtain one point in Figure 3.9 (the figure consists of 11 points),
it takes in average 5 days (120 hrs) with the input of only 1200 bits. For channel
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models CM2, CM3, and CM4, computers just cannot handle it.
The accuracy of the simulated result depends on two factors, which eventually
target on the number of generated bits in the input sequence. First of all, for a low
bit error probability, we need a high number of generated bits. Commonly, for a
10−n bit error rate, where n is a natural number, we need at least 10n+1 generated
bits to observe such a rate. Secondly, we want to perceive the system average bit
error probability, which is an average of the bit error probability for a given channel
realization. Since each channel realization convolutes with at least one transmitted
symbol, we need to generate a large number of transmitted symbols. Equivalently,
we need to generate a large number of bits in the input sequence. For the simulated
result, we used only 1200 bits, equivalently to 6 OFDM symbols for the high-rate
mode, and thus we could have only 6 channel realizations. However, it took us 5
days as mentioned. To increase the accuracy in our case, we need to generate more
OFDM symbols, but that is not possible due to the longer simulation time.
Although we have the difficulty in the simulation due to the limitation of
the computing resources, Figure 3.9 shows that the simulated result matches the
numerical result very well, at least up to SNR = 12 dB. The reason for the mismatch
at high SNR is due to the small number of input bits we used in the simulation. The
average bit error probability decreases as the SNR increases and thus requires larger
number of input bits to realize the decrement. We wish that we have more time





The work in our thesis includes the baseband implementation and performance
analysis of the MB-OFDM UWB system. Since UWB transmission technology is
the future technology which promises to fulfill the demand of high transmission data
rates, understanding the architecture and the performance of the UWB system is
important. The implementation and the performance analysis help us to achieve it.
The baseband implementation of the MB-OFDM UWB system follows the
standard proposal IEEE 802.15.3a in a straightforward manner. The baseband sys-
tem consists of a data scrambler, a convolutional encoder and puncturer, a bit in-
terleaver, a constellation mapper, and an IFFT. These components were completely
described in Chapter 2.
We considered the performance analysis of the system in the IEEE 802.15.3a
channel standard, which consists of four different channel models, under four differ-
ent conditions of the frequency and timing synchronization. The MB-OFDM UWB
system can be divided into the channel coding and the OFDM subsystems. Our
performance analysis was first processed on the OFDM subsystem and after that we
considered the performance of the entire system. In the first stage, we first derived
the average SNR of the system in the standard channel models. Then we employed
degradation ratio and average bit error probability to evaluate the performance of
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the OFDM system. Based on the average probability, we presented the way to ob-
tain the performance bound of the entire system. The derivation was completely
presented in Chapter 3.
Also in Chapter 3, we presented the numerical results based on the derivation
of the system degradation ratio and the average bit error probability. The numer-
ical results provide us a profound understanding of the system performance in the
standard channel models under different conditions of the frequency and timing
synchronization. Due to the limitation of the computing resources, we could ob-
tain only simulated result of the average bit error probability in the high-rate mode
under the channel model CM1. The simulated result matched the corresponding
numerical result very well. We wish that we had more time and resources to obtain
all the desired results. Nevertheless, the simulated result validated our performance
analysis.
Through the implementation and the performance analysis, we have obtained
a good understanding about the architecture and the performance of the MB-OFDM
UWB system. The understanding would help us improving the system in the future.
Since such complete analysis has not been published in the literature, our knowl-
edge about the system performance is the main contribution to the area of wireless
communications.
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* Here is the main function of the baseband transmit system. *
* Transmit System: *
* BitStream --> data_srambler --> convolutional_encoder --> *
* bit_interleaver --> constellation_mapper --> OFDM_modulator --> *
* time_spreader --> TimeSpreadStream *
* *
* Inputs: *
* BitStream : transmit bitstream (the transmit data in binary) *
* Rate : transmit data rate *
* *
* Outputs: *
* TimeSpreadStream : the transmit baseband signal *
* Rate : transmit data rate *
* NumSymbols : number of transmit OFDM symbols *
* SeedID : two bits seed ID *
* *
* The output of time_spreader: TimeSpreadStream (which is also the *
* output of the baseband transmit system) is fed into the radio *
* frequency (RF) system. TimeSpreadStream is transmitted in the frame *
* body. Rate, NumSymbols, and SeedID are sent in the physical header. *
* For the testing purpose, the values of these variables are stored in *
* OutTransmit.out. *
************************************************************************/
short SeedID[2]; /* store seed ID (2 bits) */
short *BitStream; /* binary bitstream */
short *ConvStream; /* convolutional encoded stream */
short *PuncStream; /* punctured stream */
short *BitStreamExt; /* extended bitstream */
double *ConstStream; /* constellation stream */
double *IfftStream; /* inverse FFT stream */
double *TimeSpreadStream; /* time spreading stream */
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double DataRate; /* transmit data rate */
int Rate; /* transmit data rate in binary */
long Ncbps; /* number of coded bit per symbol */
long NumSymbols; /* number of transmit OFDM symbols */
long NumSamples; /* number of transmit samples */
printf("\n ******************** TRANSMIT SYSTEM *************************\n\n");
/* Enter the transmit data rate */
printf(" Please enter the transmit data rate.\n");
printf(" Enter 000 for 53.3 Mbps,\n");
printf(" Enter 010 for 55.0 Mbps,\n");
printf(" Enter 001 for 80.0 Mbps,\n");
printf(" Enter 002 for 106.7 Mbps,\n");
printf(" Enter 012 for 110.0 Mbps,\n");
printf(" Enter 003 for 160.0 Mbps,\n");
printf(" Enter 004 for 200.0 Mbps,\n");
printf(" Enter 005 for 320.0 Mbps,\n");
printf(" Enter 006 for 400.0 Mbps,\n");
printf(" Enter 007 for 480.0 Mbps,\n");
printf(" Rate = ");
scanf("\%o", &Rate);
/* Check for valid data rate */
while ((Rate != 000)&&(Rate != 010)&&(Rate != 001)&&(Rate != 002)&&(Rate != 012)
&&(Rate != 003)&&(Rate != 004)&&(Rate != 005)&&(Rate != 006)&&(Rate != 007)){
printf("\n Data rate entered is not supportted!!!\n\n");
printf(" Please reenter the transmit data rate.\n");
printf(" Enter 000 for 53.3 Mbps,\n");
printf(" Enter 010 for 55.0 Mbps,\n");
printf(" Enter 001 for 80.0 Mbps,\n");
printf(" Enter 002 for 106.7 Mbps,\n");
printf(" Enter 012 for 110.0 Mbps,\n");
printf(" Enter 003 for 160.0 Mbps,\n");
printf(" Enter 004 for 200.0 Mbps,\n");
printf(" Enter 005 for 320.0 Mbps,\n");
printf(" Enter 006 for 400.0 Mbps,\n");
printf(" Enter 007 for 480.0 Mbps,\n");
printf(" Rate = "); scanf("%o", &Rate);}
/* Convert Rate in binary to DataRate in double */
if (Rate == 000) DataRate = 53.3;
else if (Rate == 010) DataRate = 55.0;
else if (Rate == 001) DataRate = 80.0;
else if (Rate == 002) DataRate = 106.7;
else if (Rate == 012) DataRate = 110.0;
else if (Rate == 003) DataRate = 160.0;
else if (Rate == 004) DataRate = 200.0;
else if (Rate == 005) DataRate = 320.0;
else if (Rate == 006) DataRate = 400.0;
else if (Rate == 007) DataRate = 480.0;
/* Determine Ncbps */





/* Read a binary bitstream from input_bitstream */
printf("\n Reading a binary bitstream...\n\n");
BitStream = read_file(&NumSamples);
/* Apply data scrambling and returning seed id */
printf(" Data scrambling ...\n\n");
data_srambler(BitStream, SeedID, NumSamples);
/* Apply convolutional encoding with coding rate 1/3 */
printf(" Convolutional encoding ...\n\n");
ConvStream = conv_encoder(BitStream, &NumSamples);
free(BitStream);
/* Apply punctring to obtain different coding rates */
printf(" Puncturing ...\n\n");
PuncStream = puncturer(ConvStream, &NumSamples, DataRate);
free(ConvStream);
/* Apply bit-interleaving */
printf(" Bit interleaving ...\n\n");
BitStreamExt = bit_interleaver(PuncStream, &NumSamples, Ncbps);
free(PuncStream);
/* Apply subcarrier constellation mapping */
printf(" Constellation mapping ...\n\n");
ConstStream = const_mapper(BitStreamExt, NumSamples);
free(BitStreamExt);
/* Apply OFDM_modulation */
printf(" OFDM modulation ...\n\n");
IfftStream = OFDM_modulation(ConstStream, DataRate, Ncbps, ...
NumSamples, &NumSymbols);
free(ConstStream);
/* Apply time spreading */ printf(" Time spreading ...\n\n");
TimeSpreadStream = time_spreader(IfftStream, DataRate, &NumSymbols);
free(IfftStream);
/* Write to a transmit file */
printf(" Writing to OutTransmit.out ...\n\n");
















* Here is the main function of the baseband receive system. *
* *
* Receive system: *
* TimeSpreadStream --> OFDM_demodulator --> bit_deinterleaver --> *
* Viterbi_decoder --> data_desrambler --> ReBitstream *
* *
* Inputs: *
* TimeSpreadStream: the received baseband signal from frame payload *
* Rate : transmit data rate *
* NumSymb : number of transmit OFDM symbols *
* SeedID : two bits seed ID *
* *
* Output: *
* ReBitStream : the reconstructed bitstream *
* *
* TimeSpreadStream is fed from the radio frequency (RF). Rate, NumSymb, *
* and SeedID are from the physical header. For the testing purpose, *
* the values of these variables are read from OutTransmit.out. *
* ReBitstream is stored in ReBitstream.out. *
************************************************************************/
short SeedID[2]; /* store seed ID (2 bits) */
double *TimeSpreadStream; /* time spreading stream */
short *DeStream; /* demodulation stream */
short *DePuncStream; /* depunctured stream */
short *ReBitStream; /* received bitstream */
long NumSamp; /* number of samples */
long Ncbps; /* number of coded bit per symbol */
long NumSymb; /* number of OFDM symbols */
double DataRate; /* transmit data rate */
int Rate; /* transmit data rate in binary */
printf("\n *********************** RECEIVE SYSTEM ***********************\n\n");
/* Read receives signal from OutTransmit.out */
printf(" Read received signal ...\n\n");
TimeSpreadStream = read_file(&Rate, &NumSymb, SeedID);
/* Convert Rate in binary to DataRate in double */
if (Rate == 000) DataRate = 53.3;
else if (Rate == 010) DataRate = 55.0;
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else if (Rate == 001) DataRate = 80.0;
else if (Rate == 002) DataRate = 106.7;
else if (Rate == 012) DataRate = 110.0;
else if (Rate == 003) DataRate = 160.0;
else if (Rate == 004) DataRate = 200.0;
else if (Rate == 005) DataRate = 320.0;
else if (Rate == 006) DataRate = 400.0;
else if (Rate == 007) DataRate = 480.0;
/* Apply OFDM de-modulation */
printf(" OFDM de-modulation ...\n\n");
DeStream = OFDM_de_modulation(TimeSpreadStream, &NumSamp, &Ncbps, ...
DataRate, NumSymb);
free(TimeSpreadStream);
/* Apply bit deinterleaving */
printf(" Bit de-interleaving ...\n\n");
inv_bit_interleaver(DeStream, NumSamp, Ncbps);
/* Apply inverse puncturing */
printf(" Inverse puncturing ...\n\n");
DePuncStream = inv_puncturer(DeStream, &NumSamp, DataRate);
free(DeStream);
/* Apply Viterbi decoding */
printf(" Viterbi decoding ...\n\n");
ReBitStream = viterbi_decoder(DePuncStream, &NumSamp);
free(DePuncStream);
/* Apply inverse data scrambling */
printf(" Inverse data scrambling ...\n\n");
inv_data_srambler(ReBitStream, SeedID, NumSamp);
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