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HARMONICITY OF QUASICONFORMAL MEASURES AND
POISSON BOUNDARIES OF HYPERBOLIC SPACES
CHRIS CONNELL† AND ROMAN MUCHNIK‡
Abstract. We consider a group Γ of isometries acting on a (not necessarily
geodesic) δ-hyperbolic space and possessing a radial limit set of full measure
within its limit set. For any continuous α-quasiconformal measure ν supported
on the limit set, we produce a stationary measure µ on Γ. Moreover the limit
set together with ν forms a µ-boundary and ν is harmonic with respect to the
random walk induced by µ. In the case when X is a CAT(−κ) space and Γ
acts cocompactly, for instance, we show that µ has finite first moment. This
implies that (∂X, ν) is the unique Poisson boundary for µ. In the course of the
proofs, we establish sufficient conditions for a set of continuous functions to
form a positive basis, either in the L1 or L∞ norm, for the space of uniformly
positive lower-semicontinuous functions on a metric measure space.
On the hyperbolic plane H2 we can represent any bounded harmonic function h
by the formula
h(x) = hf (x) =
∫
∂H2
fdνx
for some f ∈ L∞(∂H2) where ∂H2 is the circle at infinity and νx are the harmonic
measures. Representing H2 by the unit disk in C, the harmonic measure corre-
sponding to the origin, ν0, is just the unit Lebesgue measure on S
1. The others are
given by
dνx
dν0
(z) =
1− |x|2
|z − x|2 .
The measures νx also arise from ν0 by image measures under the transitive isometry
group: νx = g∗ν0 for any g ∈ Isom(H2) such that g(0) = x.
Since νx tends to the dirac measure at z ∈ ∂H2 as x→ z, we obtain
‖hf − hg‖L∞(H2) = ess sup
x∈X
∣∣∣∣
∫
∂H2
f(z)− g(z) dνx(z)
∣∣∣∣ = ‖f − g‖L∞(∂H2) .
In other words, we have a maximum principle so that the map f 7→ hf determines
an isometry, with respect to the L∞ norms, between the Banach spaces H∞(H2)
of all bounded harmonic functions and L∞(∂H2, ν0). Another consequence of the
maximum principle is that harmonic functions satisfy the averaging condition. If
we identify H2 with any transitive Lie subgroup of Isom(H2), then at each point
x ∈ H2 any harmonic function hf satisfies
hf(x) =
∫
S
hf (xy)dµ(y),
where µ is the uniform measure on the unit distance circle S ⊂ H2 around the
identity element with respect to the hyperbolic metric.
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We can generalize these concepts greatly to any measure space X with a Markov
operator P . We say that a function h is P -harmonic if Ph = h. A space B together
with a family of mutually absolutely continuous measures {νx}x∈X is a Poisson
Boundary if the map f 7→ hf given by the Poisson formula
hf (x) :=
∫
B
f(y)dνx(y)(0.1)
is an isometry between L∞(B, {νx}) and bounded P -harmonic functions on X . In
this event, νx is called the harmonic measure at x. The Poisson boundary is a
purely measurable object and is unique up to measurable isomorphism. As such,
even when X is a manifold, the underlying space B could be quite different from
that of the topological Martin boundary, which gives a representation space for µ-
harmonic functions. The Poisson boundary always exists and has many equivalent
descriptions. For instance, it can be identified with the space of ergodic components
of the shift map T acting on the space of sample paths of the Markov chain on X
associated with the operator P . The harmonic measures νx are the images under
the quotient map of the measures Px in the path space corresponding to starting
the Markov process from state x ∈ X. For other characterizations of the Poisson
boundary see [Kai03].
Before moving to random walks on groups, we recall the notion of convolution
measures. Suppose (X, ν) is a measure space and Γ is any set of ν-measurable
transformations of X . For any measure µ on Γ we define the convolution of the two
measures µ ⋆ ν to be the measure on X given by
µ ⋆ ν :=
∫
Γ
γ∗ν dµ(γ).
As a special case of the above constructions, we can define the (right sided)
random walk determined by a finite measure µ on a group G as follows. Let GZ+ =∏∞
i=1G and denote by P the measure obtained as the image of µ× µ × · · · under
the map (x1, x2, x3, . . . ) 7→ (e, x1, x1x2, x1x2x3, . . . ). The conditional measure for
P on the n− th coordinate of GZ+ is the n-fold convolution measure µn = µ⋆n on
G. The measure of all paths starting from an initial distribution θ is θ ⋆ P(GZ+).
In this context, the natural Markov operator associated to the random walk is
Pµ : L
∞(G,µ)→ L∞(G,µ) defined by
Pµ(f)(g) =
∫
G
f(gh)dµ(h).
In this setting we call Pµ-harmonic functions simply µ-harmonic. Moreover, for a
Poisson boundary (B, {νg}g∈G) it follows that νg = g∗νe so we may simply write the
boundary as (B, ν) where ν = νe. It follows from the definition of µ-harmonicity
and the Poisson formula (0.1) that for all f ∈ L∞(B, ν) at e we have,
ν(f) = hf (e) =
∫
G
hf(g)dµ(g) =
∫
G
g∗ν(f)dµ(g).
In short, µ⋆ν = ν, in which case we also say ν is µ-stationary. The importance of µ-
stationary measures is that the Poisson formula (0.1) yields µ-harmonic functions:
for any x ∈ G,
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∫
G
hf (xg)µ(g) =
∫
G
∫
B
f(z)d(xg)∗ν(z)dµ(g)
=
∫
B
f(z)dx∗
(∫
G
g∗νdµ(g)
)
(z) =
∫
B
f(z)dx∗ν(z) = hf (x).
A measured G-space (B′, ν′) is called a µ-boundary of G if the corresponding
Poisson formula, f 7→ (g 7→ hf (g) := g∗ν′(g)), defines an isometric embedding from
L∞(B′, ν′) into the space of bounded µ-harmonic functions H∞(G,µ). Any µ-
boundary arises as a G-equivariant measurable quotient π : (B, ν)→ (B′, ν′) of the
Poisson boundary (B, ν) since the induced lift map π∗ : L∞(B′, ν′)→ L∞(B, ν) is
an isometric embedding. In particular, the Poisson boundary can be characterized
as the maximal µ-boundary (see the unpublished survey [Kai03]). Since the Poisson
formula still holds, we also have µ ⋆ ν′ = ν′ for any µ-boundary (B′, ν′). On the
other hand, it does not follow that any G-space with a µ-stationary measure is
isomorphic to a µ-boundary. However, if ν′ is µ-stationary and all of the Dirac
measures {δz}z∈B′ occur in the weak-∗ closure of {gν′}g∈Γ, then as in the case of H2
above, we have ‖hf − hg‖L∞(G,µ) = ‖f − g‖L∞(B′,ν′) which implies that (B′, ν′) is a
µ-boundary. This last condition will hold in the case that the action of G on (B′, ν′)
is µ-proximal in the sense of Furstenberg (see [Fur73]). This construction can be
useful for identifying µ-boundaries as subsets of geometrically defined boundaries
for G.
For example, consider the case G = Isom(H2) = SL(2,R) with a maximal com-
pact subgroup K = Stab(o) ≡ SO(2) for a fixed basepoint o ∈ H2. Let mK
denote the (bi-invariant) Haar measure on K which we will think of as a measure
on G supported on K, and choose an element g ∈ G such that d(o, go) = 1. If
µ0 = mK ⋆ g∗mK , then µ0-harmonic functions on G are right K invariant and
their quotients in G/K = H2 are ordinairy harmonic functions. Moreover every µ0
harmonic function is the lift of one on H2. Hence (∂H2, ν0) is the Poisson boundary
of (G,µ0).
In fact this same correspondence was established by Furstenberg in [Fur63] for
any symmetric space G/K where G is semisimple Lie group of noncompact type
andK is a maximal compact subgroup. If we again take the bi-K invariant measure
µ0 = mK⋆g∗mK , then the Poisson boundary of (G,µ0) is the Furstenberg boundary
G/P together with the uniqueK-invariant measure ν0. Later, Furstenberg extended
this in [Fur67] and [Fur71] to show that for any lattice Γ < G, one can build a
measure µ on Γ for which (G/P, ν0) is the Poisson boundary. Geometric intuition
makes it tempting to believe that passing from a Lie Group to a lattice, at least a
uniform lattice, should be a simple operation when it comes to garnering asymptotic
information of any kind. However, the measure µ constructed by Furstenberg is
quite different from the measure µ0 on G. For instance, there are no K-invariant
measures on the lattice and the measure µ need not be compactly supported. At
least in the rank one case, we will show that there is an infinite dimensional space
of measures µ on Γ for which (G/P, ν0) is a Poisson boundary.
Furstenberg proved this result for Γ in two steps. First he constructed a µ for
which ν0 was µ-stationary. By the argument mentioned above he concluded that
this was a µ-boundary. Next he showed that any µ-boundary which has finite first
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moment is the Poisson boundary. Here finite first moment means,∑
γ∈Γ
µ(γ)d(e, γ) <∞.
He used this geometric characterization of the Poisson boundary to distinguish
envelopes of discrete groups. Namely, a discrete group G cannot be a lattice in
SL(n,R) for two different values of n.
Kaimanovich and Vershik in [KV83] gave sufficient and necessary conditions for
the Poisson boundary of a random walk on a locally compact group to be trivial.
In [Kai00], Kaimanovich generalized this to a criterion to decide when a certain
geometric boundary for a group together with a family of exit measures could be a
Poisson boundary for a given random walk on the group. For (B, ν) to be a Poisson
boundary for (G,µ) they showed that in addition to stationarity, µ ⋆ ν = ν, it is
sufficient for µ to have both finite first log-moment and finite entropy:∑
γ∈Γ
µ(γ) log d(e, γ) <∞ and h(µ) := −
∑
γ∈Γ
µ(γ) logµ(γ) <∞.
The goal of the present paper is to generalize Furstenberg’s results to Gromov
hyperbolic groups and to a general class of boundary measures. By so doing, we
can partially answer a converse question to that answered by Kaimanovich and
Vershik’s results stated above. Namely, starting with a measure ν on ∂G can we
find a measure µ on G such that (∂G, ν) is the Poisson boundary of G? In fact,
not every measure ν can arise as a Poisson boundary, and there are examples of
measures ν which do arise but fν does not for certain positive measurable functions
f (see Remark 5.3). Nevertheless, we shall give an affirmative answer for any
measure Lipschitz equivalent to a Patterson-Sullivan measure on a CAT(−1) group.
If one asks the same question for µ-boundaries instead, then we show existence for
continuous measures in this class on a large family of groups which includes the
Gromov hyperbolic groups.
In a second paper, we will broaden some of these results to multiple measure
classes within the family of Gibbs streams.
To achieve the stated goal we will extend the approach of Furstenberg’s original
work ([Fur63]) to our wider context. We restrict our attention here to spaces which
are negatively curved in a general sense. We hold out the hope that in the future
some of these techniques should also be able to address similar problems for certain
nonamenable nonpositively curved groups.
Consider a locally compact δ-hyperbolic metric space (X, d), and let Γ be an
arbitrary group of isometries of X . We will assume (X, d,Γ) satisfies two mild
conditions which we call “Gromov product bounded” and “uniformly quasigeodesic”
which hold whenever X is a complete geodesic space. The first, guarantees that
the metric is well behaved near infinity and the second guarantees that points are
sufficiently well distributed in X . Since Γ acts by isometries on ∂X , we can consider
its ideal limit set Λ ⊂ ∂X and radial (or conical) limit set Λr ⊂ Λ (see Section 1).
To avoid dealing with uninteresting cases, we assume Γ is nonelementary. This
means that Λ has at least 3 points in it. Note that Γ itself need not be a hyperbolic
group. In fact, many relatively hyperbolic convergence groups (in the sense of
Bowditch [Bow]) will satisfy the hypotheses of our first theorem below. For instance,
if X = H3 and Γ is a geometrically finite discrete group of isometries then the
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complement of Λr in Λ is a countable dense set of points, and Λ may have topological
codimension 1 or 2 in ∂X .
The metric structure (X, d) induces a natural 1-parameter family of metrics on
∂X parameterized by ǫ. If Γ is discrete and acts properly discontinuously, then the
metric corresponding to ǫ gives Λ Hausdorff dimension δ(Γ)/ǫ, where δ(Γ) is the
critical exponent for the action of Γ. The corresponding Hausdorff measure is in
the same measure class as the Patterson-Sullivan measures. If the Gromov product
extends continuously to ∂X , then these measures are examples of continuous α-
quasiconformal densities for α = δ(Γ) (see Section 1 for all definitions and details).
Theorem 0.1 (Stationarity). Let X be a Gromov product bounded, uniformly
quasigeodesic, δ-hyperbolic space and choose a nonelementary Γ < Isom(X) with
limit set Λ ⊂ ∂X. Let ν be a continuous α-quasiconformal measure on Λ ⊂ ∂X for
any α > 0. Suppose ν′ is an equivalent measure whose Radon-Nikodym derivative
dν′
dν is a uniformly positive lower semicontinuous function. Assume Γ posesses a
radial limit set Λr of full ν-measure in Λ. If (X,Γ) is quasiconvex cobounded or
else ν belongs to a bounded quasiconformal density, then there exists a (nontrivial)
measure µ on Γ such that µ ⋆ ν = ν′.
Remark 0.2. The assumption that X is uniformly quasiconvex and that Γ is qua-
siconvex cobounded in the case that ν does not arise from a density are only used
to establish a decay condition for ν (3.1) which akin to a weakened form of upper
Ahlfors regularity. In particular, these conditions can be dropped if this regular-
ity can be established by some other means. Note that the uniformly quasiconvex
assumption is much weaker than being geodesic.
Coornaert showed in [Coo93] that whenX is geodesic, α-quasiconformal densities
only exist for α ≥ δ(Γ). When X is not geodesic this follows from our version of
Sullivan’s Shadow Lemma (1.26). The main significance of the above theorem is
the following.
Corollary 0.3. If Γ, X and ν are as in the above theorem, then (Λ, ν) is a µ-
boundary of Γ.
Unfortunately, even in the case of negatively curved manifolds, it does not follow
that (Λ, ν) is a Poisson boundary for µ despite the fact that ν is supported on all of
Λ. The problem is twofold: two divergent sequences may actually asymptotically
represent the same µ walk, and two asymptotically metrically convergent sequences
may asymptotically represent different µ walks. To guarantee the maximality of
the above boundary we need to connect the large scale behavior of µ to the large
scale behavior of the metric. Kaimanovich [Kai00] has formulated very general
criterion for establishing maximality. When X is a CAT(−κ) space, we were able
to establish these criteria in certain cases resulting in our second main result.
Theorem 0.4 (Poisson Boundary). Suppose that in addition to the hypotheses of
Corollary 0.3 we assume X is a CAT(−κ) space, Γ is locally compact and that a
uniform neighborhood of a Γ orbit contains the convex hull of Λ. If ν is a Lipschitz
α-quasiconformal measure, then there is a measure µ on Γ such that (Λ, ν) is a
Poisson boundary for (Γ, µ).
The most important examples to which we apply this theorem is given by the
following result which we prove in Section 8.
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Corollary 0.5. If (X,Γ) is as in the above theorem and ν is bounded Lipschitz
equivalent to either the Hausdorff measure of a Busemann metric or a Patterson-
Sullivan measure, then there is a measure µ on Γ such that (Λ, ν) is the Poisson
boundary for (Γ, µ).
Remark 0.6. In each of the results above, we find solution measures µ which are an
infinite sum of atomic measures. However in Corollary 8.5 we show that, in each
case, the family of stationizing measures µ is infinite dimensional and has members
in any Borel measure class supported on all of Γ. Unfortunately, we were unable to
determine whether a symmetric example always exists; i.e. one with µ(γ) = µ(γ−1)
for all γ ∈ Γ.
We shall prove Theorem 0.4 by showing that both the finite entropy and the
finite first log-moment condition are satisfied by a carefully constructed measure
given by Theorem 0.1. The results of Kaimanovich mentioned above will finish the
proof. Since we do not assume that Γ acts cocompactly, there is a strong constraint
on the log-moment property, but it will be satisfied whenever the limit set contains
a conical limit set of full measure. In fact, we will give criteria in terms of the limit
set, for when the usual first moment is finite. This implies some properties of the
random walk.
Before concluding the introduction, we mention an explicit application in the
following example; a setting which has seen considerable recent interest.
Example 0.7 (Fuchsian buildings). Throughout this example we refer to [BP00]
for details and proofs of stated facts. Let R be a right angled regular r-gon in the
hyperbolic plane H2. Given an r-tuple of integers (q1, . . . , qr) with qi ≥ 2 we assign
the cyclic group of order qi + 1 to the i-th edge and the trivial group to the face of
R. This gives an ”orbihedron” structure to R which is developable in the sense of
[Hae91]. Its universal developing cover ∆ is a two dimensional cell complex called
a right-angle Fuchsian building. Moreover, ∆ with the induced path metric is a
CAT(-1) space. Let Γ 6 Isom(∆) be the fundamental group of the orbihedron R,
so that Γ\∆ = R. Since R is a compact orbihedron, the limit set and conical limit
set coincide, so we may apply Corollary 0.5. In particular, for a Patterson-Sullivan
measure νp on the boundary ∂∆ we can find a probability measure µ ∈ P (Γ) such
that (∂∆, νp) is the Poisson boundary for µ. The flexibility of our approach allows
us to handle other measures as well. Let G(Γ) be the dual graph to the 1-skeleton
of ∆. If we adjust the weight of edges by requiring the length of each edge that
crosses an edge associated to qi to be log(qi), then we obtain a δ-hyperbolic space
for some δ > 0. Moreover, the Patterson-Sullivan measures for this metric graph
satisfy our conditions in Theorem 0.1. The associated Busemann metric based at
each chamber p is called combinatorial metric δp. Denote the Hausdorff measure
of δp by Hcombp . The most important thing is that the Hausdorff measures form a
conformal density
d(γ⋆Hcombp )
dHcombp (z) = e
(τ+1)Nz(p,γ
−1p) where τ is the critical exponent
of Γ with respect to δp and Nz is the associated Busemann function. Moreoever,
this is a locally constant, hence continuous, function on the boundary ∂∆ outside of
a set of measure 0 (this set is the complement of the so called tree-wall ends)1. So
we can apply Corollary 0.3 to conclude that there exists a measure µ′ ∈ P (Γ) such
1Personal communication with Marc Bourdon
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that µ′ ⋆ Hcombp = Hcombp and (∂∆,Hcombp ) is a µ-boundary. Since the Patterson-
Sullivan measures have the same Radon-Nikodym derivatives, the ergodicity of the
action of Γ on Λ implies that the Patterson-Sullivan measures of the combinatorial
metric coincide up to a constant multiple with the Hausdorff measure with respect
to the same base chamber (see Proposition 1.29).
We conclude with a brief outline of the paper. In Section 1 we introduce the
basic tools used in working with nongeodesic Gromov hyperbolic spaces, and we
generalize some well known estimates to this setting for later use. Section 2 sets
up the presentation of Patterson-Sullivan theory in this context. Sections 3 and
4 present the notation and background for the conditions which will be needed
in order to guarantee that a family of functions can form a positive basis. In
Section 5 we present a general theorem of independent interest which establishes
when lower semicontinuous functions can be approximated by positive sums of basis
functions. In Section 6 this theorem is extended to give conditions for which the
functional approximations can be done with finite first moment or log-moment.
These theorems are applied to the case of Patterson-Sullivan measures in Sections
7 and 8 where the two main theorems are also proved. Finally we demonstrate the
theorems in the simple example of a free group in Section 9.
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1. Background on δ-hyperbolic spaces
We first recall the definition of a geodesic Gromov δ-hyperbolic metric space.
After doing so, we recall the general definition which may be found in [BH99]. The
remainder of the section is devoted to reconstructing the basic facts about such
spaces which we will need later.
1.1. Geodesic δ-hyperbolic spaces.
Definition 1.1. We say that a geodesic metric space (X, d) is δ-hyperbolic if for
every geodesic triangle ∆ ⊂ X , each side of ∆ has Hausdorff distance at most δ to
the union of the other two sides. Equivalently, each side is contained in the uniform
δ neighborhood of the other two sides.
1.2. General definition. First we define one of the basic quantities used in our
asymptotic analysis.
Definition 1.2. Let (X, d) be a metric space and x ∈ X . The Gromov product of
y, z ∈ X with respect to x is defined to be
(y · z)x = 1
2
(d(x, y) + d(x, z)− d(y, z)).
It is easy to observe that (y · z)x ≤ min {d(x, y), d(x, z)}. Now we present a
definition of δ-hyperbolic space without resorting to geodesics.
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Definition 1.3. Let δ ≥ 0. A metric space (X, d) is said to be δ-hyperbolic (or
Gromov hyperbolic) if
(x · y)w ≥ min {(x · z)w, (y · z)w} − δ,
for all w, x, y, z ∈ X .
For geodesic spaces, we could allow w in the second definition to vary along one
side of the triangle ∆(x, y, z). A simple application of the triangle inequality then
shows that a δ-hyperbolic space in the second sense is 2δ-hyperbolic in the first
sense. The converse is proved in Chapter III.H of [BH99].
Definitions 1.4. We say a sequence (xi) of points in X converges at infinity
if (xi · xj)p → ∞ as i, j →∞. Two sequences converging at infinity, (xi) and (yi),
are equivalent if (xi · yj)p → ∞ as i, j → ∞. The space of all equivalence classes
of sequences converging to infinity is denoted by ∂X , and is called the boundary of
X . For a sequence (xi) converging at infinity and an equivalence class x ∈ ∂X , we
write x = limi→∞ xi if (xi) ∈ x.
Note that if X is geodesic, then there is a natural bijection from this boundary
to the geodesic boundary. Now we can extend the definition of Gromov product to
∂X .
Definition 1.5. Let (X, d) be a δ-hyperbolic space with base point p ∈ X . Let
X = X ∪ ∂X . We extend the Gromov product to x, y ∈ X by
(x · y)p = sup lim inf
i,j→∞
(xi · yj)p,
where the supremum is taken over all sequences (xi) and (yj) in X such that x =
limi→∞ xi and y = limj→∞ yj . (As a consequence, (x · y)p = sup lim sup
i,j→∞
(xi · yj)p.)
Since the metric d is by definition continuous, the extended Gromov product
and the original Gromov product agree on X × X . The extended product allows
us to define a topology on X. Namely, a set is closed if and only if it contains all
of its limit points.
Proposition 1.6. ([BH99]) Let X be a δ-hyperbolic space and fix p ∈ X.
(1) The extended product ( · )p is continuous on X×X, but not necessarily on
X ×X.
(2) In the definition of (x · y)p, if we have x ∈ X (resp. y ∈ X), then we may
always take the respective sequence to be the constant value xi = x (resp.
yj = y).
(3) For all x, y ∈ X there exist sequences (xn) and (yn) such that x = lim
n→∞xn
and y = lim
n→∞
yn and (x · y)p = lim
n→∞
(xn · yn)p.
(4) For all x, y, z ∈ X by taking limits we still have
(x · y)p ≥ min {(x · z)p, (y, ·z)p} − 2δ.
(5) For all x, y ∈ ∂X and all sequences (x′i) and (y′j) in X with x = lim
i→∞
x′i
and y = lim
j→∞
y′i,
(x · y)p − 2δ ≤ lim inf
i,j→∞
(xi · yj)p ≤ (x · y)p.
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Recall that a (λ,C)-quasi-isometric embedding between two metric spaces (X, dX)
and (Y, dY ) is a map f : X → Y such that for all x, y ∈ X ,
1
λ
dX(x, y) − C ≤ dY (fx, fy) ≤ λdX(x, y) + C.
A C-quasigeodesic in X is the image of a (1, C)-quasi-isometric embedding of R
into X .
Definition 1.7. We say that a metric space X is (C-)uniformly quasigeodesic if
there is a C ≥ 0 such that for any two distinct points in X there is a C-quasi-
geodesic joining them. In particular, a 0-uniformly quasigeodesic space is geodesic.
Definition 1.8. Let (X, d) be a δ-hyperbolic space with base point p ∈ X . Fix
ǫ > 0. We consider the following measure of separation of the points in X
dǫp(x, y) = e
−ǫ(x·y)p,
for x, y ∈ X. Denote d1p = dp.
1.3. Metrics on ∂X. Now we recall the existence of a compatible metric on ∂X .
(See [BH99] or [GdlH90] for the nongeodesic case.)
Proposition 1.9. [Gro87] Let (X, d) be a δ-hyperbolic space. If 0 < ǫ ≤ log 24δ , then
there exists a metric δǫp on ∂X so that
(3− 2e2δǫ)dǫp(z, y) ≤ δǫp(z, y) ≤ dǫp(z, y),
for all z, y ∈ ∂X.
Since the Gromov product is nonnegative, the above proposition implies diam(∂X) ≤
1 in the metric δǫp for any p ∈ X and 0 < ǫ ≤ log 24δ . Moreover, we have
Proposition 1.10 (6.2 of [BS00]). With respect to δǫp, the boundary ∂X is complete.
Note that ∂X need not be compact. For instance, the boundary of H∞ is the
Hilbert sphere. By taking a tree whose level n leaves form a 1/n net in the n-
dimensional sphere, one obtains a locally compact example with the same boundary.
On the other hand, if all of the closed balls in X are compact, then we say X is
proper. This condition is much stronger, and we omit the (straightforward) proof
of the following.
Proposition 1.11. If X is a proper δ-hyperbolic space, then ∂X is compact and
Isom(X) is locally compact.
With some difficulty we avoid using this assumption on X . In fact, we don’t
even assume Γ is locally compact until Theorem 0.4 and its corollaries. The point
is to allow groups in the first theorem which come from infinite dimensional con-
structions.
Recall that a C-quasimetric is a function d : X × X → R satisfying all of the
properties of a metric except for the triangle inequality which is substituted by the
condition that d(x, y) ≤ C(d(x, z) + d(z, y)) for all x, y, z ∈ X and some C ≥ 1.
Proposition 1.9 implies that dǫp(z, y) is a
1
(3−2e2δǫ) -quasimetric which can be used in
most computations instead of the more complicated metric. However, the s power
of a C-quasimetric is a C2s−1-quasimetric, so for any s > 0 and any 0 < ǫ < log 24δ ,
dsp is a
2
s
ǫ
−1
3−2e2δǫ -quasimetric. Whenever δ >
(4+3
√
2) log(2)
4s , the choice ǫ =
log 2
4δ is
optimal in the valid interval giving that dsp is a
(
3
2 +
√
2
)
e4 δs-quasimetric.
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Lemma 1.12. Let (X, d) be a δ-hyperbolic space. Fix two points p, q ∈ X. Then
for all z, y ∈ ∂X and C > 0 such that
dp(z, y) ≤ eCe−d(p,q) ≤ eC min
{
e−(z·q)p , e−(y·q)p
}
,
we have |(z · q)p − (y · q)p| ≤ 2δ +C. (Recall that max {(y · q)p, (z · q)p} ≤ d(p, q).)
Proof. Without loss of generality assume that (y · q)p ≥ (z · q)p. Since dp(z, y) =
e−(z·y)p , we have
(z · y)p ≥ d(p, q)− C ≥ max {(z · q)p, (y · q)p} − C = (y · q)p − C.
By Item 4 in Proposition 1.6 we have
(z · q)p ≥ min {(y · q)p, (z · y)p} − 2δ = min {(y · q)p, (y · q)p − C} − 2δ
= (y · q)p − 2δC.
This proves the lemma.

Now we present some estimates we shall need later for how dp(x, y) varies on X.
Lemma 1.13. Let (X, d) be a δ-hyperbolic space and p, q ∈ X. Let Up(q) =
supz∈∂X {(z · q)p}. Let zp,q be any point in ∂X such that (zp,q · q)p ≥ Up(q)− δ.
a) For all y ∈ ∂X, we have
e(y·q)p ≤ e
3δ
dp(zp,q, y)
.
b) If dp(zp,q, y) ≥ e−Up(q), then
e(y·q)p ≥ e
−3δ
dp(zp,q, y)
.
Proof. For part a), recall that
(zp,q · y)p ≥ min {(zp,q · q)p, (y · q)p} − 2δ.
Since (zp,q · q)p ≥ Up(q)− δ and Up(q) ≥ (y · q)p, we obtain that
(zp,q · y)p ≥ min {(y · q)p − δ, (y · q)p} − 2δ = (y · q)p − 3δ.
For b), the condition dp(zp,q, y) ≥ e−Up(q) implies that (zp,q · y)p ≤ Up(q). Since
(zp,q · q)p ≥ Up(q)− δ, we have
(y · q)p ≥ min {(zp,q · q)p, (zp,q · y)p} − 2δ ≥
≥ min {(zp,q · y)p − δ, (zp,q · y)p} − 2δ = (zp,q · y)p − 3δ.
This proves the lemma. 
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1.4. Isometric actions on X. Assume that a group Γ acts by isometries on X .
Fix p ∈ X .
One easily observes that (γx · γy)γp = (x · y)p for all x, y ∈ X and γ ∈ Γ. The
same is true for all x, y ∈ X . For if (xn) and (yn) are two sequences such that
(x · y)p = lim
n→∞(xn, yn)p
then
lim
n→∞
(γxn, γyn)γp = (γx, γy)γp.
For a similar proof of the following in the manifold case, see [Yue96].
Lemma 1.14. For all x, y ∈ ∂X and all p, q ∈ X we have
e−d(p,q)−2δe((x·q)p+(y·q)p) ≤ dq(x, y)
dp(x, y)
≤ e−d(p,q)+2δe((x·q)p+(y·q)p).
Proof. Let x, y ∈ ∂X . Assume that (xn) and (yn) are two sequences in X such
that limn→∞ xn = x and limn→∞ yn = y and the limit limn→∞(xn · yn)p exists.
By item 3 in Proposition 1.6, the sequence (xn) and (yn) may be chosen so that
limn→∞(xn · q)p = (x · q)p and limn→∞(yn · q)p = (y · q)p.
By hyperbolicity, we have
(x · y)p − 2δ ≤ lim
n→∞(xn · yn)p ≤ (x · y)p,
and
(x · y)q − 2δ ≤ lim inf
n→∞
(xn · yn)q ≤ (x · y)q.
Therefore
lim inf
n→∞ ((xn·yn)q−(xn·yn)p)−2δ ≤ (x·y)p−(γx·γy)p ≤ lim infn→∞ ((xn·yn)q−(xn·yn)p)+2δ.
Now observe that
(xn · yn)q − (xn · yn)p = −(xn · q)p − (yn · q)p + d(p, q).
So we obtain,
−(x ·q)p− (y ·q)p+d(p, q)−2δ ≤ (x ·y)q− (x ·y)p ≤ −(x ·q)p− (y ·q)p+d(p, q)+2δ.
Therefore,
dq(x, y)
dp(x, y)
=
e−(x·y)q
e−(x·y)p
= e−((x·y)q+(x·y)p) ≤ e2δe−d(p,q)e((x·q)p+(y·q)p),
and
dq(x, y)
dp(x, y)
≥ e−2δe−d(p,q)e((x·q)p+(y·q)p).

Corollary 1.15. For all x, y ∈ ∂X and any p, q ∈ X we have
e(d(p,q)−2δ)e−((x·p)q+(y·p)q) ≤ dq(x, y)
dp(x, y)
≤ e(d(p,q)+2δ)e((x·p)q+(y·p)q).
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Proof. Let {xn} be a sequence in X such that limn→∞(xn · q)p = (x · q)p. Since
(xn · p)q = d(q, p)− (xn · q)p and lim infn→∞(xn · p)q ≤ (x · p)q, we have
d(p, q)− (x · q)p ≤ (x · p)q.
Similarly, we have d(p, q) − (x · p)q ≤ (x · q)p. So d(p, q) − (x · q)p = (x · p)q. This
proves the corollary. 
Before concluding this section, we will introduce a few more definitions and prove
the Shadow Lemma for δ-hyperbolic spaces.
Definitions 1.16. For fixed x, p ∈ X , let Λ = Λ(Γ) denote the subset of ∂X
consisting of all asymptotic equivalence classes, with respect to ( · )p, of sequences
of the form (γix) for γi ∈ Γ. The set Λ is called the limit set of Γ and is sometimes
denoted as ∂Γ.
The radial (or conical) limit set of Γ, denoted by Λr, is the subset of Λ such that
z ∈ Λr if and only if there is a constant C > 0 and a sequence gi ∈ Γ with (gix)
converging to z such that d(gix, p)− (gix · z)p ≤ C. Note that by Proposition 1.6,
this is equivalent to (p · z)gix ≤ C′ for some constant C − 2δ < C′ < C + 2δ. In
the case of a geodesic space, we may express this condition by saying that the orbit
subsequence (gix) must stay within distance C of the geodesic between p and z.
It is easy to see that these definitions do not depend on the choice of p or x, so
long as we are free to change the constant C.
Definitions 1.17. For a geodesic space X , the geodesic hull (sometimes called
the Gromov envelope) of Λ, GH(Λ) is the union of all geodesics in X with both
endpoints in Λ. The convex hull of Λ, CH(Λ), is the smallest subset of X containing
GH(Λ) with the property that every geodesic segment between any pair of points
p, q ∈ CH(Λ) also lies in CH(Λ). If X is C-uniformly quasigeodesic, then we let
GH(Λ) be the union of all C-quasigeodesics with both endpoints in Λ. Here we
assume this constant C has been chosen once and for all.
We say that X is quasiconvex cocompact (resp. quasiconvex cobounded) with
respect to the action of Γ if GH(Λ)/Γ is compact (resp. GH(Λ) lies in the uniform
neighborhood of some Γ-orbit). Similarly, the action of Γ on X is convex cocompact
if CH(Λ)/Γ is compact.
It is important to note that CH(Λ) is strictly larger than GH(Λ) even for (most)
actions of surface groups on H3. Nevertheless, for CAT(-1) spaces (see Section 2),
the notion of quasiconvex cocompactness is equivalent to convex cocompactness.
The quasiconvex cocompact actions are the simplest families of examples where Λr
and Λ coincide.
Definitions 1.18. We say that a δ-hyperbolic space X is upper (resp. lower)
Gromov product bounded from above (resp. below) if there exists a p ∈ X and a
constant C such that
sup
z∈∂X
(z · q)p ≥ d(p, q)− C,
(
inf
z∈∂X
(z · q)p ≤ C,
)
for all q ∈ X . The space X is Gromov product bounded if it is both upper and lower
Gromov product bounded. The δ-hyperbolic space X is weakly Gromov product
bounded if there exists a constant C and p ∈ X such that
inf
z∈∂X
(z · q)p + sup
z∈∂X
(z · q)p − d(p, q) ≤ C,
STATIONARY MEASURES 13
for all q ∈ X . Lastly we say X is (weakly,upper,lower) Gromov bounded with
respect to Γ if we only require the corresponding condition to hold for q ∈ Γ · p.
A straightforward application of the triangle inequality shows that if any of these
conditions holds for one p ∈ X , then it also holds for every p ∈ X for an appropriate
choice of C.
If Γ acts cocompactly, then any p would do, and we could choose C independently
of p. Also, if X is complete and geodesic, then we can set C = 0.
Being Gromov product bounded from above (respectively below) morally means
that for each q ∈ X there is a point z ∈ ∂X which assumes the role of the forward
(backward) endpoint of a geodesic through p and q, even though no such geodesic
need exist. In particular, if for every q ∈ X , p and q are always connected by a
discrete C-quasigeodesic, then X is Gromov product bounded.
1.5. Quasiconformal Measures on Λ. We will need to consider certain classes
of measures which transform nicely under the Γ action.
Definitions 1.19. Let ν be a Borel measure on ∂X . We say that ν is upper (resp.
lower) α-quasiconformal for Γ if for some p ∈ X ,
dγ⋆ν
dν
(z) ≤ Ce−αd(p,γ−1p)e2α(z·γ−1p)p ,
(
dγ⋆ν
dν
(z) ≥ C−1e−αd(p,γ−1p)e2α(z·γ−1p)p ,
)
for all γ ∈ Γ and some C > 1, (where γ⋆ν = γ−1ν). If both inequalities are satisfied,
then we say ν is α-quasiconformal. If in addition for each γ ∈ Γ, dγ⋆νdν is continuous,
then ν is said to be a continuous α-quasiconformal measure.
Suppose ν is α-quasiconformal and the bounded function Rγ given by
Rγ(z) =
dγ⋆ν
dν
(z)eαd(p,γ
−1p)−2α(z·γ−1p)p
satisfies for some ǫ > 0 and each x ∈ Λ,
sup
{y|0<d(x,y)<e−ǫd(p,γ−1p)}
|Rγ(x)−Rγ(y)|
dǫp(x, y)
≤ C
e−ǫd(p,γ−1p)
for some C, independent of γ. Then we say that ν is Lipschitz α-quasiconformal.
All of the above definitions are independent of p.
Note that if ν is a continuous α-quasiconformal measure with constant C and
f : ∂X → R is a uniformly positive and bounded continuous function, then fν is
also a continuous α-quasiconformal measure with constant sup finf f C.
The reason for the specific Lipschitz estimate in the definition of Lipschitz α-
quasiconformal should become clear in Section 4. For our purposes, assuming that
Rγ is Lipschitz uniformly in γ would exclude the standard examples, while just
assuming the Lipschitz constant depends arbitrarily on γ is too weak.
Definitions 1.20. A family of finite Borel measure {mx}x∈X of ∂X is called an
f -density of Γ for a measurable function f : X × X × ∂X → R if for all points
x, y ∈ ∂X the measure mx,my are equivalent with Radon-Nikodym derivatives
dmy
dmx
(z) = f(x, y, z),
for mx-a.e. z ∈ ∂X and for all γ ∈ Γ, f(γ−1x, x, γ−1z) = f(x, γx, z). This is
equivalent to the condition that γ⋆mx = mγx. An f -density is called continuous
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if f is continuous. An f -density is called bounded if the mass ‖mx‖ = mx(∂X) is
bounded for all x ∈ X .
In what follows it is common to express quantities in terms of Busemann func-
tions instead of the Gromov product, especially when X is a “nice” space. To this
end we introduce this notation here.
Definition 1.21. For x, y ∈ X and z ∈ ∂X , we define the Busemann function ρx,z
by
ρx,z(y) = 2(x · z)y − d(x, y).
Since d is Γ-invariant, we have
ργx,γz(γy) = ρx,z(y),
for all x, y ∈ X , z ∈ ∂X and γ ∈ Γ.
Definition 1.22. If f(x, y, z) = e−αρx,z(y) for all (x, y, z) ∈ X×X× ∂X and some
α ∈ R, then the corresponding f -density is called an α-conformal density of Γ.
Note that a single member mp of an f -density on Λ(Γ) is an α-quasiconformal
density of Γ if and only if there exists some constant C ≥ 1 such that for all γ ∈ Γ
and z ∈ ∂X ,
C−1e−αρp,z(γ
−1p) ≤ f(p, γp, z) ≤ Ce−αρp,z(γ−1p).
If this holds for every member of the f -density for a uniform C, then we say that
the f -density is an α-quasiconformal density of Γ.
Now we turn our attention to two examples of α-quasiconformal densities.
1.5.1. Hausdorff measures. Let (Z, δ) be any metric space and D ≥ 0 be a nonneg-
ative constant. Let A be a subset of Z. For each ǫ ≥ 0 we define
HDǫ (A) , inf


∞∑
j=1
rDj |A ⊂ ∪jB(xj , rj), rj ≤ ǫ, xj ∈ A


where the infinum is taken among all coverings of A by balls of radius no more
than ǫ. The limit measure HDδ (A) = limǫ→0HDǫ (A) is called the D-dimensional
Hausdorff measure of A. The Hausdorff dimension dimH(A) is defined to be
dimH(A) , inf
{
D : HDδ (A) = 0
}
= sup
{
D : HDδ (A) =∞
}
.
In the definition of HDδ we could have used any quasimetric bilipschitz to δ
and obtained the same measure. Now we return to the δ-hyperbolic setting. As a
consequence of Item 5 in Proposition 1.6 for all x, y ∈ X and z ∈ ∂X , the Busemann
functions satisfy
|ρx,z(y) + ρy,z(x)| ≤ 4δ.
Using this, we can now extend Proposition 4.3 in [Coo93] to this more general class
of δ-hyperbolic spaces.
Proposition 1.23. Suppose X is a δ-hyperbolic space, and suppose A ⊂ ∂X is a
Γ-invariant Borel set with 0 < Hα/ǫδǫp (A) < ∞ for some p ∈ X. Then
{
Hα/ǫδǫx
}
x∈X
is an α-quasiconformal density of Γ on ∂X.
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Proof. The quasi-antisymmetric property of Busemann functions described above
allows us to rewrite the conclusion of Lemma 1.12 to obtain Lemma 2.2 of [Coo93],
except using our definition of the Busemann function. Armed with this lemma,
the proof of the proposition is identical to that of Proposition 4.3 in [Coo93] in the
geodesic setting. 
1.5.2. Patterson-Sullivan measures. Assume that Γ is discrete and acts properly
dicontinuously on X . For two points x, y ∈ X and for any real number s > 0, we
consider the Poincare series
gs(x, y) =
∑
γ∈Γ
e−sd(x,γy).
Let Sk be the number of the orbit points Γy in annulus B(x, k +
1
2 )
B(x, k − 12 ). Then gs(x, y) is proportional to
∑∞
k=0 Ske
−sk.
We define
δ(Γ) , lim sup
k→∞
1
k
logSk
to be the critical exponent of Γ which depends on the action of Γ as much as Γ
itself. Then gs(x, y) diverges for s < δ(Γ) and converges for s > δ(Γ). So we can
consider the family of measures
νsx =
1
gs(y, y)
∑
γ∈Γ
e−sd(x,γy)δγy, s > δ(Γ),
where δγy is the Dirac mass at γy. Since
d(x, γy)− d(x, y) ≤ d(y, γy) ≤ d(x, γy) + d(x, y),
we can easily see that gs(γx, γ
′y) = gs(x, y) for all γ, γ′ ∈ Γ and
e−sd(x,y)gs(x, y) ≤ gs(y, y) ≤ esd(x,y)gs(x, y).
Thus {νsx}δ(Γ)<s is a family of finite measures on X with total mass bounded by
e−sd(x,Γ·y) ≤ ‖νsx‖ ≤ e−sd(x,Γ·y).
If lim infs→δ(Γ)+ gs(y, y) <∞, then we introduce a weighting function in front of the
exponential factors above so that lim infs→δ(Γ)+ gs(y.y) =∞. This can be done so
that the essential properties of νsx are preserved (see [Coo93] following [Pat76]). Let
νx = limsj→δ(Γ)+ ν
sj
x be a weak limit in the space of uniformly bounded measures
on X ∪ ∂X . There may be many distinct limit measures, however we always fix
one such limit. Since limsi→δ(Γ)+ gs(y.y) = ∞, the measure νx is concentrated on
the cluster points of the orbit Γy, i.e., the limit set Λ(Γ). From the construction
it is easy to see that for any other point y ∈ X the limit νy = limsj→δ(Γ)+ νsjy also
exists and that γ⋆νx = νγx for all γ ∈ Γ.
Suppose Γ is not discrete or does not act properly discontinuously, but it admits
a left-invariant infinite measure (or mean) η with the property that for any compact
set K and any point x ∈ X , η(Γ · x ∩K) < ∞. By converting the above sums to
η-integrals we can still obtain a critical exponent δ(Γ) as well as the family of finite
Patterson-Sullivan measures νx.
In the case when X is complete and geodesic, [Coo93] shows that the Radon-
Nikodym derivative at z ∈ ∂X satisfies
C−1e−δ(Γ)ρx,z(y) ≤ dνy
dνx
(z) ≤ Ce−δ(Γ)ρx,z(y)
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for a constant C ≥ 1 depending only on the hyperbolicity constant δ. In short we
have the following.
Corollary 1.24. If X is complete and geodesic, then the family {νx}x∈X of
Patterson-Sullivan measures is an δ(Γ)-quasiconformal density.
These measures are not automatically a continuous α-quasiconformal density.
However, if the Gromov product extends continuously to the boundary then both
Busemann functions and a simple computation using the above formula for νs shows
continuity for the Radon-Nikodym derivatives (see Coornaert [Coo93]). In the next
section we shall see that, under still stronger conditions, these measures become
α-conformal.
1.6. The Shadow Lemma. Since our δ-hyperbolic space is not necessarily a geo-
desic space, we cannot define a shadow for balls as in the Shadow Lemma proved by
Sullivan. However, we can talk about the balls with respect to Busemann distance,
even though it is not in general a metric. So we denote
Up(q) = sup
z∈∂X
((z · q)p) and Lp(q) = inf
z∈∂X
((z · q)p).
We abuse the notation and denote Up,γ = Up(γ
−1p) and Lp,γ = Lp(γ−1p).
For every p and q we also fix a choice of points z+p,q, z
−
p,q ∈ ∂X such that
(z+p,q · q)p ≥ Up(q)− δ and (z−p,q · q)p ≤ Lp(q) + δ.
And for an isometry γ we set q = γ−1p and z+p,q = z
+
p,γ and z
−
p,q = z
−
p,γ .
Lastly, we define Op(γ,D) = Op(γ
−1p,D) where for p, q ∈ X and D ≥ 0,
Op(q,D) :=
{
y ∈ ∂X : dp(z+p,q, y) ≤ e−Up(q)+D
}
.
Remark 1.25. In the above notation the radial limit set can be written explicitly
as
Λr(Γ) =
∞⋃
D=0
∞⋂
n=1
⋃
γ∈Γ
d(p,γp)≥n
Op(γ,D).
Again, the right hand side is independent of the point p.
Lemma 1.26. (Shadow Lemma) Let X be a δ-hyperbolic space and p ∈ X. Assume
ν (or νp) represents a finite measure that does not consist of a single atom.
a) If X is weakly Gromov product bounded with respect to Γ, and ν is upper
α-quasiconformal, then there exist numbers β > 0 and D0 ≥ 0 such that
for all D > D0 and γ ∈ Γ we have
ν(Op(γ,D)) ≥ βe−αUp,γ
(
in particular, ν(Op(γ,D)) ≥ βe−αd(p,γ−1p)−αLp,γ
)
.
b) If X is upper Gromov product bounded with respect to Γ, and ν is lower
α-quasiconformal, then there exists a number β > 0 such that for all D ≥ 0
and γ ∈ Γ we have
ν(Op(γ,D)) ≤ βe−αUp,γe2αD
(
in particular, ν(Op(γ,D)) ≤ βe−αd(p,γ
−1p)+2αD
)
.
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b’) If X is upper Gromov product bounded and {νx}x∈X is a lower α-quasiconformal
density, then there exists a number β > 0 such that for all D ≥ 0 and
p, q ∈ X we have
νp(Op(q,D)) ≤ β ‖νq‖ e−αUp,qe2αD
(
in particular, νp(Op(q,D)) ≤ β ‖νq‖ e−αd(p,q)+2αD
)
.
Proof. Without loss of generality we may assume ν is a probability measure and
let the C denote the quasiconformal constant for ν.
For a), fix ǫ > 0 such that dǫp is a quasimetric. Since ν does not consist of a
single atom, there exists a number r > 0 and a < 1 such that
ν(B(y, r)) < a.
By Lemma 1.13 for all y /∈ Op(γ,D) we have
e(y·q)p ≤ e
3δ
dp(z
+
p,q, y)
≤ e3δe(Up(q)−D).
Let K be the constant for which X is weakly Gromov product bounded relative
to the point p ∈ X . Together with Lemma 1.14 we have,
dq(z
−
p,q, y) ≤ dp(z−p,q, y)e2δe−d(p,q)e((z
−
p,q·q)p+(y·q)p) ≤
≤ e2δe−d(p,q)e(Lp(q)+δ)e3δe(Up(q)−D) ≤ e6δe−(D−K).
Thus diamdq (Op(q,D)
c) ≤ e6δǫe−ǫ(D−K). Therefore setting q = γ−1p, there exists
D0 such that for all D ≥ D0,
ν(γOp(γ,D)
c) ≤ a or equivalently ν(γOp(γ,D)) ≥ 1− a.
Now we have
1− a ≤ν(γOp(γ,D)) = γ−1⋆ ν(Op(γ,D)) ≤
∫
Op(γ,D)
Ce−αd(p,q)e2α(y·q)pdν(y)
≤ Ceα(2Up,γ−d(p,γ−1p))ν(Op(γ,D)).
Thus we obtain that
ν(Op(γ,D)) ≥ (1− a)Ceα(d(p,γ−1p)−Up,γ)e−α(Up,γ).
To finish the proof recall that weak Gromov product bounded implies Up,γ ≤
d(p, γ−1p)− Lp,γ +K for some constant K > 0.
For part b), first note that for any q ∈ X and every y ∈ Op(q,D) we can use
Lemma 1.12 to obtain
|(y · q)p − (z+p,q · q)p| ≤ 2δ +D.
This implies that
e(y·q)p ≥ e−(2δ+D)eǫ(Up,q−δ) = e−De−3δeUp(q).
For every D ≥ 0 and setting q = γ−1p we have
1 ≥ γ−1⋆ ν(Op(q,D)) =
∫
Op(q,D)
dγ−1⋆ ν(y) =
∫
Op(q,D)
C−1e−αd(p,q)e2α(y·q)pdν(y)
≥ C−1eα(2Up(q)−d(p,q))e−2αDe−6αδν(Op(q,D)).
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Using d(p, γ−1p) ≤ Up,γ +K we obtain the result. For part b’) we simply replace
the last estimate by
‖νq‖ ≥ νq(Op(q,D)) =
∫
Op(q,D)
dνq(y) =
∫
Op(q,D)
C−1e−αd(p,q)e2α(y·q)pdνp(y)
≥ C−1eα(2Up(q)−d(p,q))e−2αDe−6αδνp(Op(q,D)).

A consequence of the generalized Shadow lemma above is that it can be plugged
into Coornaert’s proof of Corollary 6.6 in [Coo93] to obtain the following.
Corollary 1.27. If X is Gromov product bounded with respect to Γ, then any
α-quasiconformal measure is finite and nonzero only if α ≥ δ(Γ).
For convex cocompact actions on a CAT(-1) space the the Shadow Lemma im-
plies that the Patterson-Sullivan measures {νp}p∈X are Ahlfors Q-regular: there
exists a C > 0 such that for all x ∈ CH(Λ) and r < 1,
C−1rQ ≤ νp(B(x, r)) ≤ CrQ.
In general Gromov hyperbolic spaces this need not be the case. However, we do
not need such a strong condition. We only need a simple decay condition on the
measure expressed in terms of a singular integral. This will be taken care by the
following lemma.
Lemma 1.28.
(1) If {νx}x∈X is a lower α-quasiconformal density with constant Cand z+p,q ∈
∂X is any point such that (z+p,q, q)p ≥ Up(q)− δ, then∫
X−Op(q,0)
1
dp(z
+
p,q, y)2α
dνp(y) ≤ C ‖νq‖ eαd(p,q)+6αδ.
(2) If ν is lower α-quasiconformal with respect to Γ with constant C and z+p,γ ∈
∂X is any point such that (z+p,γ , γ
−1p)p ≥ Up,γ − δ, then∫
X−Op(γ,0)
1
dp(z
+
p,γ , y)2α
dν(y) ≤ C ‖ν‖ eαd(p,γ−1p)+6αδ.
Proof. By Lemma 1.13 and the choice of z+p,q we have
e(y·q) ≥ e
−3δ
dp(z
+
p,q, y)
.
Therefore we have,
C−1e−αd(p,q)
∫
X−Op(q,0)
e−6αδ
dp(z
+
p,q, y)2α
dνp(y)
≤
∫
X−Op(q,0)
C−1e−αd(p,q)e2α(y·q)pdνp(y)
≤
∫
X−Op(q,0)
dνq
dνp
(y)dνp(y) ≤ νq(Op(q, 0)c) ≤ νq(X).
For the second statement we restrict to the case when q = γ−1p and replace νp and
νq with ν and γ
−1
⋆ ν respectively. 
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Recall that a measure is ergodic with respect to an action of Γ if for any mea-
surable Γ invariant set A, either µ(A) = 0 or µ(A∁) = 0. The following result is
Proposition 3.3.1 of [Yue96] for the case of discrete group acting freely on a pinched
negatively curved Hadamard manifold. We present his proof to show that it works
in the hyperbolic setting as well.
Proposition 1.29. Any two α-conformal densities coincide up to a constant mul-
tiple if and only if Γ acts ergodically on Λ.
Proof. Consider two such conformal densities {µx}x∈H and {νx}x∈H . If Γ is ergodic
with respect to the measure class of µ, consider the measure σ = 12 (µ+ ν) which is
clearly also an α-conformal density. Since µx and νx are both absolutely continuous
to σx, their Radon- Nikodym derivatives
dµx
dσx
, dνxdσx exist and are Γ -invariant. By
the ergodicity of these derivatives are equal to positive constants µx, νx-almost
everywhere.
If Γ is not ergodic with respect to the measure class of µ, then there exists a
Borel Γ-invariant subset A ⊂ Λ such that for all x ∈ H,µx(A) > 0 and µx(A∁) > 0.
Defne σx(E) = µx(E ∩ A); then σx is another α-conformal density. 
2. Metrics and measures on the boundary of a CAT(-1) space
In this section we describe some improvements that can be made on the the
previous section if we restrict our attention to the case when X belongs to the
family of CAT(−κ) spaces for κ > 0. These are a special class of δ-hyperbolic spaces
that are uniquely geodesic, proper and for which the Gromov product extends
continuously to the boundary. We recall definitions and few simple lemmas related
to such spaces from [BH99]. It is no less general to assume κ = 1 since this can
be achieved by simply rescaling the metric. For the remainder of this section, let
H be a CAT(-1) space with metric d and assume Γ is a (nonelementary) discrete
isometry group acting on H properly discontinuously.
2.1. Busemann functions revisited. Let ∂H be the ideal boundary ofH . Again
denote by Λ the limit set of Γ on ∂H , and Λr the radial limit set of Γ on ∂H .
For x, y ∈ H and z ∈ ∂H , the Busemann function ρx,z takes on the simpler
expression:
ρx,z(y) = lim
zi→z
(dH(y, zi)− dH(x, zi)).
It is easy to observe that
ρx,z(y)− ρx′,z(y) = ρx,z(x′),
for all x, x′, y ∈ H and z ∈ ∂H . Moreover, ρ is continuous on H × H × ∂H
([Bou95]). One important consequence of these facts is that we obtain an ex-
act formula ([Bou95]) for the Radon-Nikodym derivative of the Patterson-Sullivan
measures:
dνy
dνx
(z) = e−δ(Γ)ρx,z(y).
In particular, we have the following.
Corollary 2.1. The family {νx}x∈H form a continuous α-conformal density on
∂H.
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2.2. Metrics on the boundary ∂H. Throughout this subsection we will fix a
point p ∈ H and ǫ > 0. We introduce two classes of metrics on the ∂H . Even
though they are equivalent, i.e. bilipschitz, it will be convenient to use both of
them for later results.
Busemann metric: The Busemann metric is defined to be
dǫp(z, y) , e
− 12 ǫ(ρx,z(p)+ρx,y(p))
where x is any point on the geodesic connecting z and y. It is not too difficult to
check that this definition is independent of the choice of x. Moreover, untangling
the definition of the Busemann function shows that dǫp = e
−ǫ(z·y)p = dǫp and so we
will continue to denote it by dǫp. However, in the case of a CAT(−κ)-space, this is
a genuine metric for all 0 < ǫ ≤ √κ (see [Bou96]).
Shadow metric For z, y ∈ ∂H we define
ℓp(z, y) , sup {t | , d(γp,z(t), γp,y(t)) ≤ 1}
Shǫp(z, y) , e
−ǫℓp(z,y),
where γp,z and γp,y are the geodesics starting from p and pointing to z and y. This
metric is called Shadow metric.
The following lemma, which states that these two metrics are equivalent, can
be found in [Kai90] for the pinched negatively curved manifold case. However, the
proof works the same for CAT(-1) spaces as well.
Lemma 2.2. There exist ǫ0 > 0 such that d
ǫ
p(., .) and Sh
ǫ
p(., .) are distances for all
0 < ǫ ≤ ǫ0 and p ∈ H. Moreover these metrics are bilipschitz for the same ǫ: there
is a C > 0 such that for all z, y ∈ ∂H,
C−1 ≤ d
ǫ
p(z, y)
Shǫp(z, y)
≤ C.
Remark 2.3. For the sake of comparison to the existing literature on negatively
curved spaces, we point out that there exist several other natural metrics on ∂H
which lie in the same bilipschitz class as the ones above. They include various
explicit metrics under the name ”Gromov’s metric,” and others with names like the
”geodesic metric,” the ”horospherical metric,” etc.... We omit their definitions since
they will be unecessary for the discussion of this paper, but for many constructs we
could have used them instead. However, the next lemma shows that dǫp is preferable
in the CAT(-1) category.
Lemma 2.4. Each isometry γ on H induces a conformal map on ∂H under the
metric dǫp.
Remark 2.5. This lemma justifies the previous notation of an α-(quasi)conformal
density. We are requiring that such a measure transform in a (quasi)conformal way
under the family Γ of conformal maps with respect to this metric.
Proof. (see [Yue96].) The proof is almost the same as in the case of negatively
curved manifolds, but we will repeat it for completion and to help the reader to get
used to this notation.
Observe that for any x, y ∈ H and z ∈ ∂H and γ ∈ Γ we have
ρx,γz(γy)− ρx,z(y) = ργ−1x,z(y)− ρx,z(y) = ργ−1x,z(x).
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So for p, q ∈ X and z, y ∈ ∂H we have
dǫq(z, y)
dǫp(z, y)
=
e−ǫ(y·z)q
e−ǫ(y·z)p
= eǫ((y·z)p−(y·z)q) = eǫ((y·q)p+(z·q)p−d(p,q)),
by continuity of the Gromov product.
Now since the topology on ∂H is inherited from the Gromov product, for each
a > 0 there exists a neighborhood Va of z in ∂H such that for all y ∈ Va we have
(1 − a) ≤ eǫ((y·q)p−(z·q)p) ≤ (1 + a).
So we proved that for every a > 0 there exists a neighborhood Va ⊂ ∂H of z,
such that for all y ∈ Va we have
(1− a)eǫ(2(z·q)p−d(p,q)) ≤ d
ǫ
q(z, y)
dǫp(z, y)
≤ (1 + a)eǫ(2(z·q)p−d(p,q)).
This proves that
lim
y→z
dǫq(z, y)
dǫp(z, y)
= eǫ(2(z·q)p−d(p,q)) = e−ǫρp,z(q).

The propositions and proofs for the rest of this section are taken from [Yue96]
which work just as well in the CAT(-1) setting as for negatively curved Hadamard
manifolds.
First we present the analogue of Proposition 1.23. It occurs as Proposition 3.1.1
of [Yue96] in the case H a pinched negatively curved manifold. However, it easily
follows by the same proof using Lemma 2.4 in the current setting of a CAT(-1)
space.
Proposition 2.6. If A ⊂ ∂H is a Γ-invariant Borel set with 0 < Hα/ǫd (A) < ∞
for any quasimetric d bilipschitz to dǫp and α > 0, then
{
Hα/ǫdǫp
}
p∈H
is a continuous
α-conformal density of Γ.
Next we collect other pertinent results which, except where indicated below, do
not depend on the discreteness of Γ.
Proposition 2.7 (Theorem A, Corollaries 3.5.3 and 3.5.6 of [Yue96]). If {σx}x∈H
is any finite α-conformal density for Γ then α ≥ dimH(Λr) and the following are
equivalent for any p ∈ H,
(1) σp(Λr) > 0
(2) Λr has full σp measure
If Γ is discrete and properly discontinuous then these are equivalent to
(3) The Poincare` series
∑
γ∈Γ
e−αd(p,γ
−1p) diverges.
Moreover, if any of these conditions hold then α = δ(Γ) = dimH(Λr) = dimH(Λ).
If Γ is a discrete group acting convex cocompactly, then Λr = Λ so finite nonzero
δ(Γ)-quasiconformal measures exist. Hence, that the Hausdorff measures Hδ(Γ)p and
the Patterson-Sullivan measures νp (regardless of the choice of weak limit) coincide
up to a constant multiple for each p ∈ X . In particular, all of the properties listed
in Proposition 2.7 hold.
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3. Regularity of measures and covers
We first present some necessary notation. Recall that on a set X , a nonnegative
function d : X×X → R is called a quasimetric (or quasidistance) if d is symmetric,
zero precisely along the diagonal, and satisfies the quasitriangle inequality:
d(x, y) ≤ C(d(x, z) + d(z, y))
for some C ≥ 1 and all x, y, z ∈ X .
3.1. Doubling and related properties. Let X be a space equipped with a qua-
sidistance function d(·, ·) and probability measure ν. ‖·‖ denotes L1(X, ν)-norm.
Definition 3.1. (1) We say that a measure ν has (p, α)-decay if there is a
constant Dν such that:∫
X−B(x,r)
1
d(y, x)p+α
dν(y) ≤ Dν
rp
,(3.1)
for every x ∈ X and 1 ≥ r > 0. We replace the right hand side by
Dν (1 + |log (r)|) if p = 0 and we replace X by B(x, 1) if p+ α < 0.
(2) We say that the measure ν has upper Q-regularity if there exists a constant
Kν > 0 such that the following is satisfied:
ν(B(x, r)) ≤ KνrQ,
for every x ∈ X and r > 0.
(3) We say that the measure ν has the strong doubling property if there exists
a constant Tν such that
ν(B(x, 3r)) ≤ Tνν(B(x, r)),
for all x ∈ X and r > 0.
Remark 3.2. Note that if ν has the strong doubling property then to verify that ν
has (p, α) decay, it is enough to verify condition (3.1) for r ∈ {1, c, c2, c3, . . .} for
any 0 < c < 1. Any other radius can be interpolated.
Lemma 3.3. Assume that ν is a finite measure with upper Q-regularity for some
Q ≥ 0. Then ν has (p, α)-decay for all p ≥ 0 and α ∈ R satisfying −p ≤ α ≤ Q.
Proof. First observe that if p+ α ≥ 0, then
∫
X−B(x,r)
1
d(y, x)p+α
dν(y) ≤ ν(X −B(x, 1)) +
∫
B(x,1)−B(x,r)
1
d(y, x)p+α
dν(y).
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Without loss of generality, we may assume r = 1N for N >> 1, then∫
B(x,1)−B(x,r)
1
d(y, x)p+α
dν(y) ≤
N∑
n=1
1
(nr)p+α
(ν(B(x, (n + 1)r)) − ν(B(x, nr)))
≤
N∑
n=1
(
1
(nr)p+α
− 1
((n+ 1)r)p+α
)
ν(B(x, (n+ 1)r))
≤
N∑
n=1
(
1
(nr)p+α
− 1
((n+ 1)r)p+α
)
Kν((n+ 1)r)
Q
≤
N∑
n=1
(
(n+ 1)Q
(n)p+α
− (n+ 1)
Q
((n+ 1))p+α
)
Kνr
Q−α
rp
.
We can estimate, under the assumption that p+ α ≥ 0,
(n+ 1)Q
(n)p+α
− (n+ 1)
Q
((n+ 1))p+α
=
(n+ 1)p+α − np+α
(n)p+α(n+ 1)p+α−Q
≤ Cp+α n
p+α−1
(n)p+α(n+ 1)p+α−Q
≤ C
′
p+α
np+α−Q+1
,
for some constants Cp+α,C
′
p+α and all n ≥ 1. (We may take C′p+α = Cp+α when
p+ α ≥ Q.) Therefore, if p+ α 6= Q, the above sum becomes
Kνr
Q−α
rp
N∑
n=1
C′p+α
np+α−Q+1
≤ KνC
′
p
rp
1
NQ−α
(
NQ−p−α − 1
Q− p− α
)
≤ KνC
′
p+α
rp
(
N−p −Nα−Q
Q− p− α
)
.
The quantity
(
N−p−Nα−Q
Q−p−α
)
is bounded for p ≥ 0 whenever Q − α ≥ 0. When
p+ α = Q we may bound the sum by 1 + log(1/r), obtaining the same conclusion.
By using logarithmic bounds, the same conclusion is obtained in the case p+ α = Q.
(Note we obtain the desired estimate KνC
′
p+α(1 + log(1/r)) in the case p+ α = Q
and p = 0.) 
Remarks 3.4. The above proof also shows that if ν is any measure with (p, α)-decay,
then it also has (p+ t, α)-decay for all t ≥ 0.
If X has Hausdorff dimension Q and ν is the corresponding Hausdorff measure,
then ν has the strong doubling and (p, α)-decay properties for all p > 0 and α ≤ Q.
However, ν may not be upper Q-regular.
3.2. Lipschitz constants. We shall say that a map f : X → Y between quasi-
metric spaces X and Y is locally Lipschitz if for every r > 0 and x ∈ X we have,
sup
y∈B(x,r)
y 6=x
dY (f(x), f(y))
dX(x, y)
<∞.
The various extant definitions of this notion for the most part agree when X is
proper. We now recall the definition of the Lipschitz constant on a given scale.
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Definition 3.5. For a locally Lipschitz map f : X → Y , we define the Lipschitz
constant at x of scale r to be the quantity,
Drf(x) = sup
y∈B(x,r)
y 6=x
dY (f(x), f(y))
dX(x, y)
.
Remark 3.6. It is clear that if f is locally Lipschitz and s ≤ r, then Dsf(x) ≤
Drf(x).
In the case of locally Lipschitz functions to R, we summarize any arithmetic
relations we will need in the following lemma. These will be mainly used in the proof
of Theorem 6.1. Each case may be verified by a simple (and omitted) computation
based on the definition.
Lemma 3.7. If F,G are two locally Lipschitz functions on X, then F +G and FG
are locally Lipschitz. Moreover,
(1) Dr(F +G)(x) ≤ DrF (x) +DrG(x),
(2) Dr(cF )(x) = |c|DrF (x), and
(3) Dr(FG)(x) ≤
(
supd(x,y)≤r |F (y)|
)
DrG(x) +
(
supd(x,y)≤r |G(y)|
)
DrF (x).
(4) If G(x) 6= 0 for all x ∈ X, then 1G is locally Lipschitz and
Dr
(
1
G
)
(x) ≤ DrG(x)|G(x)| (infd(x,y)≤r |G(y)|) .
(5) If H : Y → X is locally Lipschitz, then
Dr(F ◦H)(x) ≤ Dr∗Dr(H)(x)(F )(H(x)) ∗Dr(H)(x).
Because we will be using the operator Dr with respect to (quasi)metrics which
differ by taking powers, it will be convenient to quantitatively state the following
well-known relationship.
Lemma 3.8. Let F be a locally Lipschitz function on X with respect to dǫ
′
for
some quasimetric d and ǫ′ > 0. Choose any ǫ with 0 < ǫ ≤ ǫ′. If DǫrF and Dǫ
′
r F
represent the local Lipschitz constants of F at scale r with respect to quasimetrics
dǫ and dǫ
′
respectively, then
Dǫr(F )(x) ≤
(
ǫ′
ǫ
) ǫ
ǫ′
(
sup
Bǫr(x)
F 1−
ǫ
ǫ′
) (
Dǫ
′
r
ǫ′
ǫ
(F )(x)
) ǫ
ǫ′
.
In particular, if r ≤ 1 then
Dǫr(F )(x) ≤ 2
(
sup
Bǫr(x)
F 1−
ǫ
ǫ′
) (
Dǫ
′
r (F )(x)
) ǫ
ǫ′
.
Here Bǫr(x) is the r-ball centered at x with respect to d
ǫ.
Proof. The result follows by taking the supremum over y ∈ Bǫr(x) of the estimate,
|F (x)− F (y)|
dǫ(x, y)
≤


∣∣∣F (x) ǫ′ǫ − F (y) ǫ′ǫ ∣∣∣
dǫ′(x, y)


ǫ
ǫ′
≤
(
ǫ′
ǫ
|F (x) − F (y)|
dǫ′(x, y)
max
{
F (x)
ǫ′
ǫ −1, F (y)
ǫ′
ǫ −1
}) ǫǫ′
.
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The second estimate comes from noting that r
ǫ′
ǫ ≤ r and that x−x ≤ 2 for all
x > 0. 
3.3. Besicovitch covers. Recall that a covering {Uα}α∈A of a space X has
Lebesgue number B ∈ N if for every point x ∈ X ,
0 < # {α : x ∈ Uα} ≤ B.
Definition 3.9. A collection {Uα}α∈A of subsets of a space X is called a weak
cover with Lebesgue number B if ν-almost every point of X lies in at least one Uα
and for all x ∈ X we have
# {α : x ∈ Uα} ≤ B.
Definition 3.10. We say that a collection {Uα}α∈A where Uα ⊂ X is a Besicovitch
cover, if there is a constant B such that for every ǫ > 0, there exists a countable
sub-collection {Uαi}∞i=1 ⊂ {Uα}α∈A with diam (Uαi) ≤ ǫ which forms a covering
with Lebesgue number B. We call a Besicovitch cover profinite if for each ǫ > 0,
the corresponding subcover can be chosen to be finite. Similarly, we define a weak
Besicovitch cover and a weak profinite Besicovitch cover as above, except that the
subcollections are only expected to be weak covers with Lebesgue number B.
4. Spikes
To keep the discussion as general as possible, in this section we assume that our
measure is not a single atom and has support X .
Definition 4.1. Assume ν is a measure with (Q, θ) decay for some Q ≥ 0 and
θ ∈ R. A 6-tuple (h(x), r, a,Q, θ, C) where h(x) is positive function on X , r > 0,
C > 1 and a ∈ X , is called a spike if
(1) h(x) ≥ ‖h‖L∞ /C on B(a, r),
(2) for each y ∈ B(a, r)c we have
0 < h(y) ≤ h(a)rQ
∫
B(a,r)
C
d(y, x)Q+θ
dν(x), and
(3) if y, y′ ∈ X satisfy d(y, y′) ≤ r, then h(y′) ≤ Ch(y).
If h(x) is a continuous function we call (h(x), r, a,Q, θ, C) a continuous spike.
Also if ‖h‖L∞ = 1 we will call (h(x), r, a,Q, θ, C) a unit spike. Lastly we will often
denote the spike by the function h(x) alone with the other constants implicit.
Definition 4.2. If in addition a spike (h(x), r, a,Q, θ, C) has h(x) locally Lipschitz
with
Drh(x) ≤ Ch(x)
r
for all x ∈ X , and
ν(B(a, r)) ≥ r
Q
C
,
then we call h a Q-spike.
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Definition 4.3. For a spike (h(x), r, a,Q, θ, C) we call the number ν(B(a,5r))ν(B(a,r)) the
local doubling constant.
When working with families of spikes, we will denote the supremum of the local
doubling constant over all spikes with final entry less than C by Tν,C . Similarly,
Tν indicates the supremum of all local doubling constants. If for a given family of
spikes we have Tν,C < ∞ for all C > 1, then we say that members of this family
are ν-spikes.
Remark 4.4. Note that we implicitly assume that a must lie in the support of ν.
For small families of spikes, it is much weaker to assume that the constant Tν is
bounded than to assume that ν has the strong doubling property.
It is clear that a positive multiple of a spike is a spike. Here are few simple
Lemmas about spikes and Q-spikes. The first observation is immediate.
Lemma 4.5. Assume (h, r, b,Q, θ, C) is a spike. If 1M f ≤ Ag ≤ Mf for some
constants A > 0 and M ≥ 1, then (g, r, b, Q, θ,M2C) is a spike.
Lemma 4.6. Assume (h, r, b,Q, θ, C) is a spike. Then
ν(B(b, r))
C
≤ ‖h‖L1‖h‖L∞
.
Proof. Using the property 1) in the definition of a spike, we obtain
‖h‖L1 ≥
∫
B(b,r)
hdν ≥ ν(B(b, r))‖h‖L∞
C
.

Lemma 4.7. Assume that (h, r, a,Q, θ, C) is a spike. Then for all t ≥ 1, (ht, r, a,Q, θ, Ct)
is a spike.
Proof. Observe that conditions 1),3) hold trivially. Condition 2) holds because
Ct ≥ C ≥ 1, so taking the power in t preserves the inequality. 
.
Corollary 4.8. Assume that (h, r, a,Q, θ, C) is a Q-spike, then for all t ≥ 0,
(ht, r, a,Q, θ,max {tCt, C}) is also a Q-spike.
Proof. We would like to use the following estimate. For all a, b ∈ R we have
|at − bt| ≤ max {t, 1} |a− b|max (|a|t−1, |b|t−1).
Now since h(x) is a Q-spike, h(x) ≥ 0. Also it is easy to see that for all x, y ∈ X
such that d(x, y) ≤ r we have h(y)t−1 ≤ ct−1ht−1(x).
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Thus we have
Drh
t(x) = sup
d(x,y)≤r
|ht(x) − ht(y)|
d(x, y)
≤ sup
d(x,y)≤r
max {t, 1} |h(x)− h(y)|
d(x, y)
max (ht−1(x), ht−1(y)) ≤
≤ max {t, z}Ch(x)
r
Ct−1ht−1(x) ≤ Ctmax {t, 1} h
t(x)
r
.
Now if t < 1 then C > Ct so in all cases max {C, tCt} ≥ Ctmax {t, 1}. Moreover,
this constant is always at least as large as C so that the measure condition in the
definition of the Q-spike h persists. 
Lemma 4.9. If (h, r, a,Q, θ, C) is a Q-spike and f is any Lipschitz function with
1
K ≤ f ≤ K and Drf ≤ Kr , then
(
fh, r, a,Q, θ, 2K2C
)
is also a Q-spike.
Proof. By Lemma 4.5 it is a spike. Using the properties of f and the third property
of the spike h, we have
Dr (fh) (x) ≤ (sup f)Drh+ (suph)Drf
≤ KCh(x)
r
+ Ch(x)
K
r
≤ 2K2Ch(x)f(x)
r
.
Since h was a Q-spike this completes the proof. 
5. Basis
The purpose of this section is to prove the main ingredient for the coarse version
of the stationarity result. This theorem provides a general criterion for the closure
of the positive cone on a family of continuous positive functions {fi} on a metric
measure space to be as large as possible in L1. Here the closure is with respect to
either L1, uniform, or pointwise convergence. To the best of our knowledge, this is
the first such general condition. We also indicate some examples showing that the
hypotheses are in some aspects nearly sharp.
We call (X, d, ν) a probability metric space or pm space if ν is a Radon proba-
bility measure (with respect to the topology induced by d) of full support on X .
We will also assume X is separable, though not necessarily complete. (N.B. the
Radon condition on ν could be replaced by the condition that ν is Borel and for all
measurable sets S, ν(S) = sup {ν(K) : K ⊂ S compact }.)
Definition 5.1. A function F defined on a probability metric space (X, d, ν) is
(almost) lower approximable if F is (resp. almost everywhere) equal to the pointwise
limit of a nondecreasing sequence of continuous functions.
Recall F is (almost) lower semicontinuous, if lim infz→x F (z) ≥ F (x) for every
(resp. almost every) x ∈ X .
Finally, F is (almost) uniformly positive if there is a c such that F (x) ≥ c > 0
for every (resp. almost every) x ∈ X . The greatest (essential) lower bound for such
an f may be expressed as ‖1/f‖−∞.
Since X is metrizable, it is perfectly normal. Hence the (almost) lower approx-
imable functions are exactly the (almost) lower semicontinuous functions ([Ton52]).
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Theorem 5.2. Let (X, d, ν) be a probability metric space such that ν has (Q, θ)-
decay. Assume {(fα, rα, bα, Q, θ, Cα)}α∈A is a family of continuous unit ν-spikes.
For any C > 1 let SC = {α ∈ A : Cα ≤ C} and set
BC(r) =
⋃
α∈SC ,
rα≤r
B(bα, rα) and BC =
⋂
r>0
BC(r).
If limC→∞ ν(BC) = 1, then there exists a countable subset of indices {αi}∞i=1 ⊂ A
such that for any uniformly positive almost lower semicontinuous function F ∈
L1(X, ν) there exists a sequence {λαi}∞i=1 of nonnegative numbers such that F =∑∞
i=1 λαifαi for ν-almost every x ∈ X with convergence in L1. Moreover, if F
is a lower semicontinuous (resp. continuous) function, then the convergence is
pointwise (resp. uniform on compacta) on
⋃
C>0BC .
Remarks 5.3. Every function F which can be expressed as a positive sum of the
continuous functions fα must be lower semicontinuous and positive, since ignoring
the tail of the series yields an increasing sequence of positive continuous functions
whose limit is therefore lower semicontinuous. In this sense the conclusion of the
theorem is sharp. In fact, the theorem asserts that
∑∞
i=1 λαifαi will be the lower
semicontinuous hull of F for a general uniformly positive F ∈ L1(X). When X
is noncompact and the fα are not uniformly positive, it is conceivable that some
nonuniformly positive F could be approximated as well. However, to address this
case we would have had to make complicated compatibility assumptions on how
and where F and the fα decay to 0 which we felt were not worth the extra effort.
Examples of almost lower semicontinuous functions include any F whose set of
points of discontinuity (or undefined points) D ⊂ X has measure 0. Simply note
that the lower semicontinuous hull F˜ of F defined by
F˜ (x) :=


F (x) F (x) exists and F (x) ≤ lim inf
y→x
F (y)
lim inf
y→x
F (y) lim inf
y→x
F (y) <∞ and x 6∈ Dom(F ) or F (x) > lim inf
y→x
F (y)
1 otherwise
agrees with F almost everywhere.
One cannot remove the assumption that ν(∪C>0BC) = 1, even if ∪C>0BC is
assumed to be dense, since an L1 function with mass outside ∪C>0BC could never
be approximated in L1. (Also, see the examples below.)
Lastly, the difficulty in proving the theorem reflects a certain balancing act cap-
tured by the spike conditions. While it may be possible to weaken these, we briefly
mention why these conditions are qualitatively necessary. Since there can be no
cancellation in the sum, it is evident that the positive basis functions must con-
tain subsequences which, when suitably normalized, converge to Dirac distributions
based at almost every point. However the shape of the fα are further constrained.
If they all decay too quickly then any countable subset cannot generally approxi-
mate on a full measure set. If the fα decay too slowly then their tails stack up too
quickly far away from their maximum. This too prevents generic approximation. In
fact, it is somewhat surprising that the spike conditions happen to be satisfied for
the Radon-Nikodym derivatives of the geometric measures in our main application
(see Section 7).
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Example 5.4. Uniformly bounded upper semicontinuous functions need not be
almost lower semicontinuous. For instance, let X = [0, 1] and define F = FC to
take value 2 on a Cantor set C of positive Lebesgue measure, and have value 1
elsewhere. Any lower continuous approximation must lie below 1, otherwise all
closer approximations are greater than F by a fixed positive amount on an open
set, a contradiction. Either way, this prevents the limit from converging in L1 to
FC . Nevertheless, FC is upper semicontinuous since it is the pointwise limit of a
nonincreasing sequence of continuous approximations to the step functions which
take the value 2 on the set of intervals representing the nth stage in the construction
of the Cantor set and take the value 1 elsewhere. The same argument shows that
the conclusion of the theorem holds for many functions with a positive measure set
of discontinuities, for instance, F = 3− FC .
Example 5.5. In this example we present the simplest case to which we will apply
the theorem. It also motivates the definition of a spike and further indicates why
the hypothesis on the balls B(bi, ri) is necessary. Consider H
2 in the disk model.
Let Γ be a discrete group of Isom(H2) and for each γ ∈ Γ let (d, θ) = (dγ , θγ)
represent the orbit point γ · 0 where d is its hyperbolic distance from 0 and θ is its
angle from the real axis. Then if φ is the angle coordinate on ∂H2 = S1, we may
write the Poisson kernel based at γ · 0 normalized to have maximum 1 as
fγ(φ) =
1
ed (cosh(d)− cos(θ − φ) sinh(d)) .
If rγ represents the radius on S
1 of the points where fγ > 1/C, then rγ =
arccos (C − (C − 1) coth(d)). We will show in Section 7 that if ν is the Lebesgue
probability measure on S1, then the tuples (fγ , θγ , rγ , 1, 1, C) for all γ ∈ Γ and
C = 2, 3, . . . form a family of continuous unit ν-spikes. We will see that for the
family of balls B(θγ , rγ) and sets BC as in the theorem, the radial limit set of Γ
coincides with ∪C>1BC . However, it is easy to construct examples of Γ such that
their radial limit set has measure zero and hence limC→∞ ν(BC) = 0. For such a
group Γ, any function F > 0 approximated by any positive sums of fγ must have
more than 1/2 of its L1 norm concentrated on ∪C>1BC since each term in the
sum does. Of course one can provide a work around for this obstruction by simply
restricting the measure to the limit set. This can be made to work so long as the
radial limit set has full measure in the limit set.
This case of the theorem for uniform approximations of continuous functions
on the circle by Poisson kernels was first proved by Hayman and Lyons ([HL90],
see also [BW89]) using the theory of harmonic functions. That result was later
extended to Euclidean domains in [Gar96].
Remark 5.6. An analysis of the proof of the next proposition shows that while the
condition of the ν-spike is probably not absolutely necessary for a positive basis, it
is a very natural condition which, up to small possible improvements, is necessary
for the intuitive approach we take.
The proof of Theorem 5.2 will require the following proposition.
Proposition 5.7. Let (X, d, ν) be a probability metric space such that ν has (Q, θ)-
decay. Assume {(fi(x), ri, bi, Q, θ, Ci)} is a countable family of unit ν-spikes on X
with bounded doubling constants and such that Ci ≤ C. Let Y ⊂ X be a set weakly
covered by {B(bi, ri)} with finite Lebesgue number.
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For any positive function F bounded away from 0 on X and bounded from above
on Y , set
t =
(
supz∈Y (F (z))
infz∈X(F (z))
) 1
Q
+ 1 ≥ 2.
Suppose for a given s > 1 there is a δ > 0 such that
s ≥ sup
{
F (y)
F (x)
∣∣∣∣ x ∈ X and y ∈ Y with d(x, y) ≤ δ
}
and ri ≤ δ/t for all i ∈ N. Then,
a. There exists a constant 0 < Lν < 1, which do not depend on F , and a
function h =
∑∞
i=1 λifi with each λi ≥ 0 and only a finite number of the λi
not equal to 0, such that for every x ∈ X
h(x) ≤ F (x)
and
Lν
C2 s2
‖F (x)‖L1(Y ) ≤ ‖h(x)‖L1(Y ) .
b. If in addition Y is (weakly) covered by a finite number of the B(bi, ri), then
Lν
C2 s2
F (x) ≤ h(x),
for (ν-almost) every x ∈ Y .
Proof of Proposition. In what follows, we let Tν be the bound on the doubling
constant. We let B be the Lebesgue number of the cover, and we let Dν be decay
constant of ν. Without loss of generality we also assume that ri is nonincreasing.
Now we inductively build functions gn(x) as follows.
g0(x) = 0.
gn(x) =
{
gn−1(x) if gn−1(bn) ≥ F (bn)
gn−1(x) + fn(x)(F (bn)− gn−1(bn)) if gn−1(bn) < F (bn)
This construction yields a sequence λ1, λ2, . . . with
gn(x) =
n∑
i=1
λifi(x),
and 0 ≤ λi ≤ F (bn). Hence, gn(x) ∈ V+.
Lemma 5.8. If y′ /∈ ∪ni=1B(bi, ri) and d(y, y′) ≤ rn, then gn(y′) ≤ Cgn(y).
Proof. Since d(y, y′) ≤ rn ≤ ri for all i ≤ n, by Remark above fi(y′) ≤ Cfi(y)
for all i = 1, . . . , n. Since gn(x) =
∑n
i=1 λifi(x) with nonnegative coefficients, we
obtain that gn(y
′) ≤ Cgn(y). 
Lemma 5.9. gn(y
′) ≤ Cgn(y) +B sF (y′), for all y, y′ ∈ X and d(y, y′) ≤ rn.
Proof. By the previous lemma we may assume that y′ ∈ B(bk, rk), for some k ≤ n.
By construction gn(x) =
∑n
i=1 λifi(x), with 0 ≤ λi ≤ F (bi). Thus for each i 6= k,
we have fi(y
′) ≤ Cfi(y).
For i = k, we have that λk ≤ F (bk). However, since d(y′, bk) ≤ rk ≤ δ, we
have that F (bk) ≤ sF (y′). Since B is the Lebesgue number of the weak cover,
# {k | y′ ∈ B(bk, rk)} ≤ B. Thus we conclude that gn(y′) ≤ Cgn(y)+B sF (y′). 
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Lemma 5.10. Let L′ = sC + sB + CDνB + sBTν + sBCDν2Q. Then
gN(y) ≤ L′F (y)
for all N ∈ N and y ∈ X.
Proof. Assume that n is the smallest integer such that gn(y) ≥ (sC +B s)F (y) for
any y ∈ X . If there is no such n then set L′ = (sC + B s). Otherwise, we have
gn−1(y) < (sC +B s)F (y) for all y ∈ X .
By Lemma 5.9, gk(y) ≤ Cgk(y′) + B sF (y) for all k ∈ N and y′ ∈ X such that
d(y, y′) ≤ rk ≤ δ. Therefore, we obtain that gn(y′) ≥ s F (y) ≥ F (y′).
Thus if d(y, bk) ≤ rn and k > n, by construction we have λk = 0.
Now since λifi(bi) ≤ F (bi) and by the property of spikes we have,∑
i≥n,
δ≥d(y, bi),
d(y,B(bi, ri))≥ rn2
λifi(y) ≤
∑
i≥n,
δ≥d(y, bi),
d(y,B(bi,ri))≥ rn2
F (bi)r
Q
i
∫
B(bi,ri)
C
d(y, x)Q+θ
dν(x),
and since ri ≤ rn and F (bi) ≤ sF (y) we have,
≤ s F (y)rQn B
∫
X−B(y, rn2 )
C
d(y, x)Q+θ
dν(x),
and by (Q, θ)-decay this becomes,
≤ s F (y)BCDν2Q
Now we consider d(y,B(bi, ri)) ≤ rn2 for i ≥ n. ThereforeB(bi, ri) ⊂ B(y, 3/2rn).
In case ri ≤ rn/2, then d(y, bi) ≤ rn. As we observe above, in this case λi = 0
So if λi 6= 0 and d(y,B(bi, ri)) ≤ rn2 for i ≥ n, we obtain that ri ≥ rn/2. Since
d(y, ri) ≤ rn we have that B(y, 3/2rn) ⊂ B(bi, 5ri).
∑
ri≥ rn2 ,
d(y,B(bi, ri))≤ rn2
ν(B(bi, ri)) ≤ B ν
(
B
(
y,
3rn
2
))
≤
≤ B
#
{
i : ri ≥ rn2 , d(y,B(bi, ri)) ≤ rn2
} ∑
ri≥ rn2 ,
d(y,B(bi, ri))≤ rn2
ν(B(bi, 5ri)) ≤
≤ BTν
#
{
i : ri ≥ rn2 , d(y,B(bi, ri)) ≤ rn2
} ∑
ri≥ rn2 ,
d(y,B(bi, ri))≤ rn2
ν(B(bi, ri)).
Therefore
#
{
i : ri ≥ rn
2
, d(y,B(bi, ri)) ≤ rn
2
}
≤ Tν B.
Since λi ≤ F (bi) and fi(y) ≤ 1, we obtain∑
i≥n,
δ≥d(y, bi),
d(y,B(bi, ri))≤ rn2
λifi(y) ≤
∑
i≥n,
δ≥d(y, bi),
d(y,B(bi, ri))≤ rn2
s F (y) ≤ s F (y)TνB
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Also observe that∑
i≥n,
δ≤d(y, bi)
λifi(y) ≤
∑
i≥n,
δ≤d(y, bi)
F (bi)r
Q
i
∫
B(bi,ri)
1
d(y, x)Q+θ
dν(x) ≤
≤ sup
z
(F (z))rQnB
∫
X−B(y,δ−rn)
C
d(y, x)Q+θ
dν(x) ≤
≤BCDν supz(F (z))r
Q
n
(δ − rn)Q ≤
BCDν supz(F (z))(δ/t)
Q
(δ − δ/t)Q ≤
≤ CDνB sup
z
(F (z))
1
(t− 1)Q
Now recall that
t =
(
supz(F (z))
infz(F (z))
) 1
Q
+ 1.
So we obtain that
∑
i≥n,
δ≤d(y, bi)
λifi(y) ≤ CDνB F (y).
So for these choices we obtain
gN(y) =
N∑
i=1
λifi(y)
= gn−1(y) +
∑
N≥i≥n,
δ≤d(y, bi)
λifi(y) +
∑
N≥i≥n,
δ≥d(y, bi),
d(y,B(bi, ri))≤ rn2
λifi(y) +
∑
N≥i≥n,
δ≥d(y, bi),
d(y,B(bi, ri))≥ rn2
λifi(y)
≤ (sC + sB)F (y) + CDνBF (y) + s F (y)BTν + F (y)sBCDν2Q
= F (y)(sC + sB + CDνB + sBTν + sBCDν2
Q)
Let L′ = sC + sB + CDνB + sBTν + sBCDν2Q > 3. 
Set
3Lν =
1
1 +B +DνB +BTν +BDν2Q
.
Since C > 1 and s ≥ 1 by Lemma 5.10 we have
gN (y) <
C s
3Lν
F (y),
for all y ∈ X .
Since gN(y) is bounded nondecreasing sequence, limN→∞ gN(y) = g(y) is well-
defined.
Lemma 5.11. for every y ∈ ∪∞n=1B(bn, rn),
g(y) ≥ F (y)
Cs
.
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Proof. Assume that n is the smallest integer such that y ∈ B(bn, rn). By the spike
properties, we have
fn(y) ≥ 1
C
=
fn(bn)
C
.
By Lemma 5.8,
gn−1(y) ≥ 1
C
gn−1(bn).
So we obtain that
gn(y) ≥ gn(bn)
C
.
Again by construction gn(bn) ≥ F (bn). Also as d(y, bn) ≤ rn ≤ δ, we get sF (y) ≥
F (bn). Therefore,
gn(y) ≥ gn(bn)
C
≥ F (bn)
C
≥ F (y)
sC
.
So we conclude that
g(y) ≥ gn(y) ≥ F (y)
sC
.

Now define
hn(y) =
3Lνgn(y)
C s
∈ V+
and limn→∞ hn(y) = h(y). By Lemma 5.10, h(y) ≤ βF (y) where β = 3LνC s L′ < 1.
Note that β is bounded below by 3Lν(1 + BDν2
Q) independent of C and s. By
Lemma 5.11,
h(y) ≥ 3Lν
C2 s2
F (y)
for ν-almost every point.
So
‖h(x)‖ ≥ 3Lν‖F (x)‖L1(Y )
C2 s2
>
Lν
C2 s2
‖F (x)‖L1(Y ).
Since limn→∞ ‖hn(x)‖ = ‖h(x)‖ there exists n with required property. This
finishes part a).
For part b), it is easy to observe that if the cover is finite, there exists N such that
for all n > N , hn(y) = h(y). If F is not locally constant then t > 1 and therefore
the conclusion of Lemma 5.11 is true on a uniform neighborhood of ∪∞n=1B(bn, rn)
which includes all of Y since a full measure subset was assumed to be dense. This
finishes the proof of Proposition 5.7. 
Proof of Theorem 5.2. We begin by proving the first part of the theorem for the
special case of uniformly positive continuous functions in L1. We will find a uni-
versal countable subfamily of spikes indexed by {αi}∞i=1 ⊂ A so that for every
such function F we will inductively build a sequence {hi(x)}∞i=0 ⊂ V+, where
V+ = {
∑n
i=1 aifαi(x) : ai ≥ 0, αi ∈ A, n ∈ N}, such that for some 0 < γn < 1,
0 <
n∑
i=0
hi(x) ≤ γnF (x) for all x ∈ X and
∥∥∥∥∥F −
n∑
i=0
hi
∥∥∥∥∥
1
→ 0 as n→∞.
(*)
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Once this is achieved we can simply note that the sums
n∑
i=1
hi live in V+ and
converge to F in L1 as desired.
Let {Cn} denote any sequence tending to ∞. By hypothesis, the sequence BCn
exhaust a full measure subset of X . Since ν is a Radon measure, we may enclose
the complement of BCn by an open set On with approximately the same measure.
Since the complement of On is a closed subset of BCn we may find compact subsets
Yn ⊂ BCn such that limn→∞ ν(Yn) = 1.
To prove (*), first set h0(x) = 0. For the inductive step, assume we found
h0(x), h1(x), . . . , hn(x) ∈ V+ such that
0 <
n∑
i=0
hi(x) ≤ γnF (x).
Set Rn(x) = F (x) −
∑n
i=0 hi(x). Observe that Rn(x) is a positive continuous
function. Since γn < 1 and F is uniformly positive, Rn is also uniformly positive.
Since F and each hi are uniformly continuous on Yn, so is Rn(x). Hence for Y = Yn
and any fixed s > 1 there exists a δ > 0 and t < ∞, both depending on n, that
satisfies the first condition of Proposition 5.7. Now by Theorem 2.8.7 in [Fed69],
for any ǫ > 0, there is a Vitaly cover of BCn = ∩r>0BCn(r) by a countable family
of balls
{
B(bαi,ǫ,n , rαi,ǫ,n)
}∞
i=1
with rαi,ǫ,n < ǫ and αi,ǫ,n ⊂ A for all i ∈ N. In
particular, we have a weak cover of Yn by disjoint balls chosen from the family{
B(bαi,δ/t,n , rαi,δ/t,n)
}∞
i=1
with all rαi,δ/t,n < δ/t. Moreover, by definition, this
weak cover has Lebesgue constant B = 1. We may then apply Proposition 5.7 to
the corresponding countable family of ν-spikes.
Therefore,for any β < 1 there exists hn+1(x) ∈ V+ such that
hn+1(x) ≤ βRn(x) for all x ∈ X
and
‖hn+1(x)‖L1(Yn) ≥
βLν
C2n s
2
‖Rn‖L1(Yn) .
Recall
Rn(x) = F (x) −
n∑
i=1
hi(x) ≥ (1− γn)F (x),
so it follows that
F (x) −
n+1∑
i=1
hi(x) = Rn(x)− hn+1(x) ≥ (1 − β)Rn(x) ≥ (1− β)(1 − γn)F (x).
Therefore setting γn+1 = 1− (1 − γn)(1− β) < 1, we have
n+1∑
i=1
hi(x) ≤ γn+1F (x).
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Using the above estimates we have,
‖Rn+1‖L1(X) = ‖Rn − hn+1‖L1(X) = ‖Rn‖L1(X) − ‖hn+1‖L1(X)
≤‖Rn‖L1(X) −
Lν
C2ns
2
‖Rn‖L1(Yn)
≤
(
1− Lν
C2n s
2
)
‖Rn‖L1(X) +
Lν
C2n s
2
‖F‖L1(X\Yn)
(5.1)
Recall s was fixed independent of n. Moreover since F ∈ L1(X, ν), ‖F‖L1(X\Yn)
tends to 0 as n → ∞. Recall that 1Tν , and hence Lν, may tend to 0 as Cn in-
creases. However, we are free to choose how quickly Cn tends to ∞. There-
fore we choose the sequence {Cn}∞n=1 tending to ∞ sufficiently slowly so that
limk→∞
∏k
n=1
(
1− LνC2n s2
)
= 0. In other words, we force the sum
∑∞
n=1
Lν
C2n
to
diverge. The proof is finished by the next lemma, which we apply to the sequences
δn =
Lν
C2n s
2 and ǫn = ‖F‖L1(X\Yn).
Lemma 5.12. Let 0 ≤ δn ≤ 1 for all n and limn→∞ ǫn = 0. Let {an}∞n=1 be a
sequence of non-negative numbers, such that
an+1 ≤ (1− δn)an + δnǫn.
Denote by ∆nm =
∏n
k=m+1(1 − δk), for 0 ≤ m ≤ n and ∆n−1 = 0 and ǫ0 = a1.
Then
an+1 ≤
n∑
k=0
(∆nk −∆nk−1)ǫk.
In particular if limn→∞ ǫn = 0 and limn→∞∆nk = 0, for all k ≥ −1 then
limn→∞ an = 0
Proof. Proof is by induction. For n = 0 we have a1 ≤ (∆00 −∆0−1)ǫ0 = a1. Assume
we proved this for k < n. Now for k = n we have
an+1 ≤ (1 − δn)an + δnǫn ≤ (1− δn)
n−1∑
k=0
(∆n−1k −∆n−1k−1)ǫk + (1 − (1− δn))ǫn.
Since (1 − δn)∆n−1k = ∆nk and ∆nn = 1 and ∆nn−1 = 1− δn, we have
an+1 ≤
n−1∑
k=0
(∆nk −∆nk−1)ǫk + (∆nn −∆nn−1)ǫn =
n∑
k=0
(∆nk −∆nk−1)ǫk.
This proves the formula.
Observe as 0 ≤ δk ≤ 1 we have that ∆nk−1 ≤ ∆nk , and ∆n+1k ≤ ∆nk , for 0 ≤ k ≤ n.
For ǫ > 0 there exits N such that for all n > N , ǫn ≤ ǫ.
So
an ≤
N−1∑
k=0
(∆nk−∆nk−1)ǫk+
n∑
k=N
(∆nk−∆nk−1)ǫk ≤
N−1∑
k=0
(∆nk−∆nk−1)ǫk+
n∑
k=N
(∆nk−∆nk−1)ǫ
Since the second sum telescopes we obtain
an ≤
N−1∑
k=0
(∆nk −∆nk−1)ǫk + (∆nn −∆nN−1)ǫ.
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Sending n → ∞ and using the fact that ∆nn = 1 and limn→∞∆nk = 0 for every
k ≥ −1, we obtain that 0 ≤ limn→∞ an ≤ ǫ. Sending, ǫ → 0, we complete the
proof. 
Observe that all of the families of spikes to which we applied Proposition 5.7
could have been chosen from the countable family corresponding to the indices{
αi, 1j ,k
}∞
i,j,k=1
⊂ A. This family is universal in that it does not depend on F , but
only on a particular choice of Vitaly covers for the BCn . We henceforth re-index
this family as {αi}∞i=1 ⊂ A. The corresponding family of spikes is therefore the
countable subfamily given by the theorem.
The second statement of the theorem follows by replacing the L1 norm by abso-
lute value and using the pointwise estimate given in part b) of the proposition. If
F is continuous the pointwise estimate gives uniform convergence on compact sets
since the limit of partial sums is nondecreasing.
To prove the theorem for an L1 almost lower semicontinuous function F , we first
chose a nondecreasing sequence of continuous approximations F1 ≤ F2 ≤ · · · ≤ F .
We may assume Fj < Fj+1 for all j > 0 by replacing Fj by Fj − ǫj for a sequence
of sufficiently small ǫj > 0 which tend to 0. Setting F0 = 0 we may write
F =
∞∑
j=1
Fj − Fj−1.
Since Fj − Fj−1 is bounded, continuous and uniformly positive, it satisfies the
hypotheses of the theorem and we have shown that Fj − Fj−1 =
∑∞
i=1 λαi,jfαi,j .
In particular,∥∥∥∥∥∥
∞∑
j=1
( ∞∑
i=1
λαi,jfαi,j
)∥∥∥∥∥∥
1
=
∥∥∥∥∥∥
∞∑
j=1
Fj − Fj−1
∥∥∥∥∥∥
1
= ‖F‖1 <∞.
However since the fαi,j and the λαi,j are all positive, we are free to rearrange this
sum. If we re-index the countable family {αi,j}∞i,j=1 into our universal family of
indices, {αi}∞i=1, then we obtain
0 =
∥∥∥∥∥∥F −
∞∑
j=1
( ∞∑
i=1
λαi,jfαi,j
)∥∥∥∥∥∥
1
=
∥∥∥∥∥F −
∞∑
i=1
λαifαi
∥∥∥∥∥
1
,
where
λαi =
{
0 {j : αi = αi,j} = ∅∑
{j:αi=αi,j} λαi,j {j : αi = αi,j} 6= ∅.
The λαi are the finite nonnegative coefficients guaranteed by the theorem.
Again the second statement of the theorem follows similarly by replacing the L1
norm by the absolute value and working pointwise in the obvious way.

6. Existence of the first moment for Q-spikes
In this section we would like to strengthen the result of the Theorem 5.2, with
some extra conditions. Recall that for lower semicontinuous functions we had∑∞
i=1 λi ‖fi‖1 = ‖F‖1 <∞. For our main applications we will need slightly better
convergence properties. Namely,
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Theorem 6.1 (Finite Moment and Entropy Theorem). Assume that we are in the
setting of Theorem 5.2. For convenience, assume the local doubling constants Tν,C
are bounded from above by Tν < ∞. In addition, assume that the family of unit
ν-spikes {(fα, rα, bα, Q, θ, Cα)}α∈A is a family of Q-spikes.
Assume that for every C, ǫ > 0 there is a finite Lebesgue subcover cover {B(bαi , rαi)}N(C,ǫ)i=1
of BC such that g(ǫ) ≤ rαi ≤ ǫ, for every i ∈ N and some positive increasing func-
tion g : [0,∞] → [0,∞] with g(r) < r for 1 > r > 0. For any uniformly positive
bounded Lipschitz function F with Lipschitz constant L, by Theorem 5.2 we may
choose a positive sequence {λαi}∞i=1 so that,
F =
∞∑
i=1
λifi(x)
with uniform convergence. Moreover, if g(ǫ) ≥ aǫk for some 0 < a < 1 and k ≥ 1,
then there is a constant A > 0, independent of F , such that the following hold.
1. If k = 1, ν(BC) ≤ 1− 1C6 log2(C) , then we may choose the constants λi > 0
so that in addition, the first moment satisfies
∞∑
i=1
λi ‖fi‖L1 log
1
‖fi‖L1
< A
[
1 + log
(
supz∈X F (z)
infz∈X F (z)
)
+ logL
]
‖F‖L∞ <∞
with entropy
−
∞∑
i=1
λi ‖fi‖L1 log (λi ‖fi‖L1) < A
[
1 + log
(
supz∈X F (z)
infz∈X F (z)
)
+ logL
]
‖F‖L∞ <∞.
2. If k = 1 and ν(BC) ≤ 1 − 1C2 log3(C) , or k > 1 and ν(BC) ≤ 1 − 1C4 log2(C) ,
then we may choose the constants λi > 0 so that in addition, the first
log-moment satisfies
∞∑
i=1
λi ‖fi‖L1 log log
1
‖fi‖L1
< A
[
1 + log
(
1 + log
(
supz∈X F (z)
infz∈X F (z)
)
+ logL
)]
‖F‖L∞ <∞.
3. if ν(BC) = 1 for some fixed C ≥ 1 and C2C2−Lν > k ≥ 1, then we could
choose the constants λi ≥ 0, such that the first moment satisfies
∞∑
i=1
λi ‖fi‖L1 log
1
‖fi‖L1
< A
[
1 + log
(
supz∈X F (z)
infz∈X F (z)
)
+ logL
]
‖F‖L1 <∞
with entropy
−
∞∑
i=1
λi ‖fi‖L1 log (λi ‖fi‖L1) < A
[
1 + log
(
supz∈X F (z)
infz∈X F (z)
)
+ logL
]
‖F‖L1 <∞.
Remarks 6.2. In our applications we will need to use basis functions normalized
to have unit mass instead of unit height, i.e. fi/ ‖fi‖L1 where ‖fi‖L∞ = 1. In
this case λi ‖fi‖L1 will be the coefficients of the sum instead of λi. Furthermore,
in our applications to a group Γ, log
(
1
‖fi‖L1
)
will roughly correspond to the word
length dΓ(e, γi) in Γ and λi ‖fi‖L1 is the value of the measure µ(γi). With these
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substitutions, the first moment, first log-moment and entropy formulas stated in
the above theorem respectively take on their more recognizable form of∑
γ∈Γ
µ(γ)dΓ(e, γ),
∑
γ∈Γ
µ(γ) log dΓ(e, γ) and −
∑
γ∈Γ
µ(γ) log µ(γ).
One may observe that the entropy formula is nearly that of the first moment,
except for the presence of an additional λi within the log term. For an L
∞ function
the λi are bounded above, but not below. Therefore, the entropy estimate implies
the first moment but not conversely. In particular, finite entropy need not hold
in the weakened estimate of case 2). In [Kai00] sufficient conditions for Poisson
boundaries are established including finite log-moment together with various other
possible estimates, not just finite entropy. It is for such potential usefulness that
we include this case here.
The third case is of most interest to us, since this incorporates the setting of a
(convex-)cocompact group of isometries of a CAT(−1) space acting on X = Λ (see
Section 8). However, this case still holds for any measure α-conformal density ν
on a δ-hyperbolic space so long as the Busemann functions are Lipschitz. Also by
taking k > 1 more general groups than convex-cocompact ones may be considered.
Suppose we wish to weaken our assumption on ν by allowing the local doubling
constants Tν,C for the spikes with Cα < C to depend on C so that they can become
unbounded. Then the theorem still holds in cases 1) and 2) if we everywhere replace
C by
√
Tν,CC. For instance in 1),
ν(BC) ≤ 1− 1
C6 log2 C
becomes ν(BC) ≤ 1− 1
T 3ν,CC
6 log2(
√
Tν,CC)
.
However, in our main application of this theorem Tν will be bounded above.
Proof of Theorem 6.1. We will examine the proof of Theorem 5.2 paying closer
attention to δ and t. In case 3) we will assume for the moment that F is Lipschitz
and prove the general case only at the end. As shown in Theorem 5.2 we may
restrict to a countable index subset of A whose corresponding family of spikes has
the same properties. Therefore we will assume without loss of generality that A is
countable.
Again the construction is by induction. By our assumption Tν < ∞, it follows
that the constant Lν < 1 from Proposition 5.7 is universally bounded from below.
We will henceforth assume Lν is this lower bound. Fix s > 2 and recall that by
the considerations in Theorem 5.2, we may assume BCn is compact, otherwise we
replace it by a compact set approximating it in measure. For case 1) we must
take care to choose a sequence Cn tending to infinity sufficiently slowly to obtain
convergence in L1, but no slower than necessary as there will be a trade-off with
the speed of convergence of ν(BCn) to 1. In case 1) choose the sequence Cn to be
Cn = max
{
1,
√
Lν
5s2n
}
. It will turn out that this choice is roughly optimal.
Recall that RN (x) = F (x)−
∑N
n=1 hn(x) where we build hn(x) by induction.
Assume that we have built RN−1(x). There exists δN > 0 such that for every
x ∈ X and y ∈ BCN such that d(x, y) ≤ δN we have
s ≥ RN−1(y)
RN−1(x)
.
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Set ǫ0 = 1 and recursively define
ǫi = min
(
δi
ti
, ǫi−1
)
.
We may assume we have found ǫN−1 and now we show that a sufficient choice of
δN is
δN = min
{
(s− 1) infx∈X RN−1(x)
supy∈X Dg(ǫN−1)(RN−1)(y)
, g(ǫN−1)
}
.
Indeed, if x ∈ X and y ∈ BCN are such that d(x, y) ≤ δN ≤ g(ǫN−1) then
s ≥
δN supz∈BCN Dg(ǫN−1)RN−1(z)
infz∈X(RN−1(z))
+ 1
≥ δN
infz∈X(RN−1(z))
sup
z∈BCN
0<d(x,z)≤g(ǫN−1)
|RN−1(z)−RN−1(x)|
d(x, z)
+ 1
≥ RN−1(y)−RN−1(x)
RN−1(x)
+ 1 =
RN−1(y)
RN−1(x)
.
Also recall that
tN =
(
supy∈BCN (RN−1(y))
infx∈X(RN−1(x))
) 1
Q
+ 1.
Since we can choose a finite Besecovitch cover
{
B(b
α
(N)
i
, r
α
(N)
i
)
}kN
i=1
with g(ǫN) ≤
r
α
(N)
i
≤ ǫN , we can apply Proposition 5.7 b) to the function βRN−1 for a fixed
constant β < 1. Specifically, there exists a hN (x) =
∑kN
i=1 λ
(N)
i fα(N)i
(x) ∈ V+ such
that we have
hN(x) ≤ βRN−1(x),
and
Lνβ
C2Ns
2
‖RN−1(x)‖BCN ≤ ‖hN‖BCN .
As will become apparent, the role of the constant β is simply to make certain
that RN−1 − hN is uniformly positive. Recall that for all N > 5s2Lν , we have
CN =
√
Lν
5s2N . From now on we fix s ∈ (1, 2) and without loss of generality assume
β was chosen sufficiently close to 1 so that for all N > 5s
2
Lν
,
5
N
≥ Lνβ
C2Ns
2
≥ 4
N
.
(In the case 3) where ν(BC) = 1 and
1
k +
Lν
C2 > 1 chose s and β sufficiently close to
1 so that 1k +
Lνβ
s2C2 > 1.)
Therefore we obtain
RN (x) = RN−1(x)− hN (x) ≥ (1− β)RN−1(x),
or inductively,
RN (x) ≥ F (x)(1 − β)N .
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Setting Yn = BCN from inequality (5.1) the fact that ‖RN−1‖L∞(X) ≤ ‖F‖L∞(X),
we have
‖RN‖L1(X) ≤
(
1− Lνβ
C2Ns
2
)
‖RN−1‖L1(X) +
Lνβ
C2Ns
2
‖F‖L∞(X) ν(X −BCN ).(6.1)
By Lemma 5.12, RN → 0 since
∞∑
i=1
1
C2i
=∞ and ν(BCN ) → 1. Recall that for
each a > 0, limN→∞Na
∏N
i=[a]+1
(
1− ai
)
is a positive number. We may solve the
recursive inequality (6.1) for ‖RN‖L1(X) given above (see Lemma 5.12). For some
constants C′ and C′′ we obtain
‖RN+1‖L1(X) ≤ ‖F‖L∞(X)
N∑
k=1
Lνβ ν(X −BCk)
C2ks
2
[
N∏
i=k+1
(
1− Lνβ
C2i s
2
)]
≤ ‖F‖L∞(X)
N∑
k=1
C′′ ν(X −BCk)
k
[
N∏
i=k+1
(
1− 4
i
)]
≤ ‖F‖L∞(X)
N∑
k=1
C′ ν(X −BCk)
k
(
k
N
)4
.
Therefore in case 1), the sum becomes ‖F‖L∞(X)N−4
N∑
k=1
C′
log2(k)
. It is straight-
forward to bound this sum from above we bound this sum from above, say by by
integration. After relabelling C′ we may obtain a bound of
‖RN+1‖L1(X) ≤
C′ ‖F‖L∞(X)
N3 log2(N)
.
In case 2), where in either case ν(BC) ≤
(
1− k
log(k)C4 log2(C)+C2 log3(C)
)
, the
same estimate yields
‖RN+1‖L1(X) ≤
C′ ‖F‖L∞(X)
log(k)N2 log2(N) +N log3(N)
.
In the case 3), where ν(BC) = 1, we have
‖RN+1‖L1 ≤ ‖F‖L1
(
1− Lνβ
C2s2
)N
.
Therefore, we obtain that
F (x) =
∞∑
N=1
hN (x) =
∞∑
N=1
kN∑
i=1
λ
(N)
i fα(N)i
(x)
with convergence in L1-norm. Also
kN∑
i=1
λ
(N)
i
∥∥∥fα(N)i
∥∥∥
L1
= ‖hN‖L1 ≤ β ‖RN−1‖L1 .
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Therefore, after renaming C′ we have
kN∑
i=1
λ
(N)
i
∥∥∥fα(N)i
∥∥∥
L1(X)
≤


C′‖F‖L∞(X)
N3 log2(N)
case 1)
C′‖F‖L∞(X)
log(k)N2 log2(N)+N log3(N)
case 2)
C′ ‖F‖L1(X)
(
1− LνβC2s2
)N
case 3)
(**)
Now we would like to connect ǫN+1 to ǫN . (it might seem that it is easier to connect
ǫN and ǫN−1, but the former relation is easier to write).
Since hN (x) ∈ V+ and rα(N)i ≥ g(ǫN ) and hN (x) is composed of Q-spikes we
have,
Dg(ǫN )RN (x) ≤ Dg(ǫN )RN−1(x) +Dg(ǫN )hN(x)
So
Dg(ǫN )hN(x) ≤
kN∑
i=1
λ
(N)
i Dg(ǫN )fα(N)i
(x) ≤
kN∑
i=1
λ
(N)
i Dr
α
(N)
i
f
α
(N)
i
(x)
≤
kN∑
i=1
λ
(N)
i
CNfα(N)i
(x)
r
α
(N)
i
≤ CN
g(ǫN )
hN (x)
≤ CN
g(ǫN )
βRN−1(x).
In particular, since g(ǫN) ≤ g(ǫN−1),
sup
z∈X
(Dg(ǫN )RN (z)) ≤ sup
z∈X
(Dg(ǫN )RN−1(z)) + sup
z∈X
Dg(ǫN )hN (z)
≤ sup
z∈X
(Dg(ǫN−1)RN−1(z)) + sup
z∈X
Dg(ǫN )hN (z),
and recalling that g(ǫN) ≤ ǫN ≤ δNtN and
sup
z∈X
(Dg(ǫN−1)RN−1(z)) ≤
(s− 1) infz∈X(RN−1(z))
δN
≤ (s− 1) infz∈X(RN−1(z))
tNǫN
the previous inequality becomes, for N ≥ 1,
sup
z∈X
(Dg(ǫN )RN (z)) ≤
(s− 1) infz∈X(RN−1(z))
tN ǫN
+
CN β
g(ǫN)
sup
z∈X
(RN−1(z))
≤
(
s− 1
tN
+ CN β
)
supz∈X(RN−1(z))
g(ǫN )
≤ (s− 1)CN supz∈X(RN−1(z))
g(ǫN )
,
since tN ≥ 2, β < 1 and s > 2.
Therefore using the above estimate, we have
δN+1 = min
{
(s− 1) infz∈X(RN (z))
supz∈X(Dg(ǫN )RN (z))
, g(ǫN )
}
≥ infz∈X(RN (z))
CN supz∈X(RN−1(z))
g(ǫN )
Therefore we obtain,
δN+1
tN+1
≥ infz∈X(RN (z))
CN supz∈X(RN−1(z))tN+1
g(ǫN ).
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Now we have
tN+1 − 1 =
(
supz∈BCN+1 (RN (z))
infz∈X(RN (z))
) 1
Q
≤
(
1
(1 − β)N
supz∈X F (z)
infz∈X F (z)
) 1
Q
,
and since tN ≥ 2 we also have
tN ≤ 2(tN − 1).
Therefore we obtain
δN+1
tN+1
≥ (1 − β)
N(1+ 1Q )
2(1− β)CN g(ǫN )
(
infz∈X F (z)
supz∈X F (z)
)N(1+ 1Q )
.
Since ǫN > (1− β)N(1+
1
Q )g(ǫN ), we have
ǫN+1 = min
(
δN+1
tN+1
, ǫN
)
≥ (1− β)
N(1+ 1Q )
2CN
g(ǫN)
(
infz∈X F (z)
supz∈X F (z)
)(1+ 1Q )
≥ K ′
(
(1− β)N infz∈X F (z)
supz∈X F (z)
)2
g(ǫN ),
for some constant K ′ < 1 which is independent of N since CN is dominated by the
additional exponential term. This is still true in case 3) of the theorem where we
may consider CN to be eventually constant.
Lemma 6.3. Assume g(ǫ) ≥ aǫk for some 1 > a > 0 and k ≥ 1.
(1) if k = 1, then there exists λ0 > 0, independent of F , such that for all N we
have
ǫN+1 ≥ e
−λN2
supz∈X D1F (z)
where λ = λ0
[
1 + log
(
supz∈X F (z)
infz∈X F (z)
)]
.
(2) if k > 1, then there exists λ0 > 0, independent of F , such that for all N we
have
ǫN+1 ≥ e−λkN where λ = λ0
[
1 + log
(
supz∈X F (z)
infz∈X F (z)
)
+ log
(
sup
z∈X
D1F (z)
)]
.
Proof. Let aN = log(ǫN ). Making a gross underestimate, the inequality
ǫN+1 ≥ K ′
(
(1− β) infz∈X F (z)
supz∈X F (z)
)2N
g(ǫN )
implies for N ≥ 1,
aN+1 ≥ 2N log
(
(1 − β) infz∈X F (z)
supz∈X F (z)
)
+ kaN + log (K
′ a).
So inductively we obtain
aN+1 ≥ 2 log
(
(1 − β) infz∈X F (z)
supz∈X F (z)
) N∑
i=1
(N − i)ki + kNa1 + log (K ′ a)
N∑
i=1
ki.
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Recall that R0 = F so ǫ1 =
δ1
t1
>
(
infz∈X F (z)
2 supz∈X F (z)
)2
supz∈X D1F (z)
. If k = 1, then since 1− β < 1
and K ′a < 1 we have that
aN+1 ≥ 2 log
(
(1− β) infz∈X F (z)
supz∈X F (z)
) N∑
i=1
(N − i) + a1 +N log (K ′ a)
≥ 2 log
(
(1− β) infz∈X F (z)
supz∈X F (z)
)
N2 +N
2
+ a1 +N log (K
′ a)
≥ −λ0
[
1 + log
(
supz∈X F (z)
infz∈X F (z)
)]
N2 − log sup
z∈X
D1F (z),
for some λ0 > 0. This proves 1).
If k > 1, then
aN+1 ≥ 2 log
(
(1− β) infz∈X F (z)
supz∈X F (z)
) N∑
i=0
(N − i)ki + kNa1 + log (K ′ a)
N∑
i=0
ki
= kN
(
2 log
(
(1 − β) infz∈X F (z)
supz∈X F (z)
) N∑
i=0
ik−i + a1 + log (K ′ a)
N∑
i=0
ki−N
)
≥ −λ0
[
1 + log
(
supz∈X F (z)
infz∈X F (z)
)
+ log
(
sup
z∈X
D1F (z)
)]
kN ,
for some λ0 > 0.
This proves the lemma. 
Now we continue with the proof of Theorem 6.1. By overestimating the first
case, we can incorporate both cases of Lemma 6.3 into one estimate. Namely, there
exists a λ > 0 given by the second part of the lemma such that
ǫN+1 ≥ e−λN
2kN .
Now from the definition of a spike, we have that for all N and i = 1, . . . , kN , if
K = Lνβ5s2 , then∥∥∥fα(N)i
∥∥∥
L1∥∥∥fα(N)i
∥∥∥
L∞
≥
ν(B(b
α
(N)
i
, r
α
(N)
i
))
CN
≥
rQ
α
(N)
i
C2N
≥ e
−λQ(N−1)2k(N−1)
KN
In case 3), this becomes∥∥∥fα(N)i
∥∥∥
L1∥∥∥fα(N)i
∥∥∥
L∞
≥ e
−λQ(N−1)2k(N−1)
C2
.
Now we use the estimate (**) and the above estimates to finish each case. We
set the constant L to be the global Lipschitz constant for F .
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Case 1). Using the fact that spikes are unit, our construction yields
∞∑
N=1
kN∑
i=1
λ
(N)
i
∥∥∥fα(N)i
∥∥∥
L1
log

 1∥∥∥fα(N)i
∥∥∥
L1


≤
∞∑
N=1
kN∑
i=1
λ
(n)
i
∥∥∥fα(N)i
∥∥∥
L1
(
λQ(N − 1)2 + 2 log(KN))
≤
∞∑
N=1
C′ ‖F‖L∞(X)
N3 log2(N)
(
λQ(N − 1)2 + 2 log(KN))
< A
[
1 + log
(
supz∈X F (z)
infz∈X F (z)
)
+ logL
]
‖F‖L∞(X) <∞.
Case 2). Using that log(x + y) ≤ log(x) + y for x ≥ 1 and y > 0, for a possibly
different constant C′ we obtain,
∞∑
N=1
kN∑
i=1
λ
(N)
i
∥∥∥fα(N)i
∥∥∥
L1
log log

 1∥∥∥fα(N)i
∥∥∥
L1


≤
∞∑
N=1
kN∑
i=1
λ
(n)
i
∥∥∥fα(N)i
∥∥∥
L1
log
(
λQ(N − 1)2kN−1 + 2 log(KN))
≤
∞∑
N=1
C′ ‖F‖L∞(X)
log(k)N2 log2(N) +N log3(N)
(N log(k) + log(λN))
< A
[
1 + log
(
1 + log
(
supz∈X F (z)
infz∈X F (z)
)
+ logL
)]
‖F‖L∞(X) <∞.
Case 3). The construction yields
∞∑
N=1
kN∑
i=1
λ
(N)
i
∥∥∥fα(N)i
∥∥∥
L1
log

 1∥∥∥fα(N)i
∥∥∥
L1


≤
∞∑
N=1
kN∑
i=1
λ
(n)
i
∥∥∥fα(N)i
∥∥∥
L1
(λQ(N − 1)2kN−1 + 2 log(C))
≤
∞∑
N=1
C′ ‖F‖L1
(
1− Lνβ
C2s2
)N
(λQ(N − 1)2kN−1 + 2 log(C))
< A
[
1 + log
(
supz∈X F (z)
infz∈X F (z)
)
+ logL
]
‖F‖L1 <∞.
Since 1k +
Lνβ
C2s2 > 1 we have that(
1− Lνβ
C2s2
)
k < 1,
and in this case the sum converges. Note that in each case the constant A does not
depend on F .
For the bound on the entropy we recall that kN is the number of elements in the
Besicovitch cover with radii on the scale of ǫN . By passing to a subcover, we may
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assume kN has been chosen minimally. Since the cover is Besicovitch and by the
condition on ν in the definition of a Q-spike, we have
kN ≤ K
ǫQN
≤ KLeλQ(N−1)2kN−1
for some constant K independent of N .
Now as before we break the computation into cases. The convexity of − log
implies for case 1),
−
∞∑
N=1
kN∑
i=1
λ
(N)
i
∥∥∥fα(N)i
∥∥∥
L1
log
(
λ
(N)
i
∥∥∥fα(N)i
∥∥∥
L1
)
≤ −
∞∑
N=1
(
kN∑
i=1
λ
(N)
i
∥∥∥fα(N)i
∥∥∥
L1
)
log
(
1
kN
kN∑
i=1
λ
(N)
i
∥∥∥fα(N)i
∥∥∥
L1
)
≤ −
∞∑
N=1
C′ ‖F‖L∞(X)
N3 log2(N)
log
(
C′ ‖F‖L∞(X)
kNN3 log
2(N)
)
≤
∞∑
N=1
C′′ ‖F‖L∞(X)
N3 log2(N)
(
λQN2 + 4 log(N)− log ‖F‖L∞(X)
)
< A
[
1 + log
(
supz∈X F (z)
infz∈X F (z)
)
+ logL
]
‖F‖L∞(X) <∞.
Repeating this procedure for case 3) using the estimate in (**) is similar. This
completes the proof of the theorem. 
Remarks 6.4. If we wish to extend the theorem to a more general class of F , then we
can approximate a bounded uniformly positive lower semicontinuous F ∈ L1(X, ν)
by an increasing sequence of Lipschitz (see [Mic01]) functions and use an argument
similar to that in the proof of Theorem 5.2. Because the estimates are in terms
of ‖F‖L∞ in case 1) and 2), this method fails. In fact, it is easy to construct a
continuous function F on the interval [0, 1] for which any increasing sequence of
Lipschitz approximations Fj satisfies
∑∞
j=1 ‖Fj − Fj−1‖∞ =∞.
However, in case 3) this approach can work. One explicit way of doing this
is to consider the metric space version of the quadratic Moreau-Yosida infimal
convolution approximation. Namely, let Fs be defined by
Fs(x) := inf
y∈X
{
F (y) + sd(x, y)2
}
.
For lower semicontinuous F , the functions Fs satisfy
(1) For all s ≥ 0, Fs is Lipschitz with Lipschitz constant s.
(2) For all t ≥ s ≥ 0, we have Fs ≤ Ft ≤ F and lims→∞ Fs(x) = F (x).
(3) For all s ≥ 0, we have infx∈X Fs(x) = infx∈X F (x) = H0.
Items 2) and 3) are routine to verify. For the first statement, see Chapter 5 of
[CLSW98] or [CLW95] and observe that the proof only depends on the triangle
inequality and not on the distance being a norm.
If F arises as a strictly increasing pointwise limit of such uniformly positive
bounded Lipschitz functions Fi with Lipschitz constants Li and
∞∑
i=1
log(Li) ‖Fi − Fi−1‖ <∞,
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then it is not hard to show that the conclusion of case 3) of the theorem still holds,
except for the quantitative bounds. However this condition most likely fails for
continuous functions whose pointwise modulus of continuity is greater than − 1log
on a positive measure set, but we did not check this.
7. Radon-Nikodym derivatives are spikes for δ-hyperbolic spaces.
Now we recall the notation of the first section. For a Gromov δ-hyperbolic space
(X, d) and α > 0, we would like to find an α-quasiconformal measure, but we do
not know that any exist. If we let αǫ be the Hausdorff dimension of the metric
δǫp (or equivalently, the bilipschitz quasimetric d
ǫ
p) and let mp be the correspond-
ing αǫ -dimensional Hausdorff measure, then mp is a reasonable candidate for such
a measure. In the case that X is geodesic and Γ acts quasiconvex cocompactly
on X , Coornaert showed (Proposition 7.5 of [Coo93]), based on an argument of
Sullivan [Sul79], that mp is α-quasiconformal and any two α-quasiconformal mea-
sures are equivalent with a bounded uniformly positive Radon-Nikodym derivative.
Nevertheless, even in this setting, it is not clear that there exist continuous α-
quasiconformal measures.
In this section we will prove Theorem 0.1. For this purpose we now allow α to
be any positive number. However, we have already seen in Sections 1 and 2 that,
at least for the somewhat regular spaces, we must assume α to be sufficiently large
in order for α-quasiconformal measures even to exist.
Proposition 7.1. Let X be a δ-hyperbolic metric space which is Gromov prod-
uct bounded with respect to Γ and some p ∈ X. For any α > 0, let ν be an
α-quasiconformal measure which does not consist of a single atom. Then there ex-
ist constants β ≥ 1 and D0 > 0, independent of p, such that for all D ≥ D0, all
ǫ > 0 and all γ ∈ Γ,(
e2α(x·γ
−1p)p , e−ǫ(Up,γ−D), z+p,γ ,
α
ǫ
,
α
ǫ
, βeα(10δ+2D)
)
is a ν-spike on ∂X with respect to the quasimetric dǫp.
Proof. We must verify the conditions of Definition 4.1. Recall that
Op(γ,D) =
{
x : dǫp(z
+
p,γ , x) ≤ e−ǫ(Up,γ−D)
}
.
By the Shadow Lemma (1.26) there exist D0 and β ≥ 1 such that for all D ≥ D0
we have
ν(Op(γ,D)) ≤ βe−αUp,γ e2αD.
We also have
1
β
e−αUp,γ ≤ ν(Op(γ,D)).
Now for all z, x ∈ ∂X such that dǫp(z, x) ≤ eǫ(Up,γ−D) by Lemma 1.12 observe that
|(x · γ−1p)p − (z · γ−1p)p| ≤ 2δ +D. In particular
e2α(x·γ
−1p)p ≥ e−2α(2δ+D)e2α(z·γ−1p)p .
This implies condition 3).
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Now it is not difficult to obtain condition 1). For all x ∈ ∂X such that
dǫp(z
+
p,γx) ≤ eǫ(Up,γ−D), we also have that
e2α(x·γ
−1p)p ≥ e−2α(2δ+D)e2α(z+p,γ ·γ−1p)p ≥ e−2α(4δ+D)e2αUp,γ ,
since (z+p,γ · γ−1p)p ≥ Up,γ − δ. This implies condition 1).
Condition 2): By definition of Up,γ it follows from the Shadow Lemma 1.26
that ν has (αǫ ,
α
ǫ )-decay. For this case we also assume x /∈ Op(γ,D), so we have
(x · z+p,γ)p ≤ Up,γ −D. On the other hand, for all y ∈ Op(γ,D) we have (y · z+p,γ)p ≥
Up,γ −D ≥ (x · z+p,γ)p. Now by δ-hyperbolicity we have
(x · y)p ≥ min((x · z+p,γ)p, (y · z+p,γ)p)− δ ≥ (x · z+p,γ)p − δ.
By Lemma 1.13 we have that for all x /∈ Op(γ, 0) and all y ∈ Op(γ,D), we have
eǫ(x·γ
−1p)p ≤ e
3ǫδ
dǫp(x, z
+
p,γ)
≤ e
4ǫδ
dǫp(x, y)
.
Combining these estimates together, we obtain
e2α(x·γ
−1p)p =
1
ν(Op(γ,D))
∫
Op(γ,D)
e2α(x·γ
−1p)pdν(y)
≤ 1
ν(Op(γ,D))
∫
Op(γ,D)
e8αδ
dǫp(x, y)
2α
ǫ
ν(y)
By setting r = e−ǫ(Up,γ−D) we obtain
r
α
ǫ e2α(z
+
p,γ ·γ−1p)p ≥ eα(Up,γ+D)−2αδ ≥ e
αD−2αδ
βν(Op(γ,D))
.
This implies the second condition, and therefore,(
e2α(x·γ
−1p)p , e−ǫ(Up,γ−D), zp,γ ,
α
ǫ
,
α
ǫ
,max
{
βeα(10δ−D), eα(8δ+2D)
})
is a spike for every D ≥ D0. For simplicity we note that
max
{
βeα(10δ−D), eα(8δ+2D)
}
< βeα(10δ+2D),
and so we use the right hand expression for the spike constant.
Lastly, to show we have a ν-spike, observe that the local doubling constants are
given by
ν(Op(γ,D + log(5)/ǫ))
ν(Op(γ,D))
≤ β2e2α(D+log(5)/ǫ).
This proves the lemma. 
Corollary 7.2. Let X be as in Proposition 7.1 and ν a nonatomic α-quasiconformal
measure with constant C. If ν′ = fν for a uniformly positive f ∈ L∞(X, ν), then
there exists a constant β ≥ 1 and D0 > 0 such that for all D ≥ D0 and all ǫ > 0,(
d(γ⋆ν
′)
dν
, e−ǫ(Up,γ−D), z+p,γ ,
α
ǫ
,
α
ǫ
, C2βeα(10δ+2D) ‖f‖L∞
∥∥∥∥ 1f
∥∥∥∥
L∞
)
is a ν-spike on ∂X with respect to the quasimetric dǫp.
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Proof. Observe that
dγ∗ν′
dν
(x) = f(γ−1x)
dγ∗ν
dν
(x)
and that for some C ≥ 1,
C−1e2α(x·γ
−1p)p ≤ eαd(p,γ−1p) dγ∗ν
dν
(x) ≤ Ce2α(x·γ−1p)p .
Since f is bounded from below and above we apply Lemma 4.5 twice to the previous
proposition to obtain the result. 
Proof of Theorem 0.1. Fix p ∈ X . Corollary 7.2 implies that the set of 6-tuples,{(
dγ⋆ν
dν
, e−ǫ(Up,γ−D), z+p,γ ,
α
ǫ
,
α
ǫ
, C(D)
)}
γ∈Γ,D≥D0
,
are a family of ν-spikes where C(D) = βeα(10δ+2D). Observe that the balls
Bdǫp(z
+
p,γ , e
−ǫ(Up,γ−D)) in the quasimetric dǫp are exactly Op(γ,D). Observe, that
every Radon-Nykodym derivative appears once for each D ≥ D0. Noting that Up,γ
is comparable to d(p, γ−1p), from the expression of Remark 1.25 we can write the
radial limit set as
Λr(Γ) =
⋃
D≥D0
⋂
r>0
⋃
{γ∈Γ|e−ǫ(Up,γ−D)≤r}
Op(γ,D).
Note that C(D) and D are monotone increasing with respect to each other. Write
D(·) for the inverse function to C(·). In terms of the notation of Theorem 5.2,
we have BC(r) =
⋃
{γ∈Γ|e−ǫ(Up,γ−D)≤r}
Op(γ,D(C)). Our assumption that the radial
limit set has full measure within the limit set implies that limC→∞ ν(BC) = 1. We
also assumed that dγ⋆νdν is continuous for each γ ∈ Γ. We will apply Theorem 5.2 to
this family of continuous spikes (normalized to be unit spikes), and we take F = dν
′
dν
which we assumed to be lower semicontinuous.
Before applying the Basis Theorem, we first need to know that ν has
(
α
ǫ ,
α
ǫ
)
-
decay. Since (X,Γ) is assumed to be quasiconvex cobounded, for any point z ∈ ∂X ,
there is a C-quasigeodesic ray ending in z for some universal constant C. Therefore
for any r > 0, the family of shadows {Op(γ,D)}γ∈Γ has a member containing z
and with dǫp radii bounded between Cr and
1
C r for some fixed C > 1 and any
sufficiently small r > 0. Therefore the Shadow Lemma 1.26 implies that ν is
upper and lower αǫ -regular with respect to d
ǫ
p. Hence Lemma 3.3 implies the decay
property. Incidentally, the lower regularity gives us the strong doubling property
for ν, though we did not need this.
Similarly, when ν = νp belongs to a bounded density {νq}q∈X , case b’) of the
Shadow Lemma together with the assumption on X implies the upper regularity
for shadows {Op(q,D)}q∈X which form a cover of Λr with radii bounded between
Cr and 1C r for some fixed C > 1 and any sufficiently small r > 0. This implies the
upper Ahlfors regularity for ν on Λr without the quasiconvex cobounded assumption
on Γ. In particular, ν has
(
α
ǫ ,
α
ǫ
)
decay.
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Theorem 0.1 now follows from the Basis Theorem by taking µ(γ) = λγ , since for
every measurable set E we have
µ ⋆ ν(E) =
∫
E
∑
γ∈Γ
µ(γ)
dγ⋆ν
dν
dν =
∫
E
dν′
dν
dν = ν′(E).

Proof of Corollary 0.3. By the proximality criterion established in [Fur73] we need
to show that for each x ∈ Λ, there is a sequence (γi) ⊂ Γ such that γi∗ν con-
verges weakly to an atomic measure (of any positive weight) at x. Since x ∈ Λ
there is a sequence (γi) such that for the base point p ∈ X , γip tends to x. In
particular, (γ−1i p · x)p and d(p, γip) both tend to ∞ as i does. Since ν is bounded
α-quasiconformal,
∫
Λ dγi∗ν ≥ C independently of i. On the other hand for any
open neighborhood O ⊂ Λ of x, we have∫
Λ\O
dγi∗ν =
∫
Λ\O
dγi∗ν
dν
(z)dν(z) ≤
∫
Λ\O
Ce−αρp,z(γ
−1
i p)dν(z)
which vanishes as i tends to ∞ since (z · γ−1i p)p remains bounded for z 6∈ O while
d(p, γ−1i p) becomes uniformly large. Therefore, {γ∗ν}γ∈Γ forms a proximal family
on Λ. 
8. Radon-Nikodym derivatives as Q-spikes
In this section we prove Theorem 0.4. We assume that (H, d) is a CAT(-1) space
and that ν is a Lipschitz α-quasiconformal measure on Λ ⊂ ∂H for any α > 0 for
which one exists. In order to avoid treating separate cases in the analysis below,
we will also assume ǫ ≤ α.
For each γ ∈ Γ we let fγ(z) = dγ⋆νdν (z). Recall that Up,γ = d(p, γ−1p) and set
z+p,γ to be the end of a geodesic starting at p and passing through γ
−1p. In this
section we will show the following proposition.
Proposition 8.1. For each p ∈ H and γ ∈ Γ, the tuple(
e2α(x·γ
−1p)p , e−ǫ(d(p,γ
−1p)−D), z+p,γ ,
α
ǫ
,
α
ǫ
, C(α, ǫ,D)
)
is a Q-spike for Q = αǫ , where C(α, ǫ,D) only depends on α, ǫ and D.
We will need the following lemmas.
Lemma 8.2. Let ρ, ρ′ be two metrics on ∂H. Let x ∈ ∂H. Define f(z) = ρ′(x,z)ρ(x,z) .
Then for any z, y 6= x we have
f(z)− f(y)
ρ(z, y)
≤ f(z)
ρ(x, y)
+
ρ′(z, y)
ρ(z, y)
1
ρ(x, y)
.
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Proof.
|f(z)− f(y)|
ρ(z, y)
=
|ρ′(x,z)ρ(x,z) − ρ
′(x,y)|
ρ(x,y)
ρ(z, y)
=
|ρ′(x, z)ρ(x, y)− ρ′(x, y)ρ(x, z)|
ρ(z, y)ρ(x, z)ρ(x, y)
=
=
ρ′(x, z)|ρ(x, y)− ρ(x, z)|+ |ρ′(x, z)− ρ′(x, y)|ρ(x, z)
ρ(z, y)ρ(x, z)ρ(x, y)
=
=
f(z)
ρ(x, y)
|ρ(x, y)− ρ(x, z)|
ρ(z, y)
+
|ρ′(x, z)− ρ′(x, y)|
ρ(z, y)
1
ρ(x, y)
By triangle inequality we have |ρ(x, y) − ρ(x, z)| ≤ ρ(y, z) and |ρ′(x, z) −
ρ′(x, y)| ≤ ρ′(z, y)
Substituting we obtained required inequality. 
Now we apply this lemma to our Radon-Nikodym derivatives. The following
can be viewed as a quantitative version of the Lipschitz property for Busemann
functions established by Bourdon [Bou96]. Perhaps this can be derived directly
from that result.
Lemma 8.3. For p, q ∈ H, fix ǫ such that dǫp and dǫq are metrics. Then
|eǫ(z·q)p − eǫ(y·q)p |
dǫp(y, z)
≤ 4eǫd(p,q) e
ǫ(z·q)p
diam(Λ)
,
for any y, z ∈ ∂H.
Proof. Fix x ∈ ∂H such that dǫp(y, x) ≥ diam(Λ)2 . Let
f(w) =
dǫq(w, x)
dǫp(w, x)
.
By Lemma 1.14 we have
dǫq(z, y)
dǫp(z, y)
≤ f(z)eǫ((y·q)p−(x·q)p) ≤ f(z)eǫd(p,q)
By Lemma 8.2 we have
|f(z)− f(y)|
dǫp(z, y)
≤ f(z)
dǫp(x, y)
+
dǫq(z, y)
dǫp(z, y)
1
dǫp(x, y)
≤ 4f(z)e
ǫd(p,q)
diam(Λ)
.
Now use the fact that
f(w) = eǫ(w·q)peǫ(x·q)p ,
to eliminate f everywhere in the above formula. To finish the proof divide every-
thing by eǫ(x·q)p . 
Proof of Proposition 8.1. Let D0 be the constant from Lemma 1.26. Fix any D ≥
D0, so that by Proposition 7.1(
e2α(x·γ
−1p)p , e−ǫ(d(p,γ
−1p)−D), z+p,γ ,
α
ǫ
,
α
ǫ
, C(α,D)
)
is a ν-spike for C(α,D) = βeα(10δ+2D). Set q = γ−1p and r = e−ǫ(d(p,q)−D).
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Now apply the inequality |xk − yk| ≤ k|x − y|max(x, y)k−1 for all k ≥ 1 to the
Lemma 8.3 to obtain
|eα(z·q)p − eα(y·q)p |
dǫp(y, z)
≤ α
ǫ
|eǫ(z·q)p − eǫ(y·q)p |
dǫp(y, z)
max(eǫ(z·q)p , eǫ(y·q)p)
α
ǫ −1 ≤
≤ 4α
ǫ
eǫd(p,q)
eǫ(z·q)p
diam(Λ)
max(eǫ(z·q)p , eǫ(y·q)p)
α
ǫ −1.
From the definition of ν-spike we have that eα(z·q)p ≤ C(α,D)eα(y·q)p for all z, y
such that dǫp(z, y) ≤ e−ǫ(d(p,γ
−1p)−D). This implies that
Dre
2α(y·q)p ≤ 4α
ǫ
eǫd(p,q)
eα(y·q)p
diam(Λ)
C(α,D)
α−ǫ
α =
=
4αC(α,D)
α−ǫ
α eαD
ǫ diam(Λ)
e2α(y·q)p
r
.
However, we assumed ν was α-quasiconformal, so the Shadow Lemma 1.26 shows
ν(B(z+p,γ , e
−ǫ(d(p,q)−D))) ≥ βeαd(p,q) = βr αǫ e−αD.
Setting C(α, ǫ,D) = max(4αC(α,D)
α−ǫ
α eαD
ǫ diam(Λ) , C(α,D), βe
αD) we finish the proof. 
Proof of Theorem 0.4. Since ν is Lipschitz α-quasiconformal, and in light of Lemma
3.8, each Radon-Nikodym derivative dγ⋆νdν can be expressed as
dγ⋆ν
dν
(z) = Rγ(z)e
2α(γ−1p·z)pe−αd(p,γ
−1p)
for a Lipschitz function Rγ on Λ satisfying K
−1 ≤ Rγ ≤ K and DrRγ ≤ Kr , for
a constant K ≥ 1 independent of γ ∈ Γ and all r > 0. Hence by Lemma 4.9 the
tuples (
dγ⋆ν
dν
, e−ǫ(d(p,γ
−1p)−D), z+p,γ ,
α
ǫ
,
α
ǫ
,K2C(α, ǫ,D)
)
also form a family of αǫ -spikes indexed by γ ∈ Γ and all D ≥ D0.
We assumed that diam(X/Γ) < ∞, so we may set D = max {diam(X/Γ), D0}.
Hence, for everyR > 0, the union of shadows
⋃
{γ|R−D≤d(p,γ−1p)≤R} Op(γ,D) covers
Λ. We assume that this was the choice of D taken in the proof of Proposition 8.1
above. In the notation of Theorem 6.1, this means that we can take g(r) = e−ǫDr
and that BC = Λ where C = K
2C(α, ǫ,D).
We now apply case 3) of Theorem 6.1 to these spike and set the function F = 1.
Setting µ(γ) = λγ , then as in the proof of Theorem 0.1 we have µ ⋆ ν = ν. Since µ
also has finite first moment, we apply the criteria of Kaimanovich to conclude that
(Λ, ν) is a Poisson boundary for µ. 
Remark 8.4. We could have weakened the hypothesis on Γ in Theorem 0.4 so that
BC =
⋂
r>0
⋃
{γ|e−ǫd(p,γ−1p)<r}
Op(γ,D(C))
satisfies either the assumptions of case 1) or 2) in Theorem 6.1. However, there
does not seem to be a simple intrinsic condition on Γ which guarantees this.
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Corollary 8.5. In Corollary 0.3 and Theorem 0.4, the space of measures µ for
which a given measure ν on ∂X is stationary (respectively, a Poisson Boundary)
is infinite dimensional. Moreover, if η is any finite Borel measure on Γ then the
measure µ can be chosen so that η is absolutely continuous with respect to µ. If η
has full support on Γ, then µ can be chosen in the same class as η.
Proof. if we started with any finite sum
∑k
i=1 λifi < F with fi =
dγiν
dν for any
choice of γi ∈ Γ, then we could apply Theorem 6.1 or 5.2 to write F −
∑k
i=1 λifi in
a basis that excluded f1, . . ., fk. In other words, for any finite set {γ1, . . . , γk} ⊂ Γ,
we can specify the value of µ(γi) within an interval [0, ǫi] for some ǫi > 0. In
particular, the space of measures for which ν is stationary, or a Poisson boundary
measure, is always infinite dimensional.
For the second statement, recall that fγ(x) =
dγ∗ν
dν (x) are bounded continuous
functions on Λ. We can choose a positive function η-measureable w on Γ so that
w(γ) ≤ 1supx∈Λ fγ(x) for all γ ∈ Γ. For each x ∈ Λ, fγ(x) is continuous in γ with
respect to the topology on Γ inherited as a subspace of Isom(X) endowed with the
compact open topology. Since η is Borel, it follows that w(γ)fγ(x) is η-measurable
for all x ∈ Λ. By Lebesgue dominated convergence, ∫
Γ
w(γ)fγdη(γ) is continuous
on all of Λ. By dividing w by a fixed constant we may assume
∫
Γ w(γ)fγdη(γ) is
less than 1 or dν
′
dν , whichever is the case.
Now we repeat the proof of the theorems by approximating a new function. For
instance, in the first theorem we approximate dν
′
dν −
∫
Γ
w(γ)fγdη(γ) in place of
dν′
dν .
In either case, this results in a measure µ′. We finally set µ = µ′ + wη.
For the last statement, suppose we have satisfied the hypotheses of Corollary
0.3 (respectively Theorem 0.4) so that we have found a subset S ⊂ Γ such that{
dγ∗ν
dν
}
γ∈S
form a family of ν-spikes (resp. Q-spikes) satisfying the hypotheses
of Theorem 5.2 (resp. Theorem 6.1). For each γ ∈ S, we wish to replace the
continuous ν-spikes (resp. Q-spikes) corresponding to the functions dγ∗νdν on Λ with
the functions fγ given by
fγ(x) =
∫
Γ
φγ(γ
′)
dγ′∗ν
dν
(x)dη(γ′),
where φγ is a yet to be chosen bounded Borel measurable function on Γ. We have
assumed that the support of η contains an open neighborhood of S. Hence for
each γ ∈ S, there is a sequence (θγ,i) of bounded continuous functions on Γ such
that θγ,iη converges weakly to the unit atomic measure at γ. Since the
dγ∗ν
dν (x)
are continuous ν-spikes (resp. Q-spikes for Q = αǫ ), the Lebesgue dominated con-
vergence theorem implies that if φγ is chosen to be θγ,i for some sufficiently large
i = i(γ), then fγ will still satisfy the continuous ν-spike (resp. Q-spike with Q =
α
ǫ )
conditions, but with each spike constant Cγ for
dγ∗ν
dν (x) uniformly enlarged to, for
instance, 2Cγ for fγ . Applying the proofs of Theorems 0.1 and 0.4 to the new spikes
fγ yields a finite measure µ of the form µ =
∑∞
i=1 λ(γi)φγiη. Consequently, µ is ab-
solutely continuous with respect to η, though not necessarily conversely. However,
by the penultimate argument, we may augment µ to be the same measure class as
η. 
Remark 8.6. In all of our constructions of stationizing measures µ, the support
must at least contain a countably infinite subset of Γ. However, as we will see in
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the next section, there are special cases of Γ and (∂Γ, ν) for which the support of
µ can be finite. However, these do not arise from our construction directly.
We end this section with the proof of the last corollary of the introduction.
Proof of Corollary 0.5. We first show that the Hausdorff measures and the Patterson-
Sullivan measures, assuming they exist for the given Γ action on H , are Lipschitz
α-quasiconformal measures. By Proposition 2.6 and Corollary 2.1, we know that
these measures are α-conformal measures. However, Proposition 8.3 shows that
the Gromov product, and consequently Busemann functions, are Lipschitz on the
boundary of CAT(-1) spaces. Hence these measures have Lipschitz Radon-Nikodym
derivatives with respect to the Γ transformations.
If m is either such a Hausdorff or Patterson-Sullivan measure and ν = fm for a
Lipschitz f , then we have
dγ∗ν
dν
(x) =
dγ∗fm
dfm
(x) =
f(γ−1x)
f(x)
dγ∗m
dm
.
We assumed 1K ≤ f < K and Drf < K for some K ≥ 1 and all r less than some
fixed value C. On the other hand, we have by Lemma 3.7,
Dr
(
f ◦ γ−1) (x) ≤ DrDr(γ−1)(x) (f) (γ−1x)Dr (γ−1) (x).
However, we only need to estimate this for r = e−ǫd(p,γ
−1p). Since Dr
(
γ−1
)
(x) <
Ceǫd(p,γ
−1p) for some C > 0 we obtain Dr
(
f ◦ γ−1) (x) < KCr . Hence by Lemma
3.7Dr
f(γ−1)
f <
K3C
r . Lemma 4.9 implies that
dγ∗ν
dν are Q-spikes with spike constant
2K5C which is independent of γ. This allows us to employ the rest of the proof of
Theorem 0.4. 
9. Application to the Free Groups
Here we present an application of Theorem 6.1 to the case of a free group Γ. It is
easy to verify that the Cayley graph of Γ, equipped with any metric quasi-isometric
to the word metric, is a Gromov hyperbolic space. With even less effort one may
check that its Cayley graph for any set of generators is a CAT(−κ) space for any
κ ≤ 0.
We will prove that the (class of) Patterson-Sullivan measures is harmonic, i.e.,
there exists a random walk on the free group such that the induced measure on the
boundary is in the maximal Hausdorff class.
We show that normalized Radon-Nikodym derivative satisfy Theorem 6.1
Let X be a Cayley graph for a free group Γ with standard set of generators (i.e.
generators without any relations) and any positive weights on the graph. Let d be
the corresponding weighted path metric.
Let x, y ∈ X and z ∈ ∂X . Let zo ∈ X be a point on the segment [x, y] and
geodesic connecting x and z such that the d(x, zo) achieves the maximum. Then
the Busemann function can be represented as,
ρx,z(y) = d(x, zo)− d(y, zo).
Therefore for z, o ∈ ∂X . Let z ∈ X be a point on the geodesic [z, o] connecting
z and o which is closest to x. Then
dǫx(z, o) = e
−ǫd(x,y).
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Let α/ǫ be the Hausdorff dimension for the metric dǫp and ν be the corresponding
α-conformal density, which coincides with the Patterson-Sullivan measure at p.
Then we have for p = e and all γ ∈ Γ
dγ⋆ν
dν
(z) = e−αργ−1p,z(p).
So since −d(p, γ−1(p)) ≤ ργ−1p,z(p) ≤ d(p, γ−1(p)) = ‖γ‖, we have that
e−α‖γ‖ ≤ dγ⋆ν
dν
(z) ≤ eα‖γ‖.
Let fγ(z) =
dγ⋆ν
dν (z). It is not difficult to check that (fγ(z), zγ , e
−ǫ‖γ‖, α, α, e−1)
is a spike, where zγ is the endpoint of any geodesic which starts at p and passes
through γ−1p.
Now let us estimate De−ǫ‖γ‖fγ(z).
Lemma 9.1. For any q, p ∈ X, the Busemann function ρq,·(p) is locally constant
on ∂X taking on only a finite number of values. Furthermore, De−ǫ‖γ‖fγ(z) = 0
for all γ ∈ Γ.
Proof. Let o, z ∈ ∂X be such that dǫp(o, z) < e−ǫd(p,q). In particular, the point y
lying on the geodesic [o, z] and closest to p does not lie on the segment [p, q].
Let x be the point of the segment [p, q] closest to y. Now since y 6= x, we have
that
ρq,z(p) = d(y, q)− d(y, p) = d(x, q)− d(x, p)
on the other hand,
ρq,o(p) = d(y, q)− d(y, p) = d(x, q)− d(x, p).
So ρq,z(p) = ρq,o(p). The first claim follows from the fact that a finite number of
dp balls with radius e
−ǫd(p,q) cover ∂X .
For the second statement, let o, z ∈ ∂X be such that dǫp(o, z) < e−ǫ‖γ‖. Since
‖γ‖ = d(γ−1p, p), we have ργ−1p,z(p) = ργ−1p,o(p) or fγ(z) = fγ(o). 
It is clear that the ball of the radius e−ǫn form a Vitally Covering for any n ∈ N.
Therefore, we can apply Theorem 6.1 to obtain that
1 =
∑
γ∈Γ
λγfγ(z)
or equivalently
ν =
∑
γ∈Γ
(λγ‖fγ‖L1)γ⋆ν.
with the property that
−
∑
γ∈Γ
(λγ‖fγ‖L1) log(‖fγ‖L1) =
∑
γ∈Γ
λγ‖fγ‖L1(ǫ‖γ‖) <∞.
Hence if µ(γ) = λγ‖fγ‖L1, then µ is a probability measure with finite first
moment and ν is µ-stationary.
In the case when the edge weights only depend on the reduced word distance to
the identity, the measure µ can be represented very simply. If µ is constant on a
single sphere about the identity, ‖γ‖ = k, then it is easy to compute using Lemma
9.1 that µ ⋆ ν = ν. More generally, any measure which is constant on spheres has
this property since the average of two measures which stationize ν also stationizes
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ν. Although from Corollary 8.5 we see that these are only the most symmetric of
the measures which stationize ν.
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