Abstract. The affine quantum Schur algebra is a certain important infinite dimensional algebra whose representation theory is closely related to that of quantum affine gl n . Finite dimensional irreducible modules for the affine quantum Schur algebra S△(n, r)v were classified in [15] , where v ∈ C * is not a root of unity. We will classify blocks of the affine quantum Schur algebra S△(n, r)v in this paper.
Introduction
The classical Schur algebra S(n, r) over an infinite field F is a finite dimensional algebra whose module category is equivalent to the category of r-homogeneous polynomial representations of the general linear group GL n (F ). The blocks of the Schur algebra S(n, r) were determined by Donkin in [17] from the blocks of GL n (F ). The q-Schur algebras are q-analogues of Schur algebras. When q = 1, these are the usual Schur algebras, and when q is a prime power, qSchur algebras play an important role in the representation of finite general linear groups in the nondescribing characteristic case (see [16] ). It was proved by Cox [14] that the blocks of q-Schur algebras S q (n, r) can be derived in the same way from the blocks of an appropriate quantum general linear group. The q-Schur algebras and quantum gl n are related by quantum Schur-Weyl reciprocity [29, 18, 19] (see also [2, 36, 1, 26] for the cyclotomic Schur-Weyl reciprocity).
The affine quantum Schur algebra is the affine version of the q-Schur algebra and it has several equivalent definitions (see [24, 25, 31, 37] ). Unlike the q-Schur algebra, the affine quantum Schur algebra is an infinite dimensional algebra. Let U v ( gl n ) be the quantized enveloping algebra of gl n and let S △ (n, r) v be the affine quantum Schur algebra over C, where v ∈ C * is not a root of unity. It was proved in [15, Th. 3.8.1] that there is a surjective algebra homomorphism ζ r : U v ( gl n ) → S △ (n, r) v (cf. [23, 34] ). Every simple S △ (n, r) v -module is inflated to a simple U v ( gl n )-module via ζ r . Furthermore each finite dimensional polynomial irreducible U v ( gl n )-module can be regarded as an S △ (n, r) v -module via the map ζ r for some r. Therefore, the representation theory of the affine quantum Schur algebras S △ (n, r) v is closely related to that of U v ( gl n ). Finite dimensional irreducible modules for the quantum loop algebra U v ( g) were classified by Chari-Pressley in [9, 10, 11] , where g is a complex finite dimensional simple Lie algebra.
Furthermore the blocks of the category of finite dimensional U v ( g)-modules of type 1 were classified in [20, 8] . Finite dimensional irreducible modules for the affine quantum Schur algebra S △ (n, r) v were classified [15, Th. 4.6.8] in terms of Drinfeld polynomials. Since the category F n,r of finite dimensional S △ (n, r) v -modules is not semisimple, the problem of determining the blocks in the category F n,r is very important. We will classify blocks of the category F n,r in Theorem 6.8 and Theorem 6.9.
It is well known that the blocks of extended affine Hecke algebras of type A are classified by central characters (see [33, Th. 7] , [5, III.9] and [32, Th. 2.15]). If n r then the category F n,r is equivalent to the category C r of finite dimensional modules for the extended affine Hecke algebra H △ (r) v of type A (see [12, Th. 4.2] and [15, Th. 4.1.3] ). Thus by Theorem 6.8 we obtain a different approach to the classification of blocks in the category C r .
We organize this paper as follows. We recall the definition of quantum affine gl n and the affine quantum Schur algebra S △ (n, r) v in §2. In §3, we will recall some results about U v ( gl n ) and S △ (n, r) v . Let
, f (0) = g(0) = 1} and let X(n) = A n . In §4, we define the ℓ-root lattice R(n) of U v ( gl n ) to be a certain subgroup of X(n), and construct a certain subset Ξ n,r of X(n)/R(n). We will describe the set Ξ n,r in Proposition 4.2 and discuss the ℓ-weights of polynomial irreducible U v ( gl n )-modules in Corollary 4.4. We will prove in Theorem 6.8 that the set Ξ n,r is the index set of the blocks in the category of finite dimensional S △ (n, r) vmodules. In §5, we will introduce the Weyl modules for the affine quantum Schur algebra S △ (n, r) v and generalize Corollary 4.4 to the case of ℓ-highest weight modules. Blocks of the category of finite dimensional S △ (n, r) v -modules will be classified in Theorem 6.8 and Theorem 6.9. As an application, we will use Theorem 6.9 to give a classification of the blocks for the affine Hecke algebra H △ (r) v in Theorem 7.4.
2. Quantum affine gl n and affine quantum Schur algebras 2.1. Let v ∈ C * be a complex number which is not a root of unity, where C * = C\{0}. Let (c i,j ) be the Cartan matrix of affine type A n−1 .
We recall the Drinfeld's new realization of quantum affine gl n as follows (cf. [21] ).
Definition 2.1. The quantum loop algebra U v ( gl n ) (or quantum affine gl n ) is the C-algebra generated by
and g i,t (1 i n, t ∈ Z\{0}) with the following relations:
Let U v ( sl n ) be the subalgebra of U v ( gl n ) generated by the elements x
and h i,t for 1 i n − 1, s ∈ Z and t ∈ Z\{0}. For 1 j < n, let E j = x + j,0 and F j = x − j,0 and let
Then the algebra U v ( sl n ) is also generated by the elements E i , F i and k ±1 i for 1 i n (see [4] ). For s 1 let
Then the elements z ± s are central in U v ( gl n ) and the algebra U v ( gl n ) is generated by E i , F i , k ±1 i and z ± s for 1 i n and s 1. Furthermore, the algebra U v ( gl n ) is a Hopf algebra with comultiplication ∆ :
where 1 i n and s ∈ Z + (see [27, 2.2] [24, 25, 31, 37] ). Let Ω v be the C-vector space with basis {ω i | i ∈ Z}. The algebra U v ( gl n ) acts on Ω v by
whereī denotes the corresponding integer modulo n. The tensor space Ω ⊗r v is a left U v ( gl n )-module via the coproduct ∆ on U v ( gl n ). The extended affine Hecke algebra H △ (r) v of type A is defined to be the C-algebra generated by
and relations
,
We denote the symmetric group on r letters by S r . The symmetric group S r acts on the set I(n, r) by place permutation:
, for i ∈ I(n, r) and w ∈ S r .
For i = (i 1 , . . . , i r ) ∈ Z r , write
The algebra H △ (r) v acts on Ω ⊗r v on the right via
for all i ∈ I(n, r),
for all 1 k r − 1 and 1 t r, where s k := (k, k + 1) ∈ S r (see [37] ). The endomorphism algebra
is called an affine quantum Schur algebra. 
It was proved in [15, Th. 3.8.1 ] that ζ r is surjective. Every S △ (n, r) v -module will be inflated into
3. Finite dimensional representation of U v ( gl n ) and S △ (n, r) v 3.1. We first recall the classification of finite dimensional simple U v ( sl n )-modules of type 1.
, f (0) = g(0) = 1} and let P(n) = A n−1 . Then P(n) is a group under multiplication. For 1 i n − 1 and a ∈ C * let (3.1)
, 1, . . . , 1) ∈ P(n).
Then P(n) is generated freely as an abelian group by the elements ω i,a , 1 i n − 1, a ∈ C * .
Let P + (n) be the monoid generated by 1 and the elements ω i,a , 1 i n − 1, a ∈ C * .
For 1 j n − 1 and s ∈ Z, define the elements P j,s ∈ U v ( sl n ) through the generating functions
with constant term 1 and a i ∈ C * , define
For P = (P 1 (u), . . . , P n−1 (u)) ∈ P + (n), define P j,s ∈ C, for 1 j n − 1 and s ∈ Z, by the following formula
where P ± j (u) is defined by (3.3). For P ∈ P + (n) letĪ(P) be the left ideal of U v ( sl n ) generated by x + j,s , P j,s − P j,s , and k j − v µ j , for 1 j n − 1 and s ∈ Z, where µ j = degP j (u), and definē
ThenM (P) has a unique simple quotient, denoted byL(P).
The following result is due to Chari-Pressley (see [9, 10, 11] ). Theorem 3.1. The modulesL(P) with P ∈ P + (n) are all nonisomorphic finite dimensional simple U v ( sl n )-modules of type 1.
3.2. Based on Chari-Pressley's classification of finite dimensional simple U v ( sl n )-modules, finite dimensional polynomial irreducible U v ( gl n )-modules were classified in [21] . We now review the classification of irreducible polynomial representation of U v ( gl n ). Let (3.5) X(n) = A n = P(n + 1).
For 1 i n and a ∈ C * let Λ i,a ∈ X(n) be the element whose ith entry is 1 − au and all other entries is 1. In other words,
Then X(n) is generated freely as an abelian group by the elements Λ i,a , 1 i n, a ∈ C * . Let Q(n) be the monoid generated by 1 and the elements Λ i,a , 1 i n, a ∈ C * . Then by definition we have Q(n) = P + (n + 1).
Following [21] , an n-tuple of polynomials Q = (Q 1 (u), . . . , Q n (u)) with constant terms 1 is
Q + (n) be the set of dominant n-tuples of polynomials.
For 1 i n and s ∈ Z, define the elements Q i,s ∈ U v ( gl n ) through the generating functions
(1 i n, s ∈ Z) commute among themselves, each V λ is a direct sum of generalized eigenspaces of the form
and define Q i,s ∈ C, for 1 i n and s ∈ Z, by the following formula
where
where λ = deg Q.
Following [21] , let F n be the category of all finite dimensional representations V of U v ( gl n ) such that the restriction of V to U v (gl n ) is a polynomial representation of type 1, and
The objects of the category F n are called polynomial representations of U v ( gl n ).
For Q ∈ Q + (n), let I(Q) be the left ideal of U v ( gl n ) generated by x + j,s , Q i,s − Q i,s , and k i − v λ i , for 1 j n − 1, 1 i n and s ∈ Z, where λ i = degQ i (u), and define
Then M (Q) has a unique irreducible quotient, denoted by L(Q).
3.3. Finally, we recall some results about affine quantum Schur algebras. Let
is a complete set of nonisomorphic simple S △ (n, r) v -module.
Proof. It is easy to see that dim
This together with the fact that W, V /W ∈ F n , implies that dim
Combining Theorem 3.3 with Lemma 3.4 yields the following result.
4. The set Ξ n,r and the ℓ-weights of L(Q) 4.1. Following [8, 3.3] we introduce the ℓ-simple roots of U v ( sl n ) as follows. For 1 i n − 1 and a ∈ C * let α i,a = ω
where ω i,a is defined in (3.1). The elements α i,a are called the ℓ-simple roots for U v ( sl n ).
Recall from (3.5) the definition of X(n). For 1 i n − 1 and a ∈ C * let
where Λ i,a is defined in (3.6). Let R(n) be the subgroup of X(n) generated by the elements β i,a
(1 i n − 1, a ∈ C * ). We call β i,a the ℓ-simple roots of U v ( gl n ) and R(n) the ℓ-root lattice of U v ( gl n ). Let R + (n) be the monoid generated by 1 and the elements β i,a (1 i n − 1, a ∈ C * ), and R − (n) = (R + (n)) −1 .
The ℓ-simple roots of U v ( gl n ) and that of U v ( sl n ) are related by a map κ v , which we now describe. Clearly, we have
where Z[X(n)] is the group ring associated with X(n). There is a natural ring homomorphism
for 1 i n − 1 and a ∈ C * .
4.2.
For n 2 and r ∈ N let
We will prove in Theorem 6.8 that Ξ n is the index set of the blocks in the category F n and Ξ n,r is the index set of the blocks in the category of finite dimensional S △ (n, r) v -modules.
We are now prepared to describe the sets Ξ n and Ξ n,r in Propostion 4.2 below. For m n − 1, let X m be the subgroup of X(n) generated by Λ i,a for 1 i m and a ∈ C * . For m s n − 1 let Y m,s be the subgroup of X(n) generated by β i,a for m i s and a ∈ C * . Lemma 4.1. For m s n − 1 we have X m ∩ Y m,s = {1}, where 1 = (1, · · · , 1) is the identity element in X(n).
Since y ∈ Y m,s−1 ⊆ X s and x ∈ X m ⊆ X s we conclude that
This, together with the fact that X(n) is generated freely as an abelian group by the elements Λ i,a (1 i n, a ∈ C * ), implies that k i = 0 for 1 i t. It follows that x = y ∈ Y m,s−1 . This
for m s n − 1. Furthermore, since X(n) is generated freely as an abelian group by the elements Λ i,a , 1 i n, a ∈ C * , we conclude that X m ∩ Y m,m = {1}. Consequently, we have
and A is a group under multiplication. There is a natural group homomorphism
2) is a group isomorphism. Thus the group X(n)/R(n) is a free abelian group and the set {Λ 1,a | a ∈ C * } is a basis of X(n)/R(n).
(2) We have ϑ(Γ) = Ξ n and ϑ(Γ r ) = Ξ n,r for all r.
Proof. Since Λ i,a = Λ i+1,a for 1 i n − 1, the group X(n)/R(n) is generated by the elements
where a i ∈ C * and m i ∈ Z. Then by Lemma 4.1 we have Λ
This implies that m i = 0 for all i and hence ϑ is injective. The assertion (1) follows.
It is clear that ϑ(Γ) ⊆ Ξ n and ϑ(Γ r ) ⊆ Ξ n,r for all r. On the other hand, for Q =
where k i = 1 s i deg(Q i (u)) and k 0 = 1. Since Λ 1,a = Λ i,a for 1 i n we conclude that
and hence the assertion (2) follows. The assertion (3) follows from (4.3) and (1).
For
The element Q in wt ℓ (V ) is called an ℓ-weight of V . We will prove in Corollary 4.4 that
Following [21] , for V ∈ F n , the v-character of V is defined as follows
For 1 i n and a ∈ C * , define
is generated by the elements Q i,a (1 i n, a ∈ C * ) as a monoid. According to [21, (4. 10)] we have
For r 0 we set
According to (4.4), we have wt ℓ (L(Q i,a )) = {Λ j,a | j ∈ M i }. Thus we have to show that
For j, j ′ ∈ M i we write
We proceed by induction on the ordering on M i . Clearly, we have Λ (1,2,··· ,i,0,··· ,0),a = Q i,a ∈ Q i,a R − (n). Assume now that j ∈ M i and j = (1, 2, · · · , i, 0, · · · , 0). Let λ = e j 1 + e j 2 + · · · + e j i . Then λ ∈ Λ + (n, i) and hence there exists 1 k n − 1 such that 0 λ k < λ k+1 1. It follows that λ k = 0 and λ k+1 = 1.
Since λ = e j 1 + e j 2 + · · · + e j i and λ k+1 = 1, there exists 1 s i such that j s = k + 1. Let
This together with the fact that j s−1 < j s , implies that j s−1 < j s − 1. Consequently,
. Then µ = λ + e k − e k+1 ⊲ λ and hence j > j ′ . By induction we have Λ j ′ ,a ∈ Q i,a R − (n). Furthermore we have
Thus we conclude that Λ j,a ∈ Q i,a R − (n). The proof is completed.
Proof. According to the proof of [15, Prop. 4.6.7] we know that there exist 1 i 1 , · · · , i r n and 
5. Weyl modules for affine quantum Schur algebras 5.1. For P ∈ P + (n) letJ(P) be the left ideal of U v ( sl n ) generated by x + j,s , P j,s −P j,s , k j −v µ j , and (x − j,s ) µ j +1 for 1 j n − 1 and s ∈ Z, where µ j = deg(P j (u)), P j,s is defined in (3.2) and P j,s is defined using (3.4). For P ∈ P + (n) let
The modulesW (P) are called Weyl modules for U v ( sl n ). It was proved in [13] that for each P ∈ P + (n),W (P) is a finite dimensional U v ( sl n )-module of type 1.
Theorem 5.1 ([8]). For
and (x − j,s ) µ j +1 for 1 j n − 1, 1 i n, and s ∈ Z, where λ i = degQ i (u), µ j = λ j − λ j+1 , Q i,s is defined in (3.7) and Q i,s is defined using (3.8). For Q ∈ Q + (n) let
The modules W (Q) are called Weyl modules for U v ( gl n ).
A U v ( gl n )-module V in F n is called an ℓ-highest weight module with ℓ-highest weight Q ∈ Q + (n) if there exists a nonzero vector w 0 ∈ V such that V = U v ( gl n )w 0 and
for 1 j n − 1, 1 i n and s ∈ Z, where defined by (3.3) . The element w 0 is called the ℓ-highest weight vector of V .
Proof. Let V be an ℓ-highest weight U v ( gl n )-module in F n with ℓ-highest weight Q ∈ Q + (n) and let w 0 be the ℓ-highest weight vector of V . Then by definition we have V = U v ( gl n )w 0 and
for 1 j n − 1, 1 i n and s ∈ Z, where λ i = deg(Q i (u)). Since dim V < ∞, by [28, Lem.
5.4] we conclude that (x −
j,s ) µ j +1 w 0 = 0 for 1 j n − 1 and s ∈ Z, where µ j = λ j − λ j+1 . It follows that J(Q)w 0 = 0 and hence V is a quotient of W (Q).
5.3.
We are now ready to extend Theorem 5.1 to the case of U v ( gl n ). We need some preliminary lemmas.
Lemma 5.3. Let V be an ℓ-highest U v ( gl n )-weight module in F n with ℓ-highest weight Q and let w 0 be the ℓ-highest weight vector of
we have z ± s w 0 ∈ V λ . Thus, since dim V λ = 1, there exists a ±s ∈ C such that z ± s w 0 = a ±s w 0 . This together with the fact that U v ( gl n ) is generated by
For a ∈ C * let Det a = L(Q n,av n−1 ).
According to [15, Lem. 4.6.5] we have dim Det a = 1 for a ∈ C * .
Lemma 5.4. Let a ∈ C * and V be a U v ( gl n )-module. Assume Det a = span{w 0 }. Then
Proof. It is clear that E i w 0 = F i w 0 = 0 and k i w 0 = w 0 for all i. This together with (2.1) implies
is generated by the elements E i , F i and k
we conclude that x(w ⊗w 0 ) = (xw)⊗w 0 for x ∈ U v ( sl n ) and w ∈ V . The proof is completed.
Proposition 5.5.
(1) For Q ∈ Q + (n), we have W (Q)| Uv( sln) ∼ =W (P) where P ∈ P + (n) with
Proof. There exists a natural U v ( sl n )-module homomorphism
defined by sending x +J(P) to x + J(Q) for x ∈ U v ( sl n ). From Lemma 5.3 we see that
. This implies that ϕ is surjective. By [13] we know thatW (P) is finite dimensional. Thus dim W (Q) < ∞ and
To prove (1) it will therefore be enough to prove that dim W (Q) dimW (P).
According to Theorem 5.1 and (3.9), there exist 1
Then dim V λ = 1. Let w s (resp., m t ) be an ℓ-highest weight vector of L(Q is,as ) (resp., Det bt ). 
It follows that V = U v ( gl n )(w 0 ⊗ m 0 ) and hence ψ is surjective. Therefore by (5.2), (5.3) and
Thus, the maps ϕ, ψ are all isomorphisms. The assertion (1) and (2) follows. The assertion (3) follows from (2) and [21, Lem. 4.3] . The proof is completed.
5.4. We will prove in Corollary 5.8 that the U v ( gl n )-module W (Q) is also an S △ (n, r) v -module for Q ∈ Q + (n, r). The S △ (n, r) v -modules W (Q) with Q ∈ Q + (n, r) will be called Weyl modules
According to Theorem 3.3 and [15, Lem. 4.6.6] we have the following result.
can be regarded as an S △ (n, r) v -module via the map ζ r defined in (2.2), where r = r 1 + · · · + r t .
Combining Theorem 3.3 with [15, (4.6.0.1) and Cor. 4.6.2] gives the following result.
Proof. According to Proposition 5.5(2) and Lemma 5.7, we conclude that there exist
. We have to show that r = r ′ . From
is also an S △ (n, r ′ ) v -module. This, together with the fact that
where w 0 is the ℓ-highest weight vector of W (Q) and
5.5. We now use Proposition 5.5 to prove the following generalization of Corollary 4.4.
Proposition 5.9. Let V ∈ F n be an ℓ-highest weight U v ( gl n )-module with ℓ-highest weight 6. Blocks of U v ( gl n ) and S △ (n, r) v 6.1. Let us recall the definition of blocks of an abelian category as follows (see [20] ). Let C be an abelian category, in which every object has finite length. Say that two indecomposable objects X 1 , X 2 of C are linked if there do not exist abelian subcategories C k (1 k 2) such that
Then linking is an equivalence relation. Let I be the set of equivalence classes of linked indecomposable objects in C. For α ∈ I let C α be the subcategory of C, consisting of direct sums of indecomposable objects from α. Then C = ⊕ α∈I C α . The subcategories C α are called the blocks of C.
the elliptic character of L(Q).
A U v ( gl n )-module V in F n is said to have elliptic character χ ∈ X(n)/R(n) if every irreducible composition factor of V has elliptic character χ. Let F n,χ be the subcategory of F n consisting of U v ( gl n )-modules in F n with elliptic character χ.
Let F n,r be the category of finite dimensional S △ (n, r) v -modules. According to Corollary 3.5
we know that F n,r is a subcategory of F n . Let F n,r,χ be the subcategory of F n,r consisting of finite dimensional S △ (n, r) v -modules with elliptic character χ.
6.2. Proposition 6.3 and Proposition 6.7 are the key to the proof of Theorem 6.8. To prove Proposition 6.3 we need the following two lemmas.
Proof. According to Corollary 5.8, we have
a composition factor of W (Q), then by Proposition 5.9, we have Q ′ ∈ QR − (n). This implies that Q = Q ′ . The assertion (1) follows. To prove (2), it is enough to prove that 
follows.
We define an algebra anti-automorphism τ :
for 1 j n−1, s ∈ Z, 1 i n and t ∈ Z\{0}. Given a finite dimensional left U v ( gl n )-module V , we write V • for the dual space Hom C (V, C) regarded as a left U v ( gl n )-module via the action
(2) Assume that V i ∈ F n,χ i , i = 1, 2 and that
Proof. Let ℓ(W ) be the length of W . To prove (1), we proceed by induction on ℓ(W ). Suppose first that ℓ(W ) = 1. Then W = L(Q) for some Q ∈ Q + (n). Consider a short exact sequence
We have to show that the short exact sequence is split. Let λ = deg Q and µ = deg Q 0 . Then one of the following hold,
From (6.1) we see that the short exact sequence (6.2) yields a short exact sequence
Thus we may assume that λ ⊳ µ without loss of generality.
where e i is defined in (4.5). Since λ ⊳ µ and 
This shows that the short exact sequence (6.2) is split. 
yields a short exact sequence
The assertion (1) follows. The assertion (2) is proved similarly by induction on ℓ(V 2 ).
Proof. The proof is similar to that of [8, Th. 8.3(i) ]. We proceed by induction on ℓ(V ). If
. By definition we have V ∈ F n,Q . Now we assume ℓ(V ) > 1. Let L(Q 0 ) be an irreducible submodule of V and let W = V /L(Q 0 ). Write W = ⊕ 1 j s W j , where W j is indecomposable for all j. By induction, for each 1 j r,
there exist χ j ∈ X(n)/R(n) such that W j ∈ F n,χ j . We have to show that Q 0 = χ j for all 1 j s. If this is not true, then there exists j 0 such that χ j 0 = Q 0 . By Lemma 6.2 we have
, which is a contradiction. Thus Q 0 = χ j for all j and V ∈ F n,Q 0 .
6.3. Before proving Proposition 6.7, we need several preliminary lemmas. According to [3, 6, 38] we have the following result.
) is cyclic on the tensor product of the ℓ-highest weight vectors.
Lemma 6.5. Let V i ∈ F n (1 i r). Then V 1 ⊗ · · · ⊗ V r and V σ(1) ⊗ · · · ⊗ V σ(r) have the same composition factors for all σ ∈ S r .
Proof. Let Rep U v ( gl n ) be the Grothendieck ring of the category F n . For X ∈ F n we write [X] for the class of X in Rep U v ( gl n ). According to [21, Lem. 4.5] we know that Rep U v ( gl n ) is a commutative ring. It follows that for any σ ∈ S r we have [
. The assertion follows.
For V 1 , V 2 ∈ F n , we write V 1 ∼ n V 2 if V 1 and V 2 belong to the same block of the category F n .
Similarly, for V 1 , V 2 ∈ F n,r , we write V 1 ∼ n,r V 2 if V 1 and V 2 belong to the same block of the
Lemma 6.6. Let a 1 , · · · , a r ∈ C * and let σ be an element in the Symmetric group S r . Then
Proof. According to Lemma 5.6, for any σ ∈ S r , L a σ(1) ⊗ · · · ⊗ L a σ(r) can be regarded as an S △ (n, r) v -module via ζ r . Thus by Lemma 6.4, we conclude that there exist a permutation π ∈ S r such that L a π(1) ⊗ · · · L a π(r) is an indecomposable S △ (n, r) v -module. Now the assertion follows from Lemma 6.5.
Proposition 6.7. Let Q ∈ Q + (n, r) and Q ′ ∈ Q + (n, t).
Proof. By Lemma 5.7, Lemma 6.4 and Lemma 6.5 we conclude that there exist a 1 , · · · , a r ∈ C * such that L(Q) is the composition factor of L a 1 ⊗· · ·⊗L ar and L a 1 ⊗· · ·⊗L ar is indecomposable.
Similarly, we choose
From Proposition 6.3 we see that
It follows from Proposition 4.2(1) that r = t and there exists σ ∈ S r such that (
). Now the assertion follows from Lemma 6.6.
6.4. Recall from (4.1) the definition of Ξ n and Ξ n,r . We are now prepared to prove the main result of this paper.
Theorem 6.8. We have
Furthermore each F n,χ is a block of F n for χ ∈ Ξ n and each F n,r,χ is a block of F n,r for χ ∈ Ξ n,r .
Proof. From Proposition 6.3 and [7, Lem. 2.5] we see that each block of F n is contained in F n,χ for some χ ∈ Ξ n and each block of F n,r is contained in F n,r,χ for some χ ∈ Ξ n,r . Now the assertion follows from Proposition 6.7.
Combining Proposition 4.2 with Theorem 6.8 yields the following result.
. Then the following are equivalent:
(ii) r = t, and L(Q), L(Q ′ ) belong to the same block of F n,r ; A segment s with center a ∈ C * is by definition an ordered sequence
Here k is called the length of the segment, denoted by |s|. If s = {s 1 , . . . , s p } is an unordered collection of segments, let |s| = |s 1 | + . . . + |s p |. We also call |s| the length of s. Let S r be the set of unordered collections of segments s with |s| = r.
Let H(r) v be the subalgebra of H △ (r) v generated by T i for 1 i r − 1. For µ ∈ Λ(p, r) let S µ be the corresponding standard
Young subgroup of S r and let y µ = w∈Sµ (−v 2 ) −ℓ(w) T w ∈ H(r) v . Then,
where E ν is the left cell module defined by the Kazhdan-Lusztig's C-basis [30] associated with the left cell containing w 0,ν and w 0,ν is the longest element in S ν . Given s = {s 1 , . . . , s p } ∈ S r with s i = (a i v −µ i +1 , a i v −µ i +3 , . . . , a i v µ i −1 ) ∈ (C * ) µ i , let µ = (µ 1 , · · · , µ p ) ∈ Λ(p, r) and let a = (a 1 , · · · , a p ) ∈ (C * ) p . Let V s be the unique composition factor of the H △ (r) v -module I µ,a such that the multiplicity of E µ in V s as an H(r) v -module is nonzero.
The following classification theorem is due to Zelevinsky [39] and Rogawski [35] .
Theorem 7.1. The modules V s with s ∈ S r are all nonisomorphic finite dimensional irreducible H △ (r) v -modules.
7.2.
The H △ (r) v -modules I µ,a and the Weyl modules W (Q) for the affine quantum Schur algebra S △ (n, r) v can be related by a functor F, which we now describe. Recall from §6 that F n,r is the category of finite dimensional S △ (n, r) v -modules. Let C r be the category of finite dimensional H △ (r) v -modules. Using the S △ (n, r) v -H △ (r) v -bimodule Ω ⊗r v , we define a functor (1 − a j u).
Given s = {s 1 , . . . , s p } ∈ S r , let Thus by Theorem 6.9 we conclude that V s and V s ′ belong to the same block of C r if and only if there exists some σ ∈ S r such that (b ′ 1 , · · · , b ′ r ) = (b σ(1) , · · · , b σ(r) ). The proof is completed.
