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Abstract
In this paper we present a method to obtain for noisy data, a Cr -surface, for any r 1, on a polygonal domain which approxi-
mates a Lagrangian data set and minimizes a quadratic functional that contains some terms associated with Sobolev semi-norms
weighted by some smoothing parameters. Theminimization space is composed of bivariate spline functions constructed on a uniform
Powell–Sabin-type triangulation of the domain. We prove a result of almost sure convergence and we choose optimal values of the
smoothing parameters by adapting the generalized cross-validation method. We ﬁnish with some numerical and graphical examples.
© 2008 Elsevier B.V. All rights reserved.
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1. Introduction
Usually, variational methods based on the minimization of a given functional are used in the ﬁtting and design
of surfaces. A wide range of functionals have been proposed from physical considerations (see [2,8] and references
therein), obtaining variational surfaces by the minimization in an adequate functional space of a quadratic functional
that contains some terms associated with Sobolev semi-norms. In all cases, some smoothing parameters appear in the
deﬁnition of the minimization functional. The estimation of optimal values of these parameters that minimize a given
measure is an important problem that has been studied, for example in [5,13,15] for noisy data, and in [2] for exact
data.
In this work we present, following the method given in [2], a method to obtain, for noisy data, a Cr -surface (for
any r1) on a polygonal domain D ⊂ R2 which approximates a Lagrangian data set, and minimizes an “energy
functional” in which the degree of smoothness is measured by a linear combination of the usual semi-norms | · |m, for
m = 1, . . . , r + 1, on the Sobolev space Hr+1(D).
The coefﬁcients of this linear combination are the smoothing parameters of this problem. The minimization space
is a spline space constructed from a uniform 1-type triangulation of D (see [6]), and its Powell–Sabin associated
subtriangulation (see [9]). For noisy data we obtain a property of almost sure convergence from a probabilistic result
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given in [1]. We choose some optimal values of the smoothing parameters by using generalized cross-validation method
adapted to this case (see [5,12–15]).
The paper is organized as follows: In Section 2 we recall some preliminary notations, we formulate the problem,
we show a numerical method to solve it, and we introduce the inﬂuence matrix of the problem. Section 3 is devoted
to study a convergence result for noisy data. In Section 4 an adaptation to this case of the generalized cross-validation
method for the choice of the parameters is developed. Finally, in Section 5 we give some numerical and graphical
examples which show the validity and effectiveness of the method.
2. Preliminaries and formulation of the problem
Let D ⊂ R2 be a polygonal domain that admits a 1-type triangulation (this includes, for example, any domain
composed of uniform triangles coming from a 1-type triangulation of a bigger domain). Let us consider the Sobolev
space Hr+1(D), r1, whose elements are (classes of) functions u deﬁned on D such that their partial derivatives (in
the distribution sense) u belong to L2(D), with  := (1, 2) ∈ N2 and || := 1 + 2r + 1. In this space we
consider the usual inner semi-products
(u, v)m :=
∑
||=m
∫
D
u(x)v(x) dx
and semi-norms |u|m := (u, u)1/2m , for m = 1, . . . , r + 1, and the norm
‖u‖ :=
⎛⎝ ∑
|| r+1
∫
D
u(x)2 dx
⎞⎠1/2
.
We will denote 〈·〉n (resp. 〈·, ·〉n) the usual Euclidean norm (resp. Euclidean inner product) in Rn.
We will consider a uniform 1-type triangulation T of D (see e.g., [6]), and the associated Powell–Sabin subtri-
angulation T6 of T (see [9,10]). Such subtriangulations are obtained by subdividing each triangle T ∈ T into six
subtriangles by connecting each vertex of T to the midpoint of the opposite side. Hence, all these microtriangles have
the barycenter of T as a common vertex. Nevertheless, Powell–Sabin subtriangulation can be also obtained by using
the incenter of T instead of the barycenter in the split procedure for a larger class of triangulations (see [11]).
Let n := n(r) = 2r + 1 for r even and n := n(r) = 2r for r odd. Let [x] denote the integer part of x. We consider
the set
S
r,r+[r/2]
n (D,T) = {v ∈ Cr(D) : v|T ∈S[(n−1)/2]+1,r+[r/2]n (T ,T6),∀T ∈T},
where
S
[(n−1)/2]+1,r+[r/2]
n (T ,T6) =
{
v ∈ C[(n−1)/2]+1(T ) :
v|T ′ ∈ Pn(T ′),∀T ′ ∈T6, T ′ ⊂ T ,
and v is of class Cr+[r/2]
at the vertices of T
}
,
and Pn(T ′) indicates the space of bivariate polynomials of total degree at most n over T ′. In [9] it is shown that given
the values of a function f ∈ Cm(D), mr +[r/2], there exists a unique function v ∈Sr,r+[r/2]n (D,T) such that the
values of v and all its partial derivatives up to order r + [r/2] coincide with those of f at all the vertices ofT.
Let us consider, for each s ∈ N∗, a ﬁnite setDs ={a1, . . . , ak} of points in D of cardinality k=k(s) and a given vector
of values Zs = (zi)ki=1 ∈ Rk . From the continuous injection of Hr+1(D) into C0(D), we can deﬁne the evaluation
operator s(v) := (v(ai))ki=1 ∈ Rk for all v ∈ Hr+1(D). Let us suppose that
Ker(s) ∩ Pr (D) = {0}, ∀s ∈ N∗. (1)
We are looking for a Cr -surface, r1, that approximates the points {(ai, zi)}ki=1 ⊂ R3 by minimizing the functional
energy
J s(v) = 〈s(v) − Zs〉2k +
r+1∑
m=1
m|v|2m,
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where  := (1, . . . , r+1), i ∈ [0,+∞) for all i = 1, . . . , r and r+1 ∈ (0,+∞). Observe that the ﬁrst term of J s
measures (in the least-squares sense) how well v approximates the values in Zs , while the second one represents the
“minimal energy condition” over the semi-norms |·|1, . . . , |·|r+1 weighted by the parameters 1, . . . , r+1, respectively.
More precisely, the minimization problem we want to solve is
Find an element s ∈Sr,r+[r/2]n (D,T) such that J s(s)J s(v) for all v ∈Sr,r+[r/2]n (D,T). (2)
Proposition 1. Problem (2) has a unique solution that is also the unique solution of the following variational problem:
Find s ∈Sr,r+[r/2]n (D,T) such that
〈s(s), s(v)〉k +
r+1∑
m=1
m(
s , v)m = 〈Zs, s(v)〉k, ∀v ∈Sr,r+[r/2]n (D,T). (3)
Proof. Condition (1) allows us to assure that
v :=
(
〈s(v)〉2k +
r+1∑
m=1
m|v|2m
)1/2
is a norm on Sr,r+[r/2]n (D,T) equivalent to ‖ · ‖. As a consequence, the continuous symmetric bilinear form a :
S
r,r+[r/2]
n (D,T) ×Sr,r+[r/2]n (D,T) → R deﬁned by
a(u, v) := 〈s(u), s(v)〉k +
r+1∑
m=1
m(u, v)m
isSr,r+[r/2]n (D,T)-elliptic. Besides,  :Sr,r+[r/2]n (D,T) → R deﬁned by
(v) := 〈Zs, s(v)〉k
is a continuous linear form. Then, we obtain the result by applying the Lax–Milgram Lemma. 
Deﬁnition. The unique solution s of Problem (2) is called the Cr -smoothing PS-spline relative to Ds,Zs and .
LetN := dim(Sr,r+[r/2]n (D,T)) and let {v1, . . . , vN } be a basis of the ﬁnite element vector spaceSr,r+[r/2]n (D,T)
whose elements have local support. Let
A= (aij ) i=1,...,k
j=1,...,N
,
where aij = (vj (ai)), and Rm = ((vi, vj )m)Ni,j=1 for m = 1, . . . , r + 1. If
s =
N∑
i=1
ivi
is the expansion of s as linear combination of the basis {v1, . . . , vN }, then (3) gives rise to the linear system
C= B, (4)
where
C :=
(
AtA+
r+1∑
m=1
mRm
)
, B := ((〈Zs, s(vi)〉k)Ni=1)t and  := (()Ni=1)t .
Remark 1. It can be shown that C is a symmetric, positive deﬁnite and banded matrix.
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We can write B equivalently as B =AtZs , hence we have = C−1AtZs and, as a consequence,⎛⎝s(a1)...
s(ak)
⎞⎠=A=AC−1AtZs .
Let Is() =AC−1At . Then we have⎛⎝s(a1)...
s(ak)
⎞⎠=Is()Zs ,
and we say that Is() is the inﬂuence matrix of Problem (2).
Proposition 2. IfA is a full rank matrix (i.e., rank(A) = N ), then the trace Tr(Is()) of the inﬂuence matrix Is()
is less or equal than N.
Proof. Let us consider the QR decompositionA= Q
(
R
0
)
, where Q is a k × k orthogonal matrix and R is an N × N
upper triangular matrix with positive elements in the diagonal. ThenAtA=RtR and the eigenvalues ofIs() are the
same as the eigenvalues of
The eigenvalues of this matrix are zero (with multiplicity k − N ) and the N eigenvalues of
R
(
AtA+
r+1∑
m=1
mRm
)−1
Rt .
Moreover, the eigenvalues of
R
(
AtA+
r+1∑
m=1
mRm
)−1
Rt
are {	i}Ni=1, where {1/	i}Ni=1 are the eigenvalues of
(Rt )−1
(
AtA+
r+1∑
m=1
mRm
)
R−1 = (Rt )−1RtRR−1 +
∑
m(R
t )−1RmR−1
= IdN +
∑
m(R
t )−1RmR−1.
Besides, since Rm is positive semi-deﬁnite and R is positive deﬁnite, then 1/	i1 for all i = 1, . . . , N , and hence,
Tr(Is())N . 
3. Convergence
Let g ∈ Cn+1(D) andH ⊂ R+∗ be a subset that admits 0 as accumulation point. For each h ∈ H, let Th be a
uniform1-type triangulation of D such that h is the diameter of the triangles ofTh. For each s ∈ N∗, let ϑs := (ϑsi )ki=1
be a vector of errors in Rk in such a way that ϑs is white noise for all s ∈ N∗, that is, ϑs is a Gaussian vector of random
independent variables with zero mean and standard deviation 
, and let us consider the vector Zs = s(g) + ϑs .
Let = (s). Let ˜s be the Cr -smoothing PS-spline relative to Ds,Zs and ; let s be the Cr -smoothing PS-spline
relative to Ds, s(g) and ; and let es be the Cr -smoothing PS-spline relative to Ds,ϑs and .
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In order to establish the convergence theorem, we will make use of the following probabilistic result, the proof of
which can be found in [1].
Proposition 3. LetMs be a symmetric and positive semi-deﬁnite matrix of order k and let Tr(Ms) be its trace. If
 : N∗ → R+ is some function such that there exists > 0 such that
lim
s→+∞
(s)
s
= +∞,
then the sequence {(ϑs)tMsϑs/(s)Tr(Ms)}s∈N∗ tends to zero almost surely.
Remark 2. Proposition 3 is stated in [1] for a sequence of vectors {ϑs}s∈N∗ such that for all s ∈ N∗, the components
ϑs = (ϑs1, . . . ,ϑsk) are independent random variables with zero mean and uniformly bounded moments of any order.
This is a more general condition that the one of white noise considered in the present article.
Let d := ds = supx∈D (x,Ds), where  denotes the Euclidean distance in R2. Let us suppose that
d = O
(
1
s
)
, s → +∞ (5)
and
d = O
(
inf
a,b∈Ds,a =b〈a − b〉2
)
, s → +∞. (6)
Theorem 3. If in addition to (5) and (6), the following conditions hold:
∃C > 0, s0 ∈ N∗ such that kCs2, ∀ss0, (7)
m = o(r+1), s → +∞, ∀m = 1, . . . , r , (8)
∃C > 0, ∃ ∈ (1, 2) such that lim
s→+∞
r+1
s
= C, (9)
s2−h2 → +∞, s → +∞, (10)
s2−h2n+2 → 0, s → +∞, (11)
then,
lim
s→+∞ ‖˜
s − g‖ = 0 almost surely.
Remark 4. The hypotheses of the convergence theorem proved in [2] for exact data are (5), (7), (8), together with
r+1 =o(s2) as s → +∞, which can be deduced from (9), and s2h2n+2/r+1 =o(1), s → +∞, which can be deduced
from (11) and (9). The main ideas of such proof are: From (9) and s2h2n+2/r+1 =o(1), s → +∞, we can deduce that
h → 0, which together with (7) and (8) allow us to ensure that |s |r+1 is bounded as s → +∞. By using Lemma 5 in
[2] we obtain that ‖s‖ is also bounded, and hence the sequence {s} has a convergent subsequence to g, from which
it is shown that lims→+∞ ‖s − g‖ = 0.
Proof. By the linearity of (3), we have that ˜s = s + es , hence by applying last remark it sufﬁces to show that
lims→+∞ es = 0 almost surely in Hr+1(D): From (5), we know that there exist C0 > 0 and s˜ ∈ N∗ such that D ⊂⋃
a∈Ds B(a, C0/s) for all s s˜, and then there exists C1 > 0 such that
kC1s2 for all s s˜, (12)
and from (9) we obtain that
r+1 = o(s2), s → +∞. (13)
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On the other hand, by taking v = es in Eq. (3) for s = es and Zs = ϑs we have
〈s(es)〉2k +
r+1∑
m=1
m|es |2m = 〈ϑs , s(es)〉k .
Besides, since s(es) =Is()ϑs , we have that 〈ϑs , s(es)〉k = (ϑs)tIs()ϑs , and by using (12) and (13) we get that
there exists C2 > 0 such that for k large enough it holds
1
C2k
〈s(es)〉2k + |es |2r+1
1
r+1
(ϑs)tIs()ϑs . (14)
In [14, Theorem 3.4] it is shown that, under hypotheses (5) and (6), the left-hand side of this inequality involves a
norm on Hr+1(D) uniformly equivalent to the norm ‖ · ‖ for s large enough. Therefore it sufﬁces to show that the
right-hand side in (14) tends to zero almost surely: From (9) and (10) we deduce that lims→∞ r+1h2/s = +∞, for
any  ∈ (0, 2(− 1)), hence, by takingMs =Is() and (s) = r+1h2 in Proposition 3 we have that
lim
s→+∞
(ϑs)t Is()ϑs
r+1h2Tr(Is())
= 0 almost sure. (15)
On the other hand, it is easy to check that there exists a constant C > 0 (depending only on r) such that
N = C
h2
, (16)
then we can deduce from (10) and (12) that
N = o(k), s → +∞.
As a consequence we can assure that A is of full rank almost sure for s large enough, and therefore by applying
Proposition 2 and (16) we obtain from (15) that
lim
s→+∞
(ϑs)t Is()ϑs
r+1
= 0 almost sure. 
4. Cross-validation
In order to determine “optimal values” of the parameters  involved in the functional J s , we will consider the
cross-validation method studied in several works of Wahba [5,15], Cox [4] and Utreras [12]. Let the value k, the set
Ds = {ai}ki=1 and the vector Zs = s(g) + ϑs be given. One criterion to determine optimal values of the parameters
 is to minimize the mean square error function deﬁned as the promedium error incurred by approximating the exact
data s(g) with the values taken by the PS-spline over the set Ds , that is,
R() = 1
k
k∑
i=1
((ai) − g(ai))2,
where  denotes theCr -smoothing PS-spline relative toDs,Zs and . However, the functionR involves the function g,
which may be unknown. Hence it may not be practical to useR to obtain the optimal parameters . In cross-validation,
one replaces the function R() by another function V() in such a way that the minimum of V() comes close to
the minimum of R() as the number k of data points grows. More precisely, if {˜k}∞k=1 is a sequence of minimizers of
EV, where E denotes the mathematical expectation, then limk→+∞ ER(˜k)/minER() = 1. Following the pattern
developed in [5,15], we obtain the (generalized) cross-validation function
V() =
1
k
‖Id −Is()Zs‖2(
1
k
Tr(Id −Is())
)2 .
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As in Theorem 4.2 in [5], it can be shown that if ∗ and ˜ are the minimizers of ER and EV, respectively, then
1 ER(˜)
ER(∗)
 1 + h(
∗)
1 − h(˜) , (17)
where
h() =
(
2
1() +

21()

2()
)
1
(1 − 
1())2
,
and 
1() = Tr(Is())/k and 
2() = Tr(Is()2)/k. Hence, it sufﬁces to show that h() tends to zero for all  as
k → +∞: Indeed, if {	i}Ni=1 are the nonzero eigenvalues of Is(), then we have that
Tr(Is())2
Tr(Is()2)
= (
∑N
i=1 	i )2∑N
i=1 	
2
i
= 1 +
∑
i,j=1,...,N
j>i
2	i	j∑N
i=1 	
2
i
< 1 +
∑
i,j=1,...,N
j>i
2	i	j
	2i + 	2j
,
but 2	i	j /(	2i + 	2j )1 for all i, j = 1, . . . , N , then
Tr(Is())2
Tr(Is()2)
< 1 + N(N − 1)
2
,
and as a consequence

21()

2()
= Tr(I
s())2
k Tr(Is()2)
→ 0 as k → +∞.
On the other hand, by applying Proposition 2we have that 
1() tends to zero and 1/(1−
1())2 tends to 1 as k → +∞.
Therefore, we conclude that a good estimator of the minimizer ∗ of ER is the minimizer ˜ of EV.
Remark 5. Since the derivatives of ﬁrst order of the function of r +1 variablesV() are not easy to get, the minimum
ofV can be approximated by some numerical methods of minimization that do not require the use of derivatives. In
the examples presented in the following section we have used Powell’s algorithm [3, Section 7.3].
5. Numerical and graphical examples
In this section we give some numerical and graphical examples of C1 and C2 surfaces obtained for different sets
of points and different values of the parameters . The ﬁnite element vector spaces in which we look for the C1 and
C2-smoothing PS-splines areS1,12 (D,T6) andS
2,3
5 (D,T6), respectively.
Let us consider the reference triangle T0 with vertices A1 = (0, 1), A2 = (0, 0) and A3 = (1, 0), and the linear
functionals Li(f )=f (Ai), Li+3(f )= (f/x)(Ai) and Li+6(f )= (f/y)(Ai) for i = 1, 2, 3. In order to determine
a basis of functions {v1, . . . , vN } with local support of the vector spaceS1,12 (D,T6), we have considered a basis of
functions {w1, . . . , w9} over T0 that verify Li(wj ) = ij for i, j = 1, . . . , 9. Let {T1, . . . , T6} be the microtriangles of
the Powell–Sabin triangulation of T0 (Fig. 1):
Over each triangle Td every polynomial p of total degree two can be expressed as
p(x) =
∑
i,j,k=0,1,2
i+j+k=2
cdijk	
i
1	
j
2	
k
3,
where (	1, 	2, 	3) is the barycentric coordinate vector of x with respect to Td , for all x ∈ Td . By applying the relations
that must verify the B-coefﬁcients of a given function f in order to be of class C1 (see [7]), we determine the B-
coefﬁcients of the basis functions {wi}9i=1. Similarly, to obtain a basis of functions {v1, . . . , vN } with local support of
the vector spaceS2,35 (D,T6) we have considered a basis of functions {w1, . . . , w30} over T0 that verify Mi(wj )=ij
for i, j = 1, . . . , 30, where the functionals Mi are given by Mi(f ) = f (Ai),Mi+3(f ) = (f/x)(Ai),Mi+6(f ) =
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(f/y)(Ai),Mi+9(f ) = (2f/x2)(Ai),Mi+12(f ) = (2f/x y)(Ai),Mi+15(f ) = (2f/y2)(Ai),Mi+18(f ) =
(3f/x3)(Ai),Mi+21(f ) = (3f/x2 y)(Ai),Mi+24(f ) = (3f/x y2)(Ai) and Mi+27(f ) = (3f/y3)(Ai) for
i = 1, 2, 3. Writing over each triangle Td every polynomial p of total degree ﬁve as
p(x) =
∑
i,j,k=0,...,5
i+j+k=5
cdijk	
i
1	
j
2	
k
3
and applying the relations that must verify the B-coefﬁcients of a given function f in order to be of class C2, we
determine the B-coefﬁcients of the basis functions {wi}30i=1.
For the numerical and graphical examples we have considered Nielson’s function, deﬁned by
g(x, y) = y
2
cos[4(x2 + y − 1)]4
and Franke’s function, deﬁned by
g(x, y) = 0.75e−((9y−2)2+(9x−2)2)/4 + 0.75e−(9y+1)2/49−(9x+1)/10
+ 0.5e−((9y−7)2+(9x−3)2)/4 − 0.2e−((9y−4)2+(9x−7)2),
both of them on D = [0, 1] × [0, 1]. We have considered sets Ds consisting of k points arbitrarily distributed over
the domain D, and uniform partitions {ti}q−1i=0 , where ti = i/(q − 1) for all i = 1, . . . , q − 1, of the interval [0, 1]
from which we obtain uniform partitions of D whose elements are {[ti , ti+1]× [tj , tj+1]}q−2i,j=0. By dividing each square
[ti , ti+1]×[tj , tj+1] by the diagonal joining (ti , tj+1) and (ti+1, tj ), we obtain a1-type triangulationT of D composed
ofN= 2(q − 1)2 triangles, from which we consider its associate Powell–Sabin triangulationT6.
The error estimations have been computed by using the relative error formula
Er =
(∑2500
j=1 (g − )(j )2∑2500
j=1 g(j )2
)1/2
,
T1
T2
T3 T4
T5
T6
A1
A2 A3
T0
Fig. 1. Powell–Sabin triangulation of T0.
Table 1
Errors for Nielson’s function for k = 1500,N= 98,
= 10−3
1 2 Er
∗1 = 1.4 · 10−3 ∗2 = 1.98 · 10−6 1.12 · 10−2
10−1 10−1 3.1 · 10−1
10−3 10−2 1.44 · 10−1
10−7 10−4 1.47 · 10−2
0 10−7 1.13 · 10−2
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where {i}2500i=1 are arbitrary points in D, g is the test function and  is the Cr -smoothing PS-spline obtained relative
to Ds = {asi }ki=1, Zs = {g(asi ) + ϑsi }ki=1 and , and ϑs is a noisy vector with zero mean and deviation 
.
Table 1 shows the errors obtained for Nielson’s function with k = 1500,N= 98 and 
= 10−3 for different values
of . Hereafter, ∗ = (∗i )r+1i=1 will denote the optimal values of  obtained by the cross-validation method described in
Section 4. Fig. 2 shows the graphic of Nielson’s function as well as the graphics of the approximating C1-smoothing
PS-splines obtained for the optimal values of the parameters  and another values of . Following the same pattern, in
Table 2 and Fig. 3 we consider k = 3000,N= 162 and 
= 5 · 10−3.
Fig. 2. Nielson’s function and two approximating C1-smoothing PS-splines.
Table 2
Errors for Nielson’s function for k = 3000,N= 162,
= 5 · 10−3
1 2 Er
∗1 = 10−2 ∗2 = 3.3 · 10−5 1.08 · 10−2
10−1 10−1 2.38 · 10−1
10−3 10−2 1.02 · 10−1
10−7 10−2 1.01 · 10−1
0 10−7 1.14 · 10−2
Fig. 3. Nielson’s function and two approximating C1-smoothing PS-splines.
Table 3
Errors for Franke’s function for k = 1500,N= 98,
= 10−3
1 2 Er
∗1 = 2.4 · 10−3 ∗2 = 2.25 · 10−5 3.81 · 10−3
10−1 10−1 1.03 · 10−1
10−1 10−3 8.43 · 10−3
10−7 10−3 7.09 · 10−3
10−5 10−7 4.13 · 10−3
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In Table 3 and Fig. 4 we consider Franke’s function and the values k=1500,N=98 and 
=10−3, while in Table 4
and Fig. 5 we consider k = 2500,N= 162 and 
= 10−3.
In Table 5 and Fig. 6 we consider a C2-approximating PS-spline for Nielson’s function with k = 1000,N= 72 and

= 5 · 10−4.
Finally, to study if assumptions (8) and (9) are realistic when the parameters  are estimated by the cross-validation
method developed in Section 4, we have considered several examples with different number of data points and triangles
Fig. 4. Franke’s function and two approximating C1-smoothing PS-splines.
Table 4
Errors for Franke’s function for k = 2500,N= 162,
= 10−3
1 2 Er
∗1 = 1.26 · 10−3 ∗2 = 2.43 · 10−5 2.14 · 10−3
10−1 10−1 7.79 · 10−2
10−3 10−2 1.84 · 10−2
10−5 10−8 5.65 · 10−2
0 10−5 2.25 · 10−3
Fig. 5. Franke’s function and two approximating C1-smoothing PS-splines.
Table 5
Errors for Nielson’s function for k = 1000,N= 72,
= 5 · 10−4
1 2 3 Er
∗1 = 8.38 · 10−10 ∗2 = 10−9 ∗3 = 1.9 · 10−13 2.24 · 10−3
10−1 10−2 10−3 3.39 · 10−1
10−4 10−5 10−6 3.51 · 10−2
10−7 10−8 10−9 7.96 · 10−3
10−11 10−12 10−13 5.24 · 10−3
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Fig. 6. Nielson’s function and two approximating C2-smoothing PS-splines.
Table 6
k N ∗1 ∗2
∗1
∗2
∗2
(
√
k)1.5
1000 8 9.44 · 10−3 6.89 · 10−4 13.70 3.88 · 10−6
2500 50 4.72 · 10−3 6.89 · 10−4 6.85 1.95 · 10−6
3500 98 2.7 · 10−3 6.89 · 10−4 3.92 1.51 · 10−6
4000 128 2.36 · 10−3 6.89 · 10−4 3.42 1.37 · 10−6
4500 162 2.36 · 10−3 1.59 · 10−3 1.48 2.9 · 10−6
5000 200 1.8 · 10−3 5.42 · 10−3 0.33 9.12 · 10−6
6000 338 3.54 · 10−4 1.29 · 10−2 0.02 1.89 · 10−5
and we have checked that, indeed, (8) and (9) seems to be veriﬁed as s grows. As an illustration, in Table 6 we give the
value of the quotients ∗1/∗2 of the optimal parameters obtained for Franke’s function in the case r = 1 for the given
number k of data points and the given numberN of triangles. On the other hand, it can be checked that for different
values of  ∈ (1, 2), the quotients ∗2/(
√
k) (observe that from Eqs. (7) and (12) we have that s is similar to √k)
constitutes an increasing sequence that does not tend to +∞ as s grows. As an example, the last column in Table 6
shows the values of ∗2/(
√
k)1.5.
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