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Adaptive Variants of Optimal Feedback Policies
Brett T. Lopez and Jean-Jacques E. Slotine
Abstract— We combine adaptive control directly with optimal
or near-optimal value functions to enhance stability and closed-
loop performance in systems with parametric uncertainties.
Leveraging the fundamental result that a value function is also
a control Lyapunov function (CLF), combined with the fact
that direct adaptive control can be immediately used once a
CLF is known, we prove asymptotic closed-loop convergence of
adaptive feedback controllers derived from optimization-based
policies. Both matched and unmatched parametric variations
are addressed, where the latter exploits a new technique based
on adaptation rate scaling. The results may have particular
resonance in machine learning for dynamical systems, where
nominal feedback controllers are typically optimization-based
but need to remain effective (beyond mere robustness) in the
presence of significant but structured variations in parameters.
I. INTRODUCTION
Optimal control is a central tool of control theory and has
motivated several decades of research dedicated to extending
key theoretical results, developing analytical and numerical
solution techniques, and utilization in real-world scenarios.
The prominent feature of optimal control is the ability to
represent very broad classes of control problems, whether
the system be linear or nonlinear, deterministic or stochas-
tic, known or only partially known, fully actuated or not,
continuous-time or discrete-time, and so on. This generality
comes with a cost: as the problem becomes more complex
so does the difficulty in solving it. This fact has forced
much of the controls and robotics community to use learning-
based methods to approximate the solution to several optimal
control problems [1]–[3]. These learned feedback policies
have shown to be effective in several real-world applications
when trained on data representative of the underlying system
(see, e.g., [4]–[7]).
One limitation of traditional and learning-based methods
often encountered in practice is sensitivity to differences in
the ideal and actual model. To address this for deterministic,
continuous-time systems with bounded parametric variations,
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one must solve a minimax version of the Hamilton-Jacobi-
Bellman (HJB) equation, a nonlinear p.d.e. Finding an ex-
act or approximate solution to the standard HJB equation
is already a difficult task; adding minimax optimization
makes finding a solution almost unattainable for systems
of even modest dimension. Computing a solution becomes
even harder if one were to try using online learning/model
adaptation to bypass the minimax optimization, as one must
incorporate the to-be-determined learning law into HJB.
This work combines optimal or near-optimal policies
with direct adaptive control techniques to enhance online
performance of nominal feedback policies with guaranteed
closed-loop stability even when the model is only partially
known. Two key insights enable this unification. The first is
that a value function – the unique or approximate solution to
HJB – is a control Lyapunov function (CLF). The second is
that once a CLF is known, direct adaptive control methods
can be immediately used to ensure closed-loop stability
despite variations in the model [8]–[10]. This work addresses
both matched and the more general unmatched model uncer-
tainties, using a new framework based on adaptation rate
scaling [11]. The systems addressed here are deterministic,
continuous-time, and have bounded model uncertainty; ex-
tension to other classes of systems is possible and is the
topic future work. The development may have far reaching
applications to fields like model-free reinforcement learning,
transfer learning, underactuated robotics, optimal prediction,
and general optimal control for uncertain systems.
II. PROBLEM FORMULATION & PRELIMINARIES
We consider nonlinear systems of the form
ẋ = f(x)−∆(x)>θ +B(x)π(x) (1)
with state x ∈ Rn, feedback policy π : Rn → Rm,
nominal dynamics f : Rn → Rn, and control input matrix
B : Rn → Rn×m. The uncertain dynamics are expressed as
linear combinations of known regression vectors ∆ : Rn →
Rp×n and unknown constant parameters θ belonging to a























representation is general as systems with non-parametric or
nonlinearly parameterized uncertainties can be convert into
a linear weighting of handpicked or learned basis functions
[12], [13]. The shorthand notation for (1) is ẋ = Fθ(x, π(x))
which represents the dynamics parameterized by θ.
Central to our approach is the so-called value function,
also referred to as the optimal return function or cost-to-go,
which, at any given time, is the remaining cost associated
with an optimal control problem. More specifically, consider
the deterministic, infinite-horizon optimal control problem







ẋ(t) = F (x(t), π(x(t))),
x(0) = 0,
(2)
with `(·) > 0 for all x 6= xd where xd is a desired state.
Implicitly this requires π(xd) = 0 which is trivially satisfied
with a simple transformation. Let π∗(x) denote the optimal
policy for (2), then the optimal value function V ∗(x) for





where t is the current time. It is also possible to define
the value function V π(x) for a suboptimal policy π(x) by
evaluating (3) with π(x). By definition, V π(x) ≥ V ∗(x).











which is often difficult to solve analytically, leading to
approximate numerical approaches such as e.g., deep learn-
ing. If the model is unknown and has bounded parametric













which produces a single value function and feedback policy
for all possible models.
The purpose of this work is to show how direct adaptive
control can be used to augment a value function-policy
pair (V π(x), π(x)) to achieve convergence to a desired
state despite the presence of model error. For matched
uncertainty, i.e., ∆(x)>θ ∈ span{B(x)}, one can simply
use the value function for the nominal system. For the
more general unmatched uncertainty case, we leverage a
new procedure [11] that allows one to invoke the certainty
equivalence principle simplifying the computation of V ∗(x)
(or V π(x)). The implications of combining adaptive control
with value functions is vast, and one that has the potential
to significantly improve the performance of optimal policies
as they are applied to systems with parametric variations.
III. STABILITY OF (SUB)OPTIMAL POLICIES
This paper is built on combining two insights. The first is
the observation that the optimal value function V ∗(x) is a
CLF [14, p. 387][15, p. 425-427]. The second is that once
a CLF is known for a nominal set of system parameters, it
can be immediately combined with direct adaptive control
methods [8]–[10]. Proposition 1 summarizes the first obser-
vation.
Proposition 1. The optimal value function V ∗(x) for (2) is
a control Lyapunov function.
Proof. By definition V ∗(x) > 0 for all x 6= xd and
V ∗(xd) = 0. Moreover, V̇ ∗ = −`(x, π∗(x)) < 0 for all
x 6= xd, so V ∗(x) is a control Lyapunov function.
This fundamental result can be extended to subopti-
mal policies π(x), e.g., policies which approximate π∗(x)
through learning, as long as one can show that the associated
value function V π(x) is finite1 over the domain x ∈ X ⊂ Rn.
Hence, once a valid value function V π(x) is known, whether
optimal or not, one can conclude the closed-loop system
converges to xd with policy π(x) for all x ∈ X .
IV. ADAPTIVE CONTROL WITH VALUE FUNCTIONS
A. Overview
The developed approach is based on two differentiabilty
assumptions.
Assumption 1. The stage cost `(·) is continuously differen-
tiable.
Assumption 2. The policy π(x) is continuously differen-
tiable.
Assumption 1 is easy to ensure by appropriate selection
of `(·). Assumption 2 may seem more restrictive as it
excludes discontinuous optimal policies, such as bang-bang
1A non-finite value function would indicate either x9 xd or x→ xd but
“slow enough” that infinite cost is accumulated; imposing V π(x) be finite
eliminates both scenarios.
control. However, in machine learning optimal policies can
be approximated end-to-end with differentiable functions,
resulting in a differentiable approximate policy.
B. Matched Uncertainties
If the model uncertainty satisfies the so-called matching
condition then (1) becomes





Theorem 1 shows that for matched uncertainties a value
function only needs to be computed for the nominal sys-
tem. Moreover, a stabilizing adaptive policy can be linearly
parameterized with the estimated model parameters.
Theorem 1. If a value function V π(x) and feedback policy
π(x) can be computed for the nominal dynamics of (6), then
x→ xd asymptotically using the adaptive policy
πθ̂(x) = π(x) + ϕ(x)
>θ̂ (7a)
˙̂





where Γ is a symmetric positive definite matrix.






























Substituting (7a) and (7b) yields V̇c = −`(x, π(x)) ≤ 0.
Differentiating `(x, π(x)),
˙̀(x, π(x)) = −〈∇x`(x, π(x)) +∇π`(x, π(x))∇xπ(x), ẋθ̃〉
which is uniformly continuous since `(·), π(x) are con-




`(x(τ), π(x(τ))dτ = Vc(0) <∞,
so by Barbalat’s lemma [16], `(·)→ 0. Since `(·) = 0 only
when x = xd then x→ xd as t→ +∞.
Remark 1. An alternative to the control policy in (7a) is to
















which minimizes the difference between the adaptive policy
πθ̂(x) = π(x) + u and near-optimal policy π(x).
C. Unmatched Uncertainties
Theorem 1 showed that for matched uncertainties one can
simply compute a value function for the nominal system
and combine it with model adaptation to achieve closed-
loop stability. The situation for unmatched uncertainty is
more complex since formally the value function must satisfy
the minimax form of HJB, i.e., (4). We instead propose to
compute a value function V ∗θ (x) and feedback policy π
∗
θ(x)










The key difference between (9) and (4) is that the latter
computes a single policy for all θ ∈ Θ, while the for-
mer computes several (or infinitely many) value function-
policy pairs for all θ ∈ Θ. Fundamentally, this strategy
would employ the certainty equivalency principle where the
value function and policy are selected online based on the
current parameters estimated through adaptation. However,
the challenge then becomes ensuring adaptation does not
destabilize the system as the value function now directly
depends on the estimated parameters complicating stability
analysis. This subsection will show how these parameterized
value functions and feedback policies can be combined with
a new method for unmatched adaptive control.
The following mild assumption is made about the exact
or approximate solution to (9).
Assumption 3. For σ > 0, the optimal (or approximate)




| < σV πθ for i = 1, . . . , p, all
x 6= xd, and all θ ∈ Θ.
Lemma 1 establishes a property for value functions that
satisfy Assumption 3 which will be used in the main result.
Lemma 1. If a value function (approximately) solves (9)





























Theorem 2. If a value function V πθ (x) exists for the un-
certain system (1) that also satisfies Assumption 3, then, for
any strictly-increasing and strictly-positive scalar function
























where ProjΘ is the projection operator, Γ is a symmetric
positive definite matrix, and υρ := ∂υ∂ρ .





where θ̃ := θ̂−θ. To simplify notation, let Qθ̂ := `(x, πθ̂(x)).
Differentiating (11) and using (10a),
















θi appears because the value
function is parameterized by θ̂. Updating ρ using (10b) yields
V̇c = −υ(2ρ)Qθ̂ ≤ 0, (12)
which implies from (11) that both υ(2ρ)V π
θ̂
and θ̃ are
bounded since −υ(2ρ)Qθ̂ ≤ 0. Note the above inequality
holds even when θ̂ ∈ ∂Θ, i.e., at the boundary of set Θ,
as discussed in [16], [17]. Since V π
θ̂
> 0 for all x 6= xd
and υ(2ρ) > 0 , then both V π
θ̂
and υ(2ρ) are bounded




| ≤ σV π
θ̂
then







= 0 so ρ̇ = 0 when x =
xd. As υ(2ρ) is bounded for bounded input then ρ is
initially bounded and remains bounded as x→ xd. One can
then show [11] that the right hand side of (12) is uniformly
continuous since V π
θ̂
, Qθ̂ are continuously differentiable and
x, θ̃, and ρ are bounded. Additionally,
∞∫
0
υ(2ρ(τ))Qθ̂(x(τ))dτ ≤ Vc(0) <∞,
so by Barbalat’s lemma [16], υ(2ρ)Qθ̂(x)→ 0. Since υ > 0
uniformly and Qθ̂(xd) = 0 then x→ xd as t→ +∞.
Remark 2. The scalar function υ(2ρ) can be interpreted as
(a) Closed-loop response. (b) Components of adaptive policy.
Fig. 1: Performance analysis of a system with matched uncertainty. (a):
Response of the closed-loop system with a nominal policy and an adaptive
policy that uses a value function computed for the nominal system. The
adaptive policy is able to stabilize the system while the nominal policy is
not. (b): Components of the adaptive policy where the adaptive component
initially responds aggressively to stabilize the system.
scaling the adaptation rate depending on whether adaptation
acts as a stabilizing or destabilizing term. See [11] for a more
detailed discussion.
V. ILLUSTRATIVE EXAMPLES
We provide elementary illustrations of the approach on two
simple examples, for matched and unmatched uncertainty.
A. Matched Uncertainties









+ 4x2 + 3π(x)− θ1x32 − θ2x21,
(13)
While the system is immediately feedback linearizable and
thus rather benign, the control problem can be solved in a
basic optimization context which makes it useful as a simple









the nominal (θ1 = θ2 = 0) optimal value function and policy
are [18]






π∗(x) = −3x2, (15b)
Note the stage cost in (14) is only positive semi-definite in
x, but one can show that if x2 → 0 then x1 → 0.
Fig. 1a shows the closed-loop response of the nominal
and adaptive policy (7a) for θ1 = −1, θ2 = 10 when the
nominal value function is used as a CLF. The adaptive policy
is able to stabilize (13), while the system becomes unstable
with the nominal policy. Fig. 1b shows the components of
the adaptive policy where we see the adaptive component
(a) Cart position q. (b) Cart velocity q̇. (c) Pole angle φ. (d) Pole angular velocity φ̇.
Fig. 2: Closed-loop response of a cart-pole system with unmatched uncertainties. Leveraging the certainty equivalence principle and adaptation rate scaling, a
stabilizing adaptive policy is selected online from a family of value functions and LQR policies using the instantaneous parameter estimate from adaptation.
The system is unstable with a nominal LQR policy computed with the wrong model parameters.
initially responds aggressively to compensate for the desta-
bilizing uncertainty followed by a quick reduction as the
system approaches the desired equilibrium.
B. Unmatched Uncertainties
We illustrate optimization-based adaptation to unmatched
uncertainties using the simple cart-pole example consid-
ered in [19]. Consider stabilizing an underactuated cart-
pole system with feedback policy π(x) and state x =
[q, q̇, φ, φ̇, F]> where q is the cart’s position, φ is the pole
angle, and F is a force applied to the cart. The nonlinear
dynamics are
q̈ =
m sinφ(Lφ̇2 + g cosφ) + F
M +m sin2φ
φ̈ =
−mLφ̇2cosφ sinφ+ (m+M)g sinφ+ F cosφ
L(M +m sin2φ)
Ḟ = −λF + λπ(x).
(16)
Note the force on the cart F cannot be instantaneously
applied. The mass at the end of the pole m and length of
the pole L are considered unknown but belong to a closed
convex set; the cart’s mass M is assumed known.
In [19], a nominal optimal LQR policy is synthesized
based on the linearization of (16) and an initial estimate of
the unknown parameters. This policy is then augmented with
adaptive feedback terms, with the uncertainty parameterized
using random Gaussian features.
Here we take a different approach. We first solve offline
for a family of optimal value functions V πθ (x) and LQR
feedback policies πθ(x) over the model parameters θ for
the linearized cart-pole dynamics. We then use the value
function V π
θ̂
(x) and policy πθ̂(x) for the current estimate θ̂
to stabilize the system (as proved in Theorem 2). Recall the
value function for LQR can be explicitly computed V ∗θ (x) =
(x − xd)>Pθ (x − xd) where xd is the desired equilibrium
and Pθ is the solution to the algebraic Riccati equation with
linearized dynamics Aθ, Bθ. The LQR value function is only
locally optimal for (16) when the true parameters are known.
The control procedure outlined above is illustrated in a
simulation of (16), with the initial value function and policy
computed from estimates m̂ = 0.5 kg and L̂ = 0.2 m.
The true model parameters are m = 2 kg, L = 1.4 m,
M = 2 kg, and λ = −10 rad/s which could represent
the sim-to-real gap or another system we want to transfer
an existing policy to. The scaling function was υ(2ρ) =
0.5 e2ρ/τ + 0.5 with τ = 10. Fig. 2 shows the closed-loop
response with the adaptive and nominal policy for the initial
condition x0 = [−1 m, 0 m/s,−30 deg, 0 deg/s, 0 N]>.
The initial conditions were chosen to excite the nonlinearities
in (16). Despite the presence of the unmatched uncertainties,
and the value function being suboptimal since the model is
unknown, the adaptive policy is able to successfully stabilize
the system with reasonable transients while the nominal
policy is not. The key difference between the two policies
is only the addition of adaptation as they were both initially
computed with the same model parameters. Fig. 2 confirms
the effectiveness of the new proposed paradigm where one
computes a family of value functions and feedback policies
– instead of the more difficult procedure of solving for a
single policy that is effective for all possible models – and
then use the adaption law from Theorem 2 to stabilize the
system.
VI. CONCLUSION AND DISCUSSION
This work presented a framework that combines infinite
horizon optimal control with direct adaptive control for
nonlinear systems with matched or unmatched model uncer-
tainties. The proposed unification leverages two results: 1)
the value function for an optimal control problem is a CLF
and 2) direct adaptive control can be immediately applied
once a CLF is known. Systems with matched uncertain-
ties only require the computation of a value function and
feedback policy for the nominal system. For scenarios with
unmatched uncertainties, rather than solving the minimax
HJB equation, we proposed computing a family of value
functions and feedback policies parameterized by the set
of possible models. The value function and policy are then
evaluated with the current model estimate from adaptation
to achieve closed-loop stability. Illustrative examples display
the principle of the approach; results for more complex
examples are ongoing.
The proposed approach may have several interesting exten-
sions to machine learning for control of dynamical systems.
Of particular interest is incorporating online direct adaptive
into model-free RL where a near-optimal value function
and policy are computed via deep learning. Although a
model is not explicitly used in model-free RL, the learned
value function implicitly depend on the underlying system
dynamics [20], making it sensitive to any differences between
the trained and actual model. Another interesting direction
is to learn a family of value functions and policies for
systems with just matched uncertainties, as this may further
enhance closed-loop performance compared to the approach
of Section IV-B. Parameterized value functions and poli-
cies for systems with unmatched (and possibly matched)
uncertainties may further leverage recent work on implicitly
regularizing adaptation [8] with respect to entropy [21]
to increase convergence rate. One may also be able to
extend the idea of control primitives to optimal policies
computed/learned for a finite number of models. Finally,
the result that value functions are CLFs needs to be further
explored within learning, as it may address the concerns of
using learned feedback policies on safety critical systems.
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