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The parameters of Markov chain models are often not known precisely. Instead of ignoring
this problem, a better way to cope with it is to incorporate the imprecision into the models.
This has become possible with the development of models of imprecise probabilities, such
as the interval probability model. In this paper we discuss some modelling approaches
which range from simple probability intervals to the general interval probability models
and further to the models allowing completely general convex sets of probabilities. The
basic idea is that precisely known initial distributions and transition matrices are replaced
by imprecise ones, which effectively means that sets of possible candidates are considered.
Consequently, sets of possible results are obtained and represented using similar imprecise
probability models.
We ﬁrst set up the model and then show how to perform calculations of the distributions
corresponding to the consecutive steps of a Markov chain. We present several approaches
to such calculations and compare them with respect to the accuracy of the results. Next we
consider a generalisation of the concept of regularity and study the convergence of regular
imprecise Markov chains. We also give some numerical examples to compare different
approaches to calculations of the sets of probabilities.
 2009 Elsevier Inc. All rights reserved.1. Introduction
The Markov chain model is one of the most widely used probabilistic models because of its simplicity on the one side and
great ability to model various types of phenomena evolving in time on the other side. In the basic formwe have a set of states
and a process that takes exactly one state at each time step. The probabilities of taking a state at the next step only depend on
the state that the process takes at the moment. Given those probabilities, several interesting properties of the process can be
deduced, such as the probabilities that the process will end up in a certain state after a given number of steps, or the prob-
abilities that it will be in a certain state after a very large number of steps. These problems can be solved mostly using com-
mon matrix computations.
The transition probabilities as well as the initial probabilities of a Markov chain may not be known precisely. A classical
approach in this case would be to take the best possible estimates of the parameters. This would then produce exact results,
but their reliability is questionable; moreover, the imprecision of the results depending on the imprecision of the parameters
is not easy to determine.
A way to overcome this unreliability problem is to incorporate the imprecision into the model. This is possible to be done
in at least two not mutually exclusive ways. The ﬁrst possibility is to preserve the assumption of time homogeneity, which
means that probabilities of transitions are constant in time, but allow the possibility that they may not be known precisely. A
formal mathematical description of such model was given by Kozine and Utkin [13], where uncertainty of parameters is. All rights reserved.
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work of this model was explored by Campos et al. [2].
A further step in relaxing the assumptions of the classical model is to omit the assumption of time homogeneity. A very
detailed work on this topic can be found in Hartﬁel [10], who explores the model where the sets of transition matrices are
given in terms of probability intervals. However, a great part of his theory is designed to work with more general sets of tran-
sition matrices. His model is known under the name Markov set-chains (see also [11]). Under similar assumptions a model
that uses more general interval probabilities was presented in [17,18]. Another model, proposed by de Cooman et al. [7],
takes the approach that uses upper and lower expectations instead of sets of probabilities. Thus they solve some computa-
tional issues in a very elegant way.
Models involving imprecision have also been applied to the related ﬁeld of Markov decision processes, with the work of
Satia and Lave [15] followed by [9,12,14,22].
In this paper we apply one of the most general imprecise probabilistic models, known under the name interval probabil-
ities, to imprecise Markov chains, although most of the results are not strictly limited to the basic model of interval proba-
bilities. Further we compare some of the approaches to calculation of probability distributions at further steps with respect
to the accuracy and computational complexity. In Section 2 we introduce the basic idea behind the concept of imprecise
Markov chains. Then in Section 3 the use of interval probabilities and their generalisations is described to represent convex
sets of probabilities, which we then apply to Markov chains in Section 4. We continue with the description of the methods
used to calculate imprecise probabilities at consequent steps in Section 5. In Section 6 we explore properties of invariant sets
of distributions. In Section 7, we study the problem of convergence of Markov chains using a generalised deﬁnition of reg-
ularity and ﬁnally in Section 8 we give a few numerical examples where we compare the computational approaches.
2. Imprecise Markov chains
One of the most efﬁcient ways to involve imprecision in probabilistic models is that instead of single and precisely known
probabilities sets of feasible probabilities are used. In the case of Markov chains such sets can be allowed in place of tran-
sition probabilities as well as initial probability distributions. Modelling abilities of such models crucially depend on the
form used to present such sets, which is closely connected to the number of constraints used to determine the sets.
The most basic form used in most of the approaches taken until now is to put constraints, usually in the form of intervals,
on the probabilities belonging to the elementary sets (see [10,13]). The imprecision concerning the initial distribution is thus
presented through the intervals ½pi; qiwhich are supposed to contain the unknown initial probability PðX0 ¼ iÞ. Similarly, the
probabilities of transition from the state i to j are given in the form of intervals ½pij; qij supposed to contain the unknown true
transition probability PðXnþ1 ¼ jjXn ¼ iÞ. Even though the true probabilities are unknown, it is certain that the sum of all
probabilities is 1. Thus the values within intervals must be taken so that they sum to 1, or in the case of transition interval
matrices, all rows must sum to 1. An additional assumption that is usually made about the intervals is that all values within
the interval are reachable, or in particular, that the interval bounds are reachable. In the common terminology of imprecise
probabilities this requirement is named coherence. To each set of intervals the set of probabilities assuming their values
within those intervals can be assigned. We will follow the convention used by Hartﬁel [10] that uses the term interval to
denote such a set of probabilities.
One of the crucial differences between precise and imprecise probabilities is that a precise probability can be fully deter-
mined by far less information than an imprecise probability. Thus to determine a precise probability, only its values on ele-
mentary sets are needed to be found, while the sets of probabilities able to be represented via simple intervals described
above is fairly limited. (Many examples can be found in [19–21].) Substantially more general sets of probabilities are possible
to be modeled using more general interval probabilities described in Section 3.
Another difference compared to the classical model is that transition probabilities that govern transitions of a Markov
chain in the imprecise case may change in time. Thus, we are dealing with possibly non-homogeneous chains, which con-
sequently require considering non-homogeneous matrix products.
Now we introduce the terminology used in this paper. We will assume a non-empty set X whose elements are called
states. For simplicity we will assume they are the consecutive integers 1; . . . ;m, since in the basic model their values have
no special consequences. An initial probability distribution q0 is assumed to belong to an initial set of probabilitiesM0, which
for now has no other special form. Similarly, the set of possible transition probabilities we denote by P, which we call an
imprecise transition matrix. Additionally we will assume that credal sets corresponding to the rows of P are separately spec-
iﬁed (see e.g. [4]), or, in short, that rows are separately speciﬁed. This means that if the ith row of a matrix p 2 P is pi and p0 is
another member of P then replacing the ith row of p0 with pi results in a matrix which also belongs to P. Clearly, the sets of
matrices representable with intervals, satisfy this property. Let P be an imprecise transition matrix with separately speciﬁed
rows. Then its ith row, which contains vectors of sum 1, can be regarded as a set of such vectors, or equivalently, a set of
probabilities, which we denote by Pi. Thus, an imprecise transition matrix with separately speciﬁed rows can be seen as
the collection of row sets of probabilities P ¼ ½P1; . . . ;Pm0 (the sign 0 denotes matrix transpose).
Let X0;X1; . . . ;Xn; . . . be a sequence of random variables assuming the values in X. According to the given assumptions we
havePðX0 ¼ iÞ ¼ q0i ;
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PðXnþ1 ¼ jjXn ¼ iÞ ¼ pnij;where pn 2 P.
A basic feature of the theory of Markov chains is the ability to calculate the probability of being in some state j at time n
given an initial probability. Of course, since the initial and transition probabilities are imprecise, the answer will also be gi-
ven in the form of an imprecise probability, that is, in the form of a set of probabilities. Previous works such as Hartﬁel’s [10]
provide the general answer to this question based on the classical theory. The set of possible probability distributions at step
n is equal to the set of all possible initial distributions multiplied by all possible sequences of transition matrices. Let Mn
denote the set of possible probability distributions at step n, given the initial distributionM0. Then we have:Mn ¼ fq  p1  . . .  pnjq 2M0; pi 2 P for every i ¼ 1; . . . ; ng ¼Mn1 P: ð1Þ
The main problem of the imprecise Markov chain model is the calculation and representation of the sets Mn. As noted by
Hartﬁel, even if the setsM0 andPi are intervals, the setsMn are not necessarily intervals any more. Moreover, even if general
convex sets are used, the resulting sets are even not necessarily convex. However, Hartﬁel shows that if the initial set is con-
vex and the transition set an interval then all the setsMn are convex.
Before proceeding to the problem of representation of the setsMn we introduce some theory on interval probabilities.
3. Representation of convex sets with interval probabilities
3.1. Completely determined interval probabilities
Sets of probabilities called intervals, as deﬁned in the previous section, are convex sets of probabilities, but, as noted ear-
lier, many important convex sets of probabilities are not representable in terms of intervals. An intuitive extension of the
notion of interval sets is the concept of general interval probabilities introduced by Weichselberger [21]. We introduce basic
elements of his theory with some concepts being simpliﬁed, since here they are not needed in their most general forms.
Let X be a non-empty set and A a r-algebra of its subsets. As in this paper we are only interested in ﬁnite probability
spaces, A will usually be the algebra of all subsets of X. The term classical probability or additive probability will denote
any set function p :A! R satisfying Kolmogorov’s axioms. Let L and U be set functions on A, such that L 6 U; Lð;Þ ¼
Uð;Þ ¼ 0 and LðXÞ ¼ UðXÞ ¼ 1. The interval valued function Pð  Þ ¼ ½Lð  Þ;Uð  Þ is then called an interval probability.
To each interval probability Pwe associate the setM of all additive probability measures on the measurable space ðX;AÞ
that lie between L and U. This set is called the structure of the interval probability P. The basic class of interval probabilities
are those whose structure is non-empty. Such an interval probability is denoted as R-ﬁeld. The most important subclass of
interval probabilities, F-ﬁelds, additionally assumes that both lower bound L and upper bound U are strict according to the
structure:LðAÞ ¼ inf
p2M
pðAÞ and UðAÞ ¼ sup
p2M
pðAÞ for every A 2A: ð2ÞThe above property is closely related to coherence in Walley’s sense (see [19]); in fact, in the case of ﬁnite probability spaces,
both terms coincide. The requirement (2) also implies the following functional relation between the lower and the upper
bound:UðAÞ ¼ 1 LðAcÞ for every A 2A:
Therefore it is enough if only one of the bounds is given. In this paper we usually take the lower bound.
3.2. Partially determined interval probabilities
Besides completely determined interval probabilitieswhere the domain of the lower and upper bounds L and U is the whole
A, an interval probability can only be partially determined. This means that the intervals ½LðAÞ;UðAÞ are only given for some
proper subset ofA. Moreover, the upper and lower bound may even be deﬁned on different domainsAL andAU . The struc-
ture of a partially determined interval probability is then the setM of all classical probabilities pwhich satisfy the conditions:pðAÞPLðAÞ for every A 2AL;
pðAÞ 6UðAÞ for every A 2AU :If the structure of a partially determined interval probability is non-empty then we call such an interval probability a par-
tially determined R-ﬁeld. If it additionally satisﬁes:LðAÞ ¼ inf
p2M
pðAÞ for every A 2AL;
UðAÞ ¼ sup
p2M
pðAÞ for every A 2AU
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F-ﬁeld with the same structure. The lower probability L of the completely determined F-ﬁeld corresponding to a partially
determined F-ﬁeld is obtained asLðAÞ ¼ inf
M
pðAÞ for every A 2A;whereM is its structure. The idea behind this construction is similar to the idea of the natural extension [19].
3.3. Probability intervals
Here we are interested in a special case of partially determined interval probabilities, so called probability intervals (PRI)
[21]. A PRI is a partially determined interval probability on a ﬁnite measurable space ðX;AÞ where the domain of its lower
and upper bounds is the set of all elementary sets. A PRI can be given in the form of intervals ½lðxÞ;uðxÞ for everyx 2 X. Our
main interest are PRIs with the F property, F-PRIs. For every F-PRI the structureM is non-empty and lðxÞ ¼ infp2MpðxÞ.
To every F-PRI ½l;u the corresponding completely determined F-ﬁeld P ¼ ½L;U has the following lower and upper bounds:LðAÞ ¼max
X
x2A
lðxÞ;1
X
x2Ac
uðxÞ
( )
ð3ÞandUðAÞ ¼min
X
x2A
uðxÞ;1
X
x2Ac
lðxÞ
( )
: ð4Þ(see [21, p. 398]).
The lower bound of an F-ﬁeld corresponding to an F-PRI is always 2-monotone (see [1]).
3.4. Lower and upper expectations
LetM be a set of probability measures on ðX;AÞ and let a random variable X : X! R be given. The lower and the upper
expectations EM½X and EM½X of Xwith respect toM are deﬁned as the inﬁmum and supremum of mathematical expectations
of X with respect to the members ofM:EM½X ¼ inf
p2M
Ep½X
EM½X ¼ sup
p2M
Ep½X:An important class of interval probabilities are those whose lower bounds L are 2-monotone (convex, supermodular), i.e. for
every A;B#X we have the inequality:LðA [ BÞ þ LðA \ BÞP LðAÞ þ LðBÞ:
If equality holds in the above equation the set function L is said to be modularwhich in the case where Lð;Þ ¼ 0 is equivalent
to additivity.
Alternatively, a 2-monotone lower probability can be characterised as having the property that for every A#B and C such
that B \ C ¼ ; we have thatLðB [ CÞ  LðA [ CÞP LðBÞ  LðAÞ: ð5Þ
In the ﬁnite case 2-monotonicity implies the F-property. Moreover, in the case of an F-ﬁeld with 2-monotone lower proba-
bility L, the lower and the upper expectation operators with respect to the corresponding structure can be found in terms of
Choquet integral with respect to L and U respectively, where the Choquet integralwith respect to a set function L is deﬁned asXdL ¼
Z 0
1
ðLðX > tÞ  LðXÞÞdt þ
Z 1
0
LðX > tÞdt:The right hand side integrals are both Riemann integrals. Further, if L is an additive measure, the Choquet integral coincides
with the Lebesgue integral.
IfM is the structure of the F-ﬁeld P ¼ ½L;U with L 2-monotone then we have thatEM½X ¼ XdL ð6Þfor every random variable X. (For the proof see e.g. [8].) In fact, the equality in (6) for every X is equivalent to 2-monotonicity,
while in general the Choquet integral can be strictly lower than the lower expectation with respect to the structure. Actually,
for a ﬁnite set X it is possible to directly construct a probability measure p 2M such that
1 Wa
2 Thi
3 Thi
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1 6 i < m, wherem ¼ jXj, and let Si ¼ fx1; . . . ;xig and S0 ¼ ;. The probability measure pwith pðxiÞ ¼ LðSiÞ  LðSi1Þ then sat-
isﬁes (7).
3.5. Lower and upper previsions as generalised interval probabilities
Interval probabilities are a special case of more general lower and upper previsions (see e.g. [19]). Let f : X! R be given,
which because of X being ﬁnite is always a bounded map. Walley usually calls such a mapping a gamble. It follows from the
theorem of separation of convex sets that every convex set of probabilities is the intersection of the hyperplanes of the form
fpjEp½f P Lðf Þg.1 To every closed convex set of probabilitiesM and the set of all gamblesL, the set of scalars fLðf Þjf 2Lg can
be assigned so thatM ¼ fpjEp½f P Lðf Þ for every f 2Lg. If additionally the following coherence property2 holds for L:Lðf Þ ¼ inf
p2M
Ep½f for every gamble f, then L is called a coherent lower prevision.
Conversely, if F L is a set of gambles and L a lower prevision with the domain F then the set of probabilities
MðLÞ ¼ fpjEp½f P Lðf Þ for all f 2Fg is always a convex set of probabilities. We will say that such a set is representable with
the set of gambles F. In particular, interval probabilities as well as partially determined interval probabilities are a special
case of the more general lower previsions, where the representing sets of gambles are the gambles of the form
1AjA 2A#2X
n
. In the case of completely determined interval probabilityA ¼ 2X, while in the case of probability intervals
A consists of the indicator sets of singletons.4. Markov chains with interval probabilities
In this section we set up the models of imprecise Markov chains that employ different classes of interval probabilities, i.e.
completely determined interval probabilities, partially determined interval probabilities, probability intervals; and more
general lower previsions. The representation of these models is possible with matrices, so it is similar to the usual represen-
tation of Markov chains in the precise case, but at the same time allows very general imprecise probability models.
In Section 2 we described the basic idea of imprecise Markov chains. The choice of different types of interval probabilities
or more general lower and upper previsions now determines the representation of the sets corresponding to steps of the
Markov chain. In general, a (partially determined) interval probability consists of the lower an the upper probabilities which
are both real valued maps on not necessarily coinciding families of subsets of X. We will additionally assume that the lower
probability already sufﬁciently determines the interval probability, as, for instance, is the case with F-ﬁelds which are of our
main interest. So for every set A whose upper bound is given we will assume that the lower bound for Ac is also given which
equivalently determines the upper bound.
Alternatively, instead of a collection of subsets of X, a collection of gambles can be given, which allows descriptions of
more general sets of probabilities. But while any collection of subsets of a ﬁnite set X is ﬁnite too, a collection of gambles
can be inﬁnite. Though, in the continuation we only consider ﬁnite3 collections of gambles, so that we can write
F ¼ ff1; . . . ; frg. If we are talking about classical interval probability then r is of course equal to 2m  2 which corresponds to
the number of all sets subtracted by 2 because LðXÞ ¼ 1 and Lð;Þ ¼ 0 are permanent constraints. Once the order of the gambles
is ﬁxed, we can list the lower bounds LðfiÞ in the same order. So the lower probability can be represented in the form of a vector
of lower bounds:L ¼ ðLðf1Þ; Lðf2Þ; . . . ; LðfrÞÞ:A similar representation is possible for the set of transition matrices. According to this representation, each row of the
imprecise transition matrix is an interval probability, and therefore its lower bound can be represented by a row of length
r, which denotes the number of representing gambles. Thus, an interval transition matrix can be represented in the form of
m r matrix:PL ¼
L1ðf1Þ . . . L1ðfrÞ
..
. . .
. ..
.
Lmðf1Þ . . . LmðfrÞ
0BB@
1CCA:lley denotes lower previsions by P. We use the different notation for compatibility with lower probabilities.
s is one of the equivalent deﬁnitions of coherence, which seems to be the most useful for our purposes. The axiomatic deﬁnition can be found in [19].
s is mostly due to the notation. In principle, however, most of the theory works for inﬁnite sets of gambles too.
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A3 ¼ f1;2g;A4 ¼ f3g;A5 ¼ f1;3g;A6 ¼ f2;3g. Thus, besides Lð;Þ ¼ 0 and LðXÞ ¼ 1 we have to assign the values LðAiÞ for
i ¼ 1; . . . ;6. The lower probability L can thus be represented through the 6-tupleL ¼ ðLðA1Þ; LðA2Þ; LðA3Þ; LðA4Þ; LðA5Þ; LðA6ÞÞ:
Further we represent the interval transition matrixP by a matrix with three rows and six columns, each row representing
an element i and the values in the row representing the interval probability Pi through its lower probability Li. Take for
example the matrixPL ¼
0:5 0:1 0:7 0:1 0:7 0:4
0:1 0:4 0:6 0:3 0:5 0:8
0:2 0:2 0:5 0:4 0:7 0:7
0B@
1CA:In the next section we will show how to obtain the lower probability at the second step, given the lower bounds L and PL.
The model provided by Kozine and Utkin [13] or Hartﬁel [10] uses intervals assigned to elementary sets only. In the lan-
guage of interval probabilities this model can be considered as a PRI model, where the missing constraints can be estimated
using (3) and (4). We will thus refer to this model as PRI Markov chain model.5. Calculating distributions at further steps
In this section we describe and compare methods to calculate sets of distributions corresponding to further steps of an
imprecise Markov chain. The methods depend on the models used to describe sets of probabilities. We ﬁrst describe a gen-
eral method where calculations are done with supporting functionals of the convex sets of probabilities. While, in theory, it
produces exact results, it is not suitable for practical calculations, because in general it involves an inﬁnite set of functionals.
For the models with ﬁnite sets of constraints we describe two methods and compare them with respect to the accuracy and
possibilities to apply in different cases. While the so called ‘‘backward” method produces exact results, the so called ‘‘for-
ward” method only gives approximations. Although, in some situations only the ‘‘forward” method can be applied; more-
over, we will describe a special case where the ‘‘forward” calculations can be translated to the usual matrix multiplications.
5.1. General convex sets
In Section 2 a general method is given to calculate imprecise probability distributions corresponding to an imprecise Mar-
kov chain. Thus we have, at least in principle, a method to obtain the sets of probabilities at future steps. However, as men-
tioned before, the true sets of probabilities become increasingly complex as the number of steps increases. So, for instance,
even if we start with an interval probability and if rows of the transition matrix are interval probabilities, the sets at further
steps may not be representable as interval probabilities. Moreover, even if the initial set and the set of transition matrices are
both convex, the sets at further steps are not necessarily convex; however, Hartﬁel ([10]: Lemmas 2.5 and 2.6) shows that
convexity of the sets is ensured whenever the set of transition matrices is an interval. Moreover, it clearly follows from his
proofs that what is really needed is that the rows of the transition matrix are separately speciﬁed. We summarise this in the
following lemma.
Lemma 1. Let P be a convex set of transition matrices with separately speciﬁed rows and letM be a convex set of probabilities.
Then the setMP is convex.
Proof. We prove the lemma by showing that given the probabilities q and q0 2M and transition matrices p and p0 2 P then,
whenever a; bP 0 and aþ b ¼ 1,ðaq  pþ bq0  p0Þ ¼ ðaqþ bq0Þr ð8Þwith r 2 P.
Take j 2 X. We haveðaq  pþ bq0  p0Þj ¼ a
Xm
i¼1
qipij þ b
Xm
i¼1
q0ip
0
ij ¼
Xm
i¼1
aqipij þ bq0ip0ij
 
¼
Xm
i¼1
aqi þ bq0i
  aqi
aqi þ bq0i
pij þ
bq0i
aqi þ bq0i
p0ij
 
:Thus taking r with rij ¼ aqiaqiþbq0i pij þ
bq0
i
aqiþbq0i
p0ij satisﬁes (8). Notice that ith row of r is a convex combination of some elements of
Pi and therefore itself a member of Pi too. Since rows of P are separately speciﬁed it follows that the resulting matrix is also
a member of P. h
Corollary 1. LetP be a convex set of transition matrices with separately speciﬁed rows and letM0 be a convex set of probabilities.
ThenMn is a convex set of probabilities for every n 2 N.
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The last corollary implies that the sets of probabilities corresponding to Markov chains whose initial and transition sets
are representable with interval probabilities are convex. Though, even if bothM0 and every Pi are representable through a
given set of gambles, this is no longer necessarily true for the setsMn if n > 0.
Despite this, we may still be interested in the lower probabilities or lower previsions representable withF that bound the
sets from below. This means that we are interested in the lower boundsLðnÞðf Þ ¼ inf
p2Mn
Ep½f ;whereMn is in general a strict subset ofMðLðnÞÞ. The problem of approximation of the setsMn thus translates to the problem
of estimating LðnÞ.
The next proposition gives a basis to calculations of lower probabilities after one transition.
Proposition 1. Let P be a closed set of transition matrices with separately speciﬁed rows and M a set of probabilities (not
necessarily convex). Then there is a pf 2 P such thatinf
q2M;p2P
Eqp½f  ¼ inf
q2M
Eqpf ½f : ð9ÞThus the matrix pf is independent ofM.
Proof. We construct pf as follows. Let a gamble f be ﬁxed. The set Pi contains a probability ðpf Þi such that
Eðpf Þi ½f  ¼minp2Pi Ep½f . Let pf be the matrix whose ith row is ðpf Þi.
Now we take arbitrary probability q 2M and p 2 P. Using linearity of mathematical expectations we getEqp½f  ¼
Xm
i¼1
qiEpi ½f P
Xm
i¼1
qiEðpf Þi ½f  ¼ Eqpf ½f :Taking the inﬁmum over the setM now gives usinf
q2M;p2P
Eqp½f  ¼ inf
q2M
Eqpf ½f as required. h
The above proposition is crucial to understanding the difference between the ‘‘forward” and ‘‘backward” calculations of
imprecise matrix products. In short, the difference is that the ‘‘forward” method calculates the new set of probabilities at
each step and the ‘‘backwards” method ﬁrst calculates the new set of transition matrices, which is then used to be multiplied
with the initial set of probabilities. The crucial assymmetry is that the matrix pf in (9) is independent onM, while q does
depend on P. The expression that has to be minimised at further steps is then of the form q0p1 . . . pnf . It follows from the
above proposition that pn ¼ pf is still the right choice to minimise this expression, while the choice of q0 is not the same
any more when the right part is changed. So the elements of the ﬁrst part of the expression, q0p1 . . . pn1, change with every
additional step; moreover the minima have to found over the increasingly complex setM0 Pn. Though, if new elements are
added from the left hand side, the minima are always taken over the set P, which is usually far more easily tractable.
In [17,18] an approach was presented where we consequently estimate LðnÞ and do further calculations with the sets
MðLðnÞÞ. This approach yields lower bounds that are in general too conservative. Another approach was presented in [7]
and, for the case of probability intervals, in [10] that returns exact lower and upper bounds on the sets of probabilities. In
the following we compare the two approaches.
The ﬁrst approach mentioned above mimics the ordinary procedure to obtain distributions at further steps in the precise
case. Thus we start with an initial set of distributionsM0 being the set of all probability distributions dominating a lower
probability Lð0Þ on some domain F. It is relatively straightforward to calculate the exact lower bounds for the set
M1 ¼M0 P. By Proposition 1 for each f 2F there exists a transition matrix pf 2 P such thatLð1Þðf Þ ¼ min
qp2M1
Eq½f  ¼ min
q2M0
Eqpf ½f :We could continue with the calculations as above to calculate Lð2Þ; Lð3Þ; . . .. Since the transition set used in the calculations
remain the same, the above calculation can be made more intuitive by adopting the following notation. Let f 2F be a gam-
ble and suppose that every Pi is representable by the set of gambles F. The column of the lower transition matrix corre-
sponding to f is then of the formcf ¼
L1ðf Þ
L2ðf Þ
..
.
Lmðf Þ
0BBBB@
1CCCCA
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Thus at each step we are calculating the lower expectations of the columns of the lower transition matrix PL with respect to
the lower probability obtained at the previous step:LðnÞ ¼ EMðLðn1ÞÞ½cf1 ; . . . ; EMðLðn1ÞÞ½cfr 
 
:But the difﬁculty arises from the fact thatM1 is in general not the same asMðLð1ÞÞ, becauseM1 may no longer be rep-
resentable by F. In fact, we have the inclusionM1#MðLð1ÞÞ
unless the domain F happens to be the set of all possible gambles.
This difﬁculty has been overcome essentially by changing the order of calculations. The above approach uses ‘‘forward”
calculations where the resulting lower probability obtained at each step is multiplied by the ﬁxed lower transition matrix.
The ‘‘backward” calculation effectively ﬁrst computes the appropriate power of the lower transition matrix and only the last
step is then multiplication with the initial imprecise probability distribution. In [10] this approach is described, under the
name ‘‘Hi-Lo method”, and is designed to work only for the case of probability intervals. The more general approach taken
in [7] is designed to work for very general imprecise Markov models, presented in a more abstract settings using probability
trees (see [6]) and related functionals.
In the settings used here the ‘‘backward” products can be calculated in a very similar way as the ‘‘forward” products. Let
Lð0Þ be an initial lower probability and PL the lower transition matrix. Then the (i, j)th entry of the nth power of PL; P
n
L , can be
recursively calculated aspðnÞij :¼ LðnÞi ðfjÞ ¼ EPi cðn1Þfj
h i
; ð11Þwhere cðn1Þfj is the column of P
n1
L corresponding to the gamble fj. Note also that Pi ¼MðLiÞ, where Li is the ith row of PL.
The lower probability LðnÞ corresponding toMn is then simply calculated usingLðnÞðfjÞ ¼ EM0 cðnÞfj
h i
: ð12ÞNote that it is still not necessarily true thatMðLðnÞÞ ¼Mn, but at least the lower bounds corresponding to the gambles are
now exact, which is not the case with the ‘‘forward” products.
Although the ‘‘backward” products evidently provide better estimates of the sets of distributions, there are still a few rea-
sons to sometimes use the ‘‘forward” products. Firstly, there is no immediate relationship between LðnÞ and Lðn1Þ when using
the ‘‘backward” products that would resemble the known relations between consecutive distributions in the precise case.
This relationship can in some special cases, as described in Section 5.2, be used to calculate an approximation to the lower
bounds of stationary sets of distributions. As we demonstrate in Section 8, the level of the error due to the use of not exact
‘‘forward” products can often be considered acceptable in practical cases.
Another situation where the ‘‘backward” products would be inconvenient is when some kind of conditioning has to be
performed at each step. Such an example is the study of the limit behaviour of imprecise Markov chains with absorption
(see [3]), which is a generalisation of the problem studied in [5]. There, transition matrices of the formP ¼ 1 0
p Q
 
are considered, where p – 0 and Q satisﬁes a regularity condition. The corresponding Markov chain is absorbing and the limit
distribution equals to ð1;0Þ; however, if conditioning upon non-absorption is done at every step, the resulting set of condi-
tional distributions may also converge to some non-trivial set of distributions. Thus, having a distribution of the form ða;qÞ,
where a – 1, the corresponding distribution conditional on not being absorbed is then equal to q0 ¼ 11aq. Given a conditional
distribution q0n, the distribution at the next step can be obtained as:q0nþ1 ¼
1
1 q0np
q0nQ :To ﬁnd the limit conditional distribution it is necessary to do conditioning before the convergence of the powers Qn to the
zero matrix takes place. This makes it difﬁcult to directly apply the ‘‘backward” method. However, the calculations can be
easily done, also in the imprecise case, by using the ‘‘forward” method.
5.2. Approximation with Choquet integral as a linear transformation
In this subsection we show how the ‘‘forward” calculations can in special cases be translated into the simple matrix oper-
ations that are usual in the analysis of Markov chains in the precise case. We explicitly derive the corresponding matrix and
show how it can be used to approximate sets of distributions corresponding to the steps of a Markov chain.
1322 D. Škulj / International Journal of Approximate Reasoning 50 (2009) 1314–1329The calculations of lower probabilities at further steps basically require ﬁnding lower expectations of some real valued
functions with respect to sets of probabilities. This is in general a linear programming problem with many constraints. When
large sets are considered the calculations can become very time consuming. However, it is possible to calculate lower expec-
tation in a much easier and less time consuming way if the corresponding set of probabilities is the structure of a 2-mono-
tone lower probability, as described in Section 3.4. In such a case lower expectation coincides with the Choquet integral,
which allows calculations in terms of linear operators. There are several imprecise probability models based on 2-monotone
lower probabilities. Besides probability intervals, also some other important classes of lower probabilities, such as belief func-
tions (see e.g. [16]), are known to be 2-monotone.
Thus, suppose that we have an initial lower probability Lð0Þ and a lower probability matrix PL whose each row is a 2-
monotone lower probability. Then (10) rewrites toLðnÞðAjÞ ¼ cAj dLðn1Þ; ð13Þwhere a column of the transition matrix cAj corresponds to a set rather than a gamble, since 2-monotone lower probabilities
are classical interval probabilities.
Similar simpliﬁcations can be made for backward products calculations. Thus (11) now becomespðnÞij ¼ cðn1ÞAj dLi; ð14Þwhere again all columns correspond to subsets of X. Finally, in order to calculate the lower probability at step n, we modify
(12) intoLðnÞðAjÞ ¼ cðnÞAj dL
ð0Þ
: ð15ÞThe main difference between the roles of the Choquet integral in the above formulae is that in (13) the integrating func-
tion remains constant for all time steps while in (14) and (15) the integrating measure is constant. Concerning accuracy of
the results, only the latter give precise estimates while the former, for the reasons explained before, only produces approx-
imations. Even more inconvenient is the fact that the lower probability LðnÞ needs not be 2-monotone even if those on the
previous steps are. Estimation of the Choquet integral is still possible in this case but its value is in general lower than
the lower expectation needed to be calculated. In Section 8 we give some examples that illustrate the magnitude of errors
using this estimation.
Despite the obvious advantage of the ‘‘backward” products implemented in (14) and (15) over the ‘‘forward” products
using (13), the latter have an interesting property that the corresponding linear operator is the same at all time steps. This
makes it possible to perform certain estimations in terms of matrix algebra, that is in the same way as the precise Markov
chains are usually analysed. This might not be a very great advantage concerning the practical use, where having a linear
computational complexity with the ‘‘backward” products allows sufﬁciently efﬁcient algorithms, but may be more useful
for theoretical purposes, where instead of a sequence of operators only a single matrix has to be analysed.
We continue with the explicit derivation of the matrix corresponding to the Choquet integral. First we enumerate the
non-empty subsets of X in any order such that X is in the last place. Thus we have the ð2m  1Þ-tuple ðA1; . . . ;A2m1Þ, where
A2m1 ¼ X. For every 1 6 j < 2m  1 let pj be a permutation such that LpjðkÞðAjÞP Lpjðkþ1ÞðAjÞ for every 1 6 k < m and the chain
of subsets of XBj;k ¼ fpjð1Þ; . . . ;pjðkÞg:Thus, Bj;0 ¼ ; and Bj;m ¼ X. To every such chain we can construct an additive probability that coincides with LðnÞ on every Bj;k
withqjpjðkÞ ¼ q
jðpjðkÞÞ ¼ LðnÞðBj;kÞ  LðnÞðBj;k1Þ(see e.g. [8], Lemma 6.1). Further let iðj; kÞ be deﬁned so that Bj;k ¼ Aiðj;kÞ. Let eL be the vector of their lower probabilities cor-
responding to a lower probability L: eL ¼ LðA1Þ; . . . ; LðA2n1Þð Þ. We will now construct the matrix of the mapping eLðnÞ # eLðnþ1Þ.
From (7) and the construction of qj we derive that cAj dL
ðnÞ ¼ Eqj ½cAj . Using this, we rewrite (13) for any Aj – X into the
form:Lðnþ1ÞðAjÞ ¼
Xm
k¼1
qjkLkðAjÞ ¼
Xm
k¼1
qjpjðkÞLpjðkÞðAjÞ ¼
Xm
k¼1
LðnÞðAiðj;pjðkÞÞÞ  LðnÞðAiðj;pjðk1ÞÞÞ
h i
LpjðkÞðAjÞ
¼
Xm1
k¼1
LðnÞðAiðj;pjðkÞÞÞ LpjðkÞðAjÞ  Lpjðkþ1ÞðAjÞ
h i
þ LðnÞðXÞLpjðmÞðAjÞ:
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miðj;pjðkÞÞ;j ¼ LpjðkÞðAjÞ  Lpjðkþ1ÞðAjÞ; 1 6 k < m;1 6 j < 2m  1
miðj;pjðmÞÞ;j ¼ m2m1;j ¼ LpjðmÞðAjÞ; 1 6 j < 2m  1
mi;2m1 ¼ 0; 1 6 i < 2m  1
m2m1;2m1 ¼ 1;
mi;j ¼ 0; i – iðj;pjðkÞÞ for every k ¼ 1; . . . ;2m  2:Thus, M has the following structure:M ¼ M
0 0
b 1
 
ð16Þwhere b is the vector of minimal column elements of the lower transition matrix PL. If now eLðnÞ is the vector of lower prob-
abilities at step n obtained through (13) then eLðnþ1Þ ¼ eLðnÞM.
Despite linearity of the proposed method, it is only suitable for small values of m for actual calculations, because the size
of the matrix M grows exponentially with m. Although in such a sparse matrix the number of non-zero elements is more
relevant, which in our case grows slower, but still exponentially in m.
6. Invariant distributions
Invariant distributions under transition operators have a very important role in the classical theory of Markov chains,
especially in the connection with limit distributions. In a manner similar to replacing single initial and transition probabil-
ities with sets of those, single invariant distributions must be replaced with invariant sets of distributions when imprecise
Markov chains are considered.
In this section we study properties of invariant sets of distributions. First we prove that every imprecise Markov chain has
at least one invariant set of distributions. This result was also proved by Hartﬁel [10], who, though, did not study invariant
sets of distributions into more detail except for the purpose of convergence. Additionally we prove that the largest invariant
set is unique. Further we give some results concerning the existence of invariant sets, their closure and monotonicity. Finally
we deﬁne a class of so-called quasi invariant sets of distributions induced by the ‘‘forward” operators, that, as described in
previous sections, only approximate the true sets of distributions. Quasi invariant sets could thus in some cases serve as
approximations of true invariant sets of distributions.
6.1. The invariant set of distributions
We begin this subsection with a generalisation of the concept of invariant distribution. In the classical theory an invariant
distribution of a Markov chain with transition probability matrix P is any distribution q such that q  P ¼ q. If additionally the
transition matrix is regular then it has a unique invariant distribution to which distributions at consecutive steps converge in
time. Similar results can also be shown for the case of Markov chains with interval probabilities.
Let us begin with the deﬁnition of an invariant set of distributions. Let P be a set of transition matrices. Then a set of
distributionsM is said to be an invariant set of distributions wheneverM ¼ fq  pjq 2M; p 2 Pg:
This means that this set is invariant for the set operatorM#M P:
It is a well known result from the classical theory that every stochastic matrix has at least one invariant distribution. We
shall prove that the same also holds for any imprecise transition matrix; moreover, a unique largest invariant set of distri-
butions corresponds to every set of transition matrices. This will be a consequence of the following result:
Proposition 2. Let P be a set of transition matrices andM0 any initial set of distributions. Then
(i) ifM1 ¼M0 P#M0 then Mnþ1 ¼Mn P#Mn
for every n 2 N; and
(ii) ifM1 ¼M0 P M0 then Mnþ1 ¼Mn P Mn
for every n 2 N.Proof. We start with proving (i). We proceed by induction on n. Suppose that Mn#Mn1. Then we have Mnþ1 ¼Mn
P#Mn1 P ¼Mn, as required. The proof of (ii) is almost the same. h
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M1 ¼M0 P M0. Then there exists the limit setM1 ¼ lim
n!1
Mn: ð17ÞMoreover, the setM1 is invariant for P.
Proof. It follows by Proposition 2 that the sequence of sets fMng forms a chain. Therefore it has a limit that is equal either toS1
i¼1Mi or
T1
i¼1Mi respectively, depending on the chain being increasing or decreasing.
To see thatM1 is invariant we can assume that it is the limit of an increasing sequence. Take any q 2M1 and p 2 P. Then
q 2Mn for some n 2 N, and therefore q  p 2Mnþ1#M1. SoM1 P#M1. To prove the converse inclusion note that every
q 2M1 also belongs to some Mnþ1, which by deﬁnition consists of the products q0  p where q0 2Mn and p 2 P. But
q0 2Mn#M1, implying thatM1 P M1.
It is very similar to verify that the limit of a decreasing sequence is invariant. h
The next proposition shows that the closure of a set of distributions that is invariant for a closed set of transition matrices
is again an invariant set of distributions for the same set of transition matrices.
Proposition 3. Let P be a closed set of transition matrices andM its invariant set of distributions. Then the closureM is again an
invariant set of distributions.
Proof. Consider the continuous mapping ðq; pÞ#q  p, mapping the set ðM;PÞ toM. Then the closure ðM;PÞ ¼ ðM;PÞmaps
toM which is equivalent to saying thatM is invariant for P. h
To prove uniqueness of the largest invariant set of distributions we will need the following.
Proposition 4. Let P be a set of transition matrices andM0 an initial set of distributions satisfying eitherM1 M0 orM1#M0.
Further letM1 be the limit set (17) andM0 an invariant set of distributions.
(i) IfM0#M0 thenM0#M1.
(ii) IfM0 M0 thenM0 M1.
Proof. If in (i) the sequence fMng is increasing or if in (ii) it is decreasing, the inclusions follow directly from the deﬁnitions.
Now assume the case (i) with the decreasing sequence fMng. We proceed by induction on n. Suppose thatM0#Mn. Then
clearlyM0 ¼M0 P#Mn P ¼Mnþ1, where the ﬁrst equality follows from the invariance of M0 and the last one from the
deﬁnition. ThusM0#Mn for every n and therefore alsoM0#
T1
n¼1Mn ¼M1.
The veriﬁcation of the remaining case is also very similar and therefore omitted. h
The proof of the existence of the largest invariant set of distributions is now immediate.
Corollary 3. LetP be a set of transition matrices and letM0 ¼ K be the set of all probability distributions on X. Then the limitM1
of the sequence (1) is the largest invariant set of distributions.
Proof. It follows immediately from Proposition 2 thatM1 is an invariant set. LetM0 be another invariant set. SinceM0 is the
set of all distributions it must be thatM0#M0 which, by Proposition 4, implies thatM0#M1. h
The largest invariant set of distributions may not be the only invariant set but, as will become clear in the continuation, it
is unique if the set of transition matrices satisﬁes certain regularity conditions.
Before proceeding to uniqueness we deﬁne a class of quasi invariant lower probabilities arising from the approximation
operators.6.2. Quasi invariant lower probabilities
In the previous sections we also deﬁned some other ‘‘forward” product operators that give in general inexact approxima-
tions of the lower bounds on further steps. Correspondingly we can deﬁne the concept of invariant lower probabilities with
respect to those operators. Thus we can say a lower probability L with the domain F is an invariant lower probability with
respect to the lower probability matrix PL whenever for every gamble f 2FLðf Þ ¼ EMðLÞ½cf :In an even simpler equation form, a deﬁnition of an invariant lower probability with respect to the Choquet integral can be
given. We will say a lower probability L is the Choquet invariant lower probabilitywith respect to the lower probability matrix
PL if
D. Škulj / International Journal of Approximate Reasoning 50 (2009) 1314–1329 1325LðAÞ ¼ cA dLfor every A#X. Taking into consideration that the above is in fact a matrix equation, it is actually possible to obtain an
approximation to the lower bound of the invariant set of distributions by ﬁnding a left eigenvector of the matrix (16) cor-
responding to the eigenvalue 1.7. Convergence to equilibrium
In this section we give some general results on the convergence of imprecise Markov chains under very weak assump-
tions, so we do not even require convexity of the sets of probabilities. First we study the existence and uniqueness of minimal
invariant sets that are analogous to the maximal invariant sets deﬁned in the previous section. For a class of regular sets of
transition matrices the two sets are shown to coincide, which implies unique convergence for imprecise Markov chains with
sets of transition matrices belonging to this class. This ﬁnal result is analogous to the convergence results given by Hartﬁel
[10] and de Cooman et al. [7]. However, the method that we use here differs substantially from those used by the authors
cited above. Moreover, we clarify the relation between the minimal and maximal invariant sets of distributions in the case
where convergence is not unique.
7.1. Regular imprecise Markov chains
One of the most important results concerning convergence of classical Markov chains is the Perron-Frobenius theorem
which states that if the transition matrix of a Markov chain is regular then it has a single invariant distribution, which is also
the limit distribution. A classical transition matrix P is regular if for some r the power Pr contains only strictly positive ele-
ments, which means that every state is reachable from every other state in r steps.
The concept of regularity does not depend on exact probabilities but rather on which of them are zero and larger than
zero respectively. Therefore an obvious generalisation to the imprecise case would be the following. An imprecise Markov
chain is regular if for some r all the elements of the set of matrices Pr only contain strictly positive entries. This then has
the same implication as in the precise case that every state is reachable from every other state in r steps. In [18] the concept
of regularity was generalised to Markov chains with interval probabilities, and it was shown that regular sets of transition
matrices are contractions in the Hausdorff metric between sets of probabilities, which made it possible to use Banach ﬁxed
point theorem to show convergence.
Hartﬁel in his work [10] uses a more general property that assures unique convergence of Markov chains, and also
Markov set-chains. A transition matrix or a set of matrices is called scrambling if it is a contraction either on the set of vectors
or on the family of closed sets of vectors in the case of sets of matrices. In both cases this property assures unique conver-
gence. A further generalisation of convergence theorems was made by de Cooman et al. [7] who show unique convergence
for a class of regularly absorbing imprecise Markov chains.
7.2. Minimal invariant sets of distributions
We have shown in Corollary 2 that given an initial setM0 such thatM1 ¼M0 P is either a subset or a superset ofM0, the
limit setM1 exist and is an invariant set. Using this we showed the existence of the largest invariant set of distributions in
Corollary 3. Next we show the existence of a minimal invariant set, and additionally, that such a minimal set is unique under
a weak regularity assumption.
Proposition 5. Let q be a probability distribution and P a set of transition matrices such that q  p ¼ q for some p 2 P. Starting
with the initial set of distributions M0 ¼ fqg the sequence (1) converges to an invariant set of distributions, and this set is a
minimal invariant set, with respect to set inclusion, that contains q.
Proof. We have q  p ¼ q and therefore q 2M0 P ¼M1. Thus,M0#M1 whence by Corollary 2 the convergence of the sets
follows. h
It is possible however that an invariant set of distributions does not contain any invariant sets of particular matrices in P
as shown by the next example.
Example 2. LetP ¼ 0 11 0
  	
. The unique invariant distribution of the matrix p ¼ 0 11 0
 
is equal to (0.5, 0.5). However,
also the set of distributions {(0, 1), (1, 0)} is clearly an invariant set for P.
The following lemma shows that in the case where the set of transition matrices contains at least one regular matrix there
exists a unique minimal closed invariant set with respect to set inclusion, and this set contains the invariant distributions
corresponding to the regular matrices in P.
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invariant set of distributionsM1 with the following property. IfM is another closed invariant set of distributions thenM1#M.
Moreover,M1 contains the invariant distributions of all regular matrices in P.
Proof. Let p be a regular transition matrix in P and q its unique invariant distribution. LetM0 ¼ fqg. By Proposition 5 the
limitM1 of the sequence (1) starting withM0 is the minimal invariant set containing q. The closure of this set is then the
minimal closed set of distributions containing q. Now showing that q belongs to every closed invariant set of distributions
will complete the proof.
Take any closed invariant set of distributionsM. By the deﬁnition of invariance, the sequence fq0pngn2N, for any q0 2M,
must be contained inM and because of its closure it must therefore also contain the limit of this sequence, which is q. Thus,
q 2M and thereforeM1#M as required. h
It should be noted that the existence of a minimal invariant set of distributions crucially depends on closure requirement.
To see this consider the following example.
Example 3. Let the set of transition matrices be the followingP ¼ 1 0
0 1
 
;
0:4 0:6
0:6 0:4
  	
:Let p denote the second matrix in P, and its unique invariant distribution is (0.5,0.5). Starting with any other initial dis-
tribution q we obtain the following family of invariant sets of distributionsMq ¼ fq; q  p; q  p2; . . . ; q  pn; . . .g, whose inter-
sections are in general empty. But their closures all contain (0.5,0.5), which is then the only element of the intersection of all
these sets and thus {(0.5,0.5)} is the minimal closed invariant set for P.
Let M0 and N0 be sets of probabilities. Consider the set S0 ¼ aM0 þ bN0, where a; bP 0 and aþ b ¼ 1, and the se-
quences of sets fMngn2N; fNngn2N and fSngn2N as in (1). Since for every q 2M; r 2N and p 2 P we have ðaqþ brÞp ¼
aq  pþ br  p it follows that S1 ¼S0P#aM1 þ bN1. Consequently, if all the above sequences converge then we have thatS1#aM1 þ bN1: ð18ÞUsing the above inclusion we can prove the following theorem about the uniqueness of invariant sets for regular sets of tran-
sition matrices.
Theorem 1. Let P be a closed regular set of transition matrices. Then it has a unique closed invariant set of probabilities.
Proof. First, it is clear that any set of distributions invariant for P is also invariant for Pr . Thus, let r be such that Pr only
contains strictly positive matrices. Further, let K be the set of all probability distributions on X. It is also obvious that
KPr only contains strictly positive probability vectors with strictly positive components. By Corollary 3 and Lemma 2, the
largest and the smallest closed invariant sets of distributions exist, which we denote by U and L respectively, where of
course L  U holds. They are the limits of the sequences (1) starting with K and fqg respectively where q is the invariant
distribution of some p in P.
But then there is an 0 < a < 1 such thataKþ ð1 aÞfqg  KPr ¼:M0:
Now take N0 ¼ aKþ ð1 aÞfqg. Clearly the sequence fMngn2N, starting with M0, converges to U. It is also clear that the
limitN1 exists. But (18) implies thatN1#aUþ ð1 aÞL
and sinceN0 M0 we must have thatU#aUþ ð1 aÞL
which is only possible if U ¼L. h
To complete this section with a convergence result, we use the following deﬁnition for a limit set. LetM0 be any initial set
of distributions and fMngn2N the sequence given by (1). We deﬁneM1 ¼
\1
n¼0
[1
m¼n
Mm: ð19ÞClearly, in the case of monotone sequence fMngn2N the set (19) coincides with the closure of the limit set of the sequence. In
general case we have the following.
Theorem 2. Let P be a closed regular set of transition matrices andM0 a set of probability distributions. Then the limit setM1
deﬁned in (19) is the unique closed invariant set of distributions.
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because it contains all unique invariant distributions of matrices in P.
The set M1 is the intersection of an inﬁnite monotone chain of sets satisfying the conditions of Corollary 2 and is
therefore an invariant set, and as an intersection of closed sets itself a closed set too. h8. Numerical examples
In this section we give two numerical examples to demonstrate the differences between the given approaches to calcu-
lating sets of distributions at consecutive steps and invariant sets of distributions. The approaches are ﬁrst divided into two
classes, the ﬁrst one estimates sets of distributions using ‘‘forward” calculations and the second one uses ‘‘backward” calcu-
lations. It has been proved in [7] that backward calculations lead to exact results while forward calculations only present
approximations, which sometimes can be calculated in a more convenient form.
In Example 1 the lower transition matrix wasPL ¼
0:5 0:1 0:7 0:1 0:7 0:4
0:1 0:4 0:6 0:3 0:5 0:8
0:2 0:2 0:5 0:4 0:7 0:7
0B@
1CA:Take the following initial lower probability:Lð0Þ ¼ ð0:5;0:1;0:7;0:1;0:7;0:4Þ:The matrix corresponding to the Choquet integral operator (16) for this example isM ¼
0:3 0 0:1 0 0 0 0
0 0:2 0 0 0 0:1 0
0 0 0:1 0 0 0 0
0 0 0 0:1 0 0 0
0:1 0 0 0 0:2 0 0
0 0:1 0 0:2 0 0:3 0
0:1 0:1 0:5 0:1 0:5 0:4 1
0BBBBBBBBBBBBB@
1CCCCCCCCCCCCCA
: ð20ÞThe following tables show the differences between the lower probabilities after 1, 10 and 30 steps using backward prod-
ucts (BP), forward products (FP) and the linearisation via Choquet integral (C). In the right most column the maximal differ-
ence (MD) between approximated and the true lower probability (BP) is given.Set MDA1 A2 A3 A4 A5 A6Step 1 BP 0.3200 0.1600 0.6200 0.1900 0.6400 0.5300
FP 0.3200 0.1600 0.6200 0.1900 0.6400 0.5300 0
C 0.3200 0.1600 0.6200 0.1900 0.6400 0.5300 0Step 10 BP 0.2321 0.2000 0.5816 0.2460 0.6250 0.6000
FP 0.2321 0.2000 0.5814 0.2444 0.6250 0.6000 0.0016
C 0.2321 0.2000 0.5814 0.2444 0.6250 0.6000 0.0016Step 30 BP 0.2321 0.2000 0.5816 0.2460 0.6250 0.6000
FP 0.2321 0.2000 0.5813 0.2444 0.6250 0.6000 0.0016
C 0.2321 0.2000 0.5813 0.2444 0.6250 0.6000 0.0016The eigenvector of the matrixM (20) corresponding to the eigenvalue 1 and such that its last component is equal to 1 can
be found directly and is equal toð0:2321; 0:2000;0:5813; 0:2444;0:6250; 0:6000;1Þ:In this example the probability space contains only three states, which causes every coherent lower probability to be 2-
monotone, and therefore the results obtained using the forward calculations coincide with those obtained by the Choquet
integral, and they are both slightly inaccurate.
1328 D. Škulj / International Journal of Approximate Reasoning 50 (2009) 1314–1329In the next example we consider a probability intervals Markov chain on a probability space with four states whose lower
and upper transition matrices are:PL ¼
0:1 0:15 0:1 0:25
0:35 0:3 0:1 0:05
0:05 0 0:1 0:05
0:2 0 0:1 0:05
0BBB@
1CCCAandPU ¼
0:25 0:4 0:1 0:65
0:55 0:4 0:15 0:1
0:65 0:65 0:3 0:2
0:6 0:25 0:35 0:45
0BBB@
1CCCA:Starting with the set of all probabilities the probability intervals (lower bounds (L) and upper bounds (U)) after 1 and 10
steps using using backward products (BP), forward products (FP) and the linearisation via Choquet integral (C), and the max-
imal distance (MD) is given in the last column.State MD1 2 3 4Step 1 (L) BP 0.0500 0.0000 0.1000 0.0500
FP 0.0500 0.0000 0.1000 0.0500 0
C 0.0500 0.0000 0.1000 0.0500 0Step 1 (U) BP 0.3500 0.6500 0.3500 0.3500
FP 0.3500 0.6500 0.3500 0.3500 0
C 0.3500 0.6500 0.3500 0.3500 0Step 10 (L) BP 0.1138 0.0547 0.1000 0.0728
FP 0.1099 0.0487 0.1000 0.0720 0.0060
C 0.1099 0.0487 0.1000 0.0720 0.0060step 10 (U) BP 0.4894 0.7249 0.5429 0.4416
FP 0.4812 0.7209 0.5410 0.4328 0.0088
C 0.4812 0.7209 0.5410 0.4328 0.0088The limits after more than 10 steps remain almost the same.
We can again observe that the results obtained by the forward calculations and those using the Choquet integral coincide
and that they are both slightly inaccurate. However, the level of inaccuracy is relatively small compared with the imprecision
of the matrices.9. Conclusions
We have shown that Markov chains where initial and transition probabilities are not precisely known can be presented in
similar ways as those given precisely, that is by means of matrix algebra. However, their calculations in general involve solv-
ing a series of linear programming problems. We compared two approaches, the so called ‘‘forward” and ‘‘backward” calcu-
lations. While the latter produce exact results, can the former be simpliﬁed to the extent that approximations can be found
using the usual matrix calculations, in particular, the problem of ﬁnding the limit set of distributions, can be approximately
solved by ﬁnding an eigenvector of a matrix. Numerical examples suggest that the level of errors of the approximations is
often acceptable in comparison with the imprecision of the input parameters.
Further, we have studied the existence and properties of invariant sets of probabilities. While the largest invariant
set always exists, the existence of the smallest invariant set depends on some regularity conditions on the set of transition
matrices. Both sets are shown to coincide under additional regularity conditions, and in this case the sets of probabilities
corresponding to steps of a Markov chain converge to the unique invariant set.
Several interesting questions still remain open. One of them is whether the regularity conditions also assure the conver-
gence of the ‘‘forward” approximations. In the case where invariant sets of distributions are not unique it would be interest-
ing to study the properties of the possible invariant sets and their relations to the possible limit sets.
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