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Abstract
Contention tree algorithm is initially invented as a solution to improve the stable throughput
problem of Slotted ALOHA in multiple access schemes. Even though the throughput is stabilized in tree
algorithms, the delay of requests may grow to infinity with respect to the arrival rate of the system. Delay
depends heavily on the exploration of the tree structure, i.e., breadth search, or depth search. Breadth
search is necessary for faster exploration of tree. The analytical probability distribution of delay, which
is available mostly for depth search, is not generalizable to all breadth search. In this paper we fill this
gap through though arbitrary grouping of branches and including this in the delay analysis. This enables
obtaining the delay analysis of any contention tree algorithm that runs a breadth first search exploration.
We show through simulations that the analysis is in agreement with the realizations.
Index Terms
Trees, Multichannel
I. INTRODUCTION
Protocols for resource management can be roughly categorized as contention-based, such that
users are not assigned resources but they contend for them, and contention-free, where each
user has separate access to allocated resources. The suitable protocol is selected depending on
the requirements of a system. Contention-free protocols provide guarantees for certain services
like industrial control, whereas the contention-based protocols enable flexible use of resources,
as highly dynamic requests are required in, e.g., mobile networks. The flexibility of contention-
based communication has been attracting recent interest due to the upcoming concept of Internet
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of Things. The number of users is expected to grow exponentially such that pre-allocated resource
management is sub-optimal.
Slotted-ALOHA (SA) is one protocol that deals with multiple access without reservations.
Nonetheless, problems regarding stability are still present. Tree Algorithms working on top
of SA may alleviate these problems. Stabilization for SA is achieved via sending successive
feedback to collided users, such that they are prioritized compared to initial arrivals. Contention
tree algorithms are well known for stable throughput operation. Analysis of throughput of the
algorithms is well established in the state of the art while the delay analysis is limited. The
distribution of the delay is only available under certain settings. In this paper we generalize this
analysis for any breadth-first search for contention tree algorithm in a multichannel environment
and call this new approach Multichannel Parallel Contention Tree Algorithm (MP-CTA).
The structure of the paper is as follows. In Section II we provide details about the state of
the art on delay analysis on contention tree algorithms. In Section III we introduce our model
and the analysis. In Sec. IV simulations are given to show that analytical assumptions match
realizations. In Sec. V the key contributions are repeated, which concludes the paper.
II. BACKGROUND
Contention Tree Algorithms (CTA) are designed to provide efficient medium access to a
channel connecting a central station and a set of contenders, which are not aware from one
another. Contenders are devices that try to send information to the central station through a
shared communication channel.
A. Binary Tree Algorithm (BTA)
The Binary Tree Algorithm was invented, by Tsybakov and Mikhailov in 1978 [7] and
independently by Capetanakis in 1979 [8]. It is simple to implement and only requires binary
feedback from the central station. The principle behind this algorithm is a tree-like splitting
strategy. First, contenders access a slot randomly. If multiple contenders access the channel at
the same time the result is a collision. In such an event, all the initial arrivals are blocked. After
a collision, contenders draw a random binary number, either 0 or 1. Those which selected 0 are
allowed to transmit in the following slot and those which selected 1 wait until the second slot
or until the full resolution of those which selected 0 (depending on the implementation). This
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Fig. 1. Tree representation of an example of a Binary Tree Algorithm, with 4 initial contenders.
random splitting is repeated after every collision until no collisions appear. At that point, it is
guaranteed that every device has successfully accessed the channel.
The operation of a BTA can be depicted as a tree diagram, like the one shown in Fig. 1. In
such a diagram, each group of devices with the same sequence of splittings is represented by
a node. The number inside each node reflects the number of contenders that have reached that
node. In case of collision, that is, if the number of contenders in the node is greater than one,
two new branches sprout from the collided node, since the contenders are divided into two new
groups. The numbers by each branch represent the two possible choices that a contender can
make.
B. Preliminaries
At this point we introduce the terminology for CTA. The initial collision, as also the source
of the tree is called the root. Each node in the tree except the first one is alternatively called
a contention slot, instead of simply node. The maximum number of branches stemming from
a contention slot is called the branching factor and denoted as Q. Immediate children of the
same contention slot is called a contention frame as a group. A contention frame will contain
at maximum Q contention slots.
We introduce also a time-slotted collision channel model with immediate perfect feedback,
we will refer to this as channel. We can have multiple of these channels that are available to
use in parallel.
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Evolution type t=1 t=2 t=3 t=4 t=5 t=6 t=7 t=8 t=9
DFS A B D H I E C F G
BFS A B C D E F G H I
TABLE I
BREADTH FIRST SEARCH AND DEPTH FIRST SEARCH COMPARISON IN SINGLE CHANNEL ENVIRONMENT
C. Delay Definition
Given the preliminaries, we will introduce the delay concept in trees. Delay is the time required
to resolve a user, i.e., number of time slots from the root of the tree to the successful slot of
the contender. The definition of the delay is bound to the number of simultaneously usable
channels and exploration technique of the tree.
Here it is important to emphasize that the BTA algorithm is initially designed as a Serial
Tree Resolution such that a depth first search (DFS) is done in the tree. However, Capetanakis
also suggested a breadth first search (BFS) version of the algorithm, and called it Parallel Tree
Resolution (PTA).
Using the values in Fig. 1, we investigate how different exploration of the delay can affect
the delay. In Table I we show the evolution of the tree for DFS and BFS, where columns depict
evolving time. The contention slots with successes are (F,G,H, I). So if we write the delay in
the same order D(DFS) = (8, 9, 4, 5) and D(BFS) = (6, 7, 8, 9) , where D(·) is the delay
function. We get different delay values for each request.
1) Single Channel: In a single channel system the delay maps to the number of nodes
(contention slots). For instance, the probability to be successful at ith contention slot is an one to
one mapping to the delay distribution of the contenders in the resolution. In [13], the probability
generating function for the ith successful contention slot conditioned on the initial number of
contenders is given such that it can be used to derive the delay distribution. Conditioning on
number of initial collided users has been a common approach in most of the work [11]. We
also want to mention that some work focused on Poisson arrivals instead of conditioning on
the initial number of contenders [15]. We think that using the former extends the analysis to be
applicable to many arrival distributions and we will also use this approach.
2) Q Channel: In a Q channel system, where Q is the number of branches stemming from a
contention slot, a full contention frame can be explored parallel at the same time-slot. In this case
the delay will map to the probability distribution of success in a contention frame. Contracting
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Evolution type t=1 t=2 t=3 t=4 t=5 t=6 t=7 t=8 t=9
DFS A B D H F
C E I G
BFS A B D F H
C E G I
TABLE II
BREADTH FIRST SEARCH AND DEPTH FIRST SEARCH COMPARISON IN Q CHANNEL ENVIRONMENT
Evolution type t=1 t=2 t=3 t=4 t=5 t=6 t=7 t=8 t=9
BFS A B D H
C E I
F
G
TABLE III
BREADTH FIRST SEARCH AND DEPTH FIRST SEARCH COMPARISON IN INFINITE CHANNEL ENVIRONMENT
each contention frame to one node keeps the tree structure in tact. Similar recursive analysis to
the one used for a success in contention slot is used for contention frames.
In [14] they have conducted such analysis, where they used a recursion instead of the PGF.
In Tab. II we have extended the tree evolution to Q = 2 channels consistent with the tree
example. The delays for both cases are D(DFS) = (5, 5, 4, 4) and D(BFS) = (4, 4, 5, 5).
3) Infinite Channel: We refer the case as infinite channels where the number of channels
compared to the number of contention slots in any level of the tree is larger. In such a case all
the contention slots in one level of the tree can be explored at the same time-slot. Thus, the
probability of success in the mth level of the tree can be used as delay for resolution of one
user in the tree. The probability of success of a contender in level m conditioned on the initial
number of contenders for Q-ary trees are given in [11]. They have also derived the probability
that the tree terminates at level M conditioned on the initial number of contenders. Such use of
channels is not practical since the number of channels required for each time-slot is changing
while the tree is evolving, and grows exponentially with respect to Q.
In Tab. III we have extended the tree evolution to infinite channels such that each time all
the level can be transmitted. The delays are D(BFS) = (3, 3, 4, 4). This analysis also give the
minimum delay achievable in a CTA without interrupt, since all the contention slots in a level is
transmitted. Exploration of a level before the prior is not possible. There are also tree algorithms
that restarts the tree from a specific node depending on the feedback obtained form the channel
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[17] [16]. However, this requires all the devices to keep listening during the resolution and thus,
is not considered in this work.
D. Arbitrary number of Channels
The number of channels for the tree resolution can be fixed to an arbitrary value. In this case
we define Multichannel Parallel Contention Tree Resolution (MP-CTA). We group H contention
slots into one time-slot and schedule time-slots consecutively. The grouping is not done cross
levels, such that given Qm contention slots existing at level m, ⌈Q
m
H
⌉ time-slots are used to
explore that level of the tree before proceeding to the next level.
The number of simultaneously explorable contention slots increase with levels. Parallelization
that is higher than the slots in a level can result in inefficiencies i.e., using H channels waste
H − 1 resources for the initial contention. We define number of arbitrary channels H such that
H = G · Q. This parallelization up to the level M where number of contention slots is greater
than the number of channels e.g., QM ≥ H , wastes, M ·H −
∑M
m=0Q
m, resources. We define
H to be a multiplicative of Q, i.e., H = G ·Q. In our analysis we restrict ourselves to Q = 2.
In Fig. 2 we share an example of MP-CTA. We assume a MP-CTA with G = 2 such that the
grouping is done for 4 contention slots in Fig. 2b.
We see that the number of contention slots in a certain level can be greater than H . In that
case, the level needs to be broken into multiple time slots. Based on this fact, we can regard a
time-slot as the set of contention slots that are transmitted at the same time. As a consequence,
we can group contention slots into time-slots and group time-slots into levels as depicted in Fig.
2b.
As intuitive more parallelization, we use breadth-first traversal, which is presented in Fig. 2c.
The classical way of traversing a Binary Tree Algorithm, which relies on solving the collisions in
a nested manner (depth-first traversal), is not as suitable since the tree structure of the algorithm
can be modified by the parallelization. This loss of the tree structure is also shown in Fig. 2c.
In the following sections, a complete analysis of the statistics of the number of time-slots
that are required to complete the tree and the statistics of the access delay experienced by
a contender will be derived. Time slot is defined G contention frames or H contention slots
grouped to transmit simultaneously.
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Fig. 2. (a) Diagram of a classical Binary Tree Algorithm, (b) Grouping of nodes into slots (depicted as rectangles) in a
multichannel tree. (c) Resulting slots and order of transmission.
III. MULTICHANNEL PARALLEL - CONTENTION TREE ALGORITHMS (MP-CTA)
In the Table IV the most relevant variables which were used in this section is presented. Some
of them will be reused in computing the access delay.
A. Number of required time slots required to complete the tree
As it was stated before, the grouping of contention frames into time slots erases the recursive
properties of contention tree algorithms. As a consequence, recursive approaches to obtain the
length of the tree (in terms of time slots) are not an option for these trees, even though they are
commonly used for single channel trees [6]. On the contrary, a level-wise approach such as the
one presented in [9] may still be applied, and it will be the basis of the analysis. For that, we
first need to formally define the variables of the total and level-wise number of time slots.
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TABLE IV
MOST RELEVANT VARIABLES FOR COMPUTING pT N (t)
Variable Definition Definition index
N Number of initial contenders. -
G Number of contention frames per time slot. -
m Level index. -
M Number of considered levels. -
T N Number of time slots. III-A0.1
T Nm Number of time slots at the level m. III-A0.2
XNm Number of collisions at the level m. III-A1.4
KNm Number of contenders at the level m. III-A1.5
Yη
Number of children collisions of a
parent collision with η contenders.
III-A1.11
Definition III-A0.1. Let T N be the random variable modeling the number of time slots needed
to complete a PCTA given N contenders in the root node.
Definition III-A0.2. Let T Nm be the random variable modeling the number of time slots within
the level m.
From these two definitions, it follows that the total number of time slots in the PCTA, or just
tree for simplicity, can be expressed as:
T N = 1 +
∞∑
m=1
T Nm . (1)
This equation is the starting point for calculating the statistical properties of T N .
1) Probability mass function: Our aim is to obtain the probability mass function (pmf) pT N (t)
of the number of slots in the tree, provided the number of initial contenders N . In order to derive
this pmf, we can use (1) to express it as an infinite sum of the related random variables belonging
to the following set.
Definition III-A1.1. Let TN be the set of random variables T Nm from m = 1 to m =∞:
TˆNM ,
{
T Nm : m ∈ N
}
. (2)
With such an approach, we need to know the joint pmf of all variables in TN , since it is
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clear from the properties of the tree that those variables are not independent from one another.
However, a joint pmf of an infinite set of variables cannot be defined. Therefore, we have to
limit our analyzed set of variables to a finite set such that the difference between the result
yielded by the finite set and the actual result is negligible. With this in mind, we define a new,
finite set of random variables with cardinality M .
Definition III-A1.2. Let TˆNM be the set of random variables T
N
m from m = 1 to m =M :
TˆNM ,
{
T Nm : m ∈ N ∧ m ≤M
}
. (3)
The selection of M and its effects on the accuracy of the result are discussed in App. A.
We can now define the joint pmf of the variables in TˆNM as follows.
Definition III-A1.3. Let pT N
1
,...,T N
M
(t1, ..., tM) be the joint pmf of the variables in the set Tˆ
N
M ,
that is:
pT N
1
,...,T N
M
(t1, ..., tM) , Pr
{
T N1 = t1, ..., T
N
M = tm
}
(4)
= Pr
{〈
T N1 , ..., T
N
M
〉
= 〈t1, ..., tM〉
}
. (5)
In (5), a vectorial notation was used instead of the standard notation. This will be useful at some
points in the subsequent analysis.
All the statistical information of the number of slots in the tree is contained in the joint pmf of
pT N
1
,...,T N
M
(t1, ..., tM). Therefore, if this joint pmf was known, one could directly derive pT N (t).
Indeed, these two pmfs are related as follows.
Lemma III-A1.1. The probability pT N (t) can be expressed as a finite sum of values of the joint
pmf of TˆNM :
pT N (t) =
∑
S
pT N
1
,...,T N
M
(t1, ..., tM), (6)
where
S =
{
〈t1, ..., tM〉 :
M∑
m=1
tm = t− 1
}
(7)
is the set of vectors of the possible realizations of the variables in the set TˆNM whose sum is
t− 1.
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Proof. An element in S is one distribution of level sizes (in time slots) such that the overall
number of time slots in the tree is t. Hence, we just need to add the probabilities of all these
combinations together —which is given by the joint pmf of TˆNM— to obtain the probability of
T N = t.
The next step is to derive an expression for pT N
1
,...,T N
M
(t1, ..., tM) as a function of N , since it
will lead us to pT N (t). However, the derivation of this joint pmf is rather difficult, since we are
facing the problem of finding out the relation among numerous variables that are all dependent
from one another. In fact, attempting to model the exact dependence among all levels is likely
to be cumbersome and even analytically intractable. Therefore, an approximative approach is
presented. Namely, we use a Markovian approximation that exploits the level-by-level expanding
nature of the trees.
We will assume that the Markov property holds for our set of variables:
Pr
{
T Nm = tm|T
N
m−1 = tm−1, . . . , T
N
1 = t1
}
∼= Pr
{
T Nm = tm|T
N
m−1 = tm−1
}
. (8)
In words, this property implies that the number of time slots in a given level is only influenced
by the number of time slots in the previous level.
This assumption does not hold in general, since both the number of time slots and the
distribution of contenders in those slots at the level m−1 are needed to calculate the statistics of
the number of slots at the level m. The distribution of contenders is the result of what happened
in the tree since the root node, which means that this information is not contained in the number
of slots in the previous level. Therefore, T Nm is indeed influenced by previous levels other than
T Nm−1.
However, it is clear that the shorter the distance, the greater the dependence between two
levels. Although it is not the only required information, the number of slots at the previous level
is highly influential on the number of slots at any level. Thus, it is worth assuming that T Nm only
depends on T Nm−1, since such an approximation greatly simplifies the analysis and yet provides
accurate results, as it will be shown through simulations.
The first benefit of applying Markov property is the simple form of the joint pmf of the
variables in TˆNM , which is shown in the following lemma.
Lemma III-A1.2. The joint pmf pT N
1
,...,T N
M
(t1, ..., tM) of the variables in Tˆ
N
M can be approximated
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as the product of the conditional pmfs of Tm and Tm−1 for any two consecutive levels m and
m− 1:
pT N
1
,...,T N
M
(t1, ..., tM) ∼= pT N
1
(t1) · pT N
2
|T N
1
(t2|t1) · . . . · pT N
M
|T N
M−1
(tM |tM−1). (9)
Proof. This is a well known property of Markov processes, in which the definition of conditional
probability is combined with the Markov property:
pT N
1
,...,T N
M
(t1, ..., tM) = pT N
M
|T N
M−1
,...,T N
1
(tM |tM−1, . . . , t1) · pT N
1
,...,T N
M−1
(t1, ..., tM−1) (10)
∼= pT N
M
|T N
M−1
(tM |tM−1) · pT N
1
,...,T N
M−1
(t1, ..., tM−1) (11)
After iteratively applying the same procedure on pT N
1
,...,T N
M−1
(t1, ..., tM−1) and onwards, we
eventually reach (9).
With the result of Lemma III-A1.2 in mind, we can focus on the derivation of the conditional
pmfs of the number of time slots at any level of the tree, provided the number of time slots at
the previous level. We will tackle this problem by analyzing first the number of collisions (the
number of nodes with more than one contender) at each level. The number of collisions at a
certain level can be easily translated into the number of time slots at the next level, as it will be
shown in the next lemma. But before, we need to define a new variable to model the number
of collisions.
Definition III-A1.4. Let XNm be the random variable modeling the number of collisions within
the level m, provided N initial contenders.
Lemma III-A1.3. The conditional probability pT Nm |T Nm−1(tm|tm−1) of obtaining tm time slots at
the level m, provided tm−1 time slots at the level m− 1 can be expressed as:
pT N
m
|T N
m−1
(tm|tm−1)=


G∑
i=1
pXN
m−1
|XN
m−2
(
0
∣∣G · (tm−1 − 1) + i) tm = 0,
G∑
i=1
G∑
j=1
pXN
m−1
|XN
m−2
(
G·(tm−1)+i
∣∣G·(tm−1−1)+j) tm > 0,
(12)
where pXNm |XNm−1(xm|xm−1) is the conditional probability of obtaining xm collisions at the level
m, provided xm−1 collisions at the level m− 1.
Proof. We know that every collision at the level m − 1 produces two new nodes at the level
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m, and that one time slot contains 2G nodes. Thus, we can convert collisions to time slots as
follows:
T Nm =
⌈
XNm−1
G
⌉
(13)
Owing to the presence of the ceiling function, the relation is not bijective, but several values
of XNm−1 map to the same value of T
N
m . Indeed, given T
N
m = tm and X
N
m−1 = xm−1, any
xm−1 in the set {G · (tm − 1) + i : 1 ≤ i ≤ G} fulfills (13). Hence, the conversion between
the marginal probability pT Nm (tm) of obtaining tm time slots at the level m and the marginal
probability pXNm−1(xm−1) of obtaining xm−1 collisions at the level m − 1 is just a matter of
adding together the probabilities of those xm−1 that yield the same tm:
pT Nm (tm) =


pXNm−1(0) tm = 0,
G∑
i=1
pXNm−1 (G · (tm − 1) + i) tm > 0,
(14)
Hence, in order to deduce the relation between pTm|Tm−1(tm|tm−1) and pXm|Xm−1(xm|xm−1),
exactly the same procedure needs to be applied, but this time with two variables instead of
one.
Provided Lemma III-A1.3, the problem now is to find an expression for pXNm |XNm−1(xm|xm−1)
from the available information of the tree. In order to calculate this pmf, we need to know the
number of contenders in each of the xm−1 collisions of the level m−1. Indeed, the probability of
producing, e.g., two new collisions is higher if the parent collision occurred with eight contenders
than with four contenders. A priori, we cannot know the number of contenders involved in the
given xm−1 collisions. Instead we need to consider every different possibility and then apply
the law of total probability. In order to do so, let us define a new variable for the number of
contenders at each level.
Definition III-A1.5. Let KNm be the random variable modeling the total number of contenders
which have been involved in collisions at the level m, i.e. the number of collided contenders at
the level m, provided N initial contenders.
At this point, we are interested in the statistical properties of the distribution of contenders
over nodes in the tree. Since contenders are treated in the same manner by the algorithm, and so
are the nodes at one level, we can directly transform our contenders-into-nodes problem into an
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equivalent balls-into-bins problem. This simplifies the understanding of the problem and allows
us to use existing solutions from the literature.
The next two lemmas deal with the number of ways to distribute balls into bins such that
some condition about the number or size of collisions is fulfilled. The results will be useful for
subsequent lemmas.
Lemma III-A1.4. The number of ways ΨNR,j to arrange N balls into R bins such that j ≤ R
of them have more than one ball can be obtained by means of the recursion
ΨNR,j = jΨ
N−1
R,j + (R− j + 1)Ψ
N−1
R,j−1 +Ψ
N−1
R−1,j, (15)
with initial conditions ΨNN,0 = 1, Ψ
1
1,0 = 1, Ψ
1
1,1 = 0, and Ψ
N>1
1,1 = 1.
Proof. The derivation of this recursion can be found in [10].
Lemma III-A1.5. Given an uniformly random distribution of N balls into R bins, the number
of ways ΓN,kR,x to generate x ≤ R bins with more than one ball, such that the total number of
balls occupying those x bins is k ≤ N , can be computed as:
ΓN,kR,x = Ψ
N
x+N−k,x
(
R
x+N − k
)
(x+N − k)!, (16)
where ΨNR,j was given in Lemma III-A1.4.
Proof. Let us define bs and bt as the number of bins with only one ball and one or more balls,
respectively, such that:
bt = bs + x. (17)
We have N balls, k of which are ‘contenders’. This implies that N − k balls are alone in their
occupied bin. Consequently:
bs = N − k. (18)
Therefore, we have a total of x+N − k occupied bins, x with collisions and N − k with single
balls:
bt = x+N − k. (19)
Knowing this, we can compute the number of ways to arrange N balls into bt bins such that bx
of them have more than one ball, as given in Lemma III-A1.4. Finally, we just need to compute
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the number of ways to choose bt bins out of R possible bins —
(
R
bt
)
— and the number of ways
to arrange those bins –bt!—. As a result, our final expression is:
ΓN,kR,x = Ψ
N
bt,bx
(
R
bt
)
bt! (20)
After combining (18), (19) and (20), we obtain (16).
We can now apply the result from Lemma III-A1.5 to obtain the following intermediate
probability, which will be employed in Lemma III-A1.11 to derive pXNm |XNm−1(xm|xm−1).
Lemma III-A1.6. The probability of having KNm = km collided contenders that formed X
N
m = xm
collisions at the level m is
pKNm|XNm (km|xm) =
ΓN,km2m,xm
N∑
j=0
ΓN,j2m,xm
. (21)
Proof. The number of ways to generate with exactly km contenders from xm collisions is obtained
by ΓN,km2m,xm , as given in Lemma III-A1.5. The number of bins in our case is 2
m, since in each
level of the tree the maximum number of nodes doubles, starting from 1 at level m = 0. Finally,
ΓN,km2m,xm is divided by the total number of ways to produce Xm = xm collisions for any possible
value of Km, which is just the summation of Γ
N,j
2m,xm from j = 0 to j = N .
The computation of the probability of generating xm collisions at the level m, given xm−1
collisions and km−1 contenders at the level m − 1 is another interesting statistic to investigate,
since it will be also used to compute pXNm |XNm−1(xm|xm−1) in Lemma III-A1.11. The approach
to obtain this probability relies on seeing the problem as a number theory problem. Namely, we
will cope with integer partitions. The reason why this approach was chosen is illustrated in the
following example.
Example III-A1.1. Let us consider a scenario where xm−1 = 4 and km−1 = 12. There are
five different ways to decompose 12 contenders into 4 collisions, which are the five different
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partitions of 12 in 4 parts, such that every part is greater than one. Namely, these partitions are:
(2, 2, 2, 6) ⇒ 2 + 2 + 2 + 6 = 12,
(2, 2, 3, 5) ⇒ 2 + 2 + 3 + 5 = 12,
(2, 2, 4, 4) ⇒ 2 + 2 + 4 + 4 = 12,
(2, 3, 3, 4) ⇒ 2 + 3 + 3 + 4 = 12,
(3, 3, 3, 3) ⇒ 3 + 3 + 3 + 3 = 12.
At this point, it is easy to see why it is interesting to decompose km−1 into partitions. Given a
certain partition of contenders at the level m− 1, say (2, 2, 3, 5), it is immediate to compute the
probability of xm collisions at the levelm. We only need to compute the probability of generating
0, 1 or 2 new collisions for every existing collision (i.e., for every part of the partition), which
is now simple since we know the number of contenders in each one.
We can incorporate partitions into the derivation of pXNm |XNm−1(xm|xm−1) by using again the
law of total probability. In order to do so, we first need to compute the probability of each
partition to appear.
Definition III-A1.6. Let Pk,x be the set of partitions of k in x parts greater than 1. An element
of Pk,x is a partition π
k,s
i , such that:
Pk,x ,
{
π
k,x
i : i ∈ {1, ...,Π(k, x)}
}
, (22)
where Π(k, x) is the number of partitions of k in x parts greater than 1.
Definition III-A1.7. Let Pk,x be the random variable modeling one randomly chosen partition
of k contenders in x parts greater than 1. That partition represents the distribution of the collided
balls after an uniformly random allocation of N balls into R bins.
Definition III-A1.8. Let pPk,x(π
k,x
i ) be the pmf of P
k,x:
pPk,x(π
k,x
i ) , Pr
{
Pk,x = πk,xi | X
N
m = x,K
N
m = k
}
, (23)
which represents the probability of ending up with the partition π
k,x
i after a random arrangement
of k contenders into x collisions at any level m. Note that the conditions in (23) are implicit in
the definition of Pk,x, which allows us to simplify the notation.
Definition III-A1.9. Let η
k,x
i,j be a part of the partition π
k,x
i , for j ∈ {1, . . . , x}. According to
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what was stated so far, the following relations hold:
η
k,x
i,j > 1 (24)
x∑
j=1
η
k,x
i,j = k, (25)
π
k,x
i =
〈
η
k,x
i,1 , η
k,x
i,2 , . . . , η
k,x
i,x
〉
. (26)
Definition III-A1.10. Let #k,xi,a be the number of occurrences of the number a within the partition
π
k,x
i . We can formally define this new variable as follows:
#k,xi,a ,
x∑
j=1
[
η
k,x
i,j = a
]
, (27)
where [·] is the Iverson bracket, which returns 1 if the proposition inside is true.
With these definitions, we can compute the probability pPk,x(π
k,x
i ) of encountering the partition
π
k,x
i as follows.
Lemma III-A1.7. The probability to have the specific partitioning π
k,x
i of k contenders in x
collisions is
pPk,x(π
k,x
i ) =
k!
Ψkx,x
x∏
j=1
1
η
k,x
i,j ! ·#
k,x
i,a !
. (28)
Proof. The derivation of (28) is explained in the Appendix B.
At this point, we have gathered all the information about the number and the distribution of
the contenders that occupy some given collisions. This information almost suffices to compute
the pmf of the number of collisions at the level m. The only missing part is an expression for
computing the probability of generating a certain number of children collisions, provided that we
know the size of the parent collision. We address the derivation of such an expression hereunder.
Definition III-A1.11. Let Yη be the random variable modeling number of child collisions of a
parent collision of η contenders. Since we are analyzing a Binary Tree Algorithm, the sample
space of Yη is simply {0, 1, 2}, i.e., at most two collisions can be children of one parent collision.
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Lemma III-A1.8. The probability pYη(yη) of generating yη children collisions, provided a parent
collision of size η is:
pY2(y2) =


1
2
y2 = 0
1
2
y2 = 1
0 y2 = 2
If η = 2, (29)
pYη(yη) =


0 yη = 0
(η + 1) ·
(
1
2
)η−1
yη = 1
1− (η + 1) ·
(
1
2
)η−1
yη = 2
If η > 2. (30)
Proof. This pmf is the result of a simple combinatorial problem that can be decomposed in two
different cases. If η = 2, it is impossible two obtain 2 new collisions, and the events of 0 and
1 collisions are equally likely:
pY2(y2) =


1
2
y2 = 0,
1
2
y2 = 1,
0 y2 = 2.
(31)
On the other hand, if η > 2, it is impossible to generate 0 collisions, being the remaining
options 1 or 2 collisions. In order to generate only 1 collision, one of the nodes needs to either
be empty or contain a single contender. The probability of this situation can be computed by
adding the probabilities of the following independent events: no contender chooses the first node,
a single contender chooses the the first node, all contenders choose the first node, and all but
one contenders choose the first node. Since choosing a node is a Bernoulli experiment with
probability ν = 1
2
, the probabilities of these events follow a binomial distribution:
Pr {1 collision} = νη + ην(1− ν)η−1 + (1− ν)η + ηνη−1(1− ν) (32)
= (η + 1) ·
(
1
2
)η−1
(33)
Once we have computed the probability of 1 collision, the probability of 2 collisions is just the
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reciprocal:
pYη(yη) =


0 yη = 0,
(η + 1) ·
(
1
2
)η−1
yη = 1,
1− (η + 1) ·
(
1
2
)η−1
yη = 2.
(34)
As last step, we need to stitch together all the results that we have obtained in order to get
a closed-form expression for pXNm |XNm−1(xm|xm−1). The following three lemmas build upon the
previous lemmas and yield such an expression.
Lemma III-A1.9. The probability of having xm collisions at the level m, provided xm−1 colli-
sions and km−1 contenders partitioned in π
km−1,xm−1
i at the level m− 1 is
pXNm |XNm−1,KNm−1,P
km−1,xm−1 (xm|xm−1, km−1, π
km−1,xm−1
i ) =
= pY
η
k,x
i,1
(
y
η
k,x
i,1
)
∗ . . . ∗ pY
η
k,x
i,xm−1
(
y
η
k,x
i,xm−1
)
, (35)
where ∗ denotes the discrete convolution.
Proof. Given a certain distribution (partition) of contenders, we can use pYη(yη) to compute the
probability that some collision (part) at the level m−1 generates 0, 1 or 2 collisions at the level
m. Furthermore, since the subtrees generated by the parent collisions are not related, variables
Yη are independent from one another. Therefore, we can compute the pmf of the sum of all Yη
as the discrete convolution of all of them.
Lemma III-A1.10. The probability to have xm collisions at the level m, given xm−1 collisions
and km−1 contenders at the level m− 1 is
pXNm |XNm−1,KNm−1(xm|xm−1, km−1) =
=
∑
pi∈Pxm−1,km−1
pXNm |XNm−1,KNm−1,P
km−1,xm−1 (xm|xm−1, km−1, π) · pPkm−1,xm−1 (π). (36)
Proof. This lemma is just an application of the law of total probability combining the expressions
of Lemma III-A1.7 and Lemma III-A1.9.
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TABLE V
MOST RELEVANT VARIABLES FOR COMPUTING pT N (t)
Variable Definition Definition index
h Level of successful transmission. -
DN Access delay in time slots. III-B1.1
HN Maximum level reached by the device. III-B1.2
LN Number of nodes in the tree. III-B1.3
LNh Number of nodes at the level h. III-B1.4
WNh Position of transmission in nodes at the level h. III-B1.5
VNh Position of transmission in time slots at the level h. III-B1.6
SNm Number of time slots up to level m. III-B1.7
D˜N Access delay of a single channel tree. III-B2.1
Lemma III-A1.11. The probability to have xm collisions at the level m given xm−1 collisions
at the level m− 1 and N initial contenders is
pXNm |XNm−1(xm|xm−1) =
N∑
km−1=0
pXNm |XNm−1,KNm−1(xm|xm−1, km−1) · pKNm−1|XNm−1(km−1|xm−1). (37)
Proof. This is again a direct application of the law of total probability that combines the
expressions of Lemma III-A1.10 and Lemma III-A1.6.
Finally, we have all the required ingredients to write down a close-form expression for the
pmf of T N , which is shown in the following theorem.
Theorem III-A1.1. The probability of tree successfully completing with t time slots before level
M given N initial contenders is
pT N (t) ∼=
∑
S
pT N
1
(t1)
M∏
m=2
pT Nm |T Nm−1(tm, tm−1) (38)
Proof. Using the Markovian approximation we simplify the Lemma III-A1.1. Plugging the
Lemmas III-A1.2 and III-A1.3, which then use Lemma III-A1.11, we are able to complete
the calculation.
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B. Access delay or Probability of a contender to be successful in a time-slot
In this section, we address the derivation of the statistics of the access delay of a multichannel
tree. After the analysis of T N , we have many of the tools that we require in order to characterize
this new variable. A summary of the new variables that will be used in this section can be found
in Table V.
Since the access delay is usually more relevant than the length of the tree, it is worth addressing
the calculation of its mean value separately. After this, the complete characterization of this
random variable will be obtained by means of its pmf.
1) Mean: The first step to obtain a closed-form expression of the mean access delay is to
formally define a random variable that models it.
Definition III-B1.1. Let DN be the access delay of a focused, single device as the number of
time slots between its first transmission and its successful transmission. Since the first time slot
of a tree is always a collision, the access delay varies between 1 time slot (if the device transmits
in the second time slot) and T N − 1 (if the device transmits in the last time slot), where T N
is the random variable modeling the number of time slots in the tree, which was studied in the
last section.
In order to compute the average of DN , we introduce an auxiliary variable related with the
number of levels tat a device traverses. The pmf of this variable is one of the requirements for
the average of DN , as we will see later.
Definition III-B1.2. Let HN be the number of levels of the tree that the device has traversed
until its successful transmission.
Lemma III-B1.1. The pmf of the number of levels HN of the tree that the device has traversed
until its successful transmission is
pHN (h) =
(
1−
1
2h
)n−1
−
(
1−
1
2h−1
)n−1
. (39)
Proof. The proof of this lemma is given in [11].
When referring to the level of successful transmission of the device, we will be using the
index h instead of the previously used m. This is to emphasize the special meaning of this level,
since it is now linked to our focused device.
TRANSACTIONS ON INFORMATION THEORY 21
We also need the probability of the number of collisions XNm at the arbitrary level m, since
we can directly relate this random variable with the number of nodes —and hence time slots—
at the next level.
Lemma III-B1.2. The pmf of the number of collisions XNm at the level m, provided N initial
devices is
pXN
h
(xm) =
min(N−xm,Z)∑
i=xm
ΨNi,xm
(
Z
i
)
i!
ZN
, (40)
where Z , 2m is the maximum number of nodes at the level m.
Proof. The derivation of (40) follows from the translation of a tree into a balls-into-bins problem,
which is the same approach as that presented in [10]. We can again think of contenders as balls,
and nodes as bins. Then, the probability that a contender is in a certain node at the level m is
equal to the probability that a randomly thrown ball ends up in a certain bin. Therefore, the N
contenders will be regarded as N balls, and the level m will be modeled as a set of Z = 2m
bins. As a result, the probability of xm collisions at the level m is equal to the probability of
obtaining xm bins with more than one ball.
We are then interested in computing the statistics of the number of bins with more than one
ball after throwing N balls into them. Initially, we have Z bins, some of which might remain
empty after the distribution of the N balls. Therefore, we may consider that the balls have been
divided in as many groups as non-empty bins. Nonetheless, the number of non-empty bins is
also a random variable. This means that, in order to compute the probability of a certain number
of collisions, we have to consider all different possibilities for the number of non-empty bins.
Namely, the number of non-empty bins ranges from xm bins, which is the minimum number of
bins such that they accommodate xm collisions, to either Z —the maximum number of nodes
per level— or N − xm bins, whichever is lower. The latter bound follows from the fact that the
maximum number of successful bins —those that contain only one ball— is N − 2xm, since at
least two balls are needed in every collision. As the number of collisions has to be xm, the total
number of occupied bins cannot be greater than N − 2xm + xm = N − xm. These lower and
upper bounds are the ones used by the summation in (40).
Provided a number of occupied bins i, we need to find the number of ways to arrange N
balls into xm collisions. In order to do so, we benefit from an extension of the Stirling numbers
of the second kind that we introduced in Lemma III-A1.4, whose definition we repeat here for
TRANSACTIONS ON INFORMATION THEORY 22
completeness. These numbers are denoted by ΨNR,j , and are defined as the number of ways to
partition N ≥ 1 balls into R ≥ 1 subsets, such that j ∈ (0, i) of them contain more than one
ball. These numbers are defined in [10] by means of the recursion:
ΨNR,j = jΨ
N−1
R,j + (R− j + 1)Ψ
N−1
R,j−1 +Ψ
N−1
R−1,j, (41)
and the initial conditions ΨNN,0 = 1, Ψ
1
1,0 = 1, Ψ
1
1,1 = 0, and Ψ
N>1
1,1 = 1.
Along with this number, the binomial coefficient
(
Z
i
)
and the factorial i! in (40) incorporate
the number of ways to select i non-empty bins out of Z possible bins and the number of ways
to arrange those i bins, respectively. The last step to obtain the desired probability is to divide
the number of ways to produce xm collisions by the total number of possible arrangements of
N balls into Z bins, provided by ZN .
Another requirement for the average value of DN is the pmf of the number of nodes contained
in the level h. This is addressed by the followings definitions and lemma.
Definition III-B1.3. Let LN be the random variable modeling the number of nodes contained
in a tree, i.e., the length of the equivalent single channel tree.
Definition III-B1.4. Let LNh be the random variable modeling the number of nodes within the
level h of a tree started with N contenders, provided that the tree reaches such a level. That is,
we assume that the level h will not be empty, for reasons that will be obvious later on.
Lemma III-B1.3. The pmf pLN
h
(lh) of the number L
N
h of nodes within the level h, assuming that
the tree extends at least up to that level, is
pLN
h
(lh) =


p
XN
h−1
(
lh
2
)
1−p
XN
h−1
(0)
if lh even,
0 if lh odd.
(42)
Proof. The probability of obtaining lh nodes at the level h can be derived directly from the
probability of obtaining half that number of collisions in the previous level, since every collision
creates two new nodes. Moreover, since we are assuming that the successful transmission of our
focused device occurred at the level h, we need to normalize the probability of a certain number
of collisions to leave out the possibility of no collisions. Furthermore, it is clear that only even
values of lh are allowed, due to the binary nature of the tree.
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Now that we have characterized the number of nodes at the level h by means of LNh , we
are interested in knowing the statistics of the position of our successful transmission within that
level. In order to do so, we introduce a new random variable, along with its pmf.
Definition III-B1.5. Let WNh be the random variable modeling the number of nodes that
lie between the first node belonging to the level h and the node containing the successful
transmission of the device, both inclusive. In other words, WNh reflects the position of the node
of the successful transmission at the level h.
Lemma III-B1.4. The pmf of WNh can be expressed as
pWN
h
(wh) =
∞∑
x=⌈wh
2
⌉
pXN
h−1
(x)
2x
(
1− pXN
h−1
(0)
) . (43)
Proof. An unbiased binary tree is statistically symmetrical, i.e., it is equally probable for a
device to transmit in any node of a given level. Hence it is clear that WNh follows an uniform
distribution ranging from 1 to the total number of nodes LNh at the level h:
WNh ∼ U(1,L
N
h ). (44)
Since LNh , the upper limit of W
N
h , is itself a random variable, we need to apply the law of total
probability to take into account every possible value.
pWN
h
(wh) =
∞∑
lh=1
Pr
{
WNh = wh | L
N
h = lh
}
· pLN
h
(lh) (45)
As WNh is an uniform random variable, the probability of any value is constant, provided a
deterministic upper bound. Therefore it follows that:
Pr
{
WNh = wh | L
N
h = lh
}
=


1
lh
if 1 ≤ wh ≤ lh,
0 otherwise.
(46)
After combining (45) and (46), the final expression for the pmf of WNh is obtained.
pWN
h
(wh) =
∞∑
lh=wh
pLN
h
(lh)
lh
=
∞∑
x=⌈wh
2
⌉
pXN
h−1
(x)
2x
(
1− pXN
h−1
(0)
) . (47)
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Fig. 3. Example of tree depicting the variables SNh−1 and V
N
h , given a focused device (in green) that successfully transmits at
the level h = 4. Time slots (depicted as rectangles) follow G = 2.
So far, we have modeled the size of the level h in terms of nodes, since they can be easily
related with collisions. Nonetheless, the access delay has to be measured in time slots. Therefore,
we need to convert the size of the level h into time slots. With that intention in mind, we define
the new variable VNh .
Definition III-B1.6. Let VNh be the position of the time slot at the level h in which the
device successfully transmitted, assuming that the time slots within a certain level are numbered
according to their transmission order. In other words, VNh is the number of time slots that are
transmitted from the first slot belonging to the level h until the time slot containing the successful
transmission of our focused device, both inclusive.
Lemma III-B1.5. The mean of the number VNh of time slots that lie between the first time slot
belonging to the level h and the time slot containing the successful transmission of the device is
E
{
VNh
}
=
min(N,2h)∑
wh=1
⌈wh
2G
⌉
· pWN
h
(wh). (48)
Proof. From the definition of WNh , it follows that:
VNh =
⌈
WNh
2G
⌉
. (49)
This relation is best deduced from an example. In Fig. 3, WNh = 8 nodes, since the successful
transmission took place in the eighth node of level h = 4. Since G = 2, this implies that VNh = 2,
which is indeed the position of the time slot of the focused transmission.
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Finally, (48) follows from the definition of the mean.
At this point, we have all the required elements to characterize the delay of our focused device
within its level of successful transmission h. However, we miss a variable to model the delay
caused by the time slots transmitted in previous levels. For that, we introduce a new variable.
Definition III-B1.7. We denote by SNm the sum of the first m ≤M random variables in Tˆ
N
M , as
it was defined in Definition III-A1.3. That is, the number of the time slots from level 1 to m:
SNm ,
m∑
i=1
T Ni . (50)
With all these elements, we can obtain a closed-form expression for the mean access delay
of a device in the MP-CTA, as follows.
Theorem III-B1.1. The mean of the access delay DN experienced by a device in a breadth-first
multichannel tree (MP-CTA), provided N initial devices, is
E{DN} =
∞∑
h=1

h−2∑
k=0
Xˆ∑
xk=1
⌈xk
G
⌉
pXN
k
(xk) +
min(N,2h)∑
wh=1
⌈wh
2G
⌉
· pWN
h
(wh)

· pHN (h). (51)
where Xˆ = min
(
⌊N
2
⌋, 2m
)
.
Proof. By applying the law of total expectation, we can calculate the mean of DN as:
E{DN} =
∞∑
h=1
E
{
DN
∣∣HN = h} · pHN (h). (52)
Notice that the summation above starts with h = 1, since it is not possible to successfully
transmit at the level 0. The only unknown in this expression is E
{
DN |HN = h
}
, which is the
average delay experienced by a device provided that it has successfully transmitted at the level
h. For a more convenient notation, let us introduce DNh , defined as the random variable modeling
the access delay of a device that has successfully transmitted at the level h:
DNh , D
N
∣∣
HN=h
. (53)
After using this new definition, (52) becomes:
E{DN} =
∞∑
h=1
E
{
DNh
}
· pHN (h). (54)
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Owing to the structure of the tree, we can decompose DNh as follows:
DNh =


1 if h = 1,
SNh−1 + V
N
h if h > 1,
(55)
where SNh−1 was defined in (50) as the partial sum of the number of slots between levels 0 and
h− 1.
The meaning of this problem is illustrated in Fig. 3, where our focused device has transmitted
in the second slot of the fourth level, so that we can compute the access delay that it has
experienced by counting the number of slots up to level 3 (SNh−1 = 5 slots) and then the number
of slots within the level 4 (VNh = 2 slots).
If we apply the expectation operator in (55), we obtain the following expressions for h > 1:
E{DNh } = E
{
SNh−1
}
+ E
{
VNh
}
(56)
=
h−1∑
k=1
E
{
T Nk
}
+ E
{
VNh
}
(57)
=
h−2∑
k=0
E
{⌈
XNk
G
⌉}
+ E
{
VNh
}
(58)
=
h−2∑
k=0
Xˆ∑
xk=1
⌈xk
G
⌉
pXN
k
(xk) + E
{
VNh
}
(59)
At this point, we just need to replace in (59) the expression for E
{
VNh
}
given in Lemma III-B1.5
and then combine it with (54).
2) Probability mass function: The goal of this section is to derive an expression for the pmf
pDN (d) of D
N . This function will yield a more insightful view of the access delay and will
allow to provide stochastic guarantees to the devices using a MP-CTA.
The first step is to relate the number of time slots at the level h with the number of time
slots up to that level. That is, we want to calculate the joint pmf of T Nh and S
N
h−1. This pmf is
necessary since it relates the size of the level of successful transmission with the size of the rest
of the tree, which is required to characterize the access delay. Although a closed-form expression
is hard to obtain, we can rely on a recursive way of computing such a joint pmf, as it is shown
in the lemma hereunder.
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Lemma III-B2.1. The joint probability mass function pT N
h
,SN
h−1
(th, sh−1) of the number T
N
h of
time slots at the level h and the total number SNh−1 of time slots up to the level h − 1 can be
computed recursively as
pT N
h
,SN
h−1
(th, sh−1) ∼=
Tˆ∑
th−1=1
pT N
h
|T N
h−1
(th|th−1) · pT N
h−1
,SN
h−2
(th−1, sh−1 − th−1), (60)
where Tˆ =
⌈
min(2h−1,N)
2G
⌉
, with the initial conditions:
pSN
1
(s1) = pT N
1
(s1) = δs1,0, (61)
pT N
2
,SN
1
(t2, s1) = pT N
2
(t2) · pSN
1
(s1), (62)
where δi,j is the Kronecker delta.
Proof. In order to derive the recursion formula, we need to introduce the random variable T Nh−1,
which can be accomplished by writing pT N
h
,SN
h−1
(th, sh−1) as a marginal pmf of the joint pmf of
T Nh , T
N
h−1 and S
N
h−1, and then apply the law of total probability:
pT N
h
,SN
h−1
(th, sh−1) =
Tˆ∑
th−1=1
pT N
h
,T N
h−1
,SN
h−1
(th, th−1, sh−1) (63)
=
Tˆ∑
th−1=1
pT N
h
|T N
h−1
,SN
h−1
(th|th−1, sh−1) · pT N
h−1
,SN
h−1
(th−1, sh−1) (64)
∼=
Tˆ∑
th−1=1
pT N
h
|T N
h−1
(th|th−1) · pT N
h−1
,SN
h−2
(th−1, sh−1 − th−1) (65)
In the last step, the Markov property was applied, as well as the property SNh−1 = S
N
h−2 + T
N
h−1.
An expression for pT N
h
|T N
h−1
(th|th−1) was already given in Lemma III-A1.3.
Regarding the initial conditions, it is clear that SN1 = 1, since the first level always contains a
single time slot. Due to this, SN1 and T
N
2 are independent, therefore their joint distribution can
be written as the product of their marginal distributions.
Now, we need to find the relation between the position —in time slots— of our focused device
within the level h, and the size —in nodes— of that level. This means that we need the pmf of
VNh conditioned to a certain L
N
h , which is given in the next lemma.
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Lemma III-B2.2. The conditional probability pVN
h
|LN
h
(vh|lh) of the number V
N
h of time slots
between the first and the successful transmission at the level h, provided the number LNh = lh
of nodes at the level h is
pVN
h
|LN
h
(vh|lh) =


2G
lh
vh < th,
lh−2G(th−1)
lh
vh = th,
0 vh > th,
where th =
⌈
lh
2G
⌉
. (66)
Proof. This probability is simple to compute, since it is just the number of nodes that fit in one
slot divided by the number th of time slots in the level h. However, the number of nodes in a
time slot is not fixed, but it ranges from 2 to 2G nodes. Namely, given lh nodes at the level h
that are grouped into th slots, there will be th− 1 slots of size 2G and one (the last one) of size
lh − 2G(th − 1). After taking into account this two cases, (66) is reached.
As a last step, we need to link the two lemmas above, such that we can use them to compute
the pmf of the access delay. With that intention in mind, we present the following lemma.
Lemma III-B2.3. The conditional probability mass function pVN
h
|T N
h
,SN
h−1
(vh|th, sh−1) of the
number VNh of time slots between the first and the successful transmission at the level h, provided
the number T Nh = th of time slots at the level h, and the total number S
N
h−1 = sh−1 of time slots
up to the level h− 1 is
pVN
h
|T N
h
,SN
h−1
(vh|th, sh−1) =


1
th
G = 1∑
lh∈Lh
pVN
h
|LN
h
(vh|lh) ·
pLN
h
(lh)
pT N
h
(th)
G > 1,
(67)
where
Lh = {lh : 2(th − 1)G+ 1 ≤ lh ≤ 2thG} . (68)
Proof. If the tree is unbiased, as we have assumed for the whole analysis, all nodes within a
tree are equally like, since the tree is statistically symmetrical. Therefore, if G = 1, every time
slot is equally likely, since they all contain two nodes. Thus, the probability to transmit in a
certain position given th options is just
1
th
:
pVN
h
|T N
h
,SN
h−1
(vh|th, sh−1) = pVN
h
|LN
h
,SN
h−1
(vh|2th, sh−1) =
1
th
. (69)
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However, in the case of G > 1, the number of nodes in one time slot may vary, as explained in
Lemma III-B2.2. This difference in the size of the slots produces an asymmetry in the tree: it
is less probable to transmit in the last slot than in the rest of them. In order to cope with this
asymmetry, let us introduce the number of nodes LNh at the level h into the problem, with the
help of the law of total probability:
pVN
h
|T N
h
,SN
h−1
(vh|th, sh−1) =
∑
lh∈Lh
pVN
h
|LN
h
,T N
h
,SN
h−1
(vh|lh, th, sh−1) · pLN
h
|T N
h
,SN
h−1
(lh|th, sh−1). (70)
where Lh contains all the values of lh that are in agreement with the relation th =
⌈
lh
2G
⌉
, that is,
Lh =
{
lh : th =
⌈
lh
2G
⌉}
= {lh : 2(th − 1)G+ 1 ≤ lh ≤ 2thG} . (71)
In the first term of (70), the simplification
pVN
h
|LN
h
,T N
h
,SN
h−1
(vh|lh, th, sh−1) = pVN
h
|LN
h
(vh|lh) (72)
may be applied, since it is clear that the probability of transmitting in the slot vh is only influenced
by the number of nodes lh at the level h. In the second term, the Bayes’ theorem may be applied
with the intention of changing the order of the variables. After such manipulations, the following
expression is obtained:
pVN
h
|T N
h
,SN
h−1
(vh|th, sh−1) =
∑
lh∈Lh
pVN
h
|LN
h
(vh|lh) · pT N
h
,SN
h−1
|LN
h
(th, sh−1|lh) ·
pLN
h
(lh)
pT N
h
,SN
h−1
(th, sh−1)
.
(73)
Now we are left with the problem of calculating pT N
h
,SN
h−1
|LN
h
(th, sh−1|lh), that is, the probability
of obtaining th slots at the level h and a total of sh−1 slots from level 1 to level m − 1, given
that we have lh nodes at the level h. We know that the number of slots is completely determined
by the number of nodes, therefore we only allow for th =
⌈
lh
2G
⌉
. This condition leads to the
following expression:
pT N
h
,SN
h−1
|LN
h
(th, sh−1|lh) =


p
TN
h
,SN
h−1
(th,sh−1)
p
TN
h
(th)
th =
⌈
lh
2G
⌉
.
0 otherwise.
(74)
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After combining (73) and (74), the final result is obtained:
pVN
h
|T N
h
,SN
h−1
(vh|th, sh−1) =
∑
lh∈Lh
pVN
h
|LN
h
(vh|lh) ·
pLN
h
(lh)
pT N
h
(th)
. (75)
Finally, we have all the necessary elements to write down an expression for the probability
mass function of the access delay.
Theorem III-B2.1. The probability mass function pDN (d) of the access delay D
N experienced
by a device in a breadth-first multichannel tree is
pDN (d) =


∞∑
h=1


⌈
2
h
2G
⌉∑
vh=1
∑
th
pT N
h
,SN
h−1
(th, d− vh)
th

 · pHN (h) G = 1
∞∑
h=1


⌈
2
h
2G
⌉∑
vh=1
∑
lh
pVN
h
|LN
h
(vh|lh) · pT N
h
,SN
h−1
(⌈
lh
2G
⌉
, d− vh
)
· pLN
h
(lh)
pT N
h
(⌈
lh
2G
⌉)

 · pHN (h) G > 1
(76)
Proof. We can benefit from the law of total probability and the definition of DNh provided in
Theorem III-B1.1 to express the pmf of DN as follows:
pDN (d) =
∞∑
h=1
Pr
{
DNh = d
}
· pHN (h). (77)
Hence, we need to obtain the probability pDN
h
(dh) that our focused device successfully transmits
with delay dh, given the knowledge that it has transmitted at the level h. The variable D
N
h was
defined in (55) as the sum of SNh−1 and V
N
h for h > 1. Again, we face the problem of obtaining
the pmf of the sum of two dependent random variables. As in the previous section, this is
accomplished by means of their joint pmf:
pDN
h
(dh) =
⌈
2
h
2G
⌉∑
vh=1
pVN
h
,SN
h−1
(vh, dh − vh). (78)
The upper limit of the summation represents the maximum number of slots that can be obtained
at the level h. At this point, the problem is to derive the joint pmf of SNh−1 and V
N
h . The law of
total probability can be applied to introduce T Nh , which provides information about the number
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of slots at the level h. This is useful in order to infer the probability of transmitting at position
VNh = vh.
pVN
h
,SN
h−1
(vh, sh−1) =
∑
th
pVN
h
|T N
h
,SN
h−1
(vh|th, sh−1) · pT N
h
,SN
h−1
(th, sh−1). (79)
The first term on the right-hand side of this equation was already derived as in Lemma III-B2.3,
and the second term in Lemma III-B2.1. At this point, we just need to combine (77), (78) and
(79) to obtain the final expression of the theorem.
Although all the previous analysis has focused on multichannel trees, we can also draw
conclusions for single channel trees based on our results. These conclusions are presented as a
corollary hereunder.
Definition III-B2.1. Let D˜N be the access delay experienced by a device in a breadth-first single
channel tree, provided N initial contenders.
Corollary III-B2.1. The probability mass function pD˜N
h
(d˜) of the access delay D˜N experienced
by a device in a breadth-first single channel tree is
pD˜N (d˜) =
1
2
∞∑
h=1


⌈
2
h
2G
⌉∑
vh=1
∑
th
pT N
h
,SN
h−1
(
th,
⌈
d˜
2
⌉
− vh
)
th

 · pHN (h) (80)
Proof. The access delay D˜N experienced in a single channel tree and that experienced in a
multichannel tree when G = 1 are directly related, since every time slot in the multichannel tree
always contains two nodes. Namely, their relation is:
DN
∣∣∣
G=1
=
⌈
D˜N
2
⌉
(81)
Therefore, in order to compute the probability of D˜N = d˜, we can compute the probability of
DN =
⌈
d˜
2
⌉
for the equivalent multichannel tree with G = 1 by means of the theorem III-B2.1,
and then divide that probability by two, since both nodes within each time slot are equally
probable.
IV. SIMULATIONS
In order to check the accuracy of the model, simulations were performed and their results were
compared with the predicted values. The simulator was written in MATLAB, and the selected
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Fig. 4. Analytical and simulative results of the probability mass functions of the access delay experienced by a contender in a
multichannel tree for several values of G, given N = 60 initial contenders.
parameters were N = {10, 20, 30, 40, 50, 60} contenders and 26500 runs for each value of N .
A. Simulation results
In the Fig. 4, the theoretical and the empirical pmfs of the access delay for G = {1, ..., 4} are
plotted together for comparison. For G = 1, we see a slight but noticeable difference between
the approximate model and the actual results, as a consequence of the approximate model.
Nevertheless, this difference is rather small and the accuracy of the analytical model seems to
improve rapidly when G increases.
In the Fig. 5, the theoretical and the empirical CDFs of the access delay for G = {1, ..., 8} are
also plotted together. For G = 1, the predicted and the actual result differ slightly, although this
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Fig. 5. Analytical and simulative results of the cumulative distribution functions of the access delay experienced by a contender
in a multichannel tree for several values of G, given N = 60 initial contenders.
is barely noticeable. For the remaining values of G, it can be observed that the model becomes
more accurate when G increases. Thus, one may conclude the Markovian approximation is valid
and yields accurate approximations.
Apart from the validity of the model, conclusions about the values of the access delay may
be drawn as well, now that the predicted values are backed with simulations. Regarding access
delay, we see how the maximum access delay for G = 7 might be lowered up to a 10% of the
delay of a single channel Tree Algorithm, which is obtained after multiplying by two the result
for G = 1. Hence, a tenfold reduction of the access delay can be achieved if G = 7, and larger
reductions are possible is G ≥ 7. Nevertheless, the higher G the lower the number of trees that
can be executed in parallel if the number of channels is limited, therefore the optimum value of
G needs to be carefully chosen depending on the application.
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B. Goodness of the approximate model
Although visual inspection of the the aforementioned figures seems to approve the validity the
model, some measures are still necessary to be aware of the significance of the errors. In order
to measure the goodness of fit between the approximate model and the simulation results, the
Kolmogorov–Smirnov statistic [12] will be applied. This statistic is often employed to perform
the Kolmogorov–Smirnov test, which is used to check whether an empirical CDF matches a
theoretical CDF. Although this appears to be similar to our situation, it would be pointless to
use the complete Kolmogorov–Smirnov test in the present case, since we already know that our
theoretical CDF is just an approximation to the actual CDF. Therefore, the test will surely fail
given a number of samples high enough. Nonetheless, the Kolmogorov–Smirnov statistic alone
can be still used as a metric of the goodness of fit.
Given an empirical CDF of the access delay Fˆ nDN (d) and an analytical CDF FDN (d), the
Kolmogorov–Smirnov statistic KS is defined as:
KS = max
∣∣∣Fˆ nDN (d)− FDN (d)∣∣∣ . (82)
In words, D is simply the maximum difference between the empirical and the theoretical
CDFs. As a consequence, in our case it will also be the maximum error that we could expect
from our approximation. This statistic may seem biased, since only the worst point of the CDFs
is considered, regardless of the goodness of the remaining points. However, as we are modeling
an algorithm that might cope with delay-sensitive contenders, we are indeed interested in the
maximum error of our prediction rather than in the average or some other ‘smoother’ statistic.
A table with values of KS for different values of G is presented in Table VI, for the case of
N = 60 contenders. One can observe from this table that the maximum difference between the
predicted and the actual probability of any access delay is around 1%, even lower for G > 2. For
most applications, this margin of error should be acceptable. For other values of N , the evolution
of D with G is depicted in Fig. 6. Although the behavior of this statistic is not smooth, it suggests
that the accuracy of the model improves the higher N and the lower G, but still the maximum
difference is around 3.5% when G = 1 and N = 3.
V. CONCLUSION
In this work we provide detailed analysis and simulations of the statistics of multichannel
Tree Algorithms. Namely, we derive the probability mass function of the length of a tree (in
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G 1 2 3 4 5 6 7
KS 0.0112 0.0103 0.0091 0.0085 0.0083 0.0060 0.0050
TABLE VI
KOLMOGOROV–SMIRNOV STATISTIC FOR DIFFERENT VALUES OF G WITH N=60
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0.035
Fig. 6. Evolution of the Kolmogorov–Smirnov statistic with G and N .
time slots), and the average and probability mass function of the access delay experienced by a
contender, provided a number of initial contenders. We show that multichannel Tree Algorithms
outperform single channel Tree Algorithms in terms of access delay. Owing to this property,
multichannel Tree Algorithms can be used to deliver precise delays in those systems that are
able to implement them, such as Ultra Reliable Low Latency Communications.
APPENDIX A
SELECTION OF M FOR TˆNM
The set TˆNM contains the all the variables that will be used to compute an approximate pmf
of T N . As a consequence, M will be the maximum level that we will consider in the analysis
of the pmf of T N .
Since any node trespassing level M will not be taken into account in the computation of the
pmf, we want to set M as high as possible. On the other hand, the greater M the bulkier the
operations will be, as more terms will be considered in them. In order to choose an optimum
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M , we need to compute the probability of a tree reaching the level M . With that objective in
mind, let us define MN as the random variable modeling the last level reached by a tree of N
contenders. In [11], the authors provide the pmf of this random variable:
pMN (m) = µ(2
m, N)− µ(2m−1, N), (83)
where
µ(α, β) =


0 if α < β,
α!
(α−β)!αβ
if α ≥ β.
(84)
Provided that we have chosen an accuracy ǫ, we need to select M such that:
ǫ ≥
M∑
m=1
(
µ(2m, N)− µ(2m−1, N)
)
, (85)
which can be easily accomplished by numerical search. Then, we can choose the required M for
a desired accuracy. Fortunately, M grows slowly as we increase either the required accuracy or
the number of contenders, since the maximum number of nodes at each level grows exponentially,
and so do the number of opportunities to successfully transmit. For instance, only M = 36 is
required to guarantee that at least ǫ = 99.9% of trees will be finished even if N = 10000.
APPENDIX B
DERIVATION OF THE PROBABILITY OF A GIVEN PARTITION
In (28), the probability of obtaining a partition πi from a random distribution of kh−1 balls
over xh−1 bins was presented as:
pPk,x(π
k,x
i ) =
k!
Ψkx,x
x∏
j=1
1
η
k,x
i,j ! ·#
k,x
i,a !
. (28)
In this Appendix, the derivation of this expression will be tackled, using a slightly simplified
notation for clearness. Let us start by computing the number of ways Z
η1
k to choose η1 balls out
of a total of k balls:
Z
η1
k =
(
k
η1
)
. (86)
After this selection is done, the number of ways Z
η2
k−η1
to choose η2 balls out of a total of k−η1
balls is:
Z
η2
k−η1
=
(
k − η1
η2
)
. (87)
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In general, the number of ways Z
ηn
k to choose ηn balls out of a total of k −
∑n−1
i=1 ηi balls is:
Z
ηn
k =
(
a−
∑n−1
i=1 ηi
ηn
)
. (88)
If every part ηn in the partition π is different, the total number of ways A
pi to generate such
partition is simply:
Api =
x∏
j=1
Z
ηj
k =
x∏
j=1
(
k −
∑j−1
i=1 ηi
ηj
)
. (89)
After some basic manipulation based on the definition of the binomial coefficient, we can rewrite
(89) as:
Api = k!
x∏
j=1
1
ηj !
. (90)
Nevertheless, if some parts have the same value, e.g. 10 = 4 + 4 + 2, the number of ways to
select those parts would be counted multiple times, yielding an incorrect result. In order to solve
this issue, we have to correct by the number of ways to arrange those repeated values:
Api = k!
x∏
j=1
1
ηj!#j !
. (91)
Finally, the probability of partition π is obtained by dividing the number of ways Api to generate
that specific partition by the total number of ways to generate any partition, which is given by
Ψkx,x, i.e. the number of ways to arrange k balls in x groups, x of which have more than one
ball. Therefore, we have reached our final result:
pPk,x(π) =
k!
Ψkx,x
x∏
j=1
1
ηj !#j !
(92)
We just need to use the full notation in (92) to obtain (28).
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