We present autoregressive (AR) and autoregressive moving average (ARMA) processes with bivariate exponential (BE) and bivariate geometric (BG) distributions. The theory of positive dependence is used to show that in various cases, the BEAR, BGAR, BEARMA, and BGARMA models consist of associated random variables. We discuss special cases of the BEAR and BGAR processes in which the bivariate processes are stationary and have well-known bivariate exponential and geometric distributions. Finally, we fit a BEAR model to a real data set.
Introduction and summary
A primary stationary model in time series analysis is the p x 1 linear process given by (1.1) X(n)= I A(j)e(n-j), n =0, ?1, ?2, **, j= -00 where A(j), j = 0, ?1, ?2, * *, is a sequence of p x p parameter matrices such that E=-_ IIA(j)ll <,0 and e(n), n =0, ?1, ?2, *, is a sequence of i.i.d. p x 1 random vectors with mean 0 and common covariance matrix. It is well known that (1.1) includes the stationary vector autoregressive (AR) process and the stationary and invertible vector autoregressive moving average (ARMA) process. However, in some physical situations where the random vectors X(n) are either positive or discrete, the preceding assumptions on the e(n) sequence are inappropriate (see Lewis (1980) , p. 152).
Several researchers, addressing themselves to this problem, have constructed univariate stationary AR type models and stationary ARMA type models where the random variables X(n) have exponential or gamma distributions, and discrete exponential distribution. (c) Let X1, X2, X3 be independent exponentials and put E1 = {min (X1, X3)}, E2 = {min (X2, X3)}. Then (El, E2) has the Marshall-Olkin (e) The components of the bivariate exponential distribution given in Example 2.6(d) are associated provided that M and N, and El(1) and E2(1) are associated by the same reasoning in Remark 2.9(d).
We are now ready to discuss the various dependence mechanisms used in obtaining bivariate exponential and geometric distributions. It turns out that many of these mechanisms are related and we describe these relationships. The notation X st will mean that X and Y are random variable (or vectors) with the same distribution. Next we construct the class of BGAR(m) sequences. Some notation is needed.
Notation 3.5. Let pi, P2, ac(n), a2(n) E (0, 1) such that p, al1(n), let N'(n)= (Ni(n), N2(n)) be a sequence of independent bivariate geometric random vectors with mean vectors (aYl(n)pl1, a2(n)p21), respectively, and let M'(n)= (MI(n), M2(n)) be a sequence of independent bivariate geometric random vectors with a common mean vector (pi , 2 1) independent of all N(n). Further let J'(n) = (Jl(n, 1), * , Jl(n, m), J2(n, 1), *, J2(n, m)) be a sequence of 2m-dimensional independent random vectors with components assuming the values 1 or 0, independent of all N(n) and M(n). Let C(n, q) be a 2 x 2 random diagonal matrix with C(n, q) = diag {J,(n, q), J2(n, q)}, q = 1, .* , m.
We assume that for l = 1, 2, 1} =p11 (1 -r1)(l -r2) . A simple computation shows that Cov {X1(l), X2(1)} : Cov {X1(2), X2(2)} in this example.
In the next section, we develop models in which joint processes are also stationary.
The stationary BEAR(1) and BGAR(1) models
In this section we consider special cases of the BEAR(m) and BGAR(m) models given in Section 3 in which the joint processes are stationary. Throughout this section we put m = 1, assume that 7rt(n) and aor(n) do not vary with n, and put more structure on the E(n), M(n), and N(n) sequences. We show that for these models, the bivariate distributions of X(n) and of G(n) have a form of the type studied by Arnold (1975) . By selecting the E(n), M(n), and N(n) sequences, as defined in Section 3, appropriately, we can obtain well-known bivariate distributions. Consequently the result of the lemma follows. 
Note that by Lemma 2.14 (E,-11N,(-j), E i,N2(-j))
is a bivariate geometric random vector with mean vector (p ', p21). We assume that Using the results of Section 3 and the results of Langberg-Stoffer (1987) for MA sequences, we construct four classes of ARMA sequences of bivariate random vectors. In each class the sequences are labeled by the parameters ml, m2. We denote the first two classes of sequences by {Z'(j, ml, m2, n) = (Zl(j, ml, m2, n), Z2(j, ml, m2, n)), n = 0, 1, * -}, j = 1, 2, and the other two classes of sequences by {L'(j, ml, m2, n) = (Li(j, ml, m2, n), L2(j, ml, m2, n) tion with a mean vector that does not depend on j, mi, m2, or n. Then we discuss the association property of any finite number of random variables belonging to one of the four ARMA classes. For notational simplicity we suppress the parameters mi and m2 since they are fixed throughout this section. First we construct the two classes of BEARMA(ml, m2) sequences. Some notation is needed.
Notation 5.1. Let X(n) be a BEAR(ml) sequence given by (3.4), and let Y(n) be an m2-dependent BEMA sequence as given by Langberg-Stoffer (1987), independent of the X(n) sequence. Further let V'(n)= (Vl(n), V2(n)) be a sequence of independent bivariate random vectors with components assuming the values 1 or 0, independent of the X(n) and Y(n) sequences and let P{V,(n)= 1} = r,(n), 0< ,r1(n) <, 1= 1, 2.
We define the two BEARMA(m1, m2) sequences as follows: Figures 3 and 4 show a stem-and-leaf diagram of the temperature and wind speed data, respectively, and Table 1 where T*(n) and W*(n) are the original temperature and wind speed series, respectively, and T(n) and W(n) denote the corresponding transformed series. Next, we analyzed the correlation structures of T(n) and W(n) processes. Table 3 shows the estimated autocorrelation function (ACF) and partial autocorrelation function (PACF) for the T(n) series to lag 10. Table 4 shows the estimated ACF and PACF for the W(n) series to lag 10, and Table 5 shows the estimated cross-correlation function (CCF) of the two series to lag 10. Tables 3-5 suggest that the BEAR(l) model given in (4.3) is an appropriate first choice model. The next step was to obtain estimates of the parameters of the model. Here we assumed that the distribution of the noise vector E'(n)= (El(n), E2(n)) was that of Autocorrelation and partial autocorrelation functions of the transformed temperature series. From (6.1) and the density given in Sarkar (1987), p. 670, it is easy to obtain the conditional density of (T(n), W(n)) given T(n -1)= t, i, W(n -1) = wn-1, n =2, ---, N, which we denote by f, (t,, w,, j t,-,, w,- As a final check on the appropriateness of the model, we tested for the presence of the discontinuity in the conditional p.d.f., fx(t,, wn, tn1, wn-1) at tn_, and w,n_. This was accomplished as follows. Let X(n) = (Xl(n), X2(n))', n = 0, * * , N be a bivariate process and define Li(n) and Ui(n), i = 1, 2, such that Pr {Li(n) X(n) X -n xi(n -1) Xi(n -1) = x(n -1)} = p Pr {xi(n -1) < Xi(n) Ui ( 
