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Distance-regular  Graphs with F (x ) - - -3  *Ko+~ 
NORIO YAMAZAKI 
We show that a distance-regular graph r with r(x)---3. Ko:-I (al ~> 2) for every x E r and 
d >~ r(F) + 3 is a distance-2 graph of a distance-biregular graph with vertices of valency 3. In 
particular, intersection numbers c, a~, bl (0 <~ i ~ d) can be denoted by at most four parameters. 
t~) 1995 Academic Press Limited 
1. INTRODUCTION 
Let F be a connected undirected finite graph without loops or multiple edges. 
In the following if a is a vertex of F, then we write a e F. For a,/3 e F, let O(a,/3) 
be the distance between a and/3. Let d be the maximal distance in F and we call it the 
diameter of F. 
Let Fl(a) = {/3 e F [ O(a,/3) = i}, and write F(a)  = Fl(a). For vertices a, /3 in F with 
O(a,/3) = i, let 
c , (6 , /3)  = Ir,_,(6) n r(/3)l, 
a , ( - , /3 )  = Ir,(,,) n r(/3)l, 
bi(a,/3) = IF,+I(a) A r(/3)l. 
F is said to be distance-regular if for each i the numbers ct(6,/3), at(a,/3) and 
bt(a,/3) depend only on i=  O(a,/3). In this case, we write c,  at and bi for the 
corresponding numbers and we call them the intersection umbers of F. Note that 
Co = ao = bd = 0. We call k = b0 the valency of F. 
A bipartite graph F is said to be distance-biregular if for each i the numbers ct(6,/3) 
and bi(6,/3) depend only on i and the part the base point a belongs to. 
For the basic properties of the parameters c,  at, and bt of distance-regular g aphs, 
see [6]. For example, we have the following: 
(1) ci +at +bi=k,  forO~<i~<d; 
(2) 1=c1~ <. . .<-ca ;  
(3) k=bo>b]>~ ...~>bd_l>O. 
Let 
r ( r )  = #{i l  (c. at, bt) = (cl, al, bl)}. 
In the following we denote a = al. 
We shall investigate the distance-regular g aphs which satisfy the following: 
(*) For every a and/3 in F with 0(6,/3) = 1, an induced subgraph F(6)  N F(/3) is 
a complete graph or a graph without vertices. 
In this case, it follows that 
r(6) -- m * K,+~ 
for some m and for all 6 e F, where Ko+] is the complete graph with (a + 1) vertices 
and m * Ko+I means the disjoint union of m Ko+l's. Clearly, we have k = m(a + 1). 
For example, if r(F) ~> 2 or a ~< 1, then F satisfies the condition (*) (see [6]). 
If m = 1, then it is easy to see that F is a complete graph. 
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The case m = 2 is treated by Mohar and Shawe-Taylor [11]. They showed that if 
k > 2, then F is isomorphic to the line graph of a Moore graph or the point graph of a 
generalized 2d-gon of order (a + 1, 1). 
Suppose that m = 3. If a = 0, then k = 3. Distance-regular g aphs of valency 3 have 
been completely classified by several authors (see [4]). 
Recently the case m = 3 and a = 1 was treated by Hiraki et al..[8]. They showed that 
there are only four graphs in this class. 
This paper is devoted to the case m = 3 and a I> 2. In this class, the author only 
knows the following examples: the Hamming raph H(3, a + 1); and the point graph of 
a generalized 2d-gon of order (a + 1, 2). 
We see that d (= 3)= r (F)+ 2 in the first case, and that d (~< 4)= r (F)+ 1 in the 
second case. 
We now state our main result of this paper. 
THEOREM 1.1. Let F be a distance-regular g aph with F(x)= 3 * Ka+l for all x • F 
and a >t2. I f  d >>- r(F) + 3, then F is a distance-2 graph of a distance-biregular graph with 
vertices of valency 3. 
This result means that all intersection umbers can be denoted by at most four 
parameters. (In the case d ~> r(F) + 3, see Theorem 4.1. In the case d ~ r(F) + 2, this is 
clear.) We hope that our result gives a key to a classification of distance-regular graphs 
with F(x) -~ 3 * Ka+l. 
For a subset S c F, we sometimes recognize it as the induced subgraph with the 
vertex set S. In particular, for a, x e F with O(a, x) = i, we call the induced subgraph 
Fi- l(a) N F(x) the c;-graph with respect o (a, x) and F,.+~(a) N F(x) the brgraph with 
respect o (a, x). We call a complete subgraph a clique and a subgraph without edges a 
coclique. For vertices x ,y  with x¢y ,  we write x~y when O(x ,y )= l ,  and x÷y 
otherwise. 
In the rest of the paper, we assume that F is a distance-regular graph with 
F(x) -- 3 * Ka+x for all x • F, and that r = r(F). 
2. INTERSECTION DIAGRAM 
Let e(A, B) denote the number of edges between subsets A, B of F, and let 
e({x}, A) = e(x, A) for x • F. 
For a,/3 e F with a ~/3, we set D~(a,/3) = r,(a) n F/(/3). In particular, we denote 
D~= D~(a,/3) with a fixed pair of vertices (a,/3). The intersection diagram with 
respect to (a,/3) is the collection {Dj}i,j with lines between D~'s and D~'s. Basic 
properties of the intersection diagram are summarized in [5] and [7]. In particular, the 
following holds for every pair of the base points (a,/3) with r~ ~/3. 
LEMMA 2.1. The following hold: 
(1) e(D~-', DI) = e(D~ -1, D~-__]) = e(D~ -1, DI-,) = e(D~_,, D~) = e(D~_l, D~])  = 0 
2<~i<~r. 
t3~÷1 and z • D~-1 for 1 <~j <~ r. I f y  -x  ~ z, then y ~ z. (2) Let x, y e_ j  , 
(3) e(O~, ~+1 _ • r Dr ) - e(D,, Dr+l) = 0. 
(4) Every cr+l graph is a coclique. 
(5) I f  cr+l = 1, then r r+l e(D +l, D  ) = O. 
&r 
PROOF. See [7]. 
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REMARK. In [7], these properties depend on the assumption that r I--2, but we can 
also have them under the assumption that F satisfies the condition (*). 
If c,+1 ~ 2, the shape of the intersection diagram is as shown in Figure 1. 
o ,  . . . .  
{/3}  = D~, D~ . . . .  /3 r+' n,+Z 
- - ~ r  " L ~ r + l ' - -  " " " 
FIGURE 1. 
If Cr+l = 1, the shape of the intersection diagram is as shown in Figure 2. 
i~  /"11 • . . /')r /')r+l \ 
D~ " " " -- ' - 'mr n , + ~ n ~ + 2  . . .  
i . . . . .  ~ D ,++l  " " 
FIGURE 2. 
If c~+1 > 2, we say that the numerical girth g of F is 2r + 2. If C~+l = 1, we say that 
g = 2r + 3. If F satisfies the condition (*), then the length of a shortest circuit without a 
triangle is equal to the numerical girth g (see [6]). 
We easily obtain the following. 
LEMMA 2.2. Suppose C~+l = 1. Let a,/3 E F,+l(X) with a ~ /3, a'  E F(x) n Fr(a), and 
r(x)n r,(/3). Ifr( )n r(/3)n r,(x)--o, then O(a', /3')= 2. 
PROOF. We consider the intersection diagram with respect to (a,/3). Clearly, 
x E D~-~I. Let a" E F(a) n F , - l (a ' )  and /3" E F(/3) n Fr-l(/3'). Note that O(x, a") = 
O(x,/3") = r. By our assumption, we have a"~ D~ and /3"e D E. So a 'E  D~+I and 
/3' E D,+k Hence a '  ÷/3' by Lemma 2.1(5). [] 
3. CASE OF EVEN NUMERICAL GIRTH 
In this section we shall consider the case c~+1/> 2. We note that our argument works 
for a = 1 as well, in this case. 
THEOREM 3.1. Let F be a distance-regular g aph with F(x) = 3 * Ka+l for all x E F. I f  
a >- 1 and c,+a >t 2, then one of  the following holds: 
(1) C ,+a=3andd=r+l ;o r  
(2) Cr+l =2 and d<~r+2.  
Firstly, we show the following. 
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LEMMA 3.2. The fol lowing hold: 
(1) c,+1<-3, ln particular, i f  c~+l = 3, then d=r+l .  
(2) I f  cr+l =2, then a~+l >~ 2a. 
PROOF. (1) Let a ,x  •r  with a(a ,x )=r+l .  Since F(x )=3*K ,+~,  it follows from 
Lemma 2.1(4) that c~+~ < 3. Moreover, if c~+1 = 3, then F(x) c Fr(a) t3 F~+l(a); that is, 
d<~r+l .  
(2) Let a, x be as in (1). Let xl, x2 ~ F,(a)  fq F(x). By Lemma 2.1(4), xl "/-x2. As 
cr+l = 2, we obtain F(x) tq F(xi) c F~+l(a) for i = 1, 2. Since F(x) N F(xl) and F(x) t'3 
F(X2) are disjoint, we obtain a~+~/> IF(x) t3 F(Xl)I + IF(x) f3 F(x2)I = 2a. [] 
By the previous lemma, we may assume that c,+a = 2. 
LEMMA 3.3. Let c~+1 = 2. I f  d >-r + 3, then every c~+2-graph is a disjoint union o f  
exactly two cliques. In particular, if c~+2 = 2, then every Cr+2-graph is a coclique. 
PROOF. By Lemma 2.1(4), every c~+rgraph is a coclique of size 2. Let a, x e F with 
O(a, x) = r + 2. Since every c~+2-graph contains a c~+l-graph, F~+l(a) tq F(x) contains a 
coclique of size 2. If d ~> r + 3, then F~+a(Ot) fq l '(x) # ~. So the assertion follows from 
our assumption that F(x) = 3 * K~+~. [] 
Now we consider the intersection diagram with respect o (a, 18), with a ~ 18. 
e/ / -~r+l  / " ) r+2~ = 0 .  LEMMA3.4. I f c r+ l=2andd>- - r+3,  then ~,-'~+2,,-',+w 
PROOF. Assume that rr~r+a ,+2 rv+2 and y • r~+a with x-y .  el,~---r+2, D~+1) # 0. Let x ~ ,--~+1 -t'r 2, 
Since c~+2 = 2, there exist Zl, z2 • D~ +1 such that zl, z2 • F(x). Note that a(z~, z2) # 1 by 
Lemma 2.1(4). By Lemma 3.3, it must hold that y - z~ or y - z2. This is impossible. [] 
To prove Theorem 3.1, we consider two cases, as set out below. 
Case 1: c,+~ = 2 and a,+l = 2a. We need the following result by Hiraki [7]. 
PROPOSITION 3.5 [7]. Let F be a distance-regular graph with a = a 1 >! 1, c~+1 = 2 and 
a~+l = 2a. Then (c~+1, at+l, br+l) # (c~+2, at+E, br+2). 
LEMMA 3.6. I f  Cr+ 1 = 2 and ar+l = 2a, then the fol lowing holds: 
/ - ' l r+ 1 (1) e(x, D~) = 1 for  all x E ,-,~+1. 
/-') r + 1 r (2) Let x E Z.-r+l, X 1 • D,+1 and x2 • D; +1 with xl -x  -x2 .  Then xl -x2 .  
(3)  ~/~,+~ ~+1,  o / r , ,+~ nr+2~ = ~\~' r+ l ,  XJr+2) ~" ~t,~-~'r+l ,  a - J r+ l /  = 0 and Cr+ 2 2. 
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PROOF. For (1) and (2), see Lemma 3.4 and Lemma 3.5 in [7]. 
(3) Let x e ,-',+1r~'+1 . . . .  By (1), there exist Yl • D~, Y2 • D~+I and Y3 • Flr+l with 
Yl, Y2, Y3 • r(x). By Lemma 2.1(3), we have y2+yl  ÷Y3. On the other hand, we have 
Y2 ~Y3 by (2). Since 
2a = Ir(x) n r,+~(a)l 
~> IF(x) n (D~ +~ ,+1 ,~,+1 U D, I)[ + IF(x) n , , ,+2 
~> Ir(x) n (Dr +1 ,+1 U D, I)[ 
I> I(r(x) n r (y0  u (r(x) n r(y~))l 
=2a, 
e./'/'~r+l r' lr+l~ O. Hence we have we have e(x,r~'+l~=0. This implies that uks.. r+l,a..,r+2/ x J r+2/  = 
[y3r+l  r~r+2~_ e~,,--r+l, L " r+ I I  - -  O as well. 
n,+Ix = O, we have If z • ~',+l,nr+2 then e(z, "-'r+2jr~'+Ix=O by Lemma 3.4. Since e(z,,. ,r+lj 
r (z )  f3 r r+l(a)  = F(Z) f3 r,(/3). Thus we have c,+2 = 2. [] 
Now we prove Theorem 3.1 under the assumption that a,+l = 2a. Since c,+2 = 2 by 
the previous lemma, it follows from Proposition 3.5 that b,+2 < b,+~. Therefore there 
r~,+2 and r~r+2 exist x • ~,+i  y • L,,+2 such that x ~y.  
r~,+l such that ~ Suppose not. Then there exist We claim that there exists z • ~' i y z. 
Zl • aJr+l/3r+2 and Z2, Z3 • ~,+2rw+x such that x # zl, z2# Z3 and {zl, Z2, Z3} CZ r(y) .  Since 
{x, zl} and {z2, z3} are cocliques by Lemma 3.3 and ~tr~,+l r~,+2x _ ,  =~,-' 2, , ', 1)- u by Lemma 3.4, it 
follows that {x, zl, z2, z3} c F(y) is a coclique of size 4. This is impossible. 
Since we have e(z, D~)= 1 by Lemma 3.6(1), there is a vertex Y • D] such that 
0(y, y) = r + 1. Since e(D~, D~ +1) = 0 for 1 ~< i ~< r, we have 0(7, z) = r + 2. Thus, 
Dr+I~ lr~r+2/ ,+2W,/3) ~ Y ~x •/./r+1(7,/3). 
This contradicts Lemma 3.4. Therefore we obtain the desired result when a,+l = 2a. 
Case 2:c,+1 = 2 and a~+l >2a. Let S(a , /3 )  be the set defined as follows: 
/~r+l  s ( - ,  /3) = {x • ~.,+~ I e(x, D;+I) = e(x, Dr" +1) = 2I. 
LEMMA 3.7. I f  C,+1 = 2, a,+l > 2a and d >>- r + 2, then S(a,  /3) # 0 for  some edge a/3. 
PROOF. Let a, x, 71, 72 • r such that a(a, x) = r + 1, 71 # 72 and 71, 72 • r (a )  N 
r,(x). We note that 71 ÷ 72 by Lemma 2.1(4), and that r (a )A  r (70  = r ,+l(x)  and 
r (a )  N r(72) c rr+l(X) as c,+1 = 2. Since ar+l > 2a, there exists a vertex 13 e F,+1(x) n 
r (a )  such that/3 ÷ 71 and 13 ÷ 72. Considering the intersection diagram of rank 1 with 
r~,+l Let Yi • r , - l (T j )  f3 F(x) for respect o (a,/3), we see that Yl, 72 • D~ and x • ,--,+1. 
i = 1, 2. Then 7~#7~. Otherwise, it follows that 71, 72 • r , - l (y [ )Nr (o t )  and it is 
contradictory that c ,= l .  Since it is clear that 7~ • D~+I for i=  1,2, we have 
e(x, D~+I) I> 2; that is, x • S(a, /3) .  [] 
LEMMA 3,8, Let  x • S(a , /3) ,  {Yl, Y2} = D~ +1 N r (x)  and {)3, )'4} = D~+I N r(x).  I f  
d >>- r + 3, then the fol lowing hold: 
(1) There exists a vertex 3' • D] such that 0(3, x) = r + 2. 
(2) Yl ~ Y3 and Y2 ~ Y4, or Yl ~ Y4 and Y2 ~ )'3. 
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FIGURE 3. 
PROOF. (1) Since e(x, D~)=0, we have D~ A F , (x)=O.  Hence the clique D] 
contains a b,+l-graph F,+2(x) A F(a). Thus we have (1). 
(2) Let 3' be as in (1). Then {Yl, Y2, Y3, Y4} c F(x) N F,+I(y). Since d 1> r + 3, every 
c,+2-graph is a union of two cliques. On the other hand, we have y~ -,~ Y2 and Y3 ÷ Y4 by 
Lemma 2.1(4)• Hence either y~ ~Y3, Y2 ~Y4 or Yl ~Y4, Y2 ~Y3. [] 
Let a, /3, y, x and Yi (i = 1, 2, 3, 4) be as in Lemma 3.8. We assume that Yl -Y3 and 
Y2 -Y4. We set a circuit of length 2r + 3 as follows: 
{Xo = a, xl =/3 ..... x,+1 = Yl, x,+2 = x, x,+3 = Y4 ,  Xr+4,  • • • , X2r+3 = X0},  
where x,+2 E S(Xo, xO. Let 8,+i = Y3 and 8,+2 = Y2 (see Figure 3). Note that 8,+~ 
F(x,+~) N F(x,+2) N D;+~ and 8,+2 ~ F(x,+2) A F(x,+3) A D; +I. We change the base 
points to (x~, x2): see Figure 4. 
Since e(Xr+3, D~+~) = 2, x~+3 ~ S(xa, xz). By Lemma 3.8(2), it follows that there exists 
8,+3 E D~+l(xl, x2) such that x,+3 ~ 8,+3 ~x,+4. 
By induction, we have that Xo E S(x,+~, x,+2), xl E D~+l(x,+~, x +2) and that there 
exists 
80 E D~+a(x,+,, x,+2) t3 F(Xo) t-1F(xl) 
= r , (x )  n /3). 
On the other hand, there exists 3' E F,+2(x) f3 D](a, fl) by Lemma 3.8(1), and it follows 
that 8o ÷ 3'. This contradicts the fact that D~(a, [3) is a clique. This completes the proof 
of Theorem 3.1. 
4. CASE OF ODD NUMERICAL GIRTH 
In this section we treat the case c,+1 = 1. 
THEOREM 4.1. Let F be a distance-regular graph with F(x)=3*Ko+I  for all x ~ F. 
Let r = r(F). f f  a >~ 2 and Cr+l = 1, then one of  the following holds: 
(1) d<~r+2;or  
(2) F is a distance-2 graph of a distance-biregular g aph with vertices of  valency 3. 
X i Xo  - -  
X 2 X 3 ~  
- -  Xr÷ 4 
FIGURE 4. 
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In particular, 
(c. a.  bi) = 
with c = 0 or 1. 
"(0, 0, 3(a + 1)) for i = 0 
(1, a, 2(a + 1)) for 1 <~ i <~ r
(1, a +2,20)  fo r i=r+l  
(4, 2a-  1, a) fo r r+2<~i<-d-2  
(4,20 +c-  1, a -c )  fo r i=d-1  
(3(c + 2), 3(a - 1 - c), 0) for i = d 
We consider the intersection diagram with respect o (a, fl) with a - /3.  Let A(a,/3)  
and B(a,/3) be the sets defined as follows: 
A(a,  /3) = {x E D~ +] l o(x, D~ +') = o(x, D;+,) = 1}, 
B(a , /3 )  = (x E Dr~I ] e(x, D~) = 1}. 
In the following we denote A =A(a, /3)  and B = B(a,/3) for a fixed pair of vertices 
It is dear that A N B = O, A ~ O, B ~ O and A U B -- n,+a ,--, v 
Let D]  = {3,1,..., %}, a = 3,0 and/3 = 3,,+v For 8 ~ F and 0 ~< ii,..., is <- a + 1, we 
denote 
= (0(3,0, 8) - r,..., 0(3,o+1, 8) - r), 
and 
g(i,, . . . , is) = (O(yi,, 8) - r, .... 0(3,i,, 8) - r). 
It is easy to see the following: 
(1) 3, t -3 ,mforO~l~m~a+ l. 
(2) x e Dj(3,j, 3,,.) is equivalent to 2(1, m) = (i - r, j - r)., 
(3) Let 8 be the vertex such that max{g(/) I l = 0, 1,. a + 1} = i and let 8(m) = i. If 
#{nlg(n  ) = i -1}=s,  then the c~+:graph F,+j_l(8)n F(3,,.) contains the complete 
graph Ks. 
The following is a key lemma in this section. 
LEMMA 4.2. Suppose that x E B and x' E D; A r(.). f f  d ~ r + 3, then F(x) tq D~+I c 
F(x'). In particular, e(A, B) = 0. 
PROOF. We assume that 0(3,1, x)  = r and 8(3,~, x')  = r - 1. Note  that 2(0, 1, a + 1) = 
(1, 0, 1) and 2'(0, 1, a + 1) = (0, -1 ,  0). As  c, = cr+~ = 1, we obtain 0(3,, x)  = r + 1 and 
0(3,, x') = r for 2 ~ i ~< a; that is, 2 = (1, 0, 1 . . . .  ,1) and 2' = (0, -1 ,  0 , . . . ,  0). 
Let y e (F(x) n D,~++~)\F(x'). Suppose that y ~ B. If a(y, 3,0 = 3,, then )7(0, 1) = 
(1, 0). This means that x, y E D~+1(3,o, 3 ~), x' ~ D~-1(3,o, 3,0, Y -x  -x '  and y ÷x ' .  
This contradicts Lemma 2.1(2). Suppose that a(y, 3,1)= r + 1 and a(y, 3,2)=r. Note 
that 2(1, 2) = (0, 1) and )7(1, 2) = (1, 0). However, as x -y ,  this contradicts Lemma 
2.1(5). 
Suppose that y e A. Let Yl ~ D~+I and Y2 E D; +1 with Yl, Y2 E F(y). Clearly, we see 
that a(y, 3,~) >~ r + 1 for 1 ~< i ~< a. As a(x, 3,~) = r, a(y, 3,1) = r + 1. Since a I> 2, suppose 
that a(y, 3,2) = r + 1. Let y '  ~ L(y2) A F(y). Note that y'  E B. Since both {Yl, Y2, x} and 
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{Yl, Y2, Y'} are cocliques of size three in F(y), we have x~y ' .  However, since 
£(1, 2 )= (0, 1) and )7(1, 2 )= (1, 0), this contradicts Lemma 2.1(5). Hence we can 
assume that a(y, 3,2) = r + 2 and {Yl, Y2, x} = F~+1(3,2) tqF(y). But, as {y~, Y2, x} is a 
coclique, we must have b,+2 = 0, or d ~< r + 2. This contradicts our assumption. [] 
By this lemma, we see the types of the vertices in A and B under the assumption that 
d/> r + 3. If x • A, then £ = (1, 2 , . . . ,  2, 1). If x • B, then £(i) = 0 for some 1 ~< i ~< a, 
and £(j) --- 1 for j # i. 
r '~r+l LEtaMA 4.3. Suppose that d >>- r + 3. Let x • D~r +1 and y, z • z.,r+l fq F(x). Then 
y ~z .  In particular, a~+l <~a +2. 
PROOF. Suppose that y ~ z. By considering the intersection diagram with respect o 
(x, y), we have ot • A(x, y) and z • D~(x, y). On the other hand, O(a, z) = r + 1. This 
contradicts Lemma 4.2. Hence y ~'- z. Since e(x, Dr'++~) = ar+l - a and F(x) = 3 * Ko+I, 
we have ar+l <~ a + 2. [] 
LEMMA 4.4. Suppose that d >~ r + 3. Let x • A, xl • D~+I n F(x), x2 • D r+l tq F(x). 
r,~+2 = r (x)  n r(x2). Then F(x) ,r~, "-" ~+2r~+1 = F(x) tq F(xl) and F(x), ,--- 1 
PROOF. By the previous lemma, we see that F(x) ¢q F(xl) = D~$~ and F(x) n F(x2) c 
nr+2 Suppose that there exists y • (F (x )n  ,+1 Dr 2)\F(xl). Since e(x, nr+l~=~.,+21 ~"r+l" 
e (x ,  FI r+2"~ • _,~+lj, there exists z • F(x) n r~'+2,--r+1 such that y z. Let u • F (a )nFr (x )  and 
v • r(~) n L(y). We see that {/3, u, v} ~ Fr+l(z) tq F(a) and {u, v} = D~. Since x, y • 
F~+l(a) and y÷xl ,  we obtain O(u,v)=2 by Lemma 2.2. Hence a c~+2-graph 
Fr+~(Z) tq F(a) contains a coclique of size 3, {u, v,/3}, which contradicts d ~> r + 3. [] 
r'lr+l~t ~ 1 LEMMA 4.5. Let x • "/-')r+l'r~r+2 i f  d>~r + 3 ' then e(x , , - ,~+2j~.  
PROOF. Suppose that e(x, Z.Sr+2. IF~ lh~ 2. Let y and z in F(x) , ~, ,-,~+2.n~+1 Since d ~>~ r + 3, a 
cr+2-graph F(x)tq Fr+l(a) cannot contain a coclique of size 3. Hence we have that 
y - z. Let u • F(a)  n Fr(y) and v • F(a) n Fr(Z). Note that Fr(a) n F(y) ,-" D~+I, 
F~(a)NF(z)=D7+1, and that u,v•D~.  Since x•F(y )OF(z ) ,  F (y )nF(z )n  
Fr(a) = 0. Hence we see that O(u, v) = 2 by Lemma 2.2, and that u, v and /3 form a 
coclique in F(a)f3 F~+l(x), a contradiction. [] 
By Lemma 4.3, a~+l = a + 1 or a + 2. We first treat the case a,+l = a + 1. 
LEMMA 4.6. 
(1)  Cr+ 2 ~ 3. 
(2) I f  x • A 
e(A,A) = 0. 
I f  ar+l = a q- 1 and d >~ r + 3, then the following hold: 
r ' l r+2 r+2 and Y•,--,+2 with x~y,  then F (x )nF(y )cDr+2.  In particular, 
PROOF. (1) Let x • Fr+l(a). Since ar+l = a + 1, there exist vertices y • l'r÷2(a ) CI 
F(x) and z • F~+1( ' )n F(x) such that y -  z. Hence cr+2 ~> 2. 
Assume that c~÷2 =2. Let )7 = (2, 1, 1, 2 . . . .  ,2). As A(3,1, 3'2) ~O,  the existence of a 
vertex of type y is guaranteed by Lemma 4.2. Let xl, x2 • F(y) such that £~(i) = 0 for 
i = 1, 2. It is clear that £~(0, a + 1) = (1, 1) and xt • B. Moreover, by Lemma 4.2, we see 
that £1(0, 1, 2, a + 1) = (1, 0, 1, 1), £2(0, 1, 2, a + 1) = (1, 1, 0, 1), and that O(xl, x2) = 2. 
Since a~+l = a + 1, it follows from Lemma 4.2 that there exist vertices Yl • F(xl) N r~r+l J J r+2  
and Y2 • r (x l )  r~ /'1 r+2 . . . .  1. By the assumption that c,+2 = 2, y "/-Yl and y ÷Y2. Hence it must 
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hold that Yl ~ Y2 as F(y) - 3 * Ko+I. This implies that 
c,+, = Ir,+~(,,) n r (yg l  
r ) r+ l '~  = e(y2, Dr, +1) + e(y2, D;+I U ,Vr+21 
>-- c,+1 + #{x.  y~} 
=3.  
This is a contradiction. 
(2) This is a direct consequence of Lemma 4.4, as a,+l = a + 1. [] 
LEMMA 4.7. Ira,+1 = a + 1, theti d <<- r + 2. 
[ l ')r+2 t'~ Dr+l nr+l  with x ~y .  Let C = ~,.t..-r+ 1 , , ProoF. Suppose d ~> r + 3. Let x • _ ,  and y • ,--, 1 
r (x) )xr (y) .  Clearly ICI = a + 1. 
We claim that there exists z • C such that ~" = (2 . . . .  ,2, 1). Suppose that every z • C 
has the property #{i I ~'(i) = 1} I> 2. Since ]CI = a + 1, we can find some i # a + 1 and 
zl, z2 • C (zl # z2) such that z'l(0, i, a + 1) = (2, 1, 1) = ~2(0, i, a + 1). Note that zl, z2 • 
A(N, Yo+I) and z, ~ z2. This is impossible by Lemma 4.6(2). 
Assume z as above. Since ~( i )= 2 for 1 <~i ~<a, we have o(z, B )=0.  Suppose 
e(z, A) # 0. Let u • F(z) tq A and u' • F(u) tq Drr +'. Since z • C, we have x # u'. On the 
other hand, z ÷ u', as x ~ z and c,+, = 1. For u • A, this contradicts Lemma 4.4. Hence 
e(z ,A)=O.  Therefore we must have e(x, n'+l~>-'~ • -,,+2j ~,-  as c,+2 >I 3. This contradicts 
Lemma 4.5. [] 
Now we consider the case at+2 = a + 2. 
LEMMA 4.8. Suppose d >>- r + 3 with ar+ , = a + 2. Then the following hold: 
(1) Every Cr+2-graph is a disjoint union o f  two K2's. In particular, c,+2 = 4. 
(2) I f  x • A,  xl • F(x) N D~+t and x2 • F(x) N rv+l  then r+l _ ,  , r(x) N F(x,) = D, 2, r(x) n 
r+2 r+,  f i r+2 F(xl) ~ D,+I and there exists a vertex y • F(x) A D~+, such that F(x) f3 F(y) c ~-,+2. 
(3) There exists no triangle {x, y, z} such that 
£(j,, ]2, J3) = (1, 2, 1), 
Y(j,, j2, h )  = (2, 2, 1), 
E(jl, h ,  J3) = (2, 3, 2). 
PROOF. (1) For x a F,+l(a), we consider the type of cliques containing x. Let 
x'  • F , (a)  A F(x). As c,+1 = 1, F(x) t'3 F(x')  c F,+l(a). As ar+l = a + 2, there exist y 
and z in Fr+l(a) N F(x) such that y ÷x '  and z +x ' .  By Lemma 4.3, we obtain y ÷ z. As 
a,+l = a + 2, F(x) tq F(y) = F,+2(a) and F(x) N F(z) c F,+2(a). Thus the clique type of 
x •F ,+, (a )  is uniquely determined. Therefore we see that C,+2=m*K2 for every 
c,+2-graph C,+2 and some m. Since d ~> r + 3, we have m ~< 2. Now we claim m = 2; that 
is, c,+2 = 4. Suppose that m = 1. We consider the intersection diagram of rank 1 with 
respect o (a,/3). Let 8 • A, 8, • D~+I D F(8) and 82 • D~ "+1 tq F(8). By Lemma 4.2, 
there exists y • D~ such that 0(% 6) = r + 2. Note that {6,, 82} ~ F,+,(y) tq F(B). Since 
61 + 62, this contradicts m = 1. 
(2) This is a direct consequence of Lemmas 4.3 and 4.4, as a,+2 = a + 2. 
l'~r+21 r+2 (3) We note that x • A(yj,,  yj,), y • X.,r+lk'yh , 3th) and that z • D,+2(Tj,, "YJ3)" Let 
x '•  F(x)N D~+I(Tj,, yj,). By (2), we have x'  ~y .  On the other hand, we dearly have 
x'  ÷ z. This contradicts the fact that F(x) tq F(y) is a clique. [] 
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LEMMA 4.9. Suppose that d >- r + 3 with a~+a = a + 2. For every i with r + 2 <~ i ~ d, 
the following hold: 
(1) Let £ (m,n)=( i - l - r , i - r )  and ; (m,n)=( i - r , i - l - r ) .  I f  x~y,  then i=  
r+2ord .  
(2) I f  u • D~(%~, 3",), then e(u,D~21(%,, 3 ' , ) )~0,  except the case i=d,  and 
e(D~-l(3",,, 7,), D~-1(%,,  7, ) )  ~0 .  In other words if  if(m, n )= ( i -  r, i - r ) ,  then there 
exists a vertex v • F(u) such that ~(m, n )= ( i -  r -1 ,  i - r -  1), except the case as 
above, x 
(3) I f  min{~?(j) [J =0 ,  1 , . . . ,  a + 1} =i -  1 -  r and max{e( j )  I J = 0, 1 , . . . ,  a + l}=i -  
r, then 
s, = #{j  l e(j) = i - 1 - r}  = 2 or  3. 
Moreover, if s~ = 3, then i = d. 
(4) I f  r + 2 <. i <- d - 1, every crgraph is a disjoint union of  two Kz's and every brgraph 
is a K,+2-,,.~. 
PROOF. (1) We note that x • D~-l(y,., 3',) and y • D~-I(y,,, y,). Since a c rgraph  
F~_~(3' , )AF(x)  contains a c,-_l-graph D~-12(3',,, %)nF(x ) ,  it must hold that the 
c~_l-graph is a clique or the c--graph is a disjoint union of  three cliques. Hence  we have 
i=r+2ord .  
(2), (3) Let i = r + 2. The assertion (3) fol lows f rom Lemma 4.8(1). 
or+2z Suppose that there exists u • r+2t3',,, 3',) such that e(u, ,-,r+l, r ' r+lt3' , , ,  3',)) = 0. Then  
there exist Yl, Y2 • F (x )  n r~r+l ,  ,--r+2, u 2(7,~, %)  and Y3, Y4 • l"lr lt3"rn, 3"n) such that Yl ÷Y2 and 
Y3 ÷Y4. Since F (u )=3*K ,+~,  we may assume that y l -Y3  and it fol lows f rom Lemma 
4.8(1) that there is a vertex z • F~+~(3,m)N F (u)n  F (ya)n  F(y3). By Lemma 4.5, we 
ar+l~ have z a ~+j~3',,, 3',), a contradict ion.  Thus we have (2) in the case i = r + 2. 
Let  i -  1 />r+2.  Suppose that there exists u • D~(3',,, 3',) such that 
e(u, D~-I(3' , . ,  3'.)) = 0. Then there exist y,, Yz • F(x) n DI-~(%,,  3',) and Y3, Y4 
D~-~(3,,,, 3',) such that ya ÷Yz and Y3 ÷ Y4. Since F (u )= 3 .  K ,+I ,  we may assume that 
YI -Y3,  which contradicts (1). By the same argument ,  it must also hold that 
e(u, d-1 Da- l (%, ,3" , ) )¢O for every u•Dd(3",~,3",) in the case e (Dd- l (%, ,3 ' . ) ,  
Dd_l(3', , ,  3',)) = 0. Thus we have (2). 
Suppose that (3) holds for i - 1 t> r + 2. Let £(J l ,  j2, J3, ]4) = (i -- r, i - r - 1, i - r - 
1, i - r -  1). Then,  by (2) and (3) with i -1 ,  we can find vertices Yl, Y2, Y3 s F (x )n  
Fi - I (3 ' j l  ) such that 
;~(Ja, Jz, j3, J4) = (i - r - 1, i - r - 2, i - r - 2, i - r - 1), 
Y2(jl, jz, j3, j4) = (i - r - 1, i - r - 2, i - r - 1, i - r - 2), 
373(j~, J2, J3, j4) = (i - r - 1, i - r - 1, i - r - 2, i - r - 2). 
Now,  by (1) in this lemma for i ¢ r + 3 and Lemma 4.8(3) for i = r + 3, {Yl, Yz, Y3} "- 
F,-_a(3"j,) O F(x) is a coclique of size 3. Hence  i = d. By the same argument ,  we know 
that #{ j  [ £( j )  = i - r - 1} ~< 3. Thus we have (3). 
(4) This is a direct consequence of (3). 
LEMMA 4.10. Suppose that d >~ r + 3, with ar+ 1 = a + 2. Then the intersection umber 
of  F is the one in Theorem 4.1. 
PROOF. By Lemma 4.9(4), we only need to determine Ca. We note that Ca ~-t* K,, 
for every ca-graph Ca and t = 2 or  3 by Lemma 4.9(3). 
Suppose that Sd = 2 and t = 2. Note  that ca-i = ca in this case. If x • Fd(a), it fol lows 
f rom the assumption t = 2 that there exists/3 • Fa(x) n F (a )  such that F (a )  O F(/3) c 
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Fd(X). Hence  we may assume that :~=(d , . . . ,d ) .  S ince ca-l=ca, we have  
e(Dd-l(ym, y,) ,Dd_l(ym, y , ) )=0 for each  rn and n. Hence  we have  
O (X, d - 1 D -l(ym, y , ) )#O for  each m and n by  Lemma 4.9(2). We can easi ly  f ind a 
coc l ique  of  size 4 {Yl, Y2, Y3, Y4} = F(x)  such that  
)71(il, i2, i3, i4) = (d - r - 1, d - r - 1, d - r, d - r), 
y2( i l ,  i2, i3, i4) = (d - r - 1, d - r, d - r - 1, d - r), 
)73(il, i2, i3, i4) = (d - r, d - r - 1, d - r - 1, d - r), 
)74(il, i2, i3, i4) = (d - r, d - r, d - r - 1, d - r - 1), 
This  is a cont rad ic t ion .  Thus  we obta in  t = 3 and ca = 6. 
Suppose  that  sa = 3 and t = 2. There  exists a ver tex  x E F such that  -~'(il, i2, i3, i4) = 
(d - r - 1, d - r - 1, d - r - 1, d - r). By  Lemma 4.9(2), we can find th ree  ver t ices  
{Yl, Y2, Y3} c F (x )  such that  
)71(ih i2, i3, i4) = (d - • - 2, d - • - 2, d - r - 1, d - • - 1), 
~72(il, iz, i3, i4) = (d - r - 2, d - r - 1, d - • - 2, d - • - 1), 
)73(il, i2, i3, i4) = (d - r - 1, d - r - 2, d - r - 2, d - r - 1). 
By Lemma 4.8(3) for  d=r+3 and Lemma 4.9(1) for d>~r+4, we see that  
{Yl, Y2, Y3} c F(x)  n Fa - l (y i , )  becomes  a coc l ique  o f  size 3, a cont rad ic t ion .  Thus  t = 3 
and ca = 9. [] 
To  show that,  if ar÷~ = a + 2 and d ~> • + 3, F is a d istance-2 graph of  a d is tance-  
b i regu lar  graph with a ver tex  o f  va lency  3, let A be the set of  all max imal  c l iques in F. 
Let  F = F U h. We v iew F as an inc idence graph,  i.e. for a • F and x • A, a ~ x in F iff 
a•x inF .  
We use the -notat ion  for  the graph F. 
Note  that  for  a , /3  • F and x, y • A, 
0 (a , /3 )  = 2i iff O(a,/3) = i 
0(a ,  x )  = 2i + 1 iff 0(or, x )  = i. 
O(x ,y )=2 i+2 i f fO(x ,y)=i  and x~y.  
I t  is easy to check the  fo l lowing.  For  a • F and x • A: 
C2i(a) + /~.2/(a) = C2i+1(X ) + b2i+l(X) = 3, 
e2/(X ) "1- b2i(x) = c2i+1(¢y) + b2i+1(~) = a --~ 2, 
e , (x )  = 
1 for  1 ~<i~<2r +2 
2 for  2r  + 3 ~< i <~ 2(d - 1) 
or  i=2d-1  w i thc=0 
3 for  i = 2d with c = 0 
o r  i = 2d - 1, 2d with c = 1, 
1 for  l~<i~<2r  +2 
2 for  2r  + 3 < i ~ 2(d - 1) 
o r  i=2d-1  w i thc=0 
3 for  i = 2d with c = 0 
o r  i = 2d - 1, 2d with c = 1. 
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Therefore F is a distance-2 graph of a distanee-biregular graph i ~. This completes the 
proof of Theorem 4.1. Theorem 1.1 follows directly from Theorems 3.1 and 4.1. 
5. CONCLUDING REMARKS 
(1) Bounding the diameter of a distance-regular graph by .some function of its 
valency k is generally an open problem. As a partial answel; of this, E. Bannai and T. 
Ito showed in [2] that d (or r) is theoretically bounded by a function of k and d - r. 
Recently, H. Suzuki showed that, if F is a distance-regular graph with F(x) = 3* Ko+I 
for every x e F and with d ~< r + 2, then d ~< 41. 
(2) We have not had the classification of distance-biregular graphs of valency 3 and 
a + 2 (a ~> 2). (Note that, if r is odd, H. Suzuki [12] gave the classification.) As the next 
step, we want the absolute bound of diameter d (not depending on the parameter a) in 
the case d 1> r + 3. 
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