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A B ST R A C T
Data collected at the Super-Kamiokande detector have been used to m ake 
observations of the flux and spectrum of neutrinos th a t originate in the fusion 
reactions inside the center of the Sun. Previous observations of solar nemtri- 
nos have resulted in fluxes that are one third to one half the values predi cted 
by solar models, a situation that has been labeled “the solar neutrino p rob ­
lem” . The phenomena of neutrino oscillations is investigated as a possible 
solution to this problem. The Super-Kamiokande detector, located in Gifu, 
Japan, is a ring-imaging Cherenkov detector that detects the scattered elec­
trons from neutrino-electron elastic scattering in the water of the detector. 
Recoil electrons with energies greater than 5.5 MeV are used to  measure; the 
total flux and spectrum of solar neutrinos. The observed scattering ra te  is 
found to be 15.58 ±0.31 (stat.) events/day in the 22.5 kton fiducial volume. 
This is a factor of 0.458 ±0.009(stat.) 1o!oo7(s2/s -) ° f  the expected rate pre­
dicted by the solar model of Bahcall and Pinsonneault, verifying the previous 
observations of the solar neutrino problem. Observations of the spectrum  of 
recoil electrons and variations in the neutrino flux in different times of the 
day and different seasons of the year are also performed. A comparisom of 
the neutrino fluxes measured during day and night time periods is consistent 
with no difference, 0 ^ d+n] = “ 0-041 ±  0.039(sta£.) ±  0.007(s?/s.). The ob­
served spectrum and flux variations appear to be consistent with the results 
predicted in the absence of neutrino oscillations. These results are therefore
xv
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used to generate exclusion regions in the neutrino oscillation param eter space. 
This dissertation describes in detail the analysis which generated these re­
sults.
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C H A P T E R  1
IN T R O D U C T IO N
Energy is produced in the Sun through nuclear fusion. For a star such as
the Sun, this involves turning 4 protons into a helium nucleus to tap  the a
particle binding energy by:
4p -»• 4He  +  2ue +  2e+ +  26.73 MeV. (1.1)
This 26.73 MeV of energy is primarily released as photons, which slowly 
diffuse their way to the surface of the Sun over the course of ~105 years. This 
energy is eventually emitted from the surface of the Sun with a black body 
spectrum  (T31ir/ ace =  5780 K ).  All information these photons might contain 
regarding the nuclear reactions th a t created them is lost in the repeated 
interactions these photons undergo as they percolate out of the Sun.
On the other hand, the neutrinos created in these nuclear reactions have 
very small reaction cross sections- even in the highest density regions of the 
Sun. They travel freely, essentially undergoing no interactions, from the re­
gions of the Sun where they axe created to detectors here on Earth, where a 
small fraction are detected. These neutrinos still contain information regard­
ing the nuclear reactions going on inside the center of the Sun, providing a 
window to the internal mechanisms of the Sun. Therefore, the study of solar 
neutrinos can serve as an im portant test for theories of stellar evolution and 
structure.
The study of neutrinos is also interesting from a particle physics perspec­
tive. Neutrinos are weakly interacting particles, that are known to come
1
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2in three flavors, one for each of the massive leptons tha t they are associ­
ated with, the electron (z/e), the muon (t/^), and the tau  (vT). Neutrinos are 
associated with the weak interaction, and are created in nuclear decays (for 
example, beta decay), nuclear reactors, high energy particle accelerators, and 
the fusion reactions tha t power the Sun.
It has long been assumed tha t neutrinos are massless, but recent evidence 
would indicate that at least some flavors of neutrinos are massive[l]. Neutrino 
mass naturally leads to interesting effects like oscillation of neutrino flavor, 
where neutrinos change from one flavor state to another as they propagate 
through space. The possibility of neutrino oscillations increases the difficulty 
associated with studying neutrinos for information on the solar interior. W ith 
neutrino oscillations, any effects seen in the observed neutrinos, such as a 
deficit of neutrinos or a distortion of the energy spectrum, could be a result 
of neutrino oscillations, interesting solar physics, or both.
The Super-Kamiokande (SK) detector is a water Cherenkov detector built 
to search for, among other things, the interaction of solar neutrinos. Neu­
trinos of sufficient energy (>6 MeV), are detected in real-time by the elastic 
scatter of electrons. These scattered electrons are used to measure the flux 
of solar neutrinos, any distortion in the spectrum of these neutrinos, and any 
short or long term time dependence of the flux.
1.1 Solar M od els an d  N eu tr in o  F lu xes
The production of energy inside the Sun is not as simple as Eqn 1.1 
would indicate. In reality, complex models of the Sun are used to predict 
the rates and types of neutrinos produced. These solar models start with a
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3homogeneous composition of gases, with hydrogen burning taking place in 
the center of the star. The models then evolve the state  of the star to the 
present age, using the following assumptions:
•  The Sim is in hydrostatic equilibrium. This implies the Sun is rela­
tively stable, and is no longer using gravitational collapse as a source 
of energy.
•  The energy transport inside the Sun occurs only by photons and con­
vection.
•  The Sun’s source of energy is nuclear fusion.
•  Changes in elemental abundances are only caused by fusion reactions.
The inputs to this solar model include the nuclear cross sections for the 
reactions occurring in the center of the Sun, the radiative opacities for pho­
tons, the initial elemental abundances (fixed by observations of the current 
values at the solar surface), and the equation of state for the solar interior. 
The model is evolved in time to the current age of the Sun, and the observed 
solar parameters (Table 1.1) are compared to the modeled results. An accu­
rate solar model will result in a radius, mass and luminosity that agree with 
these observed parameters.
These solar models also treat the fusion reaction which power the Sun. For 
a sta r such as the Sun, 99% of the energy produced by nuclear fusion proceeds 
through the proton-proton (pp) chain, shown in Figure 1.1. The reactions 
are labeled with relative probabilities, as well as the names of the neutrinos
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4Table 1.1: Observed solar param eters[2, 3, 4].
Param eter Value
Radius
Mass
Luminosity
Age
(6.96 ± 0 .01) x 108 m 
(1.9889 ±  0.0003) x 103° kg 
(3.84 ±  0.02) x 1033 ergs/sec 
(4.57 ±  0.02) x 109 yr
produced. Nearly 100% of the time, the pp chain starts with primary proton- 
proton reaction, two protons forming a deuterium, a positron and a neutrino. 
These highly abundant, yet low energy neutrinos are the “pp” neutrinos. The 
other source of deuterium is the rare three body reaction labeled “pep” , also 
producing a neutrino. The deuterium produced quickly picks up a proton 
to form 3He. The chain branches from here into three competing reactions, 
each with a unique endpoint. 86% of the time, the 3He will find another like 
particle and creates a helium nucleus (4He, an a. particle) and 2 protons (pp- 
I), which will re-enter the chain from the top. A very small fraction of the 
time (0.00002%) the 3He will pick up another proton to form 4He with the 
creation of a “hep” neutrino (HeP). The remaining 14% of the the 3He will 
react with a previously formed 4He nucleus to create 7Be. The majority of 
7Be undergoes an electron capture to form 7Li, and the so-called 7Be neutrino 
(pp-II). The 7Li quickly captures a proton and forms two a  particles. A small 
fraction of 7Be will capture a proton to form 8B, which quickly beta decays 
to an excited state of 8Be, releasing the energetic 8B neutrino (pp-III). The 
8Be* quickly decays to two a  particles.
The remaining 1% of energy results from the CNO cycle, where carbon, 
nitrogen and oxygen present in the solar interior serve as catalysts for the
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Figure 1.1: Schematic overview of pp chain fusion reactions that tu rn  4 
protons into a helium nucleus (a).
conversion of 4 protons into a helium nucleus. As this represents such a small 
fraction of the energy produced by the Sun, it is not discussed further here, 
bu t is included in the solar models.
For this analysis, the solar model of Bahcall and Pinsonneault (BP98)[ll] 
is used as the standard solar model (SSM). This model includes the effects 
of helium and heavier elements diffusion to the center of the Sun[3]. This 
model is used to obtain the overall flux of each type of neutrino in the pp chain 
(Table 1.2), as well as the spectral shape of each neutrino (Figure 1.2 ). This 
solar model also makes predictions for the density profile as a function of solar 
radius, and is shown in Figure 1.3. The distribution production points for 
each type of neutrino as a function of solar radius is shown in Figure 1.4. The 
neutrino fluxes and energy spectrum are used to make detailed simulations
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6Table 1.2 : Total solar neutrino fluxes from the BP98 solar m odel[ll]. In­
cluded are the l a  uncertainties.
Reaction Source Flux (x lO 10a n  2s 1)
PP 5.96 ±0.06
7Be (4.80 ±  0.43)
r-t1or-HX
pep (1.39 ±0.01) x 10~2
8B (5.15121) x 10"4
hep 2.10 x 10"7
of neutrino interactions in the detector, while the solar density profile and 
neutrino production distributions are used in models of neutrino propagation 
in the Sun.
Super-Kamiokande, as a water Cherenkov detector, is only sensitive to 
the 8B and hep solar neutrinos, as shown in Figure 1.2. The pp, 7Be, and 
pep neutrinos all have energies below 2 MeV, and are undetectable in a 
water detector given their low energy, and the detector background rates at 
these energies. 8B and hep neutrinos are the only types energetic enough to 
create recoil electrons above the high energy threshold of a water detector, 
and this analysis will concentrate exclusively on these two neutrino types. 
Unfortunately, the 8B and hep are the rarest and most uncertain of the solar 
neutrinos produced.
The dominate uncertainty in the 8B flux is in the cross section for the 
7Be(p,7 )8B reaction. At low energies, this cross section is parameterized 
by [6]:
a(E )  =  Slr{E)E~1e -2inilB) (1 .2 )
where E is the center-of-mass kinetic energy. S\7 is the S-factor for the
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Figure 1.2: The predicted solar neutrino spectra for each type of neutrino 
produced in the pp chain. Arrows at the top indicate the range of sensitivity 
of each type of solar neutrino detector[5]. Note the logarithmic axes.
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Figure 1.3: Density profile of the Sun as a function of solar radius from the 
BP98 solar model.
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Figure 1.4: Neutrino production in the Sun as a function of solar radius for 
the 4 types of neutrinos produced by the pp chain[4].
7Be(p,7 )8B reaction, 17 =  Z 1Z 2 e2v~1. and v is the relative velocity of the 
reaction partners. The value of (.S17) is measured in the laboratory at ener­
gies much higher than those present in the center of the Sun. The solar value 
of S17 is obtained by extrapolating these measurements to lower energies, and 
this extrapolation results in the largest source of uncertainty for the 8B neu­
trino flux. The BP98 solar model has adopted an S i7 value of 19* ^ e V -b (with 
3cr errors)[7]. The uncertainty in this value represents a ~10% uncertainty 
in the 8B flux. As this termination of the pp chain occurs only 0.02% of the 
time, this uncertainty does not impact the total solar luminosity. The only 
observable impact of changing this cross section is to change the expected 
8B neutrino flux.
Although the contributions from the hep neutrinos are expected to be 
much smaller than  the 8B, the uncertainties in the hep flux are much larger. 
The source of this uncertainty is in the cross section for the 3He(p,e+ +  i/e)4He
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9reaction. No uncertainty in the hep flux of solar neutrinos is provided for the 
BP98 flux, but some estimates of this uncertainty indicate tha t a factor of 
~20 in the hep flux would not be unreasonable[8]. Since the hep neutrinos 
extend to higher energies (~19 MeV), beyond the endpoint of the 8B neutri­
nos (~15 MeV), they can complicate measurements of the neutrino spectrum 
at high energies. This complication is typically accommodated by treating 
the hep contribution as a free parameter.
1.2 P rev io u s Solar N eu tr in o  O bservations
Prior to the observations at SK, three distinct types of solar neutrino 
experiments have been operated. Each type of detector is sensitive to a 
different range of neutrino energies, due to the different energy thresholds of 
the target material used. These different target materials include chlorine, 
water and gallium.
Since the cross section for neutrino interaction by the weak interaction is 
small, large number of targets are required to obtain just a few interactions. 
This requires that the detectors for solar neutrinos be large to allow detection 
of these elusive particles. These detectors are also built deep underground 
to shield them from the large cosmic ray flux at the E arth ’s surface which 
would otherwise obscure the detection of neutrinos.
1.2 .1  H om estak e C hlorine D etec to r
The first successful measurement of neutrinos from the Sun was performed 
by the Homestake chlorine detector[9]. The detector is located in the Homes­
take gold mine in Lead, South Dakota at a depth of 4200 mwe (meters water 
equivalent). The detector consists of a cylindrical tank  containing 615 metric
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tons (390,000 1) of liquid tetrachloroethylene (C2CI4), a dry  cleaning fluid. 
The detector is sensitive to solar neutrinos through the inverse beta  decay 
reaction:
37 Cl +  -* 37 Ar +  e~. (1.3)
This reaction has an energy threshold of 0.814 MeV, making the detector 
sensitive to 8B, 7Be, pep, and hep neutrinos. The natural abundance of 37C1 
is 24.2%.
To make these measurements, data  are collected in runs of 1-3 months 
in length. During these runs, 37Ar is allowed to build up in the detector 
and at the end of the run, the 37Ar produced is swept from the detector by 
bubbling He gas through the tank  volume. The 37Ar is chemically isolated 
in a cryogenically cooled absorber and is counted in a proportional counter, 
as it decays by emission of Auger electrons with a 35 day half life. During 
each run, a small amount of 36Ar or 38Ar carrier gas is added to the detector 
to measure the extraction efficiency, which is typically about 95%.
The Homestake detector has been measuring the flux of neutrinos since 
1970. As of 1994[10], the detector had found a measured rate  of 37Ar pro­
duction of
0.478 ±  0.030(s£a£.) ±  0.029(sys.) 37Ar atoms per day.
Or in terms of solar neutrino units (SNU),
2.56 ±  0.16(s£a£.) ±  0.16(sys.) SNU,
where:
1 SNU =  1 capture per 1036 targets per sec.
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The expected rate  from the BP98 solar model is:
7.T±\% SNU.
The measured signal is only 33% of the expected rate. This deficit of the 
observed solar neutrino signal when compared with solar models is known as 
the “solar neutrino problem” .
1.2 .2  K am iok an d e W ater C h eren k ov  D etec to r
The solar neutrino problem stood for almost 20 years before another ex­
periment was able to make an independent measurement of neutrinos from 
the Sun. The Kamiokande detector[12] was upgraded in 1987, lowering the 
detectors threshold enough to ailow the detection of solar neutrinos. Kami­
okande was located in the Kamioka Mine, in Gifu, Japan at a depth of 2700 
mwe. The detector contained a fiducial mass of 680 m etric tons of water. 
This volume was monitored by 948 photo-multiplier tubes, each 50 cm in 
diameter, located on the walls of the cylindrical detector. Since Kamiokande 
was a water Cherenkov detector, it was only sensitive to the highest energy 
8B and rare hep neutrinos. Kamiokande detected neutrinos by the elastic 
scatter of electrons in the water,
u +  e —»■ v' + e'. (1-4)
The scattered electron is detected by the emission of Cherenkov fight. As 
the direction of the electron is well correlated with the arrival direction of 
the incoming neutrino, measurement of the solar neutrino flux is performed 
by observing the excess of events over background coming from the direction 
of the Sun. In Kamiokande III, the minimum electron energy detectable 
was 7.5 MeV. Kamiokande II and Kamiokande III performed solar neutrino
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observations covering all of solar cycle 22 (Jan 1987-Feb 1995) and found a 
measured 8B neutrino flux[13] of
2.80 ±  0.19(s£a£.) ±  0.33(sys.) x 106/ cm2/ sec
The expected flux from the BP98 solar model is
5.15lo;7| x 106/cm 2/sec
The Kamiokande observations are significant for two reasons. First, they 
confirmed the existence of the solar neutrino problem, by measuring ~50% 
of the expected rate. Second, by the nature of the observation, they con­
firmed tha t these events are truly coming from the Sun. The design of 
Super-Kamiokande was based on knowledge gained during the operation of 
Kamiokande.
1 .2 .3  T h e  G alliu m  D e te c to r s
The chlorine and water detectors have been unable to measure the most 
predominate part of the solar neutrino flux, the low energy pp neutrinos. 
W ith an endpoint of 420 keV, the pp neutrinos require a different detection 
method. Two detectors using gallium, the SAGE and GALLEX experiments, 
began taking data  in the early 1990’s. Both experiments detect solar neutri­
nos by the inverse beta decay reaction:
n Ga + —y 71Ge + e~. (1-5)
This reaction has an energy threshold of 233 keV, making it sensitive to a 
large portion of the primary pp solar neutrino flux. The 71Ge decays with a 
half fife of 11.43 days.
The SAGE detector[14] located at the Baksan Neutrino Observatory in 
the Northern Caucasus Mountains of Russia began taking data in 1990. The
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detector uses nearly 60 tons of metallic gallium. As in the chlorine detector, 
a quantity of 71Ge is allowed to build up in the  detector over an exposure 
period of ~ 1  month. The 71Ge is chemically extracted and counted in a 
proportioned counter to measure the flux of solar neutrinos. After nearly 8 
years of operation, the  observed 71Ge production rate  is found to be[14]:
67.2±™(stat.)±li(sys.) SNU.
The overall efficiency of the measurement has been checked with an in­
tense neutrino source of 51Cr. 51Cr decays by electron capture to 51V with 
neutrino energies of 751 keV (90.1%) and 426 keV (9.9%). The source ac­
tivity used is 517 kCi. The ratio of the expected to the measured 71Ge 
production rate is used as the measure of the overall efficiency and is found 
to be 0.95 ±  0.11(s£a£.)lg;o|(sys.)[15].
The GALLEX experiment[l6] is located in the  Gran Sasso underground 
laboratory outside Rome, Italy and began taking d a ta  in 1991. The detector 
uses 30.3 tons of gallium in a GaCl3-HCl solution. Exposures of ~20 days 
are taken before a chemical extraction is performed. The extracted 71Ge is 
counted in a proportional counter. The measured 71 Ge production rate after 
5 years of observation is found to be[17]:
* ■*
77.5 ±  6 .2(s£a£.)l4;7(sys.) SNU.
The overall efficiency of the GALLEX detector was also checked using a 51Cr 
neutrino source, and is found to be 1.04 ±  0.12[18].
The expected rate  of the BP98 solar model for the  gallium detectors is:
129l| SNU,
with 69.6 SNU from the primary pp neutrinos alone.
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The gallium detectors measure ~50% of the expected rate and again 
confirm the existence of the solar neutrino problem, even when the flux of pp 
neutrinos is measured. The measured rates are only large enough to account 
for the expected pp neutrino contributions, the rate of which is strongly tied 
to the solar luminosity.
1.3 S o lu tio n s  to  th e  Solar N eu tr in o  P ro b lem
Four experiments have now verified the existence of a “solar neutrino 
problem” . Solutions to the solar neutrino problem typically fall into one 
of two types. The first type of solution involves changing the solar model, 
and adopting a model with different input parameters, or different dynamic 
prescriptions. The second type of solution involves changing the physics of 
neutrinos, not the solar models. In this case, the standard model is altered 
to allow non-conservation of neutrino flavor, and neutrino oscillations.
1 .3 .1  M o d ifica tio n  o f  Solar M o d els
The modification of solar models, to create so-called non-standard solar 
models, has been suggested as a solution for the solar neutrino problem. This 
involves modification of model inputs, such as the S%r factor from above, or 
modification of model dynamics, such as reducing the central tem perature of 
the Sun, to decrease the expected flux of neutrinos from the Sun.
Hata and Langacker[19, 20] have compared the resulting fluxes from a 
group of these non-standard solar models to the measured rates from the 
four experiments described above. Their analysis uses the dependence of the 
8B and 7Be neutrino fluxes on the production of 7Be and the resulting com­
petition between proton capture and electron capture for 7Be. The relative
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Figure 1.5: The constraints on the 7Be and 8B fluxes, measured relative to 
the standard solar model fluxes, from the combined results of the gallium, 
chlorine and water experiments at the 90% (shaded area), 95% (dot-dash 
line), and 99% (dot-dot-dash line)[20]. Also shown are the results from the 
standard and non-standard solar models. The power law dependence ex­
pected from changing the Sun’s central tem perature is also included (dashed 
line). References for the listed solar models can be obtained in Reference [20].
amounts of these two neutrino fluxes should be related, depending on the 
central tem perature of the Sun. The hep neutrinos are not considered in 
this analysis, as their contribution to the measured fluxes is too small to be 
relevant. Figure 1.5 presents the results of their analysis, showing the ratio 
of modeled 7Be flux to the SSM value versus the ratio of the modeled 8B flux 
to the SSM value for many non-standard solar models. These solar models 
typically follow a predicted trend based on a central tem perature power law, 
meaning if the central temperature is reduced, both the 7Be and 8B neutrino 
fluxes are decreased.
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Also shown in Figure 1.5 are the results from combining the measured 
fluxes from the four experiments, shown as confidence level contours, predict­
ing a 8B flux of ~0.5 the SSM value, and a 7Be neutrino flux of —0.5 x SSM. 
This non-physical result of a negative 7Be flux is driven by the contradictory 
results found in the experimental results. The Kamiokande experiment is 
sensitive only to the SB neutrinos, and is used to fix the 8B flux. The gallium 
experiments are sensitive to pp, 7Be, and 8B neutrinos, but only detect a 
signal large enough to cover the pp and 8B contribution, which is required 
to maintain the observed solar luminosity. The chlorine detector, sensitive 
to both 7Be and 8B neutrinos, detects a flux lower than the value predicted 
by the Kamiokande 8B-only result. When these results are combined, a neg­
ative, and non-physical, 7Be flux is the only way to reconcile these results. 
This result is not significantly altered if any single detector type is dropped 
from this analysis[20].
This contradiction of the solar models with the experimental results seems 
to indicate that changing the solar model is not the correct answer to the 
solar neutrino problem.
1 .3 .2  N eu tr in o  O scillations
The second proposed resolution to the solar neutrino problem involves 
neutrino oscillations. If neutrinos have mass, then the non-conservation of 
neutrino flavor is allowed and a fraction of the electron-type neutrino flux 
created in the Sun could change to another type in transit to the Earth. When 
this mixture of neutrino types arrived at the detectors here on Earth, they 
would register a lower flux, as these detectors are less sensitive, or completely
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insensitive, to other neutrino types. This changing of flavor is known as 
neutrino oscillations. Neutrino oscillations require a mass difference between 
the two mixed neutrino states, which implies th a t at least one of the  neutrino 
masses be non-zero. This type of neutrino oscillation is known as vacuum 
oscillations.
The presence of m atter can also influence the oscillation of neutrinos. As 
was first pointed out by L. Wolfenstein[21], and developed by S.P. Mikheyev 
and A.Y. Smirnov[22], electron type neutrinos experience an extra interaction 
potential in the presence of electrons tha t is not present for the muon and tau  
type neutrinos. Electron neutrinos can interact with electrons by the  Neutral 
Current (NC) and Charged Current (CC) interactions, while the muon and 
tau  neutrinos are limited to NC interactions. This so-called MSW effect can 
change the oscillation picture for electron type neutrinos in the presence of 
m atter.
1 .3 .2 .1  V a cu u m  O scilla tion s
If there are mass differences among the neutrino types, then the flavor
eigenstate can be expanded in term s of mass eigenstates:
\ue > =  ax \ux > + a 2 \u2 > + a 3 \u2 > (1.6 )
where:
|Vi > =  (i =  1,2,3) neutrino mass eigenstates
at- =  coupling constants, where \Ja\ +  a% +  =  1
If, as a simplifying approximation, the oscillation between only two states is 
considered, then the relation between the flavor states (i/e and v^) and the 
mass states {u2 and i/2) can be w ritten as:
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where 9 is the mixing angle between the two states. If 9 is zero, then no
mixing takes place, where maximal mixing occurs for 9 of
The time dependence of the mass eigenstates is obtained by solving the
time-dependent Schrodinger equation:
. d (
dt \
where H is the vacuum Hamiltonian operator, which is diagonal for the mass 
eigenstates, with eigenvalues of:
E{ = J p 2 +  m f  ~  P + i r -
Y 2 p
-  E + ^  a - 9)
It is assumed th a t the momentum (p ) of the states are equal and that 
the masses of the eigenstates are much smaller than  the neutrino energy 
(m, <C E). The tim e evolution of the mass eigenstates can then be written 
as:
( \  (  e iElt 0 \  f  = °)u2 {p) )  I 9 e~lEzt J  I U2 (t =  0) ( 1 .10 )
In term s of the flavor eigenstates, this is rewritten:
US!) »•»
These time evolved flavor eigenstates are used to obtain the probability that 
a ue state at t = 0 is still a ue at some later time t:
P{ue —> ue;t) =  1 — sin2 29 sin2 ^(-® 2  — -^1)^
In term s of a distance traveled, L, and defining A m 2 =  rn\ — mf:
( 1.12)
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P (ve —>- ue] L ) =  1 — sin2 29 sin2 
=  1 — sin2 29 sin2
A m 2L
4 E
1.27 Am2[eV2]L[m] (1.13)E[ MeV]
Similarly, the probability that a ue state at t  =  0 is a after traveling a 
distance L  is given by:
P (  t/e —>• is ft] L) =  sin2 29 sin2 1.27 Am 2[eV2]f[m] (1.14)£[MeV]
The oscillation probabilities are functions of the distance traveled (L),  the 
neutrino energy (E ), the difference of the squared neutrino masses (Am2), 
and the mixing angle (0). The values of L  and E  are set by the Earth-Sun 
distance and the incident neutrino spectrum, respectively. The values of Am2 
and 9 are so far undetermined. From this probability, an oscillation length 
(Losc) can be derived:
4ttE  _ . .  £[MeV]=  2.48- rM (1.15)Am2 ~ A m 2 [e V2]
Vacuum oscillation will occur in vacuum, or in m atter, but the behavior of 
electron type neutrinos will be changed in the presence of m atter by the 
MSW effect.
1 .3 .2 .2  M S W  M a tte r  O scilla tions
When electron type neutrinos are propagating in m atter, they experience 
an added potential, not experienced by the muon or tau  type neutrinos. This 
added charged current interaction potential with electrons is expressed as:
Ve = V2G PN e (1.16)
where Gp is the Fermi coupling constant, and N e is the electron number 
density. When this potential is added to the time-dependent Schrodinger
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equation for two component neutrino oscillation (Eqn 1.8 ), the following is 
obtained:
d (  ue(t) )  _ U  (  E l ° )  U -1  +  f  Ve °
U I 0 £ 2 J + l 0 0
ue{t)
UfXt)dt \  v^t)
After the removal of a common overall phase, this can be rewritten as:
)  -  (  .
(1.17)
± (  ve(t) \  =  (  ~ ^ r C o s 2 d  +  V2GFNe ^j^ r-sin26 \  (  ue(t)
dt V u^t) )  V ^  sin 20 ^  cos 20 ;  V ^ ( £)
In the case of constant electron density, this equation can be diagonalized
and recast in the form of Eqn 1.7:
(  u* \  -  (  cos°m s in 0m \  f  v™ \
V ^  )  ~  V - s i n 0m cos0m )  I v ?  I
where v™ are the mass eigenstates in m atter, and 0m is the m atter mixing 
angle defined by:
-  -c o s T - ^  ( 1 1 9 )Lq
where L0 is the neutrino interaction length for CC interactions:
_ 27T y/27T ,
0 =  K  = GFN e ^ ^
The m atter mixing angle will become resonant when cos 20 =  This is
the resonant condition, and electron type neutrinos will experience maximal
mixing at the resonant electron density:
Am 2 cos 20 , ^ .
"*■"* =  2 ,/2 Gf E  ( *
This maximal mixing a t the resonant density can occur even for small values
of the vacuum mixing angle (0). The probability that a is converted to a
Up after traveling in m atter a distance L is now written:
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P{ise —>• Vp, L) =  sin2 29m sin2 (^ r~) (1-22)\LjmJ
where:
Lm = Losc (  sin 29 )  (L23)
These constant electron density solutions are also valid in m atter of vari­
able density if the changes in the electron density happens on a distance scale 
much larger than  the m atter oscillation length (Tm). For the general case of 
variable electron density, Eqn 1.17 is solved numerically.
Qualitatively, neutrino propagation in m atter with a falling electron den­
sity (for example, as a neutrino travels from the center of the Sun to the 
vacuum of space) can be viewed as a level crossing problem. From Eqn 1.18, 
the relation between one m atter mass state (vg1) and the m atter flavor states 
can be traced as a function of electron density:
> ~  \ue >  Density resonance
\v™ > ~  (\ue > + 1 ^  > ) /V 2 Density ~  resonance 
> ~  sin^|^e >  +cos# |i//£ >  Density <C resonance
This is illustrated in Figure 1.6 , where a ue formed in the center (high electron 
density region) of the Sun will be primarily a i/™ state. As the neutrino 
propagates out of the Sun, through a region of falling electron density, this 
v™ can adiabatically change to a near full state. Even for small vacuum
mixing angles, this can severely deplete the amount of electron neutrinos
reaching the surface of the Sun. This same effect can regenerate the  flux 
inside the Earth for some values of Am2 and sin2 2d.
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Figure 1.6: Level crossing of m atter neutrino states. As the electron density 
falls, a  ue can oscillate almost completely to i^.
1 .3 .2 .3  O scillation  L im its
The results from the experiments shown in Section 1.2 have been com­
bined by Hata and Langacker[20] under the assumption of neutrino oscil­
lations to generate allowed regions in the parameter space of sin2 26 and 
A m 2. Each combination of sin2 29 and A m 2 was used in combination with 
the standard solar neutrino flux to generate the flux of neutrinos received at 
each detector. These fluxes are compared to the measured values, and this 
comparison is used to generate allowed regions in the neutrino oscillation 
parameter space. The overlap of the allowed regions from different exper­
iments defines a set of allowed oscillation parameters that can explain the 
solar neutrino deficit. These allowed regions are shown in Figure 1.7 and 
Figure 1.8. Figure 1.7 presents the allowed regions for the A m 2 region where 
MSW neutrino oscillations are expected to dominate. Two allowed regions
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are found, one near maximal mixing, called the Large Mixing Angle (LMA) 
solution, and one near a mixing angle of sin2 26 =  10-2 , called the Small 
Mixing Angle (SMA) solution. Figure 1.8 presents the allowed region for the 
A m 2 region where vacuum oscillations are expected to dominate.
Each of these three allowed regions predict their own unique character­
istics on how the neutrino oscillations will be realized. The LMA solution 
predicts a regeneration of the electron neutrino flux as the “night-time” neu­
trinos pass through the Earth. This will appear as a higher measured flux 
at night, when compared to the day-time flux. The SMA solution predicts a 
strong energy dependence to neutrino oscillations. This will appear as a dis­
tortion of the measured neutrino spectrum when compared to the expected 
spectrum. The vacuum oscillation solution occurs in the Am 2 region where 
the Earth-Sun distance is about equal to the oscillation length for solar neu­
trinos. Due to this chance coincidence of distances, these solutions axe called 
“Just-So” oscillation. Just-So oscillations could manifest themselves as a 
seasonal variation of the measured flux as the Earth-Sun distance changes 
relative to the oscillation length. This variation would have to be in excess 
of the expected variation from the eccentricity of the Earth-Sun orbit.
The Super-Kamiokande detector has been designed and built to obtain a 
data  sample with sufficient statistics to search for these effects. An observa­
tion of a measurable day/night flux difference, a distortion of the neutrino 
energy spectrum, or a seasonal dependence to the neutrino flux would provide 
solar model independent evidence of neutrino oscillations. In this analysis, 
the spectrum, day/night flux difference and seasonal flux variations are all 
measured and evaluated under a neutrino oscillation hypothesis.
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Figure 1.7: 95% allowed parameter space for neutrino oscillations in the A m 2 
region where MSW oscillations are expected to dominate. These allowed re­
gions are made by combining the measured results from the gallium detectors 
(SAGE and GALLEX), chlorine (Homestake) and water (Kamiokande). The 
shown excluded region arises from a lack of an observed day/night flux differ­
ence in the Kamiokande data. Two combined allowed regions remain. Note 
th a t the x-axis is logarithmic.
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Figure 1.8: 95% allowed parameter space for neutrino oscillations in the A m 2 
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C H A P T E R  2
D E T E C T O R  D E SC R IP T IO N
2.1 N eutrino D etection  Principles
In order to study solar neutrinos, Super-Kamiokande (SK) operates as 
a ring-imaging Cherenkov detector. Solar neutrinos interact by neutrino- 
electron elastic scattering, and are capable of creating electrons with rela- 
tivistic velocities. These electrons will radiate Cherenkov radiation if their 
velocity, u, exceeds the speed of light in water c/n, where c is the speed of 
light in vacuum, and n  is the index of refraction of water. Cherenkov photons 
are emitted in a cone around the direction of travel of the electron with an 
opening angle, 9C, of:
where (3 is the ratio of the electron’s velocity to the speed of light in vacuum,
in the wavelength region where the photomultiplier tubes are most sensitive 
(~400 nm). For a relativistic particle (yd ~  1), the Cherenkov radiation is 
emitted in water with an angle (9C) of about 42°. There is also a minimum 
energy required for creating Cherenkov radiation. For electrons in water, this 
minimum (threshold) energy is 0.768 MeV.
The number of Cherenkov photons emitted per unit of length traveled 
per unit frequency is a constant:
(2 . 1)
13 =  u/c.  The pure water inside SK has an index of refraction (n) of 1.33
A photon
dLdu sin2 9,
(2 .2 )
c
26
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This expression can be used to find the total num ber of Cherenkov photons 
em itted per unit of distance traveled, and for highly relativistic electrons in 
SK, about 390 Cherenkov photons are expected per cm traveled.
The distance traveled before a neutrino-scattered electron goes below the 
threshold energy is typically little more than a few centimeters at these ener­
gies. Therefore, the Cherenkov radiation can be treated as originating from 
single point in the detector and the cone-like nature of Cherenkov radiation 
will appear as a ring when projected onto the walls of the detector containing 
the fight sensitive elements. For recoil electron events from solar neutrinos, 
multiple Coulomb scattering will change the direction of the electron as it 
travels in SK and blur the edges of the ring.
2.2 D etector  O verview
Super-Kamiokande is located in the Kamioka Mine in Gifu Prefecture, 
Japan (137.32°E longitude, 36.43°N latitude). The detector is located un­
derground (2700 m water equivalent) beneath the peak of Mt. Ikenoyama. 
The rock overburden of the detector reduces the cosmic ray flux entering the 
detector to an acceptable level (2.2 Hz). An artist’s representation of the SK 
detector, showing a cut-away view of detector regions, is shown in Figure 2.1.
The SK detector is a cylindrical tank (41.4 m in height and 39.3 m in 
diameter) filled with 50,000 metric tons of ultra-pure water. The walls of 
the detector are constructed from welded stainless steel plates, backed with 
concrete. The detector is divided into inner and and outer detector regions 
(ID and OD respectively) by a stainless steel frame structure th a t serves as an 
optical barrier and a mounting point for all photomultiplier tubes (PMTs),
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Figure 2.1: An a rtis t’s representation of the SK detector. The cut-away view 
shows the inner and outer detector regions, as well as the location of the 
detector within the  mountain.
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Figure 2.2: Schematic view of the PM T support frame used in SK.
which are the light sensing elements of the detector. The mounting structure 
for both inner and outer PMTs is illustrated in Figure 2.2. A local Cartesian 
coordinate system is established with the origin at the center of the tank, as 
illustrated in Figure 2.3.
The ID encloses 32,500 metric tons of water in a volume that is 36.1 m 
in height and 33.8 m in diameter. The fiducial volume, the portion of the 
detector volume where data used in the solar neutrino analysis are collected,
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Figure 2.3: Local coordinate system used in the SK detector.
starts 2 m inward of the wall of the ID and contains 22,500 metric tons of 
water and is 32.1 m in height and 29.8 m in diameter. Cherenkov light in the 
ID is collected by 11,146 inward facing 50 cm PMTs distributed uniformly 
on the wall, providing 40% photocathode coverage. The remaining 60% of 
the inner detector walls are covered by black polyethylene sheets to reduce 
reflected light within the ID region, as well as to optically isolate the ID from 
the OD and the insensitive region enclosed by the PM T support structure.
The OD is the shell region that surrounds the ID and mounting struc­
ture. The thickness of the OD is 2.05 m on the top and bottom, and 2.2 m 
in the barrel region. 1,885 outward facing 20 cm PM Ts collect Cherenkov 
light generated in the OD region. To enhance the light collection in the OD 
region, all surfaces are covered with white Tyvek sheeting, which has a re­
flectivity greater than 80% to Cherenkov photons. The OD region is used as 
a veto in the solar neutrino analysis to tag incoming particles and serves as a 
passive shield for gamma activity from the surrounding rock. The thickness
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of the OD and the insensitive region enclosed by the PM T support structure 
represent ~ 7  radiation lengths and ~4.5 nuclear collision lengths.
All calibration systems and the huts containing the data  acquisition elec­
tronics are located in the dome region above the detector tank. The tank is 
sealed to prevent mine air from contaminating the detector with radon gas. 
The dome area is supplied by a fresh air system tha t pumps air from outside 
the mine environment to reduce the radon levels in the area just above the 
tank. T he walls in the dome area of the SK detector area are covered with 
a polyurethane material, called Mineguard, to help prevent radon gas from 
diffusing in from the rock. Double doors and a positive air pressure in the 
dome area help keep radon-rich mine air away from SK.
The detector is also surrounded by 26 Helmholtz coils to reduce the mag­
netic field in the detector. The large 50 cm PM Ts are sensitive to external 
magnetic fields, and even in the E arth ’s field of 450 mG, the collection ef­
ficiency of the tubes is reduced. The coils reduce the magnetic field in the 
detector to the 50 mG, a level low enough to allow efficient operation of the 
large PM Ts.
2.3 W ater Purification System
Clean water is essential for making precise measurements of this kind. 
Any impurities in the water will limit the transmission of Cherenkov pho­
tons by absorption and scattering. Any dissolved radioactive impurities, like 
radon gas, will also add additional background for the solar neutrino analysis 
and make signal extraction more difficult. To reduce these effects, a  water 
purification facility was built next to the SK detector to make and maintain 
the clean water of the detector.
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The water purification facility at SK cleans water taken from the SK 
detector. The purification process consists of many stages to obtain output 
water of the highest purity. The steps involved are illustrated in Figure 2.4. 
W hen the detector is filled, the input water to the purification system is 
taken from a natural underground aquifer found in the mine. The water 
purification system consists of the following components:
• Ifim. Filter: Removes large particulate contaminates, like dust.
• Heat Exchanger: Cools water heated by water pumps.
• Ion Exchanger: Removes metal ions.
• UV Sterilizer: Kills bacteria in the water.
• Vacuum De-gasifier: Removes dissolved gases, like oxygen and radon.
• Cartridge Polisher: A high performance ion exchanger, removes metal 
ions.
• Ultra Filter: Removes small particles down to 10 nm in size.
• Reverse Osmosis: A portion of the water is passed to the reverse osmosis 
filter, which removes additional dissolved gases, and is reintroduced to 
the water system.
The output of the water purification system is injected to the detector. The 
return water has an average resistivity of 18.20Mf2cm, very close to the chem­
ical limit of 18.24Mf2cm. In normal operation, it takes about 1 month to 
process the entire detector volume with the water purification system.
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Figure 2.4: Schematic view of the water purification system used in SK.
2.4 R adon Free Air System
The small air space above the water inside the SK tank is filled with 
radon-free air from a special air system to prevent radon contamination of the 
detector water. A slight positive pressure is maintained in this space relative 
to the air pressure outside the tank to prevent radon gas from diffusing into 
the detector. A schematic diagram of the radon-free air system is shown 
in Figure 2.5. The radon-free air is generated by drying the input air, and 
passing this warm dry air over charcoal columns. The carbon in the charcoal 
absorbs the radon-gas, preventing it from entering the detector. The air is 
then filtered and injected into the region above the water in the SK tank. 
The injected air has a radon concentration of roughly 10 m Bq/m 3.
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Figure 2.5: Schematic view of the radon-free air system used in SK.
2.5 P h o to m u ltip lier  T u b es
Photomultiplier tubes (PMTs) are the light sensitive elements of the SK 
detector. These tubes convert single Cherenkov photons into electrical pulses, 
which are then measured by the data  acquisition (DAQ) electronics. A tube 
is said to have a “h it” if a  signal of sufficient size has been observed in the 
DAQ electronics.
PMTs are constructed of thin borosilicate glass, and the light sensitive 
surface is lined with a  thin bialkali photocathode. The photocathode ab­
sorbs a photon and generates a single electron, known as a photo-electron. 
Photo-electrons are accelerated through an electric field generated by a ~ 2kV 
potential that is applied to the tube toward a series of dynodes. These dyn- 
odes, when hit by a single electron, release ~3-5 more electrons, which are 
accelerated toward the next dynode. This is repeated until the single photo- 
electron has been multiplied to roughly 107 electrons. This multiplication 
factor is the gain of the PM T. These electrons are collected at the anode of 
the PM T and form the electrical signal read by the DAQ electronics.
2 .5 .1  Inner D e te c to r  5 0 cm  P M T s
The PMTs used in th e  inner detector of SK are H am am atsu model R1449 
50.8 cm (20 inch) photomultiplier tubes. These tubes are an improved version
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Figure 2.6: An ADC histogram demonstrating the single photo-electron peak 
for the 50 cm PM Ts used in the ID of SK. The dark noise hits are located 
near the 0 ADC count bin[23].
of the 50 cm tube used in the original Kamiokande experiment[23]. As most 
PM T hits for the solar neutrino analysis only contain one photo-electron 
(p.e.), these tubes are designed to have a clear separation between dark 
noise hits and the 1 p.e. peak. The single p.e. peak for these tubes is shown 
in Figure 2.6, and shows clear separation between the dark noise and 1 p.e. 
peaks.
A schematic view of a typical PM T is shown in Figure 2.7 and their 
characteristics summarized in Table 2.1. 11,146 of these tubes provide 40% 
photocathode coverage in the ID region of SK. The quantum  efficiency of 
these tubes, the probability tha t a photon will generate a photo-electron, is 
shown in Figure 2.8, and includes the transmission of the glass envelope as 
well as the photo-electron emission probability of the bialkali photocathode.
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Figure 2.7: Schematic view of the 50 cm (20 inch) PM T used in SK.
Table 2.1: Summary of characteristics for the 50 cm PMTs used in the ID of 
SK.
Photocathode area 50.8 cm (20 inch) diameter
Shape Hemispherical
Window material 4-5 mm thick Pyrex glass
Photocathode material Bialkali (Sb-K-Cs)
Dynodes 11 stage, Venetian blind-type
Pressure tolerance 6 kg/cm 2 water pressure
Quantum efficiency 22% at 390 nm (peak)
Gain 107 at ~2kV-
Dark current 200 nA
Dark noise rate 3 kHz
Cathode non-uniformity < 10%
Anode non-uniformity <40%
Transit time 100 ns
Transit time jitte r 2.8 ns RMS at 1 p.e. levels
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Figure 2.8: Quantum efficiency of the 50 cm PMTs used in the ID of SK as 
a function of photon wavelength.
2 .5 .2  O uter D e te c to r  20 cm  P M T s
The OD region is equipped with 1,885 20 cm (8 inch) diameter Hama­
m atsu R-1408 PMTs. These tubes were first used in the IMB detector and 
were retrofitted for use in SK. The light collection of the OD PMTs is en­
hanced by the addition of acrylic plates (~  0.4m2) containing a wavelength- 
shifting additive[24]. These plates absorb ultraviolet photons and re-emit 
photons in the blue wavelengths. These wave-shifter plates axe attached to 
the face of the PMTs so tha t wave-shifted fight is transm itted directly to the 
photocathode. These tubes typically operate at gains near 108 with ~2kV 
supply voltages.
2.6 D a ta  A cq u isitio n  E lectron ics
The data acquisition system is responsible for taking the stream of electri­
cal pulses from every hit PM T and recording the time and size of each pulse.
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The DAQ system must also be sm art enough to recognize when collected hits 
are the result of dark noise, and to throw away these hits, or when hits are 
the result of real physics, generate a trigger and save the da ta  as an event.
The ID and OD DAQ systems sire different, due to different design goals 
and budget constraints. The ID DAQ’s primary focus is dead-time-free data  
collection. Dead time results when the DAQ system is busy reading out data  
and is unable to take new data. To avoid dead time in the ID, only PM Ts that 
contain hits are read out for each event, and each channel is equipped with 
dual signal processing hardware, so a single channel can collect information 
from new hits while being read out.
The prim ary job of the OD DAQ is to efficiently detect incoming parti­
cles, like cosmic ray muons. The OD DAQ is designed to have a long data  
acquisition period, collecting hits before and after the collected hits in the 
ID. The hits before and after the ID activity are used to determine if particles 
entered or left the ID region during an event. In the solar neutrino analysis, 
the OD is used as a veto, and any event with more than noise PM T hits in 
the OD is rejected as a possible solar neutrino candidate.
2 .6 .1  I n n e r  D e te c to r  D A Q
The signal cables from the 11,146 PM Ts are attached to a single channel 
of an Analog Timing Module (ATM). The ATM functions as a combination 
charge-to-digital and time-to-digital converter, recording the charge received 
and the relative time of each hit in one of two sub-channels. Each channel is 
self enabling, with a threshold of 0.32 p.e. required for a signal to be recorded. 
W hen a signal in a channel is recorded, an -llm V , 200 ns wide hitsum pulse
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is generated. This hitsum pulse is added with all other channels, and if the 
sum exceeds a set threshold, a global detector trigger is issued. When this 
global trigger is issued, all channels tha t have been enabled with hits are 
digitized, and all ATM channels tha t have hits switch to their other sub­
channel, to allow dead-time-free data  taking. If no global trigger is issued in 
1.1 fisec, the hit information is lost, and the channel is reset. The digitized 
da ta  is sent to a Super Memory Partner (SMP) module for transfer to the 
online computer system. The ATM channels have a 450 pC dynamic range, 
with a 0.2 pC resolution in charge, and a 1,300 ns dynamic range, with a 0.4 
ns resolution in time.
ATM channels are placed in groups of 12 on a Tristan-KEK-Online (TKO) 
card, which is housed in a TKO crate. ATM cards are placed 20 cards to 
a TKO crate. Each TKO crate also contains a GO-NoGo (GONG) module 
to distribute global trigger information, and a Super Control Header (SCH) 
module to transfer the digitized data to the SMP module in the VME crate. 
There are 12 TKO crates in each of the 4 electronic huts located on the top 
of the SK detector. Each hut has two VME crates, each containing 6 SMP 
modules (one for each TKO crate of ATMs), as well as an interface card. The 
interface card is a  Bit3 VME-SBUS adapter card and is used to send the data  
from the SMP modules to the memory of a Sun workstation. The data from 
the 8 Sun workstations are transferred via a dedicated FDDI optical network 
to the online host computer, where the data  from each hut are assembled into 
an event. Environmental data, event time, trigger and OD PM T information 
are added from the appropriate electronic system located in a 5th, central 
electronics hut.
R eproduced  with perm ission of the copyright owner. Further reproduction prohibited without perm ission.
4 0
Each event in SK has two independent time records, used for relative and 
absolute event times. Relative timing between events is measured with a 
48-bit counter driven by a 50 MHz clock. This clock can be used to measure 
the time between subsequent events to an accuracy of ~20 ns. The absolute 
time of each event is obtained from a GPS receiver which gives each event a 
UTC stamp. The accuracy of this absolute GPS time is a about 10 fj,sec.
An overview of the ID DAQ used at SK is presented in Figure 2.9. More 
details for the ID DAQ can be found in Reference [25].
2 .6 .2  O u te r  D e te c to r  D A Q
Since the PM Ts in the OD do not have a separate signal cable, the signal 
from each tube is extracted from the high voltage supply line by a high voltage 
capacitor. This signal is sent to a custom-built Charge-to-Time Converter 
(QTC) module. If the height of a pulse from a PM T exceeds ~0.5 p.e., the 
QTC module generates an Emitter-Coupled-Logic (ECL) pulse. The start of 
the ECL pulse represents the hit time of each PM T signal, and the width of 
the ECL pulse is proportional to the log of the charge in a channel. The QTC 
module also generates a 200 ns wide pulse for triggering that is proportional in 
height to the number of hit channels in each QTC module. The ECL pulse is 
digitized by a Lecroy 1877 Fast bus Time-to-Digital Converter (TDC), which 
records the start and stop time of the ECL pulse. Outer detector data are 
recorded if a global trigger is received from the central hut. Hits from the OD 
tubes are saved in a window that starts 10 yusec before and ends 6 fisec after a 
global trigger. The TDC data are sent via a Fastbus Smart Crate Controller 
(FSCC) module to a Sun workstation, where it is sent to the online host for 
addition to the event data.
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Figure 2.9: A schematic overview of the ID DAQ used at SK.
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More details of the QTC modules can be found in Reference [26], and more 
details about the remainder of the OD DAQ can be found in Reference [25].
2 .6 .3  T riggers
There are numerous trigger types th a t axe used at SK during d a ta  taking, 
including special triggers for calibration data. The most common triggers 
are the self-generating ones using the hitsum information from the ATM 
and QTC modules. The hitsum information from each ATM modules are 
summed, and then AC coupled, to reduce the effects of the constant dark 
noise contribution. This hitsum signal is distributed to many discriminators, 
which are set to different thresholds, and is used to generate the HE, LE and 
SLE triggers. The OD trigger is generated in a similar manner using the OD 
QTC hitsum signal. The OD DAQ is only read out for events th a t contain 
a  HE and /o r an OD trigger. The SLE trigger threshold has changed twice 
(being lowered each time) since its inception. The trigger threshold for each 
trigger type (HE, LE, SLE, OD) axe summarized in Table 2.2, including the 
time dependence of the SLE trigger. Additional triggers axe available for 
special run conditions (calibration) and for special event classes (unbiased 
clock trigger) and all trigger types axe used to form a trigger word. The bits 
of the trigger word are summarized in Table 2.3. The LE and SLE triggers 
are the thresholds primarily used in the solar neutrino analysis.
2 .7  SL E  O nline  R e d u c tio n
After an event is built in the online host computer, the data  are prepared 
to be sent out of the mine over a dedicated high speed network and w ritten to 
tape. All events that have any trigger bit in addition to the SLE trigger are
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Table 2 .2: Summary of trigger thresholds for the self-generating trigger types.
Trigger Type Run Period Date of Run Period Trigger Threshold
HE
LE
OD
Pre-SLE
SLEl
SLE2
SLE3
1742-8058
i
i
1742-4141
4142-7333
7334-7858
7859-8058
May 1996-Oct 1999 
i  
I
May 1996-May 1997 
May 1997-May 1999 
May 1999-Sep 1999 
Sep 1999-Oct 1999
340 mV (31 Hits) 
320 mV (29 Hits)
19 OD Hits in 200 ns 
None 
260 mV (24 hits) 
250 mV (23 hits) 
222 mV (20 hits)
Table 2.3: Summary of bits th a t compose the trigger word.
Bit Trigger Type
1 Low Energy (LE)
2 High Energy (HE)
3 Super-Low Energy (SLE)
4 Outer Detector(OD)
5 Clock Trigger
6 Calibration Trigger
7 Global Trigger Veto Start
8 Global Trigger Veto Stop
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automatically passed out of the mine. SLE only data, that is da ta  which only 
has the SLE trigger bit set, is collected at very high trigger rates, ~100 Hz 
for SLEl, ~200 Hz for SLE2, and ~500 Hz for SLE3, and sending this much 
data  out of the detector would overload the network and unnecessarily fill 
tapes and disks in the computer center. Therefore, events that only possess 
a SLE trigger are subjected to an additional reduction before the data  are 
sent out of the mine.
The background for the solar neutrino analysis tha t is found in the SK 
detector has two noticeable features. First, this background grows exponen­
tially in rate as the trigger threshold of the detector is lowered. The change 
from the SLEl trigger to the SLE2 trigger was made by reducing the trigger 
condition by one hit tube, yet this change doubled the trigger rate. Second, 
this background seems highly correlated in position with the walls of the 
detector, with vertex distributions being highly peaked at the walls. Fig­
ure 2.10 shows the unfiltered reconstructed vertex distribution of these SLE 
events, with the strong correlation to the walls of the detector clearly visible.
Although the exact nature of this background is not completely under­
stood, the vertex positions of these events are strongly correlated with the 
ID walls and PMTs and are clearly not solar neutrino events. In order to 
reduce the effects of this large background, an online event reconstruction 
and vertex cut has been implemented for these SLE triggered events. Only 
events which pass an online event reconstruction and fiducial volume cut are 
sent out of the detector and those that fail are dropped. This reduces the 
event rate sent out of the detector to ~10 Hz for the SLE only events.
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Figure 2.10: The reconstructed vertex distributions for R2 (x2 + y 2) and z for 
SLE triggered events. The large amount of background events can be seen 
near the ID walls.
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2 .7 .1  S y stem  O verview
The SLE online event reconstruction runs on 6 dedicated Sun worksta­
tions located in the detector control room. For each SLE-only event, an event 
reconstruction is performed, and based on the reconstructed vertex, a fidu­
cial volume cut is performed. Any events tha t reconstruct within 2 meters of 
the wall, or that fail to be reconstructed, are removed from the data stream. 
Only SLE events that have a reconstructed vertex in the 2m fiducial volume 
are sent out of the detector and recorded to tape. This results in a reduction 
of ~ 20:1, meaning 20 background events are found at the wall of the detector 
and are removed for every one event saved and passed out of the detector. 
Additionally, about 1 event per second is saved at random that was marked 
for removal in order to collect a background sample for further study and to 
monitor system performance.
The vertex reconstruction and fiducial volume cut are performed in two 
separate steps, with two different vertex fitters being used and a fiducial 
volume cut performed based on the vertex from each fitter. This two step 
process was chosen based on performance considerations. The first vertex 
fitter is a fast vertex fit, and successfully removes obvious noise events located 
at the wall of the detector. The second vertex fitter is a more precise fitter, 
but requires more CPU time for completion. To reduce the number of events 
passed to the slower, more precise fitter, a fiducial volume cut based on the 
fast fitter reconstructed vertex is first performed and only events th a t are 
found inside the 2m fiducial axe passed to the precise fitter. A second 2m 
fiducial volume cut based on the precise fitter results is performed, and only
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SLE events that are in the 2m fiducial volume based on reconstructed vertex 
positions from both fitters are saved and sent out of the detector.
2.7 .2  F irs t  F it
The first fit applied to the SLE events is performed with the Hayai vertex 
fitter, written by R. Svoboda. This fitter works in two steps. First, PM T 
hits in the ID are selected to be used in the fit. Second, the optimal vertex 
position is found by minimizing the timing residuals of all selected tubes.
2 .7 .2 .1  H it S election
Each event is a mixture of hit PMTs resulting from Cherenkov photons 
from a physical event and hit PMTs from random dark noise. The hit se­
lection is performed on each event as an attem pt to separate the “real” hit 
PM Ts in the ID from the hit PMTs due to random noise hits. This two step 
hit selection removes the ~70% of the raw number of tubes hits that are due 
to PM T noise.
The first step in the hit selection process is a causality cut on all hit
PMTs. PMT hits that are associated with a single point in space-time (the
true vertex) should be correlated with each other in space and time, while
uncorrelated noise hits are going to populate space-time with a constant
density. This concept is illustrated in Figure 2 .11, showing the distance in
space and time between pairs of hit PMT for a sample of events. The peak
near (0 ,0) and the diagonal ridge are due to correlated events, while the
constant background is from noise hits. The region within 10m in space and
time1 of (0,0) is selected to contain signal events. This method provides
1time is measured in cm assuming a 29.94 cm/ns light speed in water
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Figure 2.11: Distance and time differences between pairs of hit tubes for 
sample low energy events. Distance (left axis in cm) and time (right axis 
in cm, based on 29.94 cm /ns in water). The causality peak is located near 
(0,0). Hits are removed outside the 10 cm by 10 cm causal square.
a way to identify noise hits without having to find an event vertex. This 
reduction step removes ~50% of the tubes hits as noise hits.
The second step in the hit selection process is a tim e window cut. The 
time window cut identifies the time window that contains the maximum 
number of hit PMTs. This time window is taken to be 40 meters in size, 
roughly corresponding to the size of the detector. This fixed time window is 
moved throughout the distribution of hit times until the maximum number
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of Iiit tubes is found. This time window cut removes an additional 40% of 
hit PM Ts (after the causality cut is performed).
2 .7 .2 .2  V ertex  D eterm in a tio n
Once a set of PMT hits has been selected, the vertex th a t best represents 
this set of PM T hit times can be determined. An initial vertex position is 
taken to be the l 3t moment of the selected hits. This initial guess is then 
moved 2m toward the center of the detector, to ensure tha t each event has a 
chance of being reconstructed inside the fiducial volume.
The vertex is determined by calculating the goodness of fit (gof) for each 
vertex location considered. For each hit PM T selected, the time-of-flight 
(tof) corrected hit time, which is a correction to the PM T hit time for the 
time required for a photon to travel from the vertex location to the hit tube, 
is determined. Then, the residual time (tres) of each PM T is calculated by 
subtracting the mean hit time of all PM Ts from the tof corrected hit times. 
The gof is defined as:
1 S e lec ted  __ j.2
gof =  j r -  £  “ P ( - 5 ^ )  (2'3>
"-■=! S iU  2(7
where N sei is the number of selected hits used, and <x is an expected char­
acteristic width of hits in time from PM T timing resolution. This gof value 
is calculated for the initial guess vertex, as well as for an array of 18 ver­
tices uniformly distributed on a sphere surrounding the guess vertex, and the 
point with the best gof is chosen as the next guess vertex. This process is 
repeated until a single vertex location is repeatedly returned, then the size 
of the sphere of test vertex positions is reduced. The process is repeated, 
with successively smaller test vertex spheres until a best fit vertex position
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is found. A 2m fiducial volume cut is performed based on this reconstructed 
vertex. Those events th a t are inside the fiducial volume are sent to the second 
fit, those outside are dropped.
2 .7 .3  S econ d  F it
The second fitter used in the SLE online reduction is the same fitter used 
in the analysis of solar neutrino events, known as Kaifilr. The version used 
in the SLE online reduction has been slightly modified, using look-up tables 
to calculate exponentials in order to obtain greater computational speeds.
This vertex reconstruction proceeds in a similar fashion to the first vertex 
reconstruction. First, hit PM T selection is performed by finding the 200 ns 
time window (A^oo) th a t contains the maximum number of hits in the event’s 
hit PMT time distribution. The number of noise hits (Nnoise) expected in this 
200 ns time window is calculated using hits from outside this time window. 
The number of signal and noise hits are used to calculate the significance:
- r- A /s ig n a l  A /^ O O  A Tnoise . \significance =  - = ------ = = —  (2.4)
V K Z Z l V N noise V '
The calculation of significance and N noise is repeated for a set of progressively
smaller time sub-windows. The sub-window with the maximum significance
is chosen and all hits in th a t sub-window are used as the selected hits in the
vertex determination. No causality cut is performed by this fitting routine.
The best vertex location is again based on choosing the best gof value
from a set of test vertices. In this case, the set of test vertices is a grid
th a t uniformly fills the entire detector volume. Once a best fit point is
found on this coarse grid, a smaller grid centered about the best fit point is
2 named after the author, Kai Martens
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used, and this process is repeated until a best fit vertex position is found. 
A more detailed discussion of the details of this fitter can be obtained in 
Reference [27]
Events with a second fit reconstructed vertex found inside the 2m fiducial 
volume are sent out of the detector for further analysis and archival to tape. 
Those tha t fit outside the fiducial volume are dropped from the d a ta  sample.
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D E T E C T O R  C A L IB R A T IO N
Proper calibration of a detector the size of Super-Kamiokande is a difficult 
and time consuming task. First, proper calibrations of the PMTs are required 
to ensure tha t the recorded time and charge of each hit PM T are properly- 
interpreted. These PM T calibrations provide the proper translation from 
counts in a TDC or ADC to nanoseconds or picocoulombs. Second, calibra­
tions are also responsible for ensuring proper understanding of the detector 
components, such as the water. A continuous measurement of the water 
transparency is needed to properly correct the light collection for long-term 
variations in water quality. Third, the calibrations are responsible for con­
verting the number of hit tubes in each event into an energy value. An 
electron linear accelerator (LINAC), w ith energies tunable from 5-16 MeV, 
is used to set this energy scale. The decay 16N atoms, created by neutrons 
from a deuterium -tritium  neutron generator (DTG), are used to cross check 
and perform direction and position dependence studies of the energy scale. 
A m ajor part of this thesis work involved the design, construction, and op­
eration of the DTG calibration system.
3 .1  P M T  C alib ration s
PM T calibrations for the ID are carried out to set the gain, at both 
high light levels and single photo-electrcn light levels, as well as to measure 
the relative timing of each channel as a function of input light level. These
52
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calibrations are only summarized here, and a more detailed discussion can 
be obtained in Reference [27]. PM T calibrations for the OD[28] are also 
performed, but axe not discussed here. These calibration constants are used 
to correct the recorded PMT data  before any analysis is performed.
• PM T Relative Gain
The relative gain of each PM T is measured at high light levels (100-200 
p.e.) using a Xe flash lamp, attached by optical fiber to a scintillator 
ball placed in the SK detector. The light level recorded by each tube is 
corrected for attenuation, acceptance and source uniformity to produce 
a “corrected Q” for each tube. The mean value of this “corrected Q” is 
adjusted by changing the high voltage of each PMT until all “corrected 
Q” values axe nearly equal. The gains axe set to be consistent within 
7% of each other, and any remaining difference after the high voltage 
adjustm ent is corrected in software.
» PM T Absolute Gain
The absolute gain of each PM T at the single photo-electron light levels 
is measured using gamma rays from the nickel-californium calibration 
source (see Section 3.4). As the maximum gamma energy produced 
is about 9 MeV, each hit PM T only sees light at the 1 photo-electron 
level. The single photo-electron peak for a single tube generated in this 
manner is shown in Figure 2.6. The peak charge value for each channel 
is found and used as a charge/p.e. conversion factor for that channel. 
The mean charge/p.e. conversion factor for all ID PMTs is 2.05 pC /1  
p.e.
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•  PM T Timing
The relative timing offsets of each PMT must be measured to correct for 
channel-to-channel variations in signal cable length and response time 
of the electronics. This will ensure that the recorded PM T hit times 
are all relative to the global trigger time. This correction depends on 
the input light level, as the arrival time will be shifted to earlier times 
as the light level increases, an effect known as slewing.
A laser calibration system is installed to measure these timing offset 
values. A pulsed nitrogen laser, with a ~3 ns pulse width, that is 
attached by optical fiber to a light diffuser located in the SK detector 
is used. The timing offsets are measured at light levels ranging from 
~1 p.e. to several hundred p.e and are used to generate a “TQ map” , 
a lookup table of the timing offset for each PMT tube as a function of 
the measured light level.
3.2 W ater T ransparency M easu rem en t
Cherenkov photons may travel up to 50 meters in the SK detector before they 
reach a PM T tube. At these distances, the loss of light due to absorption 
and scattering becomes significant and must be corrected for. To monitor the 
transparency of the water, two techniques are used. First, the wavelength 
dependence of the water transparency is measured using a tunable laser and 
CCD camera. This wavelength dependence is used to tune the Monte Carlo 
(MC) simulation. Second, the long term variation in the water transparency 
must be measured to obtain an energy scale that is not strongly dependent 
on the water quality. The decay of stopped muons is used for this purpose.
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3 .2 .1  L aser M easu rem en t
The laser measurement of the water transparency is performed using the 
system illustrated in Figure 3.1. At the center of this calibration system is 
a N2 dye laser tha t produces monochromatic light with wavelengths from 
337 to 600 nm. This light is sent by optical fiber to a MgO diffuser ball 
located in the SK tank. The signal from the diffuser ball is recorded with 
a CCD camera, and this measured signal is normalized by the signal from 
the reference PM T monitoring a integrating sphere. The normalized signal 
intensity from the CCD camera is measured at various depths in the detector 
{1(d)), and the measured results are fit to an exponential:
1(d) = I0 exp(—~) (3.1)
where A is the water transparency determined by the fit and Iq is an arbitrary 
normalization factor. The results from a 400 nm transparency are shown in 
Figure 3.2. A water transparency of 72.1 m ±  3.2 m is found at 400 nm.
3 .2 .2  D eca y  M u o n  M easu rem en t
The long term variation of the water transparency is measured using the 
decay electrons of stopped muons. This measurement is performed using 
da ta  taking during normal detector operation, and minimizes the detector 
down time tha t would be required to make a weekly laser measurement. As 
this measurement uses real Cherenkov light, the water transparency value 
obtained is averaged over the Cherenkov spectrum, and is not directly com­
parable to the mono-chromatic measurements. The obtained value is instead 
used as an overall correction factor to remove long term  variations in the 
water quality from the measured energy scale.
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Beam Splitter (50:50)
DYE/ N2 laser
2inch PMT
Optical fiber (70m)
Figure 3.1: Schematic diagram for the system used to make laser measure­
ments of the wavelength dependence of the water transparency.
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Figure 3.2: W ater transparency measurement at 400 nm showing the nor­
malized CCD signed as a function of diffuser ball depth in the detector. The 
measured transparency of 72.1 ±  3.2 m is obtained.
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To perform this measurement, stopping muons are selected th a t meet the 
following criteria:
• The decay electron event must follow the stopping muon event within a 
1.5-8 [xsec time window. This ensures a relatively pure sample of decay 
electrons, as stopped muons decay with a half life of 2.04 usee in water.
• The decay electron event must have a Nef f  value greater than  70 (~10 
MeV). This is to  ensure that enough Cherenkov light is available to 
generate enough hits to perform the analysis.
These selection criteria generate ~1,500 decay events per day for this analysis. 
Once an event has been selected and the vertex and direction of the decay 
electron have been determined, the PMT hits used in the water transparency 
analysis axe selected.
The hit selection criteria used is illustrated in Figure 3.3. Only hit PMTs 
that arrive within a 50 ns timing window from the reconstructed vertex 
position are taken. This eliminates tube hits from dark noise and reflected 
light. Next, only tube hits that are within a cone of opening angle 32° to 52° 
with respect to the reconstructed direction are taken. This ensures tha t only 
direct light is used in this analysis by removing scattered light. The selected 
hits on this ring are divided into 36 equal bins, and the N  hits in the ith bin 
are grouped together:
A Qi =  Z ^yexp(Y -) (3-2)
y=x e
where q}- is the charge measured in each selected PMT, dj is the distance 
from the reconstructed vertex to each hit tube, and Ae is the relative water
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Figure 3.3: Scixematic of the hit selection criteria used in th e  relative water 
transparency measurement from decay electrons. Only hit tubes that fall 
within a ring of opening angle of 32° to 52° are selected. This ring is divided 
into 36 equal bins, and each bin is treated separately.
transparency. The size of each bin can be regarded as small, and the charge 
in each bin can be rewritten as:
A Qi =  exp(-p-)q(r) (3.3)
where r  =  S /L i is the mean distance to the hit tubes in each bin, and
q(r ) =  £ / L i  Qj is the total charge in that bin.
The A Qi value for all bins in any event should be equal, as it has been 
corrected for attenuation due to water transparency. The collected charge 
values can be averaged over the entire Michel spectrum by taJdng bins from 
many different events:
g(r) =  exp(—^)A<5t- (3.4)
l°g(?(r )) =  - j -  + l°g(A  Qi) (3.5)
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Figure 3.4: Distribution of log($(r)) versus r  for a single days worth, of decay 
electron events. This distribution indicates a relative water transparency 
value of 85.2 m.
In this manner, all decay electron events from a single day can be combined by 
plotting the q{r) value versus r  value for the 36 bins in each event. Figure 3.4 
shows the distribution of log(<?(r)) versus r  for a typical day’s events. The 
inverse of the slope of this distribution is taken as the relative water trans­
parency for that day. Data from a single week axe combined, and a weekly 
water transparency value is calculated. The weekly water transparency value 
as a function of the detector operational time is shown in Figure 3.5. This 
relative water transparency value is used in the calculation of Nef f  (see Sec­
tion 4.3) to correct for the time dependence of the water transparency.
3.3 L IN  AC E nergy Scale C alibration
To determine the energy scale, th a t is the conversion from the effective 
number of hit tubes (N ef f , see Section 4.3) to total electron energy, a linear
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Figure 3.5: Relative water transparency as measured by the decay of stopping 
muons as a function of time. Time is measured in the number of elapsed days 
since 1/1/96.
accelerator of electrons (LINAC) is used. The LINAC produces downward- 
directed electrons inside the detector with a tunable energy, ranging from 5 
to 16 MeV. This energy range is well matched to the energy range of recoil 
electrons from solar neutrinos.
D ata collected with the LINAC calibration system at several different 
positions and energies are used to tune the detector response and set the 
absolute energy scale of a MC detector simulation. This tuned MC is then 
used to extrapolate the LINAC calibration to the entire range of energies, 
in all directions and over the entire detector volume. Remaining differences 
between the LINAC data  and MC, as well as data from the DTG calibration 
(see Section 3.5), are used to evaluate systematic errors for the analysis of 
8B neutrinos.
1 / 1 / 9 7 1 / 1 / 9 9
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3 .3 .1  L IN A C  H a rd w a re
The LINAC is located 15m from the top of the SK detector, inset into 
the rock wall of the cavern, as illustrated in Figure 3.6. The LINAC is a 
Mitsubishi model ML-15MIII tha t was originally designed for medical uses. 
A detailed schematic of the LINAC and first bending magnet is shown in 
Figure 3.7. For operation at SK, a low-current electron gun was installed so 
tha t single electron flux levels could be obtained at end of the beam fine. The 
beam is transported to the SK detector through 9 m of rock, across the top 
of the tank, and into the detector in a magnetically shielded, evacuated beam 
pipe. The end cap of the beam pipe, shown in Figure 3.8, is tapered to reduce 
the effects of shadowing and instrumented with a small scintillation counter 
that serves as a detector trigger. The end cap window is made of 100 /um-thick 
titanium  to resist the forces of the external water pressure. The end cap is 
also equipped with scintillation counters ~80 cm from the exit window to veto 
events containing misaligned electrons. Additional information regarding the 
LINAC calibration system can be found in Reference [29].
Data may be collected at any of the 8 representative positions shown in 
Figure 3.6. Different depths in the detector are reached by adding additional 
beam pipe segments using the tower crane. At each position, 7 different 
electron energies are injected, ranging from 4.89 to 16.09 MeV. The absolute 
energy of the electrons from the LINAC system is measured using a germa­
nium detector (Seiko-EG&G-Ortec model GMX-35210-P) with a germanium 
crystal 5.8 cm in diameter and 6.6 cm in length. The germanium detector 
is calibrated using various gamma sources as well as a calibration performed
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Figure 3.6: Schematic view of the LINAC and associated beam line. The 
lettered positions in the SK detector represent the locations where LINAC 
data  has been taken.
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Figure 3.7: Detailed schematic view of the LINAC system, including the first 
bending magnet (D l). The current in the D l magnet determines the beam 
momentum.
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Figure 3.8: Schematic view of the beam  line end cap. A scintillation counter 
used for triggering is located just above the 100/u.m Ti end cap. Also shown 
are the scintillation counters to detect off axis electrons.
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Figure 3.9: Time-of-flight corrected hit time distributions for events that 
contain 1 electron, 2 electrons and 3 electrons.
with internal conversion electrons from a 207Bi source with energy selection 
performed by a beta spectrometer located at KEK-Tanashi.
Beam spills from the LINAC occur at a maximum rate of 60 Hz, with an 
average occupancy at the beam pipe end cap set to 0.1 electrons/spill. This 
low occupancy helps to reduce the number of events tha t could contain more 
than a single electron per spill. To remove any remaining multiple electron 
events, an additional cut is applied to the collected data. The time-of-flight 
corrected hit times, relative to the end cap location, of all hit PMTs are 
histogrammed for each event (see Figure 3.9), and the number of peaks is 
counted. Only events with a single peak are accepted for calibration purposes.
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Figure 3.10: Reconstructed vertex position distribution for LINAC da ta  
taken at (x,z) =  (-4 m, 0 m, 0 m). A 2d scatter-plot and projections to 
the x and z axis are shown.
3 .3 .2  R esu lts  from  th e  L IN A C  C a lib r a tio n
Once the LINAC data are collected, th e y  are passed through the  same 
data  reconstruction routines used for the so la r neutrino analysis (see Chap­
ter 4), including vertex position, direction an d  energy reconstruction. The 
reconstructed vertex distribution for a representative point (-4 m,0 m.,0 m) 
is presented in Figure 3.10. A sample of LINAC MC events are generated 
using the detector simulation, with all LINAC-related hardware included. 
The reconstructed energy distributions for LI1NAC data and MC from a rep­
resentative position for each beam energy collected are shown in Figure 3.11.
The LINAC data are compared to the M C  data  sample as a check of the 
energy scale. Each energy distribution, as shown in Figure 3.11 is fit with a
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Figure 3.11: Reconstructed energy distributions for LINAC da ta  (points) and 
MC (line) for the 7 energy modes from the (x,z)= (-12  m ,+ 1 2  m) position.
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Gaussian curve, and the obtained peak position is taken as the measure of the 
energy scale at tha t beam energy. The lcr width of the fit is used to measure 
the energy resolution. The same fit is performed for MC events, and the 
results from DATA and MC are compared at each position and energy. The 
deviation in the energy scale ( Da±c a tIC~) found f°r each point and is plotted 
in Figure 3.12. The results from all LINAC positions are combined, and an 
averaged result at each energy value is obtained. These values represent the 
total energy scale uncertainty and are shown in Figure 3.13 with statistical 
and systematic errors of the LINAC calibration system included. As the 
energy of LINAC electrons decrease, a larger fraction of Cherenkov photons 
will strike LINAC-related equipment, most notably the beam line end cap. 
The large systematic errors at low energy arise from uncertainties in the 
reflectivity of these surfaces. The differences and errors axe well within the 
± 1.0% range for the region of interest for the solar neutrino analysis.
The LINAC data  are also used to obtain the angular, vertex and energy 
resolution of the detector as a function of energy. These measured resolutions 
are summarized in Table 3.1. The energy resolution is taken from the width 
of the Gaussian fit performed on the reconstructed energy distribution. The 
vertex resolution is defined as the size of a sphere that contains 68% of the 
reconstructed event vertices. The angular resolution is defined as the opening 
angle relative to the injection direction tha t contains 68% of the reconstructed 
directions. The averaged angular resolution difference between LINAC data 
and MC is shown in Figure 3.14. A 1.5% systematic difference is found in 
energy resolution, with the MC having the better energy resolution. The
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Figure 3.12: Measured energy deviation ( )  o^r each position and 
energy measured with the LINAC. Errors shown are statistical only. Dashed 
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Figure 3.13: Averaged energy deviation ( Datu Z tfC) at eac^ energy value. In­
ner error bars represent statistical errors, while outer error bars represent the 
total error. Dashed lines represent ±0.5% and solid lines represent ±1.0%.
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Table 3.1: Summary of LINAC measured detector resolutions.
Electron Total Energy Angular Vertex
Energy Resolution Resolution Resolution
(MeV) (%) (degrees) (cm)
4.89 21.4 ±0.2 36.8 ±0.1 178.8 ±0.5
5.84 18.5 ±0.1 34.5 ±0.1 132.7 ±0.4
6.79 17.9 ±0.1 32.0 ±0.1 107.8 ±0.2
8.67 16.3 ±0.1 28.4 ±0.1 85.2 ±0.2
10.78 14.8 ±0.1 25.3 ±0.1 72.9 ±0.1
13.44 13.7 ±0.1 22.5 ±0.1 64.6 ±0.2
16.09 12.7 ±0.1 20.5 ±0.1 59.7 ±0.1
averaged energy resolution difference between LINAC data and MC is shown 
in Figure 3.15. The angular resolutions of the data  and MC agree within 
±3% for the energy range used in this analysis (5.5-20 MeV). These values 
are later used to search for systematic differences in the 8B flux and spectrum 
measurements arising from these systematic differences.
3 .4  N ick el-C aliforn iu m  C a lib ra tio n  Source
Gamma rays emitted by the therm al capture of neutrons on nickel wire 
(Ni(n,7 )Ni) are also used for calibration of the SK detector. Originally de­
signed for energy scale calibration, uncertainties in the branching ratios and 
neutron absorption cross sections for different Ni isotopes limited the accu­
racy of this calibration. Therefore, the Ni source is used as a supplemen­
tary  calibration source for evaluation of systematic errors and measuring the 
trigger efficiency. More details regarding the nickel calibration source are 
available from References. [27, 31].
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Figure 3.14: Averaged angular resolution difference as a function of energy. 
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Figure 3.15: Averaged energy resolution difference ( Datuata° ) 33 a  function 
of energy. The combined point is an average over all energy values. Dashed 
lines represent ±2.5% and solid lines represent ±5.0%. Errors shown are 
statistical only.
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3.5 T h e  D T G  C alib ra tion
The LINAC calibration has some limitations. The electrons produced 
are only downward-going when they exit the beam pipe. This introduces 
the possibility of an undetected direction dependence for the energy scale. 
The presence of the LINAC equipment in the tank during the calibration 
runs is another limitation. While this equipment is modeled in the LINAC 
simulation, it is still the largest source of systematic error for the LINAC 
calibration. Finally, the LINAC system can only be operated at a limited 
number of positions, with only 8 positions having been used so far. All of 
these positions are on the -X axis of the detector, and this calibration must 
be extrapolated to the entire detector volume, perhaps missing an unknown 
position dependence to the energy scale.
To supplement and cross-check the LINAC energy scale calibration, a new 
calibration source was built, one that addressed the limitations of the LINAC 
system. A deuterium-tritium neutron generator (DTG) pulsed calibration 
source was built and installed at SK. The DTG provides a source of 14.2 
MeV neutrons which interact by the (n, p) reaction with 160  in the water of 
the SK detector, creating 16N. 16N beta decays with a half life of 7.13 sec, and 
these decay events are used for calibration. The decay is isotropic, providing 
a way to check the energy scale in all directions. The 16N is produced in 
situ, and the DTG equipment is withdrawn from the volume containing 16N, 
providing a calibration source free from calibration equipment. The DTG 
system is designed to be easily portable, allowing operation at any calibration 
port in the SK detector.
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3 .5 .1  D T G  E q u ip m en t
At the center of the DTG calibration system is a  MF Physics model A- 
211 pulsed neutron generator. The neutron generator creates neutrons by 
the deuterium-tritium reaction:
3H + 2H  AH e  +  n  (3.6)
This reaction yields 14.2 MeV neutrons th a t are isotropically distributed. 
This commercially available unit consists of three pieces:
• An accelerator control unit where the high voltage (~500 V) supply, 
accelerator controls and operational interlock axe located.
• A pulse-forming electronics unit where the ~100 kV pulses used by the 
accelerator are generated.
• An accelerator head tha t contains the deuterium /tritium  ion source 
and target. The neutrons axe created here.
The nature of the high voltage pulses between the pulse-forming electronics 
unit and the accelerator head limits the  length of cables used to connect 
these units to a couple of meters. For operation at SK, where the separation 
between the accelerator control unit and the accelerator head could be up to 
50 m, the pulse forming electronics unit was repackaged by MF physics, so 
tha t it could be directly attached to the accelerator head.
The pulse-forming electronics and accelerator head combined unit is low­
ered into the SK detector, and is used to generate neutrons in situ. This 
combined unit is encased in a water-tight stainless steel housing, as shown 
in Figure 3.16. The housing measures 150 cm in length and 16.5 cm in
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diameter, fitting easily into the calibration ports provided on the top of the 
SK detector. The pulse-forming electronics unit is attached to the accelerator 
control unit by a cable bundle containing 10 coaxial cables for high voltage 
and accelerator control signals. The stainless steel housing is topped with 
a PVC end cap, with a custom-made, epoxy-filled cable feed-through. The 
housing also contains a  water sensor, to detect water leaks. An ultrasonic 
water sensor (Omega LVU-700) is located on the top of the housing and is 
used as an operational interlock to ensure th a t the generator is only operated 
while submerged in the tank.
The DTG generates neutrons by colliding deuterium and tritium  ions 
with a fixed metal hydride target, also containing equal parts of deuterium 
and tritium . These ions are created by a Penning ion source, using electric 
and magnetic fields to create a plasma along the source anode, and trapping 
the resulting electrons which ionize gas in the source region (see Figure 3.16). 
The gas pressure is regulated by the gas reservoir element. The deuterium 
and tritium  ions are accelerated toward the target through an accelerating 
voltage of 80-180 kV. The target is biased positively with respect to the 
accelerating anode to prevent secondary electrons from damaging the ion 
source. The ion source, accelerating anode and target are enclosed in an 
evacuated enclosure, which is in turn enclosed in a protective aluminum 
housing. The pulse-forming electronics are enclosed in a similar aluminum 
housing and both units are filled with Shell Diala AX transform er oil for 
insulation and cooling.1 The neutron generator can be pulsed at a maximum 
rate of 100 Hz, with each pulse yielding approximately 106 neutrons.
LThe original fluorine-baaed insulating fluid was replaced with oil to remove contami­
nation from 1GN produced inside the generator from the (n . a )  reaction on 19F.
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Figure 3.16: Schematic of the DTG accelerator head and pulse-forming elec­
tronics unit encased in the stainless steel housing. Additionally, the internal 
components of the accelerator head are shown.
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The DTG is positioned in the SK detector using a custom-built computer- 
controlled crane. The crane was built by Allied Power Products of Beaver­
ton, OR. It is built around a Columbia GVL 300 crane frame with a 3 phase 
variable-speed electric motor. The motor is controlled by a Durant pro­
grammable sequential controller (model 56460-400). The crane is equipped 
with 170’ of 1/8” wire rope. The sequential controller is programmed with a 
simple algorithm that lowers the load for a fixed period of time, then raises 
it again. This program is initiated by remote command.
The crane is controlled by a Pentium computer running the LINUX op­
erating system. A Computer Boards I/O  card (model CI0-DI024) is used 
to control a custom built interface box by a C program on the computer. 
The interface box is capable of initiating the raise/lower program on the se­
quential control of the crane, setting and removing the veto for the SK d a ta  
acquisition (DAQ) system, and firing the DTG. The interface box can also 
relay status messages from the crane to the control PC, sent when the crane 
has finished moving up or down. The control program running on the PC 
directs the overall flow of data  taking with the DTG.
The 14.2 MeV neutrons produced by the DTG are energetic enough to 
produce 16N by the (n,p) reaction on 160  in water of the detector. The 
measured cross section for this reaction is shown in Figure 3.17. The cross 
section for 14.2 MeV neutrons is about 40 mb. A simulation of neutrons in 
water using GCALOR and GEANT[32] was used to determine the expected 
yield, defined to be the fraction of neutrons tha t create 16N in the water of 
SK. The expected yield was found to be 1.3%. The actual yield found during
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Figure 3.17: Measured (n, p) cross section for 160  as a function of energy[30].
data  talcing at SK was ~1%, in good agreement with the expected yield given 
the uncertainties in the absolute neutron flux. This simulation was also used 
to determine the average distance the neutrons traveled before creating 15N. 
This distribution is shown in Figure 3.18, with a mean value of 20 cm.
The data  taking cycle used while taking data  in the SK detector is shown 
in Figure 3.19. Before the s ta r t of each cycle, the DTG is positioned 2 m 
above the position where d a ta  is to be taken. At the sta rt of the cycle, the 
DTG is lowered 2 m into place and a veto to the SK DAQ is set, preventing 
d a ta  collection. Once in the proper position, the DTG is fired, creating a 
cloud of 16N in the water around the end of the generator. Each time the 
DTG is fired it is actually pulsed three times at a rate of 100 Hz (30 ms 
to fire), producing ~ 3  million neutrons. Immediately after firing, the DTG 
is raised 2 m, leaving the cloud of 16N to decay, well away from the DTG
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Figure 3.18: Distribution of neutron travel distance between the target pro­
duction point to the creation point of 16N from the neutron simulation.
equipment. The crane requires ~10 sec to withdraw the DTG and during 
this time roughly 60% of the 16N created will decay. No d a ta  axe collected 
while the crane is moving to prevent contamination of the data, as the motor 
generates a significant amount of electrical noise while in motion. Once the 
crane has stopped moving, da ta  are collected from the decay of the remaining 
16N events. This cycle is repeated 25 times a t each position in the SK tank, 
yielding a sample of ~300,000 16N events collected by SK.
3 .5 .2  R esu lts  fro m  th e  D T G  C alib ration
Data collected during the DTG calibration runs are subjected to the 
same reconstruction as the solar neutrino data  sample (see Chapter 4). Even 
though no special trigger is used to collect the 16N decays from the DTG, a 
subtraction of the natural background is not required. In the fiducial volume, 
the natural background contributes <C0.1% to the data  sample collected. The
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Figure 3.19: Overview of the DTG data  taking cycle. In (a), the DTG is 
lowered to the position where data are to be taken. The DTG is fired in (b), 
and withdrawn (C) 2 m before data are collected.
reconstructed vertex distribution for a typical data  taking run is shown in 
Figure 3.20. These distributions indicate that the cloud of 16N is relatively 
undisturbed by the removal of the DTG, with just a small amount of smearing 
evident in the + z distribution. The reconstructed direction distributions are 
consistent with an isotropic source.
For each position in the SK tank where the DTG is operated, an MC sam­
ple of 16N events is created as well. Reflection of Cherenkov photons from the 
DTG equipment is included in this simulation, but is only expected for 0.1% 
of photons. The input to this MC is generated by a simulation of the decay 
of 16N. All decay lines with a probability of 10~8 or greater are included 
in this simulation, and are listed in Figure 3.21. Also listed in the figure 
are the corrections for the beta spectrum included in the simulation and the
R eproduced  with perm ission of the copyright owner. Further reproduction prohibited without perm ission.
Figure 3.20: The reconstructed vertex distribution for a typical data taking 
run. These data were collected at (-388.9 cm,-70.7 cm, 0 cm). The scatter 
plots of x-z  and y-z vertex distributions each contain 10,000 events.
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size of the effect on the overall spectrum[33]. These include corrections for 
nuclear recoil, the nuclear Coulomb field, finite nuclear corrections, Dirac 
wave function corrections and atomic screening. Additionally, the forbidden 
line shapes require corrections to the electron spectral shape[34]. These cor­
rections mainly impact low energy electrons, and therefore have little overall 
effect, resulting in a 0.14% overall shift in the peak energy. These corrections 
mainly impact low energy electrons, and therefore have little overall effect. 
The modeled electron and gamma energies are then input into the detector 
simulation.
The same reconstruction is applied to the MC as to the data. The energy 
distributions for a representative position for both DTG data  and MC are 
presented in Figure 3.22. The peak (~7 MeV) in the energy distribution 
is dominated by events with a 6.1 MeV gamma ray in coincidence with an 
electron of 4.3 MeV endpoint energy. 28% of the events contain an electron 
with an endpoint energy of 10.4 MeV and are the primary source of the 
observed high energy tail. The shape of the energy spectrum at low energies 
(<5MeV) is primarily determined by the trigger threshold of the detector. 
These distributions are fit with a Gaussian function between 5.5 MeV and 9.0 
MeV, and the peak positions are found. These numbers serve as the measure 
of the absolute energy scale by calculating the deviation of peak positions, 
~Pd a t a A ’ an<^  procedure is repeated at each data  position in the SK 
tank.
To obtain a global result from the da ta  collected at many different po­
sitions in the SK detector, a position-weighted average is performed. Data
R eproduced  with perm ission of the copyright owner. Further reproduction prohibited without perm ission.
8 1
7 .1 3  s  
2 * :T « 1 0
■ 1®N
Q p _ = 1 0 4 1 9 .0
6 .5 x 1 0 * 7 % 8 .9
0.0012% 6.2
1 .0 6 % 4 . 3  ,
4 .8 % 5 .1  f
6 6 .2 % 4 .S
0.012% 10.0*
_aoi
f i 'a w i P k '
1 - : T = 0
12 ,
Av
C3W«v&-3?-O 'O 'C y  O 'O '
1 § e S
0 . 6 2  k e V
4 2 0  k eV
8 8 7 1 . 9 125 fs
7 1 1 6 . 8 5 8.3 fs 
4.70 fs 
18.4 ps
5 9 1 7 .1
6 1 2 9 . 8 9
5 2 ^ .  6 7  p s
16 , s t a b l e
Fraction Jf ->rf AI Gamma Energy (MeV) Type
66 .2% 2~ 3~ +1 6.129 GT allowed
28.0% 2" -j- 0+ -2 none GT 1st forbidden
4.8% 2~ -»• 1" + 1 7.116 GT allowed
1.06% 2~ -»■ 2~ + 0 8.872 F+G T  allowed
0.012% 2~ -+ 0+ -2 6.049 GT 1st forbidden
0 .0012% 2" 1- +1 9.585 GT allowed
Correction Effect on Energy (%)
Forbidden Line Shape + 0 .12%
Nuclear Recoil < 0 .01%
Nuclear Coulomb Field -0.08%
Dirac Eqn. Wavefunctions -0 .01%
Nucleon Wavefunctions < 0.01%
Radiative Corrections -0.17%
Atomic Screening < 0 .01%
Figure 3.21: Model details for the decay of 16N. The level diagram is taken 
from Reference [35], Also listed are the included decay lines, as well as the 
corrections included in the decay simulation with the size of the correction 
on the overall energy spectrum.
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Figure 3.22: The reconstructed energy distribution for data  and MC. The 
data (points) and MC (line) are fit with Gaussian functions above the 5.5 
MeV analysis threshold. These data were collected at (-388.9 cm, -70.7 cm, 
0).
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Table 3.2: Position weights used in the position-weighted average for DTG 
data. The r=1521 has no weight as it is outside the fiducial volume.
r  location (cm) r  weight (%) 2 location (cm) z weight (%)
79 2.53 1500 7.89
395 13.49 1200 14.04
797 30.69 600 18.71
1239 53.29 0 18.72
1521 0.0 -600 18.71
-1200 14.04
-1500 7.89
at SK were collected in 6 different calibration ports, representing 4 unique 
radial slices (r) of the fiducial volume, with 7 depths in the detector (2) at 
each port. Each slice of the detector in the r  or z coordinate is assigned a 
weight based on the fraction of the 22.5 kton fiducial volume it represents. 
These weights for each r  and z slice axe listed in Table 3.2. Each position is 
assigned a weight by multiplying the r  and z  weight based on the location 
of the DTG data. As the solax neutrinos interact uniformly throughout the 
detector volume, this position-weighted average provides a more realistic rep­
resentation of the energy scale than a simple average. The measured spectra 
for data  and MC axe combined based on these weights, and the position- 
weighted average energy spectrum from DTG data  and MC created, shown 
in Figure 3.23. The agreement between data and MC is excellent.
The data  from the DTG axe also used to measure the position and di­
rection dependence of the energy scale. The position dependence of the 
energy scale, shown in Figure 3.24, is obtained as a function of r  and z 
by performing a position-weighted average over z and r. respectively. The
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Figure 3.23: The position-weighted average energy spectrum for data  (points) 
and MC (line).
direction dependence of the energy scale is obtained by dividing the data in 
subsets at each position based on the reconstructed direction, performing a 
Gaussian fit on the energy spectrum of each subset, and then performing a 
position-weighted average over all DTG da ta  positions in the detector for 
each direction. The direction dependence is studied as a function of zenith 
angle, measured with respect to the vertical (2 ) axis of the detector, and as a 
function of azimuthal angle, measured in the x-y  plane. The resulting angu­
lar dependence of the energy scale is presented in Figure 3.25. The measured 
position and direction dependence of the energy scale are used to determine 
systematic errors for the solar neutrino analysis (see Chapter 7).
As a check for background contamination from other nuclides, the half 
life of 16N is measured using the collected data. The time since generator
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Figure 3.24: Position dependence of the energy scale as measured by DTG 
data. At each r  and z vertex position, a position-weighted average over all 2 
and r  positions, respectively, is performed Only statistical errors are shown. 
Dashed lines indicate deviations of ± 1%.
R eproduced  with perm ission of the copyright owner. Further reproduction prohibited without perm ission.
8 6
0.03
0.02
H 0.01
0
- 0.01
- 0.02
:+X +,Y - Y-0.03 0 50 100 150 250200 300 350
A z im u th a l A ng le  (deg rees)
0.03
0.02
r»  0 .0 1
0
• 0.01
•0.02
Downward
I -0 .8  -0.6 -0 .4  -0 .2 0 .2  0 .4  0 .6  0 .80 1
co s(Z en ith  A ngle)
Figure 3.25: Angular dependence of the energy scale from DTG data. Dashed 
lines indicate deviations of ± 1%.
fire for each event collected is plotted, and the  data  from several positions 
are combined for additional statistical weight. The histogram of this decay 
time and the calculated best fit are shown in Figure 3.26. The best fit half 
life of 7.13 ±  0.03 sec is in excellent agreement with the expected value of 
7.13 ±  0.02 sec[35], indicating tha t a clean sample of 16N is obtained.
3 .5 .2 .1  S y stem a tic  Errors o f  th e  D T G  ca lib ra tio n
The systematic errors for the DTG calibration for the absolute energy 
scale measurement are summarized in Table 3.3. The systematic error for 
shadowing of Cherenkov photons by DTG related equipment after it is with­
drawn is determined by the fraction of photons th a t could be absorbed, 
assuming a “black” housing, and is estim ated to be ±0.1%. The simulation 
of neutrons in the DTG setup indicates th a t small amounts of background
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Figure 3.26: Distribution of time since generator fire for several DTG runs. 
D ata with time since fire less than 15 sec are not included to ensure tha t all 
data  are taken after the crane has been fully withdrawn.
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Table 3.3: Summary of systematic errors from the DTG calibration.
Contamination from natural background 
16 N MC decay modeling 
Unmodeled decay fines 
Shadowing of Cherenkov photons 
DTG data selection systematic 
DTG related radioactive background
<  0 .01% 
± 0 .1%
<  0 .01% 
± 0 .1% 
± 0 .1% 
± 0 .1%
Total Systematic Error ± 0 .2%
isotopes are created, including 24Na, 62Co, and 28Al. Most nuclides created 
have long half lives and /or insufficient energy to trigger SK, but a MC sim­
ulation indicates a small amount of gamma contamination is possible, and 
a systematic error of ±0.1% is conservatively chosen. The DTG data  selec­
tion systematic error results from a vertex position cut made to the data to 
remove background events occurring near the walls of the detector from the 
data  sample.
The total position-averaged energy scale deviation, ( M °d a t a ~  ) ’ m e a -  
sured with the DTG calibration system is found to be —0.04% ±0.04% (stat.)± 
0.2%(s?/s.), indicating excellent overall agreement between the DTG data 
with the LINAC-based MC simulation.
3.6 Trigger Efficiency
The DTG and the nickel-californium calibration sources are used to mea­
sure the trigger efficiency as a function of energy. When making these mea­
surements, an additional trigger level that corresponds to a 150 mV trigger 
(about 14 hits) is added. This trigger level is low enough to ensure a 100% 
trigger efficiency in the energy region where the SLE and LE triggers start to
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Figure 3.27: The measured trigger efficiency as a function of energy for 
the LE, SLEl, SLE2, SLE3 triggers. The LE and SLEl trigger efficiencies 
are measured using the nickel-californium source, while SLE2 and SLE3 are 
measured with the DTG.
become inefficient. The trigger efficiency is then determined by finding the 
ratio of the number of events that trigger the LE/SLE trigger to the number 
of events tha t trigger the 150 mV trigger as a function of energy.
The measured trigger efficiency as a function of energy is shown for the 
LE, SLEl, SLE2, and SLE3 trigger levels is presented in Figure 3.27. For 
events with energies greater than 5.5 MeV, those events considered for the 
solar neutrino analysis, the SLEl trigger efficiency is >90%, and the SLE2 
and SLE3 trigger efficiencies are ~100%. Events collected during the LE- 
only run period are only considered for energies greater than 6.5 MeV, where 
the LE trigger efficiency is ~100%.
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C H A P T E R  4
E V E N T  R E C O N S T R U C T IO N
This chapter details the event reconstruction algorithms, the results of which 
will be used in the  reduction of the sample of events to a final sample of 
neutrino candidates. Events collected in SK are divided into two categories, 
depending on the to ta l charge of all hit PMTs in the event. Events with 1000 
p.e. or fewer axe considered as candidates for the solar neutrino reduction. 
Events with greater than 1000 p.e. are considered muons, and are used in 
the spallation cut portion of the solax neutrino reduction.
For each event in the solax neutrino sample (<1000 p.e.), the vertex, 
direction and energy axe reconstructed. Additionally, the “new goodness” cut 
and the “clusfit” vertex reconstruction algorithms are used to discriminate 
background events from scattered electrons from solax neutrinos. The results 
from these algorithms are later used in the data reduction portion of the solar 
neutrino analysis.
For each event in the muon sample (>1000 p.e.), a muon track fitter 
attem pts to find the entry and exit point of each track. Multiple muons and 
stopping muons axe also fit with this algorithm. These reconstructed muon 
tracks are used in the spallation cut to calculate likelihood values th a t are 
used to remove events that are likely spallation events.
4 .1  V e r te x  R ec o n stru c tio n
As previously discussed (see Section 2.7), the vertex reconstruction pro­
gram used in the solax neutrino analysis uses the relative timing of each hit
90
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PM T to determine tlie optimal fit location in the tank. This reconstruction 
is a two step process. First, the set of hit PMTs to be used in the fit is 
selected. Then, a vertex position that best represents the selected hits is 
determined by minimizing the tim ing residual of each selected PM T. The 
tim ing residual is the hit time of each PM T after it has been corrected for 
the photon travel time from the vertex location. The hit PMTs from a point 
source will ideally have zero timing residuals when the time of flight from 
the true vertex is considered.
Hit PM T selection is performed by obtaining the 200 ns window in the 
hit PM T time distribution tha t contains the maximum number of hit tubes. 
This is illustrated in Figure 4.1. Times £x and £4 denote the s ta rt and end 
times of the event, respectively, while times £2 and £3 define the 200 ns win­
dow containing the maximum number (IV200) of hits. An estimate of the 
num ber of noise hits (Nnoise) in the 200 ns window is obtained using hits 
from outside this time window. The significance ( )  is calculated
v  n o is e .
for the selected time window. A series of progressively smaller time win­
dows are tried, and the set of hits from the time window with the maximum 
significance is selected for the fit.
The vertex is found by searching a grid of fixed vertex locations and 
finding the grid point that has the largest goodness of fit (gof) value:
1 Nsel _fZ
goodness of fit (gof) =  ^  exP ( ' ^ i ) (4‘1)
where N sei is the number of selected PM T hits, £re., is the residual time of 
each hit PM T, and at is the measured PM T timing resolution, which is taken 
to be 5 ns here. The grid points used in this search are shown in Figure 4.2,
R eproduced with perm ission of the copyright owner. Further reproduction prohibited without perm ission.
9 2
: 1 1 : ii i
jSigna|
(* r  1 1 1! ! liaise H>ti i i .1 1 I iL !
1 ! 1 If
ml i n. ii1. m j .1“ .1 m ,n I . n nnr.
600 SCO 1000 1200 1400 1600 1600 2000
Tim* (n a«c)
-i 1----- 1------------------------- !-►
t i  t 2  t 3  t 4
Figure 4.1: Timing distribution of hit PMTs in a typical solar neutrino can­
didate event[36]. Times are defined in text.
and fill the entire detector volume. After a best fit location on this rough grid 
is found, a fine grid about the best fit point is created, and the fit procedure 
repeated until a best fit point is obtained. The gof value obtained from the 
best fit point has a value between 0 (bad fit) and 1 (perfect fit) and is used as 
a measure of the fit quality. Additional details of the vertex reconstruction 
algorithm can be obtained in References [27, 31].
The vertex resolutions of this reconstruction algorithm are measured us­
ing the LINAC calibration system. Table 3.1 contains the averaged vertex 
resolution for each LINAC beam energy. A vertex resolution of ~73 cm is 
found for 10 MeV electrons.
4.2  D ire c t io n  R e c o n s tru c t io n
Once a vertex location in the SK detector has been determined, the direc­
tion of travel for the electron is reconstructed based on the conical pattern of 
the emitted Cherenkov fight. A maximum likelihood function is used to de­
termine the reconstructed direction about the vertex position. The likelihood
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Figure 4.2: Grid point locations used by vertex fitter. Solid lines denote 
the boundaries of the inner detector, and dashed lines indicate the fiducial 
volume boundary.
function used is:
L(dir) =  5 Z lo g (/(c o s^ ir))t- x (4.2)
a{Vi)
cos 6dir is the opening angle between a trial direction and the vector connect­
ing the vertex position to the ith hit PMT location. The function /(cos Qdir) 
is the relative probability distribution that a photon will be em itted at a 
given angle relative to the direction of travel. This distribution, shown in 
Figure 4.3, is generated using a MC simulation of 10 MeV electrons using the 
known input electron direction and location of all hit PM Ts relative to this 
direction. This distribution peaks at 42°, with broad tails caused by multiple 
Coulomb scattering of the electron and scattering of Cherenkov light in the 
water, cos #,• is the  angle between a vector normal to PM T tube face and the 
vector connecting the vertex position to the ith hit PM T location. The func­
tion a(9i) is a correction factor for the acceptance of the PM T photocathode 
as a function of incident angle, and is also shown in Figure 4.3.
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Figure 4.3: (A) /(co s 0(nr) relative probability distribution used by the di­
rection likelihood fitter. (B) The angular acceptance correction used for the 
PMTs as a function of incident angle[31].
The direction of travel for an electron is determined by varying the trial 
direction in a series of successively smaller steps until the direction with the 
largest likelihood value is found. This direction is taken as the reconstructed 
travel direction for the electron. The angular resolution of this direction fit 
is measured using the LINAC calibration system (see Section 3.3).
The angular resolution of this direction reconstruction algorithm is mea­
sured using the LINAC calibration system, which has a known, downward- 
directed, input direction. Table 3.1 contains the averaged angular resolution 
for each LINAC beam  energy. An angular resolution of ~  25° is found for 10 
MeV electrons.
4 .3  N ef f  an d  E n erg y  R eco n stru ctio n
Once a vertex and direction axe determined, the energy of the electron 
must be reconstructed. Since roughly 6 photoelectrons are collected per 
MeV of energy, events in the energy range of interest for the solar neutrino
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analysis (5-20 MeV) will have very few PM Ts that register more than a single 
photo-electron. Therefore, the number of hit tubes is used as the primary 
measure of energy. This procedure avoids the difficulties associated with the 
poor charge resolution of PMTs near the single photon level, as well as small 
changes in the collected charge from electronic noise.
The number of hits, Nhit, is determined by taking all hits that fall within 
a 50 ns window in timing residuals calculated using the reconstructed vertex 
location. This timing cut reduces the contribution from noise hits to the 
reconstructed energy. The Nha value is then corrected for known detector 
and position dependent effects to obtain an effective number of hits, N eff. 
These include corrections for light attenuation in the water, PM T dark noise, 
multiple photoelectrons, and geometrical acceptance of the PMTs, among 
others. The N ef f  value is defined by:
Nh,t M ; ;
Nef f  = ^  -  eHark) x — x (4.3)
t = l  1 'a p e r
x exp(— ^—-) x Gkek(i)}
A (run)
where:
• X i  is the expected number of photoelectrons in a hit channel and is 
based on the occupancy of the nearest neighbor PMTs. This number is 
calculated based on ratio (xt- =  j ^ )  of the number of hit neighbor tubes 
(nt) in the 3x3 tube patch to the number of alive neighbor tubes tha t 
could have been hit (Ar,-). The value of X{  is then determined, based 
on Poisson statistics and the assumption of a uniform light level over 
this 3x3 tube patch, to be:
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This average number of photoelectrons per hit PMT is shown in Fig­
ure 4.4 as a function of the number of hit tubes in the 3x3 tube patch 
centered about the considered hit tube. The value at xt- =  1.0 is deter­
mined by extrapolation.
• ttaii is a correction for reflected light that is outside the 50 ns time 
residual window. The number of hits in a 100 ns time residual window 
is determined (-/V^o) and the correction is taken as:
iV io o  —  -^ 5 0etazl =   T7  (4.5)
■‘v 50
• tdark is a correction for dark noise hits collected during the 50 ns time 
window. This correction is:
Native ' Rdark ' 5077. S tdark = -------------77----------  (4-6)
•‘ ’ 50
where N auve is the number of alive tubes, and Rdark is the measured 
average dark noise rate for the current run.
• w aL! is a correction to account for dead PMTs as a function of timeiV0pcr
where N au is the total number of PMTs in the SK detector (11,146) 
and Noper is the number of PMTs operational during the current run.
• S(6{, fa) is the effective photocathode area of each hit PM T as a func­
tion of the photon arrival directions, 9{ and The 4> asymmetry is 
caused by shadowing of nearest neighbor tubes at large values of 8.
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• exp(j^ n)) is a  correction for light attenuation as the photons travel 
a distance r,- from the vertex position to the hit tube location. The 
relative water transparency, A {run), is measured weekly using the decay 
electrons of stopped muons (see Section 3.2.2).
•  Gkek{i) is a quantum  efficiency correction factor. 375 PM Ts were 
manufactured prior to the main set of PMTS, and these tubes are found 
to have slightly higher quantum  efficiencies. These “KEK” tubes are 
penalized appropriately:
f 0.833 for the 375 KEK PMTs , .
1.00 all other PMTs
The value of iVe/ /  has been designed to remove all position, detector and 
water transparency related effects and return a uniform value over the entire 
fiducial volume and in all detector run periods.
The obtained value of N ef f  is closely related to the visible energy de­
posited by the electron before it went below the Cherenkov threshold. How­
ever, in this analysis, the total electron energy is used instead of visible 
energy, and includes corrections for the energy deposited below Cherenkov 
threshold and for the electron rest mass. The N e/ f  to total energy transla­
tion function is obtained during a special MC simulation of mono-energetic 
electrons performed with the LINAC-tuned detector simulation. The recon­
structed total energy as a function of N ef f  is shown in Figure 4.5.
4 .4  M u on  R eco n stru ctio n
Muons pass through the SK detector at a rate of about 2 Hz. As these 
high energy particles pass through the detector, they will occasionally in­
teract with a 16O nucleus and create radioactive spallation products. These
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Figure 4.4: Average number of photoelectrons per hit tube as a function of 
the number of hit tubes in the 3x3 tube patch containing the hit tube.
Figure 4.5: Reconstructed total electron energy as a function of the recon­
structed N ef f  value.
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spallation products often have a decay which can mimic solar neutrino events, 
and are the dominate background for solar neutrinos above ~ 6  MeV. These 
decays do have strong temporal and spatial correlations to the path of the 
parent muon in the detector. In order to reduce this background, all muons 
found in SK are fit with a muon track fitter, which determines the entry and 
exit points, as well as the track, or path, of the muon through the detector. 
This fit is later used in a likelihood analysis to remove the spallation events 
from the solax neutrino sample. This muon fitter also can fit multiple muons, 
that is more than a single muon track present in the detector at the same 
time, as well as muons that stop inside the detector volume and do not exit. 
Stopping muons can produce decay electrons, or, if it is negatively charged, 
can be captured by a 160  nucleus to create I6N. 16N candidates are searched 
for separately and are used as a source of detector calibration.
The muon fitter for the spallation analysis reconstructs muons tracks 
by identifying an entry point based on the earliest cluster of in-time hit 
tubes. The exit point is identified as being the largest cluster of high-charge 
tubes, since the Cherenkov ring will get progressively smaller as the muon 
approaches the wall. This simple reconstruction algorithm works well for 
~85% of muons. The measured track resolution from MC simulation of 
cosmic ray muons is 67 cm. More precise algorithms are used for multiple 
muons, stopped muons and corner clipping muons, and are well described in 
Reference [36]. These fit results are used by the spallation likelihood analysis 
to identify spallation events.
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4 .4 .1  M u b o y -S to p p ed  M u on s for th e  16N  A n a ly sis
A separate muon fitter is used for finding stopped muons, which are a po­
tential source of 16N. The Muboy muon track fitter, written by R. Svoboda, 
fits all types of muons, including single through-going muons, multiple par­
allel muon tracks, corner-clippers (muons th a t just pass through a earner of 
the detector), and stopping muons. More details regarding this muon fitter 
can be obtained in Reference [28].
Muboy identifies the entry and exit point in a manner similar to the 
spallation muon track fitter described above. Stopping muons are identified 
by looking a t the amount of Cherenkov light th a t was produced in the last 
200 cm of the fitted track. If there is a  deficit of Cherenkov fight in this last 
part of the  track segment, and no in-time hits are found in the OD detector, 
then a muon is called a stopped muon. The stop-point is then determined by 
finding the point along the muon track where the Cherenkov light production 
falls below 40% of the average fight production. This point is then identified 
as the stop point.
This stop point is taken as the input to the 16N search program. A 
study of these stop positions and the subsequent positions of decay electrons 
indicates th a t the fitted stopped-muon position from Muboy is 45 cm short of 
the true stopping muon position. In the search for 16N events, the stopping 
muon position is shifted 45 cm farther along the muon track to account for 
this offset.
4 .5  O th er  R econ stru ction . T ools
W ith the addition of SLE data, a solar neutrino sample below 6.5 MeV, 
additional tools are required to separate the true solar neutrino-induced
R eproduced  with perm ission of the copyright owner. Further reproduction prohibited without perm ission.
1 0 1
electron events from background events. New event reconstruction and anal­
ysis tools have been developed for this purpose. The two new tools used in 
this analysis are the “new goodness” cut and the “clusfit” vertex fitter.
4 .5 .1  N ew  G oodness C u t
The new goodness cu t1 is designed to separate background events from 
the true electron Cherenkov ring-like events in the data sample. These back­
ground events include events tha t have small, tightly-spaced clusters of hit 
tubes, presumable originating from gamma ray activity near the PM T glass. 
These events are often reconstructed inside the fiducial volume, as the PM T 
hits are very close in time and space, and the collected hit information has 
little power to differentiate widely separated vertex positions. True events 
from an electron in the fiducial volume will have PMT hits with a noticeable 
separation in time and space, and only the true vertex will return a good fit.
The new goodness cut takes advantage of these fundamental differences 
between background and electron events. For this cut, goodness of fit (gof) 
values (same definition as in Section 4.1) are calculated on a lOmxlOm grid 
perpendicular to the fitted direction of the event, as illustrated in Figure 4.6. 
The goodness fraction is then calculated:
._ Number of grid points with GDN{ > (G D N0 — 0 .2 )goodfrac =   :-----------------------------   -
Total number of grid points
(4-8)
where GDNi are the gof values calculated at each grid point, and G D N q is 
the gof value calculated at the original reconstructed vertex. If this fraction
xThe new goodness cut developed by Y. Fukuda.
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Figure 4.6: Definition of grid points used by the new goodness cut.
exceeds a cut value (set to 20%), then the event is labeled as a background 
and removed.
A distribution of the goodfrac param eter for a sample of real da ta  from 
the solar neutrino reduction and for a sample of 8B MC events is presented 
in Figure 4.7. This cut removes ~50% of the data sample, while preserving 
>  90% of the MC sample.
4 .5 .2  C lusfit
The clusfit algorithm2 is another vertex reconstruction algorithm, with
a hit selection routine th a t is different from the original vertex fitter. By
using a different hit selection algorithm, non-physical background events are
given another chance to be fit near the wall, where a fiducial volume cut
based on this second vertex would remove them. Good electron events in
the fiducial volume are most likely reconstructed at the same location, and
another separation between signal and background is achieved.
2Clusfit developed by M. Smy.
R eproduced with perm ission of the copyright owner. Further reproduction prohibited without perm ission.
1 0 3
. . .  . f ■ ■    - ■ i ■ ■ • « • ■ ■ « • i ..................................... « . . .  .11
0 0.1 0.2 0J OA OS 04 0.7 04 04 1
Good Fra c
Figure 4.7: The goodfrac distribution from the new goodness cut for a sample 
of real data and MC 8B data. The cut at 0.2 is shown as well. Please note 
tha t this is a log plot.
The hit selection procedure is carried out in a manner similar to the Hayai 
vertex fitter (see Section 2.7.2). First a causality cut is performed on the hits. 
Hits that can be paired with any other hit in the event within 1250 cm in 
space and 35 ns in time of each other are saved as a selected hit. Next, hits 
are again paired with each other, this time with the requirement that pairs 
satisfy a triangle relation, as illustrated in Figure 4.8. This simply states 
that for a pair of hits to originate from a physical vertex, the spatial distance 
between two hit tubes (AR) must be greater than the time difference between 
the tube hits (At). If this is true, then the hit pair is said to be correlated. 
From this set of correlated pairs, the largest set of mutually correlated hits 
is selected and used by the grid fit.
The grid fit works in a manner similar to the original vertex reconstruction 
algorithm, with a slightly modified grid. The grid locations to be searched are
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Figure 4.8: Triangle relation between pairs of hit PMTs. A pair of hit tubes 
must satisfy the relation A R  > A t to be considered a correlated pair. PMT 
hit times are expressed as distances under the assumption of a constant 21.6 
cm /ns light speed.
arranged in a cylindrically symmetric pa ttern  providing more possible vertex 
reconstruction positions in the region outside the fiducial volume. A series of 
finer grids are used around the best fit grid point until a final reconstructed 
vertex position is found.
Figure 4.9 shows the original and the clusfit reconstructed vertex distri­
butions in r and z for a set of real da ta  events from the sample of solar 
neutrino candidates, as well as for a sample of 8B MC data. Both of these 
data  samples are shown after a 2 m fiducial volume cut on the original re­
constructed vertex has been performed. For the real da ta  sample, roughly 
25% of the events that originally reconstructed inside the fiducial volume, 
have clusfit vertices outside the fiducial volume and can be removed from 
the da ta  sample. The MC data sample has >  95% of the data sample still 
reconstructed inside the fiducial volume.
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Figure 4.9: The original and clusfit vertex distributions for events with en­
ergies between 5.5 and 6.5 MeV for a sample of real data and a sample from 
the 8B MC data. A second fiducial volume cut based on the clusfit vertex to 
remove background in this energy range.
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The new goodness cut and the clusfit algorithm are used in the data 
reduction (see Chapter 6) to reduce the background levels below 6.5 MeV by 
more than 50%.
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C H A P T E R  5
N E U T R IN O  SIM U LA TIO N S
Super-Kamiokande does not directly measure the flux of solar neutrinos. SK 
is only capable of measuring the rate of neutrino-scattered electrons above a 
set energy threshold. In order to turn  this number into a flux of solax neutri­
nos, a MC simulation of the theoretically modeled flux must be performed. 
First, the rate and spectrum of scattered electrons must be calculated from 
the modeled neutrino flux and cross sections for neutrino-electron scattering. 
These scattered electrons must then be input into the SK detector simulation, 
which simulates secondary electron interactions, Cherenkov light generation, 
and PM T responses to produce simulated data. These simulated data  are 
then subjected to the same reconstruction and reduction as the real data. 
A comparison of the measured event rates between data  and MC is used to 
find the measured flux.
5.1 N eutrino In teraction  Sim ulation
Solar neutrinos are detected in SK by the elastic scatter of electrons:
v  +  e —»■ u' +  e'.
This analysis uses the Bahcall-Pinsonneault 1998 (BP98) solar model[ll] as 
the source of the input neutrino spectrum. The modeled 8B neutrino flux of 
5.15 x 106cm- 2s -1  (see Section 1.1) is used as a convenient normalization for 
the simulation.
Super-Kamiokande is sensitive to both 8B and hep solar neutrinos. The 
hep contribution is expected to be ~  1,000 times smaller than the expected
107
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8B contribution. This section details the modeling of scattered electrons 
based on the theoretically modeled 8B neutrino spectral shape. The hep 
neutrinos are not directly discussed, but the procedures are similar for hep, 
with the appropriate modeled spectral shape used, and the hep simulation is 
performed for completeness.
5.1 .1  N eutrino-E lectron C ross Section
The interaction of a neutrino with an electron in the SK detector occurs 
by the weak force, and the cross sections for these reactions are typically very 
small. The neutrino-electron differential scattering cross section is taken from
in Reference [38], and is given by:
_ 2C ^_c)2 ,
a l  IT 7T
^ ( T ) ( 1 - z ) 2 [ 1  +  ^ / + ( 2 ) ] -  7r
7 7 7  / y
gR{T)gL{T)— z[l + - f +-{z)]}  (5.1)
7T
where:
E„ =  Energy of neutrino (MeV)
T =  Recoil electron kinetic energy (MeV) 
T
Z E~u 
Gf — Fermi coupling constant[2]
=  (1.16639 ±  0.00001) x 10- 11MeV-2
m  =  Electron mass [2]
=  0.510999MeV
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9l “" \ T )  =  ^ ' [ i  (T )sin2( M ]
9 b - " \ T )  =  - ^ ' ( r j s i ^ W  
=  1-0126 ±0.0016 
K^ ' e)(T) =  0.9791 +  0 .0097/(r) ±  0.0025
m  =  | { | + ( 3 - x 2) [ i l n ( | ± i ) - l ] }
2m
x  -  \ j l  + —
k^ \ T )  =  0.9970 -  0.00037/(T) ±  0.0025 
sin2{dw ) =  0.2317
Eqn. 5.1 includes terms to incorporate QED (Quantum Electrodynamic) ef­
fects, and radiative corrections. The functions / +, /_ , and / +_ are used to 
include the QED corrections and are also taken from Reference [38]. The 
two forms of the functions g i  and ga are included here for (i/e, e) and (ufl, e) 
scattering. In the absence of neutrino oscillations, only the (ue, e) form is 
used and includes contributions from charged current (CC) and neutral cur­
rent (NC) interactions in the cross section. The e) represents only NC 
component of the scattering cross section. Non-electron, active neutrinos (u(l 
or uT) will only interact by the NC reaction with electrons. For the standard 
simulation of 8B neutrinos, only (ue, e) are considered, but (u e) will be 
included for simulations th a t include neutrino oscillations.
As the interaction of a neutrino and an electron is a 2-body process,
the reaction kinematics are relatively simple. A neutrino of energy E u can
produce a maximum electron recoil kinetic energy of:
2 E 2
=  0 F ~  (5 .2 )2EV ±  m
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Figure 5.1: Total cross section for neutrino-electron scattering as a function 
of neutrino energy. The total cross sections for both (ve, e) and e) are 
presented.
by the conservation of energy and momentum. To calculate the to tal cross 
section for a neutrino energy E„, the differential cross section is numerically 
integrated from zero to Tmax. The total neutrino-electron scattering cross 
section as a function of neutrino energy is presented in Figure 5.1, showing the 
cross section for (ue, e) and (i/M. e). These numbers are in excellent agreement 
with the tabulated cross section values published in Reference [38].
5.1 .2  C reatin g  8B  S ca ttered  E lectrons
In order to perform the detector simulation of solar neutrino events in 
SK, neutrino energies must be selected from the 8B neutrino spectra, the 
kinetic energy of the recoil electron must be chosen, and the rate  of scattered 
electrons must be normalized to the incident neutrino flux.
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Figure 5.2: The best estimate 8B neutrino energy spectral shape (A(E))  with 
the ±3<x maximum theoretical and experimental uncertainties (A+ and A- ).
The best estim ate neutrino spectral shape (A(Ev)) from the BP98 solar 
model is shown in Figure 5.2[37]. Also shown are the ±3cr combined theoret­
ical and experimental uncertainties in the spectral shape (A+ and A"). This 
spectrum is derived from terrestrial measurements of the beta spectrum  from 
8B decay. The prim ary source of these errors is the experimental uncertainty 
in the measurement of the intermediate 8Be* state, which leads to an uncer­
tainty in the inferred neutrino energy. The tem peratures in the center of the 
Sun are not high enough to significantly affect the neutrino spectral shape.
The product a{E„)-\{Eu) provides the relative probability tha t a neutrino 
of energy E„ will interact by scattering an electron in the SK detector. The 
cr(Eu) • A(Et.) distribution is presented in Figure 5.3. Neutrino energies to be 
used in the detector simulation are randomly chosen from this distribution.
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Figure 5.3: The <t(E„) * A(E„) distribution for the 8B spectrum and (ue,e) 
cross section. This distribution is used to choose an input neutrino energy.
Once a neutrino energy is selected from Figure 5.3, the recoil electron 
kinetic energy must be chosen. For a fixed neutrino energy, E „, the elec­
tron kinetic energy is chosen from the normalized differential cross section 
distribution, Figure 5.4 shows the <fo^ yl,) distribution for a 12 MeV
neutrino energy. For every 12 MeV neutrino scattered in the SK solar neu­
trino simulation, the electron kinetic energy is chosen from this distribution. 
It is interesting to note that a 1 MeV electron is somewhat more likely than 
a 10 MeV electron.
If the process of choosing a neutrino energy, followed by a recoil electron 
kinetic energy, is repeated 10 million times, the kinetic energy distribution for 
elastically scattered electrons is generated. The kinetic energy distribution 
of 8B neutrino scattered electrons is presented in Figure 5.5. Even though
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Figure 5.4: The distribution, for a 12 MeV neutrino. Recoil kinetic en­
ergies for electrons from 12 MeV neutrinos are chosen from this distribution. 
Note th a t this plot is zero suppressed.
R eproduced  with perm ission of the copyright owner. Further reproduction prohibited without perm ission.
• . . .  i . . .  r t . . .  i . . .  i . . .  i . II 1. i  . -
0 2 4 6 8 10 12 14 16
Electron Kinetic Energy (MeV)
Figure 5.5: The kinetic energy distribution of 8B neutrino scattered electrons. 
This is the spectrum  of electrons tha t is input to the detector simulation.
an ~8  MeV neutrino is the most likely to be scattered in the detector (see 
Figure 5.3,) the favored production of low kinetic energy electrons (as shown 
in Figure 5.4) generates a falling spectrum  of recoil electrons, and the peak 
at ~ 8  MeV is completely washed out.
5 .1 .2 .1  8B  F lu x  N o rm a liza tio n
The rate of scattered electrons is used as an overall normalization of the 
num ber of MC events generated. The normalization is obtained using the
input flux normalization, spectral shape and cross section for (z/e, e) scattering
and numerically integrating:
N s B  = N eN*B- BP98 H  cr{Ev) \ { E v)dE„ (5.3)
Jo
= 287.6 Recoil electrons per day
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where:
N e =  Number of electrons in the SK inner detector 
=  1.081 x 1034 electrons 
J\[aB -B P 9 S  _  normalization from the BP98 solar model[ll]
=  5.15 x 106cm~2s _1
Note that this is the number of scattered electrons a t all energies (0-~15 
MeV) and is used to normalize the input to the detector simulation. The 
expected measured rate is obtained after the detector simulation is completed 
and all steps of the reduction are applied to the simulated data.
5 .1 .2 .2  H ep  F lu x  N o rm a liza tio n
The hep flux normalization is obtained in a manner similar to the 8B flux 
normalization:
N h e p  = N eN HEP~BP98 r  a{Eu)X{Ev)HBPdEu (5.4)
Jo
=  0.170 Recoil electrons per day
where:
j y h e p - b p o z  _  j j e p  normaiization from the BP98 solar model[ll]
=  2.10 x 103cm~2s-1 
A(Eu)hep =  Hep neutrino energy spectral shape[39]
5.2  D etec to r  S im u la tio n
Once a neutrino energy and an electron kinetic energy are chosen, the 
information is input into the SK detector simulation. This simulation tracks 
the electrons as they move and interact in the simulated detector, generates
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and tracks Cherenkov photons from the electron, and simulates the response 
of PMTs and electronics to create a simulated event.
The detector simulation used is based on Geant 3.21, a particle inter­
action simulation from CERN[32]. This package is capable of simulating 
electro-magnetic interactions between 10 keV and 10 TeV. For electrons, this 
simulation package models multiple Coulomb scattering, Cherenkov light 
generation, 5-ray generation, and Bremsstrahlung photon creation. The 
propagation, scattering and absorption of Cherenkov photons are also in­
cluded. Compton scattering and pair-production are included for higher 
energy photons.
Most parameters in the MC detector simulation are tuned to match 
observed or theoretically expected values. The response of the PM T and 
electronics are tuned to reproduce the measured signals from the detector. 
Reflectivity of surfaces in the detector (PM T glass, black sheet, etc.) are 
modeled to m atch measured values. To properly set the response of the MC 
simulation, the PM T timing resolution, the scattering to absorption ratio of 
the water and the PM T collection efficiency are tuned to match calibration 
data  from the detector.
The PM T timing resolution for single photoelectrons is tuned using the 
measured vertex resolution from the LINAC calibration. The MC timing 
resolution is tuned until the resulting MC vertex resolution reproduces the 
value from the LINAC calibration data (see Section 3.3). The PM T timing 
resolution values measured in the manner are in good agreement with the 
previously measured laboratory values[40].
R eproduced with perm ission of the copyright owner. Further reproduction prohibited without perm ission.
1 1 7
L ight W ave L eng th  (nm )
Figure 5.6: The tuned attenuation coefficient (attenuation length)-1 as a 
function of wavelength (solid line). The two theoretical components (dashed 
=  scattering and dot-dashed =  absorption) are also shown. The measured 
values of the attenuation length are shown as open circles, and agree well 
with the modeled attenuation length.
The scattering to absorption ratio for Cherenkov photons is also tuned 
from calibration data. The overall light attenuation of the water is measured 
directly (see Section 3.2.1), but the ratio of scattering to absorption is not 
directly measured. At wavelengths shorter than ~400 nm, Raleigh scatter­
ing is expected to be the dominant component for light attenuation. At 
wavelengths longer than ~430 nm, absorption begins to dominate the light 
attenuation. The ratio of these two components is tuned so that the mea­
sured positional dependence of the LINAC data and MC simulation agree. 
The MC curve for light attenuation is shown in Figure 5.6. The measured 
attenuation lengths are in good agreement with the tuned attenuation length 
as a function of wavelength.
The PMT collection efficiency is the final parameter tuned. This param­
eter is adjusted to equalize the energy scales between LINAC data  and MC
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simulation. The value of 78% chosen here is in agreement with the previously 
measured mean collection efficiency of 70%[40].
5 .2 .1  Sim ulation. In p u t
Since the distance to the Sun is a function of the  time of year, solar neu­
trino events are generated to match the livetime distribution of the detector. 
The number of dead PM Ts and the relative water transparency are also input 
into the detector simulation to generate MC d a ta  th a t reproduces the actual 
da ta  as closely as possible. To prevent the statistical error of the MC cal­
culation from limiting the accuracy of measurements, 50 times the expected 
number of recoil electrons are generated and input to the MC simulation.
For each live minute simulated, the known position of the sun is used 
to obtain the neutrino input direction, and a random location in the ID of 
the SK detector is chosen as an input vertex. The recoil electron direction 
is generated using the chosen recoil kinetic energy and the input neutrino 
energy according to:
1 +  —
cos 6, caU„  =  -  ( 5 .5 )
This is illustrated in Figure 5.7, where cos 0scatter is defined as the angle be­
tween the  direction of the incident neutrino and the direction of the scattered 
electron. The angle <f>SCatter is randomly chosen.
5 .2 .2  Sim ulation. O u tp u t
The SK detector simulation outputs da ta  in the same format as real data, 
so th a t the same reconstruction (see Chapter 4) and reduction (see Chap­
ter 6) algorithms are easily applied. Additionally, a trigger simulation routine 
is applied to  the simulated data. For the LE trigger level (see Section 2.6.3),
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Figure 5.7: Schematic diagram of neutrino electron scattering. This interac­
tion defines the angle cos 9scatter ■
this trigger simulation reproduces the hardware trigger setup by generating 
simulated hitsum pulses for each hit PM T. When the sum of these simulated 
hitsum pulses exceeds a threshold, a simulated LE trigger is assigned. The 
threshold is tuned so that the trigger efficiencies of data  and MC agree. For 
the SLE trigger threshold, 3 separate tuned trigger thresholds are considered 
(SLEl, SLE2, and SLE3 as described in Section 2.6.3) and an off-line repro­
duction of the online SLE software reconstruction is implemented. Only SLE 
events th a t pass the appropriate trigger simulation and the online reduction 
simulation are considered for the MC analysis.
After the reconstruction and reduction are completed, the MC event rate 
is determined by normalizing the number of events remaining by the appro­
priate flux normalization (from Section 5.1.2.1). The expected event rate 
for the energy range of 5.5-20.0 MeV is found to be 33.92 events/day/22.5 
kton for the 8B flux and 0.034 events/day/22.5 kton for the hep flux. There­
fore the to ta l expected event rate for the BP98 solar model is found to be
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Figure 5.8: Event rate as a function of energy for the 8B and hep MC samples. 
The last bin contains all events between 14.0-20.0 MeV.
33.95 events/day/22.5kton. The event rate for these final MC samples as a 
function of energy is presented in Figure 5.8. For each event in the MC sam­
ple, the cos 9aun, which is the cosine of the angle between the reconstructed 
electron direction and the input neutrino direction, is also determined. The 
cos 9aun distribution for the 8B MC sample is presented in Figure 5.9. The 
strong forward-peaking of this distribution will be used to extract the solar 
neutrinos from the actual data.
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Figure 5.9: cos 9aun distribution for the 8B MC sample, cos 9sun =  1.0 corre­
sponds to events th a t are coming directly from the direction of the sun.
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DATA R E D U C T IO N
Super-Kamiokande began taking data  on April 1, 1996. The first two months 
of data were removed from the solar neutrino analysis, as the water quality 
was initially inadequate for an effective solar neutrino search. The data  used 
for this analysis were collected at Super-Kamiokande between May 31, 1996 
and October 28, 1999. During this period, 980.4 five days of good data  were 
collected, for a duty cycle of 79%.
Data are collected in runs. Each run is limited to a maximum length of 
24 hours to limit recorded file sizes, and a new nm  is started  anytime the 
detector configuration is changed. The data  used in this analysis covers SK 
run numbers 1742 to 8058. Each run is further divided into sub-runs, each 
lasting 5-10 minutes depending on the trigger rate.
Each run and sub-run collected are evaluated based on the length of the 
run/sub-run, as well as measured rates of known backgrounds, and labeled 
as good or bad. The criteria for good run/sub-run selection is:
•  The run must be longer than 5 minutes in length. Runs stopped with 
less than 5 minutes of running time are usually indicative of a problem 
with the data  acquisition system.
• Each sub-run must be longer than  30 seconds. A short sub-run usually 
occurs at the end of a run, and can contain incomplete events.
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•  The rate of events identified as originating from, flashing PMTS, events 
identified as electronic noise, or events with incomplete PMT data must 
not exceed set thresholds. If any of these event rates are high, this is 
usually a sign of a detector problem and the run or sub-run is removed.
D ata from the SK detector are collected at a rate of 10-20 Hz, depending 
on the SLE trigger threshold (see Section 2.7). For the 980 five days analyzed 
here, the data  sample contains 1.1 x 109 events. The expected rate from 
the BP98 solar model (33.9 events/day) is ~33,000 solar neutrino events 
with recoil electron energies above 5.5 MeV. The reduction described in this 
chapter is used to reduce this large data  set to a much smaller, final sample 
of solar neutrino candidates, on which the solar signal extraction can be 
performed.
As a check th a t the data  reduction is not affecting the measured rate of 
solar neutrino interactions in the SK detector, the decay events of 16N created 
by the capture of a fj.~ on 160  are used. These events occur at a rate similar 
to that of solar neutrino interactions, and are collected as a background to 
the solar neutrino analysis. The measured rate of these events is compared 
with the rate expected from the measured stopping muon rate and serves as 
an overall check of the reduction.
6.1  R ed u ctio n  S tep s
The data  sample reduction is performed in three steps. This separation 
of the reduction into pieces allows for replacement of cuts in later steps of 
the reduction without reprocessing the entire data sample. The first reduc­
tion targets the removal of obvious backgrounds, such as flashing PMTs and
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events outside the fiducial volume. The spallation cut removes radioactive 
decay events produced by nuclear interactions of cosmic ray muons as they 
pass through the SK detector. The second reduction consists of additional 
cuts to remove backgrounds from the sample, especially those at lower ener­
gies.
This reduction is only applied to those events which could be so lar neutri­
nos. Events which are obvious cosmic ray muons are removed by a cunt based 
on the total charge of the event. The total charge distribution of collected 
events for a typical run is shown in Figure 6.1. Those events with m ore than 
1000 p.e. (~100 MeV) are assumed to be cosmic ray muons, and a  muon 
track fitter is used to find the path of the muon through the detector for 
later use in the spallation cut. Only those events with less than 1000 p.e. 
are sent to the solar neutrino reduction. All events that were m arked by 
the data acquisition system as incomplete or were collected during tine ATM 
board self-calibration cycle are removed from the d a ta  sample. Also removed 
at this point are events containing only a  periodic trigger, or veto sto*p/staxt 
triggers.
6.1 .1  F irst R e d u c tio n
The first reduction is performed immediately after the data  are collected 
to reduce the size of the intermediate reduction files written to disk.. More 
details regarding the cuts in the first reduction can be obtained fromi Refer­
ence [31]. The number of events remaining after each step of the reduction 
is summarized in Table 6.1. This reduction comprises a set of cuts w ith  the 
following descriptions:
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Figure 6.1: Distribution of the  total charge for each event collected during a 
typical run at SK. Events w ith 1000 p.e or less are considered for the solar 
neutrino analysis and reduction. Events with total charge greater than  1000 
p.e. are treated as cosmic ray muons.
• 200 cm fiducial volume cut. This cut removes events with a recon­
structed vertex position outside the 22.5 kton fiducial volume, which 
starts 200 cm inward of the ID walls. Additionally, those events for 
which the event reconstruction algorithm failed to find a vertex posi­
tion are also discarded.
•  50 [isec time difference cut. This cut removes events which follow too 
closely in time to the previous event in SK. The distribution of time 
differences is shown in Figure 6.2. This cut removes decay electron 
events and events caused by electronic “ringing” of the DAQ electronics. 
These “ringing” events typically follow very large events.
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• OD triggered events. Events with a trigger generated by the OD DAQ 
electronic, or with more than 20 tubes in time with the ID event are 
removed. This prevents contamination of the data sample from entering 
events.
•  Poor fit cut. If the goodness of fit value returned with the recon­
structed vertex position is less than 0.4, the event is cut. Events from 
many backgrounds will return poor goodness of fit values and are thus 
removed.
• First electronic noise cut. Events tha t are generated by electronic noise 
have a large fraction of hit PM Ts with a relatively low amount of charge 
in each hit PM T. If the fraction of hit tubes in an event with fewer than  
0.5 p.e. per channel exceeds 40%, the event is removed as an electronic 
noise event. One identified source of these events is failing fluorescent 
light bulbs in the electronic huts.
• Second electronic noise cut. Another class of electronic noise events are 
generated from a single ATM board. If greater than 95% of the PM T 
hits from an event originate from a single ATM, the event is removed.
•  Flasher cut. Events originating from a flashing PMT, that is a PM T 
that generates an internal electrical arc which causes a flash of light 
and a cluster of hit tubes in the detector, are removed by the flasher 
cut. Events originating from a flashing PM T usually contain a single 
PMT channel with a high charge value, as well as a cluster of hits 
surrounding this tube. If any hit PM T in an event has more than  50
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Figure 6.2: Distribution of time differences between events. Events that 
follow another event within 50 fj,sec are removed.
photo-electrons of charge, and is accompanied by 5 or more hit nearest 
neighbors, the event is removed.
6 .1 .2  Sp alla tion  C u t
Spallation products are produced by energetic cosmic ray muons as they 
pass through the detector. These products are created by:
/1 -f- —>■ fi X  (6-1)
where X can include an unstable nuclide. Spallation products created include 
12B, 9Li, 8B, 15C, among others. A listing of considered spallation products 
can be found in Reference [27]. The half lives of these nuclides range from a 
few milliseconds (130 , 8.6 ms) to a few seconds (u Be, 13.8 s). The beta 
decay of these nuclides at some later time could mimic a solar neutrino 
event. Luckily, these events are correlated in time and space to the parent
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cosmic ray muon, and this correlation is used to remove these events from the 
data  sample by a likelihood analysis. These events represent the dominate 
background for solar neutrinos above ~ 7  MeV.
The likelihood analysis uses three variables to relate events in the solar 
neutrino event sample to cosmic ray muons to search for spallation events. 
These include:
• DL The closest distance between the cosmic ray muon fitted track and 
the vertex of the solar neutrino candidate event. Spallation events are 
strongly correlated in space to the parent muon track.
•  DT The time difference between the parent muon and the solar neutrino 
candidate event. Most spallation products have relatively short half 
lives and are therefore strongly correlated in time to the parent muon.
• Qres The residual charge of the muon, defined as:
Qres =  Qmuon ~  p(t)L  (6.2)
where Qmuon is the to ta l charge deposited by the muon as it passed 
through the SK detector, L  is the path length of the fitted muon track 
through the detector, and p(t) is the expected am ount of collected 
charge per unit pa th  length. p(t) has a nominal value of 24.1 p.e./cm  
and includes corrections for variations in water t r a n s p a r e n c y  over time 
(£). A positive Qre3 value indicates tha t a muon likely underwent inter­
actions as it passed through the detector, and spallation products are 
therefore more probable.
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The spallation likelihood functions are determined separately for muons 
with a good track fit and for muons with a failed track fit. For muons with a 
good track fit, DR, DT and Qres values are used to determine the likelihood 
value. For muons with failed fits, only DT and Qmucm are used to determine 
the likelihood function. The functional form of the likelihood functions used 
are available in Reference [41].
For each event in the solar neutrino candidate file, the previous 200 muon 
events are considered, and the largest likelihood value found is taken for that 
event. Maximum likelihood distributions for the a subset of the solar neutrino 
data  sample are shown in Figures 6.3 and 6.4 for values originating from a 
muon with and without a good track fit, respectively. Also shown in these 
distributions are maximum likelihood distributions for a sample of events 
given a random vertex in the detector. These random events are used to 
measure the dead time of the spallation cut for the solar neutrino analysis. 
The spallation cut shown has a dead time of 21.1%, as measured by the 
fraction of the random vertex sample th a t was removed by this cut.
6 .1 .3  S econ d  R ed u ctio n
The second set of reduction cuts is designed to reduce the background at 
low energies. The rate of background grows exponentially larger as the energy 
threshold of the detector is lowered. These cuts are designed to remove as 
much of these background events while keeping as much of the solar neutrino 
signal as possible.
6 .1 .3 .1  N e w  g o o d n ess  cu t
The new goodness cut (described in Section 4.5.1) is applied to the data  
sample. If the goodfrac value exceeds 20%, then the event is removed as
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Figure 6.3: Spallation maximum, likelihood distributions from muons with 
fit tracks for a set of the solar neutrino data  and for a sample where random 
event vertices are used. The cut value of 0.98 is used.
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Figure 6.4: Spallation maximum likelihood distributions from muons without 
a fit track. The cut value of 0.92 is used.
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background. This cut is better than  90% efficient at keeping Lmown-good 
electron events, such as LINAC data  or 8B MC data, while reducing the 
background level below 7 MeV by ~50%.
6 .1 .3 .2  C lusfit C ut
A 200 cm fiducial volume cut based on the clusfit vertex (described in 
Section 4.5.2) is next applied. If the reconstructed clusfit vertex ffor an event 
in no longer in the fiducial volume starting 200 cm inward from t t e  ID walls, 
then the event is removed as background. This cut is roughly 9C% efficient 
at keeping known-good events including LINAC, Nickel and evemts from the 
8B MC. This cut reduces the background level below 7 MeV by <~15-20%
6 .1 .3 .3  G am m a C ut
The gamma cut is another fiducial volume-like cut that targets events th a t 
appear to be originating from the wall of the ID. The reconstructed direction 
is projected backwards from the vertex position until a wall is encountered. 
This distance, def f , is used as the gamma cut parameter, and is. illustrated 
in Figure 6.5. For energies 6.5 MeV or greater, any event with as. def f  value 
of 450 cm or smaller is removed from the data  sample. For energies between 
5.5-6.5 MeV, events with def f  values less than 800 cm are removed.
This cut significantly reduces the remaining background observed near the 
edges of the detector in the reconstructed vertex distributions and iflattens the 
observed reconstructed direction distributions, as illustrated in Figure 6.6. 
The 450 cm gamma cut yields a 7.8% dead time, measured by t  he fraction 
of 8B MC events that are removed, while the 800 cm gamma cut has a 14% 
dead time.
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Figure 6.5: Definition of the de/ /  used in the gamma cut.
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Figure 6.6: Reconstructed vertex and direction distributions of the solar 
neutrino sample before (plain histograms) and after (hatched histograms) 
the gam m a cut.
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Table 6.1: Reduction summary. Values listed are the number of events re­
maining at each step of the reduction.
Cut Description Number of Events
Raw data 11.1 X 10*
Total Charge <  1000 p.e 8.74 X 10s
200 cm fiducial volume cut 2.68 X 108
50 /usee time difference cut 2.25 X 108
OD trigger/O D hit cut 2.20 X 108
Electronic noise cuts 2.18 X 108
Flasher cut 2.18 X 108
Goodness of fit cut 2.15 X 108
Energy precut (E>~4.3 MeV) 3.03 X 107
New goodness cut 1.21 X 107
Clusfit fiducial volume cut 8.68 X 106
Spallation cut 5.91 X 106
Gamma cut 9.72 X 105
Final sample (Energy 5.5-20 MeV) 192377
The reduction is summarized in Table 6.1, showing the number of events 
remaining after each step in the reduction. This is graphically summarized in 
Figure 6.7, which illustrates 4 steps in the reduction as a function of energy. 
At energies greater than 7 MeV, the spallation cut is the most effective cut. 
At lower energies, where the background rate really starts to grow, the cuts 
of the second reduction, including the clusfit and gamma cut shown, are the 
most effective cuts at removing background.
The final sample contains 192,377 events between 5.5 and 20.0 MeV, and 
the solar neutrino extraction (see Chapter 7) is applied to this sample of 
events.
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Figure 6.7: The energy distribution of events in the solar neutrino data 
sample at 4 steps in the reduction.
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6.2  N a tu ra l 16N  A n alysis
16N events are sought in the data sample, and the same reduction steps 
are applied to this event sample as are applied to the solar neutrino da ta  
sample. 16N events occur at a rate similar to th a t of solar neutrinos. The 
energy distribution of these events shares a large region in energy with the 
8B recoil electron spectrum, and the events are uniformly distributed in the 
detector volume and in livetime, just as solar neutrinos. The measured rate  
of 16N events is compared to the calculated expected rate. If these rates 
agree, this would indicate that the solar neutrino reduction is not a source 
of signal loss, and can not be considered for the list of explanations for the 
solar neutrino deficit.
The collected sample of 16N can also be considered for use as an energy 
calibration source with limited statistics. The use of these events for energy 
calibration is covered in Reference [42].
6 .2 .1  M u o n  C a p tu re  on  160
The creation o f16N occurs naturally as a background to the solar neutrino 
measurement. A stopped yT  can be captured by a 160  nucleus in the water 
of the detector,
160  +  yT  -»• I6N +  (6.3)
A fraction of 16N created will be in the ground state, and beta decays with 
a 7.13 s half life. The rate of these events is measured by collecting events 
that occur in the area surrounding the stopping point of a captured muon 
and subtracting random background events.
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6 .2 .1 .1  P r e d ic te d  R a te
The predicted rate of 16 N events is calculated in the inner-most 11.5 
kton fiducial volume (500 cm inward of the ID walls) using the measured 
stopping muon rate from the muboy muon track fitter (see Section 4.4.1). 
The 11.5 kton volume is used in place of the entire 22.5 kton volume to avoid 
contamination of the stopping muon rate near the edges of the volume due to 
misidentification of through-going muons. The expected rate of 16N events 
is then calculated:
Aeti As to p m u [  f  ca p tu re  fgs^ ( 6-4)M —t" [J*
where:
• N atopmu is the rate of stopping muons found in the 11.5 kton volume per 
day. This rate is measured using the muboy muon fitter that is also used 
in the search for 16N events and is found to be 2530 ±  60(stat. -(- sys.) 
per day.
• ( ft-P+p- ) Is fraction of muon events th a t are fi~, taken to be 0.44 ±  
0.01[43]. As this ratio has an energy dependence, the value correspond­
ing to a surface muon energy of ~1 TeV is used.
• fcapture is the fraction of stopped yT  th a t are captured on 160  before 
decaying. This is determined by the known capture and decay rates:
fc a p tu r e  —
T~cap
(6.5)1 +  TzulTdk
R eproduced  with perm ission of the copyright owner. Further reproduction prohibited without perm ission.
1 3 7
where:
=  Lifetime of a yT  in water
-  1  | 1  
7~dk T~cap
=  Measured muon decay lifetime in vacuum [2]
=  2.19703 ±  0.00004/zsec 
=  Measured muon capture time on 160[44]
=  9.747 ±  0.006/xsec
The capture fraction is calculated to be 18.39% ±  0.01%.
• f gs is the fraction of captures that result in the formation of 16 N in the 
ground state. Only the 4 lowest energy states of the 16N nucleus will 
end up in the ground state, where beta decay can occur. The other, 
higher energy states decay primarily by neutron emission. f gs is taken 
to be the ratio of the sum of the partial capture rates of the ground 
state producing levels to the total capture rate. These partial capture 
cross sections from the 160  ground state to these 4 16N states are listed 
in Table 6.2. Using these values and the total capture cross section 
from above, f gs is determined to be 9.0% ±  0.7%.
• e is the triggering and reconstruction efficiency for 16 N and is deter­
mined by MC simulation to be 64.6% ±  0.2%.
This results in a predicted 16N event rate in the 11.5 kton fiducial volume 
of 11.9 ±  1.0 events per day.
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Table 6.2: Partial capture rates for fi~ cap tu re  from the lsO ground state 
to the beta decay capable states of 16N. T hese values are taken from Refer­
ences [45, 34].
Transition (Initial —> Final) Pa-rtial Capture R ate (sec) 1
0+ -* 0“ 1560 ±  108
0+ T 1“ 1345 ±  135
0+ 2" 6300 ±  700
0+ -»• 3“ <80
Total 9205 ±  725
6 .2 .1 .2  16N  R e s u lts
In order to extract these few events per day from the d a ta  set, a specialized 
data  search is implemented. The reconstructed stopping muon positions from 
the muboy muon track fitter are used as- the starting point for the search. 
These fit results are used as an input, alc»ng with the input da ta  sample for 
the solar neutrino analysis, to the 16N search algorithm. This search finds 
stopping muon events that are not followeed by a decay event in lOO^s, as a 
muon that decays can not be captured om 160 . Once an “undecayed” muon 
is found, any events in the solar neutrino da ta  sample are saved that occur 
within a sphere of radius 335 cm centered a t  the stopping muon point, as well 
as in a time window of 100 ms to 30 seconds following the stopping muon. 
The sphere size of 335 cm is used as it is large enough to contain all expected 
signal events while keeping contributions from  random backgrounds as small 
as possible. No limit is placed on the num ber of candidate signal events a 
stopping muon can produce to prevent b iasing from the random  background 
in SK. The result of this search is called tike signal sample, and contains the 
16N events as well as natural background events. To account for this natural
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background, a background sample is also obtained by offsetting the times of 
the “undecayed” muons by 100 seconds into the future and performing the 
same search again.
The steps of the reduction algorithm axe then applied to both the signal 
and the background samples, excluding the spallation cut. As these events 
axe associated with a cosmic ray muon, the spallation cut has a good chance 
of removing 16N events. The effects of the natural background axe removed 
by performing a statistical subtraction of the results for the background 
sample from the signal sample. For the 16N search, slightly more livetime 
has been incorporated than  the livetime of the solar neutrino analysis, with 
1,003.8 days of data  included in the 16N search. In the inner 11.5 kton 
fiducial volume, 17,714 signal, with 6,267 background events axe found in 
this livetime period, resulting in a rate of 16N events of 11.4±0.2 events/day. 
This result agrees well with the predicted rate of 11.9±1.0 events/day and 
indicates that no loss of signal is evident for events in the same energy range 
of solar neutrinos.
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SO LA R N E U T R IN O  SIG N A L E X T R A C T IO N
The steps of the reduction chain (see Chapter 6) are applied to the data 
sample collected at SK, and a final sample of solar neutrino candidate events 
is produced, with reconstructed recoil electron energies between 5.5-20 MeV. 
Ideally this sample would contain only solar neutrinos, but in reality a back­
ground tha t grows in event rate as the energy threshold lowers is found. 
In order to separate the solar neutrinos from the background and perform 
a measurement of the solar neutrino flux, the correlation of solar neutrino 
events with the direction to the Sun is used.
This chapter describes the solar neutrino extraction method used in this 
analysis, and considers the statistical and systematic errors associated with 
this measurement. The results of this signal extraction m ethod are presented 
in the Chapter 8.
7.1 Signal E xtraction  M ethod
Solar neutrinos interact in SK by neutrino-electron elastic scattering. The 
electron produced is well-correlated with the incoming neutrino direction (see 
Figure 5.9). This correlation is used as the primary method to separate signal 
from background. For each event in the final sample, the time of day is used 
to calculate the direction a solar neutrino would be traveling by projecting the 
location of the Sun through the detector. The angle between this projected 
solar direction and the reconstructed direction of an event in the final sample
140
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Figure 7.1: The distribution of cos9aun for the final sample of solar neutrino 
candidates. The peak seen near cos9aun =  1.0 is due to solar neutrino events.
is found, 9aun. A histogram of the cos0aun is presented in Figure 7.1 and shows 
an excess of events at cos9aun =  1, corresponding to events originating in the 
direction of the Sun. A count of the number of excess events is a measure of 
the flux of solar neutrinos. This analysis employs a signal extraction method 
based on tha t of R. Sanford[27].
7.1.1 F irst Order Extraction
The signal extraction method starts with the assumption that the back­
ground for solar neutrinos has a flat distribution in cos9aun. It is also as­
sumed tha t all solar neutrino events are confined to a region with cos9aun > 
0.5. These assumptions are later refined for small deviations from a flat 
background distribution as well as to correct for solar neutrino events with
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cos0aun < 0 .5 . T he first order signal is measured by partitioning the cos03un 
distribution in 40 bins as shown in Figure 7.2. The following regions and 
quantities are defined:
•  Region R i: Bins 1-30 (30 bins total). These bins correspond to events 
with cos93xtn <  0.5. This area is taken to represent the background. 
This region contains a total of N± events.
• Region R2: Bins 31-40 (10 bins total). These bins correspond to events 
with cos03un > 0.5. This area is taken to represent the solar neutrino 
signal on top  of a flat background. This region contains a total of No 
events.
•  N stg =  Number of signal events in Region R2.
•  N bkg  =  Number of background events in Region R2.
W ith the assumption of a flat background, Region Ri is used to estimate 
the background contained in the signal (Region R2) region:
N bka = - f .  (7.1)
The solar neutrino signal is then calculated by subtracting this background
estimation from the number of events in Region R2:
N a i g  =  N 2  —  N b k g
N,=  N 2 -  - f .  (7.2)
This first order signal is made by simply counting the number of events
in the two regions of the cos03un histogram. This simple definition for solar
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Figure 7.2: Definition of regions and bins used in the cos9aun plot for the 
signal extraction method.
neutrino events is now refined to correct for non-flat backgrounds and solar 
neutrino events in Region Ri- These corrections will change the measured 
signal by ~10% from this simple technique described above.
7 .1 .2  N o n -F la t B a ck g ro u n d  C orrection s
The flat background assumption used in the first order signal can be re­
fined to take into account small deviations from a flat distribution in the 
cos9sun plot for background events. There is no reason to expect a com­
pletely flat background in the cos9,un distribution, as the background is a 
complicated convolution of background event distributions determined by 
the geometry of the SK detector, the motion of the Sun around the detector, 
and the asymmetry of the backgrounds in local coordinates. If it is assumed
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th a t background events occur independently of the location of the Sun, and 
a  background event’s location in the cos93un plot is simply determined by the 
chance location of the Sun at that event’s time, then the background events 
themselves can be used to quantify the non-flat background.
Background events are defined as events that occupy Region Ri, as well 
as the fraction of events in Region R2 th a t are not solar neutrino events. 
For each background event, the cos9sun value is determined many times by 
recalculating the position of the Sun based on randomly chosen event times 
from other events in the final sample, resulting in a distribution of cos93un 
that could have been produced by that single background event. Figure 7.3 
shows the resulting background distribution normalized to 1.0 for a single 
background event, in this case with a true cos9SUJl =  —0.95. This process 
is repeated for each event in the final sample of neutrino candidates, with a 
background normalization tha t depends on the region each event occupies. 
Events in Region R l9 defined to contain only background, are normalized to 
1.0. Events in Region R2 are normalized to an event’s probability of being a 
background event. This probability is defined to be:
Prob(bkg) =  (Ar^ . )°'0 ) , (7.3)
where:
Nbkg/10.0 =  Number of flat background events in Region R2.
N ( i ) =  Number of events in the ith bin of the 
original cos93UTi distribution.
The time-smeared normalized background contributions from all events in 
the final sample are summed to create a new background shape estimation.
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Figure 7.3: An example of the non-flatt background determ ination. A single 
background event, in this case with a tmie cos9aun =  —0.95, has been smeared 
in time to produce a distribution of oos9aun that could have been produced 
by this event. The distribution has been  normalized to 1.0.
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This time smearing of events is repeated a second time. Only this time, 
the newly obtained background shape estimation is used to determine the 
probability of an event being a background event in Region R2:
Prob{bkg) =  (7.4)
where:
i W O  =  The number of events in the ith bin
of the first background shape estimation.
Events in Region Ri are still normalized to 1.0.
This process is iterated, using the background shape obtained from the 
previous iteration to determine background probabilities in the current iter­
ation, until the result converges. Convergence is determined by calculating 
the solar neutrino signal at each iteration:
=  iv2 -  Y . "««(*') (7-5)
RegionRi
where Nu.g{i) is the background shape from the current iteration. The signal 
and background are said to have converged when the difference in Nsig be­
tween the current and previous iterations is less than  0.1% for two consecutive 
iteration cycles. Convergence is achieved on average after ~ 6  iterations.
The original cos9aun distribution for the 5.5-20 MeV energy interval for
the final sample of solar neutrino candidates is presented with the final time-
smeared non-flat background distribution in Figure 7.4. For this sample, 
a flat background assumption would yield a solar neutrino excess of 13,768 
events. The final non-flat background finds an excess of 13,820 events, illus­
trating  th a t the non-flat background corrections are small.
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Figure 7.4: The cos93U7l distribution for the final sample of solar neutrino 
candidates with the final converged time-smeared non-flat background over­
laid.
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7 .1 .3  C orrection s for A ngular C ut E ffic iency
Both, the flat and time-smeared non-flat background signal extraction 
methods assumed that all solar neutrinos are contained in Region R2, with 
cos9aun > 0.5. Of course not all solar neutrino events are going to fall into 
Region R2, so the measured number of solar neutrinos must be corrected to 
obtain the true number of solar neutrino events. If the size of the signal region 
(Region R2) was increased, to cos9aun = 0.0 for example, this would reduce 
the size of the angular cut correction, but would also increase the statistical 
error of the solar neutrino extraction as more events from the final sample 
would be considered in the signal region. The measured signal must be 
corrected for solar neutrino events tha t are reconstructed with cos93un < 0 .5 , 
as seen in the cos9sun distribution of 8B MC events (see Figure 5.9). This 
correction is obtained from the 8B neutrino MC sample by calculating the 
fraction of MC solar neutrino events with a reconstructed value of cos93un <  
0.5 and using this efficiency to correct the measured number of events.
The correction for the angular cut efficiency is doubly important for ob­
taining the correct number of solar neutrino signal events. First, signal events 
with cos93un <  0.5 are not considered in the signal determination described 
above, so the true number of solar neutrino events is under-counted. Second, 
these events with cos9aun <  0.5 are counted as background, resulting in an 
over-counting of the background. To correct for this double miscounting, the 
signal is corrected by rewriting Eqn 7.2 as:
N»a =  (N 2 + x ) ~  (N l ~ X} (7.6)
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where:
x — number of signal events with cosd3un <  0.5 
=  ( l - e ) N 9ia 
e =  efficiency of the cos9stin =  0.5 angular
cut as measured by 8B MC solar neutrino events.
Substituting for x  and solving for N 3ig results in:
_  ATa -  i V 3
-  ( 4 < r - l ) / 3  J )
The num erator of equation 7.7 is simply the original definition for the first 
order signal (Eqn 7.2). Therefore, Eqn 7.7 can be rewritten as:
K .  =  (7-8)
where:
N ' =  Angular cut efficiency corrected number
of signal events 
^  =  (4 6  -  1 )
Since the correction for the time-smeared non-flat background is small, this 
correction for angular cut efficiency can also be applied to the value of N sig 
from Eqn 7.5. Therefore, the non-flat background corrected signal is cor­
rected for the angular cut efficiency (e7), and the true number of solar neu­
trino events is obtained. For the 5.5-20 MeV final sample, the 13,820 events 
are corrected by a measured efficiency of e =  92.96% (e7 =  90.61%), and to ta l 
of 15,252 recoil electron events resulting from solar neutrino interactions axe
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obtained. This number is used as a measure of the flux of solar neutrinos 
from the Sun.
7 .1 .4  M ea su rem en t o f  th e  E n erg y  S p ectru m
Some neutrino oscillation scenarios predict measurable spectral distor­
tions in the measured recoil electron spectrum. To search for these distor­
tions, the recoil electron spectrum  is measured and compared to the expec­
tations from MC with no oscillations. The measurement of the spectrum  of 
recoil electrons is done in much the same way as the measurement of the 
total flux. In the case of the spectrum  measurement, the final sample of 
solar neutrino candidates is divided according to the reconstructed electron 
energy, and the same signal extraction, including the non-flat background 
and angular efficiency corrections, is applied to the data  in each energy bin. 
For the time-smeared non-flat background analysis, only events from within 
a given energy bin are used to calculate the background.
The choice of selecting events with cos9aun > 0.5 to represent the signal 
region (Region R2) is a balance between including more of the actual signal 
(increasing size of Region R2) and reducing the statistical error (decreasing 
the size of Region R2). The value of cos9sun =  0.5 works well for many 
energy bins, as well as the overall 5.5-20 MeV flux measurement, but for 
some energy bins, a wider or narrower signal region is desirable. Since the 
angular resolution of the detector is energy dependent (see Table 3.1), the 
highest energy and lowest energy bins are respectively narrowed and widened.
In the case of the lowest two energy bins (5.5-6.0 and 6.0-6.5 MeV) the 
detector angular resolution is poor, and many events have cos9aun < 0 .5 . For
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these energy bins, the angular cut is relaxed, allowing more of the true signal 
to be included in the signal region and keeping the angular cut efficiency high 
(near 90%). These bins have higher levels of background, and widening the 
signal region does little to increase the statistical error. For the 5.5-6.0 MeV 
bin, the angular cut location is set at cosOsun =  0.3 and for the 6.0-6.5 MeV
bin, the angular cut location is set at cos6aun =  0.4.
For the highest energy bins (13.0-13.5, 13.5-14.0, 14.0-20.0 MeV), the case 
is just the opposite. At these higher electron energies, the angular resolution 
of the detector is much better, allowing a smaller-sized signal region to be
used. The background level in these bins is also much lower than the low
energy bins, so any reduction in the size of the signal region is reflected 
in smaller statistical errors for the signal measurements. For these highest 
energy bins, 13.0-13.5, 13.5-14.0, 14.0-20.0, the angular cut location in cos9aun 
is set to 0.55, 0.60, 0.65 respectively.
Changing the location of angular cut requires rewriting the signal extrac­
tion equations. First, the first order flat signal (Eqn 7.2) is rewritten:
Naig = N 2 — Nbkg
= N 2 -  fWi (7.9)
where:
£ =  40 ~ y 
y
y — The bin number of cut bin out of 40 bins.
The change in the division between signal and background regions also af­
fects the calculation of N aig in the correction for the angular efficiency cut
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(Eqn 7.7). The value of s' i s  defined more generally:
e' =  e +  e f - f (7.10)
where:
e Efficiency for the cut bin value as 
measured by 8B solar neutrino MC simulation.
f  =  As defined for Eqn 7.9
The cos93un distributions and the time-smeared non-flat background for 
each energy bin considered are presented in Figure 7.5 and Figure 7.6. The 
numerical results for each energy bin are summarized in Table 7.1, including 
the flat signal, cut bin value, non-flat signal, angular cut efficiencies and total 
extracted signal.
7.1 .5  M ea su rem en t o f  D a y /N ig h t  a n d  S ea so n a l F lu xes
Some neutrino oscillation scenarios predict measurable flux differences 
between day time and night time observations, or between different seasons 
of the year. To search for such variations, the final sample of solar neutrino 
candidates is divided into subsets and relative flux measurements for each 
subset are performed. These flux measurements are performed in the same 
manner as the total flux measurement described in Sections 7.1.1- 7.1.3, with 
the angular cut at cos9aun =  0.5. For the time-smeared non-flat background 
analysis, only events from within each subset axe used to calculate the back-
A day/night flux difference would likely manifest itself as an increase 
in the measured flux at night, or an enhancement of flux for events tha t
ground.
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Figure 7.5: The cos9sun distribution along with the time-smeared non-flat 
background distribution for each energy bin for energies 5.5-6.0 to 9.5-10.0 
MeV.
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Figure 7.6: The cosQaun distribution along with the time-smeared non-flat 
background distribution for each energy bin for energies 10.0-10.5 to 14.0- 
20.0 MeV.
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Table 7.1: Summary of spectrum bins. Signals are listed as rates, in
events/day. Bins 5.5-6.0 and 6.0-6.5 have been normalized by the 700.3 day 
livetime of these bins. All other bins have been normalized by the 980.4 day 
livetime.
Bin Energy 
(MeV)
Flat
Signal
cos (angle) 
(Cut bin)
Non-flat
Signal
Extracted
Signal
5.5-6.0 1.81 0.3 (26) 1.84 94.54 (91.60) 2.01
6.0-6.5 1.79 0.4 (28) 1.75 93.50 (90.71) 1.93
6.5-7.0 1.85 0.5 (30) 1.85 91.54 (88.72) 2.08
7.0-7.5 1.66 0.5 (30) 1.68 92.43 (89.91) 1.86
7.5-8.0 1.47 0.5 (30) 1.48 93.03 (90.71) 1.63
8.0-8.5 1.44 0.5 (30) 1.44 93.67 (91.56) 1.57
8.5-9.0 1.13 0.5 (30) 1.13 94.16 (92.21) 1.23
9.0-9.5 0.902 0.5 (30) 0.892 94.65 (92.87) 0.960
9.5-10.0 0.738 0.5 (30) 0.743 94.94 (93.25) 0.797
10.0-10.5 0.598 0.5 (30) 0.594 95.13 (93.51) 0.635
10.5-11.0 0.502 0.5 (30) 0.508 95.49 (93.99) 0.541
11.0-11.5 0.356 0.5 (30) 0.361 95.83 (94.44) 0.383
11.5-12.0 0.250 0.5 (30) 0.246 95.90 (94.53) 0.261
12.0-12.5 0.215 0.5 (30) 0.212 96.03 (94.71) 0.224
12.5-13.0 0.143 0.5 (30) 0.138 96.41 (95.21) 0.145
13.0-13.5 0.098 0.55 (31) 0.100 95.79 (94.56) 0.105
13.5-14.0 0.086 0.6 (32) 0.084 95.01 (93.76) 0.089
14.0-20.0 0.105 0.65 (33) 0.102 94.05 (92.79) 0.110
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Figure 7.7: Definition of D1-D5 and N1-N5 bins based on the location of the 
Sun relative to the SK detector. Night is considered any time when the Sun 
is below the horizon and day is any time when the Sun is above the horizon.
pass through the core of the Earth. To look for these effects, relative flux 
measurements are performed for the all day-time subset and the all night-time 
subset separately, based on the location of the Sun relative to the horizon at 
SK. These day and night flux measurements are used to find a flux asymmetry 
parameter. The day and night time periods axe further divided into 5 flux 
bins each (10 bins total). The data  are divided according to the known 
zenith angle of the Sun at the time of each event, as shown in Figure 7.7. 
Table 7.2 presents the definition of each bin, as well as livetime and the 
average Earth-Sun separation for each subset.
A variation in the flux measured in different seasons of the year, as the 
Earth-Sun distance changed, could also be a sign of neutrino oscillations. To 
look for flux variations in different seasons, the data are divided into subsets 
based on the distance between the Earth and the Sun at the time of each
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Table 7.2: Definition of day/night subsets.
Subset cos(Z enithAngle) aun Livetime (days) A
-•ItV
Day od1pi—lI 448.02 0.9935
Night 0.0 -  1.0 492.33 1.0012
D l -1.0 -  -0.8 84.01 0.9986
D2 -0.8 -  -0.6 90.76 1.0004
D3 -0.6 -  -0.4 117.91 1.0045
D4 -0.4 -  -0.2 103.20 0.9913
D5 i 0
 
to 1 o o 92.16 0.9767
N l 0.0 -  0.2 84.95 0.9969
N2 0.2 -  0.4 96.54 0.9949
N3 0.4 -  0.6 132.44 0.9911
N4 0.6 - 0 .8 99.26 1.0067
N5 0.8 -  1.0 79.14 1.0235
event in the final sample. 10 subsets are created based on this distance, as 
shown in Figure 7.8. Two larger bins are also created to obtain a seasonal 
asymmetry param eter. Table 7.3 contains the definition of each bin used in 
the seasonal flux measurement, as well as the livetime in each bin, and the 
livetime weighted average Earth-Sun distance for th a t bin.
7 .1 .5 .1  C orrectio n s for E ccen tr ic ity
The orbit of the E arth  around the Sun is not circular, but elliptical. 
Therefore, a ~3%  modulation in the flux of solar neutrinos is expected sim­
ply from the eccentricity of the E arth ’s orbit. To make accurate comparisons 
between solar neutrino fluxes measured in different seasonal periods as well 
as comparisons to MC simulations, which are performed at 1 AU, this eccen­
tricity must be corrected for. A correction is also required for day/night flux 
measurements, since day data  (night data) are collected primarily in sum­
mer (winter) when the Earth is farthest (nearest) from (to) the Sun. The
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Figure 7.8: Definition of the seasonal bins based on the Earth-Sun distance. 
The extended bins ESI and ES2 are used to measure the seasonal flux asym­
metry. Also shown is the distribution of the final sample events in Earth-Sun 
distance (histogram).
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Table 7.3: Definition of seasonal subsets.
Subset AR (Eaxth-Sun dist - 1.0) (AU) Livetime (days) A M
- V
SI 0.0180 -  0.0144 192.29 0.9689
S2 0.0144 -  0.0108 116.42 0.9751
S3 0.0108 -  0.0072 84.23 0.9822
S4 0.0072 -  0.0036 70.79 0.9892
S5 0.0036 -  0.0000 66.62 0.9964
S6 0.0000 -  -0.0036 70.11 1.0036
S7 -0.0036 -  -0.0072 75.06 1.0109
S8 -0.0072 -  -0.0108 70.86 1.0183
S9 -0.0108 -  -0.0144 87.40 1.0259
S10 -0.0144 --0.0180 146.58 1.0326
ESI 0.0180 -  0.0100 329.25 0.9718
ES2 -0.0100 --0.0180 248.89 1.0295
corrections for seasonal and day/night subsets for the eccentricity axe listed 
in Tables 7.2 and 7.3.
7.2  E rror A nalysis
When making measurements of this kind, errors must be taken into con­
sideration. First, the statistical errors associated with the signal extraction 
m ethod are considered. Second, the systematic errors for the flux, spectrum, 
day/night and seasonal measurements are considered.
7 .2 .1  S ta tis tica l E rrors
Since the time-smeared non-flat background corrections used in the signal 
extraction method are small, the statistical errors are determined by the first 
order signal extraction. T he first order signal is simply a count of the number 
of events in each region (R i and Ro), and \ fN  errors are taken. The resulting 
statistical error for the signal extraction method is:
<r*ig = \J N 2 +  (7.11)
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where <f is defined as in Eqn 7.9. For the case when the cut bin is set to 
y = 30 (cos9aun =  0.5, £ =  | ) ,  this is simply:
The correction for angular cut efficiencies (e') also increases these statistical 
errors by:
7 .2 .2  S y ste m a tic  Errors for F lu x  a n d  E n ergy  S p ectru m
7 .2 .2 .1  A b so lu te  E n ergy  S ca le  Error
Given the steeply falling nature of the recoil electron spectra (see Fig­
ure 5.5), a high level of accuracy in the absolute energy scale of the detector 
is required to make meaningful flux measurements. Any uncertainty in the 
knowledge of the energy scale is amplified by the shape of the recoil electron 
spectra. The LINAC calibration is used to set the absolute energy scale of 
the detector (as shown in Figure 3.13), as well as determine the uncertainty 
of the energy scale.
The lcr total errors of the LINAC energy scale determination are used 
in determining the systematic error that the absolute energy scale error in­
troduces in the flux and spectrum measurements. The events in the 8B MC 
sample are used to evaluate the effects of this uncertainty. Each LINAC cal­
ibration energy point is taken to represent the range of energies surrounding 
that point. The energies of events in the MC sample are separately shifted 
by the + la  and - la  amounts based on the LINAC energy scale total error. 
A shifted energy is determined by:
(7.12)
(7.13)
(7.14)
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where E  is the true reconstructed energy and crs-scaie. is the l a  error for that 
reconstructed energy. The measured fluxes from the energy shifted samples 
are compared to the un-shifted flux and the flux differences are taken to be the 
systematic errors. This absolute energy scale error contributes a systematic 
error of fco overall solar neutrino flux measurement.
For the measurement of the energy spectrum, the effects of the energy 
scale uncertainty are measured in 5 energy bins of 2.0 MeV width, instead of 
the usual 18 bins. This is done to reduce the effects of bin-to-bin fluctuations 
dominating the observed flux differences at higher energies where statistics of 
the 8B are lower. Again, the energies of events in the MC sample are shifted 
according to the LINAC ± lcr total errors and the shifted 5 bin spectra are 
compared to the un-shifted spectrum. The deviation in the spectrum from 
the +1 a  and - la  shifts are shown in Figure 7.9. T he resulting flux differences 
from + lcr and -lcr are averaged, again to help reduce some remaining effects 
of fluctuations, and the resulting flux differences in each bin are shown in 
Table 7.4. These points are fit with a linear function and this fitted function 
is used to determine the ± lcr absolute energy scale systematic error for all 
18 energy spectral bins. This fitted function is:
°t-scaie =  -1-975 +  £(0.3590)(%) (7.15)
The systematic error values assigned to each energy bin are listed in Table 7.7.
7.2 .2.2 P o s itio n  a n d  D irec tio n  D ep en d en ce  o f  E n e rg y  Scale
The DTG data  are used to measure the position and direction dependence 
of the energy scale (see Section 3.5). Any position and direction dependence 
will also introduce errors in the measured flux of solar neutrinos. To evaluate
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Figure 7.9: The deviation ((Corrected-Measured)/Measured) for the energy 
spectrum for the +lcr and - la  absolute energy scale shifts. The results from 
+lcr and -lcr are then averaged to reduce the effects of bin-to-bin fluctuations.
Table 7.4: Absolute energy scale flux errors for the measurement of the 
spectrum in 5, 2.0MeV wide bins.
Energy Range (MeV) Error in measured flux due to 
energy scale uncertainty (%)
5.5 -  7.5 ±0.2
7.5 -  9.5 ±0.5
9.5 -  11.5 ±1.7
11.5 -  13.5 ±2.5
13.5 -  20.0 ±3.3
O -1  siqrro
•  +• t siqrro
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these errors, the 8B MC sample is used. The measured position and direction 
dependence of the energy scale are independently used to shift the measured 
energies of MC events:
Eshift =  E(1 +  Fahift), ( 7 - 1 6 )
where F ^ ift  is determined based on the reconstructed vertex or direction 
for each event. For the value of F ^ f t for the position dependence, the 
DTG energy scale position dependence shown in Figure 3.24 is used. The 
value of Fshift is obtained by summing the energy scale difference from the 
reconstructed r  and z  values to find the total energy scale difference based 
each event’s position. In a similar manner, the reconstructed direction is used 
to find an F ^ f t  value based on the DTG energy scale direction dependence 
as shown in Figure 3.25.
For the flux measurement, energies of MC events are shifted according 
to this prescription and the resulting change in the measured flux is taken 
to be the systematic error. A ±0.2% flux systematic error is found from the 
energy scale position dependence, and a ±0.1% flux system atic error is found 
for the energy scale direction dependence.
In the measurement of the recoil electron spectrum, the position and di­
rection dependence of the energy scale has been corrected for in the measured 
MC spectrum. These corrections are determined using the 8B MC sample 
and the  results from the DTG in a manner similar to the error evaluation for 
the flux.
Each event in the MC sample has its energy value shifted based on the 
DTG energy scale position or direction dependence, and the spectrum, again
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plotted in 5, 2.0 MeV bins, is compared to the unshifted spectrum . The de­
viation in the spectrum ((Corrected-Measured)/Measured) for each 2.0 MeV 
bin is calculated, as shown in Figure 7.10. These deviations as a function of 
energy Eire fit with a line, and these fitted linear functions are used to find 
the correction for each of the 18, 0.5 MeV energy bins in the MC energy 
spectrum. The fitted functions are also shown in Figure 7.10. Both correc­
tion are applied to the measured MC energy spectrum. The systematic error 
of this correction, applied to all bins of the energy spectrum, is determined 
by taking the maximum difference between the measured deviation in the 
energy spectrum and the linear function at any point. For both  direction 
and position energy scale dependence, this systematic error is ±0.5%.
7 .2 .2 .3  E n ergy  R e so lu tio n  S y stem a tic  Error
The energy resolutions measured by the LINAC are 1.5% larger than the 
corresponding resolutions from the LINAC MC simulation, independent of 
the electron energy (see Figure 3.15). For a given input electron energy, 
this will result in a wider reconstructed energy distribution for da ta  than 
for the MC simulation. When this is combined with the shape of the recoil 
electron input energy distribution, this difference in energy resolution will 
lead to differences in the measured flux. In order to evaluate the effect of 
this difference, energies of the 8B MC sample were changed according to the 
following prescription and the flux differences measured:
Eahift =  £ (1  +  Area). (7.17)
where:
^ r es  — 0.015 X O’rfafa^raTi
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Figure 7.10: Corrections applied to the measured MC spectrum  from the 
position (upper) and direction (lower) dependencies of the energy scale as 
measured by the DTG. The systematic error for these corrections is taken 
as the maximum deviation of the measured points from the fit fine, in each 
case ±0.5%.
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&data =  Energy resolution of data  measured by LINAC
Gran =  A Gaussian random number w ith standard deviation of 1.0
The flux from this shifted MC sample was measured and compared to 
the unshifted flux and the flux difference is taken as the measure of the sys­
tem atic error in the solar neutrino flux measurement. This energy resolution 
difference introduces a flux difference of less than  0.1%, so ±0.1% is taken 
as the system atic error for the flux measurement.
The effects of the energy resolution difference on the measurement of 
the spectrum  is again done in 5, 2.0 MeV wide bins to reduce the bin-to- 
bin fluctuations. The maximum deviation in any bin, -0.3%, is taken as the 
systematic error for all bins. Therefore, the system atic error for each spectral 
bin from the energy resolution difference is ±0.3%.
7 .2 .2 .4  A n g u la r  C u t sy stem a tic
Angular resolution is another quantity in which the LINAC data  and MC 
simulation do not exactly agree, with variations at all energies being less 
than ±3% (see Figure 3.14). Since the angular cut efficiencies are measured 
using 8B MC data, this difference would lead to a systematic difference in 
these efficiencies and, therefore, in the measured flux. To evaluate the effects
of this difference, the cos9sxin values for the MC simulation are changed:
aI COs9sun +  2k fcosd3un =  — ----  (7.18)
where A is taken to be ±3% and -3%. The angular cut efficiencies are
recalculated using these new modified MC samples and the flux differences
induced by these changes are taken as the system atic error resulting from the 
angular resolution difference. For the flux measurement, a systematic error
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of loJ% is found. The systematic errors found for the electron spectrum  
measurement are listed in Table 7.7.
7.2.2.5 8B  Spectral Shape Error
The uncertainty in the shape of the 8B input neutrino energy spectrum  
will introduce an energy dependent error in the spectrum of solar neutrinos, 
as well as an error in the measured flux since the measurement is performed 
above a fixed energy threshold. The shape for the 8B neutrino spectrum  
provided[37] includes 3cr errors, and is shown in Figure 5.2. These 3a errors 
are divided by 3 to obtain l a  errors.
To evaluate the effects on the flux and spectrum measurements of this 
spectrum  shape uncertainty, a simple MC study was performed. Recoil elec­
trons energies were generated based on the 8B spectral shape (as well as the 
dzla  shapes) and these electron energies were artificially smeared by a ran­
dom amount based on the measured energy resolution of the detector from 
the LINAC calibration. This was repeated 10 million times for each spectral 
shape. These electron samples were used to calculate a flux and spectrum. 
The flux and spectrum  differences between the best 8B spectral shape and 
the ±1(7 spectral shapes were taken as the systematic error. For the flux 
measurement, a systematic error of is assigned. The systematic errors 
for the electron spectrum measurement are summarized in Table 7.7.
7.2 .2 .6  O ther sources o f  System atic  Error
There are other systematic errors that introduce uncertainties into the 
measurement of the flux and spectrum. These include:
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•  uncertainty in the neutrino-electron cross section
•  uncertainty in the flasher cut
•  vertex shift error
•  uncertainty in the spallation dead time
•  uncertainty in the livetime
•  uncertainty in the noise cuts
•  uncertainty in the trigger efficiency
• uncertainty in the non-flat background correction
Uncertainty in the neutrino-electron scattering cross section (see Sec­
tion 5.1.1) introduces errors in the expected flux and spectrum of solar neu­
trinos. These uncertainties, affecting both the magnitude and energy depen­
dence of the cross section, are taken directly from Reference [38], and are 
±0.5% for both flux and spectrum  measurements.
The flasher cut is designed to remove events originating from flashing 
PM T tubes (see Section 6.1.1). and the efficiency for saving real neutrino 
events is high. The efficiency for saving events is measured using the nickel- 
californium calibration data and using the MC simulation of nickel-californium 
data. Any difference in these efficiencies would directly affect the measured 
flux. The difference in these efficiencies is taken as the systematic error for
the flasher cut and is set to ±0.2%, both for the measurement of the flux
and spectrum.
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The vertex shift systematic error arises from a systematic shift between 
the reconstructed vertex position of nickel-califomium data and MC data  
near the edge of the fiducial volume. This shift induces differences in the 
real and simulated fiducial volumes, and therefore in the measurement of the 
solar neutrino flux and spectrum. For the flux measurement, a systematic 
fiducial volume difference of +1.5% is found, whiie the energy dependence 
of this difference is found to be +0.4%. The positive sign of this error is 
indicative of the larger fiducial volume found for data when compared to 
MC.
The dead tim e from the spallation cut (see Section 6.1.2) is set to be 
21.1% and event rates for the MC are corrected for this dead time. The 
variation of this value, determined by looking at subsets of the data, is then 
taken as the systematic error in the measurement of the solar neutrino flux. 
T hat variation is at most ±0.1%, so this value is taken as the systematic 
error.
The number of solar neutrino events is normalized by the detector live­
time to obtain an event rate. The livetime is normally calculated using the 
summary information from the online data  acquisition system. If the day and 
time information from each event is used instead to measure the livetime, a 
0.1% difference is found, so a systematic error in the measurement of the flux 
is set to ±0.1%.
The systematic error due to noise cuts is actually a mixture of errors from 
three different sources. The noise cuts are a series of cuts in the reduction (see 
Section 6.1.3) th a t are designed to reject background events while keeping the
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signal events. These cuts include the gamma cut, the clusfit fiducial volume 
cut, and the new goodness cut. Any difference in the reduction efficiency for 
these cuts between real da ta  and simulated MC events must be taken as a 
systematic error.
The gamma cut systematic arises from the previously mentioned vertex 
shift near the edge of the tank, as the gamma cut is another, somewhat 
modified, fiducial volume cut. Since the gamma cut rejects events th a t appear 
to be originating from a wall of the detector, only a fraction of the events 
are effected, and the impact of the vertex shift is reduced. An evaluation of 
the measured vertex shifts combined w ith the gamma cut is used to measure 
a systematic error to ±0.2% for the flux measurement and all spectral bins, 
except for the 5.5-6.5 MeV bin, where it is ±0.5%.
The clusfit fiducial volume cut is evaluated by comparing the reduction 
efficiency of nickel-californium data  and MC data. The efficiency difference 
of ±0.7% is taken as the systematic error for the flux and spectrum  measure­
ment.
The new goodness cut is evaluated using events which are tagged as likely 
spallation events in the reduction. This sample is composed of the beta 
decay events of spallation products produced by through-going muons, and 
are distributed uniformly throughout the detector volume and are isotropic 
in direction. The efficiency difference for spallation data and an MC sample 
of spallation data  when the new goodness cut is applied is then taken as the 
system atic error. For the flux measurement and energy bins 6.5 MeV and 
higher, the systematic error is determined to be ±0.6%. In the lower energy
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bins, it is slightly larger, ^8%  f°r the 6.0-6.5 MeV bin and 1q 9% f°r the 
5.5-6.0 MeV bin.
The knowledge of the trigger efficiency as a fnnction of energy is the next 
systematic error considered. The trigger efficiency is measured as a func­
tion of energy and position using a combination of DTG data  and nickel- 
californium data (see Section 3.6) The trigger is also simulated using a soft­
ware trigger simulation. This simulation is applied to the MC DTG and 
nickel-californium data. The difference between the measured and simulated 
trigger efficiencies are taken as systematic errors. For the measurement of 
the flux, a systematic error of +0.2% is assigned. For the measurement of 
the energy spectrum, the two energy bins near threshold have larger uncer­
tainties, and +0.4% and +2.1% are assigned to the 6.0-6.5 MeV and 5.5-6.0 
MeV energy bins, respectively. The positive sign of this error is indicative of 
the better trigger efficiency observed for real data  events.
The calculation of the time-smeared non-flat background has also been 
evaluated to test for systematic errors in measurement of the solar neutrino 
flux. In order to evaluate the size of this systematic error, a background th a t 
was truly non-flat in the geometry of the detector was artificially added to 
the final sample of neutrino events, and the signal extraction was repeated. 
The size of this added background was made to be the same size as the 
change in flux due to the non-flat background (~1%). Any change in the 
measured flux from this extra background is taken as the systematic error 
for the non-flat background procedure. For the measurement of the flux and 
spectrum, a maximum flux difference of ±0.3% is found and taken as the 
systematic error of the non-flat background determination.
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Table 7.5: Summary of systematic errors from solar neutrino flux measure­
ment.
Source of Flux 
Systematic Error
Error
(%)
8B spectral shape +1.0/-1.1
Neutrino-Electron Cross Section ±0.5
Angular Cut systematic +0.6/-0.5
Absolute Energy Scale Error +1.0/-0.7
Energy Scale Position Dependence ±0.2
Energy Scale Direction Dependence ±0.1
Energy Resolution ±0.1
Non-Flat Background ±0.3
Flasher Cut ±0.2
Vertex Difference ±1.5
Spallation Dead time ±0.1
Livetime ±0.1
Noise Cuts +0.9/-0.6
Trigger Efficiency +0.2
Total Flux Systematic Error +2.4
-1 .6
7.2 .2 .7  Total System atic  Error for F lux M easurem ent
W hen determining the absolute flux of solar neutrinos originating in the 
Sun, the systematic errors from different cuts and sources are taken as un­
correlated, and are added in quadrature. For the measurement of the solar 
neutrino flux, the systematic errors are summarized in Table 7.5.
7.2.2.8 Total System atic  Error for Spectrum  M easurem ent
Since the measurement of the spectrum is only concerned with the shape 
of the electron spectrum, only the relative error between energy bins is con­
sidered, or in the case of errors where the energy dependence is not well 
understood, the to tal systematic error is taken as the relative systematic
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Table 7.6: Summary of non-energy dependent systematic errors from solar 
neutrino spectrum  measurement.
Source of Energy Spectrum 
Systematic Error
Error
ro?\(/0)
Neutnno-Electron Cross Section ± 0.5
Energy Scale Position Dependence ±0.5
Energy Scale Direction Dependence ±0.5
Energy Resolution ±0.3
Non-Flat Background ±0.3
Flasher Cut ±0.2
Vertex Difference ±0.5
Spallation Dead time ±0.1
Livetime ±0.1
Noise Cuts +0.9 /-0 .6  (6.5-20.0)
+2.4 /-0 .9  (6.0-6.5)
+ 2 .7 /—1.0 (5.5-6.0)
Trigger Efficiency +0.4 (6.0-6.5)
+2.1 (5.5-6.0)
Total Non-energy Dependent 
Spectrum Systematic Errors
+ 1 .4 /—1.3 (6.5-20.0) 
+ 2 .7 /—1.4 (6.0-6.5) 
+ 3 .6 /-1 .5  (5.5-6.0)
error. Systematic errors which, are not- (or only slightly) energy dependent 
are summarized in Table 7.6. These errors are then added to the energy de­
pendent errors, which are summarized, along with to ta l errors, in Table 7.7. 
Again, all errors are combined in quadrature.
7.2 .3  D a y /N ig h t  and Seasonal S ystem atic  Errors
The system atic errors are somewhat simplified when making measure­
ments of relative flux differences between different subsets of the data. Here 
m any of the systematic errors will cancel, since the same effects would be ex­
pected in all subsets of data, and the flux difference would remain unaffected.
R eproduced  with perm ission of the copyright owner. Further reproduction prohibited without perm ission.
1 7 4
Table 7.7: Summary of energy dependent systematic errors from solar neu­
trino spectrum measurement as well as the total systematic errors from each 
bin, which includes the non-energy dependent portion from Table 7.6.
Energy Angular Absolute 8B Spectrum Total
Bin Cut Energy Scale Shape Error
(MeV) Error (%) Error (%) Error (%) (%)
5.5-6.0 +0.2 /—1.1 ±0.1 +0.3/-0 .2 +3.6/-1.8
6.0-6.5 +0.7/-0.6 ±0.3 +0.4/-0 .4 +2.8/-1.5
6.5-7.0 +0.7/-0.7 ±0.5 +0.6/-0.6 +1 .7 /—1.5
7.0-7.5 +1.7/-0.5 ±0.6 +1.3/-0.8 +2.6/-1.6
7.5-8.0 +0.6/-0.6 ±0.8 +1.2/-0.8 +2.1/-1.7
8.0-8.5 +0.6/-0.5 ±1.0 +0.9/-1.2 +2.0/-2.0
8.5-9.0 +0.5/-0.5 ±1.2 +  1.5/—1.4 +2.4/-2.2
9.0-9.5 +0.5/-0.4 ±1.4 + 1.6 /—1.6 +2.6/-2.4
9.5-10.0 +0.4/-0.4 ±1.5 + 2 .1 /—2.1 +3.0 /—2.8
10.0-10.5 +1.1/-0.4 ±1.7 +2.1/-2.2 +3.2/-3.0
10.5-11.0 +0.4/-0.4 ±1.9 + 2.4 /—3.2 +3.4/-3.9
11.0-11.5 +0.3/-0.3 ±2.1 +3.1/-3.2 +4.0/-4.0
11.5-12.0 +0.3/-0.3 ±2.2 +2.9/-3.5 +3.9/-4.3
12.0-12.5 +0.4/-0.3 ±2.4 +3.9/-4.0 +4.9/-4.9
12.5-13.0 +0.3/-0.4 ±2.6 +4.5/-4.2 +5.4/-5.1
13.0-13.5 +0.3/-0.3 ±2.8 +6.1/-5.3 +6.8/-6.1
13.5-14.0 +0.4/-0.4 ±3.0 +5.4/-7.0 +6.3/-7.7
14.0-20.0 +0.3/-0.4 ±3.1 + 6.7 /—7.7 +7.6/-8.4
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Therefore, only systematic errors tha t contribute to the measured flux differ­
ence between two run periods are considered. These include time and direc­
tion dependence of the relative energy scales, errors tha t affect the livetime 
calculation, and differences in the non-flat background calculation between 
different subsets of the data.
7.2 .3 .1  R elative Energy Scale
To evaluate the relative energy scale between different run periods, for 
example between day and night, or between data in the S i and S8 seasonal 
bins, a calibration source is required tha t is continually collected along with 
solar neutrinos. To fulfill this need, the spallation data are used. This sam­
ple is composed of the beta decay events of spallation products produced by 
through-going muons, which are distributed uniformly throughout the detec­
tor volume and are isotropic in direction. These spallation events are chosen 
(see Section 6.1.2) to be events with a high likelihood as being spallation 
events (log(Likelihood) > 0.98) and are located within 300 cm and 0.1 sec 
of the through-going muon track th a t gave the high likelihood value. While 
the composition of this sample is not well understood, there is no reason to 
expect a time dependence in the composition. Therefore, it is well suited for 
making relative studies of the energy scale. The energy distribution of this 
sample is presented in Figure 7.11
The relative energy scale of SK is checked by measuring the mean of 
the spallation event energy distribution for those events that which have 
cos9suri > 0-5, based on the reconstructed direction relative to the location 
of the Sun at the time of each event. Since the time and direction of each
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Figure 7.11: Energy distribution of events identified e l s  likely spallation 
events. The mean of this distribution is used as the measure of the energy 
of these events
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spallation event is assumed to be uncorrelated with energy, every spallation 
event is used 100 times, each tim e with a different randomly chosen time of 
day on the date of th a t event. This changes the location of the Sun, giving 
a different value of cos9aun. and allows the same spallation event to sample 
different times of the day and different values of cos9aun. This time smearing 
is only done over a single day, and not over the entire livetime, so th a t energy 
scale differences from long term  variations in the detector can be detected. 
For each subset of data, events th a t fall into a day/night or seasonal bin 
and have cos9aun > 0.5 are histogrammed accordingly, and the mean of each 
subset’s histogram is compared to the mean of the entire distribution. This 
entire procedure is repeated again, this time events with cos9aun <  —0.5, 
corresponding to events originating from the “anti-Sun” location, are used. 
The anti-Sun should exhibit similar systematic effects, if any, as the true  Sun 
direction and serves as an additional cross check of the relative energy scale. 
The measured means of the spallation samples for each subset are shown in 
Table 7.8.
Since some oversampling is used in generating the energy distributions 
of spallation events for each subset of data, the statistical error of the  mean 
is not easily known, yet trying to determine the significance of these mean 
energy measurements requires this knowledge. To determine the statistical 
error of the mean energies listed in Table 7.8, the same spallation analysis is 
repeated, this time with the spallation event energies replaced with energies 
from a known Gaussian energy distribution, with a known mean, th a t is 
similar to the energy distribution shown in Figure 7.11. This procedure is
R eproduced with perm ission of the copyright owner. Further reproduction prohibited without perm ission.
1 7 8
Table 7.8: Measured spallation sample energy distribution means for each, 
subset of data used in the day/night and seasonal flux subsets. These mean 
values are generated by oversampling the spallation sample (see text), and 
the errors shewn are determined considering this oversampling.
D ata Subset Mean of Sun Mean of Am.ti-Sun
All Day 8.660 ±  0.007 8.656 ±  0.007
All Night 8.654 ±0.007 8.654 ±  0.007
N1 8.663 ±  0.013 8.654 ±0.013
N2 8.652 ±0.013 8.649 ±  0.013
N3 8.671 ±  0.013 8.662 ±  0.013
N4 8.643 ±0.013 8.647 ±  0.013
N5 8.639 ±0.013 8.642 ±  0.013
SI 8.687 ±0.013 8.663 ±0.013
S2 8.654 ±  0.013 8.644 ±  0.013
S3 8.631 ±0.013 8.628 ±  0.013
S4 8.634 ±  0.013 8.629 ±  0.013
S5 8.658 ±0.013 8.663 ±0.013
S6 8.654 ±  0.013 8.644 ±0.013
S7 8.668 ±0.013 8.672 ±0.013
S8 8.666 ±0.013 8.674 ±0.013
S9 8.637 ±0.013 8.639 ±0.013
S10 8.654 ±0.013 8.666 ±0.013
ESI 8.676 ±0.013 8.656 ±0.013
ES2 8.649 ±0.013 8.652 ±0.013
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Figure 7.12: Distribution of measured means for a known input mean value. 
This is used to measure the statistical error of the spallation mean energies 
used for the relative energy scale check.
repeated several times, and the distribution of measured means is found. The 
width of the distribution of measured means about the known input mean 
is then used as the measure of the statistical error of each mean measured 
using real data. Figure 7.12 presents the distribution of measured means for 
the N1-N5 data  subsets resulting from a known energy distribution with a 
mean of 8.657.
The systematic error from the relative energy scale differences are eval­
uated independently for the all day/night, the 5 bins of day/night, and the 
seasonal flux bins. For each set of flux bins, the maximum deviation found 
from the mean of the entire sample (8.657) for any subset of data  (Sun or 
anti-Sun) is taken as the systematic difference in relative energy scales for
8.6 8.7 9
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all subsets. If all measured means for the spallation events are within the 
statistical error of the measurement for all subsets in a group, then the sta­
tistical error of the measurement is taken as the  systematic error in the mean 
energies for all subsets.
To verify the measured mean energy will accurately reflect shifts in the 
relative energy scales, the true energies of all spallation events were artificially 
shifted by ±2% and the mean energy found again. Since the mean energy 
is calculated over a restricted energy range, the ±2% shift in energy only 
results in a ±1.25% shift in the mean. Therefore, all measured mean shifts 
are multiplied by a factor of 1.6 (=  ) to obtain the energy scale shift
from the shift in mean energies.
The relative energy scale systematic differences are determined to be 
±0.1% for the difference between the all day/night flux measurements, ±0.3% 
for the D1-D5 and N1-N5 subset flux measurements, and ±0.5% for the sea­
sonal subset flux measurements. These energy scale differences are then 
evaluated with the 8B MC sample to determine the systematic error in the 
relative flux measurement using the same procedure tha t was used to deter­
mine the systematic error in the flux from the absolute energy scale error. 
For the all day/night measurement, a ±0.2% relative flux systematic error is 
assigned. For the D1-D5 and N1-N5 subset measurements, a ±0.5% relative 
flux systematic error is assigned. For the seasonal subset measurements, a 
±0.7% relative flux systematic error is assigned.
7 .2 .3 .2  O th er  R e la tiv e  E rrors
Systematic errors which affect the calculation of the livetime of the de­
tector are also applied to these measurements, as these errors could affect
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any subset of the data. This contributes a ±0.1% uncertainty for livetime 
calculation as well as a ±0.1% uncertainty from spallation dead time to the 
measured relative fluxes in all day/night and seasonal subsets. These are the 
same errors applied to the flux and spectrum measurement.
The time-smeared non-flat background correction is again evaluated by 
adding a non-flat component to the background and measuring the change 
in the flux for each subset. For the day/night and seasonal subsets of data, 
the non-flat background corrections are slightly larger, since the Sun samples 
smaller regions of the background in SK detector coordinates, and this leads 
to a larger systematic error in the relative flux from this correction, ±0.4%.
The day/night subsets of data also require a systematic error to take into 
account a small directional asymmetry in the efficiency of the flasher cut. 
This introduces a ±0.1% systematic error for the day/night measurements 
only. The seasonal flux subsets have almost equal exposure of day and night, 
and are not affected by this asymmetry.
Since the seasonal flux bins do not sample the detector livetime evenly 
with respect to different trigger conditions present in the final sample (see 
Section 2.6.3), a  ±0.2% systematic error is assigned. This error arises from 
the flux differences measured under different trigger conditions during the 
livetime in the da ta  sample. The day/night bins have almost equal exposure 
in each run period, and are not affected by this efficiency difference.
7 .2 .3 .3  T o ta l D a y /N ig h t  S y stem a tic  Errors
The systematic errors contributing to the measurement of the day/night 
flux difference are summarized in Table 7.9. Listed are total systematic
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Table 7.9: Summary of day/night systematic errors. Listed separately are the 
systematic errors for the D1-D5 and NT-N5 subsets and the to ta l day/night 
subsets.
Source of Day/Night N1-N5/D1-D5 Error All Day/Night Error
Systematic Error (%) (%)
Relative Energy Scale ±0.5 ±0.2
Spallation Dead time ±0.1 ±0.1
Livetime ±0.1 ±0.1
Flasher Cut ±0.1 ±0.1
Non-Flat Background ±0.4 ±0.4
Total Systematic Error ±0.7 ±0.5
Table 7.10: Summary of seasonal systematic errors. These errors apply to 
the S1-S10 bins, as well as the ES1-ES2 bins.
Source of Seasonal 
Systematic Error
Error
(%)
Relative Energy Scale 
Trigger Efficiency 
Spallation Dead Time 
Livetime 
Non-Flat Background
±0.7
±0.2
±0.1
±0.1
±0.4
Total Systematic Error ±0.9
errors for both the D1-D5 and N1-N5 data subset measurements and the 
total day/night flux difference.
7 .2 .3 .4  T otal S eason a l S y stem a tic  Errors
The systematic errors contributing to  the seasonal flux measurements are 
summarized in Table 7.10. The total systematic error for each relative flux 
measurement are also shown. These errors apply to both the S i to S10 
seasonal bins and to the ES1-ES2 extended bins.
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C H A P T E R  8 
R E SU L T S A N D  A N A L Y SIS
8.1  M easu rem en t R esu lts
Now that a signal extraction method and errors have been established 
(see Chapter 7), the results of the solar neutrino measurements are pre­
sented. First, the results of the flux measurement are presented, followed 
by the measured recoil electron spectrum, and day/night and seasonal flux 
measurements. Each of these results are presented with the corresponding 
result from the simulation of the BP98 solar neutrino flux (see Chapter 5).
In order to look for flux-independent evidence of neutrino oscillations, 
the variation in the day/ night and seasonal flux differences and the shape of 
the recoil energy spectrum are examined using a x 2 analysis. The measured 
results are also used to examine the allowed parameter regions (in Am2 and 
sin2 26) under a neutrino oscillation hypothesis.
8 .1 .1  M easu red  Solar N eu tr in o  F lu x
The solar neutrino extraction method, including the corrections for a 
non-flat background and angular cut efficiency, found 15,252 recoil electron 
events between 5.5-20 MeV resulting from the interaction of solar neutrinos 
(see Section 7.1.3). To perform a comparison between this result and the 
result of the solar neutrino MC simulation, the number of extracted events is 
normalized by the livetime, giving the measured rate of solar neutrino events 
(events/day). The livetime of the final sample is 980.36 days. This results in
183
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a solar neutrino event rate (5.5-20.0 MeV) in the 22.5 kton fiducial volume 
of:
Rate of Data =  15.56 ±0.31(s£a£.) events/day
The corresponding rate from the MC simulation of the BP98 solar neutrino 
flux is:
Rate of MC =  33.96 =b 0.02(s£a£.) events/day
These results yield a ratio of measured to expected data  rates, including 
statistical and systematic errors (from Table 7.5), of:
s s m b p w  =  °-458 ±0-009(stat-)iHo7(^.)
Since the BP98 MC events were generated with an input neutrino flux of:
= 5.152 x 106fern1 [sec.
the ratio of measured to expected event rates is used to calculate the mea­
sured flux:
Data =  2.36 ±  0.05(s£a£.)tQ;o4(sys.) x 106/cm 2/sec
8 .1 .2  R eco il E lec tro n  S p ectru m
For the recoil electron spectrum, the number of events found in each en­
ergy bin is also normalized by the livetime. The livetime for the 5.5-6.0 and 
6.0-6.5 MeV bins is 700.34 days, as the first ~280 days were taken without the 
SLE trigger. For all bins above 6.5 MeV, the livetime is 980.36 days. These 
different livetime and trigger periods are also reflected in the generation and 
analysis of the  MC data sample. The resulting event rates (events/day) in 
each energy bin for data  are summarized, along with statistical errors, in
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Table 8.1. This table also includes the event rates from the BP98 solar neu­
trino flux for 8B and hep neutrinos. The measured recoil electron spectrum 
is shown in Figure 8.1, also showing the to ta l BP98 MC expectations. The 
to tal error shown in this figure are obtained by combining the statistical and 
systematic errors (from Table 7.7) in quadrature. To look for spectral shape 
deviations, a  sign of neutrino oscillations, the ratio of the measured to ex­
pected signal rate  in each bin is calculated and shown in Figure 8.2. Again, 
the to tal errors shown axe obtained by combining the statistical and system­
atic errors in quadrature. The ratio of the measured to the expected spectra 
are also separately measured during day tim e and night time periods. The 
day and night spectra are shown together in Figure 8.3, and are used in the 
neutrino oscillation analysis.
8 .1 .3  D a y /N ig h t  F lu x  M easu rem en t
The total number of events found in each day/night subset is again nor­
malized by the livetime of each subset. The livetimes for the day/night 
subsets are summarized in Table 7.2. The resulting event rates, for data and 
MC samples axe summarized, along with statistical errors, for the day/night 
subsets in Table 8.2. The systematic errors of this relative flux measurement 
are summarized in Table 7.9. For all subsets of data, the ratio of the mea­
sured to expected event rate is calculated, and these results are shown in 
Figure 8.4, including the total error.
For the all day subset of data, the measured flux is obtained by calculating 
the ratio of event rates from data  to MC:
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Table 8.1: Measured fluxes in events/day for the data  and the BP98 MC 
samples (8B and hep separately) for each energy bin. The ratio of da ta  to 
MC is obtained using the sum of 8B and hep MC samples. Errors listed are 
statistical only.
Energy Bin Data Rate 8B MC Rate hep MC Rate D ataM C
(MeV) x l O - 3
5.5-6.0 2.01 ±  0.25 4.636 ±0.010 2.63 ± 0.06 0.434 ±  0.053
6.0-6.5 1.93 ±0.15 4.256 ±0.010 2.75 ± 0.06 0.453 ±  0.035
6.5-7.0 2.08 ±0.12 4.679 ±0.009 3.05 ± 0.05 0.445 ±  0.025
7.0-7.5 1.86 ±0.11 4.154 ±  0.008 2.74 ± 0.05 0.448 ±  0.026
7.5-8.0 1.63 ±0.10 3.662 ±0.008 2.74 ± 0.05 0.445 ±0.027
8.0-8.5 1.57 ±0.089 3.099 ±0.007 2.49 ± 0.05 0.506 ±  0.029
8.5-9.0 1.23 ±0.077 2.634 ±0.006 2.49 ± 0.05 0.465 ±0.029
9.0-9.5 0.960 ±  0.066 2.184 ±0.006 2.10 ± 0.04 0.439 ±  0.030
9.5-10.0 0.797 ±0.055 1.774 ±0.005 2.18 ± 0.05 0.449 ±  0.031
10.0-10.5 0.635 ±  0.045 1.408 ±0.005 1.82 ± 0.04 0.450 ±  0.032
10.5-11.0 0.541 ±  0.037 1.086 ±0.004 1.67 ± 0.04 0.497 ±  0.034
11.0-11.5 0.383 ±  0.030 0.819 ±0.004 1.50 ± 0.04 0.467 ±  0.037
11.5-12.0 0.261 ±  0.024 0.604 ±0.003 1.13 ± 0.03 0.430 ±  0.040
12.0-12.5 0.224 ±0.020 0.432 ±  0.003 1.13 ± 0.03 0.517 ±0.047
12.5-13.0 0.145 ±0.016 0.302 ±0.002 0.93 ± 0.03 0.478 ±  0.054
13.0-13.5 0.105 ±0.013 0.204 ±0.002 0.84 ± 0.03 0.514 ±0.064
13.5-14.0 0.089 ±0.011 0.132 ±0.001 0.64 ± 0.02 0.669 ±0.086
14.0-20.0 0.110 ±0.014 0.205 ±0.002 2.55 ± 0.05 0.529 ±0.067
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Figure 8.1: The measured solar neutrino recoil electron spectrum. Also pre­
sented are the expectations from MC simulation of the BP98 solar neutrino 
flux. Inner error bars (thick line) represent statistical errors, while the outer 
error bars (thin line) represent the to ta l errors. Total errors are obtained by- 
combining statistical and systematic errors in quadrature.
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Figure 8.2: The ratio of the measured to the expected recoil electron spec­
trum . Errors are defined as in Figure 8.1.
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Figure 8.3: The ratio of the measured to the expected recoil electron spec­
trum  as measured during day time and night time periods. Errors are defined 
as in Figure 8.1.
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Figure 8.4: Ratio of the measured to expected event rates for all, all day, all 
night, and the 5 bins of day and night. Total errors presented are obtained 
by combining the statistical and systematic errors in quadrature. All results 
include a eccentricity correction to 1 AU.
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Table 8.2: Day and night measured fluxes in events/day for the da ta  and 
the BP98 MC samples. Errors listed for measured rates are statistical only. 
Subsets are defined in Table 7.2. All results include a eccentricity correction 
to  1 AU.
Subset D ata Rate BP98 MC Rate D ataM C ± stat. ± sys.
All Day 15.19 ± 0.44 33.89 ± 0.03 0.448 ± 0.013 ± 0.002
All Night 15.87 ± 0.43 33.99 ± 0.03 0.467 ± 0.013 ± 0.002
D1 14.24 ± 1.03 33.65 ± 0.08 0.423 ± 0.031 ± 0.003
D2 15.53 ± 1.00 34.07 ± 0.08 0.456 ± 0.029 ± 0.003
D3 15.04 ± 0.87 33.78 ± 0.07 0.445 ± 0.026 ± 0.003
D4 15.47 ± 0.95 34.01 ± 0.07 0.484 ± 0.028 ± 0.003
D5 16.61 ± 1.04 33.53 ± 0.07 0.495 ± 0.031 ± 0.003
N1 16.37 ± 1.05 33.79 ± 0.08 0.484 ± 0.031 ± 0.003
N2 16.01 ± 0.98 34.03 ± 0.07 0.471 ± 0.029 ± 0.003
N3 14.43 ± 0.84 33.92 ± 0.06 0.426 ± 0.025 ± 0.003
N4 16.63 ± 0.96 34.07 ± 0.07 0.488 ± 0.028 ± 0.003
N5 16.07 ± 1.03 33.48 ± 0.08 0.480 ± 0.031 ± 0.003
T) oito/^ag
 =  0.448 ±  0.013(s£a£.) ±  0.003(sys.)
S  S  M BP9S
^Day =  2.31 ±  0.07(s£a£.) ±  0.02(sys.) x 106/cm 2/sec
For the all night subset of data, the measured flux is:
D atamght
S S M Jriakt =  ° '467 ±  °-013(sta£-) ±  °-003(s2/5-)
$ m ght =  2.41 ±  0.07(s£a£.) ±  0.02(sys.) x 106/cm 2/sec
The resulting day/night asymmetry param eter is:
oF(D  + N ) = ~ o m i  ±  °-039(s^ - )  ±  0-007(SyS.)
In order to search for an enhancement in flux for the N5 subset, the N5 excess 
param eter is also calculated:
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N5
— p i  -  L0 =  °-041 ±  0.070(stat.) ±  0.007(sys.)
where <  D l , , D 5 >  is the average of all 5 day subsets. No enhancement 
in the N5, or in the all night measurement, is observed relative to the day 
measurements.
8 .1 .4  S ea so n a l F lu x  M easu rem en t
The seasonal flux is also compared to the expectations from the MC sam­
ple by correcting each subset by the livetime and calculating the rate of 
events. The livetimes for the seasonal subsets are summarized in Table 7.3. 
The resulting event rates for data and the BP98 MC are summarized, along 
with statistical errors, for all seasonal bins in Table 8.3. These results have 
been corrected for the eccentricity of the E arth ’s orbit, with all results cal­
culated at 1 AU. The ratio of measured to expected event rates are shown in 
Figure 8.5.
A seasonal asymmetry parameter is calculated using the larger ESI and
ES2 bins and is found to be: 
ip  ES 2
0.5(ES'i '~ E S ~2) =  - ° - ° 42 *  0'05° ( ^ - )  ±  0 -0 1 0 (^  )
No seasonal asymmetry is evident in this data sample.
8.2  D iscu ss io n
By finding a flux that is only 46% of the expected value, roughly 3.8cr 
lower than the flux predicted by the BP98 solar model, the Super-Kamiokande 
detector has confirmed the solar neutrino problem reported by the previous 
generation of experiments (see Section 1.2). Although the proposed changes 
to the solar models required to reduce the flux appear as unlikely solutions to
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Figure 8.5: Ratio of measured to expected event rates for the seasonal flux 
subsets. Total errors presented are statistical and systematic errors added in 
quadrature. All results include a eccentricity correction to 1 AU.
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Table 8.3: Seasonal subset measured fluxes in events/day for the da ta  and 
the BP98 MC samples. Errors listed for measured rates are statistical only. 
Subsets are defined in Table 7.3. All results include a eccentricity correction 
to  1 AU.
Subset Data Rate BP98 MC Rate Data  . .  MC. ± stat. ± sys.
SI 15.78 ± 0.70 33.11 ±0.05 0.477 ± 0.021 ± 0.004
S2 15.85 ± 0.91 33.18 ± 0 .0 7 0.478 ± 0.027 ± 0 004
S3 18.03 ± 1.07 33.24 ±0 .08 0.542 ± 0.032 ± 0.005
S4 16.24 ± 1.31 33.75 ±0 .09 0.481 ± 0.039 ± 0.004
S5 15.44 ± 1.17 33.28 ±0 .09 0.464 ± 0.035 ± 0.004
S6 13.95 ± 1.10 33.37 ±0 .09 0.418 ± 0.033 ± 0.004
S7 14.08 ± 1.06 33.14 ±0 .09 0.425 ± 0.032 ± 0.004
S8 14.71 ± 1.10 31.65 ±0 .08 0.465 ± 0.035 ± 0.004
S9 17.43 ± 0.98 31.85 ± 0 .07 0.547 ± 0.031 ± 0.005
S10 15.01 ± 0.75 31.80 ± 0 .06 0.472 ± 0.024 ± 0.004
ESI 15.84 ± 0.54 33.13 ± 0 .04 0.478 ± 0.016 ± 0.004
ES2 15.96 ± 0.58 31.81 ± 0 .04 0.502 ± 0.018 ± 0.005
this problem (see Section 1.3.1), the to ta l flux of neutrinos from the SSM is 
ignored in the remaining analysis of these results. Therefore, any conclusions 
drawn from these results will not be strongly tied to the details of a given 
solar model.
The solar model independent quantities tha t SK was designed to look for, 
namely a distortion in the recoil electron spectrum, a day/night or seasonal 
flux variation, would be strong evidence for neutrino oscillations, if any were 
found. As an initial search for these effects, the measured results are com­
pared to the simulation of the BP98 solar neutrino simulation, which does 
not include effects due to neutrino oscillations. This simulation reproduces 
the detector livetime, including the proper location of the Sun, water trans­
parency and trigger threshold variations as a function of time. Any detector
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related variation should be reflected in this simulated data . The relative 
fluxes measured in day and night, as well in different seasonal subsets of the 
data  are compared to the results from the simulation as a search for flux 
variations in excess of what is expected from detector related effects. A com­
parison of the measured and simulation recoil electron spectral shapes is also 
used to look for any distortion in the measured spectrum. A x~ analysis is 
used to make these comparisons.
8 .2 .1  D a y /N ig h t  F lu x  V aria tion s
To search for evidence of day/night flux variations, the  measured fluxes 
in the day and night subsets are compared to the results in the corresponding 
periods from the BP98 MC simulation. As no variation is expected during 
the day time period, the all day subset is taken to represent the day time 
period. The 5 night subsets are used to examine the night tim e flux, as some 
neutrino oscillation scenarios predict a zenith angle dependence to the flux 
variation. These fluxes are used to  form a x 2'-
2 6 (R f,M  _  a x  KMC)2
X d N  —  2 s  2 , 2------
i= L  a i  +  K j s . i
where:
ftData _  g vent rates from D ata for Day All, N l, N2, N3, N4, N5 
R f1 c =  Event rates from MC for Day All, N l, N2, N3, N4, N5 
a = Free param eter to allow scaling of the modeled flux 
cr,- =  Statistical error of RPata 
&sys.i = Relative flux system atic error of each bin
The event rates and statistical errors used in this analysis are summarized in 
Table 8.2 and systematic errors for the relative day/night flux measurement
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are summarized in Table 7.9. The value of a. is allowed to vary between 0.0 
and 1.0. The minimum x 2 value is found:
X%N,min =  4.83 for 5 degrees of freedom (dof)
Qmm =  0.457
This x 2 value corresponds to a confidence level of 43.7%. This result, com­
bined with the lack of a statistically significant day/night asymmetry or N5 
excess (as reported in Section 8.1.3) indicates tha t no significant day/night 
flux variation is found.
8.2.2 Seasonal F lu x  Variations
A search for a seasonal flux variation is performed in a similar manner 
to the day/night analysis. The measured seasonal flux results in 10 subsets 
(S1-S10) are compared to the corresponding subsets from the MC simulation. 
These relative flux measurements are used to form another x 2'-
2 =  A  ( f l f -  - o x  Rfcf
^■Seaa /  ^ 2 i -_2 V ® '"/,=i +  asysi
where:
p D a t a  _  g v e n t; rates from Data for the 10 seasonal subsets 
R ^ c  =  Event rates from MC for the 10 seasonal subsets 
a. =  Free parameter to allow scaling of the modeled flux 
gi =  Statistical error of R f ata 
GjyX'i =  Relative flux systematic error of each bin
The event rates and statistical errors used in this analysis are summarized 
in Table 8.3 and systematic errors for the relative seasonal flux measurement
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are summarized in Table 7.10. The value of a  is allowed to vary between 0.0 
and 1.0. The minimum x2 value is found:
xi«».mm =  15.31 for 9 dof 
amin =  0.478
This x2 value corresponds to a confidence level of 8.3%. The disagreement 
between data  and MC, while evident, is not strong enough to provide strong 
evidence of a seasonal flux variation. The seasonal flux asymmetry param­
eter (reported in Section 8.1.4) also shows no indication of a seasonal flux 
asymmetry.
8.2.3 R eco il E nergy Spectrum  D istortion s
A search for distortions in the measured recoil electron spectrum is per­
formed by comparing the measured spectrum  to the MC simulation. The 
event rate in each of the 18 spectrum bins for data  and MC are used to form 
a x 2:
2 =  V  (Ri ata -^ +  (T )an gj  - a x  R f C[ 1 +  (Tpscqte +  (^ fi) shape})2
X S p e c  —  Z - r  —2 _i_ f J l
i = l  t sysj.
+e2 +  f 2 +  r f  (8-3)
where:
j^ Data. _  g v e n  ^ rates from Data for the  18 spectrum bins 
rM c  =  Event rates from MC (8B -i-hep) for the 18 spectrum bins 
a  =  Free parameter to allow scaling of the modeled flux 
crt- =  Statistical error of R pata 
(Jsysj =  Non-energy dependent systematic errors of each bin
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(li)ang =  e-A ™ 9
A “nff =  Energy dependent systematic error from the angular cut
( 7 i )  sca le  =  £  * A f  ^
scale _  g nergy dependent systematic error from the 
absolute energy scale
( 7 i W  = <7-A+>"
A s.hape = Energy dependent systematic error from the 8B spectral shape
e, £, 77 =  Free parameters allowing effects of the energy dependent
systematic errors to change
The event rates and statistical errors used in this analysis are summarized 
in Table 8.1 and systematic errors for the relative seasonal flux measurement 
are summarized in Table 7.7 and Table 7.6. The value of a  is allowed to vary 
between 0.0 and 1.0. The values of e, £. 77 are allowed to vary between +3.0 
and -3.0. The minimum x 2 value is found:
xlpecmm =  13.27 for 17 dof 
®mm =  0.450
Cmin = 0.00, £min =  0.50, T)miTL =  0.75
This x 2 value corresponds to a  confidence level of 71.8%. If e, £, and 77 are 
required to be 0.0, the x 2 value is 14.46 (17 dof), with a 63.4% confidence 
level.
Since the hep neutrino flux has such large uncertainties (as discussed 
in Section 1.1), the hep contribution to the recoil electron spectrum should
R eproduced  with perm ission of the copyright owner. Further reproduction prohibited without perm ission.
1 9 9
be treated as an independent free parameter. This is done by making the 
following substitution to Eqn. 8.3:
a  x R f c  -+ a x R * B + 0  x R f EP (8.4)
where:
R {b = Event rates from 8B-only MC for the 18 spectrum bins 
r KEP — Eveilt rates from hep-only MC for the 18 spectrum bins 
a = Free parameter to allow scaling of the modeled 8B flux 
/3 =  Free parameter to allow scaling of the modeled hep flux
Both R*B and R f EP are listed in Table 8.1. The value of a  is varied between 
0.0 and 1.0, while (3 is varied between 0.0 and 25.0. The minimum x 2 value 
is found:
XsPec,min =  1L22 for 16 dof
^min “  0.450 
pmin = 9.125
r^ntTi =  0.05, =  0.15, =  0.05
This corresponds to a confidence level of 79.6%. This results indicates good 
agreement between the measured recoil electron spectrum and the  BP98 
MC simulation spectrum. The spectral shape predicted by these minimum 
values values of a,/3,e,£, and 77 is shown in Figure 8.6 and is compared to 
the measured spectral shape of Figure 8.2. The slight increase in the high 
energy bins is well fit by a hep neutrino flux th a t is roughly 9 times the SSM
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Figure 8.6: The ratio of measured spectral shape for data (Data/SSM) and 
the spectral shape resulting from the best fit %2.
value and no strong indication of a distortion in the solar neutrino spectrum 
resulting from neutrino oscillations is seen.
8.3 N eutrino O scillation A nalysis
As the recoil electron spectrum, day/night flux variation, and seasonal 
flux variation all appear to agree with the results from the simulation of 
an unoscillated neutrino flux, these measured results can be used to exclude 
portions of the neutrino oscillation parameter space that predict variations in
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these measured quantities beyond what is observed. To perform this analysis, 
a calculation of the neutrino flux arriving at the SK detector is performed 
assuming a neutrino oscillation scenario that includes MSW m atter effects. 
This incident neutrino flux is converted to a flux and spectrum  of scattered 
electrons using a special MC simulation. A x2 analysis is then used to rule 
out portions of the param eter space that do not agree with the observed 
day/night recoil electron spectra.
8 .3 .1  N e u tr in o  F lu x  C a lc u la t io n
In order to study neutrino oscillations, the effects of oscillations on the 
neutrino flux incident on the SK detector must be evaluated. This incident 
flux can include electron type neutrinos, as well as non-electron type neutri­
nos (muon or tau  type). These non-electron neutrinos (called muon neutrinos 
here) need to be included in the analysis, as they can interact in the SK de­
tector by the neutral current interaction (see Section 5.1.1), and would be an 
additional source of scattered electrons. Sterile neutrinos are not considered 
here.
The incident neutrino fluxes are calculated in two regions of the parameter
space of Am2 and sin2 26. The first region considered is the the MSW region,
where MSW m atter oscillations are expected to be play an im portant role.
In the MSW region, the A m 2 param eter is considered in the range of values: 
log(Am2) =  —3.0 to — 8.0 (in 51 logarithmic bins)
The sin2 26 param eter is divided into 40 bins, depending on the value con­
sidered:
sin2 26 =  1.0 to 0.1 (in 10 linear bins)
log(sin2 26) =  —1.1 to —4.0 (in 30 logarithmic bins)
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The linear division of bins is chosen to provide more even coverage of the 
parameter space in the region near maximal mixing.
The second region, known as the just-so region, covers the region where 
the Earth-Sun separation and the neutrino oscillation lengths are nearly 
equal. In this region, the range of Am2 parameters considered includes: 
log (Am 2) =  —9.0 to — 11.0 (in 21 logarithmic bins)
and as vacuum oscillations are only im portant near maximal mixing, the 
sin2 29 param eter region considered is:
sin2 29 =  1.0 to 0.1 (in 10 linear bins)
The values of Am 2 and sin2 29 a t the center of each bin are used in the
calculation of the incident neutrino fluxes.
The incident neutrino fluxes are evaluated using the B P98 solar model
(as described in Section 1.1) as the solar neutrino production model. This
models assumes a spherically symmetric Sun, and provides the radial electron 
density distribution of the Sun, as shown in Figure 1.3, th a t are needed for 
the evaluation of MSW m atter oscillations. The solar model also provides the 
radial distributions of neutrino production points for each type of neutrino. 
These are used as the source locations in this calculation and are shown in 
Figure 1.4.
In order to evaluate the neutrino fluxes reaching the SK detector, the Sun 
is divided small zones based on the radius (dR ) and zenith angle (d9) of each 
zone. Each zone is treated as a point source of neutrinos, where the flux of 
neutrinos in a zone is based on the type of neutrinos produced a t th a t energy 
and the radial distributions of neutrino production points. This calculation
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Figure 8.7: An overview of the neutrino oscillation simulation. The Sun is 
divided into small zones in radius (dR ) and zenith angle (dd). Each zone 
is treated as a point source of electron neutrinos, and the path  to the SK 
detector is simulated through the Sun, and, if necessary, through the Earth. 
In this way, the fluxes of electron and muon neutrinos are evaluated at the 
SK detector.
considers all neutrinos with energies between 3.0 and 20.0 MeV (including 
8B and hep neutrinos) in 0.1 MeV energy bins. The flux of neutrinos from 
each zone in the Sun and in each energy bin is then propagated along the 
path  connecting the zone and the SK detector, as illustrated in Figure 8.7. 
Each energy bin is treated independently, as the effects of neutrino oscillation 
depend on the neutrino energy. All neutrinos produced in the Sun and input 
into the oscillation calculation begin as electron type neutrinos. The fluxes 
of neutrinos from all zones in the Sun are added together once they reach 
the SK detector.
The path from each small source bin in the Sun to the E arth  is eval­
uated, taking note of the density regions traversed while exiting the Sun.
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The propagation of the neutrino wavefunction is done by numerically solving 
Eqn 1.17 in a stepwise manner. The size of each step is varied, depend­
ing on the local density, and the value of the resonant density (N^.re.,, see 
Eqn. 1.21). When the local density is far from a resonance, the step s taken 
are large (~5% of a solar radius). As the location in the Sun begirLS to ap­
proach a resonance, the step sizes are reduced to just a small fractio n of the 
oscillation length (Lm, see Eqn. 1.23). Once through the resonance, ithe step 
sized is again increased until the surface of the Sun is reached. N eutrinos 
created on the far side of the Sun could traverse two resonance regions on 
the path to Sun’s surface.
Once the neutrinos have reached the Sun’s surface, the wavefanctions 
are then propagated through vacuum to the location of the Earth. As the 
position of the Earth changes depending on the time of year, the fu_ll range 
of the Earth-Sun separation is divided into 40 bins and the neutrino flux is 
calculated in each bin. This treatm ent ensures tha t any seasonal variation 
in the oscillated neutrino flux is preserved. In a similar manner, th e  zenith 
angle at which the solar neutrinos arrive at SK is also divided into 20 bins 
to preserve any day/night flux differences present in the oscillated fTux. For 
those SK zenith angle bins th a t have neutrino trajectories passing th rough  
the Earth (in the night flux bins), the wavefunction is propagated th rough  
the Earth in a similar manner as the Sun, properly treating any resonant 
density regions encountered. The electron density of the Earth is oibtained 
from Reference [46]. A single calculation of the trajectory through th e  Sun in 
each energy bin is used to fill all Earth-Sun separation and SK zenith  angle
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bins. Once at the SK detector, the flux of electron and muon neutrinos are 
evaluated from the wavefunction amplitudes. In this manner, a  “m ap” of 
electron and muon neutrino fluxes is generated covering each possible value 
of the Earth-Sun separation and SK zenith angle. This flux map is generated 
for every set of Am2 and sin2 2d considered.
The livetime exposure of each bin in the Earth-Sun separation and SK 
zenith angle map is determined from the known run conditions present in the 
final sample of solar neutrino candidates. This ensures tha t the oscillated 
neutrino and real data samples share the same livetime exposures. This 
livetime map is used with the neutrino flux map to weight the incident fluxes 
in each bin and obtain the to ta l number of each type of neutrino per cm2 
incident on the SK detector during the livetime period. These fluxes are 
next evaluated by MC simulation to obtain the flux and spectrum  of recoil 
electrons.
8 .3 .2  S im u la ted  D e te c to r  R esp o n se
The oscillated neutrino fluxes must be converted into rates and spec­
tra  of scattered electrons in order to be compared with the data  measured 
in the SK detector. Ideally this would be done by performing individual 
MC detector simulations for each point in the neutrino oscillation param eter 
space considered, but this would be too computationally difficult. Instead, 
this calculation is split into two parts, treating the generation and detector 
simulation of scattered electrons separately.
First, the oscillated flux and spectrum  of each type of neutrino is used to 
generate a sample of scattered electrons, following the procedure described
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in Section 5.1. Electron type neutrinos interact by the neutral and charge 
current interaction cross sections, while muon type neutrinos are limited 
to the neutral current only cross sections. The total flux and spectrum  of 
scattered electrons to be input into the detector simulation is obtained by 
summing these two pieces.
Second, the MC detector simulation of these scattered electrons is treated 
using a “fast” electron simulation instead of a full MC detector simulation. 
The “fast” simulation is prepared by generating ~ 4  million electrons covering 
the energy range of 3-20 MeV and performing a full MC detector simulation 
for each one. These electrons are given a random input energy in the se­
lected range, and a random position in the SK detector. This sample is 
reconstructed in the same manner as the full simulation of the BP98 flux 
described in Section 5.2. The events of this sample axe divided into 170 bins 
of 0.1 MeV width based on the input electron energy. For each input en­
ergy bin, the fraction of events th a t are successfully reconstructed inside the 
fiducial volume is determined, as well as the resulting reconstructed electron 
spectrum. In this manner, a conversion map from input electron energy to 
reconstructed energy is obtained. This “fast” simulation is then used to gen­
erate the reconstructed flux and spectrum  of recoil electrons by weighting 
these results based on the spectrum of the oscillated input scattered elec­
trons. In essence, this “fast” simulation uses a single set of MC simulation 
data  to simulate the flux and spectrum  of scattered electrons at each set of 
oscillation parameters.
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Figure 8.8: Comparison of the recoil electron spectrum from the full simula­
tion of the BP98 flux and the fast electron simulation of the BP98 flux with 
no oscillations. The fast electron simulation is used to evaluate the flux and 
spectrum of recoil electrons for the oscillation analysis.
A check of the results from this “fast” electron simulation is performed 
by inputing the unoscillated BP98 flux and spectrum of neutrinos and com­
paring the results to the full MC detector simulation described in Chapter 5. 
The agreement between the reconstructed recoil electron spectra shown in 
Figure 8.8 is quite good. The to tal measured flux obtained in both simula­
tions differ by less than 1%. Using this simulation technique, all oscillated 
neutrino fluxes are converted to reconstructed fluxes and spectra of recoil 
electrons. The flux variation between different SK zenith angle and seasonal 
subsets is also calculated.
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8 .3 .3  E x c lu d ed  R e g io n s
To test neutrino oscillation hypotheses, the predicted flux variations and 
spectral shape at each set of neutrino oscillation parameters is compared to 
the measured value using a x2 analysis. This %2 analysis compares the day 
and night oscillated recoil electron spectra to the measured results from real 
da ta  (shown in Figure 8.3) to rule out portions of the neutrino oscillation 
param eter space th a t are inconsistent with measured data. Seasonal varia­
tions are not included in this analysis as the current SK data sample lacks 
the statistical power needed for clear observations of predicted effects.
The x2 used has 34 dof and is defined by:
x  R y C [l  +  +  ( 7 .w  +
' ^ 2 ^  a2 , 2 . +
i = l  “ > ' a sy s .i
+Z2 + V 2 (8.5)
Event rates from da ta  for the day and night spectrum  bins 
Event rates from oscillated MC- for the day 
and night spectrum  bins
Free param eter to allow scaling of the modeled flux 
Statistical error of R f 0**1
Non-energy dependent systematic errors of each bin
^  . / \  scale
Energy dependent systematic error from the 
absolute energy scale 
r, - A ,
x2 = I
where:
j^Data _
r M C  _
a  =
=
("T i )  scale  —
a  scale  __
■
{.'Yi') s h a p e  ~
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A*hape =  Energy dependent systematic error from the 8B spectral shape 
£,77 =  Free parameters allowing effects of the energy dependent 
systematic errors to change 
k(i) =  Fraction of events in each energy bin from hep neutrinos 
/3 =  Free param eter to allow scaling of hep flux relative to 8B
The minimum x2 value at each set of oscillation param eters is obtained 
by allowing the values of a ,/? ,£ , and 77 to vary over the  following ranges:
a  : 0.0 -  3.0 
0  : 0 .0 -6 0 .0  
f  : - 3 .0 - + 3 .0  
77 • —3.0 — (-3.0
and taking the minimum %2 value found to represent th a t point. No variation 
of the e param eter (from the angular cut systematic error) is performed 
here as was done in Section 8.2.3. This is done to increase computational 
speed, but as these errors show little energy dependence (see Table 7.7), the 
difference is small. Instead, this error is added to the non-energy dependent 
portion of the systematic error.
The x 2 values obtained are first used to perform a hypothesis test to 
exclude portions of the Am2 and sin2 28 parameter space. Points with x 2 >  
56.06/34 dof are excluded at the 99% confidence level. Similarly, a x 2 >  
48.60/34 dof results in a 95% exclusion and a x2 >  44.90/34 dof results in a 
90% exclusion. The resulting 99%, 95% and 90% exclusion regions from this
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hypothesis test are shown in Figures 8.9 and 8.10 for the MSW region and 
the just-so region, respectively.
A second look at exclusion regions is made by considering the distance 
from the x 2 minimum. In this analysis, the globed x 2 minimum has a value 
of 39.41/34 dof. at a 24.1% confidence level. This minimum is located at a 
(A m 2, sin2 20) of (3.16 x 10_7,0.30). Exclusion regions are made based on 
the value of A x2 =  X2 — XminP]- Any point with A x2 >  9.21 is excluded 
at the 99% level. Similarly, a A x2 >  6.18 results in 95% exclusion. The 
resulting 99% and 95% exclusion regions based on the distance from the 
X2 minimum are shown in Figures 8.11 and 8.12 for the MSW and just-so 
regions, respectively. Both methods generate similar exclusion regions, with 
the distance from the minimum method providing slightly more exclusion.
There are two areas in the MSW region tha t are strongly excluded. The 
recoil electron spectra predicted for these regions show strong effects resulting 
from neutrino oscillations that are not seen in the measured data. The long, 
horizontal region near a Am2 of 10-4 is strongly excluded as the oscillation 
parameters in this region predict large suppression of higher energy neutri­
nos. This results in a more steeply falling recoil electron spectrum than is 
predicted in absence of oscillations. Points in the large oval-shaped excluded 
region centered near a Am2 of 10-6 and near maximal mixing are strongly 
excluded due to a lack of an observed day/night flux difference. Points in 
this region predict large amount of electron neutrino flux regeneration in 
the Earth, and consequently a distinct night-time recoil electron flux excess. 
The diagonal exclusion region connecting these two regions does show some
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Figure 8.9: 99%, 95%, and 90% excluded regions from a hypothesis test 
performed on a x 2 analysis of the measured day and night spectra in the 
MSW region.
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Figure 8.10: 99%, 95%, and 90% excluded regions from a hypothesis test 
performed on a x2 analysis of the measured day and night spectra in the 
just-so region.
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Figure 8.11: MSW 99% and 95% excluded regions based on the distance from 
the x 2 minimum. The x 2 minimum is shown in the figure. Also shown are 
the 99% and 95% allowed regions from an analysis of the measured fluxes in 
all experiments, as discussed in Section 1.3.2.3.
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Figure 8.12: Just-So 99% and 95% excluded regions based on the distance 
from the x 2 minimum. The y2 minimum is shown in Figure 8.11. Also shown 
are the 99% and 95% allowed regions from an analysis of the measured fluxes 
in all experiments, as discussed in Section 1.3.2.3.
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exclusion, but is more difficult to fully exclude. Points in this region pre­
dict a  preferential suppression of low energy neutrinos, resulting in a recoil 
electron spectrum  tha t is less steeply falling th a t expected. The exclusion is 
less pronounced in this region given the slight upward slope of the measured 
spectra (as seen in Figure 8.3), and the physics of recoil electron production. 
Higher energy neutrinos have a larger interaction cross section (as shown in 
Figure 5.1), and can produce low energy scattered electrons (see Figure 5.4), 
increasing the difficulty of observing a deficit of low energy neutrinos. On 
the other hand, when the high energy neutrinos are missing, a strong effect 
is seen in the recoil electron spectrum. If the measured spectral shape re­
mains unchanged with additional data, the smaller statistical errors of future 
measurements will be able to rule out this diagonal strip.
The exclusion regions found in the just-so region are generated by spec­
tral distortions arising from the energy dependence of the oscillation length 
(L0.,c,see Eqn 1.15). The rough appearance of these regions arises from this 
dependence, as a small change in the modeled A m 2 value will result in differ­
ent energy dependence for the incident neutrino flux. These excluded regions 
are also restricted to areas of maximal mixing in sin2 29.
Figures 8.11 and 8.12 also contain the 99% and 95% allowed regions based 
on the analysis of the measured flux from the Cl, Ga and water experiments, 
as presented in Section 1.3.2.3. In the MSW region, the excluded regions 
have reduced the size of the Large Mixing Angle (LMA) solution. A small 
amount of reduction is also seen at the edge of the Small Mixing Angle 
(SMA) solution, but both the LMA and SMA still contain regions th a t are
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not excluded by this measurement. In the Just-So region, the allowed regions 
from the measured fluxes are completely excluded by this analysis.
8.4 Su m m ary
The rate  and spectrum of recoil electrons resulting from neutrino-electron 
elastic scattering has been used to study the neutrinos produced in the nu­
clear fusion reactions that power the Sun. In the first 980.4 days of oper­
ation, the Super-Kamiokande detector has observed an electron scattering 
rate  above 5.5 MeV in electron energy of
15.56 ±  0.31(s£a£.) events/day/22.5 kton.
This represents a factor of 0.458 =b 0.009(s£a£.)lo;oo7(s2/s -) ° f  ^ e  rate ex_ 
pected from the BP98 solar model. The spectrum of these recoil electron 
events has also been measured and is presented as the ratio of the measured 
to the expected spectra in Figure 8.2. A x 2 analysis of this measured spec­
trum  does not show any indication of a distortion in shape arising from the 
effects of neutrino oscillations. Additionally, the measured scattering rate 
does not show any indication of day/night or seasonal variations, which, if 
found, would have been strong indications of neutrino oscillations. The re­
coil electron spectra measured during the day and night time periods are 
compared using a %2 analysis to the spectra predicted by neutrino oscilla­
tions to exclude portions of the neutrino oscillation param eter space th a t are 
inconsistent with these measured results, as shown in Figures 8.9 and 8.10.
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