ABSTRACT. A subdivision algorithm is presented and applied to solving commonly found chemical engineering problems described by nonlinear algebraic systems. For this purpose, a web-based library available in the literature was used as the main source to select a wide class of one-and multidimensional problems, comprising phase and chemical equilibrium, conversion in tubular and continuous stirred tank reactors, material and energy balances, etc. The problems are classified according to the literature as low, intermediate and of high degree of numerical difficulty based on specific characteristics, like discontinuities in the functions, multiple solutions with the occurrence of false and unfeasible roots, and the presence of null derivative values. It is shown that the algorithm is efficient and robust, even for multidimensional problems of high numerical difficulty, allowing to find simultaneously all the feasible roots of nonlinear algebraic systems, naturally excluding false and unfeasible solutions, with a relatively low CPU time. These features make the algorithm an interesting alternative to deal with chemical engineering problems in contrast to some methods currently in the literature.
Introduction Introduction Introduction Introduction
The development of efficient iterative methods and strategies for obtaining all solutions of complex problems in chemical engineering processes is of unquestionable relevance for both academia and industry circles. In particular, chemical engineers are often interested in solving systems of nonlinear algebraic equations with high-dimensional order, involving a variety of numerical difficulties existing in this wide and fascinating (chemical engineering) science field. Despite some significant advances reached in the last years, there are still many challenges to overcome, such as the development of robust and easy-implementation algorithms able to simultaneous find all solutions of nonlinear algebraic systems. These remarkable challenges in this area are still greater when transcendental terms are encountered in these equations (Gritton et al., 2001) . The complex nonlinear nature of several problems in chemical engineering is commonly Acta Sci. Technol. Maringá, v. 30, n. 1, p. 27-38, 2008 described by phenomenological or empirical models represented by nonlinear algebraic equations. Consequently, the development of methods for solving this kind of mathematical problem is fundamental towards running accessible chemical engineering processes, and also for the proposition and establishment of new technologies, mainly those referring to process simulation, analysis, synthesis and optimization (Gritton et al., 2001; Shacham et al., 2002) . According to the literature, methods for determining zeros of a single nonlinear equation f(x) = 0 or of a system of nonlinear equations F(x) = 0, can be classified into three classes: i) local methods. These methods have as main feature the need for an initial guess sufficiently close to the intended root, which is in fact its major limitation. The initial guess accuracy necessary for successful implementation of these methods varies with the function non-linearity degree (Shacham et al., 2002) . These methods nevertheless present the excellent property of quadratic convergence. To find all roots of nonlinear systems, several distinct initial guesses are generally required, and to each initial guess there is only one solution associated. The Newton (or Newton-Raphson) and quasi-Newton are the local methods most commonly employed (Press et al., 1992; Pernice and Walker, 1998; Kreyszig, 1999; Shacham et al., 2002) .
ii) global methods. These methods are characterized by offering assured convergence, independently of how close the initial guesses are to the roots. Besides, they can be adapted to search multiple roots or solutions from a unique initial guess (Shacham et al., 2002) . Within the class of global methods, one might call attention to the Homotopy Continuation Method (Davidenko, 1953; Keller, 1978; Wayburn and Seader, 1987; Kuno and Seader, 1988; Seider et al., 1991) and the Improved Memory Method (Shacham, 1989; 1990) . In brief, the Homotopy method is capable of finding the roots of a nonlinear equation, or of a system of nonlinear algebraic equations arising from combination of two functions: a function for which a zero is known or readily obtained, say G(x), and other functions whose zeros (roots) are sought (F(x)). The roots of the equation or system of equations are obtained by tracking a path from known solutions of a given simpler arbitrary equation (G(x) ) until finding the root of the F(x) equation. In this method, multiple solutions can be found (Wayburn and Seader, 1987; Kuno and Seader, 1988; Seider et al., 1991; Gritton, 2001) . The Improved Memory Method (IMM), presented by Shacham (Shacham, 1989; 1990 ) can be extremely efficient and robust, provided the user has a very good idea of the approximate value of the solution. Compared with the IMM, the Homotopy Continuation Method is computationally hard; nevertheless a seeking interval is not necessary.
iii) interval methods. These methods are able to locate all roots from specified variable intervals. However, their implementation is hard, needing specific operators for any arithmetic operations, which are known as interval operators (Kerfott and Novoa, 1990; Kerfott et al., 1994; Hua et al., 1996; 1998; Gang Xu, 2001) . Moreover, the analytic Jacobian must be known and implemented, which can be seen as an additional difficulty for its utilization, since not always are the equations differentiable or its derivation may be very onerous (Kolev, 1998) .
In a general sense, one can notice that the alternatives mentioned above present numerical limitations or implementation difficulties. These facts have prompted permanent investigations dedicated to the development of new robust algorithms, and the improvements of existing ones.
Recently, Smiley and Chun (2001) presented a subdivision algorithm that allows one to locate simultaneously all roots of systems of nonlinear algebraic equations, from a given interval for variables. This characteristic allows classifying it as a global method. Another significant characteristic of the proposed method is that only conventional arithmetic operations are needed, making its implementation and application effortless. According to these authors, some of main features of the algorithm are its simplicity, robustness and reliability.
One of the first algorithms presented in the literature that makes use of a schematic subdivision was the Weyl algorithm (Weyl, 1921) , which was applied to determine the zero of a single polynomial equation. The use of subdivision algorithms has been reported in other contexts, such as the generation of curves and surfaces in geometric design problems (Gregory, 1991) . According to Smiley and Chun (2001) , a subdivision algorithm was also used by Dellnitz and Hohmann (1997) to determine the attractor of a dynamic system. The reader may be interested in reading the report of Pan (1997), who presented a short history and recent advances on solving polynomial equations.
To our knowledge, application of subdivision algorithms in typical problems of chemical engineering has not been found in the specific technical literature. In this context, considering the potential of the method Acta Sci. Technol. Maringá, v. 30, n. 1, p. 27-38, 2008 and the need for reliable and robust mathematical tools to solve nonlinear problems, the aim of this work is to report the application of a subdivision algorithm to some commonly found chemical engineering problems, such as multiple steady state determination, reactor conversion and chemical and phase equilibrium calculations.
M M M Material and methods aterial and methods aterial and methods aterial and methods
In general, a subdivision algorithm consists in starting from given intervals for the system variables, to apply a subdivision procedure for these intervals, generating congruent subintervals, and follow an evaluation test to check the existence of solutions in these subintervals. If the subinterval succeeds in the test, it is retained and continues in the procedure; otherwise it is discarded. After a finite number of subdivisions, a conventional method of local convergence (e.g., Newton-Raphson) can be used to find the roots. This may be done using the midpoint of the final subintervals, kept as initial guess for the conventional method of local convergence. In this way, depending on the number of subdivisions applied, the solution (or solutions) is confined in the retained intervals, which generally provides assured and efficient convergence of the local method employed.
According to Smiley and Chun (2001) , the basic idea of the subdivision algorithm is: given an interval for each variable of the system ("rectangle")
, by successive subdivision in R; where d is the dimension of the problem and F(x) is the system of nonlinear algebraic equations.
In order to proceed with the subdivision of R, a partition sequence is necessary. A simple procedure to division of R to congruent sub-rectangles can be obtained by dividing R into two equal parts in each coordinate. Thus, for a rectangle set in d there will be 2 d new generated rectangles or sub-rectangles. One can then name R of "parent" rectangle and the congruent sub-rectangles (from the division of R) of "children" rectangles. Then, for each "i" subdivision, R ij children sub-rectangles are obtained, where "j" is the number of generated sub-rectangles. For each R ij obtained subrectangle, a test for verifying the existence of roots of the system is applied. If the R ij sub-rectangle passes the test, it is retained and will be a new parent rectangle, which will be in turn subjected to a new subdivision at i = i + 1.
A simple selection criterion for the subrectangles retaining can be the use of the minimum value of the Euclidean norm of F(x), ||F(x)||. For each value of i ≥ 1 one can define:
R ij is retained; otherwise it is discarded. However, the requirement of finding the global minimum of || F(x)|| for each tested rectangle may be unviable, mainly for multidimensional systems. Other selection criterion can then be defined as:
R ij is retained; otherwise it is discarded.
Here, ρ j is the half largest side of the rectangle "j", defined by , , 1,..,
and ||F(x ij )||. is the Euclidean norm of F(x) in the midpoint (x ij ) set in R ij rectangle. This selection criterion requires the knowledge of L, the Lipschitz's constant, which is defined for each tested problem.
A third selection criterion can be thought as:
R ij is retained; otherwise it is discarded. In this equation,
where y is a vector of random points in R ij , and a k and b k are, respectively, the lower and upper bounds of the R ij rectangle in the "k" dimension (or coordinate). According to Smiley and Chun (2001) the selection criterion of Equation (3) was the one that presented the best results concerning the acceleration of the rectangles exclusion process. For this reason, this was the selection criterion adopted throughout this work.
For obtaining the coordinates of each "child" rectangle, the following scheme (or formulation) is proposed in this work:
and,
where α m,d is a matrix of 0 (zero) and 1 (one) elements Acta Sci. Technol. Maringá, v. 30, n. 1, p. 27-38, 2008 combined in such way that, at each "m" iteration, "children" rectangles coordinates are obtained by Equation (5); A k and B k are, respectively, the lower and upper bounds of the considered "parent" rectangles for each "k" variable; v k is the midpoint coordinate of the "parent" rectangle for "k" variable, a k and b k are the lower and upper coordinates for the new "child" rectangle in "k" variable. Furthermore, the utilization of an appropriate coverage strategy can be significant for accelerating the rectangles' exclusion, mainly for complex problems. The coverage can be made after a finite number of subdivisions; the retained rectangles are revaluated and those not presenting common coordinates are defined as new rectangles.
In the present work, only rectangles with one adjacent side, e.g., rectangles that have the same coordinates, in at least one dimension, are used to define a new rectangle. After the coverage, the new rectangles are tested employing the selection criterion. In Figure 1 , the coverage strategy is illustrated. Figure 1 In the present work, a computational code of the subdivision algorithm, with the denomination of SubDivNL, was implemented in Fortran 90 language. The basic version of this code is described in the algorithm presented in below. In this algorithm, iRan is the sample number for each R ij rectangle, iMax is the maximum number of subdivisions, iCov is the maximum number of coverage and M is the number of retained rectangles for each subdivision "i".
1. Apply Eqs. (5) and (6) In order to illustrate the robustness and reliability of the proposed algorithm in finding all real solutions (roots) of nonlinear algebraic equations, some case studies are presented. Initially, with the aim to illustrate the procedure, a generic problem is considered. Afterwards, authentic, chemical engineering problems are investigated.
Results

Results Results
Results and discussion and discussion and discussion and discussion
For the solution of the following illustrative problem and also for the subsequent applications, a Personal Computer was used, with a Pentium IV processor, 2.66 GHz and 512 MB of RAM memory. For all of the considered problems, the midpoint of each selected final rectangle was used as the initial guess for Newton's method (subroutine mnewt presented by Press et al., 1992) . Besides, it may be important to emphasize that throughout this work, the adopted criterion for coverage was to add rectangles with adjacent sides to form a new rectangle. Also, a scheme for variable sampling as a function of the number of subdivisions (i) is proposed in the case of high (greater than two) dimensional problems, resulting in significant reduction in CPU time.
Illustrative problem Illustrative problem Illustrative problem Illustrative problem
Let us consider the following system of nonlinear algebraic equations (two-dimensional problem): 
Acta Sci. Technol. Maringá, v. 30, n. 1, p. 27-38, 2008 In order to locate the roots of this problem, the following intervals for the variables w 1 [-10.0, 10.0] and variable w 2 [1.0, 20.0] were taken. The maximum number of subdivisions was iMax = 5, and the coverage number iCov = 2.
From the retained rectangles after i = 5 for iCov = 2, and using the midpoint in each final rectangle as the initial guess, Newton's method was then employed to find the roots of the problem. The distinct solutions found (roots), with four decimals of significance are presented in Table 1 along with the roots obtained with the application of software Maple 9.5 (Waterloo Inc. ® ). Notice that, for the latter case different and multiple initial guesses were needed to find the solutions of the problem. From these results one can see that the subdivision algorithm was efficient in finding simultaneously all the roots (solutions) for the problem considered. This is an important characteristic of the method, an advantage relatively to local convergence methods. The CPU processing time for solving the illustrative problem with the present algorithm using the PC configuration described before was only 0.10 s.
Application to chemical engineering problems Application to chemical engineering problems Application to chemical engineering problems Application to chemical engineering problems Shacham et al. (2002) has presented a pool of systems of nonlinear algebraic equations, typical problems of chemical engineering science, with distinct degree of difficulty, from one to multidimensional systems, which are quite useful to test algorithm performance and numerical methods intended to solve nonlinear algebraic equations. In this work, the mentioned web-based library was used as a reference to compare the results from the application of the subdivision algorithm SubDivNL. Details about the problems considered in this work can be found in the original reference (Shacham et al., 2002) . In the present work, the variables units and constants, as well as the whole nomenclature for each problem were kept and used as presented in the original reference.
In this section, some one-dimensional problems are solved. A brief description of each one, as well as the parameters employed in the algorithm SubDivNL are presented. The results found for the one-dimensional problems obtained from this work are shown in Table 2 , along with a comparison with literature. This table presents the roots found by the SubDivNL algorithm and the roots values and intervals used in the literature. The P1 problem deals with the pressure drop in a converging-diverging nozzle. The model for this problem comprises an implicit equation in pressure (P). According to Shacham et al. (2002) , this problem presents a low degree of difficulty and a discontinuity for negative values of P, resulting in a constraint to this variable (P ≥ 0). Another feature of this function is the existence of a stationary (maximum) point, i.e., null derivative, hindering the convergence of any method that uses derivative values. The following values were used for the SubDivNL algorithm: the interval of the unknown variable (P) was [0.0, 100.0], the subdivision number i = 14, and the coverage was set equal to zero (iCov = 0). The subdivision algorithm found the two roots for this problem with a CPU time of 0.05 s. The function is undefined for X = 0.26667, which makes difficult the convergence of methods based on derivative values. Again, as it can be verified in Table 2 , this kind of behavior did not obstruct the subdivision algorithm to find all the roots with a low CPU time, equal to 0.05 s. Acta Sci. Technol. Maringá, v. 30, n. 1, p. 27-38, 2008 P3 Problem: equilibrium conversion in a tubular reactor P3 Problem: equilibrium conversion in a tubular reactor P3 Problem: equilibrium conversion in a tubular reactor P3 Problem: equilibrium conversion in a tubular reactor
This problem consists in the conversion evaluation in a tubular reactor. The interval used for the conversion (X), which is the independent variable, was [0.5, 1.5], together with i = 10 and iCov = 3. The required CPU time for solving the problem was 0.36 s. It may be pertinent to mention that, for this problem, the function values are very low (in the order of 10 -8 ) in the investigated interval, and there is a discontinuity point close to the root, making its determination difficult. Nevertheless, the SubDivNL algorithm did not encounter severe difficulties in solving this problem and found its two roots simultaneously, in spite of being classified with high level of numerical difficulty by the literature (Shacham et al., 2002) . This fact may have been the cause of the increase in the computational time in relation to the problems presented previously.
For all one-dimensional problems considered in this section, the SubDivNL algorithm showed to be efficient in determining all the roots with low CPU time, independent on the difficulty degree.
Two
Two Two Two----dimensional problems dimensional problems dimensional problems dimensional problems Table 3 presents the results obtained in solving three investigated two-dimensional problems. Similarly to Table 2 , results from the literature (Shacham et al., 2002) and those obtained with the application of the SubDivNL algorithm are compared. It can be observed from this table that literature points out the use of different initial guesses to find the roots. The P4 problem is composed by two implicit equations in X 1 and X 2 , the conversions of components 1 and 2, respectively. In the determination of the roots with the SubDivNL algorithm, 6 subdivisions were used (i = 6) and just one coverage (iCov = 1). For the purpose of illustration, we first assumed for the SubDivNL the interval for both variables as [-4.0, 4.0] . The SubDivNL algorithm found the two roots starting from this interval, with a low CPU time, equal to 0.21 s. Conversely, for the results obtained by the literature, several initial estimates were necessary for the determination of these two roots. According to Shacham et al. (2002) , this problem can be classified as of intermediate level. Note that the first and second initial guesses converge to the first root, and the third and fourth guesses converge to the second root. P5 Problem: steady state material and energy balances on P5 Problem: steady state material and energy balances on P5 Problem: steady state material and energy balances on P5 Problem: steady state material and energy balances on a reactor a reactor a reactor a reactor
The equations of the P5 problem refer to the material and energy balances in a reactor in steady state, resulting in two nonlinear equations in the variables conversion (X) and temperature (T). For this problem, only one root was found by the SubDivNL algorithm, as can be verified in Table 3 . The subdivision algorithm used the seek intervals of [0.0, 1.0], [100.0, 800.0], with no coverage (iCov = 0) and ten subdivisions (i = 10). The CPU time for the solution of this problem with the SubDivNL algorithm was 0.40 s, which is low, mainly considering the numerical difficulty for convergence of the local method to the root.
The cited literature classifies this problem as of high numerical difficulty level and the authors use four initial guesses for the determination of the root. In addition, these authors report that, due to the occurrence of singular points, most of the numerical methods available in the literature do not converge starting from the second and third initial guesses. Table 3 that, the convergence from the fourth guess leads to an unfeasible solution, not found by the SubDivNL algorithm, since that value is out of the interval used. This example calls attention to an important characteristic of the SubDivNL algorithm, i.e., the method prevents convergence for solutions that are out of the specified interval, which means to respect the restrictions for the variables involved.
P7 Problem: van Laar equation coefficients from P7 Problem: van Laar equation coefficients from P7 Problem: van Laar equation coefficients from P7 Problem: van Laar equation coefficients from azeotropic data (ethanol + n azeotropic data (ethanol + n azeotropic data (ethanol + n azeotropic data (ethanol + n----heptane system) heptane system) heptane system) heptane system) Problem P7 refers to the calculation of the coefficients of van Laar's equation, parameters A and B, from an experimental azeotropic point for the system ethanol + n-heptane. The parameters used in the SubDivNL algorithm were in the interval of [0.0, 2.0] for both variables, number of subdivisions i = 6 and number of coverage iCov = 1. With this specification, the algorithm found only one root, with a CPU time of 0.2 s.
According to the literature, this problem can be classified as of high degree of numerical difficulty, as it presents a discontinuity, the system of equations is not defined at A=0 and B=0, and the solution is restricted to A, B > 0. For this case, the literature points out the determination of two roots, the first one obtained from three different initial guesses giving the same root found by the SubDivNL algorithm (see Table 3 ). The other root reported in the literature, not found by the SubDivNL algorithm, is a false solution because it does not obey the restriction of the variables. This problem illustrates again the significant feature of the SubDivNL algorithm in keeping the solutions inside (restricted to) the specified interval.
For the two-dimensional problems presented, the SubDivNL algorithm was able to find simultaneously all the roots, from only one seek interval, without presenting convergence problems. This means that common difficulties arising from the application of conventional algorithms reported in the literature, such as the need for using several initial guesses to find different roots and convergence problems, are easily overcome by the SubDivNL algorithm. Moreover, the algorithm did not allow the convergence to unfeasible and false solutions. This is a relevant feature of the SubDivNL algorithm, particularly to chemical engineering applications, where often not all the roots of nonlinear algebraic systems are true solutions of the engineering problem.
P8 Problem: phase stability test applied to binary liquid P8 Problem: phase stability test applied to binary liquid P8 Problem: phase stability test applied to binary liquid P8 Problem: phase stability test applied to binary liquid----liquid equilibrium liquid equilibrium liquid equilibrium liquid equilibrium Liquid-liquid equilibrium calculations can be considered a class of problems of high degree of numerical difficulty because multiple solutions (roots) can be generally found (Baker et al., 1982; Corazza et al., 2004; Rangaiah, 2001; Gecegormez and Demirel, 2005) .
For the stability test, we have employed the criterion of the Gibbs surface tangent plane distance function (TDP):
where, γ k and * k γ are the activity coefficients of component "k" for new tried and tested phase, respectively, y k and z k are the compositions of new (tried) and tested phase, respectively, and nc stands for number of components. As the solutions for Equation (8) are stationary points, the system can be solved by differentiating with respect to y k to obtain the following system of non-linear algebraic equations:
In order to test the subdivision algorithm for liquid-liquid phase stability analysis, the binary system water(1)+butanenitrile(2) was selected from the literature (Gecegormez and Demirel, 2005) , and the NRTL model was used to describe the real liquid solution. The system was chosen due to its non easy numerical solution. The parameters of the NRTL model were taken from (Letcher and Naicker, 2001) . The SubDivNL algorithm was employed using the interval of [0.0, 1.0], for composition of tested liquid phases (y), with six subdivisions (i = 6), and no coverage (iCov = 0). Table 4 presents the stability test calculations at some distinct global compositions specified, where one can see that the same solutions (roots) were found by the SubDivNL algorithm compared to the interval analysis method, but with a notably faster CPU (Computer Process Unit) time.
Acta Sci. Technol. Maringá, v. 30, n. 1, p. 27-38, 2008 Three Three Three Three----dimensional problems dimensional problems dimensional problems dimensional problems Table 5 presents the results obtained with SubDivNL algorithm and those available in the literature (Shacham et al., 2002) for the threedimensional problems considered here. As one could expect, solution of these problems with the SubDivNL algorithm required longer CPU time compared to two-dimensional examples, due probably to the greater dimension of the problems and the consequent greater coverage number adopted to root seeking. respectively. In addition, six subdivisions (i = 6) and no coverage (iCov = 0) were adopted. The algorithm spent 3.09 s for the determination of the five roots, a more CPU time-consuming compared to previous problems. This is a consequence of the larger dimension of this problem, and also due to the greater number of rectangles retained during the execution of SubDivNL algorithm required to assure simultaneous determination of the five roots.
The CPU time can increase rapidly with the increase of dimension of the problem as well as with the number of roots. Nevertheless, as mentioned by Smiley and Chun (2001) , for small rectangles (after some exclusion) a greater number of sampling can be avoided. Then, in this work, we propose the scheme shown in Figure 2 to sample the random number in each children rectangle. Acta Sci. Technol. Maringá, v. 30, n. 1, p. 27-38, 2008 After this modification (variable sampling as a function of subdivision level i), the CPU time required in Problem P9 was decreased to 1.98 s. Thus, the variable sampling as proposed in Figure  2 can help reducing significantly the computational time for more complex problems (higher dimensional problems and greater number of roots). The roots found by the literature and by the SubDivNL algorithm are shown in Table 5 , where one should noted that for determining all the roots it was necessary to run the algorithm five times arriving from distinct initial guess, while the SubDivNL algorithm found all the roots from only one interval and just one execution. Table 5 The formulation of phase stability test for a ternary liquid-liquid system is the same presented previously. In order to test the subdivision algorithm, the ternary system water(1)+critic acid(2)+butan-2-ol(3) was chosen (Letcher and Naicker, 2001; Gecegormez and Demirel, 2005) , with the NRTL parameters taken from Litomen et al. (2001) .
The SubDivNL algorithm was employed using the interval of [0.0, 1.0], for composition of tested liquid phases (y), with six subdivisions (i = 6), and no coverage (iCov = 0). From Table 6 , some stability test calculations, at distinct global compositions specified are presented.
From the results shown in Table 6 , it can be verified that the subdivision algorithm can be used to perform liquid-liquid stability test calculations, and it arises as an interesting alternative for phase equilibrium calculations.
In general, one can see that the present algorithm was able to find all the multiple solutions for the tested three-dimensional problems without the need for specifying initial guesses. In contrast to the results available in the literature, unfeasible and false solutions were avoided when the SubDivNL was employed. Moreover, the SubDivNL algorithm was capable of finding all of the feasible solutions with only one execution, whereas the methods available in the literature require in most cases several initial guesses and executions for the determination of all roots.
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Four
Four Four Four----dimensional problem dimensional problem dimensional problem dimensional problem A four dimensional problem was solved by SubDivNL algorithm. These results obtained here and those from the literature are presented in Table 7 . , and C (C C ), and reactor temperature (T), respectively. The parameters adopted for the SubDivNL algorithm were two coverage (iCov = 2) and three subdivisions (i = 3). The SubDivNL algorithm found five solutions from the intervals defined, spending 13.47s for the determination of all roots. This is a relative difficult problem for obtaining the roots due to the presence of multiplicity. The literature also reports five solutions for this problem, but requesting five different initial guesses to accomplish it.
Conclusion
Conclusion Conclusion Conclusion
From the results obtained in this work, one can see that the subdivision algorithm, as it was implemented, showed to be robust and efficient in the resolution of typical problems of chemical engineering described by nonlinear algebraic systems. In the investigated problems, all feasible solutions could be found since false or unfeasible solutions were naturally excluded through the specification of the variables intervals. Another important characteristic of the algorithm is that it seems to be capable of finding all of the solutions for problems that present strong discontinuities, singular points and regions where the functions of the system are undefined. The SubDivNL algorithm presents characteristics that allow it to be classified as a global method, since in all problems of this study it did not present any convergence problems. It may be convenient to emphasize its easy implementation, without the necessity of specific operators.
Additionally, the subdivision algorithm presented an excellent performance with regard to CPU time for multidimensional problems. The CPU time was observed to increase with increasing dimension of Acta Sci. Technol. Maringá, v. 30, n. 1, p. 27-38, 2008 the problem, number of subdivisions and coverage. The employed criterion of exclusion of subrectangles showed to be efficient and viable in the resolution of such problems. Investigation on how the CPU time is affected by the criterion of rectangles exclusion is not within the scope of this work and is underway within our working group.
Considering that the present tool may be of interest to researchers and to those committed to chemical engineering education, a basic version of the SubDivNL algorithm can be freely obtained upon contacting the authors.
