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Let 1 - p - N. If the right-hand side of a quasilinear p-Laplace elliptic equation
Ž X .has singularity of order g g p, 1 q Nrp at a point x g V, then each supersolu-0
tion which is essentially bounded from below on a neighborhood of x , has0
g y psingularity of order at x . Moreover, we obtain an explicit and sharp lower0p y 1
bound of the supersolution in the neighborhood of x . Q 2000 Academic Press0
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1. INTRODUCTION
In this paper, we consider the quasilinear elliptic problem
yD u s F x in DX V ,Ž . Ž .p
1Ž .
1, pu g W V ,Ž .l oc
N Ž < < py2 .where V is an open subset in R , 1 - p - N, and D u s div =u =u .p
Ž .Note that Eq. 1 is a distribution equation without any boundary condi-
1 Ž .tions. We assume that F g L V . We are interested in finding sufficientl oc
Ž .conditions on the right-hand side F x such that a supersolution u of Eq.
Ž .1 has singularity at a given point x g V.0
Here we introduce the notion of singularity in the following way.
Assume that u: V “ R is a measurable function. Let us define oscillation
Ž .of u in the ball B x byr 0
osc u s ess sup u y ess inf u.
Ž . Ž .B x B xŽ .r 0 r 0B xr 0
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We say that x g V is a singular point of u if osc u s ‘, where0 x 0
oscillation in the point x is defined by0
osc u s lim osc u. 2Ž .
x r“0 Ž .B x0 r 0
Ž .Furthermore, we say that u has a singularity of order at least d ) 0 at
Ž .the point x if there exists r ) 0 and C ) 0 such that for a.e. x g B x ,0 r 0
C
u x G .Ž . d< <x y x0
w xIn Korkut et al. 3 , we proved a result about generating singularities of
solutions at the given point x g V in the setting of distribution equations0
involving very general elliptic problems of the Leray]Lions type, see
Corollary 15 there. Here we cite a special case of this result in the context
Ž .of p-Laplacians, i.e., for Eq. 1 .
Ž w x w x.THEOREM 1 generating singularities of solutions, see 2 or 3 . Let
1 Ž . Ž .1 - p - N and assume that F g L V and F x has a singularity of orderl oc
Ž .g at x g V with g g p, N , that is, there exists a constant C ) 0 such that0
Ž . < <gF x G Cr x y x for a.e. x in a neighborhood of x . Then any supersolu-0 0
Ž .tion u of Eq. 1 which is essentially bounded from below on a neighborhood
of x , is singular at x .0 0
Remark 1. Note that the condition g - N is in fact necessary in the
Ž . Ž .above theorem, since F x has singularity of order g at x and F x is0
integrable in a neighborhood of x .0
In proving Theorem 1, we exploited a new type of a priori estimates
involving oscillation of solutions. Precisely, we state the following.
Ž w x w x.THEOREM 2 oscillation estimate, see 2 or 3 . Assume that p ) 1,
Ž . Ž .F x is locally integrable on V, and r ) 0, x g V are such that B x : V0 2 r 0
Ž . Ž .and F x G 0 a.e. on B x . Then for any supersolution u of distribution2 r 0
Ž . Ž .equation 1 which is essentially bounded from below on B x , we ha¤e the2 r 0
following estimate:
r p
X
Xp y1osc u G ess inf F x . 3X Ž . Ž .X p y1p NŽ . Ž .B x xgB xp 2 y 12 r 0 r 0Ž .
X pHere p s is the conjugate exponent of p. Using this a priorip y 1
w xestimate, we can easily prove Theorem 1; see 3 for details. Unfortunately,
Ž .still under conditions of Theorem 1, our oscillation estimate 3 does not
provide any information about the order of singularity of u at the point x .0
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2. MAIN RESULT
w xIn 3 , we raised the problem of determining the order of singularity of
Ž .supersolution u of Eq. 1 at the point x g V, under the assumption that0
Ž . Ž .p - N and that F x has singularity of order g g p, N at x . We shall0
Ž . w xsolve positively our conjecture stated in Remark 2 b in 3 that this order
is equal to
g y p
.
p y 1
The following result represents a refinement of Theorem 1. Moreover, it is
optimal in the sense that the lower bound that we obtain for weak
Ž . Ž .supersolutions of Eq. 1 is sharp; see Eq. 6 . We assume without loss of
generality that V contains the origin, so that we can take x s 0.0
THEOREM 3. Assume that 1 - p - N, let V be an open subset of RN,
0 g V, and let m g R be such that
N
y1 y - m F yp. 4Ž .Xp
1 Ž . Ž . < <Assume that F g L V and F x has singularity of order m at x s 0,l oc 0
< < mF x G C ? x , ; x g B , 5Ž . Ž .
where C ) 0 is a constant, and B is a ball in V centered at the origin.
1, pŽ . Ž .Let u g W V be a supersolution of Eq. 1 such that u G 0 on › B.l oc
Then for a.e. x g B, we ha¤e
pXrp X Žmq1. pXymŽmq1. p ym¡ < <C R y x
,Xž /m q N m q 1 p y mŽ .
Xfor m g y1 y Nrp , yp ,Ž .~u x G 6Ž . Ž .Xp rpC R
log ,ž / < <N y p x¢ for m s yp.
< <m y pIn particular, u has singularity of order in x s 0. The lower bound in0p y 1
Ž .Eq. 6 is sharp.
Ž . XRemark 2. Note that m q 1 p y m - 0. The function defined by the
Ž .right-hand side of Eq. 6 , case p - ym, is obtained as a formal positive
< < mradial solution of yD ¤ s C ? x with zero boundary data, i.e., as ap
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solution of
Xpy2X XNy1 Ny1 my 1rr r ¤ r ¤ r s Cr , r g 0, R ,Ž . Ž . Ž .Ž .
7Ž .½ ¤ 0 ) 0, ¤ R s 0,Ž . Ž .
< < Ž . Ž . < <where r s x . Here we identify ¤ x with ¤ r , r s x . Also note that the
Ž .function defined by the right-hand side of Eq. 6 , case m s yp, is
obtained by the limiting process as m “ yp from the one corresponding
to m - yp, using L’Hopital’s rule. We shall need the following auxiliary
result.
LEMMA 1. Assume that 1 - p - ‘, N G 2, y1 y NrpX - m F yp.
Ž .Let the function ¤ : B “ R be defined by the right-hand side of Eq. 6 . Then
1, pŽ .¤ g W B and ¤ is a distribution solution of0
< < m XyD ¤ s C ? x in D V . 8Ž . Ž .p
Ž . Ž X .Proof. i Assume that m g y1 y Nrp , yp . Let us show that the
pointwise derivative › ¤r› x of ¤ is also the weak derivative. First, it isi
Ž . Xeasy to see that ¤ is integrable on B. Denoting a s m q 1 p y m and
taking c ) 0 as a generic constant, we have
R a a Ny1¤ x dx s c R y r r drŽ . Ž .H H
B 0
R XŽmq1. p ymqNy1F c q c r dr - ‘, 9Ž .H
0
where we have used that m ) y1 y NrpX. We can write
›w ›w
¤ dx s lim ¤ dx ,H H
› x › x«“0B Vi i«
‘Ž .where w g C V . Using Green’s formula, we have that0
›w › ¤
¤ ? dx s y ? w dx q ¤wn dS,H H H i› x › xV V Si i« « «
< <where n is the outward unit normal vector at x, x s « , with respect to
Ž .domain V s B_ B 0 , and S is the inner bounding sphere of V with« « « «
radius « . The last integral tends to zero as « “ 0 since it can be
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dominated by
< a a < < < a a Ny1R y « ? max w dS F c R q « «Ž .H
S«
F c ? Ra« Ny1 q c ? « aqNy1 “ 0
Ž . Xas « “ 0. Namely, we have that a s m q 1 p y m ) yN y m ) yN
q p ) yN q 1. From this we can easily see that
›w › ¤
¤ ? s y ? w dx ,H H
› x › xB Bi i
‘Ž .for all w g C V , and each i s 1, . . . , n, i.e., the pointwise derivative of ¤0
is also the weak derivative of ¤ .
Ž . ‘ii Let us prove that ¤ is also a weak solution. Since ¤ is of class C
Ž .on V , we have that it satisfies Eq. 8 pointwise on V . This together with« «
Green’s formula yields
< < mg x w dx s y D ¤ w dx˜ H H0 p
V V« «
N › ¤py2 py2< < < <s =¤ =¤ ? =w dx y =¤ wn dS.ÝH H i› xV S i« « ks1
To show that the last integral tends to zero, note that y1 y NrpX ) yN,
and hence m ) yN. We use the fact that
XX Žmq1.Ž p r p.¤ « s c ? «Ž .
Ž x Ž . Ž . < <for all « g 0, R , where we identify ¤ x with ¤ r , r s x . Therefore, the
last integral does not exceed
py1py1 X Ny1 mqN< <c =¤ dS F c ¤ « ? « s c ? « “ 0 as « “ 0. 10Ž . Ž .H
S«
Passing to the limit in the above integral equality, we obtain that yD ¤ sp
< < mg x in the weak sense.0˜
1, pŽ .It remains to check that ¤ g W B , that is,0
R Xp Žmq1. p qNy1< <=¤ dx F C r dr - ‘.H H
B 0
Ž . X XThis is equivalent to m q 1 p q N ) 0, i.e., to m ) y1 y Nrp .
The case m s yp can be treated in the analogous way.
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w xWe shall also need the following comparison result due to Tolksdorf 5 .
1, pŽ . NRecall that for u, ¤ g W V , where V is a domain in R , we say that
Ž .y 1, pŽ .u G ¤ on › V, the boundary V, if ¤ y u g W V .0
Ž w x. NLEMMA 2 Tolksdorf 5 . Let V be a bounded domain in R , and let f :
› f Ž .V = R “ R be a Caratheodory function such that x, u exists and is´ › u
1, pŽ .nonnegati¤e for each u, a.e. in V. If u, ¤ g W V satisfy
yD u q f x , u G yD ¤ q f x , ¤ in V ,Ž . Ž .p p
u G ¤ on › V ,
then
u G ¤ a.e. on V .
Proof of Theorem 3. Let ¤ be the function defined by the right-hand
Ž . 1, pŽ .side of Eq. 6 . By Lemma 1, we have ¤ g W B , and also0
< < myD u G F x G C ? x s yD ¤ in B ,Ž .p p
u G ¤ s 0 on › B.
Using Lemma 2, we obtain u G ¤ a.e. on B, and the claim is proved.
Ž .Lemma 1 also shows that estimate 6 is sharp.
Using the same method of proof, it is easy to obtain a partial generaliza-
Ž .tion of the above theorem to the case when the right-hand side of Eq. 1
is contained between two explicit functions having singularity at 0:
< < m < < nC x F F x F C x , for a.e. x g B 0 . 11Ž . Ž . Ž .1 2 R
Ž .THEOREM 4. Let 1 - p - N, 0 g V, and let condition 11 be satisfied
1, pŽ . Ž .with C , C ) 0. Assume that u g W V is a solution of Eq. 1 which is1 2 l oc
Ž .bounded on the boundary of B 0 , i.e., there exist a, b g R, a - b, such thatR
a F u x F b on › B 0 . 12Ž . Ž . Ž .R
Ž X xIf m, n g y1 y Nrp , yp , n F m, then for a.e. x g B, we ha¤e
˜ ˜f x q a F u x F f x q b , 13Ž . Ž . Ž . Ž .m n
˜ Ž . Ž .where f x is the function defined by the right-hand side of Eq. 6 , andm
Ž .analogously for f x . This estimate is sharp.n
Ž .The problem of obtaining a priori estimates analogous to Eq. 3 and
generating singularities of weak solutions in the case of nondiagonal
w xquasilinear elliptic systems is studied in 6 . Theorem 3 can be applied to
w xgenerate singularities of solutions of polyharmonic equations; see 7 .
DARKO ZUBRINICˇ ´16
ACKNOWLEDGMENT
I am indebted to Dr. Mervan Pasic for stimulating discussions, and to an anonymousˇ´
referee for his kind help.
REFERENCES
1. D. Gilbarg and N. S. Trudinger, ‘‘Elliptic Partial Differential Equations of Second Order,’’
Springer-Verlag, Berlin, 1983.
ˇ2. L. Korkut, M. Pasic, and D. Zubrinic, Control of essential infimum and supremum ofˇ´ ´
Ž .solutions of quasilinear elliptic equations, C. R. Acad. Sci. Paris 329 1999 , 269]274.
ˇ3. L. Korkut, M. Pasic, and D. Zubrinic, Some qualitative properties of solutions of quasilin-ˇ´ ´
ear elliptic equations and applications, J. Differential Equations, to appear.
ˇ4. D. Mitrovic and D. Zubrinic, ‘‘Fundamentals of Applied Functional Analysis,’’ Pitman´ ´
Monographs and Surveys in Pure and Applied Mathematics, No. 91, Addison-Wesley-
Longman, Reading, MA, 1998.
5. P. Tolksdorf, On the Dirichlet problem for quasilinear equations in domains with conical
Ž .boundary points, Comm. Partial Differential Equations 8 1983 , 773]817.
ˇ6. D. Zubrinic, Some qualitative properties of solutions of quasilinear elliptic systems,´
unpublished.
ˇ7. D. Zubrinic, Positive solutions of polyharmonic equations with strong dependence on the´
gradient, in preparation.
