Abstract-In this paper we present a novel approach for the modeling of multivariable time series. The model class consists of linear systems, i.e., the solution sets of linear difference equations. Restricting the model order, the aim is to determine a model with minimal la -distance from the observed time series. Necessary conditions for optimality are described in terms of state-space representations. These conditions motivate a relatively simple iterative algorithm for the nonlinear problem of identifying optimal models. Attractive aspects of the proposed method are that the model error is measured globally, it can be applied for multiinput, multi-output systems, and no prior distinction between inputs and outputs is required. We give an illustration by means of some numerical simulations.
w=w+271
(1) where w represents a regular part and 271 the corresponding deviation. The aim is to keep the approximation error as small as possible, under the condition that the approximating time series w is sufficiently regular. To make this more explicit we next describe our notions of regularity and model error.
A time series is called regular if it satisfies linear, timeinvariant difference equations of finite lag. Let q denote the number of system variables, p the number of independent equations, and n the total lag, i.e., the sum of the lags of the individual equations. Time series are more regular when m: = q -p and n are smaller, i.e., the more equations they satisfy and the smaller the number of initial conditions. This can also be formulated as follows. Define the complexity of a linear, time-invariant, finite dimensional system by the pair (m, n), where m is the number of system inputs and n the (minimal) number of state variables. A system is called less complex if it has fewer inputs, i.e., unexplained variables, and if it has less states, i.e., initial degrees of freedom. Then a time series is more regular if it can be generated by a less complex system.
The model error is evaluated as follows. For expository reasons we restrict ourselves in this paper to time series which are specified over the infinite time axis Z and which are square summable, i.e., we assume that w E 1;. The main results in this paper can be extended for modeling time series observed over a finite time interval, but we will not treat this issue here to simplify the presentation. The error in approximating an observed time series w by a regular part 6 is measured by the 12-norm of the deviation 271 = w -2il, denoted by In our approach we will assume that the required regularity of the approximating time series & has been specified a priori. Stated otherwise, we impose an upper bound on the complexity of the system that can generate the approximation. We denote by Bq*m,n the set of all time series that can be generated by systems with m inputs, q -m outputs, and n states, i.e., all time series that satisfy q -m independent linear, time-invariant difference equations with total lag n. Under this restriction we wish to minimize the approximation error as defined above, i.e.,
1127111: = {E,"=-, G(t)%(t)}l? min{llw -6 1 1 ; w E BQ7m,n}.
0018-9286/95$04.00 0 1995 IEEE Solving this problem for different values of (m, n) gives an impression of the involved trade-off between the required regularity and the resulting approximation error. The search for an acceptable model complexity is facilitated by the fact that the error decreases for increasing (m, n), as Bqimltnl c BQ>mz9nz if m l 5 m2 and n1 5 n2. Note that this criterion allows for deviations in all the system variables and that the error is not measured locally, e.g., as a prediction error, but as the global /a-distance between the observation and the regular part. Therefore we give the name "global total least squares" to the identification criterion (2) .
As compared to classical procedures, our formulation of the time series modeling problem involves less a priori specifications. With respect to the four structural aspects discussed before, our approach has the following features:
1) The number of inputs and outputs is specified a priori, but the system variables are all treated alike so that there is no need for a specification of inputs and outputs.
2) The structural indexes need not be specified, but only the total lag, and this can be varied easily.
3) The problem formulation involves no stochastic specifications, although these may be incorporated by adjusting the norm on 12. 4) The criterion is nonparametric, so that any representation may be chosen as it suits. This paper has the following structure. To give some feeling for the global total least squares problem, we first describe the well-known and relatively simple case of static total least squares in Section 11. The basis for our modeling theory is the behavioral approach to systems, and this is briefly discussed in Section 111. For further treatment of the behavioral approach in systems theory we refer to [lo] and [ll] . In Sections IV and V we develop a highly structured type of system representations, isometric state representations, which form the comerstone of our modeling theory. Section VI concems the question of how to determine an optimal approximation of an observed time series within a given model. This linear optimization problem is solved by a projection algorithm which was introduced in [12] . In Section VI1 we treat the problem of determining an optimal system. This is a nonlinear optimization problem over a nonconvex set. We propose three model improvement constructions, based on the results in Section VI. These constructions are used in Section VI11 to estimate locally optimal models. In Section IX we describe three simulation experiments that illustrate the use of the global total least squares method, and Section X contains some conclusions.
STATIC TOTAL LEAST SQUARES
We first consider the well-known case of total least squares in static models. Although it may be somewhat artificial in this case to consider observations in 12, i.e., on an infinite time interval, it gives a better introduction for the dynamic case.
Static total least squares involves the approximation of a given time series by a regular one that satisfies linear nondynamic relations. For a required number of independent equations, the objective is to keep the approximation error as small as possible, i.e., to minimize I I w -wll where w denotes the observed time series and 8 the approximation.
If the required number of independent equations is denoted by p, then the regularity of the approximation implies that Rw = 0 for some matrix R of rank p. This means that the approximation 2i, has rank at most m: = q -p. In terms of (2), this class of regular time series is given by B'J~m~o, where n = 0 corresponds to the exclusion of dynamic equations. This leads to the following formulation of static total least squares. Proofi The existence and properties of the SVD for finite matrices are discussed in, e.g., [3] . Let II denote the empirical covariance matrix of w, i.e., II = E: -, Proofi This result follows immediately from a corresponding property of the SVD for finite matrices, cf. [3] . 0
Example: One of the essential features of total least squares is that all variables are treated in a similar way. For simplicity we consider simulated data from a model with this type of symmetry, namely an errors-in-variables model. This also gives us the opportunity to relate total least squares to other well-known identification methods and to discuss the role of stochastic assumptions. We consider the model the left singular vectors of w; right singular vectors of w.
(3)
The observed variables consist of w = (U, y), and z is an unobserved latent variable and E and q are unobserved disturbances. Three of the possible methods for the estimation of the parameter a are regression of y on U, regression of U on y, and total least squares. These methods can be interpreted as maximum likelihood methods, in the case that E and 77 are independent white noise processes with variances 0," and U;
and if in addition respectively IY: = 0, 0," = 0, or IY," = IY:.
As an example, we consider data generated by the model (3) with Q = 1 and 0," = 0 : = 0.5 and where z is a sample of 20 observations of a white noise process with variance one and independent of 77 and E . The SVD of the resulting observation is where q and 212 are two orthogonal vectors of unit length. According to Proposition 2.3, the optimal static approximation 8 of w of rank 1 is given by the first term in (4), and this satisfies [-0.69, 0.7219 = 0. This corresponds to an estimated value 0.69/0.72 = 0.96, which is close to Q = 1.
The corresponding approximation error is llw -8 1 1 = 2.31.
Regression of y on U yields an estimate of 0.69, and regression of U on y gives 1.36. These results are depicted in Fig. 1 .
This example illustrates the fact that the static total least squares (TLS) scheme is in between both regressions. The method is easily adapted for the case 0," # a : , by using a weighted 12-norm for w = (G, jj), defined by ~~z G~~~: = ~~1 1 G l 1~
+ 11$112 with a = I Y~/ I Y~. The regressions correspond to the extremal cases with infinite weight on one of the components. To choose an appropriate weighted Z2-norm we need information on the relative errors involved in the measured system variables, c.q., the relative weight one attaches to deviations in the different variables. In this paper we will not further address these problems.
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GLOBAL TOTAL LEAST SQUARES
In the rest of this paper we are concemed with total least squares in dynamical systems. For this purpose we describe in this section our systems concept and corresponding notions of complexity and misfit.
As stated in the introduction, we consider systems described by hfference equations. From the formulation of the global total least squares problem (2), it is obvious that sets of equations with the same solution set are equivalent as they yield the same approximation error for every observation.
Hence not the equations themselves, but their solution set is the essential object in our modeling procedure. This is a strong motivation for adopting the behavioral approach to systems, as introduced in [lo] and [ll] , in which a system is defined by the set of time series that we compatible with the system laws. This set i s called the behavior of a system. The system laws themselves are considered as a description or representation of the behavior. The properties we impose on difference equations are reflected by the settheoretic properties of the corresponding behavior. Linear, time-invariant difference equations correspond to linear, shiftinvariant behaviors. If in addition the equations have finite lag, it can be decided if a time series belongs to the behavior by scanning it through a finite window. This property is called completeness, which is further explained in Appendix A, (see Definition A.l). We will further restrict the attention to behaviors in 12. The resulting class of systems is defined as follows. Definition 3.1 (12-Systems): 12-systems are linear, shiftinvariant, complete subspaces of 1;.
As a measure of the restrictiveness of a set of difference equations we take into account the number of independent equations and their total lag, as described in the introduction. We call the equations independent if the number of equations cannot be reduced without changing the solution set, i.e., if there exists no equivalent smaller set of equations describing the same system. On the set theoretic level of 12-systems, we define the complexity of a system in terms of its rank and its degree. The rank of a system is defined as the number of the degrees of freedom at each time instant, which is equal to the number of inputs, and the degree of a system corresponds to the dimension of the state space (see Definition A.3). Let Bqim,n denote the class of 12-systems with rank at most m and degree at most n. Then Bq,m,n consists of the solution sets of at least q -m independent linear time-invariant difference equations with the sum of their lags at most n, i.e., w E Bq7m,n if and only if there exists a system B E BQ>m,n with w E B.
We summarize this in Table I . For further clarification we also relate these concepts to the classical characterization of systems in terms of input-output mappings.
We define the following concept of the misfit of a system. This leads to the following reformulation of the global total least squares problem (GTLS) as described in the introduction (see (2)). 
Definition 3.4 (GTLS):
For an observation w E 1; and given tolerated complexity (m, n), determine an 2;-system B* E Bq,m,n such that d(w, a*) = minBEBq.m,n d(w, B).
This involves a double minimization. The inner minimization, evaluating the misfit d(w, B), amounts to optimization over a linear space. Secondly, we have to determine a system for which the misfit is minimal. This is a nonlinear optimization problem over a nonconvex set.
will be used in the following sections to clarify the introduced general framework. We consider a time series in B2i111, that is corrupted by white noise. The regular part w, consists of two components, U , and y,, where U , is the realization of a white noise process with unit variance, and yr satisfies I Leading Example: We describe a simple example, which
The observation w consists of two components u and y, with (6) where 7 and E are independent white noise processes with variance 0.25, both independent of U,. The data consists of a time series of length 100 which is generated by system (6) . To obtain a time series in 12, the observation ( U , y) is taken to be zero outside the observation interval.
Of course, this simple example could be solved by brute force as a nonlinear parameter optimization problem, disregarding any system theoretic interpretation of the problem. In more complicated cases, however, this becomes hardly feasible. Therefore we will follow a system theoretic approach, that also gives more insight in the problem.
The GTLS results in the following sections will be compared with those obtained by three other methods, namely regression, the "output error" method, and the "local total least squares" method. Here we mention that the procedures for GTLS and local total least squares have been implemented in Matlab and that for the regression and output error method we used, respectively, the procedures ARX and OE of the System Identification Toolbox. The regression model Bregr is obtained by regressing y(t) on y ( t -l), u(t) and u(t -1).
For the observation w this gives
the first step ahead predictions of difference equations are taken into account. In the GTLS scheme we approximate both components and take full account of the global, higher order forward and backward implications of difference equations.
The output error model Bo, is the system with the property that for the given input U , the corresponding system output yoe is as close as possible to the observed output y. In fact, this method has some similarity to GTLS, the difference being that the input is kept fixed and only the output is approximated. In our terminology it is a "global ordinary least squares" method.
The estimated output error model is Clearly, the quality of the corresponding first-order model for w is evaluated only locally. By this we mean that, for example, the second-order restrictions
T implied by the model are not taken into account, and the same holds true for higher order restrictions. Therefore we call this the "local total least squares" model. For the data of this example this gives This example will be continued in the next sections.
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IV. STATE REPRESENTATIONS
One of the crucial questions in our modeling theory is how to calculate the misfit of a system with respect to a given observation, cf. Definition 3.3. Obviously this requires a numerical representation of the system. In Section V we develop a representation that is extremely useful for this purpose, namely the isometric state representations. They also play a central role in the construction of optimal models, as discussed in Section VII. We now first introduce general state representations, which will be abbreviated as SR. Let r~ denote the shift operator, defined as ax(t): = x(t + 1). This equation yields optimal one-step ahead predictions for y(t), given y(t -l), u(t), and u(t -1). According to our terminology, we would call this method "local ordinary least squares." By ordinary we mean that only one of the components of w is approximated and by local that only
Here U is an auxiliary input, x is a state trajectory and w a system trajectory, m denotes the number of auxiliary inputs and n the number of state variables. The system defined by this representation is denoted as B(A, B , C, D Then for all invertible S E R" n, invertible R E R" " , and
F E Rmx", ( S ( A + B F ) S -l , S B R , (C + DF)S-I, D R )
is also a state representation of B. 
0
Observe that minimal SR's for a given 12-system are highly nonunique. The choice of basis in the state space, corresponding to S, is a well-known nonuniqueness of state-space representations. In our framework the auxiliary input v is merely a tool to describe the system behavior and need not have additional extemal significance. This allows for a basis transformation for the auxiliary input, corresponding to R. Further the behavior is invariant under a static state feedback F to this auxiliary input. This is in contrast to the common notion of feedback to the actual input of the system, which would affect the set of compatible input-output pairs. As a consequence, in our framework the spectrum of the A-matrix is not an intrinsic property of a system. In the next section we exploit this nonuniqueness to obtain SR's with convenient properties for computing the misfit of a model with respect to data.
Minimality of a representation can be expressed in terms of rank conditions on the matrices ( A , B , C, D ) , as follows. x E R",w E R", w E R Q a n d z E R" suchthatz = Ax+Bw and w = Cx + Dv there holds
Equivalently 
Let the matrices S E R n X n , F E Rmxn and R E Rmxm be Proof: This is a well-known result. To be explicit, we
then 1120 -Gull2 = 11w -GG*w -Gv')I2 = I(w -GG*w1I2 + I I G W '~~~, as (w-GG*w, Gw') = (G*w-G*w, U') = 0 where we use that G is isometric so that G*G = I,. So the minimum 0 The optimal approximation within a system B gives rise to a decomposition w = w + 271, with w E B regular and with 271 the corresponding approximation error. We will now show that 6 also exhibits regularity. As w is obtained as the projection of w on 8, it follows that 6 E BL = {w E 12; (w, w') = 0 for all w' E 23). This set is clearly linear and shift-invariant.
The following theorem states that it is an 12-system. Then the approximation error 271: = w -w is the optimal approximation in BL of w. is achieved by taking U' = 0, and w = GG*w.
2) B @ Bl = z ;
.
Proof: See Appendix B. We summarize this result in the following projection scheme as shown in Fig. 2 MISFIT OF MODELS the auxiliary inputs corresponding to w and w, i.e., w = G8 and w = GG. According Lo Theorem 6.1 and 6.2.5, there holds that 6 = G*w and G = G*w as shown in Fig. 2. Leading Example (Continued): We apply the projection algorithm of Theorem 6.1 to determine the optimal approximation w E Be, of the observation w described in Section 111. Let G denote the image operator corresponding to the ISR ( 1 Q and let ( A , B , C, D ) denote the corresponding matrices. First compute 8:= G*w, which is given by the backward state equations x ( t ) = ATx(t + 1) + CTw(t); S ( t ) = BTx(t + 1) + DTw(t). Then 6 = G8 is given by i ( t + 1) = AP(t) + B8(t); w(t) = C i ( t ) + D8(t). Table 11 . It tums out that the local total least squares model is of relatively good quality in this example. This, however, may be completely different in other situations, as we will illustrate by an example in Section IX-B.
VII. MODEL IWROVEMENT CONSTRUCTIONS
In this section we discuss the second part of the GTLS problem, namely determining an /a-system with minimal misfit with respect to a given observation. Formulated in terms of state representations, this amounts to the following. --A)-'B+D) 6, the error IIw-wll is minimal.
G(t): = (C(aI
We follow an iterative approach for this nonlinear problem. In each step we keep some parameters fixed, such that the resulting subproblem becomes sufficiently simple. For instance, for fixed ( A , B , C, D ) the resulting problem in 8 is solved by the projection scheme discussed in the foregoing section. We consider the following subproblems. 
Problem &Optimal
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We use these results in an iterative algorithm for the GTLS problem. At each step we use one of the three constructions to improve the model. The resulting model parameters are transformed to ISR, which also involves an update of the A-matrix. The projection scheme is then applied to update 8. Proposition 7.3: The above method leads to a sequence of models with monotonically decreasing misfit.
Proof: This is immediately evident from Theorem 7 . 2 . 0 So the algorithm leads to a convergent sequence of misfits. In the next section we show that, in the limit, the corresponding models are stationary points with respect to the GTLS criterion.
Leading Example (Continued): To illustrate the foregoing, we consider the data w = (U, y) described in Section Ill (see (5) and (6) each individual construction can give a significant decrease of the misfit. The last row shows the misfit resulting from applying these constructions iteratively until convergence. For each initial model convergence occurred after about 20 iterations. The limiting model is the same in all four cases, which suggests that it is optimal. It is given by
)). (20)
The parameters of this system are relatively close to those of the data generating system, cf. (5).
Next, we investigate whether the model order can be deduced from the data. For this purpose we compare in Table IV the optimal misfits for models of various degree. The misfit of the optimal static model is given by the smallest singular value of W. This clearly motivates the choice of a first-order model. It is significantly better than the static model, and an increase of the order gives only small improvements.
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VIII. OPTIMALITY CONDITIONS
From the model improvement constructions in Section VI1 we can derive necessary conditions for optimality, as for an optimal model the constructions can give no improvement. We express the optimality conditions in terms of empirical covariances. For two sequences a E 12" and b E la this is defined as cov(a, b):= E,"=-, a(t)b(t)T E R k x z . Proof: See Appendix B. In practice, to evaluate how far these conditions are satisfied it may be useful to consider the empirical correlations, i.e., the covariances scaled by the magnitude of the variables.
Next we investigate how far these conditions are sufficient for optimality. It is not difficult to check that the number of free parameters in (A, B, C, D) , modulo the equivalence of Proposition 4.2, is given by nq + m(q -m) . This is precisely the number of equations in Theorem 8.1.1. In fact, these conditions characterize the stationary points with respect to the GTLS criterion. We call a system B a stationary point for an observation w if all the derivatives of the GTLS misfit d (w, B(A, B, C, 0) Proof: S e e Appendix B. This shows that the GTLS algorithm can only converge to stationary points. This does not, however, establish convergence of the systems. For what it is worth, we mention that we never encountered convergence problems in any of our simulations. A thorough discussion of the convergence properties of the algorithm falls beyond the scope of this paper.
The foregoing results can also be used to analyze whether a proposed system B is close to optimality. This is, for example, relevant in the formulation of stopping criteria for the iterative algorithm of Section VII. Probably the most convincing way to evaluate optimality is to consider the distance between B and a GTLS model B*, as defined in Definition 3.4. This is in general not feasible, however, as it would require the knowledge of B*. Instead of asking how far the system should be changed to become optimal for the observed data w, we will consider the question of how far these data should be changed to make the given system optimal. For pragmatic reasons we consider the distance to the nearest stationary point, defined as min{(lul(; B is stationary for w -20).
(21)
Because it seems difficult to evaluate this distance exactly, we present an upper bound that is relatively easy to compute. This upper bound is obtained by allowing only adjustments of the data that belong to Bl, so that the optimal approximation of the data within B is not affected. This leads to the following definition of the optimality margin. The following result shows that the computation of the optimality margin is indeed relatively easy. Proof: See Appendix B. These results can also be used to determine a lower bound for the achievable misfit. This indicates the quality of a proposed model relative to the optimal one. For this purpose we will assume that a proposed model B is not only stationary for the adjusted data w -W, but even globally optimal. From the optimality margins we obtain more precise information about the optimality of the systems. They are listed in Table V 
IX. SIMULATION EXPERIMENTS
We illustrate the use of the GTLS algorithm by three simulation experiments. The first example concerns model reduction, i.e., the approximation of a system by one of lower complexity. We use weighted 12-norms to determine the 12-optimal approximation of a systems impulse response. In the second example we show that the algorithm can handle noncausal systems without any additional difficulty. As a final example we identify a system with multiple outputs, described
The algorithm of Section VI1 can be applied to arbitrary time series in 12. Here we analyze its performance for very special data, a system impulse response. The aim is to reduce the dimension of the state space in such a way that the error in the impulse response is as small as possible (cf. [9] and the references therein). We compare the results of our algorithm with those obtained by balanced reduction and optimal Hankel norm approximation that have been developed especially for model reduction (see [2] and [7] ). We consider the single-input, single-output system B with poles in f0.9i and -0.7 f 0.6i, S O B = { [ U yIT E 1;; y ( t ) = 0.5u(t)-1.4y(t-1)-1.66y(t-2) -1.13y(t -3) -0.69y(t -4)). This system has complexity (1, 4), and we consider reduction to complexity (1, 2). The observation w E B consists of two components U and y, where U is a unit pulse at time t = 0 and y is the corresponding response.
We apply the GTLS algorithm, starting in a randomly chosen model. When the decrease in the misfit has become sufficiently small, below the iterations are stopped. This occurs after a few hundred iterations. The final model Bgtls is compared in Table VI with the balanced reduction Bbal and the Hankel norm reduction &&.
The /a-error in the impulse response in Bgtls is somewhat larger than that in Bbal and If one is interested in this response then one should prevent an approximation of the input, so that an optimal approximation of the output becomes the criterion. This is achieved by taking the norm 1122111:: = a211G112 + llij112 with a sufficiently large. The effect of increasing a is given in Table VII . This shows that for large a the method determines better approximations of the impulse response.
This also gives bounds for the minimally achievable 12-error, which we denote by e*. Let B, be the GTLS model for 11 . [ I , , and let y , be the impulse response of B,; then it is easily checked that d(w, B,) 5 e* 5 IIy -y,l l . By increasing a we can obtain an arbitrarily accurate estimate of e*. This gives an iterative solution method for the 12-optimal impulse response approximation problem. For a = 100 we obtain e* = 0.4476; see Table VII is given by theequation y ( t ) = -1.
The impulse response is depicted in Fig. 3 .
B. Noncausal Systems
We consider the following noncausal system, the "Mexican hat,"
where-cp is_ the standard normal density ~( x ) = (27r)-i e-;.'. In the simulations we consider a discrete-time version wg(t) = Gjwl(t -j ) with N = 40 and time steps of size 0.2. Note that wg is not a causal output, as the transfer function from w1 to wg is not proper.
First we apply our procedure to the impulse response observation, i.e., w1 is a unit pulse at time t = 0 and w2 is the corresponding response; see Fig. 4 . The misfits of the optimal models of orders 2, 4, and 6 are given in Table VIII . They are compared with the optimal Hankel norm approximations of orders 2 , 4 , and 6. These are obtained by approximations of orders 1, 2, and 3 of the causal part of the impulse response and using the symmetry of the Mexican hat to estimate the anticausal part. Analogously we determined approximations by balanced reduction. In Table VI11 we also list the error in the impulse response of these models, i.e., the 12-distance between the systems impulse response and the Mexican hat 202. This error should be compared with the magnitude of the response, given by llwgll = 0.35. Hankel norm reduction and especially balancing give rather good results. They can only be used, however, when a causal impulse response is available. The GTLS method makes no use of the symmetry of the observed signals, but this property is preserved well in the identified models. This is illustrated in Figs. 5 and 6 , which contain the optimal approximations of orders 2 and 4.
We also apply the GTLS method to data w,, consisting of two noisy steps for the input and the corresponding system output. These data and the optimal approximation of order 4 are given in Fig. 7 . We should mention that the approximation error in the input is so small that it is nearly invisible in this figure.
The misfit of this model and the error in its impulse response are listed in the first column of Table IX . In view of the results for n = 4 in Table VIII , this shows that the identified model is a rather accurate approximation of the Mexican hat. Depending on the choice of an initial model, it typically takes a few hundred iterations to obtain convergence, and sometimes convergence to a local optimum occurred. Noisy step measurement wn (solid lines) and its 12-optimal approxFinally, as mentioned at the end of Section VI, we will once more consider the local total least squares method described in Section 111. The results for the fourth order model are given in the second column in Table IX . This clearly shows that, perhaps not surprisingly, the local method gives poor results with respect to the global total least squares criterion. For example, the error in the impulse response of the local model is even larger than the Mexican hat itself, which has norm IIw211 = 0.35.
C . A System with Multiple Outputs
In this experiment we consider a system with multiple outputs, so that a single difference equation does not suffice to describe the system. For simplicity we consider a system with one input and two outputs. The data are generated w = w' + e, where w' E B3l1>' satisfies the equations wi(t) = w;(t -1) + wi(t) as w#) = wk(t) + wi(t -1).
(25)
For w1 we take white noise with unit variance, and for e a three-dimensional white noise process with independent components and variance 0.01. The observation interval has length 50. Outside this interval we define w(t) = 0. The GTLS model of rank one and degree two is
(26)
Transforming model equation (25) to the form (27) shows that the original model equations are estimated rather accurately. We compare the misfits of GTLS models of various complexity in Table X . For rank one, the misfit hardly decreases for orders above two. This could be expected, as the regular part of the data belongs to a system of order two. For rank two the results suggest to take the order one. Comparing the complexities (m, n ) = (1, 2) and (2, l ) , the first one of course leads to a larger misfit, as it imposes more restrictions. The misfit is still relatively small, however, when compared to the norm of the data IlwII = 6.10.
X. CONCLUSION
In this paper we investigated the modeling of vector time series by means of difference equations, using the global total least squares criterion. Distinctive features of our approach are that no decomposition into inputs and outputs is required and that the criterion measures the global misfit in a nonparametric way. The misfit of a given system is evaluated by a dynamic projection algorithm formulated in terms of isometric state representations. We developed an iterative algorithm for constructing optimal models and gave a characterization of stationary points of the GTLS criterion. The method was illustrated by some simulation experiments.
The results of this paper can be extended in several directions, e.g., time series on a finite time interval, time varying systems, and time-varying norms for the misfit. Further research will be concerned with statistical properties and the development of faster algorithms and recursive methods. The complexity of a system is measured in terms of its dimension. Considered as a linear space, every nonzero 12-system has infinite dimension. Therefore we consider its dimension on finite time intervals. Definition A.3: For a given system B let Bo: = {w E B; w(t) = 0 for t < 0}, and let Bg be the restriction of The rank and degree determine the dimension of an 12- systems on finite intervals. To be specific, if I3 is a system with rank m and degree n, then dim(BIT) = mN + n for intervals T C Z of length N 2 n. The rank and degree have the following interpretation. The rank is the number of degrees of freedom for a system at each time instant, given the past. This is equal to the number of inputs in the system. The degree measures the remaining freedom due to initial conditions. This is equal to the number of states. This is made precise in the following result.
PropositionA.4: The rank and degree of a system equal, respectively, the number of auxiliary inputs and the number of states in a minimal state representation. ProofofProposition 5.3: From (13) it follows that ATA = scheme in Section VI: see Fig. 2 . 6.2-4) . In the proof we will make use of the following relations, which follow from the projection First we analyze the tangent space of 2zI with respect to these parameters. Let E and F be defined as in Theorem 7.2, and let E: = {F E 1;; 3H E RnX" such that F = C (a1-A ) Stationarity is equivalent to the condition that lim6-o 6-l { ((6 + 6 1 1 -112z111) = 0 for all F E 7. It is easily verified that this limit equals (G, F ) / l l~l l , so stationarity is equivalent to w I 7.
Finally we show that G I 7 is equivalent to the optimality conditions. First, suppose that the optimality conditions hold.
As G is an optimal approximation within B thee holds that 6 I B. Further, Theorem 8.1-3) states that cov([fi, 21, 6) = 0, so that w I E , and cov(fi, [c2, 2711) = 0, so that the proof of Lemma B.l-2) shows that w I 3. Finally, for F E E given by U = E; , C A k -1 H~-k 2 we obtain by using (34) that (E, w) = (Erzl CAk-1Ha-k2, 6) = (2, HTATk-1CTak2ZI) = (i, HTa3) = 0, so 6 I 0.
From Lemma B.2 it follows that w I 7.
Second, supposing that 27, I 7 we prove the optimality conditions. The fact that 6 I E + F implies the conditions in Lemma B.l-2) and B.l-2), cf. the proof of that lemma. The condition in Lemma B.l-3) follows from that in B.l-2) by using (34). Further, the optimality conditions were derived 0 Proof of Proposition 8.4: First we prove that 2 is a linear space. Observe that for every z E BL the optimal approximation of & + z within B is given by w. Let (fi, 2) be the auxiliary input and state for 6 in a minimal SR of B, and let (Gz, 2-+) be defined analogously for z in BI. As auxiliary input e-+ is restricted to a linear subspace of Z;-m, from which the linearity of 2 follows. Next we show that the minimum in (22) is achieved by taking GO = 6 -w'. As w -E o = 8+&- (6-6' 
