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Given a unimodal map f , let I = [c2, c1] denote the core and set E = {(x0, x1, . . .) ∈
(I, f ) | xi ∈ ω(c, f ) for all i ∈ N}. It is known that there exist strange adding machines
embedded in symmetric tent maps f such that the collection of endpoints of (I, f ) is
a proper subset of E and such that limk→∞ Q (k) = ∞, where Q (k) is the kneading map.
We use the partition structure of an adding machine to provide a suﬃcient condition
for x to be an endpoint of (I, f ) in the case of an embedded adding machine. We
then show there exist strange adding machines embedded in symmetric tent maps for
which the collection of endpoints of (I, f ) is precisely E . Examples of this behavior are
provided where limk→∞ Q (k) does and does not equal inﬁnity, and in the case where
limk→∞ Q (k) = ∞, the collection of endpoints of (I, f ) is always E .
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
There has been a great deal of interest devoted to the study of inverse limit spaces where the bonding maps are uni-
modal. It is often useful to study the collection of endpoints, as they are a topological invariant. In the case of a single
bonding map f , where f is a continuous self-map of a closed interval I , Barge and Martin [2] provide a topological char-
acterization for the set of endpoints of (I, f ). Bruin [7] provides a characterization with both combinatoric and analytic
components when f is unimodal and the turning point c is non-periodic. Recently it has been shown that the combinatoric
component for Bruin’s characterization suﬃces when f |ω(c) is topologically conjugate to an adding machine [1].
Throughout this note it is assumed that all of the bonding maps are unimodal maps with no wandering intervals and
no attracting periodic orbits. If such a map f is non-renormalizable, then f may be assumed to be from the symmetric
tent family; in the case where f is renormalizable, we may take f to be a logistic map [5]. We set A to be the collection
of unimodal maps f such that f |ω(c) is topologically conjugate to an adding machine, and we say the adding machine is
embedded in f .
Given a unimodal map f with recurrent turning point c, set E = {x = (x0, x1, . . .) ∈ (I, f ) | xi ∈ ω(c) for all i ∈ N}. It is
not diﬃcult to show that the set of endpoints of (I, f ) is contained in E [1]. Here I is understood to be the ‘core’ of
the map f . One then asks, when is it the case that E is precisely the set of endpoints? It is known that if E is the set of
endpoints of (I, f ), then c is uniformly recurrent [14]. There are no endpoints for (I, f ) in the case where c is not recurrent
with the exception of the symmetric tent or logistic map with kneading sequence 10∞ [2]. We focus on this question for
f ∈ A.
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agrees with the address of ci for i = 1, . . . ,N −1 [1]. This characterization is combinatoric in nature. In this note we provide
a suﬃcient but not necessary condition for a point x to be an endpoint of (I, f ) when f ∈ A (see Proposition 3.3 and
Example 3.7). This suﬃcient condition relies on the partition structure of an adding machine and is not diﬃcult to check.
We use these results to investigate whether E is precisely the set of endpoints of (I, f ) when f ∈ A.
In the case where f ∈ A is inﬁnitely renormalizable, E is precisely the collection of endpoints of (I, f ) and the kneading
map Q f (k) goes off to inﬁnity [1,14]. Examples 3.5 and 3.7 of this note provide non-renormalizable symmetric tent maps
f ∈ A where limk→∞ Q f (k) = ∞ and where E is precisely the set of endpoints of (I, f ). In fact, in Theorem 3.9 it is
shown that all maps f ∈ A with limk→∞ Q f (k) = ∞ are such that E is the collection of endpoints of (I, f ). Examples of
non-renormalizable symmetric tent maps f ∈ A with the endpoints properly contained in E and limk→∞ Q f (k) = ∞ are
provided in [1]. Example 3.10 and Proposition 3.11 of this note establish there exist non-renormalizable symmetric tent
maps f ∈ A with limk→∞ Q f (k) = ∞ and E being precisely the set of endpoints for (I, f ). This raises the question of what
relationship the kneading map Q f (k) for an arbitrary unimodal map f plays in determining the collection of endpoints
of (I, f ), and what conditions may be placed on the map f and its kneading map to guarantee that E is precisely the
collection of endpoints of (I, f ).
2. Background
2.1. Unimodal maps
A unimodal map is a continuous map f : [0,1] → [0,1] for which there exists a point c ∈ (0,1) such that f |[0,c] is
strictly increasing and f |[c,1] is strictly decreasing. This point c is called the turning point and we set ci = f i(c) for all i ∈N.
Examples of unimodal maps include symmetric tent and logistic maps. The symmetric tent map Ta : [0,1] → [0,1] with
a ∈ [0,2] is given by
Ta(x) =
{
ax if x 12 ,
a(1− x) if x 12 .
The logistic map ga : [0,1] → [0,1] with a ∈ [0,4] is deﬁned by ga(x) = ax(1− x).
For the remainder of this paper, we assume f is a unimodal map with c2 < c < c1 and c2  c3. Then the interval [c2, c1],
called the core of f , is invariant. Let f n be an iterate of f and J be a maximal subinterval for which c ∈ ∂ J and f n| J is
monotone; then f n : J → [0,1] is called a central branch. An iterate n is called a cutting time if the image of the central
branch of f n contains c. The cutting times are denoted S0, S1, S2, . . . , where S0 = 1 and S1 = 2. Note that the difference
between two consecutive cutting times is again a cutting time, and thus an integer function Q f : N→ N ∪ {0}, called the
kneading map, may be deﬁned by Sk − Sk−1 = SQ f (k) [12,5]. Given a sequence of cutting times or a kneading map, the
associated symmetric tent or logistic map may be completely determined [9].
Given a unimodal map f , the associated Hofbauer tower is the disjoint union of intervals {Dn}n1 where D1 = [0, c1]
and, for n 1,
Dn+1 =
{
f (Dn) if c /∈ Dn,
[cn+1, c1] if c ∈ Dn.
Given a unimodal map f and x ∈ [0,1], the itinerary of x under f is given by I(x) = I0 I1 I2 · · · where I j = 1 if f j(x) > c,
I j = 0 if f j(x) < c, and I j = ∗ if f j(x) = c. We call I j the address of the point f j(x) and make the convention that the
itinerary stops after the ﬁrst ∗ appears. Hence if f n(x) = c for all n, then I(x) is inﬁnite. The kneading sequence of a map f ,
denoted K( f ), is the sequence I( f (c)). For ease of notation we write K( f ) = e1e2e3 · · · ; that is, ei denotes the address
of ci . One puts the parity-lexicographical ordering (plo for short) on itineraries. The plo is a slight variation on the usual
lexicographical ordering and works as follows: Let v = w be itineraries and ﬁnd the ﬁrst position where v , w differ;
compare in that position using the usual ordering 0≺ ∗ ≺ 1 if the number of 1’s preceding this position is even and use the
ordering 0	 ∗ 	 1 otherwise.
Let f be a unimodal map with kneading sequence K( f ) = e1e2 · · · . For j  1, set B j = eS j−1+1 · · · eS j . Then B j =
e1 · · · eSQ ( j)−1˜eSQ ( j) where e˜k = 1− ek . We thus have the following result.
Proposition 2.1. ([11]) If f is a unimodal map with inﬁnite kneading sequence K( f ) = e1e2 · · · , then for each k  0, e1 · · · eSk
contains an odd number of 1’s.
A unimodal map f (with turning point c) is renormalizable of period n  2 provided there exists an interval J 
 c such
that f n( J ) ⊂ J and f n| J is again unimodal; such an interval is called restrictive. If we may repeat this process inﬁnitely often,
we say the map f is inﬁnitely renormalizable. We note that every tent map Ta with a ∈ (1,
√
2 ] is ﬁnitely renormalizable,
and every tent map Ta with a ∈ (
√
2,2] is non-renormalizable; no map in the tent family is inﬁnitely renormalizable.
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if Q (k + 1) = k and Q (l) k for all l k + 1.
Recall that the omega-limit set of a point x ∈ [0,1] is deﬁned by ω(x, f ) = ω(x) = {y ∈ [0,1] | there exists n1 < n2 <
· · · with f ni (x) → y}. There are many known connections between the behavior of the kneading map Q f (k) and the set
ω(c, f ).
Lemma 2.2. ([5,9]) Let f be a unimodal map (with no wandering intervals and no attracting periodic orbits) and suppose
limk→∞ Q (k) = ∞. Then ω(c) is a minimal Cantor set and limn→∞ |Dn| = 0.
Proposition 2.3. Let f be a unimodal map and suppose limk→∞ Q (k) = ∞. Then for each x ∈ ω(c), x lies in inﬁnitely many levels Dn
of the Hofbauer tower.
Proof. The following proof is similar to the proof of [9, Lemma 2.1]. Fix K ∈ N. We denote each level Dn of the Hofbauer
tower by Dn = [cβ(n); cn]. For all m < SK , set Lm  SK to be such that β(Lm) =m and DLm is the largest interval of all the
Dn ’s with n SK and β(n) =m; we know such an Lm exists by Lemma 2.2.
If n  SK , then there exists a nested sequence of intervals Dn ⊂ Dβ(n) ⊂ · · · ⊂ Dβr (n) , where r is the least integer such
that βr(n) < SK . We set m = βr(n). Then Dn ⊂ Dβr−1(n) ⊆ DLm . Thus ω(c) ⊂
⋃
nSk Dn ⊂
⋃
m<SK DLm =
⋃
m<SK DLm . Hence
for all x ∈ ω(c) and K ∈N, there exists an n SK such that x ∈ Dn (namely, n = Lm for some m < Sk). 
2.2. Adding machines
Let α = 〈q1,q2, . . .〉 be a sequence of integers where each qi  2. Denote α to be the set of all sequences (a1,a2, . . .)
such that 0 ai  qi − 1 for each i. Apply the metric dα to α by
dα
(
(x1, x2, . . .), (y1, y2, . . .)
)= ∞∑
i=1
δ(xi, yi)
2i
where δ(xi, yi) = 0 if xi = yi and δ(xi, yi) = 1 otherwise. Addition on α is deﬁned as follows. Set
(x1, x2, . . .) + (y1, y2, . . .) = (z1, z2, . . .)
where z1 = (x1 + y1) mod q1, and for each j  2, z j = (x j + y j + r j−1) mod q j with r j−1 = 0 if x j−1 + y j−1 + r j−2 < q j−1
and r j−1 = 1 otherwise (we set r0 = 0). Deﬁne fα : α → α by
fα
(
(x1, x2, . . .)
)= (x1, x2, x3, . . .) + (1,0,0, . . .).
The dynamical system fα : α → α is the α-adic adding machine map. Note that fα is one-to-one and onto.
The following theorem provides a characterization for when a continuous map on a compact topological space is topo-
logically conjugate to an adding machine. See also [10].
Theorem 2.4. ([3, Theorem 2.3]) Let α = 〈 j1, j2, . . .〉 be a sequence of integers with ji  2 for each i. Let mi = j1 j2 · · · ji for each i. Let
f : X → X be a continuous map of a compact topological space X. Then f is topologically conjugate to fα if and only if the following
hold.
1. For each positive integer i, there is a cover Pi of X consisting of mi pairwise disjoint, nonempty, clopen sets which are cyclically
permuted by f .
2. For each positive integer i, Pi+1 partitions Pi .
3. If mesh(Pi) denotes the maximum diameter of an element of the cover Pi , then mesh(Pi) → 0 as i → ∞.
The following theorem from [4] proves the existence of adding machines embedded in symmetric tent maps. Adding
machines embedded in non-inﬁnitely renormalizable unimodal maps are called strange adding machines (SAMs).
Theorem 2.5. ([4, Theorem 3.1]) Let α = 〈p1, p2, . . .〉 be a sequence of integers greater than 1. The set of parameters s, such that for
the tent map fs the restriction of fs to the closure of the orbit of c = 12 is topologically conjugate to fα : α → α , is dense in [
√
2,2].
We set A to be the collection of unimodal maps whose restriction to the omega-limit set of the turning point is topo-
logically conjugate to an adding machine. A set S ⊂ [0,1] is said to straddle x ∈ [0,1] if S contains points lying on both sides
of x but does not contain x. The following proposition relates the concept of straddling to the adding machines embedded
in symmetric tent maps.
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contains an element straddling c.
In contrast to Proposition 2.6, given an inﬁnitely renormalizable logistic map f ∈ A and a partition Pn of ω(c), the
collection of convex hulls of the elements from Pn is pairwise disjoint; i.e., no element from Pn straddles c.
2.3. Inverse limit spaces and endpoints
Given a continuum (compact connected metric space) I and a continuous map f : I → I , the associated inverse limit space
(I, f ) is deﬁned by
(I, f ) = {x = (x0, x1, . . .) ∣∣ xn ∈ I and f (xn+1) = xn for all n ∈N}
and has metric
d(x, y) =
∞∑
i=0
|xi − yi|
2i
.
The map fˆ : (I, f ) → (I, f ) given by fˆ ((x0, x1, . . .)) = ( f (x0), x0, x1, . . .) is called the induced homeomorphism on (I, f ). For
x ∈ (I, f ), πi(x) = xi denotes the ith projection of x. The backward itinerary of a point x ∈ (I, f ) is deﬁned coordinate-wise
by Ii(x), where Ii(x) = 1 if xi > c, Ii(x) = 0 if xi < c, and Ii(x) = ∗ if xi = c.
As in [7], for each x ∈ (I, f ) such that xi = c for all i > 0, set
τR(x) = sup
{
n 1
∣∣ In−1(x)In−2(x) · · ·I1(x) = e1e2 · · · en−1 and #{1 i  n − 1 | ei = 1} is even},
and
τL(x) = sup
{
n 1
∣∣ In−1(x)In−2(x) · · ·I1(x) = e1e2 · · · en−1 and #{1 i  n − 1 | ei = 1} is odd}.
Note that in general, τL(x) and/or τR(x) can be inﬁnite.
As we focus on unimodal bonding maps, our inverse limit spaces are atriodic (i.e., contain no homeomorphic copies of
the letter Y ); hence we may use the following deﬁnition. A point x ∈ (I, f ) is an endpoint of (I, f ) provided for every pair
A and B of subcontinua of (I, f ) with x ∈ A ∩ B , either A ⊂ B or B ⊂ A. Throughout the remainder of the paper, when
discussing inverse limit spaces, I denotes the core [c2, c1] of a given unimodal map. We are interested in identifying the
collection of endpoints of (I, f ).
We now deﬁne the set E f ⊆ (I, f ) and then recall some known results about the relationship between E f and the
collection of endpoints of (I, f ).
Deﬁnition 2.7. For a unimodal map f , we deﬁne E f := {(x0, x1, . . .) ∈ (I, f ) | xi ∈ ω(c, f ) for all i ∈ N}. When the map f is
clearly understood in the context, we simply denote this set E .
The next lemma also follows from [2,7,15].
Lemma 2.8. ([1, Lemma 3.2]) Let f be a unimodal map with K( f ) = 10∞ and suppose x = (x0, x1, . . .) ∈ (I, f ) \ E . Then x is not an
endpoint of (I, f ).
Theorem 2.9. ([1, Theorem 3.4]) Let f ∈ A and x ∈ E be such that xi = c for all i  0. Then x is an endpoint of (I, f ) if and only if
τR(x) = ∞ or τL(x) = ∞.
Theorem 2.9 assumes xi = c for all i  0. In the case where xi = c for some i, we note that this can occur for at most
one i, as c is non-periodic. We may thus set y = fˆ −(i+1)(x). Then x is an endpoint of (I, f ) if and only if y is an endpoint
of (I, f ). As yi = c for all i  0, and y ∈ E , we may check whether y is an endpoint using Theorem 2.9.
Corollary 2.10. ([1, Corollary 3.6]) Let f be an inﬁnitely renormalizable logistic map. Then E is precisely the collection of endpoints of
(I, f ).
In [1] it is shown that if f is a tent map constructed as in the proof of [4, Theorem 3.1], then the collection of endpoints
of (I, f ) is a proper subset of E .
Theorem 2.11. ([1, Theorem 4.1]) For each symmetric tent map f constructed as in [4]with f |ω(c) topologically conjugate to an adding
machine, the set of endpoints of (I, f ) is a proper subset of E .
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off to inﬁnity.
First recall that in [4] the map f was attained through an inﬁnite sequence of partitions (each called an SAM scheme) on
a symmetric tent map f ′ using a sequence α = 〈p1, p2, . . .〉. Each SAM scheme C on f ′ of length k+ t +1 had the following
properties.
• C = {L2, L1, R1, R2, A1, . . . , Ak, B1, . . . , Bk, Y1, . . . , Yt}.
• L2 < L1 < {c} < R1 < R2 (i.e., L2 lies to the left of L1).
• For each i = 1, . . . ,k, Ai ∩ [L2 ∪ R2] = ∅ and Bi ∩ [L2 ∪ R2] = ∅. Also, for each i = 1, . . . , t , Yi ∩ [L2 ∪ R2] = ∅.
• f ′(L1) = f ′(R1) = A1 and f ′(L2) = f ′(R2) = B1.
• For each i = 1, . . . ,k − 1, f ′(Ai) = Ai+1 and f ′(Bi) = Bi+1.
• f ′(Ak) = f ′(Bk) = Y1.
• For each i = 1, . . . , t − 1, f ′(Yi) = Yi+1.
• The set Ak ∪ Bk straddles c, but for each i = 1, . . . ,k − 1 the set Ai ∪ Bi does not straddle c.
• f ′(Yt) = [L2 ∪ R2].
Further, each reﬁnement C ′ of C was chosen such that A′1 ⊂ A1, B ′1 ⊂ A1, and if we set S = MB1 · · · BkY1 · · · Yt where
M ∈ {L2, R2}, then A′1 and B ′1 both “permute through” (by the map f ′) the elements of C in the following order:
A1 · · · AkY1 · · · Yt S · · · S︸ ︷︷ ︸
pd+1−2 times
(L2 ∪ R2)B1 · · · BkY1 · · · Yt . (2.1)
Here p1 · · · pd = k+ t+1 is the length of C and p1 · · · pd+1 = k′ + t′ +1 is the length of C′ . Note that s′ = (pd+1−1)(t+k+1)
and t′ = t + k. The only disagreement in the ‘permutations’ of A′1 and B ′1 occurs in the k′th position, denoted above by
(L2 ∪ R2), where one traces through L2 and the other traces through R2.
Proposition 2.12. Let f be a symmetric tent map constructed as in [4]with f |ω(c) topologically conjugate to an adding machine. Then
limk→∞ Q f (k) = ∞.
Proof. Let f |ω(c) be topologically conjugate to fα : α → α with α = 〈p1, p2, . . .〉. Set H = {Pn}nd to be a hierarchy of
partitions of ω(c, f ), as guaranteed by Theorem 2.4. From the above and as in [1] let {kn}, {tn} and d be such that for all
n d the following hold.
• |Pn| = kn + tn + 1.
• Pn,kn is the unique element of Pn straddling c.• Pn,kn+tn+1 
 c.• f (Pn,kn+tn+1) = Pn,1 and f (Pn,i) = Pn,i+1 for i = 1,2, . . . ,kn + tn .
For n d we have kn + tn + 1= p1 · · · pn , kn+1 = (pn+1 − 1)(kn + tn + 1), and tn+1 = tn + kn .
As Pn,kn is the unique element of Pn straddling c, there exists cl such that I(cl+1) = e1 · · · ekn−1˜ekn · · · . Let f ′ be a
unimodal map with the initial segment of K( f ′) being precisely e1 · · · ekn−1˜ekn . Then kn is either a cutting time for f or
for f ′ . As K( f ) 	 K( f ′) and e1 · · · eS j has an odd number of 1’s for all j ∈N, one can easily verify that kn is a cutting time
for f for all n d.
By the construction of f we have
K( f ) = e1 · · · ekn · · · ekn+tn (Ae1 · · · e˜kn · · · ekn+tn )(Ae1 · · · e˜kn · · · ekn+tn ) · · ·
(Ae1 · · · e˜kn · · · ekn+tn )(Be1 · · · e˜kn · · · ekn+tn ) · · ·
where A, B ∈ {0,1}, (Ae1 · · · e˜kn · · · ekn+tn ) appears above pn+1 − 2 times, B appears above in the kn+1 position, and e˜ j =
1− e j (see display (2.1)).
Further, for all n d+1, we have ekn+1ekn+2 · · · ekn+kn−1−1 = e1e2 · · · ekn−1−1 and ekn+kn−1 = e˜kn−1 . That is, for all d i  n,
ekn+1+kn+···+ki = e˜ki . It thus follows that limk→∞ Q f (k) = ∞. 
3. Kneading maps and E
In this section we use Proposition 3.3 to investigate whether E is precisely the set of endpoints of (I, f ) for f ∈ A.
Proposition 3.3 provides a suﬃcient condition for a point x to be an endpoint of (I, f ) when f ∈ A. This suﬃcient condi-
tion relies on the partition structure of an adding machine and is not diﬃcult to check. Example 3.7 and Proposition 3.8
demonstrate that this condition is not necessary. We note that Proposition 3.3 does not require limk→∞ Q f (k) = ∞.
Examples of symmetric tent maps f ∈ A with limk→∞ Q f (k) = ∞ and where the collection of endpoints of (I, f ) is
precisely equal to E are provided below. In Theorem 3.9 we show that every map f ∈ A with limk→∞ Q (k) = ∞ is such
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properly contains the endpoints of (I, f ). Example 3.10 below provides a map f ∈ A with limk→∞ Q f (k) = ∞ and E equal
to the set of endpoints of (I, f ).
We ﬁrst deﬁne a hierarchy of partitions H f and two sequences {in} and {kn} that are used in Proposition 3.3.
Deﬁnition 3.1. Let f ∈ A. Then we say H f = {Pn}n1 is a hierarchy of partitions of ω(c) provided it satisﬁes the three
conditions of Theorem 2.4. For ease of notation we assume the following hold for all n 1.
1. The collection Pn equals {Pn,i}|Pn|i=1 .
2. The unique element of Pn containing c is denoted Pn,|Pn| .
3. For each i = 1, . . . , |Pn| − 1, f (Pn,i) = Pn,i+1 and f (Pn,|Pn |) = Pn,1.
Note that ci ∈ Pn,i for i = 1,2, . . . , |Pn|.
Deﬁnition 3.2. Let f ∈ A and suppose H f is a hierarchy of partitions of ω(c). Fix x = (x0, x1, x2, . . .) ∈ E and consider
x0 ∈ ω(c). Set {in}n1 to be the non-decreasing sequence such that x0 ∈ Pn,in for all n ∈ N. Similarly, set {kn}n1 to be the
non-decreasing sequence such that for each n ∈N, kn is the least value such that Pn,kn straddles c, if it exists, and kn = |Pn|
otherwise.
We note that if x ∈ E is chosen such that x j = c for all j  0, then in → ∞ as n → ∞. Further, because meshPn → 0 as
n → ∞, we have kn → ∞ as n → ∞.
Proposition 3.3. Let f ∈ A and let x ∈ E be such that x j = c for all j  0. If in  kn for inﬁnitely many n ∈N, then x is an endpoint of
(I, f ).
Proof. Let H f be the hierarchy of partitions of ω(c) and ﬁx n ∈ N. If in  kn , then Iin−1(x) · · ·I1(x) = e1e2 · · · ein−1. As
in → ∞, if there exist inﬁnitely many n such that in  kn , then at least one of τR(x) or τL(x) will be inﬁnite. Hence x will
be an endpoint of (I, f ) by Theorem 2.9. 
Remark 3.4. Let f ∈ A and set H f to be the hierarchy of partitions of ω(c). Suppose that x ∈ E is a non-endpoint of (I, f )
with x j = c for all j  0. Then there exists N ∈ N such that in > kn for all n  N . Hence, to locate the collection of non-
endpoints of (I, f ) lying in E , one must only consider the points x (with x j = c for all j  0) for which in is eventually
greater than kn .
In [9] Bruin establishes that the symmetric tent map f with the kneading map as in Example 3.5 has an embedded
adding machine. He did not, however, address the collection of endpoints for (I, f ).
Example 3.5. Take
Q (k) =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
0 if k ∈ {1,2,4},
1 if k = 3,
3l − 4 if k = 3l − 1 or 3l + 1 and l 2,
3l − 2 if k = 3l and l 2.
Then the symmetric tent map f with kneading map Q (k) is such that f |ω(c) is topologically conjugate to the triadic adding
machine.
Table 1
k 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
Q (k) 0 0 1 0 2 4 2 5 7 5 8 10 8 11 13
Sk 1 2 3 5 6 9 15 18 27 45 54 81 135 162 243 405
k 16 17 18 19 20 21 22 23 24 25 · · ·
Q (k) 11 14 16 14 17 19 17 20 22 20 · · ·
Sk 486 729 1215 1458 2187 3645 4374 6561 10935 13122 · · ·
We provide Table 1 to aid in better understanding how Q (k) is deﬁned.
We set α = 〈9,3,3,3, . . .〉 and let H f be a hierarchy of partitions of ω(c) such that |Pn| = 3n+1 for all n  1. From the
kneading map Q (k) and the associated kneading sequence of f , we make the following observations about H f .
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2. For all n ∈N, Pn+1,1, Pn+1,3n+1+1, Pn+1,2·3n+1+1 ⊆ Pn,1.
3. For all n ∈N, Pn+1,2·3n and Pn+1,2·3n+1+2·3n lie on the same side of c as c2·3n , whereas Pn+1,3n+1+2·3n lies on the opposite
side of c as c2·3n .
4. Further, kn = 2 · 3n and 3n+1 + 2 · 3n are cutting times.
We now show that the map f is such that the collection of endpoints of (I, f ) is precisely E .
Proposition 3.6. Let f be the symmetric tent map in Example 3.5. Then each point x ∈ E is an endpoint of (I, f ).
Proof. It suﬃces to assume x ∈ E is chosen such that x j = c for all j  0. Fix n ∈N. Either the address of xin− j agrees with
the address of c j for all j = 1, . . . , in − 1, or there exists j ∈ {1, . . . , in − 1} such that xin− j and c j lie on opposite sides of c.
We note that the latter happens only if Pn, j is the unique element of Pn straddling c. In the ﬁrst case Iin−1(x) · · ·I1(x) =
e1 · · · ein−1 and at least one of τR(x) or τL(x) is greater than or equal to in . In the latter case Iin−1(x) · · ·I1(x) = e1 · · · ein−1,
but Iin−1(x) · · ·I1(x) = e3n+1+1 · · · e3n+1+in−1 and Iin−1(x) · · ·I1(x) = e2·3n+1+1 · · · e2·3n+1+in−1.
By the construction of the nested hierarchy of partitions H f , x0 ∈ Pn+1,in+1 where in+1 ∈ {3n+1 + 2 · 3n + 1, . . . ,2 · 3n+1}.
Hence in+1  kn+1, and at least one of τR(x) or τL(x) is greater than or equal to in+1. As n may be chosen arbitrarily large
and in → ∞ as n → ∞, it follows that at least one of τR(x) or τL(x) is inﬁnite. Hence, by Theorem 2.9, x is an endpoint of
(I, f ). 
We now consider the following example.
Example 3.7. Take
Q (k) =
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
0 if k ∈ {1,2},
1 if k ∈ {3,4,6,8,11},
8n − 4 if k = 8n + 1 and n 1,
8n − 5 if k = 8n − 3,8n − 1, or 8n + 2 and n 1,
8n − 10 if k = 8n − 4,8n − 2,8n,8n + 3 and n 2.
Then there exists a symmetric tent map g with kneading map Q (k). One can prove that this map has an embedded adding
machine by using a building block scheme as in [13] or by using arguments from [8,9]. In fact, g|ω(c) is topologically
conjugate to the adding machine gα : α → α with α = 〈49,7,7,7, . . .〉.
Table 2
k 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
Q (k) 0 0 1 1 3 1 3 1 4 3 1 6 11 6 11
Sk 1 2 3 5 7 12 14 19 21 28 33 35 49 84 98 133
k 16 17 18 19 20 21 22 23 24 25 26 · · ·
Q (k) 6 12 11 6 14 19 14 19 14 20 19 · · ·
Sk 147 196 231 245 343 588 686 931 1029 1372 1617 · · ·
We provide Table 2 to aid in better understanding how Q (k) is deﬁned.
Let Hg be the hierarchy of partitions of ω(c) such that |Pn| = 7n+1 for all n 1. From the kneading map Q (k) and the
associated kneading sequence of g , we make the following observations about Hg .
1. For all n ∈N, Pn,5·7n is the unique element of Pn straddling c; that is, kn = 5 · 7n .
2. For all n ∈N, Pn+1,l·7n+1+1 ⊆ Pn,1 for l = 0,1, . . . ,6.
3. For all n ∈ N, Pn+1,l·7n+1+5·7n lies on the same side of c as c5·7n for l = 0,3,5, whereas Pn+1,l·7n+1+5·7n lies on the
opposite side of c as c5·7n for l = 1,2,4,6.
4. Further, l · 7n+1 + 5 · 7n is a cutting time for l = 0,1,2,4.
We now show that the inverse limit space for the map in Example 3.7 has endpoints x ∈ E such that in > kn for all
n ∈N. That is, the converse of Proposition 3.3 is false.
Proposition 3.8. Let g be the tent map from Example 3.7, and suppose x ∈ E is chosen such that in > kn for all n N (for some ﬁxed
N ∈N). Then x is an endpoint of (I, g).
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straddles c for all n ∈ N, and Pn+1,5·7n+1+5·7n and Pn+1,6·7n+1+5·7n lie on opposite sides of c, there exist points x ∈ E such
that in > kn for all n N . Let x be such a point.
Fix n  N . If Iin−1(x) · · ·I1(x) = e1 · · · ein−1, then either τR(x) or τL(x) is greater than or equal to in . Suppose
Iin−1(x) · · ·Iin− j(x) · · ·I1(x) = e1 · · · e˜ j · · · ein−1 for some j, where e˜ j = 1 − e j . Then j = kn , and as in+1 > kn+1, it follows
that in+1 = 6 ·7n+1 + in . Hence I7n+1+in−1(x) · · ·I1(x) = e1 · · · e7n+1+in−1. That is, at least one of τR(x) or τL(x) is greater than
or equal to 7n+1 + in . As n was ﬁxed and in → ∞ as n → ∞, it follows that at least one of τR(x) or τL(x) is inﬁnite. By
Theorem 2.9, x is an endpoint of (I, f ). 
Hence the symmetric tent map g from Example 3.7 is such that E is precisely the collection of endpoints of (I, g).
This follows from the fact it is suﬃcient to only consider the points x ∈ E for which x j = c for all j  0, together with
Propositions 3.3 and 3.8. This also establishes that given an arbitrary map f ∈ A, Proposition 3.3 provides a suﬃcient but
not necessary condition for a point x ∈ E to be an endpoint of (I, f ).
For emphasis, we recall that both Examples 3.5 and 3.7 are such that limk→∞ Q (k) = ∞. The inﬁnitely renormalizable
maps are such that limk→∞ Q (k) = ∞, and they also have E equal to the set of endpoints of (I, f ). We thus ask if it is
true that every map f ∈ A with limk→∞ Q (k) = ∞ is such that E is the set of endpoints of (I, f ). One can show using the
Hofbauer tower that this is indeed the case.
Theorem 3.9. Let f ∈ A be such that limk→∞ Q (k) = ∞. Then E is precisely the collection of endpoints of (I, f ).
Proof. It suﬃces to assume x = (x0, x1, x2, . . .) ∈ E is chosen such that x0 = ci for all i  0. Let {lk}k1 be an increasing
sequence of integers such that x0 ∈ Dlk for all k ∈ N (such an inﬁnite sequence exists by Proposition 2.3). We denote
Dlk = [clk ; cβ(lk)]. As x ∈ E , we have that e1 · · · eβ(lk)−1 = Iβ(lk)−1(x) · · ·I1(x). If for all N ∈ N there exists n ∈ N such that
β(ln) > N , then one of τR or τL will be inﬁnite, and hence by Theorem 2.9, x will be an endpoint of (I, f ). Thus assume
there exists N ∈N such that β(ln) N for all n ∈N. As limk→∞ Q (k) = ∞, we can choose an 
 > 0 and an n ∈N such that
|Dln | < 
 and none of c1, c2, . . . , cN lies in Dln . But then β(ln) > N , a contradiction. It thus follows that x is an endpoint of
(I, f ). 
As noted earlier, in the case where limk→∞ Q f (k) = ∞, Theorem 2.11 and Proposition 2.12 provide examples where the
collection of endpoints of (I, f ) is properly contained in E . Example 3.10 provides a symmetric tent map f ∈ A where
limk→∞ Q (k) = ∞ and E is precisely the collection of endpoints of (I, f ).
The symmetric tent map f with kneading sequence Q (k) as given in Example 3.10 has an embedded adding machine
(one may use a building block scheme as in [13]). In fact, f |ω(c) is topologically conjugate to fα : α → α with α =
〈25,5,5, . . .〉. Note that limk→∞ Q (k) = ∞ as for inﬁnitely many k we have that Q (k) = 1.
Example 3.10. Let
Q (k) =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
0 if k = 1,2,
1 if k = 3+ 2 · i2 +∑n3 n · in, where i2 ∈ {0,1,2}, in ∈ {0,1,2,3} for n 3,
i3 = 0 gives i2 = 2, and in = 0 for n 4 gives in− j = 3 for 1 j  n − 3,
2 if k = 4+ 2 · i2 +∑n3 n · in, where i2 ∈ {0,1}, in ∈ {0,1,2,3} for n 3,
i3 = 0 gives i2 = 1, and in = 0 for n 4 gives in− j = 3 for 1 j  n − 3,
3= 4− 1 if k = 8= 4+ 2 · 2,
8 if k = 11+ 3 · i3 +∑n4 n · in, where i3 ∈ {0,1}, in ∈ {0,1,2,3} for n 4,
i4 = 0 gives i3 = 1, and in = 0 for n 5 gives in− j = 3 for 1 j  n − 4,
10= 11− 1 if k = 17= 11+ 3 · 2,
17 if k = 21+ 4 · i4 +∑n5 n · in, where i4 ∈ {0,1}, in ∈ {0,1,2,3} for n 5,
i5 = 0 gives i4 = 1, and in = 0 for n 6 gives in− j = 3 for 1 j  n − 5,
20= 21− 1 if k = 29= 21+ 4 · 2,
29 if k = 34+ 5 · i5 +∑n6 n · in, where i5 ∈ {0,1}, in ∈ {0,1,2,3} for n 6,
i6 = 0 gives i5 = 1, and in = 0 for n 7 gives in− j = 3 for 1 j  n − 6,
33= 34− 1 if k = 44= 34+ 5 · 2,
44 if k = 50+ 6 · i6 +∑n7 n · in, where i6 ∈ {0,1}, in ∈ {0,1,2,3} for n 7,
i7 = 0 gives i6 = 1, and in = 0 for n 8 gives in− j = 3 for 1 j  n − 7,
etc.
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k 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
Q (k) 0 0 1 2 1 2 1 3 2 1 8 2 1 8 2 1
Sk 1 2 3 5 8 10 13 15 20 23 25 45 48 50 70 73 75
k 17 18 19 20 21 22 23 24 25 26 27 28 29
Q (k) 10 8 2 1 17 8 2 1 17 8 2 1 20
Sk 100 120 123 125 225 245 248 250 350 370 373 375 500
k 30 31 32 33 34 35 36 37 38 39 · · ·
Q (k) 17 8 2 1 29 17 8 2 1 29 · · ·
Sk 600 620 623 625 1125 1225 1245 1248 1250 1750 · · ·
We provide Table 3 to aid in better understanding how Q (k) is deﬁned.
We set H f to be the nested hierarchy of partitions of ω(c) such that |Pn| = 5n+1 for all n 1. From the kneading map
Q (k) and the associated kneading sequence of f , we make the following observations about H f .
1. For all n ∈N, Pn,4·5n is the unique element of Pn straddling c; that is, kn = 4 · 5n .
2. For all n ∈N, Pn+1,l·5n+1+1 ⊆ Pn,1 for l = 0,1, . . . ,4.
3. For all n ∈N, Pn+1,l·5n+1+4·5n lies on the same side of c as c4·5n for l = 0,3, whereas Pn+1,l·5n+1+4·5n lies on the opposite
side of c as c4·5n for l = 1,2,4.
4. Further, l · 5n+1 + 4 · 5n is a cutting time for l = 0,1,2,4.
Proposition 3.11. Let f be the map deﬁned in Example 3.10. Then E is precisely the collection of endpoints of (I, f ).
Proof. By Remark 3.4, it suﬃces to restrict our attention to the x ∈ E for which x j = c for all j  0 and in > kn from some
point on. Fix N ∈ N and let x ∈ E be such that in > kn for all n  N . We now ﬁx m  N . We know that km = 4 · 5m and
km+1 = 4 · 5m+1, and thus im+1 > 4 · 5m+1 + 4 · 5m . Further, im+2 > 4 · 5m+2 + 4 · 5m+1 + 4 · 5m . But then by the construction
of H f from the kneading map Q (k), it follows that I5m+1+im−1(x) · · ·I1(x) = e1 · · · e5m+1+im−1. Hence one of τR(x) or τL(x)
is at least 5m+1 + im . As m was arbitrarily chosen and 5m+1 + im → ∞ as m → ∞, at least one of τR(x) or τL(x) is inﬁnite.
Hence, by Theorem 2.9, x is an endpoint of E . 
By studying the collection of endpoints of (I, f ) in the case where f ∈ A, we proved that if limk→∞ Q f (k) = ∞, then
the set of endpoints of (I, f ) was precisely E . We also showed that when limk→∞ Q f (k) = ∞, then E may or may not
be equal to the set of endpoints of (I, f ). This raises the question as to what role the kneading map plays in determining
whether E is the set of endpoints for an arbitrary unimodal map f , and what the least conditions are that may be placed
on f and its kneading map to guarantee E is precisely the collection of endpoints for (I, f ).
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