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Ontology mappingAbstract Hierarchical ontologies play a key role in organizing documents in a repository. While
matching the ontologies, the relationships among the concepts are considered to be a major aspect.
In hierarchical ontologies, the concepts are associated with one another only through the ‘‘is-a’’
relation. In this paper, we discuss an approach for matching heterogeneous hierarchical ontologies
that are related to the same domain through the semantic interpretation and implicit context of the
concepts. We have designed rules that can handle heterogeneities and inconsistencies that are found
in hierarchical ontologies. These rules can be embedded to complement the existing matching sys-
tems, to resolve the matching complexities in the hierarchical ontologies.
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An ontology provides a shared understanding of common
domains and contributes to resolving interoperability issues
among software applications across different autonomous
organizations. However, the semantic web community
agrees on the fact that a single ontology cannot be built due
to the large variety of information sources on the web. Ontology
matching is a solution to the semantic heterogeneity problem
(Shvaiko and Euzenat, 2013; Kalfoglou and Schorlemmer,
2003; Ehrig and Sure, 2004). Ontology matching takes twoontologies as inputs and ﬁnds correspondences between seman-
tically related entities in the ontologies to enable interoperabil-
ity among them. These correspondences can be used for a
variety of tasks, such as ontology merging, query answering,
or data translation. Ontology matching is an important opera-
tion in applications such as information retrieval, natural lan-
guage processing (NLP), health informatics, bio-informatics
and ecommerce. Semantic matching of ontologies is a labor-
intensive and error-prone process in integrating autonomous
data sources, and it uses more than half of the integration
efforts (Halevy, 2005; Halevy et al., 2006). Various ontology
matching systems and algorithms have been proposed since
the last decade (Pivovarov et al., 2012; Shvaiko et al., 2010;
Hu et al., 2008; Giunchiglia et al., 2004, 2005, 2012; Jian
et al., 2005; Ehrig and Sure, 2005; Ehrig and Staab, 2004; Do
and Rahm, 2002). Several surveys (Shvaiko and Euzenat,
2005, 2013; Ehrig and Sure, 2004; Giunchiglia and Shvaiko,
2003; Kalfoglou and Schorlemmer, 2003) and books
(Bellahsene et al., 2011; Euzenat et al., 2007) have been pub-
lished on the topic as well.
248 S. Khan, M. SafyanA hierarchical ontology is represented in the form of a
directed acyclic graph in which a node models a concept and
its label codiﬁes the meaning of the concept. Relationships
among the nodes are usually represented by narrow-than or
broader-than relations in the graph. The hierarchical ontology
classiﬁes the concepts at each level and proceeds from general-
ized to specialized concepts. In the same subject domain, dif-
ferent hierarchical ontologies can have different
classiﬁcations of concepts. In other words, similar concepts
in different ontologies can be classiﬁed in different ways and
are placed at different hierarchical levels. Data type properties,
object type properties, relationships among concepts and their
respective axioms usually deﬁne the context of an ontology
(Shavaiko and Euzenat, 2005; Giunchiglia and Shvaiko,
2003; Giunchiglia et al., 2005). A hierarchical ontology is
light-weight (Zuber and Faltings, 2007; Gomez-Perez et al.,
2004), i.e., not rich in terms of its context. In other words, data
type properties, object type property relationships among con-
cepts and their respective axioms are missing in a hierarchical
ontology. Web directories such as Dmoz (i.e., a Google direc-
tory)1 and the Yahoo directory2 and subject classiﬁcation
schemes such as the ACM Computing Classiﬁcation System
(ACM CCS)3 and the Mathematics Subject Classiﬁcation
(MSC)4 are examples of hierarchical ontologies. These systems
are also known as taxonomies.
Hierarchical ontologies are usually categorized into formal
and informal hierarchical ontologies (Gomez-Perez et al.,
2004). Formal hierarchical ontologies strictly implement inher-
itance in sub-classes. An instance of a sub-class must be an
instance of its super-class. For example, sub-classes of the con-
cept Travel could be Flight travel, Train travel. However, infor-
mal hierarchical ontologies do not strictly follow inheritance in
sub-classes. For example, Car rental and Hotel are sub-con-
cepts of Travel in an informal hierarchical ontology, but they
do not inherit Travel characteristics. This paper focuses on
informal hierarchical ontologies.
In the same subject domain, heterogeneities exist in the
structure of hierarchical ontologies. For example, the concepts
are labeled and classiﬁed differently and placed at various lev-
els in different hierarchies. We call these structural heterogene-
ities. Reasons behind the heterogeneities are asfollows: (i)
ontologies evolve over a long period of time, (ii) users work
in isolation and autonomously, and (iii) ontologies grow
according to organizational requirements. Heterogeneities
make semantic matching difﬁcult if not impossible
(Giunchiglia and Yatskevich, 2004; Ontology, 2004). To
match/map the hierarchical ontologies, the context of concepts
in ontologies is required. Because hierarchical ontologies are
light-weight, it is therefore essential to explore and identify
the context of the concepts in the ontologies.
Existing ontology-matching techniques are usually classi-
ﬁed into two categories: (i) element level and (ii) structure level
(Shavaiko and Euzenat, 2005; Kalfoglou and Schorlemmer,
2003). Element-level matching techniques handle ontology
entities and their instances in isolation from their relationships
with other entities or their instances. They apply very basic
matching approaches, such as string-based, language-based1 http://googledirectory.com/ [July 22, 2009].
2 http://dir.yahoo.com/ [July 22, 2009].
3 http://www.acm.org/about/class/1998 [July 22, 2009].
4 http://www.ams.org/mathscient/msc/msc.html [July 22, 2009].and constraint-based. Some element-level techniques use exter-
nal resources, such as WORDNET5, to know the context of
the elements; however, it might not be sufﬁcient to capture
the context with only external resources without looking into
the ontology structure. These approaches are a pre-requisite
of every matching technique. On the other hand, structure-
level matching techniques ﬁnd that mapping on the basis of
relationships exist among entities and/or their instances. These
techniques check hierarchical positions and child or leaf node
similarities between the ontologies to determine the context
(Shavaiko and Euzenat, 2005; Kalfoglou and Schorlemmer,
2003).
In this research, we found that the existing ontology-match-
ing techniques, especially the structure-level techniques, are not
sufﬁcient to capture the context of the concepts in the matching
of informal hierarchical ontologies. The main reasons behind
their deﬁciency inmatching the informal hierarchical ontologies
are as follows: (i) the labels of some concepts are meaningless
(i.e., undeﬁned), (ii) hierarchical positions (i.e., levels) are not
the same, (iii) a single concept can be represented with multiple
concepts, and (iv) immediate parent concepts are not always
predictive in these ontologies. These identiﬁed structural heter-
ogeneities are elaborated in examples in the next section. We
have designed rules to resolve the identiﬁed heterogeneities in
matching informal hierarchical ontologies, andwe implemented
them in a prototype system. These rules can be used as an exten-
sion layer to the existing ontology-matching systems, such as
(Giunchiglia et al., 2012; Jian et al., 2005; Ehrig and Sure,
2005). The proposed system was compared with existing
open-source ontology matching systems: FOAM6 (Ehrig and
Sure, 2005) and Falcon7 (Jian et al., 2005; Ehrig and Sure,
2005), in terms of the precision, recall and interpolated precision
(Salton et al., 1986). Data sets of the Web directory Dmoz and
the Yahoo directory, and the subject classiﬁcation schemes,
ACM Computing Classiﬁcation System (ACM CCS) and
Mathematics Subject Classiﬁcation (MSC), were used for eval-
uation. The evaluation results show a signiﬁcant improvement
in the proposed system over the existing matching systems in
the case of the identiﬁed heterogeneities.
The remainder of this paper is organized as follows:
Section 2 identiﬁes structural heterogeneities that exist in hier-
archical ontologies. Related work is presented in Section 3.
Section 4 discusses the proposed ontology-matching technique.
Section 5 gives details on the evaluation and comparison of the
results with the existing ontology-matching systems. Section 6
concludes the paper and identiﬁes future directions.
2. Identiﬁed structural heterogeneities
Informal hierarchical ontologies do not strictly follow inheri-
tance in their sub-concepts, which can lead to structural heter-
ogeneities. We have identiﬁed the following structural
heterogeneities in matching the hierarchical ontologies.
2.1. Meaningless labels
Each concept has a label that expresses its meaning, but the
label sometimes is arbitrary and has no explicit meaning in5 http://wordnet.princeton.edu/ [March28, 2013].
6 http://www.aifb.kit.edu/ [March 28, 2013].
7 http://ws.nju.edu.cn/falcon-ao/ [March 28, 2013].
Figure 2 Multi-facet concepts in Web directories.
Semantic matching in hierarchical ontologies 249any language, e.g., English. For example, K-12 is a label of a
sub-concept of Education in the Yahoo directory, but it has
no explicit meaning.
2.2. Structural inconsistency
A concept in a source ontology has a different hierarchical
position in the target ontology. In other words, a sub-concept
of a concept can be the super-concept of the respective concept
in the target ontology. For example, News & Media is a sub-
concept of Sports in the Dmoz directory, as shown in Fig. 1.
The same concept, News & Media, is the super-concept of
Sports in the Yahoo directory.
2.3. Structural polysemy
Structural inconsistency makes it difﬁcult to determine the
actual facet of a concept through its immediate super-concept
in hierarchical ontologies. For example, Colleges & Universities
is a sub-concept of News & Media in the Dmoz directory, while
it is a sub-concept of Sports in the Yahoo directory, as shown
in Fig. 1. The concept Colleges & Universities in both ontolo-
gies is not the same with reference to its immediate super-con-
cepts; however, the concepts are similar with respect to their
context.
2.4. Multi-facet concepts
A concept or sub-concept of multiple concepts in a source
ontology can be a sub-concept of a single concept in the target
ontology. A concept that is a sub-concept of multiple concepts
has more facets than the concept that is a sub-concept of a sin-
gle concept. In other words, multi-facet concepts are more spe-
cialized, while single-facet concepts are more general. For
example, Baseball is a sub-concept of Colleges & Universities,
Radio and Magazine and E-zines in the Dmoz directory, as
shown in Fig. 2. The same concept is a sub-concept of onlyFigure 1 Snippets oone concept, i.e., Magazine, in the Yahoo directory. The con-
cept Baseball in the Dmoz directory is more specialized than
the concept Baseball in the Yahoo directory.
2.5. Synonym
The same concepts are labeled linguistically with different
words (Khan and Mustafa, 2013). For example, linguistically,
Sports and Games are two different things, but they are similar
concepts with different labels.
2.6. Splitting context
The knowledge held in a concept of a source ontology can be
scattered in multiple concepts in the target ontology. Thef Web directories.
250 S. Khan, M. Safyanmultiple concepts can be located at a single level or at multiple
levels. In other words, the concept of a source ontology can
match to more than one (many) concept in the target ontology.
For example, the Gambling addiction in the Yahoo directory is
broken into two concepts at two levels, Gambling and Addic-
tion, in the Dmoz directory, as shown in Fig. 1. Similarly,
the conceptMagazine & Ezine in the Dmoz directory is broken
into two concepts:Magazine and Ezine, in the Yahoo directory
at the same level, as shown in Fig. 1.
2.7. Implicit labels
Some similar concepts are labeled differently, and it is not pos-
sible to match them through their synonyms. However, they
can be matched through their respective super-concepts and
sub- concepts.
For example, the concepts Gymnastics and Acrobats are not
synonym concepts, but we can depict their similarity on the
basis of their super-concepts and sub-concepts context, as
shown in Fig. 3.
In this paper, we propose rules that handle the heterogene-
ities and inconsistencies that are found in matching informal
hierarchical ontologies that were previously mentioned.
3. Related work
Various ontology-matching systems and algorithms have been
proposed since the last decade. An overview can be found in
Shvaiko and Euzenat (2013, 2005), Ehrig and Sure (2004),
Giunchiglia and Shvaiko (2003), Kalfoglou and Schorlemmer
(2003). There is no single matcher that clearly dominates oth-
ers. Often, they perform well in some cases and not very well in
some of the other cases. Many systems have focused on com-
bining and extending the known methods (Shvaiko and
Euzenat, 2013). In this paper, we will discuss the identiﬁed het-
erogeneity issues in hierarchical ontologies with reference to
the existing ontology-matching systems and algorithms.
FOAM (Ehrig and Sure, 2005), which was developed by the
University of Karlsruhe, is an ontology alignment framework
that is intended to fully or semi-automatically align two or
more OWL ontologies. FOAM combines a rule-based
approach and a machine learning approach. First, it considers
the similarity of the individual entities (concepts, relations, and
instances). As a result, it returns pairs of aligned entities.
FOAM also provides a mechanism that allows users to set
the parameters for a speciﬁc alignment task and select the
alignment when doubtable alignments are produced. FOAM
applies an iterative process and expands the mapping through
the aggregation of previously estimated similarities.Figure 3 Super-sub context in Web directories.Falcon-AO (Jian et al., 2005), which was developed by the
South East University of China, is an automatic ontology-
matching tool. There were two alignment strategies in Fal-
con-AO, LMO, and GMO (Hu et al., 2005). LMO is a matcher
that is based on linguistic matching for ontologies, and GMO
is a matcher that is based on graph matching for ontologies.
Falcon-AO latest version (Hu et al., 2008) operates in three
phases, to address large ontologies. It partitions entities of
the input ontologies into sets of clusters and constructs blocks
that are matched based on pre-calculated anchors. There are
two alignment strategies in the new Falcon-AO, V-Doc (a lin-
guistic matcher) and GMO (an iterative structural matcher).
S-Match (Giunchiglia et al., 2004, 2006, 2012; Shvaiko
et al., 2010) is an algorithm and tool that was developed by
the University of Trento. S-Match takes two trees as input,
and for any pair of nodes from the two trees, it computes
the strongest semantic relation holding between the concepts
of the two nodes. To accomplish this task, it uses lexical tech-
niques, background knowledge in the form of relations
between synsets in WordNet, and the structure of the tree.
S-Match is restricted to tree-like structures that are used for
classiﬁcation purposes.
CTXMatch (Magnini et al., 2004), QOM (Ehrig and Staab,
2004), and COMA (Do and Rahm, 2002) resolve structural
polysemy of concepts only through their immediate super-con-
cepts. However, their approach to structural polysemy is not
as successful in informal hierarchical ontologies, as explained
in the structural polysemy description in the previous section.
Moreover, the existing matching systems do not differentiate
between the matching of multi-facet concepts and single-facet
concepts and handle them equally. This approach reduces
the precision of the similarity of concepts in their approach
in terms of concept specialization. Similarly meaningless labels
that split context and super-sub context are not the focus of
the existing systems.
4. Proposed matching technique
To match the concepts of the source and target ontologies, we
have proposed and designed rules that recognize similarity
between concepts from the structural representation of the
informal hierarchical ontologies. These rules are described in
detail as follows:
4.1. Identiﬁcation of meaningless labels
Labels of concepts can usually be divided into two groups: (i)
deﬁned compound-word labels and (ii) meaningless (unde-
ﬁned) compound-word labels. We deﬁne each of these groups
concisely, as follows:
Deﬁned compound-word label: This type of label contains at
least two adjacent words and has an explicit meaning in the
WORDNET8. For example, Academic Department is a deﬁned
compound-word label in WORDNET, and its synonyms can
be identiﬁed from WORDNET.
Undeﬁned compound-word label: This type of label consists
of two or more adjacent words and has no explicit meaning in
the WORDNET. For example, Laser Game is not available in
WORDNET; thus, we can consider it to be an undeﬁned (i.e.,8 http://wordnet.princeton.edu/ [July 22, 2009].
Figure 4 Structural inconsistency.
Table 1 Rules for undeﬁned compound word labels.
Punctuation marks Replacement Example Rule
Space Conjunction Laser Game Laser  Game
Commas Disjunction Softball, Fast Pitch Softball  Fast pitch
And Disjunction Arts and Humanities Arts  Humanities
Or Disjunction Inﬁnite group or ﬁnite group Inﬁnite group  ﬁnite group
Preposition Conjunction Theory of Data Theory  Data
Semantic matching in hierarchical ontologies 251meaningless) label. These compound words could contain a
space, comma, ‘or’, ‘and’, and other propositions. Our
designed rules for identifying the conjectures of the concepts
are shown in Table 1. For example, the label Laser Game must
be treated as Laser ^ Game. In other words, the label Laser
Game must be matched with a label that has both the words
Laser and Game. Similarly, the label Arts and Humanities
can be matched with either a label Arts  Humanities.
4.2. Resolving structural inconsistency
The S-Match (Giunchiglia et al., 2004) approach to structural
inconsistency cannot resolve this problem in informal hierar-
chical ontologies because sub-concepts do not essentially
inherit all of the properties of their super-concepts. We pro-
pose the matching of the structure of the concepts, i.e., the
composition of the concepts, instead of matching individual
concepts in the case of structural inconsistency in informal
hierarchical ontologies. Mathematically, we describe the rule
as follows:
IfððA#A0Þ 2 aÞ ^ ððA0#AÞ 2 bÞ then ðA;A0Þ  ðA0;AÞ
where a and b are two hierarchies, A and A0 are concepts,
and ” denotes the synonym relation. The Horn clause repre-
sentation of this rule is as follows:
ððC2ð,Þ ! C1ð,ÞÞ ^ ðD2ð,Þ ! D1ð,ÞÞÞ ^ ððC1ð,Þ
$ D2ð,ÞÞ ^ ðC2ð,Þ $ D1ð,ÞÞÞ  ððC2ð,Þ ^ C1ð,ÞÞ
$ ðD2ð,Þ ^D1ð,ÞÞÞExample 1. In the Dmoz directory, Sport and News & Media
is equivalent to News & Media and Sports in the Yahoo
directory, as shown in Fig. 4.4.3. Resolving structural polysemy
We resolve structural polysemy through an immediate super-
structure instead of through immediate super-concepts (i.e.,
parents) in informal hierarchical ontologies. Here, we intro-
duce two terminologies, super-structure and sub-structure. A
superstructure of a concept is composed of broader concepts
up to great-grand-parent, and a substructure of a concept is
composed of narrower concepts up to great-grand-child. For
example, in Fig. 5, the concept News & Media is the super-con-
cept of the concept Colleges & Universities in the Dmoz direc-
tory, while Sports is the super-concept of the same concept in
the Yahoo directory. If we compare the immediate super-con-
cepts of Colleges & Universities in both directories, then it
would be considered to be different. However, if we consider
the immediate super-structure, the concept in both directories
is the same according to our proposed rule that resolves struc-
tural inconsistency, as mentioned in the previous subsection.
The Horn clause representation of this rule is the following:
ððC3ð,Þ ! C2ð,Þ ! C1ð,ÞÞ ^ ðD3ð,Þ ! D2ð,Þ
! D1ð,ÞÞÞ ^ ððC1ð,Þ $ D2ð,ÞÞ ^ ðC2ð,Þ $ D1ð,ÞÞÞ
 ððC1ð,Þ ^ C2ð,ÞÞ $ ðD1ð,Þ ^D2ð,ÞÞÞ  ðC3ð,Þ
$ D3ð,ÞÞ
Figure 5 Structural polysemy illustration.
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Dmoz directory and the Yahoo directory, as shown in Fig. 5.4.4. Matching multi-facet concepts
Multi-facet concepts are more specialized in comparison to
single-facet concepts. In other words, multi-facet concepts
are more restricted concepts. Therefore, we consider a multi-
facet concept to be a sub-concept of the single-facet concept
in matching. The concept Baseball in the Dmoz directory is
a sub-concept of three parent concepts, i.e., College and Uni-
versities, Radio and Magazine and Ezine. On the other hand,
the concept Baseball in the Yahoo directory has only one par-
ent concept and is more generalized than the previous concept,
as shown in Fig. 2. Here, we must deﬁne a function to assist the
proposed rule.
Label: label(arg1, [arg2]) represents the label of a concept.
The ﬁrst argument represents the name of a concept, and the
second argument is optional and represents the label of the
ﬁrst one.
The Horn clause representation of this rule is as follows:
ðD1ð,Þ ! Cnð,Þ ^ Cn1ð,Þ ^    ^ C1ð,ÞÞ ^ ðD2ð,Þ
! Cnð,Þ _ Cn1ð,Þ _    _ C1ð,ÞÞ ^ ðlabelðD1; yÞ
$ ðlabelðD2; yÞÞÞ  D2#D1  ðD1ð,Þ $ D2ð,ÞÞFigure 6 Multi-facet concepts matching illustration.Example 3. This rule can be explained with help of Fig. 2 and
is shown in Fig. 6.4.5. Resolving the splitting context
In the case of a splitting context, the matching (target) con-
cepts of a concept can be broken down either at a single level
or at different levels in an informal hierarchical ontology.
When the matching concepts of a concept are scattered at dif-
ferent levels, then those matching concepts are sub-concepts
and super-concepts of one another. In this case, the conjunc-
tion (AND) of the matching concepts shall be similar to the
source concept. Therefore, a source concept Gambling Addic-
tion is equal to the target concepts Gambling  Addiction, as
shown in Fig. 7.
Similarly, when the matching concepts of a concept are
scattered at single levels, then these matching concepts are
siblings of one another. In this case, the disjunction (OR)
of the matching concepts shall be similar to the source
concept. Therefore, the source concept Magazine and Ezine
is equal to the concepts Magazine  Ezine, as shown in
Fig. 8.
The following rules in Equations 1 and 2 show resolving the
splitting context on different levels and a single level, respec-
tively, with the horn clause. We deﬁned another function that
is used in the proposed rule.
Concatenation: concate(arg1, arg2) represents a typical
string concatenation function that is applied to the labels of
the two concepts that are given as arguments.ðC2ð,Þ ! C1ð,ÞÞ ^ labelðC1; aÞ ^ labelðC2; bÞ
^ labelðD1; zÞ ^ labelðD1Þ
$ concateðlabelðC2Þ; labelðC1ÞÞ
 ððC1ð,Þ ^ C2ð,ÞÞ $ D1ðyÞÞ ð1Þ
ððC1ð,Þ ! DðzÞÞ ^ ðC2ðyÞ ! DðzÞÞÞ  ðC1ð,Þ _ C2ðyÞÞ
! ðDðzÞÞ ð2Þ
Figure 7 Splitting the context on different levels.
Figure 8 Splitting context on a single level.
Semantic matching in hierarchical ontologies 253Example 4. These rules can be explained with the help of the
Dmoz directory and the Yahoo directory, as shown in Figs. 7
and 8.Figure 9 Implicit labels.
9 http://www.dmoz.org [March 28, 2013].
104.6. Interpreting implicit labels
Implicit labels of concepts in an informal hierarchical ontology
can be interpreted through their immediate super-structure
and sub-structure. For example, hierarchies of the Dmoz direc-
tory sports n Gymnastics n Artistic n ClubandSchools and the
Yahoo directory Athletics n Acrobatics n Artistic n Club are
shown in Fig. 3.
According to our proposed rule, an immediate super-con-
cept of Gymnastics is Sports, and a sub-concept is Artistic,
whereas a super-concept of Acrobatic is Athletics, and a sub-
concept is Artistic. Because the immediate super-structure
and sub-structure of the concepts Gymnastics and Acrobatic
are similar, the concepts are, therefore, equal. Next is the pro-
posed rule with the horn clause, whose purpose is to handle the
implicit labels.
ððC3ð,Þ ! C2ð,Þ ! C1ð,ÞÞ ^ ðD3ð,Þ ! D2ð,Þ
! D1ð,ÞÞÞ ^ ððC1ð,Þ ! D1ð,ÞÞ ^ ðC3ð,Þ
$ D3ð,ÞÞÞ ^ labelðC2; yÞ ^ labelðD2; zÞ ^ ðy  :zÞ
 ðC2ð,Þ $ D2ð,ÞÞ
Example 5. This rule can be explained with the help of the
Dmoz and Yahoo directories, as shown in Fig. 9.5. Implementation and evaluation
To evaluate and validate our system, ontologies are required.
In the following subsections, we discuss the ontologies that
were developed and their evaluation.
5.1. Data Set Speciﬁcations
We selected two different types of hierarchical ontologies: (i)
web directories and (ii) subject classiﬁcation schemes. In web
directories, the Dmoz9 directory is an extremely large directory
that has almost 590,000 categories in its hierarchy. The
Yahoo10 directory has almost the same size. Thus, we consid-
ered only one main category, Sports, and its subsequent cate-
gories from both the Yahoo and Dmoz directories for thishttp://dir.yahoo.com [July 22, 2009].
Figure 10 Web directories – precision and recall.
Table 2 Snippet of web directories mapping result.
Dmoz concepts Yahoo concepts Manual match Proposed Foam Falcon
Health Health
p p p p
Addictionﬁ Gabling Gambling Addiction
p p
X X
Sportﬁ Acrobatﬁ Artistic Sportsﬁ Gymnasticsﬁ Artistic
p p
X X
Sportsﬁ News & Media News & Mediaﬁ Sports
p p
X X
College and University College and University
p p p p
Columnist Column and Columnists
p p
X
p
Program Program X X
p p
Basket Ball Archery X X
p
X
Disabled Disabilities
p
X X
p
254 S. Khan, M. Safyanevaluation. On the other hand, the ACM Computing Classiﬁ-
cation System11 and Mathematics Subject Classiﬁcation
(MSC) scheme12 are both related to academia. ACM CCS clas-
siﬁes the Computer Science discipline, and MSC is used to
classify Mathematics-related documents. Their subject
domains overlap with each other; therefore, they were selected
for the evaluation. Because these hierarchies are very large in
size, we randomly selected their two main categories from each
hierarchy, which are as follows:
 Computing Methodology & Application (MSC).
 Artiﬁcial Intelligence (MSC).
 Computing Methodology (ACM).
 Computer Application (ACM).
The reason for selecting a small portion of the available
data sets for this research was that these data sets are not in
ontology format but instead are either in text or XML, and
they must be converted into a proper ontology language, either
RDF or OWL. We developed a proper ontology in RDF for
each data set in the Java language using Protege13.
5.2. System architecture
The proposed system has been implemented in the Java lan-
guage. The system architecture of the system consists of three
components:11 http://www.acm.org/about/class/1998 [July 22, 2009].
12 http://www.ams.org/mathscinet/msc/msc.html [July 22, 2009].
13 http://protege.stanford.edu/ [Oct. 10, 2013]. Linguistic-analysis service uses (i) Protege-OWL and (ii)
Jena-OWL-Model to parse the input ontologies. These
APIs are open source Java libraries for OWL and RDF,
and they provide classes and methods to load and save
OWL ﬁles and to query and manipulate OWL data models
to perform reasoning. This service considers concepts as
standalone objects irrespective of their positions in a hierar-
chy. Concepts are tokenized and lemmatized ﬁrst and then
classiﬁed as compound words or undeﬁned compound
words according to the deﬁned rules.
 World-knowledge service uses the WORDNET linguistic
resource to ﬁnd relationships among the concepts, such as
synonym, hypernym and hyponym.
 Context analysis service captures the context of concepts in
hierarchical ontologies using the deﬁned rules for matching.
5.3. Evaluation and results
We compared our proposed system with two existing ontology
matching systems, namely, Falcon14 (Jian et al., 2005) and
FOAM15 (Ehrig and Sure, 2005). Both of these systems
are open-source applications, and their code was available.
We downloaded their APIs and deployed them on a local
machine for evaluation purposes. We executed all of the three
systems (i.e., the proposed system and the downloaded sys-
tems) for evaluation on the data sets that were mentioned
above. The evaluation criteria that were used for the system14 http://ws.nju.edu.cn/faccom-ao/ [March 28, 2013].
15 http://www.aifb.kit.edu/ [March 28, 2013].
Figure 11 Web directories – interpolated precision.
Semantic matching in hierarchical ontologies 255were precision, recall (Hassanpour and Zahmatkesh, 2012) and
interpolated precision (Salton et al., 1986). Precision can
be seen to be a measure of exactness, whereas recall is a mea-
sure of completeness. Precision is the number of relevant con-
cepts that can be retrieved by the system divided by the total
number of retrieved concepts. Recall is the number of relevant
mappings that can be retrieved by the system divided by the
total number of relevant concepts (which should have been
retrieved). To know the relevant concepts between the given
ontologies, the ontologies were matched manually by domain
experts. The interpolated precision combines both the preci-
sion and recall and measures the maximal precision above a
certain recall level threshold.Table 3 Snippet of the classiﬁcation schemes mapping results.
ACM concepts MCS concepts
Artiﬁcial intelligence Artiﬁcial intelligence
Computational geometry Computational geometr
Computer aided design Computer aided enginee
Image processing Image processing and c
Information system Information systems
Problem solving, control methods and search Problem solving
Robotics Robotics
Simulation Simulation and modelin
Knowledge representation formalism Knowledge representati
Figure 12 Subject classiﬁcat5.3.1. Benchmark: web directories
Both the directories Dmoz and Yahoo were given as inputs to
all of the three systems. A snippet of the result is shown in
Table 2. In the table, the sub-concepts are represented with
arrows (ﬁ), e.g., Gambling is a sub-concept of Addiction, mark
(
p
) represents the matched concepts, and cross (X) shows the
non-matched concepts. The concept Program in the Dmoz is
not similar to Program in Yahoo in both the manual and the
proposed matches because their super-structures are not simi-
lar (i.e., shown in Fig. 1), although their labels are the same.
Fig. 10 shows the accuracy of our system (the proposed rules)
in terms of the precision and recall. The precision of the pro-
posed system is higher than Falcon and FOAM by 19% and
30%, respectively. Similarly, the recall is better by 27% than
Falcon and FOAM. In Fig. 11, the graph illustrates the mono-
tonically decreasing function of the interpolated precision at
each recall point. The decrease in the interpolated precision
in the case of Falcon and FOAM is sharper than in our pro-
posed system.
5.3.2. Benchmark: subject classiﬁcations
Similarly, both classiﬁcation schemes ACM CCS and MSC
were inputs to all three systems. A snippet of the result is
shown in Table 3. Fig. 12 shows the accuracy of our system
in terms of the precision and recall. The precision of the pro-
posed system is higher than that of Falcon and FOAM by
10% and 32%, respectively. Similarly, the recall is improved
by 9% and 39% compared with Falcon and FOAM, respec-
tively. In Fig. 13, the graph illustrates the monotonicallyManual match Proposed FOAM Falcon
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Figure 13 Subject classiﬁcation – interpolated precision.
256 S. Khan, M. Safyandecreasing function of the interpolated precision at each recall
point. The decrease in the interpolated precision in the cases of
Falcon and FOAM is more severe compared with our pro-
posed system.
6. Conclusions and future directions
Matching is vital for enabling the interoperability among dif-
ferent ontologies in semantic web applications. The semantic
matching of ontologies is a labor-intensive and error-prone
process in integrating autonomous data sources. Hierarchical
ontologies are represented in the form of a directed acyclic
graph, where a node models a concept and its label codiﬁes
the meaning of the concept. The hierarchical ontologies are
light-weight and classify concepts at each level. They proceed
from generalized to specialized concepts and are usually
divided into the following categories: formal and informal hier-
archical ontologies. The ﬁrst category strictly implements
inheritance into sub-classes, while the latter category does
not strictly follow inheritance in its subclasses. In the same
subject domain, different hierarchical ontologies can have dif-
ferent classiﬁcations of the concepts, which are called struc-
tural heterogeneities. Reasons behind the heterogeneities are
as follows: (i) ontologies evolve over a long period of time,
(ii) users work in isolation and autonomously, and (iii) ontol-
ogies grow according to organizational requirements. Hetero-
geneities make semantic matching difﬁcult. To match
hierarchical ontologies, the context of the concepts in the
ontologies is required. Because hierarchical ontologies are
light-weight, it is therefore essential to explore and identify
the context of the concepts in the ontologies.
In this research, we found that the existing ontology-match-
ing techniques, especially at the structure level, are not ade-
quate to capture the context of the concepts when matching
informal hierarchical ontologies. The main reasons behind
their deﬁciency in matching informal hierarchical ontologies
are as follows: (i) the labels of some of the concepts are mean-
ingless (i.e., undeﬁned), (ii) hierarchical positions (i.e., levels)
are not the same, (iii) a single concept can be represented with
multiple concepts, and (iv) immediate parent concepts are not
always predictive in these ontologies. We have designed rules
to resolve the identiﬁed heterogeneities in matching informal
hierarchical ontologies and implemented them in a prototype
system. The proposed system was compared with existing
open-source ontology-matching systems, namely, FOAM andFalcon, in terms of the precision, recall and interpolated preci-
sion. Data sets of the Web directory Dmoz and the Yahoo
directory and the subject classiﬁcation schemes ACM Comput-
ing Classiﬁcation System (ACM CCS) and Mathematics Sub-
ject Classiﬁcation (MSC) were used for evaluation. The
evaluation results show a signiﬁcant improvement in the pro-
posed system over the existing matching systems in the case
of identiﬁed heterogeneities. A future research step can be to
ﬁnd the structure patterns that are equally applicable for all
types of hierarchical ontologies.
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