This paper presents a scheme for performing convolution operation directly on compressed images without decompressing them first. The use of such a scheme is demonstrated and discussed by showing the implementation of the Laplacian-of-Gaussian operator for edge detection. We present a complete evaluation of the different parameters involved in this process and show edge detection results on several real images through our proposed scheme. In each case, it is shown that the proposed scheme of directly performing convolution on the compressed data leads to not only a significant computation speedup but also yields better edges.
I. Introduction
The lower data rate of compressed video such as motion JPEG and MPEG offers an attractive lowcost possibility of software-based real time processing of digital video needed in many multimedia applications. As a result, several researchers have been exploring methods to perform a variety of processing tasks directly on compressed data without decompression. To date, these efforts have focussed mainly on either video manipulation and compositing tasks or on video segmentation task. Ranging from simple image addition to sophisticated geometric transformations, a number of innovative methods for direct manipulation of JPEG images have been proposed recently [3, 18, [23] [24] [25] [26] [27] . Methods to perform video segmentation for shot boundary detection in the context of video databases by examining the MPEG video stream have also been developed by many researchers [28] [29] [30] [31] [32] .
The tasks related to geometric feature extraction such as edge detection have received very little attention in so far as the direct processing of digital video is concerned. These tasks are important in many applications, e.g., object detection and tracking, in addition to the fact that the extraction of geometric features is needed to generate content descriptors for images and videos. Previous work in compressed domain edge feature extraction only provided certain coarse interpretation of statistical features, which tend to ignore important low-level features such as edges, corners or fine textures. There have been some preliminary edge extraction methods based on the classification of DCT coefficients. Some coarse edges can be extracted out directly from transform coefficients, e.g., Arman et al [2] used the number of non-zero coefficients in DCT block to decide whether there exists an edge. Shen and Sethi [17] used patterns of DCT coefficients to decide edge parameters such as orientation and strength. But neither of these can provide precise edge map
The LoG operator convolves the image with a discretized version of the Laplacian of Gaussian, and then zero-crossing is performed to constitute edges. In two dimensions:
where is the space constant of the Gaussian. The convolution mask for discretized LoG operator is obtained by sampling the impulse response function of Eqn. (1) over a N by N window. It has been shown that the size of the operator should be set such that , where is the width of positive center lobe of the [12] . In digital image domain, the sum of the product of the arrays {f i,j } and {g i,j }, the arrays of pixel and mask values respectively, in the overlapping regions gives the discrete convolution result at (k, l) -center of the convolution mask.
While the mask is moving through the image, convolution response is decided for each spatial position.
In order to detect actual edges in a noisy environment, the large size mask is required [21, 22] . This is especially true for halftone images with fine microstructure. A large size mask for LoG operator also better simulates the human visual system as pointed out by Hildreth [11] . However, a large mask size also implies more computation. As a result, many approaches exist to reduce the spatialdomain computation of LoG operators. Hildreth [11] proposed the use of difference of Gaussian operator to provide a good approximation to the LoG. Based on this, Crowley and Stern [7] and Wells [19] developed cascade Gaussian filters to achieve fast convolution. Huertas and Medioni [12] developed separable LoG in which the convolution is performed on one dimensional rows and columns, and Chen et al [6] proposed decomposed LoG with decimation between passes to obtain
We, however, try to address this problem in compressed domain. Presumably, smaller data size is presented in the compressed domain which can introduce a straightforward saving in computation without any consideration of frequency features of the mask. More importantly, in the context of multimedia environment, performing feature extraction in compressed domain means the elimination of decompression process. This is desired in large scale visual database systems in which large number of images have to be processed or in video applications where lots of frames have to be processed in real time.
There are a few works dealing with DCT domain filtering which are related to our work. Chitprasert and Rao [34] derived a local cyclic approach, and Lee and Lee [13] proposed a single stage transform domain filtering. However, none of these consider any special need for linear convolution required for edge detection or feature extraction in general. In particular, the approach in [34] is based on the assumption of cyclic DCT block, which is not necessarily true and is especially not appropriate for edge detection. We will show method for linear convolution directly in compressed domain which not only eliminates the decompression process, but also is able to benefit from the lower data rate in compress domain so that fast convolution can be achieved. The method is derived based on 2-D block structure which is directly applicable for images/videos compressed in JPEG/MPEG standards. Theoretical as well as empirical results will be presented to show the computation efficiency of our approach over the spatial approach while achieving the same or better quality.
III. Block DCT Domain Edge Detection

A. Block DCT (BDCT) Domain
In JPEG compression, images are divided into 8x8 blocks before DCT transformed. Correspondingly, the decompression, i.e., the inverse DCT (IDCT) is also performed on a block by block basis. This block-DCT scenario also serves as a core in many video compression standards such as MPEG and H.261, it is defined as F u,v is the 2-D DCT coefficient, while f i,j is the 2-D sample value. Eqn. (4) can be expressed in an inner-product-like form T k,l is a DCT basis matrix or DCT tensor. Its entry is defined as:
Both F and T are interpreted as vectors of 64 components by concatenating the rows (or columns) of the matrices. In the following presentation, the lower case is used to represent spatial domain identity, the upper case represents a data block or 8x8 matrix, usually a DCT domain identity, sometimes, we add a pair of brackets "[ ]" to emphasize it. Subscripts are used to index individual entries of a matrix or a data block.
B. Block-DCT Convolution
Using compressed DCT data as direct input, we consider two approaches for edge detection, brute force method and block-DCT convolution method. Brute force method basically decompresses the image and then performs convolution in spatial domain. In these processes, the computation is concentrated in inverse DCT (IDCT) and the convolution processes. Experiments show that in image/video decoding, around 40% of CPU time is spent in IDCT even using available fast DCT algorithms [1, 9, 15] . Convolution is no doubt another computation-intensive process especially when a large mask has to be used.
As shown in Fig. 1 , brute force method performs each procedure -shaded block, sequentially. Is there a way to merge some procedures so that some operations can be absorbed? Since IDCT is performed on a block by block basis while convolution is performed pixel by pixel, one can see clearly that the 8x8 block structure in-between IDCT and convolution is the most difficult part for this merging. It is necessary to design a representation of convolution suitable for the block-DCT domain to fill the gap between these two scenarios.
As shown in Fig. 2(a) , the 8x8 block boundary (dashed line) divides the convolution mask (shaded area) into 9 regions -g 0 to g 8 , and correspondingly, 9 overlapped regions in image domain -f 0 to f 9 . Noting that one DCT block has one-to-one correspondence with a spatial domain pixel block, the computation of convolution for the whole image is reduced to the computation of convolution for each position in a 8x8 block. We can focus on the decision of convolution result for each pixel location within a block. We, hereafter, use (k, l) or (i, j) to identify each entry regarding the upperleft corner of corresponding 8x8 block. This is referred as local block coordinate system. The result indexed by (k, l) can be written as the sum of the contributions from each region. Thus, from Eqn. (2) For g n , we use an additional pair of superscripts (k, l) to indicate the center of the mask so that denotes each entry in region g n . The variation of (i, j) which is not expressed specifically in Eqn. (7) is dependent on both the size of the convolution mask and its center location denoted by (k, l). As can be seen from Fig. 2(a) , each region represents different part of the mask. Once again, we emphasize that the entries of each region are indexed in its corresponding local block coordinate system.
From the definition of IDCT, we all know that each reconstructed image domain pixel is expressed as a weighted sum of input elements -all DCT coefficients within a block. Thus, each pixel in f n is expressed as a weighted sum of all coefficients in F n -the corresponding DCT block. We present this concept in Fig. 2 (b) and we are going to derive the corresponding G n in order to perform the convolution in block-DCT domain.
In block-DCT domain, the block size is 8x8. We have to decide the output of the convolution value for each location (k, l) in the 8x8 block. From Eqn. (5) and Eqn. (7), the convolution result at (k, l) can be expressed as: (a) f n is the overlapping area regarding g n (b) F n is DCT block (7, 7) (0,0)
We can simplify the above equation to:
where Although only shaded areas are marked with G n,k,l in Fig. 2 (b), G n,k,l no longer only represents entries in the shaded area. It is, however, a sum of DCT tensors scaled with corresponding mask entries in the corresponding shaded area. We call it DCT convolution tensor. It is an 8x8 matrix or a vector of size 64 and can be calculated beforehand and kept in memory.
Eqn. (8) indicates that the convolution result at location (k, l) is nothing but the sum of several inner products of two vectors of size 64. Between these two vectors, G n is computed beforehand and can be used as a constant while F n is a DCT block. Having successfully merged the decompress and convolution processes, we can now use DCT block data as direct input to compute the convolution result. Note that zero coefficients in F n will not contribute to the final result, and typically only 10% of its coefficients are non-zero. Thus, Eqn. (8) can be computed efficiently. Complete complexity analysis is presented in Section IV.
C. BDCT convolution with a symmetrical mask
A function is rotationally symmetric (or nondirectional, isotropic) if it yields the same value under an arbitrary rotation of coordinates. More detail definition can be found in [4] . It is known that both Gaussian and LoG are rotationally symmetric.
It turns out that nondirectional convolution mask can also provide more computational efficiency in the block-DCT convolution. DCT tensor has certain symmetrical feature we can take advantage of in the merged processing. From Eqn. (6), the DCT tensor at (k, l) is a matrix At a symmetric location, the DCT tensor can be derived as
where Similarly, we can derive DCT tensors for another two symmetric locations regarding the center of DCT block. Thus
Consider a simpler case, the convolution mask only spans support from 4 neighborhood blocks as shown in Fig. 3 , where dashed lines are 8x8 block boundaries and boxes with solid line are masks centering at symmetric positions regarding the center of 8x8 block. Without losing generality, let us first consider the contribution of region 0 (upper-left shaded area in Fig. 3 ) to the convolution result at location (k, l) and then find out how the computation for the other three symmetric locations can benefit from this.
From Eqn. (9), the DCT convolution tensor of region 0 at location (k, l) is computed as:
Let us consider a symmetric location regarding the center of the 8x8 DCT block, the DCT One can see that only 4 multiplications instead of 16 are required for 4 pixel locations. Also, only 8 additions instead of 12 are required. This result can be recursively expanded to 8x8 block where
,
only 64 multiplications (assuming the DCT block is full -all coefficients are non-zero) are required instead of for 4 pixel locations.
On the other hand, the convolution results for these four positions are contributed not only from F 0 . Let us expand Eqn. (8) for four symmetric positions shown in Fig. 3 . Plugging in the conclusion from Eqns. (11) wherever possible, we have
The quantities in the first column of the right hand side of the above group of equations are contributed exclusively from block F 0 , therefore, one set of multiplications suffices as discussed above. However, the rest of them do not (fully) posses this property. For example, the quantities in the third column of the right hand side of Eqns. (13) The same conclusion can be verified for all the other regions. Thus, for each block in the image, except for some boundary blocks, we only have to perform multiplications for one-fourth of the 64 
pixel locations by using block-DCT convolution when the convolution mask is rotationally symmetric.
IV. Complexity Analysis
A. General, Asymmetric Convolution Mask
Generally, the convolution mask does not have to be square for the block-DCT convolution we proposed; we assume square mask of size N for simplification. The number of multiplications required for each pixel location by spatial domain convolution is N 2 . In block-DCT convolution, this number is decided by the computation of Eqn. (8) . For each inner product item, the number of multiplications required is decided by the number of non-zero coefficients in the corresponding DCT block which is assuming P is the average percentage of non-zero coefficients in one DCT block. Secondly, the number of inner products is decided by the number of neighborhood blocks from which the mask spans support.
In block-DCT domain, the convolution mask, when centers at different pixel locations, spans support from different number of neighbor blocks, depending on the center location and the mask size. For instance, the following is the numbers of blocks from which a 11x11 mask spans support when the mask centers at 64 different locations within a 8x8 block. 4 4 4 6 6 4 4 4 4 4 4 6 6 4 4 4 4 4 4 6 6 4 4 4 6 6 6 9 9 6 6 6 6 6 6 9 9 6 6 6 4 4 4 6 6 4 4 4 4 4 4 6 6 4 4 4 4 4 4 6 6 4 4 4 Since the block size is 8, for mask size smaller than or equal to 17, 9 neighbor blocks will be needed at most. For mask size from 18 to 33, 25 neighbor blocks will be needed at most. The method can be developed in the same fashion except that the memory requirement increases. We first decide 
P ×
the total access number of neighbor blocks needed for all pixel locations in a DCT block; they can be decided as following:
Then the average number of blocks from which the convolution mask spans support for each pixel location within a block is K b /64. Thus, the average number of multiplications required for each pixel location is where P is the average percentage of non-zero coefficients in DCT blocks. The right hand side of Eqn. (14) approximates especially when N is large. Comparing with spatial domain convolution, this means that we bring the compression into the image processing -the processing is compressed (reduced).
B. Rotationally Symmetric Mask
As discussed in Section III.C, if the convolution mask is symmetric (nondirectional), multiplications are only required for one-fourth of all pixel locations, except for those boundary blocks. Thus, the average number of multiplications required for each pixel location in this case is approximately For symmetric mask, one can use separable pass in brute force method to the number of multiplications required to 2N [6] . This scenario can also be implemented using the block-DCT convolution with the number of multiplications per pixel position being reduced to O(N) as well.
C. Summary
The number of additions required for each pixel in the block-DCT convolution is proportional to N mult or N' mult for symmetric masks, which means the number of addition is reduced too. For symmetric masks, if considering the flowgraph implementation in Fig. 4 , the number of additions can be further reduced. Based on the assumption that multiplication is a far more time-consuming operation than addition, we show the comparison of complexity in terms of number of multiplications in Fig. 6 .
For convolution using LoG operator (which is isotropic) in block-DCT domain, the theoretical speedup over brute force method is larger than 10 when the mask size exceeds 7. However, this is only in terms of number of multiplications required. Since some additional operations are required for memory addressing in algorithm implementation, the real speedup is less than the theoretical value depending on many factors such as platform architecture, hardware support.
In the above complexity analysis, we did not count in the multiplications required by decoding for brute force method because, in terms of the number of multiplications required per pixel, less than 2 is needed by using some fast IDCT algorithms [1, 9] . However, when large number of compressed images or videos with lots of (key) frames have to be processed, the accumulation can not be ignored, and hence, more efficiency of our block-DCT convolution approach is expected.
This algorithm is also immediately adjustable to use the number of non-zero coefficients as a criterion to decide whether there exists an edge in a corresponding block. If the number of non-zero coefficients is larger than certain threshold, block-DCT convolution is used, otherwise just skip this block, no operation is needed. This scenario gives even better performance in cases of images or video frames which have a relatively large smooth area (e.g., background in many newscast video). This is exactly based on the consideration that for images in DCT domain, we have already got certain pre-filtered version, we should use that information for further feature extraction instead of bringing it back to spatial domain where the frequency information is not available.
As discussed in Section III.B, all the DCT convolution tensors have to be precomputed and saved in memory. For each pixel location, the average number of neighborhood blocks from which convolution mask spans support is K b , thus, DCT convolution tensors are required for a whole block. For symmetric masks, only DCT convolution tensors are required. Assuming full resolution floating number which requires 4 bytes on many kinds of RISC computers, the bookkeeping of DCT convolution tensors requires bytes. For N=17, the memory requirement is 36KB which is reasonable for current computers.
While using directional (asymmetric) operators in edge detection, the image has to be convolved with many operators of different directions, then the outputs are combined to determine the intensity changes. Canny [5] , Haralick [10] and gradient based Sobel operators fall into this categories. Even in case of LoG edge detection, it has been proposed that the image should be convolved with LoG operators of different scales, then zero crossing combines the results from all passes for better edge detection results [11] . Both of these two situations favor our block-DCT 
convolution approach since the speedup over respective brute force methods can be accumulated for each pass. However, different directional or scaled operators require precomputing of different sets of DCT convolution tensors, this obviously requires larger memory overheads.
V. Implementation and Experimental Results
We implemented the block-DCT convolution-based edge detector to handle images of any size or quality in compressed domain. If the image is a color image, only the luminance channel is used for edge detection. Experiments are carried out on SUN Sparc 5 workstation with 70MHz RISC CPU. Several test images are selected as shown in Fig. 7 . Although JPEG/MPEG achieves higher compression ratio for color images, since only the luminance channel is used in our scheme, all test images are 8-bit gray-scale images for fairness of comparison in computation time. Ranging from low to high complexity, all test images are compressed in standard JPEG form. JPEG image files are used as direct input and only decompressed to DCT blocks represented by (run, length) pairs, then block-DCT convolution is applied directly on the DCT blocks.
Quality A. Block-DCT Convolution vs. Spatial Domain Convolution
Results are shown in Fig. 8 for applying 11x11 LoG operator on image "Lenna" in JPEG form. Negative responses are depicted as black, positive responses are depicted white and zero responses mid-gray. Since high frequency coefficients are quantized to zero in JPEG/MPEG compression, the compressed image is, in some sense, equivalent to a smoothed version of the original image. Better quality of the block-DCT convolution result is achieved as expected.
B. Compression Ratio vs. Quality
In JPEG compression, different scales of the suggested quantization tables can be used to control the compression ratio. If an image is more severely quantized, more detail information is lost and artifacts may be introduced. In Fig. 9 , the image on the left is the block-DCT convolution result on "Mill" image JPEG-compressed with "very good" quality -using half-scaled version of the standard quantization table suggested in [15] . The image on the right is the convolution result by using severely quantized JPEG version. One can see that most of the true edges can be picked up Mill by a zero-crossing detection even for the severely compression version. On the other hand, some false edges appear at block boundaries as pointed out in Fig. 9 . This artifact introduced by severe quantization is unavoidable and may be worse even if we decompress the image and then apply spatial domain convolution. The solution is based on the use of larger masks as we will discuss next.
C. Mask Size vs. Quality
For images compressed in block-DCT-based scheme, relatively larger mask should be used for edge detection. Small mask tends to be sensitive to the block boundaries, especially when the compression ratio is high. Also, a larger mask is desired when noise is present or image is composed of micro-structure. We apply block-DCT convolution using LoG operators with different sizes on very noisy and severely compressed version the final edge results, we also implement a simplified zero-crossing scheme which is a follow-up process designed for second derivative operators to detect the intensity changes. It can be seen in Fig. 10 that many false edges are present at block boundaries when the mask size is 7x7. These false edges can be somewhat eliminated if we use certain threshold as the zero-crossing range rather than just zero, but this will also eliminate some true edges. Using larger convolution masks, one can see clearly that the block artifacts fade off while true edges are preserved. This shows that the convolution has to get support from larger span in order to suppress noise, especially in lossy JPEG/MPEG domain. Table 1 shows the comparison of CPU time in second between brute force method and the block-DCT convolution method, both using 11x11 LoG operator.
Even for very complicated images, block-DCT convolution shows 50% saving in computation. For images with non-zero coefficients around 6, which is the typical case for many JPEG compressed images, the speedup is more than 10 times for 11x11 mask.
B. Compression Ratio vs. Speedup
JPEG/MPEG uses different scaled quantization tables to control compression ratio and thus the bit rate. Table 2 shows the CPU time (second) of our block-DCT convolution method on compressed images with different quality (thus, different compression ratio).
The compression ratio shown in Table 2 is the final compression ratio (the quantized DCT coefficients are Huffman encoded). The results show that if an image is more severely quantized, it shows less quality but offers larger processing speedup.
C. Mask Size vs. Speedup
As shown in Fig. 11 , there is always a gap between the theoretic and actual speedup and the gap tends to grow when the mask gets larger. This is because that larger mask size means more neighborhood blocks have to be involved in the computation of the convolution which leads to more operations on the management of run-length indexed components. However, the speedup keeps increasing and is more than 10 when the mask size exceeds 11. For applications where large mask has to be used, block-DCT convolution is very attractive. 
VI. Conclusion
A method to extract one of the most important low level features, edges, directly from compressed data is presented in this paper. It is derived in a way which is directly applicable for images/videos in JPEG/MPEG form. We showed that the symmetric property of DCT provides additional saving in computation when merged with symmetric convolution masks. Besides smaller data size, this is another advantage for processing in DCT domain which is not available in spatial domain. Using LoG operator as an example, we implemented a convolution-based edge detection which takes JPEG files as direct input. Depending on the complexity of the input image, i.e., the sparseness of DCT blocks and the size of convolution mask, the current software implementation offers speedups over spatial domain approach ranging from 3 to 10. Theoretical computation complexity of the scheme is also derived and compared with the empirical results. The edge result is shown to be the same or better than that of the brute force edge detection on compressed images. We also investigated the unique necessity of large convolution masks in order to reduce the artifacts introduced by lossy JPEG/MPEG compression scheme.
Since the method is developed for general linear convolution in compressed domain, it is not restricted to edge detection. Any feature extraction task which requires convolution as its first step can benefit from this scheme. Corner detection [16, 20] , surface interpolation [4] , template matching, motion estimation can be the obvious applications.
After the extraction of low level features, algorithms can be designed to use these low level features to generate higher level description for images/videos. For example, it has been shown that edge Speedup information can be used to perform robust video segmentation at gradual (or special effect) as well as abrupt scene changes [33] . Our method can make this approach more interactive by providing faster edge detection. The detection of shape-based information such as edges and corners also plays an important role in object detection, matching, recognition and tracking which are important tasks in multimedia systems. The processing speedup obtained from our method over spatial domain approach will ultimately lead to effective and efficient content-based indexing and retrieval of visual information.
