Abstract. Fragmentation of intact proteins in the gas phase is influenced by amino acid composition, the mass and charge of precursor ions, higher order structure, and the dissociation technique used. The likelihood of fragmentation occurring between a pair of residues is referred to as the fragmentation propensity and is calculated by dividing the total number of assigned fragmentation events by the total number of possible fragmentation events for each residue pair. Here, we describe general fragmentation propensities when performing top-down mass spectrometry (TDMS) using denaturing or native electrospray ionization. A total of 5311 matched fragmentation sites were collected for 131 proteoforms that were analyzed over 165 experiments using native top-down mass spectrometry (nTDMS). These data were used to determine the fragmentation propensities for 399 residue pairs. In comparison to denatured top-down mass spectrometry (dTDMS), the fragmentation pathways occurring either N-terminal to proline or C-terminal to aspartic acid were even more enhanced in nTDMS compared with other residues. More generally, 257/399 (64%) of the fragmentation propensities were significantly altered (P ≤ 0.05) when using nTDMS compared with dTDMS, and of these, 123 were altered by 2-fold or greater. The most notable enhancements of fragmentation propensities for TDMS in native versus denatured mode occurred (1) C-terminal to aspartic acid, (2) between phenylalanine and tryptophan (F|W), and (3) between tryptophan and alanine (W|A). The fragmentation propensities presented here will be of high value in the development of tailored scoring systems used in nTDMS of both intact proteins and protein complexes.
Introduction
T he analysis of intact proteins via Btop-down^proteomics [1, 2] has grown in popularity in recent years and has been used to show proteomic differences associated with senescence [3] [4] [5] , a model of bacterial infection [6] , and myocardial infarction [7] . A unique advantage of top-down proteomics is the accurate measurement of the mass of an intact proteoform. The term Bproteoform^describes the biological variability for a protein by taking into account gene or protein processing events (e.g., mutations, post-translational modifications) [8] .
To fully characterize the proteoform and localize the modifications, it is necessary to controllably disassemble protein ions in the gas phase using tandem mass spectrometry (MS/MS).
Since the first correlation of gaseous protein fragment ions to primary sequence in 1990 [9] , MS/MS has been widely used to enable mass spectrometry-based analysis of peptides [10] [11] [12] and proteins [13, 14] . The process requires the measurement of the intact mass of the precursor, which is then isolated in the gas phase and activated to break its inter-residue bonds. Many methods for activation and fragmentation are available (reviewed in [15, 16] ), but one of the most common is via energetic collisions with a neutral gas, which is termed collisionally-induced dissociation (CID). Variations of CID exist, with the two major types being (1) ion trap CID, which uses resonant excitation to excite ions and potentiate radial movement that slowly dissociates trapped ions after many collisions, or (2) beam-style CID, which is performed using higher-energy axial acceleration to rapidly activate and dissociate the ions. While both of these techniques produce b-and y-type protein backbone cleavages [17] , each can produce a different set of cleavage products [18, 19] . As opposed to CID, electron-based and ultraviolet photon-based fragmentation techniques rely on much faster processes, breaking different backbone bonds and producing potentially more than 10 different fragment types [20] [21] [22] . Regardless of the method used for dissociation, the fragment ions can be used to determine the residue fragmentation propensities, which are described here as the chance that a fragmentation event will occur between any given pair of residues.
The efforts that have been put forth to analytically describe the gas-phase residue fragmentation propensities for peptides using a variety of fragmentation techniques have contributed to the development of the mobile proton model [23] (reviewed in [24, 25] ). This model describes fragmentation of peptides in the gas phase with considerations for residue composition [23, [26] [27] [28] , gas-phase basicity [23, [28] [29] [30] , secondary structure [30] , relative location of the basic residue [31, 32] , and the theoretical mobility of the proton (e.g., sequestered versus mobile) [23, 32] . For instance, following ionization, a peptide that has a greater number of charges than the number of residues with high gas-phase basicity (e.g., arginine [33] ) will have protons readily mobilize to amide bonds to induce backbone fragmentation [23] . The energy requirements for fragmentation of peptides with mobile protons are relatively low [23, 28, 29] . In contrast, if the peptide has fewer charges than the number of basic residues, the proton(s) is sequestered to the basic residue(s) and the activation energy needed to mobilize the proton and induce backbone fragmentation is increased substantially [23, [28] [29] [30] 34] . The conventional fragmentation pathways that are best described by the mobile proton model are grouped into four major clusters, including fragmentation occurring (i) Nterminal to proline (X|P), (ii) C-terminal to isoleucine, leucine, or valine (I/L/V|X), (iii) C-terminal to aspartic acid or glutamic acid (D/E|X), and (iv) Bb&y^fragmentation [31, 32] . This Bb&y^fragmentation pathway generally includes ions with arginine near the N-terminus (e.g., in the case of missed tryptic cleavages) or internal fragment ions (ions that form by refragmentation of a b-or y-type ion) [31, 32, 35] . Fragmentation through these four major channels has also been investigated for intact proteins analyzed under denaturing conditions [35] . It is important to note that development and application of this model primarily used peptides and proteins that were analyzed using acidified, denatured electrospray ionization (dESI) conditions. Although it is well established that the ESI solvent can affect peptide and protein conformation and protonation [36] [37] [38] , the extension of the mobile proton model as applied to the analysis of intact proteins and complexes using native ESI (nESI) has had limited exploration.
Beyond the improved understanding of the general trends of fragmentation for whole protein cations, characterization of residue fragmentation propensities for different protein activation types can also be used as priors to enhance protein identification [39] and characterization of proteoforms [40] in topdown proteomics. However, since the vast majority of MS/MSbased top-down proteomics has been performed on denatured proteins, the scoring systems used for identification and characterization of proteoforms have naturally been developed and tested using datasets derived from denatured top-down mass spectrometry (dTDMS) experiments. Native top-down mass spectrometry (nTDMS) approaches are proliferating because nESI can preserve many native properties of proteins and protein complexes, including aspects of structure [41, 42] , interactions [41, [43] [44] [45] [46] [47] , and activity [41, 48] (these topics are also reviewed in [49] [50] [51] ). Further, nTDMS has an additional benefit of increased signal-to-noise due to fewer overall charge states [52] . All in all, nTDMS is readily becoming a powerful technique for the analysis of intact proteins. In fact, the Kaltashov and Ge groups have recently made advancements in on-line separations coupled with native mass spectrometry for the analysis of native proteins and complexes [53] [54] [55] , which is an important step in establishing nTDMS as a technique capable of supporting discovery mode studies. However, a scoring system will need to be optimized for nTDMS as the fragmentation patterns for native proteins appear to be altered compared to those observed for denatured proteins [33, 37, 54, [56] [57] [58] . An essential step for optimizing these scoring systems is to better define the differences in fragmentation propensity when analyzing proteins using nTDMS or dTDMS. Here, we provide the first statistically-backed analysis of the differences in residue fragmentation propensities between intact, endogenous proteins analyzed with nTDMS as compared to dTDMS.
Experimental

Sample Preparation
Four human cell lines were obtained from the German Collection of Microorganisms and Cell Cultures GmbH (www.dsmz. de) or the American Type Culture Collection (www.atcc.org), including Hg-3 (DSMZ ACC 765), Ramos (ATCC CRL-1596) , Jurkat (ATCC TIB-152), and HEK-293 T (ATCC CRL-11268) cell lines. Cells were grown following manufacturer recommended culture methods using 150 mm 2 flasks to obtain >100 million cells per cell line. Cells were collected by centrifugation (300 × g for 5 min at 4°C), washed using phosphate buffered saline (PBS), re-pelleted, and stored at -80°C until processed.
All chemicals were obtained from Sigma-Aldrich (St. Louis, MO; USA), unless otherwise noted. Cells were resuspended in a hypotonic buffer composed of 15 mM Tris-HCl (pH 7.5), 60 mM KCl, 15 mM NaCl, 5 mM MgCl 2 , 1 mM CaCl 2 , 250 mM sucrose, 10 mM sodium butyrate, and 1× HALT protease and phosphatase inhibitor (Thermo Fisher Scientific (Waltham, MA; USA)). Cells were allowed to swell for 45-60 min. Cells were then lysed using mild sonication with a probe sonicator set to 30% amplitude and 2 × 30 s pulse. Cellular debris, including the nuclei and other intact organelles, were pelleted using centrifugation (11,000 × g for 5 min at 4°C). The soluble cytosolic proteins were then filtered using a Millex HV PVDF 0.45 μm syringe filter (EMD Millipore; Billerica, MA; USA). Next, the samples were desalted using Amicon Ultra-0.5 centrifugal filter units (EMD Millipore) in a stepwise manner: First, the lysate was concentrated using 100 kDa nominal molecular weight limit (NMWL) filter. The flow-through was retained and concentrated using a 3 kDa NMWL centrifugal filter, effectively creating a fractionated sample with proteins (and complexes) ranging from~3-100 kDa. This 3-100 kDa sample was then buffer exchanged using a 10 mM ammonium acetate (Sigma-Aldrich) buffer prepared using Optima LC/MS water (Thermo Fisher Scientific) within the 3 kDa NMWL centrifugal filter; >5 rounds of desalting was performed to maximize downstream separation.
Ion-Exchange Chromatography (IEX)
Samples were fractionated by IEX using the Agilent series 1100 (degasser, pumps, column compartment, UV module) and 1200 (fraction collector, fraction chiller). The column was a mixed-bed IEX column composed of an equal proportion of PolyCAT A and PolyWAX LP (PolyLC; Columbia, MD, USA). Two columns were used over the course of this project: 12 μm resin with a 1500 Å pore size and 5 μm resin with a 1000 Å pore size. Optimized methods for separation were developed using the Agilent Chemstation control software using a gradient of Buffer A (10 mM ammonium acetate, pH 7) and Buffer B (1 mM ammonium acetate, pH 7). Fractions were collected into a 96 deep-well plate using 1.5 min time slices, which were not dependent on the elution profile. The separation was monitored using UV absorbance at 280 nm. The column compartment was maintained at a constant temperature of 21°C for the duration of the run. Fractions were concentrated using a 3 kDa NMWL centrifugal filter and desalted using a 150 mM ammonium acetate buffer, pH 7.
Mass Spectrometry
Electrospray ionization was performed using a custom nano electrospray source [59] applying between 0.8 and 1.6 kV voltage. All analyses were performed on a modified QExactive HF mass spectrometer [60] using methods as previously described [57, 58] . Briefly, the intact mass spectrum (MS 1 ) was acquired using low (~5 V) source-induced dissociation to relieve salt adducts from the precursor ions. Next, a single charge state of a precursor was quadrupole-isolated and fragmented (MS 2 ) using higher-energy collisional dissociation (HCD), which is a type of beam-style CID [61] . For most analyses, a resolving power of >120,000 (at 200 m/z) was used for both MS 1 and MS
2
. Deconvolution of isotopically resolved precursor and fragment ions was performed using the Xtract software (Thermo). When the precursor was not isotopically resolved, the average mass was manually calculated from an MS 1 collected using either a resolving power of 15,000 or 30,000 (at 200 m/z).
Informatics and Statistics
The ProSightPC 4.0 software suite (Thermo Fisher Scientific) was used for identification and characterization of proteoforms using the precursor mass (monoisotopic or average) and monoisotopic fragment ion masses, which were searched using a database consisting of SwissProt entries from UniProt (database retrieved on October 27, 2015). The precursor mass tolerance was set between 200 and 4000 Da to account for unexpected mass shifts resulting from ligand/co-factor binding, splice variants, post-translational modifications, and/or truncation events. The fragment ion mass tolerance was set to ≤20 ppm. Proteoform data were exported from ProSightPC to ProSight Lite [62] to generate graphical fragment maps, which were saved as .pcml files. These .pcml files were used to count the total number of assigned fragmentation events for each residue pair as well as the total number of possible fragmentation events, the latter of which was multiplied by 2 to account for bidirectional cleavages. Ratios were calculated as the total assigned divided by total possible fragmentation events for each residue pair; these ratios were used as the fragmentation propensities.
Sampling of the nTDMS dataset and dTDMS dataset were performed using (1) the entire nTDMS dataset, and (2) HCD hits of 13,034 proteoforms that were identified with a 1% global false discovery rate (FDR) from the dTDMS dataset in reference [4] . For each round of sampling per dataset, 50% of the hits were randomly selected and the fragmentation propensity was calculated. A total of 10 passes were performed for each dataset and the average fragmentation propensity and standard error were calculated for each residue pair. Differences between the nTDMS dataset and the dTDMS dataset were determined using an independent samples Student's t-test with Bonferroni correction to account for multiple comparisons. The percentage point change is the absolute difference between two percentages and was calculated by subtracting the dTDMS fragmentation propensities from the nTDMS propensities. In contrast, the percent change is the relative change in residue fragmentation propensities and was calculated by dividing the percentage point difference of the nTDMS and dTDMS fragmentation propensities by the dTDMS fragmentation propensities [({nTDMS -dTDMS}/dTDMS) × 100%].
Results and Discussion
Acquisition of nTDMS Data on Protein Monomers (4-70 kDa)
While conducting previous work in the analysis of protein complexes using nTDMS [58] , we observed a trend in fragmentation patterns: matched fragment ions in nTDMS were seemingly even more prevalent for the C-terminal side of aspartic and glutamic acid residues and the N-terminal side of prolines than previously established for dTDMS [63] . In order to quantitatively examine this trend, we compiled a dataset containing fragmentation events collected from human proteins that were analyzed using nTDMS/MS with HCD. This dataset includes 85 human proteins with 131 unique proteoforms that were collected during 165 independent acquisitions of MS/MS data. To be considered an independent acquisition, the data must have been acquired from a unique charge state, from separate sample preparations, and/or from distinct cell lines. The molecular weight distribution of proteoforms ranged from 
The distribution of assigned residue fragmentation events in nTDMS. The total number of events that were assigned for each residue N-terminal to fragmentation (top) or C-terminal to fragmentation (bottom). The expected number of assigned fragmentation events assuming a uniform fragmentation propensity across all 20 residues is shown as a dashed black line (n = 266 events). (b) Assigned fragmentation events deconstructed by residue pair. The expected number of fragmentation events assuming uniform propensities across all 400 possible pairs is shown in white (n = 13 events). For all panels, X|X′ refers to fragmentation occurring C-terminal to the amino acid residue whereas X|X′ refers to fragmentation occurring N-terminal to the amino acid residue 4 to over 70 kDa. Our approach for the analysis of protein complexes [58, 60, 64] uses energy to eject monomers in the source region of the mass spectrometer. Often, these ejected monomers will be observed with a disproportionately high number of charges compared with the intact precursor in a process known as asymmetric charge partitioning [46, 65] , which can be attributed to partial or complete unfolding of the monomer [46, 66, 67] or to heterolytic scission of ion pairs [68] . Because the preferred fragmentation pathways may be affected by this increased protonation, monomers that were ejected from complexes were not included in this study.
Overall, a total of 28,250 fragment ion masses were acquired and of these, 5311 (18.8%) were assigned to the precursor sequence positions with high confidence. The number of fragmentation events was not evenly distributed across all residue pairs; rather, 60% of the~5300 assigned fragmentation events occurred C-terminal to aspartic acid, glutamic acid, or lysine residues, or N-terminal to proline or glycine (Fig. 1a) . When deconstructed to characterize the effect of unique residue pairs on fragmentation, large biases in residue fragmentation were observed (Fig. 1b) . Assuming an even distribution of fragmentation across all 400 residue pairs,~13 fragmentation events would map to each pair on average. However, the number of fragmentation events ranged from 0 on the low end to over 100 events mapped to a single pair (8-fold greater than expected for an even distribution, Fig. 1b) .
The fragmentation propensity describes the likelihood of fragmentation occurring between a specific set of residues while normalizing for differences in residue pair frequency occurring for proteins within the dataset. The residue fragmentation propensities were calculated by dividing the total number of observed matching fragment ions for the residue pair by the total number of possible fragmentation events for that same residue pair. The average fragmentation propensity across all pairs was 8%, and ranged from 0% to 64% (Fig. 2a, b) . The fragmentation pathways that occurred either C-terminal to aspartic acid or Nterminal to proline were well above the average with propensities of 38% and 24% (Fig. 2a) , respectively. These preferred cleavage pathways have been previously documented in nTDMS when assessing the relationship between the precursor's charge state and residue fragmentation propensities, but have been limited in scope to one or a few purified protein species [35, 37, 56, [69] [70] [71] [72] [73] . In addition to fragmentation pathways involving proline or aspartic acid, several residue pairs displayed notably higher or lower than expected fragmentation propensities defined as >20% or <5%, respectively (Table 1) . Altogether, these results indicate that specific residues can impact-in a strong and local fashion-the residue fragmentation propensity during a nTDMS/ MS experiment using HCD.
Fragmentation Propensities are Significantly Different for nTDMS Versus dTDMS
Next, the HCD fragmentation propensities for nTDMS were compared with those for dTDMS. First, the fragmentation propensities for all residue pairs were calculated using an extensive dTDMS dataset published previously (Fig. 2a) [4] . This dataset was filtered to include 13,034 proteoforms, which 
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nTDMS HCD fragmentation propensity Figure 2 . (a) The HCD fragmentation propensities observed for the nTDMS dataset (purple) and dTDMS (turquoise) from Catherman et al. [4] . The dashed black line at 8% represents the average fragmentation propensity across all residues from the nTDMS dataset. The top graph includes the fragmentation propensities for events occurring C-terminal to a given residue, whereas the bottom graph includes the fragment propensities for events occurring N-terminal to a given residue. (b) Residue fragmentation propensities for the nTDMS dataset. The asterisk on the cysteine|tryptophan pair indicates that no possible fragmentation event existed for that pair within the dataset. (c) Residue fragmentation propensities for the dTDMS dataset. For all panels, X|X′ refers to fragmentation occurring Cterminal to the amino acid residue, whereas X|X′ refers to fragmentation occurring N-terminal to the amino acid residue Residue pairs with fragmentation propensities >20% and number of assigned fragmentation events >13 are shown above the gray bar. In contrast, residue pairs with lower than expected fragmentation propensities (<5%) and >275 possible fragmentation events are shown below the gray bar were identified with a global FDR of <1% and fragmented using HCD. Few dramatic differences were observed when comparing the fragmentation pathways for each residue in nTDMS and dTDMS (Fig. 2a) ; the notable exception was fragmentation occurring C-terminal to aspartic acid, which was increased 2-fold in the nTDMS dataset compared with the dTDMS dataset. When deconstructed by residue pair, a trend for increased fragmentation propensity was observed within the dTDMS dataset among the more hydrophobic residue pairs (leucine, isoleucine, valine, phenylalanine, and methionine; Fig. 2c ), which is not as evident within the nTDMS dataset (Fig. 2b) . Overall, the residue fragmentation propensities for each pair appears to be more evenly distributed in dTDMS compared with nTDMS with an average residue fragmentation propensity of 9% and a range of 0.02% to 37%.
To further quantify the differences in residue fragmentation propensities for nTDMS and dTDMS, bootstrapping was performed for each dataset to obtain summary statistics (standard Figure 3 . nTDMS has a fewer number of highly preferred fragmentation pathways compared with dTDMS. The fold-change in residue fragmentation propensity for nTDMS compared with dTDMS. Blue indicates a decrease in fragmentation propensity in nTDMS compared with dTDMS, whereas red indicates an increase for nTDMS. Significant differences (P ≤ 0.05) are indicated with an asterisk. X|X′ denotes fragmentation occurring C-terminal to the amino acid residue, whereas X|X′ refers to fragmentation occurring N-terminal to the amino acid residue error and mean fragmentation propensity). Using the Student's ttest with the Bonferroni correction for multiple comparisons (n = 399), the fragmentation propensities for a total of 257 residue pairs were significantly different (P ≤ 0.05) between the two datasets, and of these, 123 residue pairs were altered by 2-fold or greater (Fig. 3) . The most extreme relative change was proline|histidine with an increase of >12-fold in nTDMS compared with dTDMS. In contrast, the largest relative decrease was -2-fold, which was the case when no matched fragmentation events were observed for a residue pair. Additionally, several trends were observed in nTDMS compared with dTDMS, including enhanced fragmentation occurring C-terminal to aspartic acid and diminished fragmentation between the more bulky and hydrophobic residues (leucine, isoleucine, valine, phenylalanine, methionine, and tryptophan; Fig. 3 ). The complete dataset containing residue fragmentation propensities from both nTDMS and dTDMS is provided in Online Resource 1. These results indicate that even while using the same type of dissociation, ionization of the protein in either native or denatured mode will significantly influence the fragmentation propensities for backbone amide bonds flanked by the majority of amino acid pairings.
Correlating Fragmentation with Charge State, Sources of Mobile Protons, and Tertiary Structures
The number of protonation events for a protein can be influenced in part by the intrinsic properties of a protein and the ionization technique that is used [74, 75] (reviewed in [76] ). In fact, one of the more profound observable differences between dESI and nESI is the effect of ESI solvent on the charge state distribution of a protein [37] . For example, a protein that has been denatured is able to carry additional protons, which is indicative of an elongated structure with a higher surface area and increased accessibility to ionizable residues. In contrast, a globular protein that retains a native-like fold during the transfer from solution to the gas phase will likely have a decreased surface area. In the case of globular proteins, the theoretical maximum number of charges that can be imparted to the protein during electrospray is described by the Rayleigh charge (z R ) limit theory, which has been defined and discussed elsewhere [74, 75, 77, 78] and is largely influenced by the surface tension of the solvent and the radius of the ion. Thus, because a denatured protein will have a much larger surface area than its native (compact) form, the denatured protein will not necessarily conform to the Rayleigh charge limit theory and may be observed with charge states greater than the Rayleigh charge (z > z R ). (For a review on protein charging and supercharging with a focus on ESI, see [79] ). Based on the results presented here and elsewhere [35, 51, 63, 73, 80] , we posit that the residue fragmentation propensities for intact proteins are primarily influenced by the thermalized structures, the net charge, dissociation technique, and the residue composition of precursor ions.
A given charge state for a protein is typically designated as a high, intermediate, or low charge state, which is a historic reference to the McLuckey group's designation for ubiquitin, with high charge states defined as 13+ to 10+, intermediate as 9+ to 7+, and low as 6+ and below [56] . It is possible to extrapolate these designations to the proteins analyzed here by nTDMS by determining the ratio of observed charge to Rayleigh charge (z/z R ); the latter can be calculated as z R = 0.0778 m ½ , but has the assumption that the structure of the ion is a compacted globular sphere in an aqueous environment and, as such, the ion density is ρ = 1 g/cm 3 and the surface tension is that of water, γ = 0.072 N/m [75] . Therefore, given that the mass of ubiquitin is 8.5 kDa, the z R is calculated as 7 (rounded to the nearest whole integer) and the z/z R for the high charge states is >1.43 and the z/z R for low charge states is <0.86, with the intermediate charge states falling in between these values. In calculating the z/z R ratio for each of the precursor ions used in the nTDMS dataset reported here, we found 102 had low charge state precursor ions, 57 had intermediate charge state precursor ions, and six had high charge state precursor ions (Fig. 4a) . These results indicate that the majority of precursor ions used in this analysis conform to the Rayleigh charge limit theory predictions. However, a nontrivial number of precursors have z > z R , especially among precursors with a mass of <30 kDa (Fig. 4a) . We anticipated that these high and intermediate charge state precursor ions may be an outcome of non-sphericity due to the intrinsic fold of the protein (e.g., inclusion of fibrous and disordered protein precursor ions). In fact, among the precursor ions with the high charge state designation was STMN1 (P16949), which is a founding member for the class of intrinsically disordered/unstructured proteins [81] [82] [83] . Additionally, COF1 (P23528), which has an unstructured N-terminus when unmodified [84] , had precursor ions that spanned all three charge state designations and were included in the nTDMS dataset. The fragmentation patterns for COF1 are distinct for each charge state designation (Fig. 4b,  c, d ), which can be attributed to the differences in net charge. However, one should also consider that starting precursor intensity can be a confounding factor and influence the ability to detect fragment ions, which may explain the relatively few fragment ions that were observed in the high charge state designation of COF1 (Fig. 4d) . Additionally, the fragmentation patterns observed for COF1 during dTDMS are distinct from even the high charge state designation in nTDMS (Fig. 4e, f) , which suggests that aspects of tertiary structure could correlate strongly to the observed gas-phase fragmentation patterns.
Although one cannot assume that the gas-phase structure of a protein will mimic its crystal structure, we investigated the possible role of tertiary structure on fragmentation by mapping the fragmentation events to the crystal structure for a variety of proteins. The largest protein that had multiple charge state designations was GDIR1 (P52565; 23 kDa), which has a globular core with an extended, flexible arm and a disordered region (Fig. 5a ). The two charge states that were included in the nTDMS portion of this study represent a low and intermediate charge state with z/z R ratios of 0.76 (9+) and 1.18 (14+). The fragmentation patterns for these charge states are similar with several notable differences, including an increased number of cleavages occurring at aspartic acid in the 9+ precursor compared with the 14+ precursor (Fig. 5b, c) . The fragmentation patterns for both of the nTDMS precursors sharply contrast the patterns observed by dTDMS (Fig. 5d) . Interestingly, mapping the fragmentation events observed for the 9+ precursor ion of GDIR1 to its crystal structure reveals a trend for fragmentation occurring at or near the solvent accessible surface area of the protein and proximal to several arginine residues (Fig. 5a ). This trend was also observed in other precursor ions representing both low and intermediate charge states across a wide range of masses (Fig. 6 ).
With some appreciation for the relationships between charge state, tertiary structure of the analogous crystal structure, and preferred fragmentation patterns in nTDMS, we revisit the mobile proton model. In contrast to dESI, which imparts charge to a variety of residues with largest proton affinities (arginine, lysine, histidine, and the N-terminal α-amino group [37] ), nESI results in protonation primarily at arginine residues [85] . The difference in protonation of the precursor is important when considering proton mobility and sequestration. A proton is considered mobile if the total number of charges is greater than the number of basic residues present in the ion, which is often the case with dTDMS experiments. When a low level of activation energy is applied, the proton readily mobilizes from the side chain of the residue to the backbone amide bond to induce charge-directed fragmentation. The specificity or preference for specific fragmentation pathways is diminished with mobile protons, which can result in fragmentation that occurs between a greater variety of residue pairs [31, 35, 56] , and was consistent with the dTDMS dataset reported here (Fig. 2c) and elsewhere [35] . In contrast, a proton is sequestered if the total number of charges is equal to or less than the number of basic residues present in the ion, which is more reflective of the conditions in nESI. In this case, fragmentation will occur via pathways that do not require intramolecular proton transfer (e.g., charge-remote fragmentation) or if the activation energy is increased to promote mobilization of the sequestered proton [23, [28] [29] [30] 34] . However, if the proton is sequestered and an acidic residue is present, the acidic hydrogen in the side chain of the residue can act as the proton source needed to induce fragmentation [28, 30, 34] . This is observed as an increased preference for fragmentation occurring C-terminal to glutamic acid and aspartic acid, and is consistent with the nTDMS data presented here (Fig. 2b) . In fact, of the 20 possible residue pairs with fragmentation occurring C-terminal to aspartic acid, the propensities for 17 of these pairs were increased by over 50% in nTDMS compared with dTDMS (Fig. 3) . Based on these observations, the canonical view of the mobile proton model as it relates to sequestered protons corresponds well with the observations and trends reported here for both nTDMS and dTDMS.
The Bproline effect^is the observation that upon collisional ion activation there is an increased fragmentation propensity occurring N-terminal to proline residues [86] , which is likely influenced by the rigid structure and substituted amine in the yion's leaving group of this cyclized residue. Loo and colleagues report that as the mass of a precursor ion increases (e.g., peptide to protein to large protein), the likelihood of producing an interior cleavage event decreases; however, this trend is reversed when an interior proline residue(s) is present [86] . The Wysocki group expanded on this observation, noting that the energy demands for fragmentation is increased for precursor ions containing internal prolines, likely a consequence of the unique structure of the residue [23] . Further, an overall increase in fragmentation occurs N-terminal to proline when the residue pairs include valine, histidine, aspartic acid, isoleucine, and leucine; however, fragmentation is less likely when the residues N-terminal to the cleavage site are proline and glycine [26, 32] . Additionally, there is a relationship between increased proton mobility and increased fragmentation occurring Nterminal to proline residues in peptides [26, 31, 32] and proteins [35] , despite the proton not necessarily being localized to the proline residue itself [87] . Given that the Bproline effect^is heavily reliant on the sequence of the precursor ion, it would be expected that the residue fragmentation propensity occurring N-terminal to proline in both nTDMS and dTDMS would be relatively equivalent. However, the fragmentation propensities for several residue pairs were altered by over 2-fold when using nTDMS compared with dTDMS, including alanine|proline, tyrosine|proline, and arginine|proline (Fig. 3) .
Additional investigations will be required to better define the interplay between gas-phase ion structure, protonation, and preferred fragmentation pathways as they relate to the analysis of intact proteins with native-like conformations. Likewise, defining the extent of internal fragmentation that occurs during nTDMS would also be beneficial, as it could provide a unique insight into how the structure of precursor ions in the gas phase can influence fragmentation pathways, especially in comparison to its denatured counterpart [35, 73] .
Conclusions
Here we have provided the first extended analysis of residue fragmentation propensities for proteoforms analyzed using nTDMS with beam-type HCD fragmentation. Additionally, we established that a great number of fragmentation pathways are significantly altered when using nTDMS compared with dTDMS. Overall, we report a data-driven assertion that nTDMS funnels fragmentation into a fewer number of more highly preferred sites than dTDMS. Additionally, it was unexpected that the already high propensities for fragmentation Bhot spots^in dTDMS (e.g., occurring C-terminal to aspartic acid) would be doubled when using nTDMS. It also seems that the mobile proton model and the proline effect can be used to explain many of the fragmentation pathways that are enhanced during nTDMS. The nTDMS results also show a strong correlation to surface exposed residues as viewed on the tertiary structures of selected examples.
Thus, it stands to reason that as nTDMS becomes more routine for the analysis of proteoforms and their complexes, expert scoring systems should be updated and informed with these trends. The residue fragmentation propensities presented here will be expanded and become an essential piece of information when adopting and adapting Bayesian scoring metrics, such as the C-score for proteoforms [40] , the MPC-score for multi-proteoform complexes [58] , and other scores generated by the growing community of developers and practitioners of TDMS.
