A linear Boltzmann model is used for studying a condensation-evaporation problem in a bounded domain. First the time asymptotic limit is derived, which solves the associated stationary problem. Then the Milne problem is discussed for the boundary layer. Finally a fluid approximation is obtained in the small mean free path limit with initial and boundary layers of zeroth order.
gas. Here the fluid approximation is derived from the boundary layer analysis. Indeed, like [17, 18] this boundary layer structure requires zeroth-order terms with respect to the mean free path.
In the first section an existence and uniqueness result for the initial boundary value problem with given indata in a bounded region is recalled. We then determine the solution to the stationary boundary value problem from the time asymptotics of the initial boundary value solution. The approach is designed for prospective future use in the nonlinear case. For another approach to the nonlinear stationary problem see [1] . Section 2 is devoted to the solution of the Milne problem. For indepth discussions and bibliography see [4, 6] . Depending on the sign of the normal velocity of the solvent gas, two kinds of solutions are of interest for the following boundary layer analysis. In the last section we perform in the slab case a fluid approximation with respect to the mean free path by splitting the solution into a zeroth-order initial layer term together with a stationary boundary value contribution having a fluid part with zeroth-order boundary layer terms and a first order remainder term.
The initial boundary value problem and its time asymptotic behavior.
The linear Boltzmann equation models the interaction between a solvent gas and a solute gas. The solute gas is rarefied enough so that collisions with itself are negligible in comparison with collisions with the solvent gas. Both gases are located in a bounded convex domain Ω ⊂ R 3 . The distribution function f (t, x, v) of the solute gas satisfies the linear Boltzmann equation
where Q(f )(t, x, v) = B(θ, w)(f F * − fF * )dv * dθd = Q + (f ) − νf.
F is the solvent distribution function, assumed to be known, and κ is the ratio between the solute molecular mass m and the solvent molecular mass m * . Assuming that the collisions between the two gases are governed by a cut-off inverse power law interaction potential U (ρ) = cρ −k+1 , k > 2 depending on the distance ρ of two colliding particles, the weight function
, with π 2 0 b(θ)dθ > 0. We assume hard interactions, i.e., k > 5 or 0 < γ < 1. A principle of detailed balance only holds [14] , when F is a Maxwellian,
This is also assumed throughout the paper.
The collision frequency ν(v) is bounded from above and below by a positive multiple of (1 + |v|) γ . The choice of the bulk velocity U = (u, 0, 0) ∈ R 3 in connection with the given boundary temperature follows from the boundary value problem for the solvent gas. The present study of the solute holds for any U and boundary temperature. The solute Maxwellian with the same bulk velocity U and temperature
). It satisfies
and given indata on the boundary
Here n(x) denotes the inward normal at x. Let (∂Ω × R 3 ) + and (∂Ω × R 3 ) − denote the sets of (x, v) ∈ ∂Ω × R 3 such that v · n(x) > 0 and v · n(x) < 0, respectively. For ∂Ω sufficiently smooth, say C 1 , the existence and uniqueness approach of [15] can be used to prove the following theorem.
Let us next discuss the collisions and the collision operator in velocity space. The momentum and energy conservations imply
A transformation to the equal mass situation m = m * is given bỹ
for some constant σ such that 0 < σ < 1.
Proof.Q + satisfies Grad's conditions [12] , soQ
Hence its eigenvector spaces span L 2 and are finite dimensional for nonzero eigenvalues. Then
+f =f implies (Qf,f) = 0, which can be written
Hence
It follows (see [14] ) thatf = c √ νM , where c is a constant. Now −1 is not an eigenvalue ofQ + . Otherwise,Q +f = −f for somef implies
Varying v * and the angular coordinate for v fixed gives that f has a constant sign. Hencef = 0. SinceQ + is compact and symmetric, Q + ≤ 1, −1 is not an eigenvalue, and the eigenspace of 1 is c √ νM , it follows that everyf ∈ L 2 can be uniquely written asf (Ω × R 3 ) and
. When t tends to infinity, the solution to the initial bound-
to the unique stationary solution g of the linear stationary Boltzmann equation
withg ∈ L 2 , complemented with the boundary condition
Proof. Due to the linearity of (1.1), f can be split into the sum of the solution to (1.1) with initial condition f i and zero boundary condition, and the solution to (1.1) with a zero initial condition and f b boundary condition. Again by linearity it is enough to consider nonnegative initial and boundary values. Let us first prove that the first part tends to zero in L 1 x,v when t tends to infinity. Let dα(x) denote the measure on the boundary ∂Ω. The Green formula applied to (1.1), together with (1.6), implies , and 
x,v , when t tends to infinity. Let us prove that the solution to the initial boundary value problem (1.1)-(1.3-1.4) with null initial condition and boundary condition f b tends to a stationary solution g to (1.7-1.8). In view of possible future applications we prefer not to give a proof based on the existence of stationary solutions being known but instead to deduce their existence from the long time behavior. By translation invariance in time, the solution at time t + s is the sum of the solution at time t and the contribution at time s carried forward with zero boundary values to t + s. So f(t, x, v) is increasing with time and converges pointwise in x, v to a measurable function f ∞ , when t tends to infinity. Let us prove thatf ∞ belongs to L 2 . For any set Γ ⊂ Ω × R 3 , multiplying (1.1) byf and using Green's formula leads to
where c :=
Let Γ s ⊂ Ω × R 3 be the set of (y, v) such that |v| ≤ 1 and the characteristic starting at (t, y, v), namely, {(t + τ, y + τ v, v); τ ≥ 0}, reaches (∂Ω × R
3 ) − at a time smaller than t + s. Then from the exponential form of the equation
for some c(s, ) ∈ (0, 1). Hence by (1.10) 
Since Ω is bounded and convex, it follows that (for small)
This implies that
And so 
then g = 0. We notice that
So, multiplying (1.11) by sign(g) and integrating implies that
2 and can be expressed by (1.5) as
Integrating (1.15) with respect to x and v using (1.6) implies by (1.13) thatw is equal to zero. Theng = 0 follows from (1.11-1.12).
The Milne problem.
Write the velocity as v = (ξ, v ) with ξ the velocity component in the x-direction and v the orthogonal velocity component. We consider the Milne problem
There is a solution to (2.1-2.2) in the set Proof. There is-by the approach of Theorem 1.
together with (2.2) and boundary conditions at x = a suitable for our purpose. For u ≥ 0, we takef
Remark. The boundary condition (2.3) can only be used for u > 0. A desired nonnegativity (2.9) would not be obtained from the boundary condition (2.4) for u > 0.
Clearly ξf a (x, v)dv is constant in both cases, moreover equal to zero for u ≤ 0. Denote by uc a this constant and bound it for u > 0 from above and below. First 
Indeed, using (2.4)
< 1 for u < 0 and so (2.9) follows. Finally by (2.8)
In the case u = 0 the theorem can from here be derived using, e.g., [2] or [16] . So let us only detail the case when
uniformly with respect to a. Indeed by (2.8), (2.9)
By (2.5), (2.11), and (2.12), there exist a sequence (a j ) tending to infinity, a number c ∞ , and a functionf such that c aj tends to c ∞ andf
One can then check thatf is a solution to the Milne problem (2.1-2.2) with the desired properties.
For the boundary layer study in section 3, some decay ofg :
This result can essentially be found in [11] . For the convenience of the reader we give their proof with the differences introduced by the nonzero bulk velocity of the Maxwellian. The proof is based on the entropy method introduced by Bardos, Santos, and Sentis [2] , and uses the following decay properties ofg, pointwise in v and integral in x.
The constants c 1 , c 2 depend on ϕ and s.
Proof of Proposition 2.2. Write
By (2.14), a(r) and c(ρ) satisfy
and so by (2.15)
and so
16-2.17) gives the desired result. Proof of (2.14). By [11, Prop. 4.3] 
The exponential form of (2.1-2.2) gives
Here χ ξ>0 is the characteristic function of the set {v ∈ R 3 ; ξ > 0}. By (2.18) the right-hand side is finite. Also
Using this together with (2.20), a direct estimate in the exponential form of (2.1-2.2) gives (2.14). Proof of 2.15. By (2.11), which also holds forw g , there is a sequence y j → ∞ such that
It follows from Theorem 2.1 that R 3 ξg(x, v)dv = 0, x ∈ R + , and so the orthogonal
Now the proof is based on a study of the entropy flux
Using the orthogonal decomposition ofg and splitting the domain of integration we get
By (2.21) and (2.23) the first two of these limits are zero. By (2.14) the third one is bounded by
It follows that lim j→∞ H(y j ) = 0. A multiplication of (2.1) byg and v-integration show that H(x) is nonincreasing. And so
, it is enough for (2.15) to consider
A multiplication of (2.1) by x sg and integration gives
The positivity of H(y) implies that
and by (2.14), for any λ ∈ R + ,
This together with (2.22) and (2.25) implies for some α > 0 that
3. The fluid approximation with initial and boundary layers for nonzero bulk velocity. Introduce the mean free path > 0 and take u > 0. This section considers the slab problem 
