Abstract. In this text we study the regularity of matrices with special polynomial entries. Barring some mild conditions we show that these matrices are regular if a natural limit size is not exceeded. The proof draws connections to generalized Vandermonde matrices and Schur polynomials that are discussed in detail.
Introduction
The content of this text is motivated by an observation on a special type of integer valued matrices: Consider a quadratic matrix that is filled row-wise from the upper left entry to the lower right entry with consecutive integers to a fixed power. Then you see that "small" matrices are regular and "large" matrices are singular. See Example 2 where the limit value from "small" to "large" is discussed as an application of Theorem 1.
As we will see, such matrices appear as a special case of the following general situation: We consider a non negative integer ℓ and three complex valued sequences x = (x 1 , x 2 , . . .), y = (y 1 , y 2 , . . .), and r = (r 1 , r 2 , . . .) where we assume r to be injektive, i.e. r i = r j for all i, j ∈ AE. For each k ∈ AE these data define a complex k × k-matrix by restricting the sequences to their first k entries: A = A(k; x, y, r, ℓ) =      (x 1 + r 1 y 1 ) ℓ (x 1 + r 2 y 1 ) ℓ · · · (x 1 + r k y 1 ) ℓ (x 2 + r 1 y 2 ) ℓ (x 2 + r 2 y 2 ) ℓ · · · (x 2 + r k y 2 ) ℓ . . . . . . . . .
i.e.
A ij = (x i + r j y i ) ℓ .
The aim of this note is to discuss the regularity of matrices of the form (1). When we do this we will see that there is a strong relation to generalized Vandermonde matrices and we will use a connection to Schur polynomials to get a general result, see Theorem 7.
We will shortly note two aspects where matrices of the above type or similar occur. In general, matrices depending on sequences have applications in combinatorics, graph theory and optimization, see [3, 4] for example.
A more special application of the matrix that we consider is the following: Each row of (1) can be interpreted as a family of ridge functions. This is a family of multivariate functions
depending on fixed sequences a i and where a i · y = ℓ a i ℓ y ℓ denotes the scalar product. 1 In our situation each column of the matrix family of ridge functions of the form
with a ij = (e j · r)e i . Here we denote by e j = (δ ij ) i∈AE the sequence with all entries vanishing but the j-th. Ridge functions have applications in the theory of interpolation and approximation, see [2, 18] for more details on this topic.
The general matrix and first remarks
We consider a matrix of the form (1) and write A = A(k; x, y, r, ℓ) with A ij = (x i + r j y i ) ℓ . In this form the entries of A can be seen as being obtained from
1 Usually, if we deal with infinite sequences we have to include some convergence conditions like ℓ 1 , i.e. k |a k | < ∞. For the particular case we are interested in the sums are finite.
polynomials P 1 , . . . , P k ∈ [x] of degree at most ℓ in the form
For such matrices the test on regularity can be very hard, see the nice texts [14, 15] for example. Usually there are connections to representation theory and the theory of planar partitions and we will give further details on this fact in the next section. However, in our situation (1) one part of the question on regularity is easy to answer:
The dimension of the space of polynomials of degree at most ℓ is ℓ + 1. Therefore, if k > ℓ + 1 there exist complex numbers β 1 , . . . , β k with (β 1 , . . . , β k ) = (0, . . . , 0) with
such that the rank of A is less than k. The result is summarized in the following Theorem 1. Theorem 1. Independent of the complex valued sequences x, y, r ∈ AE with r in-
For the particular case r j = j we will be more specific here: We will manipulate the columns of A in such a way, that the resulting matrix, A ′ say, admits at least two equal columns.
Therefore, we consider the following operation respecting the determinant: For j = k, k − 1, . . . , ℓ + 1 we replace the j-th column C j (A) by
We calculate the i-th component of C j (A ′ ) and get
with the abbreviation a ij :=
For the first case in (2) the binomial identity yields
We use (11) from Lemma 9 and get
in both cases of (2) . Therefore, all changed columns C j (A ′ ) coincide for j = ℓ + 1, . . . , k. For at least two columns to coincide we need k > ℓ + 1 which is again the condition from Theorem 1.
An even more special situation covers our introductory example:
Let N be a natural number. The sequences x, y, r with
which is singular for k > ℓ + 1. Its entries are row wise given by the ℓ-th power of successive natural numbers starting from N . Because y is constant all components of the equal columns C j (A ′ ) in (3) coincide, too. For ℓ = 1 the matrix (4) is of constant-gap type, see [1] , and the manipulated matrix A ′ is
Regularity and relations to representation theory
In this section we will address the following question: Is the condition on the size of the matrix (1) from Theorem 1 sharp? I.e. is the matrix A(k; x, y, r, ℓ) regular if k ≤ ℓ + 1? For ℓ = 0 this is obviously true. Of course, the answer to the question above is "No" in general: For ℓ > 0 the trivial examples x ≡ 0 or y ≡ 0 or the example of two sequences with x i y j = x j y i for some 1 ≤ i, j ≤ k with i = j are some counterexamples. Nevertheless, the question is reasonable for the matrix (4) from Example 2.
We will follow here a brute-force approach: We will calculate the determinant of A. For the moment we will assume x i y j = x j y i for all i = j in (1) and the following abbreviations turn out to be useful:
. . .
i . In the first case k > l + 1 we will again recover the result from Theorem 1. We use the multilinearity of the determinant and get 1
In this compact notation i and j will always number the rows and columns of the matrix, respectively.
Using the skew symmetry of the determinant this can be written as
being the Vandermonde determinant, see [17] and the discussion below. Because k > ℓ + 1 we can calculate one more step and get
because in each summand at least two columns coincide.
In the case k ≤ ℓ + 1 we can do the same calculations but we will end up with
..,k =:
Each matrix of which we consider the determinants on the right hand side of (6) is a submatrix of the k × (ℓ + 1)-matrix
It is defined by a sequence α = (α 1 , . . . , α k ) of strictly increasing natural numbers 0 ≤ α 1 < . . . < α k ≤ ℓ and given by
Its determinant is given by
with ρ i :=
Interchanging the role of x and y yields the following formula for det(B α ) where we consider the strictly increasing sequence α ∁ = (ℓ − α k , . . . , ℓ − α 1 ) associated to α:
Moreover, the factor in (6) we put in round brackets is also of this special form, and we may write by using (8) 
or det(A) = (−1)
The remaining determinant V k,α (u 1 , . . . , u k ) is a generalized Vandermonde determinant, see [9] . In particular, V k,(0,1,...,k−1) = V k . Taking into account that V k,α and V k have common zeros, their quotient is a polynomial, too. All these polynomials are symmetric and given by the Schur polynomials, see e.g. [6, 10, 16] . If we associate to the strictly increasing sequence α = (α 1 , . . . , α k ) the non increasing sequence λ = (λ 1 , . . . , λ k ) with λ i := α k−i+1 − k + i the mentioned Schur polynomial is given by the polynomial s λ (x 1 , . . . , x k ) with
..,k . In particular, they are used to evaluate the character and -more applied -the dimension of representations of the classical Groups GL(n). In this notation the latter are described by Young tableaux of shape λ, see [8, 5, 13, 12] for details on this topic or [11] for an application. There is one important fact that we would like to recall here -for a discussion of this fact we like to refer to the nice pair of papers [20] : Theorem 3. Let s λ be the Schur polynomial associated to the non increasing se-
Then the expansion of s λ with respect to monomials is of the form
where the sum is taken over all k-tuples µ = (µ 1 , . . . , µ k ). The coefficient Γ We will shortly discuss the cases x i = 0 or y i = 0 for one 1 ≤ i ≤ k. First we consider the case x 1 = 0. Then (7) yields det(B α ) = 0 whenever α k = ℓ. Therefore, if we write α = (α ′ , ℓ) with α ′ = (α 1 , . . . , α k−1 ) we get
In the same way for y i = 0 we get det(B α ) = 0 whenever α 1 = 0. Therefore, if we write α = (0, α ′ ) with α ′ = (α 2 , . . . , α k ) we get
In both cases we end up with the same type of determinant but of size one less. Therefore, Corollary 5 holds in these cases, too.
Example 6 (Example 2 continued). We recall that in this example x i = N + (i − 1)k − 1, y i = 1 and r i = i. For the regularity question applied to matrix (4) we have to distinguish the two cases N > 1 and N = 1 corresponding to x i = 0 for all 1 ≤ i ≤ k and x 1 = 0, respectively. Corollary 5 and the remark thereafter show that A from (4) is regular for k ≤ ℓ + 1. The determinant is a polynomial of degree ℓk in N , a priori. However, in the limiting case k = ℓ + 1 we obtain degree 0 such that the determinant is independent of N . This is due to the fact that in this case only one summand in (9') is left, namely the one with α = α ∁ = (0, 1, . . . ℓ). If we expand the Vandermonde determinants as in (5) the latter is given by det(A) = (−1)
We summarize the discussion in the following Theorem 7 which, in particular, covers Examples 2 and 6. We end this note by some remarks Remark 8.
1. The condition on x and y from Theorem 7 may be relaxed by letting x i or y i vanish for one i, see (10) and (10').
2. In fact, Theorem 7 is true for a generic choice of sequences x, y. The values for which the matrix fails to be regular are the solutions of a polynomial equation and are connected to Vandermonde varieties. More or less, the latter are given by the set of zeros of V k,α (q 1 , . . . , q k ) which are of codimension one. See [7] for some calculations regarding such varieties, also in the case of non quadratic Vandermonde-type matrices.
3. The calculations in this note that make use of the relation between the regularity of matrices and determinants are valid in any algebraically closed field and, therefore, we may replace by such field. For an application of Vandermonde determinants over such fields and their connection to linear recurrence sequences see [19] .
