Abstract-We consider the problem of inferring the structure and dynamics of an unknown network driven by unknown noise inputs. For linear, time-invariant systems of minimal order, with hidden states and one noise source per measured state, we characterise under what conditions this problem is wellposed and present two main results. First, for networks with stable interactions between measured states and where the noise sources act through minimum phase dynamics, we prove that the solution for the network is unique and that the solution for the input dynamics is unique up to sign. If the assumptions of stability and phase-minimality are relaxed, we characterise the set of all solutions and prove that if the noise acts directly on the measured states, then the number of solutions is finite and bounded by a function of the number of hidden states. Lastly we present a method to obtain this set of solutions from data.
general, but known, topology; in [10] , the authors claim that their method can also be applied to networks with unknown topology.
In all of the above-cited work, the intrinsic variation is modelled as unknown noise sources applied only to the states that are measured. Whilst being an unrealistic assumption in some applications, this input requirement has been shown to be necessary for solution uniqueness even in the deterministic case [1] . Here we make the same assumption and consider the same model class as the above. The more general case of noise applied to every state is considered in a separate paper currently in preparation. Using the Dynamical Structure Function (DSF) framework, introduced in the following section, we derive results with no restrictions on the network topology and characterise under what circumstances the problem may be solved.
Section II provides an overview of DSFs and then presents some new results that will be used in later sections. Section III formulates the network reconstruction problem as a variant of the spectral factorization problem. The main results are then presented in Section IV, concluding with a numerical example. Conclusions are given in Section V and some additional proofs are included in the Appendix.
Notation
For a matrix A, A(i, j) denotes element (i, j), A(i, :) denotes its i th row and A(:, j) its j th column. For a vector x, the i th element is denoted x(i). The transpose and conjugate transpose of A are denoted respectively by A T and A * . The matrix identity of appropriate dimension is denoted by I; similarly the zero matrix is denoted by 0 with implicit dimension. The diagonal matrix comprising the diagonal elements of A is denoted diag(A). Free choice of the signs of the elements of A is denoted by ±A; hence if the solution to A is unique up to sign, the solution to ±A is unique.
II. DYNAMICAL STRUCTURE FUNCTIONS
We consider systems defined by the following linear, timeinvariant (LTI) representation:
where x ∈ R n , u ∈ R m , y ∈ R p and C = I 0 . The matrices A and B define a digraph whose nodes comprise the system states and inputs and whose edges correspond to nonzero elements in those matrices. For example, there is an edge from node j to node i if A(i, j) = 0. These matrices are in general not obtainable from measured data, hence we consider a different representation of the network -direct causal dependencies between the p measured states, y, where typically p < n. Partition (1) as follows:
where
T is the full state vector and z ∈ R h are the h = n − p "hidden" states. Taking the Laplace transform of (2) and eliminating Z yields sY = W Y + V U , where
Now define D := diag(W ), subtract DY from both sides and rearrange to give:
are strictly proper transfer matrices. Note that Q always has diagonal elements equal to zero (it is hollow).
Definition 1 (Dynamical Structure Function). Given any system (2), the Dynamical Structure Function (DSF) is uniquely defined as (Q, P ) and characterises direct, causal relations among measured states Y and inputs U .
The DSF defines a digraph with only the measured states and inputs as nodes, where Q(i, j) = 0 implies an edge from node j to node i with open-loop dynamics given by the transfer function Q(i, j). The problem of network reconstruction is then that of identifying (Q, P ) and is wellposed if the solution for (Q, P ) is unique. The transfer matrix from U to Y , defined as G(s) := C(sI − A) −1 B, is related to Q and P as follows:
which provides a vehicle for assessing the identifiability of (Q, P ) from data. The following definitions will be useful.
Definition 2 (Consistency).
A DSF (Q, P ) is consistent with transfer matrix G if (6) is satisfied.
Definition 3 (Directness). A causal interaction between two variables is direct if the appropriate element of A or B is nonzero, and indirect otherwise.
For example, Q(i, j) = 0 and A(i, j) = 0 implies a causal, but indirect, interaction from state j to state i.
A. Network Reconstruction from G
The problem of solving for Q and P from G was considered in [1] and the main results are stated here. Under the assumptions that there is no a priori knowledge about the nonzero elements of Q and P and that G is full rank, the following theorem gives necessary and sufficient conditions for network reconstruction: By applying targeted input experiments, the structure of P can be chosen such that this condition is satisfied. The following corollary outlines a protocol for reconstruction in this manner:
The DSF (Q, P ) can be obtained uniquely from G if P is square, diagonal and full rank.
The knowledge that each input uniquely affects a single measured state provides sufficient knowledge of the zero elements of P to satisfy the condition of Theorem 1. As mentioned, P diagonal is a common assumption in the literature [6] , [8] , [9] . 
and may be realized by an infinite variety of A and B matrices. The DSF is given by: The DSF describes causal interactions among measured states that may be indirect in the underlying system.
B. Representations of Structure
A given system with state-space realization (A, B, C, D) with C = I 0 and D = 0 can also be represented by its DSF (Q, P ) and transfer function G, with a decreasing amount of structural information. The relationship between these three representations is explained in Figure 1 , which shows that a state space realization uniquely defines both a DSF and a transfer function. However, multiple DSFs are consistent with a given transfer function, and a given DSF can be realized by multiple state space realizations. Theorem 1 proves that there is only one DSF with P diagonal that is consistent with G.
All realizations of a particular G are parameterized by the set of invertible matrices T ∈ R n×n as follows:
which in general does not admit a DSF. Partition the system as in (2) ; in order to admit a DSF, the transformed system must have C ′ = I 0 , which requires T to be of the form:
This characterises all transformed systems that admit a DSF -the set of realizations in Figure 1(a) . What is the subset of transformations that result in realizations that have the same DSF, corresponding to the blue region in Figure 1 (a)? The following is a subset of this.
Lemma 1. Invertible state transformations of the form
Proof. The proof follows directly from the definitions of W and V in (3), which are unchanged under the transformation and hence Q and P are also unchanged.
Note that this is only a sufficient condition and that intuitively such transformations should not change (Q, P ) as only the hidden states are being transformed.
C. Realizations with P Square, Diagonal and Full Rank
From Corollary 1, the solution for (Q, P ) from G is unique if P is square, diagonal and full rank. We seek to define a canonical form of realization for such systems, making use of the following two lemmas. First we convert the requirement that P be diagonal into an algebraic condition on A and B.
Lemma 2. The matrix P is diagonal if and only if the matrices:
The proof is omitted but follows from expressing V in (3) as a Neumann series and making use of the CayleyHamilton Theorem. From this, B 1 must be diagonal; we can further simplify B by removing dependent columns of B 2 as follows.
Lemma 3. Dependent columns of B 2 have no effect on P if it is diagonal.
The proof is omitted but follows from the contradiction of a column of B 2 being dependent on other columns of B 2 and every column of B 2 affecting only the corresponding column of V in (3), which is diagonal. A consequence of Lemma 3 is that dependent columns of B 2 can be set to zero without changing Q or P . (7); in red is the particular realization with T = I and in blue the set of realizations with the same DSF (Q, P ). In (b) is the set of all DSFs that have realizations in (a); in blue is the particular DSF (Q, P ). In (c) is the single transfer function G, with which are consistent all DSFs in (b) and which can be realized by all realizations in (a).
Lemma 4.
Every DSF with P square, diagonal and full rank has a realization with B in the following form:
for some partitioning with B 22 square, diagonal and full rank and B 42 = I 0 0 0 for some other partitioning.
The proof is achieved via Lemmas 1 -3 and is given in Appendix VI-A. Given B in canonical form, we now define a canonical form for A 12 and A 22 .
Lemma 5.
Every DSF with P square, diagonal and full rank and with B in the canonical form of (8) , has a realization with A 12 and A 22 given as follows:
where the dashed partitions are drawn in accordance with (8) but the block rows and columns may be of different dimension. The matrix α 11 is square, full rank and diagonal, X denotes an unspecified element, β 11 and β 32 are both square and diagonal, but not necessarily full rank and
for some partitioning, where γ is square, diagonal and full rank.
The proof is given in Appendix VI-B. In the following section we will compare realizations of systems with different DSFs and diagonal P . Since any such system can be realized in this canonical form, we can without loss of generality restrict ourselves to such realizations.
III. PROBLEM FORMULATION
Consider an LTI system (A, B, C, D) and associated transfer function:
with A ∈ R n×n , B ∈ R n×m , C ∈ R p×n and D ∈ R p×m under the following assumptions:
Assumption 2. The system is driven by unknown white noise e(t) with covariance E[e(t)e T (τ )] = Iδ(t − τ ).
Assumption 3. The output y(t) is observed in steady state.

Assumption 4. The system (A, B, C, D) is globally minimal.
From y(t), the most information that can be obtained is the output spectral density:
The problem of obtaining a solution G(s) from Φ(s) is the spectral factorization problem, considered by Youla [11] in 1961. Anderson [12] provides an algebraic characterisation of all globally minimal state-space realizations of a given Φ(s), where the globally minimal degree is the smallest dimension of all minimal solutions. First, for a given Φ(s), define the positive real matrix Z(s) as follows:
Minimal realizations of Z(s) are related to solutions G(s) to Φ(s) = G(s)G * (s) by the following lemma.
Lemma 6 ([12])
. Let (A, B z , C, D z ) be a minimal realization of the positive real matrix Z(s) of (12) , then the minimal system (A, B, C, D) has spectral density Φ(s) if and only if there exists a real, positive definite and symmetric matrix R ∈ R n×n such that the following equations hold:
This result was used by Glover and Willems [13] to provide conditions of equivalence between any two globally minimal realizations, which are stated below.
Lemma 7 ([13]). Two globally minimal systems
if and only if there exists invertible T ∈ R n×n and symmetric S ∈ R n×n such that:
For any two systems that satisfy Lemma 7 for a particular S, all additional solutions for this S may be parameterized as follows. 
Corollary 2. Given two systems (A, B, C, D) and
for some invertible T ′ ∈ R n×n and orthogonal U ∈ R p×p . If G(s) is square and "minimum phase" (full rank for all s with Re(s) > 0), then for S = 0, (15) characterises all minimum phase solutions G ′′ (s).
Clearly in general the solution to the spectral factorization problem is not unique, even in the minimum phase case. We make the following additional assumptions on the underlying system and consider the problem of identifying its DSF. Assumption 5 is necessary for the system to admit a DSF. Assumption 6 then states that there are p noise sources and each of the p measured states is uniquely driven by exactly one of these. This excitation may occur indirectly via hidden states and hence have dynamics; the system is therefore driven by filtered white noise. This is a standard assumption in the literature for the following reason. We will first use the spectral factorization framework to assess the uniqueness of the solution (Q, P ) to this problem. Then for a class of system with a finite number of solutions, we will provide a method to construct all solutions using Lemma 6.
Remark 1. If nothing is known about
IV. NETWORK RECONSTRUCTION BY SPECTRAL FACTORIZATION
A. Minimum Phase G
We first consider this simpler case, the results of which will be useful later for the general case. Make the following additional assumption:
First we will show that a sufficient condition for G to be minimum phase is that Q is stable and P is minimum phase. Then we will see that under Assumption 7, the solution Q to Problem 1 is unique and the solution P unique up to sign.
Lemma 8. If Q is stable and P is square, diagonal and minimum phase then G is minimum phase.
Proof. If Q is stable, then I − Q is also stable as it has the same poles. For any invertible transfer function, z 0 is a transmission zero if and only if it is a pole of the inverse transfer function [14] . Therefore (I − Q) −1 is minimum phase if and only if Q is stable. If in addition P is minimum phase, then G = (I − Q) −1 P is also minimum phase since P is diagonal.
Hence for a significant class of systems -those with stable interactions among manifest variables -that are driven by filtered noise, where the filters are minimum phase, the matrix G is minimum phase. with DSFs (Q, P ) and (Q ′ , P ′ ) have equal output spectral density:
Theorem 2. Two systems (A, B, C, D) and (
if and only if Q = Q ′ and P = ±P ′ . Given Φ(s), there is therefore only one solution (Q, ±P ) with minimum phase G.
Proof. From Corollary 2, two globally minimal systems with minimum phase transfer functions have equal output spectral density if and only if they satisfy (15) for some invertible T ∈ R n×n and orthogonal U ∈ R p×p . We shall derive necessary conditions for (15) to hold and show that this constrains U to the desired extent.
First, (15c) is satisfied if and only if T
. Take A, A ′ , B and B ′ in the canonical form of Lemmas 4 and 5 and partition them as in (9) . Then a necessary condition to satisfy (15b): B ′ = T BU is that U and T 2 are in the following forms:
where U 1 is orthogonal and X denotes a free element:
From (15a) the matrix A ′ 12 is given as follows:
which is in canonical form (9) only if:
which implies:
for some orthogonal U 22 . The matrix A ′ 22 is given by: The matrix U must therefore be equal to a signed identity in order for (15) to be satisfied. From (6), equality of spectral densities implies:
Inverting the above and equating diagonal elements yields P ′ = ±P and hence Q ′ = Q.
The network reconstruction problem for stable systems with minimum phase P therefore has a unique solution irrespective of topology. The ambiguity in the sign of P is to be expected and of little importance.
B. The General Case
We now relax Assumption 7 to allow the case where G may be non-minimum phase. In this case, the solution (Q, P ) is in general not unique, but in some cases the number of solutions is finite. The following lemma characterises all solutions (Q ′ , P ′ ) to Problem 1.
Lemma 9.
Two systems with DSFs (Q, P ) and (Q ′ , P ′ ) under Assumptions 1-6 have equal output spectral density: 
and symmetric S 2 ∈ R h×h such that:
whereĀ,B andQ are defined as: Proof. The lemma is shown to be a special case of Lemma 7 for the systems in question. Under Assumption 6, (14) simplifies to:
is necessary and sufficient to satisfy (23b), and (23a) is then equal to (20a). Equation (23d) gives S = 0 0 0 S 2 partitioned in accordance with C for some symmetric S 2 . Equation (23c) then defines three equations:
where ( and substitute into (24c) to obtain the Algebraic Riccati Equation (ARE) (20d) with coefficients given by (21). Remark 3. Given a system (Q, P ), in order to construct an equivalent system (Q ′ , P ′ ) it is necessary to find matrices T 1 , T 2 , B In general (20d) defines an infinite set of Algebraic Riccati Equations (AREs) parameterized by T 2 , hence the number of solutions is expected to be unbounded. For a slightly less general case, in which each input affects a measured state directly, the number of solutions to Problem 1 is finite. and B 3 = 0. The ARE coefficients (21) then only depend on the original system (A, B) and (20d) is therefore a single ARE of order h. This has at most 2h C h solutions parameterized by combinations of the eigenvectors of its Hamiltonian [14] , hence there are at most this many solutions for S 2 . The number of solutions (Q ′ , ±P ′ ) is equal to the number of distinct, symmetric solutions for S 2 from Remark 2.
Remark 2. The number of solutions
Therefore, if the noise drives only the measured states directly, then the number of solutions for the network structure and dynamics is finite. Furthermore, given any one solution, Lemma 9 allows all possible solutions to be constructed.
C. An Algorithm
If B 1 is invertible, then the number of solutions (Q, ±P ) to Problem 1 is finite. Lemma 6 may then be used to construct all solutions Q and ±P to Problem 1 from data as follows.
1) Estimate Φ(s) 2) Construct positive real Z(s) such that: Z + Z * = Φ 3) Make a minimal realization of Z of the form:
(A, B, I 0 , 0) 4) Find all solutions to the following equations for symmetric R > 0 and B ′ : I to obtain system (A ′′ , B ′′ , I 0 , 0), which has the same transfer function G ′ , spectral density Φ and has P ′′ diagonal. The system (Q ′′ , P ′′ ) is then a solution to Problem 1.
Step 1 may be achieved by standard methods, the details of which are not considered here. Every spectral density matrix has a decomposition of the form of step 2, as described in [12] and Step 3 is always possible.
Step 4 necessarily has a finite number of solutions obtainable as follows.
First note that (25) is obtained from (13) under Assumption 5. Then (25b) gives:
for some symmetric R 2 . Equation (25a) then defines three equations:
Both sides of (27a) must be diagonal, since a solution with B ′ 1 diagonal is known to exist; hence B ′ 1 can be found up to sign. For any such B ′ 1 that is full rank, B ′ 2 can be eliminated from (27b) using (27c), yielding the following ARE:
with:
and F = B 2 A T 11 + A 21 B 1 + A 22 B 2 . Since the parameters of (28) are known, we can compute all solutions R 2 . For every such symmetric R 2 with R > 0, the matrix B ′ 2 is given uniquely by (27c) as:
The system (A, B ′ , I 0 , 0) therefore has spectral density Φ but will in general not have P ′ diagonal. Since B The problem of identifying the structure and dynamics of an unknown network driven by unknown intrinsic noise has been considered. For LTI systems with standard assumptions on the noise, this problem was shown to be a variant of the spectral factorization problem with solutions parameterized by the solutions of a set of Algebraic Riccati Equations. The solvability of this problem, irrespective of method, was then assessed for networks with arbitrary topology. Important results for two broad classes of system were presented: in the first the solution is unique, and in the second the number of solutions is finite and an algorithm presented to construct them, given the spectral density. We are currently investigating this problem for more general classes of system and for a more general noise model.
VI. APPENDIX
A. Proof of Lemma 4
Proof. From Lemma 2, B 1 must be diagonal, which proves the B 1 part in (8) for some partitioning and some ordering of the measured states. For the B 2 part, consider transforming a general B under the following transformation:
which is (Q, P )-invariant from Lemma 1 and also B 1 -invariant. Breaking notation, and without loss of generality, partition T 2 and B 2 differently to (8) as follows: 
which is equal to B 2 in (8).
B. Proof of Lemma 5
Proof. The proof is given for B 42 = 0 in (8) for the sake of clarity, in which case B 1 and B 2 may be written as: 
partitioned as (9) , where, abusing notation, b 33 and b 44 are square and full rank and comprise b 33 in (8) . The proof holds in the general case but requires further partitioning. We first define state transformations that preserve the structure of B, then use these and Lemma 2 to prove the result. Now (Q, P )-invariant state transformations with:
partitioned as B 2 above, are also B-invariant. From Lemma 2, A 12 B 2 must be diagonal, which proves the first two columns of A 12 for some ordering of measured states. Note that the first two rows of A 12 must be full (row) rank in order that V is. Hence we can apply a transformation of the form (34) to transform A 12 to: where β 11 and β 32 are both square and diagonal, but not necessarily full rank. If β 32 = 0, it is straightforward to show (for example by constructing the transfer function from elements of A 22 ) that β 42 must be full column rank in order for block (2, 2) of V to be full rank. For a general β 32 , by application of a particular matrix transformation T 2 of the form (36), we obtain (10).
