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RE´SUME´
Ce me´moire conside`re les proble`mes d’optimisation de type boˆıte-noire, pour lesquels les
fonctions de´finissant le proble`me sont complexes, difficiles a` e´valuer ou leur expression ana-
lytique est inconnue. Pour la plupart des proble`mes industriels, il s’agit d’un programme
informatique complexe et souvent inaccessible pour des raisons de confidentialite´. L’exploi-
tation de ces fonctions se fait par l’analyse des re´ponses a` des entre´es donne´es, elles sont
conside´re´es comme des boˆıtes-noires sans aucune hypothe`se sur les proprie´te´s des fonctions.
En optimisation de boˆıtes-noires, les me´thodes mathe´matiques classiques ne sont pas
applicables e´tant donne´ qu’elles reposent sur la diffe´rentiabilite´, continuite´, etc. C’est pour-
quoi plusieurs algorithmes sans de´rive´es conc¸us pour re´soudre ce type de proble`mes ont
e´te´ de´veloppe´s et ne requie`rent aucune hypothe`se sur la fonction. La mode´lisation par les
boˆıtes-noires ainsi que l’application des algorithmes sans de´rive´es ont permis de re´soudre des
proble`mes d’optimisation des plus difficiles. Cependant, l’utilisation de ces algorithmes peut
retourner des solutions affecte´es par le bruit.
Les proble`mes conside´re´s ici sont ceux ou` le bruit est pre´sent autant sur les entre´es que
sur la sortie de la boˆıte-noire. La solution obtenue par des algorithmes d’optimisation n’est
pas de´sirable. En effet, lorsque les solutions peuvent varier dans un intervalle comme la
tole´rance de production, une le´ge`re modification de la solution optimale dans son intervalle
de tole´rance peut de´te´riorer la performance de cette solution. Dans le contexte ou` la fonction
objectif est a` minimiser, la solution donnant une petite valeur de l’objectif n’est pas celle
qu’on recherche, on s’inte´resse plutoˆt a` une solution robuste. La robustesse ici se traduit par
une petite variation de la valeur de l’objectif dans un voisinage de la solution propose´e.
La contribution de ce me´moire est le de´veloppement d’un algorithme d’optimisation ro-
buste, nomme´ RobustMads base´ sur un algorithme de recherche directe, traitant les fonc-
tions bruite´es et retournant une solution robuste. Cet algorithme propose une fac¸on judicieuse
de lisser les valeurs de la fonction objectif pour corriger les valeurs bruite´es. Dans le contexte
ou` l’e´valuation des fonctions est couˆteuse, cette technique de lissage ne ne´cessite aucune
e´valuation supple´mentaire.
Une solution robuste est celle ayant un large voisinage dans lequel la valeur de la fonction
varie peu. On introduit quatre mesures diffe´rentes pour mesurer la robustesse d’une solution.
L’analyse des re´sultats de l’application de RobustMads sur une batterie de fonctions tests,
dont deux types de bruits, ont e´te´ teste´s, a montre´ que l’algorithme est capable de retourner
des solutions robustes. De plus, plus le niveau de bruit est e´leve´, plus RobustMads ame´liore
la solution.
vABSTRACT
This work considers blackbox optimization problems for which the objective function is
complex, has no known analytical expression or may be costly to evaluate. In most industrial
problems, the function may come from a complex software from which the code cannot be
accessed for confidentiality purposes. The exploitation of such functions is done by analyzing
its response to given inputs. They are considered blackbox functions on which no hypothesis
is made about their properties. In blackbox optimization, classical mathematical methods
cannot be applied because they rely on differentiability and continuity, just to name a few.
For this reason, derivative-free optimization algorithms that do not require any assumption
about the objective function are developed. Derivative-free algorithms and blackbox modeling
have made it possible to solve some very hard optimization problems. Unfortunately, these
algorithms may return a solution affected by the noise.
These are problems that have a stochastic noise presence on the inputs as well as the
outputs. The optimal solution obtained from classical algorithms may not be desirable. For
example, when there exist a known uncertainty on some input variables, a slight variation
of the solution may deteriorate the solution. In the case of a minimization problem, one
would be looking not only to minimize the function, but also to obtain a robust solution.
Here, a robust solution is one for which the objective function undergoes a slight deterio-
ration within its neighborhood. The main contribution of this work is the development of
a robust optimization algorithm named RobustMads, based on a direct search algorithm
and designed for functions that include a stochastic noise and that returns a robust solution.
In a context where evaluating the objective function may be costly, this algorithm proposes
a judicious approach to smoothing the values of the objective function that does not require
any additional evaluation. A robust solution possesses a large neighborhood for which the
objective function varies slightly. Four means of measuring the robustness of a solution are
introduced. The analysis of the results of the application of RobustMads on a series of
test functions, including two different types of noise, shows that the algorithm is capable of
finding robust solutions. Our numerical experiments suggest that the higher the noise, the
more RobustMads improves the solution.
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1CHAPITRE 1
INTRODUCTION
La plupart des proble`mes d’optimisation, mode´lisant un cas re´el dans divers domaines et
notamment en inge´nierie, sont de´finis par des fonctions difficiles a` e´valuer. Cette difficulte´
peut eˆtre associe´e au fait que : (1) le nombre de variables des fonctions est e´leve´ comme des
centaines ou voire des millions, (2) l’expression analytique des fonctions n’est pas connue car
elle est de´crite par un code informatique complexe incluant des simulations couˆteuses, (3)
l’expression analytique des fonctions est complexe. C’est sur les deux cas (2) et (3) qu’on se
concentre dans le cadre de ce travail.
Lorsque les fonctions ont une expression complexe, les de´rive´es sont parfois difficiles a`
calculer et suppose´es inexistantes lorsqu’il est trop couˆteux de les estimer. D’un point de
vue mathe´matique, la re´solution de ce type de proble`mes est tre`s complique´e et l’utilisation
des me´thodes classiques d’optimisation n’est pas possible car elles requie`rent, d’une part, la
connaissance de l’expression analytique des fonctions, et d’autre part le calcul des de´rive´es,
la continuite´, line´arite´, etc. Toutes ces raisons me`nent a` conside´rer ces fonctions comme des
boˆıtes-noires. Ce concept (boˆıte-noire) permet de faire abstraction de la fonction dont l’ex-
ploitation se fait uniquement par l’analyse de la re´ponse a` une entre´e donne´e.
L’optimisation de boˆıtes-noires est applique´e dans des disciplines de plus en plus varie´es.
Audet et al. (2010) formulent le proble`me d’optimisation des parame`tres algorithmiques
comme un proble`me de boˆıtes-noires visant a` trouver les parame`tres maximisant la per-
formance de l’algorithme tel que le nombre total des e´valuations et les temps de calcul. Le
proble`me de pre´vention des risques d’un tsunami ou` il s’agit de trouver le positionnement
des capteurs de de´tection maximisant le temps d’avertissement aux villes coˆtie`res de Spillane
et al. (2009) est aussi mode´lise´ comme un proble`me de boˆıtes-noires. Une autre application
des boˆıtes-noires dans le domaine de l’hydroe´lectricite´ est de´crite par Alarie et al. (2013)
pour le proble`me de localisation de stations de mesure du couvert nival. Dans le proble`me
d’optimisation de formes d’ailes de Marsden (2004), qui minimisent le bruit ae´rodynamique.
En me´decine, Yang et al. (2010) utilisent un mode`le de boˆıte-noire pour l’ame´lioration des
ope´rations chirurgicales des enfants atteints de malformations cardiaques.
Un proble`me d’optimisation de boˆıtes-noires sans contraintes est donne´e par
min
x∈Rn
f(x) (1.1)
2ou` la boite-noire f est la fonction objectif a` minimiser qui prend ses valeurs de Rn dans
R ∪ {+∞} en incluant le cas ou` les e´valuations peuvent e´chouer. Par ailleurs, dans le cas de
l’optimisation sous contraintes, ces dernie`res sont conside´re´es comme des boˆıtes-noires.
Plusieurs algorithmes ont e´te´ conc¸us pour re´soudre les proble`mes de boˆıtes-noires dont
l’algorithme Mads (Mesh Adaptive Direct Search) de Audet et Dennis (2006). C’est un
algorithme de recherche directe utilisant uniquement la valeur de la fonction objectif e´value´e
a` des points sur un treillis. Cet algorithme est discute´ en de´tail a` la section 2.2.3.
Le concept ge´ne´ral de l’optimisation de boˆıtes-noires, illustre´ a` la figure 1.1, consiste a`
e´valuer la boˆıte-noire f a` des points candidats ge´ne´re´s par un algorithme d’optimisation de
boˆıtes-noires puis, la valeur de f est renvoye´e a` l’algorithme afin de l’analyser et de ge´ne´rer
d’autres candidats.
x ∈ Rn f(x)
f
Algorithme
Mads
Figure 1.1 Sche´ma d’optimisation de boˆıte-noire.
1.1 Proble´matique de la recherche
Le proble`me traite´ dans ce projet s’inscrit dans le cadre de l’optimisation sans contraintes,
de´fini par (1.1), ou` la boˆıte-noire a` la particularite´ de retourner, dans certains cas, des valeurs
diffe´rentes pour les meˆmes valeurs d’une variable donne´e en entre´e. Ceci est duˆ a` plusieurs
parame`tres intervenant dans la structure interne de la boˆıte-noire, comme la graine ale´atoire
ou le type de la machine. A` la figure 1.2, nous conside´rons un exemple ou` la sortie zp(x)
retourne´e par la boˆıte-noire z de´pendant d’un seul parame`tre qui est la graine ale´atoire p.
Si la graine est fixe´e a priori par l’utilisateur, nous parlerons de sortie de´terministe. Par
contre, si nous conside´rons p comme faisant partie de la boˆıte-noire, et donc inaccessible et
incontroˆlable, nous parlerons alors d’une sortie f(x) stochastique.
3f
z zp(x)
f(x)
p
x
Figure 1.2 Les diffe´rentes sorties d’une boˆıte-noire.
Notre travail s’articule essentiellement autour de l’optimisation de boˆıtes-noires ou` la
fonction est contamine´e par un bruit a` caracte`re stochastique qui peut eˆtre pre´sent autant
sur les entre´es que sur la sortie f(x). Dans une telle situation, l’optimisation ne de´pend pas
seulement de l’entre´e x mais aussi de la variation de x autour d’une valeur nominale et un
bruit affectant la sortie. Cette variation peut avoir un impact sur la solution de l’optimisation.
En effet, il a e´te´ montre´ dans les travaux de Ben-Tal et Nemirovski (2000) que dans le cas
contraint, une faible perturbation de la solution optimale affecte sa re´alisabilite´. Aussi, un
autre proble`me peut survenir lorsqu’il existe une tole´rance sur les variables de conception,
tel que montre´ par Lee et Park (2001) pour le proble`me de construction d’une poutre ou` la
valeur de l’objectif devient tre`s sensible a` de petites variations de la solution optimale dans
l’intervalle de tole´rance.
En the´orie, la solution obtenue en utilisant les algorithmes d’optimisation classiques est
celle qui donne la plus petite valeur de l’objectif. Or, en pratique cette solution est inde´sirable
car sa variation entraine une de´te´rioration drastique de la valeur de la fonction objectif. Pour
mieux illustrer la proble´matique, la figure 1.3 montre que le minimum global x∗1 n’est pas la
solution de´sire´e en industrie e´tant donne´ que les inge´nieurs ont souvent recours a` l’ajustement
d’une telle solution selon leur besoin. Ainsi, meˆme si la solution ajuste´e x∗1−, pour une petite
valeur de , est dans un voisinage proche du minimum global obtenu, le bruit pre´sent dans
la fonction fait en sorte que la valeur de l’objectif s’e´loigne beaucoup de la valeur optimale,
f(x∗1 − ) f(x∗1). De ce fait, la solution que nous voulons obtenir, et que nous qualifierons
de robuste est la solution ayant le plus large voisinage dans lequel l’e´valuation de la fonction
donne des valeurs tre`s proches de la valeur optimale. Une telle solution est illustre´e par la
solution x∗2.
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Figure 1.3 La solution x∗1 est un minimum globale de la fonction f et la solution x∗2 est un
minimum robuste.
Le but de notre travail de recherche est de proposer un algorithme donnant une solution
robuste au bruit qui posse`de une bonne valeur de la fonction objectif. Cette solution donne
un bon compromis entre robustesse et optimalite´. Cet algorithme utilise l’algorithme Mads
que nous pre´senterons a` la section 2.2.3.
1.2 Plan du me´moire
Ce me´moire est organise´ comme suit. Le chapitre 2 est consacre´ a` la revue de litte´rature
ou` on y trouve d’abord un historique des me´thodes d’optimisation sans de´rive´es dont deux
grandes familles d’algorithmes pour l’optimisation de boˆıtes-noires. La premie`re se base sur
l’optimisation d’un mode`le de la boˆıte-noire construit localement et la deuxie`me utilise des
recherches directes et se base sur des directions, dont l’algorithme Mads fait partie. Dans ce
chapitre nous pre´sentons e´galement un bilan des travaux actuels et passe´s sur l’optimisation
sous incertitude et l’optimisation robuste en particulier.
L’objectif du chapitre 3 est d’exposer l’approche algorithmique propose´e pour palier a`
la proble´matique e´nonce´e a` la section 1.1. Cette approche consiste a` trouver un algorithme
capable de re´duire le bruit dans les boˆıtes-noires et retourner des solutions robustes. L’ap-
proche propose´e est e´galement accompagne´e d’une analyse de convergence. Nous pre´sentons
au chapitre 4 diffe´rentes fac¸ons permettant d’e´valuer la robustesse des solutions obtenues par
l’application de l’algorithme propose´. Ces solutions sont compare´es aux solutions retourne´es
par Mads afin de valider notre approche.
Finalement, nous terminons ce me´moire par une conclusion qui aboutit a` des points de
de´part de plusieurs pistes de recherche afin d’e´tendre les travaux pre´sente´s dans ce me´moire.
5CHAPITRE 2
REVUE DE LITTE´RATURE
Ce chapitre traite des diffe´rentes me´thodes d’optimisation sans de´rive´es, de´veloppe´es a`
ce jour, en mettant l’accent sur les me´thodes de recherche directe directionnelle et plus
particulie`rement l’algorithme Mads sur lequel repose ce travail, ainsi qu’un historique sur
les me´thodes ayant mene´ a` ce dernier. Par la suite, d’autres types de proble`mes, qui se rap-
prochent au proble`me traite´ dans ce projet de recherche, sont introduits. Soient les proble`mes
d’optimisation sous incertitude et en l’occurrence les proble`mes d’optimisation robuste.
2.1 Me´thodes d’optimisation sans de´rive´es
Les me´thodes d’optimisation sans de´rive´es ne requie`rent pas d’information sur les de´rive´es
et utilisent uniquement les valeurs de la fonction et des contraintes du proble`me a` optimi-
ser conside´rant qu’elles sont l’unique information connue pour le proble`me traite´. En effet,
l’estimation des de´rive´es est souvent tre`s couˆteuse ou difficile a` cause de la particularite´
des fonctions. L’application de ces me´thodes a augmente´ exponentiellement au cours des
dernie`res anne´es avec l’accroissement de la complexite´ des fonctions de´finissant des cas re´els
en industrie. On peut noter a` titre d’exemple les proble`mes traite´s par Kokkolaras et al.
(2001) et par Abramson (2004) qui consistent a` optimiser la composition dans un syste`me
d’isolation thermique, et Marsden et al. (2004), qui s’articulent autour de l’optimisation de
formes d’ailes et autour de la minimisation du bruit ae´rodynamique dans (Marsden (2004)).
Plusieurs me´thodes d’optimisation sans de´rive´es ont e´te´ de´veloppe´es. Il en existe princi-
palement trois. Il y a celles qui effectuent des ope´rations sur un simplexe, comme la me´thode
de Nelder et Mead (1965). Il y a aussi les me´thodes se basant sur des directions pour guider
l’optimisation vers un optimum local, que nous de´velopperons a` la section suivante. De plus,
on trouve les me´thodes qui utilisent un mode`le pour approcher la fonction objectif dans une
re´gion de confiance, comme de´crites par Powell (2003) ou encore par Conn et al. (2009).
L’optimisation par re´gion de confiance est l’une des classes de me´thodes d’optimisation
sans de´rive´es les plus e´tudie´es. Elle est conc¸ue pour des proble`mes non line´aires ou` la fonc-
tion objectif et les contraintes n’ont pas les caracte´ristiques de boˆıtes-noires. Par ailleurs cette
classe de me´thodes suppose l’existence de de´rive´es bien qu’elle ne les utilise pas. Dans le cas
sans contraintes, elle se base sur la minimisation d’un mode`le quadratique qui approche la
fonction objectif a` chaque ite´ration dans une re´gion de confiance B(xk,∆k), ou` ∆k est le
6rayon de la boule centre´e au point courant xk. L’utilisation d’un mode`le quadratique permet
un bon traitement de l’information relie´e a` la courbure de la fonction objectif. Dans la meˆme
optique, Powell (2002) a introduit l’algorithme UOBYQA pour la re´solution des proble`mes
sans de´rive´es de faible dimension et non contraints, en utilisant l’algorithme de re´gion de
confiance. Plus tard, il de´veloppe l’algorithme NEWUOA dans Powell (2006), base´ sur la
me´thode de re´gion de confiance et sugge`re d’utiliser un nombre re´duit de points d’interpola-
tion, soit m ∈ [n+ 2, (n+ 1)(n+ 2)/2] ou` n est la taille du proble`me, pour la construction du
mode`le d’interpolation quadratique. Puis, Powell (2010) revient sur la preuve de convergence
de la me´thode. Aussi, il propose une nouvelle fac¸on de faire la mise a` jour du mode`le dans
Powell (2013). On trouve aussi d’autres algorithmes utilisant les re´gion de confiance comme
l’algorithme WEDGE de Marazzi et Nocedal (2002).
L’algorithme DIRECT pour DIviding RECTangles, introduit par Jones et al. (1993), est
un algorithme ite´ratif conc¸u pour les proble`mes avec contraintes de bornes. Il repose sur
la recherche des solutions dans une partition du sous-espace de recherche appele´ hyper-
rectangle. Chaque ite´ration de´bute par la recherche d’hyper-rectangles optimaux susceptibles
de contenir un optimum global. Cette e´tape est poursuivie par la division de ces hyper-
rectangles en plus petits sous-espaces afin d’e´valuer la fonction au centre de chaque hyper-
rectangle. Plus pre´cise´ment, un hyper-rectangle est dit potentiellement optimal s’il satisfait
la de´finition suivante :
De´finition 1. Supposons que nous avons a` partitioner un hypercube en l hyper-rectangles.
Soit ci et di le centre et la taille du i-e`me hyper-rectangle. Un hyper-rectangle j est potentiel-
lement optimal s’il existe une constante T positive telle que :
f(cj)− Tdj ≤ f(ci)− Tdi, ∀i = 1, ..., l,
f(cj)− Tdj ≤ fmin − η | fmin |,
(2.1)
ou` η une constante positive.
2.2 Me´thodes de recherche directe directionnelle
Dans cette section sont illustre´es les me´thodes de recherche directe. Elles sont appele´es
ainsi car elles ne supposent aucune condition sur la fonction objectif et les contraintes comme
la convexite´, la continuite´, ou la diffe´rentiabilite´, par exemple. Ces me´thodes conside`rent que
les de´rive´es sont inaccessibles ou inestimables et elle utilisent uniquement les valeurs de la
fonction pour conduire l’optimisation. Elles ont e´te´ conc¸ues pour les proble`mes de type boˆıte-
noire et elles reposent sur la ge´ne´ration de directions qui permettent d’explorer l’espace de
recherche. Le premier algorithme de recherche directe a` avoir vu le jour est l’algorithme de
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directions de recherche sont les vecteurs de la base canonique de Rn. Une e´volution de (Cs)
me`ne a` l’algorithme de recherche par motifs (Gps : Generalized Pattern Search) pre´sente´ par
Torczon (1997), qui utilise des directions de recherche plus e´labore´es. Finalement, ce dernier a
e´te´ ge´ne´ralise´ par Audet et Dennis (2006) pour donner naissance a` l’algorithme de recherche
sur treillis adaptifs (Mads : Mesh Adaptive Direct Search), qui propose notamment une
me´thode encore plus perfectionne´e pour la ge´ne´ration des directions de recherche ainsi qu’une
rigoureuse analyse de convergence. Une mine d’informations sur les me´thodes de recherche
directe de l’optimisation de boˆıte-noire et leurs applications sont re´sume´es dans l’article
Audet (2014). Avant d’expliquer ces algorithmes en de´tails, il convient d’abord d’introduire
la notion d’ensemble ge´ne´rateur positif, qui est utilise´e pour la de´finition des directions.
Base positive
La notion de base positive a e´te´ introduite par Davis (1954). Une bre`ve de´finition telle
qu’elle a e´te´ de´finie dans l’article de Audet (2011) est illustre´e ici.
Un ensemble fini de vecteurs D = {d1, d2, ..., dp} ⊂ Rn est un ensemble ge´ne´rateur positif
pour Rn, si chaque vecteur v ∈ Rn peut s’exprimer par une combinaison line´aire positive des
vecteurs de D. L’ensemble D forme une base positive pour Rn s’il est un ensemble ge´ne´rateur
minimal, i.e., aucun sous-ensemble de D ne peut ge´ne´rer positivement Rn. La figure 2.1
montre des exemples de bases positives.
(1) (2) (3) (4)
Figure 2.1 Exemples de bases et d’ensembles ge´ne´rateurs positifs dans R2.
(1) n’est pas une base positive. (2), (3) et (4) sont des ensembles ge´ne´rateurs positifs. (2) et
(3) sont des bases positives. Extrait de l’article de Audet (2011).
82.2.1 Algorithme de recherche par coordonne´es
La recherche par coordonne´es est un algorithme utilise´ pour la re´solution des proble`mes
sans contraintes qui s’e´crivent sous la forme :
min
x∈Rn
f(x). (2.2)
Chaque ite´ration k de´bute par l’e´valuation de la fonction f a` des points d’essai ge´ne´re´s
autour de l’ite´re´ courant xk a` un pas de longueur ∆mk suivant les 2n directions {±ei}ni=1 dont
n sont les directions de la base usuelle Rn et les n directions oppose´es. Cette exploration des
points d’essai dans l’espace discre´tise´, appele´ treillis, a pour but de rechercher un point ayant
une plus petite valeur de l’objectif que celle de l’ite´re´ courant. Cette recherche est appele´e
sonde locale et l’ite´re´ courant est de´signe´ par centre de sonde. L’ensemble constituant les
points de sonde est de´fini par :
Pk = {xk ±∆mk ei, i = 1, ...n}, (2.3)
ou` ∆mk est la taille du treillis. Cette notation est la meˆme que celle adopte´e dans Mads,
pre´sente´ ulte´rieurement. Si une meilleure solution est trouve´e dans Pk, l’ite´ration est un
succe`s et le prochain ite´re´ devient ce point trouve´. Dans le cas ou` l’ite´ration est un e´chec,
c’est-a`-dire : ∀x ∈ Pk, f(x) ≥ f(xk), la taille du treillis est re´duite de moitie´ afin d’e´valuer f a`
des points plus proches de xk. La recherche d’un meilleur point se fait jusqu’a` ce que la taille
du treillis ∆mk s’approche de la taille minimale, ou que le nombre maximal des e´valuations de
f est atteint. Cette me´thode est tre`s facile a` imple´menter ne´anmoins elle pre´sente plusieurs
lacunes. En effet, puisque la recherche se fait suivant un nombre restreint de directions,
qui sont les meˆmes a` chaque ite´ration, des re´gions de l’espace potentiellement inte´ressantes
risquent de ne jamais eˆtre visite´es. D’autre part, la recherche se fait uniquement de manie`re
locale et aussi, meˆme si un meilleur point a e´te´ trouve´ parmi l’ensemble Pk, la fonction est
e´value´e a` tous les autres points de Pk au lieu d’arreˆter les e´valuations au premier succe`s.
Plus loin nous allons voir que cette technique peut e´voluer en arreˆtant les e´valuations de`s le
premier succe`s, ce qui s’appelle la recherche opportuniste.
Les algorithmes suivants sont des e´volutions de (Cs) et ils ont e´te´ de´veloppe´s pour combler
ces lacunes.
2.2.2 Algorithme de recherche par motifs
L’algorithme de recherche par motifs (Gps) a e´te´ conc¸u originellement pour la re´solution
des proble`mes sans contraintes puis e´tendu a` d’autres types de proble`mes. Ces proble`mes
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line´aires de Lewis et Torczon (2000) ; contraintes ge´ne´rales introduit par Audet et Dennis,
Jr. (2004) ; les proble`mes a` variables cate´goriques dans l’article de Audet et Dennis (2001).
Cet algorithme permet d’effectuer une sonde locale suivant un ensemble fini de directions
diversifie´es plutoˆt que les 2n directions de la base usuelle. A` chaque ite´ration k, l’ensemble des
directions Dk = {d1k, d2k, ..., dpkk } et D, l’ensemble des directions possibles, doivent satisfaire
les conditions suivantes :
— Dk repre´sente un ensemble ge´ne´rateur positif et Dk ⊆ D ;
— Chaque direction dj ∈ D, j = 1, ..., nD, doit eˆtre issue d’un produit d’une matrice non
singulie`re G ∈ Rn×n par un vecteur d’entiers zj ∈ Zn.
Les points de la sonde suivant ces directions sont de´finis par :
Pk = {xk + ∆mk d : d ∈ Dk}. (2.4)
A` l’ite´ration k, l’ensemble Vk contient l’historique des points ou` la fonction f a e´te´ e´value´e
depuis le de´but de l’ite´ration. Tous les ite´re´s ge´ne´re´s doivent appartenir au treillis, qui est
une discre´tisation de l’espace des variables, de´fini par :
Mk = {x+ ∆mk Dz : x ∈ Vk, z ∈ Np}, Pk ⊂Mk. (2.5)
De plus, avant l’e´tape de sonde, l’algorithme propose une e´tape optionnelle appele´e la re-
cherche globale (search). A` cette e´tape, la fonction objectif est e´value´e a` un ensemble de
points ge´ne´re´s sur le treillis dans le but de trouver un meilleur point que l’ite´re´ courant xk,
i.e., la meilleure solution trouve´e depuis le de´but de l’exe´cution de l’algorithme. La recherche
globale est flexible car elle donne la possibilite´ a` l’utilisateur de choisir des solutions qu’il
juge inte´ressantes pour le type de proble`me traite´. Il peut aussi asseoir ses propres strate´gies
de recherche ou des strate´gies plus ge´ne´riques comme la recherche ale´atoire. Un exemple de
combinaison de la strate´gie de recherche a` voisinage variable avec la recherche globale peut
eˆtre trouve´ dans Audet et al. (2008a).
Contrairement a` la recherche par coordonne´es, Gps offre, en plus de la recherche globale
et des directions plus diversifie´es, la possibilite´ d’augmenter la taille du treillis quand une
ite´ration est qualifie´e de succe`s, telle que, pour τ ∈ Q, w+ et w− des entiers, on a
∆mk+1 = τwk∆mk , avec (2.6)
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wk =
 {0, 1, ..., w
+} si l’ite´ration est un succe`s,
{w−, w− + 1, ...,−1} sinon.
La possibilite´ d’augmenter ∆mk permet d’ame´liorer conside´rablement la vitesse de conver-
gence. De plus, la recherche se fait selon les directions de succe`s de l’ite´ration pre´ce´dente. En
effet, les directions sont classe´es de sorte que celles qui ont mene´ a` un succe`s sont place´es en
teˆte de la liste des prochaines directions.
On peut remarquer que dans le cas particulier de la recherche par coordonne´es (algorithme
CS), l’ensemble des directions D est [In−In], τ = 2, w− = −1, et w+ = 0. Ainsi, si l’ite´ration
est un succe`s, la taille du treillis est inchange´e (∆mk+1 = τ 0∆mk ), sinon elle est re´duite par
deux (∆mk+1 = τ−1∆mk ).
p2
p1
p3
xk xk
p3
p2
p1
xk
p2
p3
p1
∆mk = 1 ∆mk = 1/2 ∆mk = 1/4
Figure 2.2 Exemple de diffe´rents cadres de Gps : Pk = {xk + ∆mk d : d ∈ Dk} = {p1, p2, p3}.
Extrait de l’article Audet et Dennis (2006).
L’utilisation des bases positives pre´sente un grand inte´reˆt pour la construction des direc-
tions de recherche. En effet, le the´ore`me e´nonce´ par Lewis et Torczon (1996) et repris par
Abramson et al. (2004) montre que si D = {d1, d2, ..., dp}, di 6= 0, engendre Rn line´airement,
alors pour chaque vecteur v non nul dans Rn, il existe un indice i pour lequel vTdi > 0, c’est-
a`-dire qu’il existe au moins une direction dans chaque demi-espace. De plus, si la de´rive´e
existe en un point x et ∇f(x) 6= 0, en prenant v = −∇f(x), il existe un indice i tel que
∇f(x)Tdi < 0 et on peut affirmer qu’il existe au moins une direction de descente dans D.
2.2.3 Algorithme de recherche par treillis adaptifs
L’algorithme Mads : Mesh Adaptive Direct Search appartient a` la classe des algorithmes
de recherche directe avec et sans contraintes et vient ge´ne´raliser l’algorithme Gps. Il est
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de´crit ici tel qu’il a e´te´ e´voque´ dans Audet et Dennis (2006). A` l’e´tape (search) de chaque
ite´ration la fonction f est e´value´e pour un ensemble fini de points ge´ne´re´s sur le treillis. Ces
valeurs sont compare´es a` la valeur de la fonction au point courant xk. Parmi les points du
treillis, le premier donnant une valeur de l’objectif infe´rieure a` celle de la solution courante est
retenu. L’ite´ration prend donc fin suivant la strate´gie opportuniste et est conside´re´e comme un
succe`s. Ainsi, l’ite´ration suivante de´bute par une mise a` jour de la nouvelle solution courante,
xk+1 telle que f(xk+1) < f(xk), et un accroissement de la taille du treillis ∆mk ≤ ∆mk+1 afin
d’acce´le´rer la convergence. Par contre, un e´chec de l’e´tape search conduit a` la deuxie`me
e´tape appele´e sonde locale (poll) juste avant la fin de l’ite´ration. Cette e´tape consiste en
l’exploration locale de l’espace des variables autour de la solution courante dans des directions
choisies avec plus de flexibilite´. L’ensemble des points de sonde est dans un cadre de taille
∆pk avec ∆mk ≤ ∆pk. Le cadre est de´fini par
Pk = {xk + ∆mk d : d ∈ Dk} ⊂Mk. (2.7)
Cependant, ce qui distingue Mads de Gps est que Mads conside`re un parame`tre supple´mentaire,
∆pk, qui repre´sente la taille du cadre tandis que dans Gps, ∆mk repre´sente a` la fois la taille
du treillis et du cadre. Soit ∆mk = ∆
p
k.
Dans le cas ou` l’ite´ration se termine par un e´chec, la taille du treillis est re´duite afin de
re´e´valuer la fonction dans un espace plus proche de la solution courante. La taille du treillis
est actualise´e a` l’ite´ration suivante telle que ∆mk+1 = τwk∆mk , ou` wk est de´fini par (2.6). Une
illustration des deux parame`tres de taille de treillis et du cadre est pre´sente´e a` la figure 2.3.
Un autre point important a` soulever est que ces parame`tres doivent respecter les condi-
tions suivantes :
• ∆mk ≤ ∆pk,∀k ;
• lim
k∈K
∆mk = 0⇔ lim
k∈K
∆pk = 0,∀K un sous-ensemble fini d’indices d’ite´rations.
En d’autres termes, ∆mk est toujours infe´rieur a` la taille du cadre ce qui offre plus de pos-
sibilite´s pour la construction des points de sonde. Avec Gps, plusieurs re´gions ne sont pas
accessibles car le nombre de directions est fini. La figure 2.2 illustre des exemples de points
de sonde possibles avec Gps. La conside´ration des deux parame`tres ∆mk et ∆
p
k dans Mads,
permet de construire un ensemble dense de directions donnant la possibilite´ d’e´valuer des
points dans n’importe quelle direction a` l’inte´rieur du cadre de sonde. A` la figure 2.3 le cadre
de sonde est repre´sente´ en gras.
Par ailleurs, l’ensemble des directions utilise´es Dk n’est pas inclus dans l’ensemble des
directions possibles D et pour chaque d ∈ Dk :
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— d est une combinaison entie`re positive des directions de D, i.e., ∃u ∈ NnDk tel que
d = Du. Ainsi la condition (2.7) est respecte´e, et ∀x ∈ Pk, x ∈Mk.
— La distance entre le centre de sonde xk et les points de Pk est borne´e. En effet, les
points de sonde (xk + ∆mk d) doivent eˆtre a` l’inte´rieur du cadre, i.e.,
‖xk + ∆mk d− xk‖ ≤ c∆pk ou` c ∈ R,
⇔ ∆mk ‖d‖ ≤ ∆pk max{‖d′‖ : d′ ∈ D},
en choisissant c = max{‖d′‖ : d′ ∈ D}.
— La limite des ensembles normalise´sDk = { d‖d‖ : d ∈ Dk} sont des ensembles ge´ne´rateurs
positifs. Ceci e´vite le cas ou` les directions choisies convergent vers une base qui n’est
pas une base positive.
Ainsi, l’avantage de Mads est de permettre de ge´ne´rer un ensemble dense de directions
de sonde Dk qui permet la convergence de la taille du treillis vers ze´ro plus rapidement que
la taille du cadre ∆pk.
∆mk = 1
∆pk = 2
∆mk = 1/4
∆pk = 1
∆mk = 1/16
∆pk = 1/2
p2
p1
p3
xk xk
p3
p2
p1
xkp2
p3
p1
Figure 2.3 Exemple de diffe´rents cadres de Mads Pk = {xk + ∆mk d : d ∈ Dk} = {p1, p2, p3}.
Extrait de l’article de Audet et Dennis (2006).
Re´sultats de convergence
Les re´sultats de l’analyse de convergence introduits ici de´coulent directement de l’article
Audet et Dennis (2006). Ils sont base´s sur la diffe´rentiabilite´ locale de f et les proprie´te´s de
l’ensemble des contraintes Ω. Les hypothe`ses e´mises sont les suivantes : H1 : la valeur de f a`
un point de de´part re´alisable est finie ;
H2 : tous les ite´re´s ge´ne´re´s par Mads appartiennent a` un ensemble compact.
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Proposition 2. La taille du treillis et du cadre satisfont la condition :
lim inf
k→∞
∆pk = lim inf
k→∞
∆mk = 0.
De´finition 3. La sous-suite des centres de sonde {xk}k∈K, dont les ite´rations ont e´te´ qua-
lifie´es d’e´chec, est dite une sous-suite raffinante si {∆pk}k∈K converge vers zero, ou` K est un
sous-ensemble d’indices. Soit xˆ le point vers lequel la suite raffinante converge. Si lim
k∈L
dk
‖dk‖
existe pour L ⊆ K, dk ∈ Dk, et si xk + ∆mk dk ∈ Ω, pour un nombre infiniment grand k ∈ L,
alors cette limite est dite une direction raffinante pour xˆ.
Sous les hypothe`ses H1 et H2, il existe au moins une suite raffinante convergente.
The´ore`me 4. Sous les deux hypothe`ses H1 et H2, il existe au moins un point xˆ vers lequel
la suite xk converge. Si f est semi-continue infe´rieurement pre`s de xˆ, alors lim
k∈K
f(xk) existe
et lim
k∈K
f(xk) ≥ f(xˆ).
Nous de´finissions la de´rive´e directionnelle au sens de Clarke (1983) comme suit
De´finition 5. La de´rive´e ge´ne´ralise´e de Clarke de f en xˆ dans la direction v ∈ Rn est :
f ◦(xˆ; v) = lim sup
x→xˆ,t↓0
f(x+ tv)− f(x)
t
.
Muni de cette de´finition nous pouvons pre´senter le the´ore`me principale de l’analyse de
convergence de l’algorithme Mads.
The´ore`me 6. Si xˆ est la limite d’une suite raffinante, et si d est une direction dans D pour
laquelle f a e´te´ e´value´e un nombre infini de fois pour tous les ite´re´s dans l’e´tape de sonde,
et si f est Lipschitz pre`s de xˆ alors la de´rive´e ge´ne´ralise´e de Clarke de f au point xˆ dans la
direction d est non ne´gative : f ◦(xˆ; d) ≥ 0.
2.3 Le logiciel NOMAD
NOMAD (Nonlinear Optimization with the Mads Algorithm) est un logiciel code´ en c++
qui imple´mente l’algorithme Mads. Il est conc¸u spe´cifiquement pour l’optimisation sous
contraintes de fonctions boˆıtes-noires de la forme
min
x∈Ω
f(x) (2.8)
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ou` Ω = {x ∈ X ⊂ Rn : cj(x) ≤ 0, j ∈ J} ⊂ Rn est l’ensemble re´alisable, f, cj : X →
R∪{∞} pour tout j ∈ J = {1, 2, ...,m}, et X regroupe les contraintes non relaxables et non
quantifiables ainsi que les contraintes de bornes. La fonction f ne peut eˆtre e´value´e en un point
hors de X. Les contraintes cj(x) ≤ 0, j ∈ J , de´finissant l’ensemble Ω sont des contraintes
relaxables et quantifiables, c’est-a`-dire que non seulement l’e´valuation de la fonction f peut
avoir lieu pour un point x violant une de ces contraintes qui posse`dent les caracte´ristiques
d’une boˆıte-noire, mais encore elles mesurent de combien les contraintes sont viole´es.
Le logiciel NOMAD est largement utilise´ aussi bien dans le milieu acade´mique que par des
industriels, comme Boeing et Exxon Mobil. Il a e´te´ de´veloppe´ par Abramson et al. (2014)
et de´crit par Le Digabel (2011). Les proble`mes sans contraintes ou` Ω = Rn sont conside´re´s
pour ce projet de recherche.
Certains parame`tres de NOMAD
Strate´gie de recherche
Plusieurs strate´gies pour ge´ne´rer les points d’essai sont disponibles dans Mads : la re-
cherche a` voisinage variable (Vns : Variable Neighborhood search) de Mladenovic´ et Han-
sen (1997), la recherche par Latin Hypercube (Lh) par McKay et al. (1979) et la recherche
spe´culative introduite par Audet et Dennis (2006). Cette dernie`re est active´e a` la prochaine
ite´ration si l’ite´ration courante est qualifie´e de succe`s. La recherche spe´culative consiste a`
e´valuer la fonction a` un point ge´ne´re´ plus loin suivant la direction du dernier succe`s, ce qui
permet d’augmenter la vitesse de convergence de l’algorithme. Cette strate´gie de recherche
est active´e par de´faut dans NOMAD. Le lecteur voulant en savoir davantage sur les deux
autres strate´gies est invite´ a` consulter les articles cite´s en re´fe´rence. Par ailleurs, les points
ge´ne´re´s par Mads au cours d’une ite´ration ne sont pas tous e´value´s car l’ite´ration s’arreˆte au
premier succe`s. Cette strate´gie est appele´e la strate´gie opportuniste et est active´e par de´faut
dans NOMAD.
L’e´valuation par blocs
L’algorithme Mads ge´ne`re, au cours d’une ite´ration, une liste de points auxquels f doit
eˆtre e´value´e. Dans la version originale de Mads, la fonction f e´tait e´value´e a` un point a` la
fois puis l’e´valuation est retourne´e une a` la fois. De´sormais, depuis la version NOMAD.3.6.2,
il est possible d’envoyer un bloc de points a` la boˆıte-noire. La taille maximale d’un bloc est
e´gale a` un par de´faut dans NOMAD. La fonction permettant l’e´valuation par blocs peut eˆtre
adapte´e par l’utilisateur afin d’e´valuer les points d’un bloc paralle`lement. Un tel exemple
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peut eˆtre trouve´ dans les exemples fournis avec NOMAD. Par ailleurs, il existe des exten-
sions permettant l’e´valuation en paralle`le de plusieurs points d’essai, comme l’algorithme
Psd-Mads pre´sente´ par Audet et al. (2008b) qui permet la re´solution de proble`mes avec
un plus grand nombre de variables en proce´dant a` une de´composition spatiale. Une liste ex-
haustive des extensions de Mads permettant de faire des e´valuations en paralle`le est donne´e
par Le Digabel et al. (2010). Leur utilisation re´duit le temps d’exe´cution de fac¸on significative.
Toutes ces me´thodes d’optimisation sans de´rive´es ont e´te´ applique´es a` des cas re´els en
industrie. Mais souvent, le syste`me a` optimiser est affecte´ par plusieurs parame`tres incertains
qui influencent significativement la solution. Afin de traiter cette proble´matique, plusieurs
approches de traitement de l’incertitude ont e´te´ aborde´es dans la litte´rature. Certains travaux
se basent sur l’optimisation robuste, et d’autres reposent sur l’ame´lioration ou la modification
de me´thodes afin de prendre en compte l’incertitude. La section suivante donne une vue
globale de l’optimisation sous incertitude en de´finissant les diffe´rents proble`mes incertains.
2.4 Traitement de l’incertitude
Il existe plusieurs types d’incertitudes qui peuvent eˆtre classe´es de diffe´rentes fac¸ons selon
leurs sources. D’apre`s Beyer et Sendhoff (2007), Ben-Tal et Nemirovski (2002) et Goerigk
(2014) l’incertitude peut eˆtre relie´e a` :
• Des changements environnementaux : la solution d’un proble`me d’optimisation sur un
horizon de planification a` long terme peut eˆtre influence´e par des facteurs exte´rieurs
comme l’humidite´, la tempe´rature ou un changement des proprie´te´s du mate´riel. Dans
ce cas, la fonction a` optimiser depend des variables de conception et des parame`tres
environnementaux ;
• Un parame`tre de tole´rance de production : dans ce cas l’incertitude est pre´sente sur les
variables de conception qui fluctuent autour d’une valeur nominale (poids, longueur,
purete´ du produit, etc ). Comme c’est le cas en me´tallurgie dans le proce´de´ de fabrica-
tion de plaques stratifie´es (voir Walker et Hamilton (2005)) et aussi pour le proble`me
de conception d’une structure d’une poutre (voir Lee et Park (2001)) ;
• Une imprecision dans l’e´valuation : celle-la est cause´e par des erreurs de mesures ou
d’implementation qui surviennent dans un cas re´el quand une approximation de la
fonction est utilise´e au lieu de la vraie fonction. Dans ce cas les donne´es utilise´es
sont construites par e´chantillonnage. Aussi, quand la fonction est issue d’un code
informatique contenant des simulations. Un exemple de ce type d’incertitude peut
eˆtre trouve´ dans les travaux de Ciccazzo et al. (2013) ;
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• La pre´fe´rence d’une de´cision a` une autre : dans les proble`mes ou` il s’agit de trouver
la de´cision optimale d’investissement de portefeuille, la prise de de´cision est relie´e
aux donne´es du marche´ et fondamentalement aux pre´fe´rences des investisseurs qui
pre´sentent une source d’incertitude qui est traite´e par Armbruster et Delage (2014).
2.4.1 L’optimisation robuste
Dans le cas ou` les fonctions sont bruite´es, l’optimisation robuste permet de fournir une
solution ade´quate minimisant l’effet de la variation des entre´es sur les sorties. Les premiers
travaux sur l’optimisation robuste sont marque´s par Soyster (1973).
Nous introduisons le concept ge´ne´ral de l’optimisation robuste tel qu’e´nonce´ par Goerigk
(2014). Il consiste a` inclure la variable incertaine dans le mode`le. Ceci revient a` reformuler
le proble`me en un proble`me incertain P (ξ) de´fini par,
(P (ξ)) min
x
f(x, ξ)
s.c. F (x, ξ) ≤ 0,
x ∈ X,
ξ ∈ U ,
(2.9)
ou` F (., ξ) : Rn → Rm, f(., ξ) : Rn → R et X ⊂ Rn, ou` ξ ∈ U ⊂ RM est le parame`tre
incertain ou le bruit. La dimension de ξ pour un proble`me line´aire incertain min
x∈Rn
{ctx : Ax ≤
b, (A, b, c) ∈ U} est la somme des dimensions de la matrice des contraintes, du vecteur du
second membre et le vecteur couˆt.
La re´solution de (P (ξ)) passe par la re´solution du proble`me e´quivalent robuste dont la
formulation est en ge´ne´ral de type min max, minimisant le pire cas. Cette notion n’est pas
re´cente. En effet, des travaux remontant a` 1945 utilisent ce concept en finance dont il est
souvent question de minimiser le pire risque comme dans l’article de Wald (1945). Ainsi, une
solution optimale x est dite robuste si elle reste re´alisable pour toutes les valeurs de ξ dans
l’ensemble U , autrement dit F (x, ξ) ≤ 0,∀ξ ∈ U . Le proble`me e´quivalent robuste est donne´
par
(R) min
x
sup
ξ∈U
f(x, ξ)
s.c. x ∈ R(U),
x ∈ X,
(2.10)
ou` R(U) = ⋂
ξ∈U
{x ∈ X : F (x, ξ) ≤ 0} est l’ensemble des points re´alisables pour n’importe
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quelle valeur de ξ. Goerigk (2014), de´veloppeur de la librairie ROPI pour l’optimisation
robuste, a e´galement e´nume´re´ les diffe´rents logiciels d’optimisation robuste.
Ben-Tal et Nemirovski (2002) traitent diffe´rentes instances d’un proble`me convexe in-
certain cre´e´es en caracte´risant l’ensemble d’incertitude. Ainsi, ils re´solvent des proble`mes
line´aires, quadratiques puis semi-de´finis positifs incertains.
Une autre approche de formulation des proble`mes sous incertitude en the´orie de la de´cision
consiste a` inte´grer la pre´fe´rence du de´cideur interpre´te´e par la fonction d’utilite´. Armbruster
et Delage (2014) proposent dans ce contexte plusieurs reformulations d’un proble`me incertain.
Sous certaines conditions les auteurs se rame`nent a` des proble`mes qui sont re´solus en temps
polynomial. La fonction d’utilite´ est de´finie par ν : R → R. Le sce´nario ξ1 domine ou est
pre´fe´re´ a` ξ2 et on note ξ1  ξ2, si et seulement si
E[ν(ξ1)] ≥ E[ν(ξ2)], (2.11)
ou` la fonction inconnue ν appartient a` l’ensemble E . Soit un proble`me stochastique de´terminant
la decision x ∈ X qui maximise l’utilite´ sous le sce´nario ale´atoire ξ :
max
x∈X
E[ν(h(x, ξ))], (2.12)
ou` h est la valeur mone´taire de la decision x pour le sce´nario ξ. Trois formulations sont
propose´es :
La premie`re est base´e sur la maximisation du pire cas de la fonction d’utilite´, soit :
max
x∈X
inf
ν∈E
E[ν(h(x, ξ))]. (2.13)
La deuxie`me consiste a` reformuler le proble`me en un proble`me e´quivalent certain robuste qui
s’e´crit comme :
max
x∈X
inf
ν∈E
Cν [h(x, ξ)], (2.14)
ou` Cν [χ] := sup{s : ν(s) ≤ E[ν(χ)]}, s et χ deux variables ale´atoires, en conside´rant h(x, ξ)
une loterie, ce proble`me donne le plus grand montant d’argent pour lequel le de´cideur est
preˆt a` e´changer contre h(x, ξ). Finalement, un proble`me d’optimisation stochastique avec une
contrainte de domination tel qu’explique´ en (2.11)
max f(x)
s.c. E[ν(h(x, ξ))] ≥ E[ν(h(χ))] ∀ν ∈ E . (2.15)
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Dans leurs travaux, la robustesse se de´finie par la meilleure solution par rapport a` la pire
utilite´ ν dans E .
2.4.2 Optimisation des fonctions bruite´es
Plusieurs travaux sont mene´s afin de de´velopper des algorithmes d’optimisation ou` un
bruit de´terministe ou stochastique est pre´sent dans la fonction. De`s lors, il convient de de´finir
la nature du bruit afin d’identifier les me´thodes ade´quates pour son traitement. On peut
trouver dans les travaux de More´ et Wild (2009) qu’un proble`me de´terministe est caracte´rise´
par la pre´sence d’une composante de´terministe de´signant le bruit, soit
f(x) = (1 + fφ(x))
r∑
i=1
zi(x)2), r ∈ N (2.16)
ou` f est un scalaire repre´sentant le niveau de bruit et φ : Rn → [−1; 1] est la fonction bruit
de´finie par le polynoˆme de Chebyshev T3 telle que :
φ(x) = T3(φo(x)), T3(α) = α(4α2 − 3),
et φ0(x) = 0, 9 sin(100‖x‖1) cos(100‖x‖) + 0, 1 cos(‖x‖2). Ici le polynoˆme de Chebyshev est
utilise´ pour e´liminer la pe´riodicite´ dans la fonction φ. Quant aux proble`mes stochastiques, la
fonction φ est remplace´e par un ge´ne´rateur de nombres ale´atoires ou comme de´fini par More´
et Wild (2011) :
f(x) = z(x) +  (2.17)
ou` z : Rn → R est une fonction lisse et le bruit  est une variable ale´atoire dont la distribution
est inde´pendante de x.
Un des plus re´cents travaux traitant le bruit est de´crit par Larson et Billups (2013).
Ils de´veloppent un algorithme de re´gion de confiance qui fournit un point stationnaire de
premier ordre pour le mode`le, en ayant seulement acce`s aux valeurs de la fonction objectif
contamine´e par le bruit. Les proble`mes traite´s sont de la forme (2.17), ou` le bruit  est
inde´pendant et identiquement distribue´ selon une loi normale de moyenne 0 et de variance
σ2 < ∞ et z une fonction suffisamment lisse. Dans leur algorithme, le mode`le quadratique
permettant d’approcher la fonction objectif est construit par re´gression en conside´rant toutes
les e´valuations pre´ce´dentes.
Dans l’article de Liu (2013), il est montre´ que l’algorithme DIRECT de Jones et al. (1993),
cite´ a` la section 2.2, est tre`s sensible a` la mise a` l’e´chelle additive de la fonction objectif et
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insensible a` l’e´chelle multiplicative. Cela signifie que, dans un contexte de minimisation des
proble`mes avec contraintes de bornes, la solution du proble`me af(x)+b ou` b ∈ R est sensible
quand b varie. La modification dans le choix de l’hyper-rectangle optimal permet d’obtenir
l’algorithme DIRECT-a qui est plus robuste dans le sens ou` la valeur de l’objectif n’est pas
affecte´e par les variations de b. En d’autres termes, la valeur de la solution est identique a`
celle de la solution du proble`me avec (a = 1, b = 0). La transformation de l’algorithme re´side
dans le choix de l’hyper-rectangle optimal et l’e´quation (2.1) devient alors :
De´finition 7.
f(cj)− Tdj ≤ f(ci)− Tdi, ∀i = 1, ..., l,
f(cj)− Tdj ≤ fmin− | fmin − ηfmoy |,
ou` fmoy est la moyenne des e´valuations pre´ce´dentes en retirant les valeurs extreˆmes (maxi-
male et minimale). Une anne´e apre`s, Liu et al. (2014) ont combine´ cette version robuste de
l’algorithme avec un algorithme multi-grille de Briggs et al. (2000) pour donner naissance a`
l’algorithme MrDIRECT Multilevel robust DIRECT.
Elster et Neumaier (1995) ont re´utilise´ la me´thode de re´gion de confiance pour traiter les
proble`mes bruite´s de faible dimension avec contraintes de bornes. Au cours des ite´rations,
l’espace de recherche est re´duit au cours de l’optimisation et le mode`le quadratique, construit
sur un espace a` petite e´chelle, devient de plus en plus robuste car l’influence du bruit diminue.
Dans le cadre de leur travail, la robustesse est mesure´e par le nombre d’e´valuations ne´cessaires
pour aboutir a` une solution donnant une valeur proche de l’optimalite´. Cet algorithme a e´te´
compare´ a` l’algorithme Nelder-Mead (NM) qui a e´te´ modifie´ afin de prendre en compte les
contraintes de bornes. Leur algorithme est significativement plus rapide que (NM).
E´galement, Deng et Ferris (2006) de´veloppent une variante de l’algorithme UOBYQA
dans Powell (2002) pour le traitement des proble`mes stochastiques de la forme
min
x∈Rn
f(x) = E[z(x, x)], (2.18)
ou` f est une fonction inconnue a` estimer et z est la fonction affecte´e par le facteur bruit x
au point x. En effet, le bruit pre´sent dans la fonction affecte le mode`le quadratique construit
dans la re´gion de confiance dans le sens ou` sa minimisation retourne des solutions inde´sirables.
Afin de palier a` ce proble`me ils proposent de re´duire la variance du mode`le quadratique. Pour
ce faire, les parame`tres de ce mode`le sont calcule´s en conside´rant la moyenne de plusieurs
e´valuations de la fonction en un point. Le nombre d’e´valuations requis pour obtenir une bonne
estimation de la valeur de la fonction objectif est de´termine´ par une technique de simulation
de Bayes e´nonce´ par Chick et al. (2001). Un an plus tard, Deng et Ferris (2007) se sont
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inte´resse´s au traitement du bruit dans l’algorithme DIRECT. Ils ont utilise´ la meˆme technique
de de´termination du nombre d’e´valuations ne´cessaire pour une bonne approximation de la
valeur de la fonction objectif dans le but de trouver un hyper-rectangle potentiellement
inte´ressant.
Une autre technique d’optimisation d’un syste`me stochastique est de´crite par Sriver et al.
(2009). Elle repose sur l’utilisation d’une proce´dure statistique de classement et de se´lection
des variables. Elle est inte´gre´e a` la classe des algorithmes Gps introduite par Audet et Dennis
(2001) pour les proble`mes a` variables mixtes continues et de cate´gorie. E´tant donne´ la valeur
errone´e de l’objectif a` cause du bruit pre´sent dans la fonction, l’algorithme fait appel a` la
proce´dure de classement et de se´lection dans le but de de´terminer le prochain ite´re´ parmi
l’ensemble fini de points ge´ne´re´s par l’algorithme Gps. Ainsi, l’e´valuation de la fonction en un
point est donne´e par la moyenne de l’e´chantillon construit par des e´valuations re´pe´titives a`
un meˆme point. D’une part cette proce´dure permet de de´terminer la taille de l’e´chantillon qui
garantit l’obtention d’une bonne estimation de la valeur de l’objectif pour chaque candidat.
D’autre part, ce classement permet de se´lectionner le point ayant la valeur minimale. Un
autre algorithme de recherche directe capable de traiter les fonctions contamine´es par un
bruit ale´atoire controˆle´ est celui de Anderson et Ferris (2001), chaque ite´ration de´bute par la
ge´ne´ration d’un nouvel ensemble de points d’essai a` partir d’un ensemble de points courant
et ceci en appliquant une des ope´rations Re´flexion, Expansion et Contraction de l’algorithme
de Nelder et Mead (1965), autour du meilleur point dans l’ensemble des points d’essai. En
supposant que plus courte est la distance maximale entre les points ge´ne´re´s au cours de
l’ite´ration, plus la pre´cision de l’e´valuation est meilleure. Le bruit peut alors eˆtre controˆle´ a`
chaque e´valuation de sorte que son e´cart type est borne´ par une quantite´ qui de´pend de la
pre´cision de la solution courante. Ceci permet la diminution de l’e´cart type du bruit a` chaque
fois que la distance entre les points diminue et par conse´quent, augmenter la pre´cision de
l’e´valuation.
D’autres me´thodes pour aborder le bruit existent dans la litte´rature que nous citerons a`
la section suivante. Ge´ne´ralement les fonctions obtenues par l’application de ces me´thodes
sont lisses.
2.4.3 Quelques techniques de lissage
Quand la fonction a` optimiser de´pend des entre´es x et de la variation autour de x, l’optimi-
sation se fait par rapport a` la distribution des valeurs sous l’effet de la variation , c’est-a`-dire
f = z(x, ). La me´thode de´crite par Rhein et al. (2014) permet justement de fournir une so-
lution robuste qui minimise z et la variation cause´e par . Dans leur travaux, ils visent a`
caracte´riser la distribution de probabilite´ des valeurs de f par la me´thode de l’estimation de
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densite´ par noyau. L’estimateur fˆ de la densite´ de f , a` partir d’un e´chantillon (x1, ..., xn),
est donne´ par
fˆ(x) = 1
n
n∑
i=1
ψs(x− z(xi)) = 1
n
n∑
i=1
ψ
(
x− z(xi)
s
)
, (2.19)
ou` ψ est la fonction noyau et s un parame`tre de lissage. Ainsi la fonction de re´partition de f
est donne´e par inte´gration de (2.19).
Une autre technique permettant de construire une fonction lisse a` partir d’un ensemble
d’observations (f(x1), x1), ..., (f(xn), xn) ou` f : Rn → R et xi ∈ Rn, i = 1, ..., n est la me´thode
de re´gression par noyau introduite par Nadaraya (1964), elle est de´crite ici comme elle ap-
paraˆıt dans Hastie et al. (2001). A` partir des observations f(xi), i = 1, ..., n la me´thode
consiste a` calculer l’approximation de la fonction f au point x0 par une somme ponde´re´e des
observations f(xi). Les poids de´pendent de la distance entre le point x0 et les points dans le
voisinage de x0. La formule de la fonction approche´e est donne´e par
fˆ(x0) =
n∑
i=1
ψs(x0, xi)f(xi)
n∑
i=1
ψs(x0, xi)
, (2.20)
ou` la fonction noyau ψs est de´finie par
ψs(x0, x) = K
( ||x0 − xi||
s
)
, (2.21)
avec K une fonction positive de´croissante et s un parame`tre de lissage. Il existe plusieurs fonc-
tions de noyau, la fonction Epanechnikov comme celle utilise´e dans cet exemple, la fonction
Gaussienne, etc.
Li et al. (2014) proposent une technique de lissage pour les proble`mes convexes et non
lisses, min
x∈X
f(x) ou` f(x) = E[z(x, )]. Elle consiste a` faire une approximation de la fonction
par une fonction lisse construite par le produit de convolution de la fonction non lisse par la
fonction de densite´ de la variable ale´atoire qui repre´sente le bruit. Le proble`me devient,
fˆ(x) =
∫
Rn
f(x+ t)v(t)dt,
ou`  est une variable ale´atoire de densite´ v. Il est garanti que la fonction lisse´e fˆ(x) est
differentiable.
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Dans le meˆme contexte, Shao et al. (1997) illustrent une technique de lissage, sur la
fonction e´nerge´tique connue sous le nom de  Lennard-Jones , dans un mode`le mole´culaire
qui repose sur la moyenne. Ce proble`me est conside´re´ comme difficile a` re´soudre, car le nombre
de minima locaux augmente exponentiellement avec le nombre d’atomes. L’ide´e propose´e
consiste a` remplacer la valeur de la fonction a` chaque point par une moyenne ponde´re´e de
la fonction e´nerge´tique dans le voisinage de ce point. La distribution de probabilite´ d’une loi
gaussienne est utilise´e pour de´terminer les poids. Le proble`me de minimisation devient
f˜s(x) =
∫
Rn
H(f(t), s) exp
(−‖x− t‖2
σ2
)
dt,
ou` l’e´cart-type σ et s constituent les parame`tres de lissage et H la fonction permettant de
faire la transformation de f en une fonction inte´grable. Elle peut eˆtre obtenue par la me´thode
de transformation de syste`mes e´nerge´tiques Wu (1996) qui repose sur la moyenne des valeurs
de f ou bien, la me´thode de l’e´quation de diffusion Kostrowicki et al. (1991).
Dans l’optique de se ramener a` des fonctions diffe´rentiables dans un mode`le mathe´matique,
Xavier et al. (2014) s’inte´ressent au proble`me de localisation dont la mode´lisation aboutit a`
un proble`me de minimisation non diffe´rentiable, non convexe et posse´dant un grand nombre
de minima locaux. Les auteurs optent pour une me´thode dont la de´rive´e de premier ordre est
requise. Ils se rame`nent a` un proble`me e´quivalent comple`tement differentiable en appliquant
une se´rie de transformations sur la formulation du proble`me, notamment les contraintes for-
mule´es par la fonction distance ‖x − y‖2, (x, y) ∈ Rn×n, qui est remplace´e par une fonction√∑n
l=1(xi − yi)2 + γ2, γ > 0, dont la de´rive´e existe.
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CHAPITRE 3
UN ALGORITHME DE RECHERCHE DIRECTE ROBUSTE
Ce chapitre de´crit la me´thode propose´e dans ce projet a` savoir l’algorithme RobustMads
base´ sur l’algorithme Mads pre´sente´ au chapitre pre´ce´dent. Cet algorithme vise a` re´duire
l’influence du bruit sur la valeur de l’objectif afin de conduire l’optimisation du proble`me (1.1)
vers un optimum robuste. Cette solution a la particularite´ de demeurer stable lorsqu’elle est
affecte´e d’une perturbation, c’est-a`-dire que la valeur de la fonction objectif varie peu dans
le voisinage de la solution optimale.
3.1 Approche algorithmique
L’ide´e propose´e consiste a` appliquer une technique de lissage sur les valeurs de la fonc-
tion f permettant de diminuer le bruit qui fausse la valeur de l’objectif. En effet, l’approche
pre´sente´e ici utilise l’algorithme ite´ratif Mads. Et par conse´quent, pour de´terminer le pro-
chain ite´re´ nous devons comparer les points ge´ne´re´s au cours de l’ite´ration courante. Se fier
aux e´valuations de f n’est pas ade´quat a` cause du bruit pre´sent dans cette fonction. Par
ailleurs, e´tant donne´e la caracte´ristique de la boˆıte-noire, on a seulement acce`s aux valeurs
de la fonction. Donc, faire la moyenne en e´chantillonnant maintes fois au meˆme point x afin de
trouver une bonne approximation de la valeur de la fonction de´munie de bruit, comme dans
les travaux de Sriver et al. (2009), est d’une part tre`s couteux, et d’autre part n’e´claire pas
sur son allure ge´ne´rale. En effet, la moyenne peut eˆtre tre`s affecte´e par des valeurs extreˆmes
a` cause du bruit. Nous cherchons alors a` appliquer une technique de lissage sur la fonction f
cre´ant ainsi un algorithme capable de conside´rer la fonction de´bruite´e.
Une fac¸on de de´bruiter la valeur de f serait de faire une somme continue ponde´re´e sur
l’ensemble Rn, ide´alement on escompte minimiser la fonction de´bruite´e f˜(x) de´finie par
f˜(x) =
∫
u∈Rn
w(u, x)f(u)du, (3.1)
ou` w est un poids attribue´ a` chaque valeur f(x) tel que
∫
u∈Rn
w(u, x)du = 1. (3.2)
E´tant donne´e la structure complexe de la fonction f , il serait alors impossible de calculer
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cette inte´grale car nous avons seulement acce`s aux valeurs de la fonction mais pas a` son
expression analytique puisqu’il s’agit d’une boˆıte-noire. Une fac¸on plus ade´quate pour re´duire
le bruit dans la fonction f est d’appliquer le lissage sur la fonction f en construisant une
fonction f˜ de´finie par une somme de toutes les e´valuations des ite´rations pre´ce´dentes. Pour
ce faire, on a besoin de garder en me´moire toutes ces valeurs.
3.1.1 Pilotage de Mads
L’utilisation classique de l’algorithme Mads permet l’e´valuation de la fonction objectif
tant que le budget maximal n’est pas atteint ou qu’un autre crite`re d’arreˆt a e´te´ active´. Dans
ce projet, l’utilisation de Mads se fait par ite´ration, c’est-a`-dire que l’algorithme s’arreˆte
au bout d’une seule ite´ration qui inclut l’e´valuation du point de de´part ainsi qu’un bloc de
points ge´ne´re´s par Mads. Ceci permet a` l’utilisateur de ge´rer par lui-meˆme le choix du point
de de´part de la prochaine ite´ration et de de´finir a` quel moment une ite´ration est conside´re´e
comme un succe`s.
A` la figure 3.1 est donne´ un sche´ma de l’e´valuation par bloc de points Wk pour l’ite´ration
k. La boˆıte-noire repre´sente´e retourne a` chaque ite´ration un bloc d’e´valuations f(xi)i=1,2,...Ik
qui correspondent aux entre´es xi ∈ Wk, i = 1, 2, ...Ik ou` Ik =| Wk |. Ces valeurs correspondent
aux valeurs de la fonction objectif contamine´e par le bruit qui peut eˆtre pre´sent sur les entre´es
xi, i = 1, 2, ...Ik, ou la sortie f .
Wk = {xi}Iki=1 f(Wk) = {f(xi)}Iki=1
f
Mads
Figure 3.1 Sche´ma de l’e´valuation de la boˆıte-noire par blocs.
3.1.2 Construction de la fonction de´bruite´e
A` chaque ite´ration, la fonction f est e´value´e a` un ensemble fini de points ge´ne´re´s lors
de la recherche globale et la sonde locale de l’algorithme Mads. Ces points constituent le
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bloc Wk. Soit Vk l’ensemble des points ou` f a de´ja` e´te´ e´value´e au de´but de l’ite´ration k. La
k-e`me ite´ration de´bute par l’e´valuation de f dans le bloc de points Wk ce qui nous permet
de stocker les nouvelles informations {f(xi)}Iki=1.
Soit, f˜k(xi) la fonction de´bruite´e de la fonction f calcule´e pour chaque point x ∈ Wk par
une ponde´ration de toutes les e´valuations de f . C’est-a`-dire, les e´valuations dans Wk ainsi
que toutes les e´valuations depuis la premie`re ite´ration qui sont stocke´es dans l’ensemble Vk.
L’utilisation de toutes les e´valuations disponibles permet d’avoir davantage d’informations
sur la fonction f , et par conse´quent, de construire une fonction de´bruite´e repre´sentative de
f . Ainsi, chaque valeur de f au point x ∈ Wk est remplace´e par la valeur de f˜k associe´e a` ce
point ainsi qu’a` l’ite´ration courante. La fonction de´bruite´e est calcule´e pour chaque point de
Wk comme suit :
f˜k(x) :=
1
Pk(x)
∑
u∈Vk∪Wk
w(u, x)f(u) (3.3)
ou`
Pk(x) =
∑
u∈Vk∪Wk
w(u, x) (3.4)
est la somme des poids qui permet la normalisation selon (3.2).
De´finition des poids
La motivation est de pouvoir attribuer un poids, w(u, x), proche de ze´ro aux valeurs de f
dont les points correspondants sont e´loigne´s du point x, et un poids proche de un aux valeurs
dont les points sont proches de x. Pour de´finir le poids associe´ a` chaque valeur, on a utilise´
la densite´ de probabilite´ d’une loi normale, dont la motivation est soutenue par sa forme
en cloche qui permet de l’utiliser comme mesure de rapprochement et d’e´loignement par
rapport a` un point donne´. Effectivement, soit Y la variable ale´atoire gaussienne repre´sentant
la distance euclidienne entre les points d’essai de moyenne µ = 0 et de variance σ2, dont la
densite´ de probabilite´ est donne´e par :
g(y) = 1√
2piσ
e
−y2
2σ2 , y ∈ R. (3.5)
Plus les points se trouvent a` une distance proche du point conside´re´, plus les valeurs corres-
pondantes ont un poids supe´rieur, i.e., g(y) avec y proche de ze´ro. Ainsi, le poids attribue´ a`
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la valeur correspondant a` un point u ∈ Vk ∪Wk est donne´ par la fonction compose´e d’une
densite´ de probabilite´ et la fonction distance. Plus tard, a` la section 4.3 l’algorithme sera
teste´ pour plusieurs valeurs du parame`tre σ2.
Les e´quations (3.3) et (3.4) deviennent alors,
f˜k(x) =
1
Pk(x)
∑
u∈Vk∪Wk
g ◦ d(x, u)f(u) (3.6)
Pk(x) =
∑
u∈Vk∪Wk
g ◦ d(x, u). (3.7)
ou`, d(x, u) est la distance euclidienne entre le point x et u.
Mise a` jour de la fonction de´bruite´e pour les points Vk
L’utilisation d’un historique des e´valuations Vk est ne´cessaire pour la construction de
la fonction de´bruite´e. Ne´anmoins, il faut mettre a` jour cet ensemble a` chaque fois que de
nouveaux points sont ge´ne´re´s. Ce qui conduit a` une meilleure qualite´ de lissage car la fonction
de´bruite´e est recalcule´e pour chaque point de Vk avant la fin de chaque ite´ration.
La figure (3.2) re´sume les e´tapes principales de l’algorithme RobustMads. A` l’ite´ration
k, Mads analyse l’historique des points pre´ce´demment e´value´s et ge´ne`re un bloc Wk de
candidats afin d’ame´liorer la solution courante. Ensuite, la fonction bruite´e f est e´value´e a`
tous ces points et la fonction de´bruite´e f˜k est construite. Les valeurs de f˜k a` tous les points
de Vk et de Wk sont ensuite retourne´es a` Mads. Ces valeurs permettront a` Mads de mettre
ses parame`tres internes a` jour, de de´terminer si l’ite´ration est un succe`s ou non et ensuite de
passer a` l’ite´ration suivante. Cette utilisation de l’algorithme RobustMads est similaire a`
l’utilisation de Mads repre´sente´e a` la figure (3.1), dans les deux cas une liste d’e´valuations
est passe´e a` l’algorithme, la seule difference est que ici Mads est pilote´ ite´ration par ite´ration,
ce qui lui permet a` chaque ite´ration de chercher un meilleur ite´re´ dans l’historique Vk.
Une fois le lissage des valeurs de Wk effectue´, les valeurs sont stocke´es puis envoye´es a`
Mads et avant la fin de l’ite´ration, la fonction f˜k est mise a` jour pour les points Vk en
conside´rant les nouveaux points de Wk. La proposition suivante permet justement de donner
la formule qui vise a` obtenir les valeurs de la fonction f˜ aux points de Vk. Ainsi f˜ s’obtient
directement par l’utilisation des ses valeurs pre´ce´dentes.
Proposition 8. Pour chaque point x ∈ Vk la fonction f˜k(x) est mise a` jour de la fac¸on
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suivante :
f˜k(x) :=
1
Pk(x)
Pk−1(x)f˜k−1(x) + ∑
u∈Wk
g ◦ d(x, u)f(u)
 (3.8)
avec
Pk(x) = Pk−1(x) +
∑
u∈Wk
g ◦ d(x, u). (3.9)
Preuve. A` l’ite´ration k la fonction f˜k(x) a e´te´ calcule´e pour chaque point deWk en conside´rant
les points appartenant aux ensembles Wk et Vk selon (3.6). En revanche, les points de Vk ont
e´te´ calcule´s seulement en prenant en compte les points Vk a` l’ite´ration pre´ce´dente. Pour
mettre a` jour la fonction f˜k(x) en ces points, on doit la calculer en conside´rant aussi les
points de Wk.
Pour chaque point x ∈ Vk
f˜k(x) :=
1
Pk(x)
∑
u∈Wk∪Vk
g ◦ d(x, u)f(u)
= 1
Pk(x)
∑
u∈Vk
g ◦ d(x, u)f(u) + ∑
u∈Wk
g ◦ d(x, u)f(u)

= 1
Pk(x)
 ∑
u∈Vk−1∪Wk−1
g ◦ d(x, u)f(u) + ∑
u∈Wk
g ◦ d(x, u)f(u)

a` l’ite´ration k − 1 la fonction f˜k−1(x) a e´te´ calcule´e selon (3.6). En remplac¸ant par sa valeur
dans l’e´galite´ pre´ce´dente on obtient
= 1
Pk(x)
Pk−1(x)f˜k−1(x) + ∑
u∈Wk
g ◦ d(x, u)f(u)
 .
Et Pk(x), s’obtient simplement en ajoutant la somme des poids correspondants aux points
de Wk par rapport a` x au poids de l’ite´ration pre´ce´dente.
Pk(x) = Pk−1(x) +
∑
u∈Wk
g ◦ d(x, u)f(u)
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Ainsi, avant la fin de chaque ite´ration, l’ensemble Wk est ajoute´ a` l’historique Vk+1 ←
Vk ∪Wk.
La fonction de´bruite´e, f˜k, est construite d’une fac¸on dynamique car sa valeur diffe`re au
cours des ite´rations. De plus, a` chaque fois qu’un nouveau bloc de points est a` conside´rer,
tous les points sont mis a` jour ce qui permet de l’affiner et de la recalibrer.
f
f(Wk)
f(Wk)
Lissage
Wk
f˜k(Wk)
Mise a` jour
Vk
f˜k(Vk)
f˜k
RobustMads
f˜k(Vk ∪Wk)Wk = {xi}Iki=1
Figure 3.2 L’ite´ration k de RobustMads.
Dans un contexte ou` les fonctions traite´es sont des boˆıtes-noires, leur e´valuation est difficile
et tre`s couˆteuse en temps d’exe´cution. Cette fac¸on de mettre a` jour la fonction n’est pas
couteuse car elle consiste a` faire une somme ponde´re´e des valeurs qui sont de´ja` stocke´es en
me´moire. En pratique, dans l’e´quation (3.8), la valeur f˜k−1(x) et le poids correspondant Pk(x)
sont stocke´s dans l’historique Vk. De plus, la somme est effectue´e sur l’ensemble Wk ou` f a
de´ja` e´te´ e´value´e.
A` la figure 3.3 sont pre´sente´es les principales e´tapes de l’algorithme RobustMads.
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RobustMads pour les fonctions bruite´es
— Initialisation :
— Soit x0 un point de de´part
— E´valuer f au point x0
— Stocker (x0,f(x0)) dans la cache : V0 ← {x0, f(x0)}
— La fonction de´bruite´e au point x0 : f˜0(x0)← f(x0)
— Initialiser le compteur des ite´rations : k ← 0
— Recherche globale et locale :
— Effectuer la search et la poll sur l’ensembleWk, tel queWk∩Vk = ∅.
— ∀x ∈Wk : Calculer f˜k(x) et Pk(x) selon (3.6) et (3.7)
— ∀x ∈ Vk : f˜(x)← f˜k(x) ou` f˜k(x) est calcule´e selon (3.8)
— Mises a` jour :
— Vk+1 ← Vk ∪Wk
— Choisir xk+1 ∈ argmin{f˜k(x) : x ∈ Vk+1}.
— Si xk+1 ∈Wk alors l’ite´ration est un succe`s : ∆mk+1 ≥ ∆mk .
Sinon, si xk+1 n’est pas un centre de sonde, alors ∆mk+1 = ∆mk .
Sinon, l’ite´ration est un e´chec, alors ∆mk+1<∆mk .
— Incre´menter k ← k + 1 et aller a` search et poll.
Figure 3.3 L’algorithme RobustMads.
3.2 Description des e´tapes de l’algorithme RobustMads
L’algorithme Mads pre´sente´ a` la section 2.2.3 de´finit une ite´ration comme e´tant un
succe`s de`s qu’un nouveau point, parmi le bloc Wk, est meilleur que l’ite´re´ courant. Lors de
l’application originalement pre´vu de cette algorithme, il est certain qu’il ne peut y avoir un
meilleur point dans l’historique. Par contre, dans ce projet, les e´valuations pre´ce´dentes sont
mises a` jour a` chaque ite´ration k. Ce qui incite a` faire le choix du prochain ite´re´ xk+1 en
comparant la valeur de f˜k au point courant aux valeurs de la fonction de´bruite´e aux points
de Wk et de Vk. De ce fait, l’ite´re´ prochain est donne´ par : xk+1 ∈ argmin{f˜k(x) : x ∈ Vk+1}
ou` Vk+1 = Vk ∪Wk et on distingue trois cas :
— L’ite´ration est un succe`s si le point xk+1 est un point qui a e´te´ ge´ne´re´ au cours de
l’ite´ration courante, i.e., xk+1 ∈ Wk. Un nouveau point a e´te´ trouve´ alors la taille du
treillis est augmente´e : ∆mk+1 ← 4∆mk ;
— Un autre cas est quand le point xk+1 ∈ Vk et xk+1 n’est pas un centre de sonde,
alors c’est un point dont la valeur de f˜k a e´te´ mise a` jour, i.e., a` l’ite´ration k − 1,
f˜k−1(xk+1) > f˜k−1(xk) et f˜k−1(xk+1) > f˜k(xk+1). Dans ce cas la taille du treillis reste
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invariante : ∆mk+1 ← ∆mk ;
— L’ite´ration est un e´chec si le point xk+1 a e´te´ ge´ne´re´ au cours des ite´rations pre´ce´dentes
xk+1 ∈ Vk et est le centre de sonde de l’ite´ration k. Comme xk+1 est un minimum local
la taille du treillis est re´duite : ∆mk+1 ← 1/4∆mk .
3.3 Analyse de convergence de RobustMads
Les re´sultats de l’analyse de convergence pour RobustMads sont tre`s proches des
re´sultats de premier ordre de Mads. Ils reposent sur l’hypothe`se que les ite´re´s ge´ne´re´s par
RobustMads appartiennent a` un ensemble borne´. Ainsi de´coule le the´ore`me suivant.
The´ore`me 9. Si tous les points ge´ne´re´s par RobustMads appartiennent a` un ensemble
borne´, alors lim inf
k→∞
∆mk = 0.
Preuve. En fait, tel qu’indique´ dans Audet et Dennis (2006) la preuve donne´e par Audet et
Dennis (2003) ne fait pas intervenir l’objectif. Elle s’applique donc ici.
Rappelons qu’il existe un lien entre les deux parame`tres ∆mk et ∆
p
k, voir (Proposition 2).
De´finition 10. Dans le cas sans contraintes, la sous-suite des centres de sonde {xk}k∈K,
dont les ite´rations ont e´te´ qualifie´es d’e´chec, est dite une sous-suite raffinante si {∆pk}k∈K
converge vers zero, ou` K est un sous-ensemble d’indices.
Le the´ore`me suivant de´coule de l’article de Audet et Dennis (2003), il assure l’existence
d’une sous-suite raffinante convergente.
The´ore`me 11. Sous l’hypothe`se que les ite´re´s appartiennent a` un ensemble borne´, Il existe
une sous-suite raffinante convergente.
Preuve. Soit K l’ensemble des indices des ite´re´s dont les ite´rations ont e´te´ qualifie´es d’e´chec.
Puisque la taille du treillis est re´duite a` chaque e´chec, le the´ore`me 9 montre que pour un
K suffisamment grand {∆mk }k∈K → 0, et e´tant donne´ que les ite´re´s sont dans un ensemble
borne´, alors on peut en extraire une sous-suite convergente.
On e´nonce le the´ore`me suivant qui est une re´e´criture de la de´finition 10.
The´ore`me 12. Si xˆ est la limite d’une sous-suite raffinante, alors xˆ est la limite d’optima
locaux de f˜k sur des treillis devenant infiniment fins.
Preuve. Soit {xk}k∈K la sous suite d’optima locaux de la fonction f˜k. Il de´coule de la
de´finition 10 que pour un K suffisamment grand, la taille du treillis tend vers ze´ro. Et
d’apre`s le the´ore`me 11, la sous suite converge vers xˆ.
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Les re´sultats propose´s ici s’apparentent aux re´sultats fondamentaux de Mads ou l’objectif
ne varie pas a` chaque ite´ration. Ce sont les re´sultats de base. Les corollaires plus forts dans
Mads n’ont pas leur contrepartie ici car ils requie`rent plus d’hypothe`ses sur l’objectif comme
la diffe´rentiabilite´ stricte. Dans le cas ou` la fonction a` optimiser est bruite´e les hypothe`ses
e´mises pour la convergence de Mads ne peuvent pas eˆtre e´nonce´es ici car la fonction utilise´e
est construite dynamiquement. A` chaque ite´ration k l’optimisation est lance´e sur une nouvelle
fonction f˜k.
3.4 Imple´mentation de l’algorithme
Dans cette section sont explique´s les principaux parame`tres de NOMAD pour l’utilisation
de Mads dans le processus de l’optimisation.
Strate´gie de recherche
La strate´gie de recherche utilise´e dans ce projet est la recherche spe´culative fixe´e par
de´faut, telle qu’e´voque´e dans la section 2.3. Par contre, la sonde locale n’est pas opportuniste,
c’est-a`-dire que meˆme si un point x meilleur que le centre de sonde actuel xk est trouve´,
l’ite´ration courante k ne prend fin qu’apre`s l’e´valuation de tous les points dans la liste Pk (2.7).
La nouvelle ite´ration k + 1 commence avec pour centre de sonde le meilleur point parmi les
points e´value´s depuis le de´but de l’ite´ration.
L’e´valuation par blocs
Dans le cas de ce projet, le parame`tre repre´sentant la taille des blocs est fixe´ a` n, ou` n est
le nombre de variables pour le proble`me traite´. L’e´valuation de chaque bloc se fait suivant
la strate´gie opportuniste de´crite plus haut. Ainsi, l’algorithme va e´valuer la fonction objectif
dans l’ensemble constitue´ de l’union des points ge´ne´re´s lors de la recherche globale et la sonde
locale d’une ite´ration de l’algorithme Mads, puis un bloc d’e´valuations est envoye´ a` Mads
comme illustre´ a` la figure 3.1.
L’historique des e´valuations
Dans NOMAD, il existe une structure de donne´es, nomme´e cache, qui permet le stockage
de tous les points ou` f a e´te´ e´value´e depuis le de´but de l’exe´cution de l’algorithme. Son
avantage est d’empeˆcher la re´e´valuation d’un point de´ja` visite´ qui peut eˆtre tre`s couteuse.
L’utilisation d’une cache est ne´cessaire pour la construction de la fonction lisse. En effet, le
besoin de son utilisation re´side dans le fait que, d’une part, tous ses points sont utilise´s ce
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qui conduit a` une meilleure qualite´ de lissage, et d’autre part, l’ite´re´ courant est compare´
aux points ge´ne´re´s a` l’ite´ration courante et aussi aux points de la cache. Ceci permet de
tenter de trouver un meilleur point dans la cache, e´tant donne´ que toutes les valeurs cor-
respondant a` ses points ont e´te´ recalcule´es. Graˆce au pilotage de Mads par ite´ration de
la section 3.1.1, l’historique des e´valuations peut eˆtre ge´re´ de l’exte´rieur de Mads et ainsi
permettre la recherche d’un meilleur point.
Le crite`re d’arreˆt
Pour le crite`re d’arreˆt on se base sur une valeur minimale de la taille du treillis ∆mk ,
c’est-a`-dire que lorsque la taille de treillis glisse sous un certain seuil, l’algorithme s’arreˆte.
Pour des fins de comparaisons, un second crite`re consiste en un budget d’e´valuations.
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CHAPITRE 4
RE´SULTATS NUME´RIQUES ET DISCUSSIONS
Le pre´sent chapitre de´crit les re´sultats obtenus dans ce projet de recherche et il est
construit de la fac¸on suivante. La section 4.1 est consacre´e a` la de´finition des familles de
proble`mes et la de´marche a` suivre pour la construction d’un ensemble de fonctions tests. Ces
fonctions, qui constituent nos boˆıtes-noires, sont conc¸ues artificiellement a` partir de fonctions
tests non-lisses issues de la litte´rature, auxquelles deux types de bruit ont e´te´ ajoute´s afin
de re´aliser une batterie de tests. Ensuite, la section 4.2 pre´sente les mesures de robustesse
utilise´es. Puis, les re´sultats nume´riques de l’application de l’algorithme propose´ au chapitre 3
sont expose´s a` la section 4.3. La robustesse des solutions obtenues seront compare´es a` la ro-
bustesse des solutions obtenues avec Mads. Pour finir, une synthe`se des re´sultats est donne´
a` la section 4.4.
4.1 Deux familles de proble`me tests
On s’inte´resse dans ce me´moire a` e´tudier deux familles de proble`mes, les proble`mes de
type stochastique et les proble`mes de type de´terministe. Les deux familles de proble`mes tests
ont e´te´ cre´e´es a` partir du benchmark propose´ par More´ et Wild (2009). On y trouve quatre
types de proble`mes : les proble`mes lisses, les proble`mes non diffe´rentiables, les proble`mes
de´terministes et les proble`mes bruite´s par un bruit stochastique. Le choix s’est porte´ sur les
proble`mes stochastiques et sans contraintes de´finis sous la forme :
min
x∈Rn
z(x) =
q∑
i=1
zi(x)2. (4.1)
ou` z est la somme des carre´s de q fonctions bruite´es.
Nous allons expliquer comment, a` partir des proble`mes tests de´ja` bruite´s de type (4.1),
les deux familles de proble`mes tests a` traiter ici ont e´te´ construites. Comme il a e´te´ explique´
au chapitre 2, l’incertitude peut eˆtre pre´sente a` la fois sur les variables du mode`le et sur la
valeur de la solution. Ces deux cas d’incertitude sont traite´s dans ce me´moire. A` des fins
de clarte´, les deux fonctions bruite´es pour les proble`mes stochastiques et de´terministes sont
note´es par f , nous indiquerons a` chaque fois de quel type de proble`me il s’agit. La figure (4.1)
montre la fac¸on dont la fonction bruite´e, f , est construite. A` partir de la boˆıte-noire z, une
perturbation sur les entre´es x ∈ W est ajoute´e, en plus d’un bruit a` la sortie.
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f
z
f(W )
z + bruit
W ∀x ∈ W
x+ perturbation
Figure 4.1 La construction artificielle de la fonction bruite´e f .
4.1.1 La familles des proble`mes stochastiques
Un proble`me stochastique est de´fini ici tel que pre´sente´ par Larson et Billups (2013) et
Larson et Wild (2013). A` partir d’une fonction de base, z, il est ajoute´ un bruit de´fini par
une variable ale´atoire x, inde´pendante et identiquement distribue´e (iid), de moyenne nulle
et de variance finie σ2bruit :
min
x∈Rn
f(x) = z(x)(1 + x). (4.2)
De plus, nous ajoutons une perturbation υx autour du point courant x, le proble`me (4.2)
devient alors :
min
x∈Rn
f(x) = z(x(1 + υx))(1 + x), (4.3)
ou` υx est la re´alisation d’une variable ale´atoire suivant la meˆme loi de probabilite´ que la
variable x. Cette fac¸on de bruiter les entre´es est similaire a` celle de Anderson et Ferris (2001).
Rappelons que par construction, les fonctions stochastiques que nous traitons ici ne sont pas
telles que deux e´valuations en un point x donnent deux re´sultats diffe´rents. Dans notre cas
le bruit x et la perturbation υx de´pendent du point x, i.e., c’est la meˆme perturbation et le
meˆme bruit qui sont a` chaque fois affecte´s au meˆme point x.
4.1.2 La familles des proble`mes de´terministes
On peut trouver, dans les travaux de More´ et Wild (2009), qu’un proble`me de´terministe
est caracte´rise´ par la pre´sence d’une composante de´terministe de´signant le bruit, soit
f(x) = (1 + bruitφ(x))z(x), (4.4)
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ou` bruit est un scalaire repre´sentant le niveau de bruit et φ : Rn → [−1; 1] est la fonction
bruite´e de´finie par le polynoˆme de Chebyshev T3 telle que pre´sente´ a` la section 2.4.2. Les
entre´es sont eux aussi perturbe´es de fac¸on de´terministe, le proble`me (4.4) s’e´crit comme
f(x) = (1 + bruitφ(x))z(x(1 + bruitφ(x))). (4.5)
4.2 Les mesures de robustesse pour une solution optimale
Une fois les fonctions tests de´finies, nous pouvons pre´senter les re´sultats de l’optimisation,
mais avant d’aller plus loin il convient de bien de´finir comment qualifier une solution de
robuste. En effet, il existe plusieurs fac¸ons pour quantifier la robustesse d’une solution, mais
la de´finition d’une mesure de´pend e´troitement de l’interpre´tation donne´e au terme robuste et
du type de proble`me traite´. Dans certains cas, une solution robuste est de´finie comme e´tant
la solution qui demeure inchange´e lorsque des parame`tres dans le mode`le changent. Dans
d’autres cas, elle est de´finie par la solution obtenue par un nombre d’e´valuations restreint.
Dans ce me´moire, une solution robuste est telle que la fonction reste stable dans le voisinage
de cette solution. Une illustration de la solution espe´re´e est donne´e a` la figure (1.3).
La mesure de la robustesse fait naturellement appel a` une quantification de la dispersion de
la valeur de l’objectif autour de la solution optimale. Ce que nous pre´sentons comme re´sultats
sont une analyse des solutions obtenues sur les proble`mes bruite´s construits artificiellement et
la robustesse est mesure´e a` la fin de l’optimisation. Bien entendu, et sans perdre de ge´ne´ralite´,
la robustesse n’est pas le seul crite`re a` prendre en compte, nous cherchons une solution qui
donne un bon compromis entre robustesse et optimalite´.
Dans un premier lieu, l’optimisation est lance´e sur les proble`mes de type (4.3), puis les
solutions obtenues sont analyse´es. On s’inte´resse au comportement de la fonction f autour
de la solution optimale. Les mesures propose´es ici reposent sur l’e´valuation de la fonction
au voisinage de la solution optimale, soit l’e´chantillon ale´atoire N de taille finie ge´ne´re´ par
hypercube latin (LHS Latin Hypercube Sampling), de McKay et al. (1979), autour de la
solution optimale. Cet ensemble repre´sente le voisinage d’une solution dans un rayon r ∈ R,
choisi relativement a` cette solution. Trois mesures sont pre´sente´es dans ce me´moire.
4.2.1 La mesure du pire cas
Pour cette mesure m1(x∗), nous conside´rons l’e´chantillon ale´atoire N dans un voisinage
de x∗ et on s’inte´resse a` la valeur maximale de f . E´tant donne´ qu’on se trouve dans un
contexte de minimisation, la valeur maximale nous donne la pire valeur autour de la solution
optimale. La mesure introduite ici vise a` identifier l’algorithme ayant la plus petite pire valeur
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de l’objectif.
m1(x∗) = max
x∈N
f(x). (4.6)
4.2.2 La mesure base´e sur la variance
La mesure utilise´e ici a e´te´ propose´e par Wang et Zou (2010) et elle repose sur le calcul
d’un ratio qui mesure la variation locale de la fonction f par rapport a` la variation locale
de chaque variable. Dans notre cas, on s’inte´resse seulement a` mesurer la solution optimale.
Ainsi, au lieu de calculer ce ratio pour tous les points, il est calcule´ pour chaque solution
finale produite par les algorithmes a` la fin de l’optimisation. Pour cette mesure, nomme´e
m2(x∗), nous conside´rons a` nouveau l’e´chantillon ale´atoire N autour de x∗. Soit f¯ la moyenne
e´chantillonnale de f autour de la solution optimale,
f¯ = 1|N |
∑
x∈N
f(x), (4.7)
et soit S2f la variance de cet e´chantillon de´finie par
S2f =
1
|N | − 1
∑
x∈N
(f(x)− f¯)2. (4.8)
Soit x¯ = (x¯1, ..., x¯j, ..., x¯n), le vecteur dont chaque coordonne´e x¯j, j = 1, ..., n est donne´e par
la moyenne des j-e`mes coordonne´es des points x = (x1, ..., xj, ...xn) ∈ N comme :
x¯j =
1
|N |
∑
x∈N
xj, ∀j = 1, ..., n (4.9)
et soit S2j la variance correspondant a` chaque coordonne´e x¯j, j = 1, ..., n tel que :
S2j =
1
|N | − 1
∑
x∈N
(xj − x¯j)2, ∀j = 1, ..., n. (4.10)
La variation locale de x∗ est de´finie par :
Sx∗ =
1
n
n∑
j=1
Sj, (4.11)
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et la mesure de robustesse est donne´e par le ratio suivant :
m2(x∗) =
Sf
Sx∗
. (4.12)
Dans ce cas, m2 mesure la variation de la fonction par rapport a` la variation de la solution.
Il est souhaitable d’avoir une solution qui, lorsqu’elle est elle-meˆme perturbe´e, produit des
variations le´ge`res sur la fonction. Alors, plus ce ratio est bas plus la solution est robuste.
4.2.3 L’e´cart type
Cette mesure est une mesure classique pour mesurer la dispersion d’un e´chantillon ale´atoire.
Elle est donne´e par :
m3(x∗) =
√√√√ 1|N | − 1 ∑x∈N(f(x)− f¯)2, (4.13)
ou` f¯ est la moyenne des e´valuations dans l’ensembleN donne´e par l’e´quation (4.7). Et comme
pour les deux autres mesures, une petite valeur de cette mesure, m3 indique la robustesse de
la solution.
4.2.4 La mesure base´e sur la moyenne
Cette mesure repre´sente la valeur moyenne de la fonction dans le voisinage de la solution
x∗. Elle est donne´e par l’e´quation (4.6) :
m4(x∗) = f¯ =
1
|N |
∑
x∈N
f(x).
Comme pour toutes les autres mesures, il est souhaitable d’avoir une petite valeur de m4(x∗).
4.3 Re´sultats nume´riques
Pour la pre´sentation des re´sultats, l’algorithme RobustMads a e´te´ teste´ sur un ensemble
de proble`mes P , compose´ de 111 proble`mes tests, en faisant varier le parame`tre de lissage, σ2
de´fini a` la section 3.1.2, pour trois valeurs diffe´rentes, soit σ2 ∈ {0, 01; 0, 1; 0, 2}. Les re´sultats
retourne´s par ces trois algorithmes sont compare´s a` ceux retourne´s par l’algorithme Mads.
Afin de comparer la robustesse de la solution retourne´e par chaque algorithme, notre
analyse repose sur trois mesures de robustesse introduites a` la section pre´ce´dente. L’outil
pre´sente´ ici est analogue aux profils de performance introduits par More´ et Wild (2009), et
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permet d’identifier clairement le meilleur algorithme. Celui retournant une solution robuste
dans la plupart des proble`mes tests. On conside`re l’ensemble des proble`mes P et un ensemble
d’algorithmes A. La robustesse d’une solution optimale retourne´e par l’algorithme a ∈ A
pour le proble`me p ∈ P est mesure´e par mi, ∀i ∈ {1, 2, 3}. Soit tip,a, la robustesse calcule´e
en utilisant la mesure i pour le proble`me p ∈ P en appliquant l’algorithme a ∈ A, et rip,a
le ratio de robustesse. Ce ratio interpre`te, pour une mesure fixe´e, l’e´cart de la valeur de la
mesure pour un proble`me p par rapport a` la meilleure valeur de cette mesure pour tous les
algorithmes. Ce ratio est donne´ en pourcentage et est de´fini par
rip,a =
tip,a −min{tip,a : a ∈ A}
|min{tip,a : a ∈ A}|
, i = 1, 2, 3. (4.14)
La robustesse d’un algorithme a est donne´e par le profil de robustesse :
ρip,a(α) =
1
|P| |{p ∈ P : r
i
p,a ∗ 100 ≤ α}|, i = 1, 2, 3. (4.15)
ou` ρip,a est la proportion des proble`mes qui ont e´te´ re´solus pour une tole´rance au plus e´gale a`
α%. L’algorithme qui re´sout le plus de proble`mes avec une faible tole´rance est le meilleur al-
gorithme, car la solution qu’il retourne est celle qui donne le plus souvent une faible valeur de
la mesure mi et, par conse´quent, la solution la plus robuste. Dans ce qui suit les re´sultats sont
pre´sente´s sous forme de profils de performance et dans chacune des figures on y trouve plu-
sieurs courbes, chacune repre´sente un algorithme. L’axe des abscisses repre´sente la tole´rance
α(%) exprime´e en pourcentage et l’axe des ordonne´es repre´sente la proportion des proble`mes
re´solus pour une tole´rance α(%) fixe´e. On s’inte´resse aux algorithmes qui re´solvent le plus
de proble`mes avec une faible tole´rance.
4.3.1 Re´sultats pour les proble`mes stochastiques
Dans cette sous-section sont pre´sente´s les re´sultats de l’optimisation, des proble`mes sto-
chastiques (4.3), par l’algorithme RobustMads et en conside´rant les trois mesures de
robustesse pre´sente´es auparavant. Les tests ont e´te´ effectue´s pour trois niveaux de bruit
σ2bruit ∈ {0, 01; 0, 2; 1}.
La mesure du pire cas
Ces re´sultats ont e´te´ obtenus en utilisant la mesure du pire cas. A` la figure (4.2) six
graphiques sont repre´sente´s. Pour les graphiques (4.2a) et (4.2b) le niveau de bruit est faible
(σ2bruit = 0, 01), pour les deux autres graphiques (4.2c) et (4.2d) le bruit est de niveau plus
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Figure 4.2 Profils de robustesse pour la mesure du pire cas. Le rayon r ∈ {10%, 20%}, le
niveau de bruit σ2bruit ∈ {0, 01; 0, 2; 1} et la tole´rance α exprime´e en pourcentage.
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fort (σ2bruit = 0, 2) et pour les derniers (4.2e) et (4.2f) le bruit est le plus e´leve´ (σ2bruit = 1).
Dans toutes les figures l’axe des abscisses repre´sente la tole´rance α. Les profils sont trace´s
dans l’intervalle allant jusqu’a` α = 200% pour des fins de clarte´.
Les graphiques (4.2a) et (4.2b) se distinguent par le rayon du voisinage de la solution
optimale. Pour le graphique (4.2a) le rayon est r = 10% et pour (4.2b) r = 20%. Les
graphiques montrent que les trois algorithmes qui sont, Mads, RobustMads(σ2=0,01) et
RobustMads(σ2=0,1), re´solvent plus de 80% des proble`mes pour les deux rayons. Pour un
voisinage proche de la solution, Mads et RobustMads(σ2=0,01) ont des comportements sem-
blables et dominent les autres algorithmes. Cependant pour une tole´rance de α < 20%, Mads
est meilleur et il re´sout plus que 50% des proble`mes. Il est rattrape´ par RobustMads(σ2=0,01)
a` partir de α > 20%. Pour un rayon plus large, RobustMads(σ2=0,1) rejoint Mads et
RobustMads(σ2=0,01) et pour α ∈ [24%, 40%], RobustMads(σ2=0,01) est meilleur. Quant
a` l’algorithme Robust- Mads(σ2=0,2), c’est l’algorithme le moins performant pour les deux
rayons. A` α = 20%, il re´sout 20% des proble`mes alors que RobustMads(σ2=0,1) re´sout le
double et les autres environs 55% des proble`mes dans un rayon de 10%. Par contre, si on
examine les deux algorithmes RobustMads(σ2=0,2) et RobustMads(σ2=0,1) pour des va-
leurs de α = 40%, on remarque qu’ils re´agissent a` l’augmentation du rayon r. Ils re´solvent
plus de proble`mes dans un voisinage plus large. En effet, dans le graphique (4.2a), Robust-
Mads(σ2=0,2) re´sout 30% des proble`mes et RobustMads(σ2=0,1) en re´sout 50%. Par contre, a`
la sous-figure (4.2b) les deux re´solvent 40% et 60% respectivement. Pour les sous-figures (4.2c)
et (4.2d) le niveau du bruit est augmente´ a` σ2bruit = 0, 2. Dans l’ensemble, les algorithmes
re´solvent moins de proble`mes que pour un bruit plus faible. Pour un rayon proche de la solu-
tion RobustMads(σ2=0,01) est clairement le meilleur. Il domine tous les autres algorithmes
en re´solvant 50% des proble`mes a` α = 20%, tandis que les autres re´solvent moins de 40%
des proble`mes. L’algorithme Mads est le moins performant. Dans un voisinage plus large,
RobustMads(σ2=0,1) et RobustMads(σ2=0,01) se rejoignent en re´solvant 40% des proble`mes
a` α = 20%. Par contre, seulement l’algorithme RobustMads(σ2=0,1) re´sout plus de proble`mes
dans un rayon plus large.
Finalement, les graphiques (4.2e) et (4.2f) montrent le comportement des algorithmes
dans le cas ou` le niveau du bruit est le plus e´leve´ soit σ2bruit = 1. Il est clair que l’algo-
rithme RobustMads(σ2=0,2) est meilleur. Il domine les autres algorithmes et re´sout 50% des
proble`mes. Quand le rayon devient plus large le nombre de proble`mes re´solus diminue. On
remarque aussi que l’ordre de robustesse des algorithmes est inverse´ par rapport aux gra-
phiques pre´ce´dents. En effet, quand le niveau du bruit passe de 0,2 a` 1 l’algorithme Robust-
Mads(σ2=0,01) n’est pas capable de retourner une bonne solution et le lissage effectue´ avec
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le parame`tre σ2 = 0, 01 n’a pas beaucoup d’influence sur le bruit, car dans la fonction du
lissage a` l’e´quation (3.6) les points qui sont plus loin du point conside´re´ n’influence pas la
valeur lisse´e de la fonction e´tant donne´ que leur poids sont tre`s proche de ze´ro. Mais Mads
demeure celui qui retourne la solution la moins robuste.
La mesure base´e sur la variance
La figure (4.3) montre le comportement des algorithmes en conside´rant la mesure base´e
sur la variance pour les trois niveaux de bruit. On remarque au graphique (4.3a) que pour
α < 22% l’algorithme Mads re´sout pre`s de 27% des proble`mes et RobustMads(σ2=0,1) en
re´sout moins a` α = 0. Mais de`s que α > 5% il re´sout plus de 32% des proble`mes. Dans le cas
ou` le rayon r = 10%, c’est RobustMads(σ2=0,1) qui est le meilleur. Aussitoˆt que le rayon
est augmente´, au graphique 4.3b c’est l’algorithme RobustMads(σ2=0,2) qui est meilleur en
re´solvant jusqu’a` 39% des proble`mes pour α = 50%. Apre`s cette valeur les deux algorithmes
RobustMads(σ2=0,2) et Mads ont le meˆme comportement. Par ailleurs, l’algorithme Mads
rattrape l’algorithme RobustMads(σ2=0,1) a` α = 40% puis le de´passe comple`tement pour
re´soudre plus de proble`mes. Par contre RobustMads(σ2=0,01) est le moins performant.
Quand le niveau du bruit est plus e´leve´, le graphique (4.3c) montre que les deux algo-
rithmes RobustMads(σ2=0,01) et RobustMads(σ2=0,2) se de´marquent des autres. Le premier
re´sout 37% des proble`mes et le deuxie`me en re´sout 32% a` α = 20%. Quant au autres algo-
rithmes, ils re´solvent seulement 15% des proble`mes a` α = 20%. Pour un rayon plus large, au
graphique (4.3d), on remarque que pour α < 20% l’algorithme RobustMads(σ2=0,1) vient
rejoindre les autres en re´solvant environ 30% des proble`mes. C’est RobustMads(σ2=0,2) qui
est le plus performant, il re´sout jusqu’a` 38% des proble`mes a` α = 40%, et Mads reste le
moins performant.
Aux graphiques (4.3e) et (4.3f) le niveau de bruit est le plus e´leve´ et il n’y a qu’un seul
algorithme qui se de´marque des autres. L’algorithme RobustMads(σ2=0,2) re´sout 50% des
proble`mes quand α < 60% au (4.3e). Pour un rayon plus large c’est Mads qui prends le
dessus, parmi RobustMads(σ2=0,01) et RobustMads(σ2=0,1), mais il demeure tre`s mauvais
devant RobustMads(σ2=0,2) qui re´sout plus de proble`mes que quand le rayon e´tait moins
e´leve´.
La mesure base´e sur l’e´cart type
Les re´sultats illustre´s par la figure (4.4) repose sur la mesure de l’e´cart type. Les gra-
phiques (4.4a) et (4.4b) sont donne´s pour un niveau de bruit faible σ2bruit = 0, 01 et ils
montrent que les algorithmes RobustMads(σ2=0,01) et RobustMads(σ2=0,1) ont un compor-
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Figure 4.3 Profils de robustesse pour la mesure base´e sur la variance. Le rayon r ∈
{10%, 20%}, le niveau de bruit σ2bruit ∈ {0, 01; 0, 2; 1}, et la tole´rance α exprime´e en pourcen-
tage.
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tement similaire pour les deux rayons. Ils dominent les autres algorithmes en re´solvant pre`s
de 40% des proble`mes a` α = 20%. En revanche, quand r = 20% c’est RobustMads(σ2=0,1)
qui est le plus performant.
De`s que le niveau du bruit passe a` 0,2, les graphiques (4.4c) et (4.4d) montrent que
RobustMads(σ2=0,01) re´sout plus de proble`mes que quand le bruit e´tait plus faible, soit 47%
des proble`mes a` α = 40% et pour les deux rayons.
Les algorithmes sont maintenant compare´s pour un niveau de bruit plus e´leve´, soit
σ2bruit = 1. Les re´sultats sont donne´s aux graphiques (4.4e) et (4.4e). On remarque que
RobustMads(σ2=0,2) est celui qui re´sout le plus de proble`mes. Si on se situe a` α = 30%,
dans (4.4e) et (4.4e), il re´sout 37% et 35% des proble`mes respectivement. Il est suivi par
RobustMads(σ2=0,1). Pour un niveau e´leve´ de bruit Mads demeure le moins performant.
La mesure base´e sur la moyenne
Les re´sultats pre´sente´s a` la figure (4.5) on e´te´ obtenus en utilisant la dernie`re mesure qui
est base´e sur la moyenne. Pour les sous-figures (4.5a) et (4.5b), l’algorithme Mads domine
le reste des algorithmes et ce pour les deux rayons r = 10% et r = 20%, mais demeure tre`s
proche de l’algorithme RobustMads(σ2=0,01) pour un niveau de bruit faible (σ2bruit = 0, 01).
Pour les sous figures 4.5c et 4.5d le bruit passe au niveau moyen (σ2bruit = 0, 2) et on remarque
que l’algorithme RobustMads(σ2=0,01) se de´marque des autres et re´sout pre`s de 50% des
proble`mes a` α = 20%, et entre une tole´rance de 5% ≤ α ≤ 65%, Mads est domine´ par tous
les algorithmes. Finalement, quand le bruit passe a` un niveau e´leve´ (σ2bruit = 1) on peut voir
aux sous figures (4.5e) et (4.5f) que l’algorithme RobustMads(σ2=0.2) domine le tous les
algorithmes, quant a` Mads, c’est le moins performant. Nous faisons le meˆme constat qui a
e´te´ fait par l’analyse des mesures pre´ce´dentes pour un bruit e´leve´.
On constate que lorsque le bruit atteint un niveau e´leve´, dans le cas de ce travail σ2bruit = 1,
c’est l’algorithme applique´ avec le parame`tre de lissage le plus e´leve´, soit σ2 = 0, 2, qui est
le plus performant. Cette remarque est la meˆme pour chaque mesure utilise´e. A` la prochaine
sous-section nous allons analyser le comportement des algorithmes avec un bruit de type
de´terministe afin de comparer les re´sultats aux pre´ce´dents et de pouvoir tirer des conclusions.
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Figure 4.4 Profils de robustesse pour la mesure base´e sur l’e´cart type. Le rayon r ∈
{10%, 20%}, le niveau de bruit σ2bruit ∈ {0, 01; 0, 2; 1} et la tole´rance α exprime´e en pour-
centage.
45
0 20 40 60 80 100 120 140 160 180 200
10
20
30
40
50
60
70
80
90
Mesure m4(x*), r = 10%
α
ρ 
(α
)
 
 
ROBUSTMADS(σ2=0.01)
ROBUSTMADS(σ2=0.1)
ROBUSTMADS(σ2=0.2)
MADS
(a) σ2bruit = 0, 01
0 20 40 60 80 100 120 140 160 180 200
10
20
30
40
50
60
70
80
90
Mesure m4(x*), r = 20%
α
ρ 
(α
)
 
 
ROBUSTMADS(σ2=0.01)
ROBUSTMADS(σ2=0.1)
ROBUSTMADS(σ2=0.2)
MADS
(b) σ2bruit = 0, 01
0 20 40 60 80 100 120 140 160 180 200
20
30
40
50
60
70
80
90
Mesure m4(x*), r = 10%
α
ρ 
(α
)
 
 
ROBUSTMADS(σ2=0.01)
ROBUSTMADS(σ2=0.1)
ROBUSTMADS(σ2=0.2)
MADS
(c) σ2bruit = 0, 2
0 20 40 60 80 100 120 140 160 180 200
20
30
40
50
60
70
80
90
Mesure m4(x*), r = 20%
α
ρ 
(α
)
 
 
ROBUSTMADS(σ2=0.01)
ROBUSTMADS(σ2=0.1)
ROBUSTMADS(σ2=0.2)
MADS
(d) σ2bruit = 0, 2
0 20 40 60 80 100 120 140 160 180 200
30
40
50
60
70
80
90
Mesure m4(x*), r = 10%
α
ρ 
(α
)
 
 
ROBUSTMADS(σ2=0.01)
ROBUSTMADS(σ2=0.1)
ROBUSTMADS(σ2=0.2)
MADS
(e) σ2bruit = 1
0 20 40 60 80 100 120 140 160 180 200
30
40
50
60
70
80
90
Mesure m4(x*), r = 20%
α
ρ 
(α
)
 
 
ROBUSTMADS(σ2=0.01)
ROBUSTMADS(σ2=0.1)
ROBUSTMADS(σ2=0.2)
MADS
(f) σ2bruit = 1
Figure 4.5 Profils de robustesse pour la mesure base´e sur la moyenne. Le rayon r ∈
{10%, 20%}, le niveau de bruit σ2bruit ∈ {0, 01; 0, 2; 1} et la tole´rance α exprime´e en pour-
centage.
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4.3.2 Re´sultats pour les proble`mes de´terministes
Les re´sultats donne´s ici sont une analyse des solutions en conside´rant les proble`mes
de´terministe (4.5), et en utilisant les meˆmes mesures de robustesse que pour les proble`mes
stochastiques et en faisant varier le niveau de bruit soit bruit ∈ {10−1, 10−3}.
La mesure du pire cas
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Figure 4.6 Profils de robustesse pour la mesure du pire cas. Le rayon r ∈ {10%, 20%}, le
niveau de bruit bruit ∈ {10−3, 10−1} et la tole´rance α exprime´e en pourcentage.
La figure (4.6) regroupe les re´sultats d’un proble`me de´terministe lorsque la mesure du pire
cas est utilise´e. Le graphique 4.6a montre que quand le rayon et le bruit sont faibles, Mads
re´sout environ 70% des proble`mes, a` α < 40%, et il est rattrape´ par RobustMads(σ2=0,01) a`
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α = 40%. Les deux autres algorithmes sont moins performant. Lorsque le rayon du voisinage
de la solution augmente, a` la figure (4.6b), l’algorithme RobustMads(σ2=0,01) se rapproche
plus de Mads en re´solvant 57% des problems alors que Mads en re´sout 60% pour α = 10%.
Les deux autres demeurent moins performants, ne´anmoins ils re´solvent globalement plus de
proble`mes.
A` la figure (4.6c) et (4.6d) le niveau du bruit est e´leve´ a` 10−1, on remarque que le
meilleur algorithme est RobustMads(σ2=0,01), il re´sout pre`s de 70% des proble`mes a` α =
20% et il n’est pas affecte´ par l’augmentation du rayon, en effet, les deux courbes a` la
figure (4.6c) et (4.6d) sont tre`s similaires. Mads prend la deuxie`me position en re´solvant 40%
des proble`mes a` α = 20% comme le montre la figure (4.6c), mais quand le rayon augmente a`
la figure (4.6d), RobustMads(σ2=0,1) de´passe Mads a` α = 21%.
La mesure base´e sur la variance
Quand le bruit est faible on remarque aux deux figures (4.7a) et (4.7b) que l’algorithme
RobustMads(σ2=0,01) est toujours proche de Mads. Mais la mesure de l’e´cart type montre
qu’avec RobustMads(σ2=0,01) plus de proble`mes retournent des solutions robustes qu’avec
Mads. Les autres algorithmes ont le meˆme comportement dans un rayon e´leve´ pour des
valeurs de α < 60%. Les deux autres figures (4.7c) et (4.7d), illustrent les re´sultats lorsque
le niveau du bruit est augmente´. On remarque que RobustMads(σ2=0,01) se de´marque des
autres algorithmes en re´solvant, a` α = 40%, environ 55% et 50% des proble`mes pour les
rayons 10% et 20% respectivement.
La mesure base´e sur l’e´cart type
Les re´sultats obtenues en utilisant la mesure de l’e´cart type sont donne´s par la figure 4.8.
Quand le bruit est faible les algorithmes sont tre`s proches, ne´anmoins, c’est l’algorithme
RobustMads(σ2=0,01) qui offre plus de proble`mes ayant des solutions robustes. Et de`s que
le niveau du bruit est augmente´ il se de´marque des autres et ce pour les deux rayons. En se
donnant une tole´rance α = 40%, il re´sout environ 65% et pre`s de 70% des proble`mes pour
un rayon de 10% et 20% respectivement.
La mesure base´e sur la moyenne
A` la figure (4.9) sont illustre´s les re´sultats obtenus en utilisant la mesure base´e sur la
moyenne. On remarque que lorsque le bruit est de´terministe et faible (bruit = 10−3), il n’est
pas primordial d’effectuer le lissage, en effet, Mads domine tous les algorithmes pour les deux
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Figure 4.7 Profils de robustesse pour la mesure base´e sur la variance. Le rayon r ∈
{10%, 20%}, le niveau de bruit bruit ∈ {10−3, 10−1} et la tole´rance α exprime´e en pour-
centage.
rayons et pour des valeurs de α ≤ 60%. Lorsque le bruit devient plus fort (bruit = 10−1), cette
mesure montre que c’est l’algorithme RobustMads(σ2=0,01) qui re´sout le plus de proble`mes,
soit 75% des proble`mes pour une tole´rance de α = 40%. Meˆme dans le cas de´terministe
l’analyse des re´sultats de cette mesure rejoint les analyses des re´sultats des mesures qui
pre´ce`dent.
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Figure 4.8 Profils de robustesse pour la mesure base´e sur l’e´cart type. Le rayon r ∈
{10%, 20%}, le niveau de bruit bruit ∈ {10−3, 10−1} et la tole´rance α exprime´e en pour-
centage.
4.4 Synthe`se des re´sultats
Dans un domaine incertain la robustesse permet de donner une garantie par rapport a` la
solution obtenue. Les deux mesures naturelles de la robustesse qu’on peut de´finir par rapport
a` la solution qu’on vise a` obtenir, sont la mesure de l’e´cart type et la mesure de la moyenne.
L’une permet de quantifier la dispersion autour de la valeur de l’objectif et l’autre la valeur
moyenne de la fonction autour d’une solution donne´e. Cette section pre´sente une synthe`se des
re´sultats obtenus en utilisant deux autres mesures qui s’ajoutent a` celles qu’on vient de citer,
soit la mesure du pire cas et la mesure base´e sur la variance. L’analyse des re´sultats montre
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Figure 4.9 Profils de robustesse pour la mesure base´e sur la moyenne. Le rayon r ∈
{10%, 20%}, le niveau de bruit bruit ∈ {10−3, 10−1} et la tole´rance α exprime´e en pour-
centage.
que l’algorithme RobustMads n’a pas un comportement totalement semblable quant au
type de bruit.
Premie`rement, nous avons mene´ une se´rie de tests avec un bruit de type stochastique et les
re´sultats que nous avons obtenus, par quatre mesures de robustesse diffe´rentes, se rejoignent
tous pour une meˆme conclusion. Quand le niveau du bruit est e´leve´ le parame`tre de lissage
le plus e´leve´ est celui qui permet a` l’algorithme de retourner une solution robuste. En effet,
le parame`tre de lissage interpre`te le niveau d’aplatissement de la courbe de la loi normale,
qui est utilise´e dans la formule du lissage (3.6) et pour le parame`tre σ2 = 0, 2 la courbe est
le´ge`rement plus aplatie compare´ aux autres courbes dont les parame`tres sont : σ2 = 0, 01 et
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0, 1. C’est-a`-dire que plus de points, dans l’e´quation (3.6) de la fonction lisse´e, auront une
contribution pour le calcul de la valeur lisse´e car leur poids ne sont pas tre`s proches de ze´ro.
Par contre, si le bruit est faible, le fait de choisir un parame`tre e´leve´ pour le lissage ne
donne pas de bons re´sultats, en effet, l’algorithme RobustMads(σ2=0,2) est classe´ parmi les
moins performants pour toutes les mesures a` un niveau de bruit faible et moyen. Par ailleurs,
en se basant sur la mesure du pire cas et la mesure base´e sur la moyenne, en conside´rant
le cas ou` le niveau du bruit est faible, l’algorithme RobustMads(σ2=0,01) est comparable a`
Mads. Pour la mesure base´e sur la variance les algorithmes ne se distinguent pas vraiment
donc le lissage n’a pas d’utilite´ lorsque le bruit est tre`s faible. Par contre, si on s’inte´resse
aux re´sultats donne´s par la mesure de l’e´cart type, quoiqu’ils sont similaires aux re´sultats
donne´s par les autres mesures pour un des niveaux de bruit moyen et fort, mais pour un
bruit faible ils montrent que RobustMads(σ2=0,01) et RobustMads(σ2=0,1) sont meilleurs.
Il est certain que la solution obtenue en effectuant un lissage avec les parame`tres {0, 01; 0, 1}
est plus stable, mais moins performante, c’est ce que re´ve`le la mesure du pire cas. En effet,
on cherche une solution qui est a` la fois stable et qui donne une bonne performance donc, ce
fier uniquement a` une seule mesure peut eˆtre trompeur.
Deuxie`mement, l’algorithme est teste´ pour des proble`mes de´terministes et les re´sultats
montrent qu’il est recommande´ d’effectuer un lissage avec le parame`tre σ2 = 0, 01 quand
le bruit est e´leve´, et comme pour les re´sultats obtenus quand le bruit est stochastique, il
n’est pas recommande´ d’appliquer le processus de lissage quand le bruit est faible. Par contre
RobustMads(σ2=0,2) n’est pas le plus performant lorsque le bruit est e´leve´.
On en de´duit que l’approche propose´e dans ce travail est capable de trouver une solution
robuste pour tout type de bruit et notamment lorsque le bruit est de type stochastique et de
niveau e´leve´. Ainsi, les re´sultats analyse´s dans ce chapitre confirment l’inte´reˆt pratique du
lissage.
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CHAPITRE 5
CONCLUSION
Ce chapitre se veut une synthe`se du travail effectue´ dans le cadre de la maˆıtrise en
exposant la contribution principale, et pour finir, des ouvertures et des ame´liorations futures
sont propose´es.
On a traite´ les proble`mes d’optimisation sans contraintes et sous incertitude ou` les fonc-
tions sont vues comme des boˆıtes-noires. Cette proble´matique est souvent pre´sente dans
les proble`mes industriels. Le travail pre´sente´ ici montre une fac¸on de limiter l’influence du
bruit qui affecte les solutions, quand nous avons seulement acce`s aux valeurs de la fonction
objectif. D’abord, on a propose´ un survol des me´thodes d’optimisation sans de´rive´es qui
repre´sentent le coeur des me´thodes utilise´es. Puis, on a pre´sente´ une bre`ve introduction sur
les me´thodes d’optimisation sous incertitude, dont les diffe´rentes formulations d’un proble`me
d’optimisation robuste et ce, apre`s avoir de´taille´ les me´thodes directes directionnelles comme
l’algorithme Mads sur lequel repose notre principale me´thode.
Par la suite, le chapitre 3 est consacre´ aux de´tails de l’algorithme propose´ qui consiste a` ef-
fectuer une ope´ration de lissage qui intervient a` chaque ite´ration de l’algorithme en faisant une
somme ponde´re´e des anciennes e´valuations. Cette ope´ration est judicieuse lorsque les fonc-
tions sont couˆteuses en temps de calcul et le budget est tre`s limite´ en nombre d’e´valuations.
Aussi, dans ce chapitre, une bre`ve analyse de convergence de l’algorithme base´e sur les
re´sultats fondamentaux de la convergence de Mads a e´te´ donne´e.
Cette approche peut trouver son analogue dans la litte´rature, ou` de nombreuses me´thodes
conc¸ues spe´cifiquement pour palier au proble`me de l’incertitude sont propose´es mais re-
quie`rent la connaissance de l’expression analytique de la fonction a` optimiser.
L’inte´reˆt d’utiliser une technique de lissage, dans l’optimisation de fonctions bruite´es, est
de´montre´ au chapitre 4, ainsi que l’efficacite´ de la me´thode lorsque le niveau du bruit est
assez e´leve´.
Dans un contexte incertain, il est souhaitable d’offrir a` l’utilisateur une certaine garantie
sur la solution qu’il de´sire obtenir. Ce travail propose quatre fac¸ons de quantifier la robustesse
d’une solution a` un proble`me ou` les e´valuations sont souvent errone´es a` cause du bruit qui
affecte la fonction objectif. Cette quantification de la robustesse nous permet non seulement
de comparer les solutions obtenues, mais aussi de fixer le parame`tre du lissage ade´quat au
type et au niveau du bruit afin de pouvoir donner des recommandations.
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5.1 Contribution
Au cours de ce travail de maˆıtrise, l’objectif principal e´tait de mettre en place une tech-
nique permettant a` la fois de donner une solution performante et robuste pour les proble`mes
d’optimisation de boˆıte-noire bruite´e. On a propose´ une technique de lissage, qui constitue
une contribution importante de ce travail, et qui s’est ave´re´e assez prometteuse lorsque le
bruit est a` un niveau e´leve´ et a` caracte`re stochastique. De plus, e´tant donne´ que nous dis-
posons d’un budget d’e´valuations restreint, cette technique ne requie`re aucune e´valuation
supple´mentaire.
Ce proce´de´ de lissage, qui ope`re au cours du processus d’optimisation, a fait l’objet
du de´veloppement d’un nouvel algorithme de recherche directe robuste soit l’algorithme
RobustMads imple´mente´ en C++ en utilisant le logiciel NOMAD.
Le constat effectue´ au chapitre 4 mesure la performance de l’algorithme propose´ et, par
conse´quent, la qualite´ de la solution. Effectivement, il montre qu’une perturbation des va-
riables d’entre´es ne conduit pas a` une grande de´gradation des re´sultats de l’optimisation. Ce
constat a e´te´ confirme´ pour les diffe´rentes mesures utilise´es.
5.2 Ouvertures de recherche
Les re´sultats des travaux pre´sente´s dans ce me´moire ouvrent la porte a` plusieurs approches
possibles pour la gestion du bruit dans l’optimisation de fonctions couˆteuses. Ils constituent
un point de de´part pour la mise en place d’un syste`me permettant la gestion du bruit en le
re´duisant ou en le filtrant selon son intensite´ et son type. La mise en œuvre d’un tel syste`me
ne´cessite d’apporter des re´ponses a` de nombreuses interrogations et des connaissances du
mode`le a` optimiser. Aussi, la mesure de robustesse peut eˆtre inte´gre´e directement dans le
mode`le.
Il est de´montre´, a` partir des re´sultats de l’approche propose´e ici, que lorsque le bruit
est faible, l’application du lissage apporte peu. Aussi, e´tant donne´ que l’intensite´ du bruit
n’est souvent pas la meˆme pour tous les points et pour chaque e´valuation, une perspective
inte´ressante se de´gage. Il serait inte´ressant d’inte´grer l’intensite´ du bruit comme information
supple´mentaire dans le processus de lissage. L’obtention de cette information ne´cessite d’avoir
recours a` des me´thodes statistiques pour l’anticiper. De cette fac¸on, le lissage du bruit se fera
de fac¸on dynamique.
Par ailleurs, il importe aussi d’explorer l’effet de l’approche propose´e sur d’autres types
de proble`mes. La solution propose´e a e´te´ teste´e sur des proble`mes sans contraintes. Il serait
inte´ressant d’e´tendre le travail aux proble`mes avec contraintes de bornes, puis aux proble`mes
avec contraintes en conside´rant la pre´sence du bruit dans les contraintes qui ont aussi le
54
comportement de boˆıtes-noires.
La solution propose´e ici est donne´e pour des proble`mes acade´miques et n’est pas encore
applicable sur un proble`me industriel. En effet, en industrie, il est plutoˆt rare de traiter
des proble`mes mono-objectif sans contraintes et souvent on ne posse`de d’aucune information
sur le bruit. Il convient alors d’explorer aussi cette piste. Les solutions robustes sont tre`s re-
cherche´es en industrie, il est ne´cessaire pour beaucoup d’entreprises de proposer des solutions
qui re´pondent a` leurs attentes en matie`re de robustesse. On est inte´resse´ par l’e´laboration
d’algorithme de boˆıtes-noires fournissant de telles solutions.
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