Abstract: A membrane-inspired evolutionary algorithm (MIEA) is a successful instance of a model linking membrane computing and evolutionary algorithms. This paper proposes the analysis of dynamic behaviors of MIEAs by introducing a set of population diversity and convergence measures. This is the first attempt to obtain additional insights into the search capabilities of MIEAs. The analysis is performed on the MIEA, QEPS (a quantum-inspired evolutionary algorithm based on membrane computing), and its counterpart algorithm, QIEA (a quantum-inspired evolutionary algorithm), using a comparative approach in an experimental context to better understand their characteristics and performances. Also the relationship between these measures and fitness is analyzed by presenting a tendency correlation coefficient to evaluate the importance of various population and convergence measures, which is beneficial to further improvements of MIEAs. Results show that QEPS can achieve better balance between convergence and diversity than QIEA, which indicates QEPS has a stronger capacity of balancing exploration and exploitation than QIEA in order to prevent premature convergence that might occur. Experiments utilizing knapsack problems support the above made statement.
Introduction
Membrane computing, initiated by Păun in 1998 [1] , focuses on the investigation of the models, called membrane systems or P systems, abstracted from the structure and the functioning of the living cell as well as from the cooperation of cells in tissues, organs, and other populations of cells. Thompson Institute for Scientific Information, ISI, listed the seminal paper as a fast breaking record and this area as an emerging research front in computer science in 2003, and thereby membrane computing becomes a branch of natural computing and has developed very fast into a vigorous scientific discipline [2] [3] [4] [5] [6] .
Aiming at investigating the interactions between membrane computing and evolutionary computation, membrane-inspired evolutionary algorithms (MIEAs) are considered as a class of hybrid optimization algorithms, which use the concepts and principles of meta-heuristic search methodologies and the hierarchical or network structures of P systems, and to some extent, some of the rules of P systems [7, 8] . A MIEA is regarded as a successful paradigm extending P system models with capabilities that make them amenable to real-world applications [9] . Due to a very wide range of applications of meta-heuristic search methodologies, such as genetic algorithms and tabu search, there is a very promising perspective of applying P systems to solve various complex and difficult engineering problems.
In recent years, many investigations referred to MIEAs. The first version of membrane algorithms was designed with a nested membrane structure (NMS) and a local search heuristic for solving travelling salesman problems, which are well-known NP-hard optimization problems [10] . An approach combining NMS and genetic algorithms was presented and tested by using six benchmark functions [11] . In the preceding work, we proposed a MIEA, called a quantuminspired evolutionary algorithm based on P systems (QEPS), which incorporates a one-level membrane structure (OLMS) and a quantum-inspired evolutionary algorithm (QIEA) [12] . A well-known NP-complete optimization problem, knapsack problem, was used to carry out extensive experiments, which show that QEPS achieves better solutions than its counterpart QIEA and OLMS has an advantage over NMS. In [7, [13] [14] [15] , QEPS and its modified versions were presented to solve various problems, such as radar emitter signal analysis and image processing. In [16] and [17] , DNA sequences design was optimized by designing a MIEA based on crossover and mutation rules and a dynamic MIEA combining the fusion and division rules of P systems with active membranes and search strategies of differential evolution (DE) and particle swarm optimization (PSO), respectively. In [18] , a memory mechanism was considered in the design of MIEAs. In [19] , a hybrid MIEA was presented by combining OLMS with PSO to solve constrained optimization problems. In [8] , a MIEA was proposed by using the network membrane structure of a tissue P system with five cells to organize five representative DE variants.
However, since MIEAs were initiated in 2004, a question has been asked many times by researchers from the areas of membrane computing and evolutionary computation. The question refers to the role played by P systems in MIEAs, that is, what advantages do P systems bring to MIEAs? This is also a critical and tough question that has been haunting many researchers in the field of membrane computing. So the motivation of this work is to try to some extent to find an appropriate answer for this question.
In this study, we propose the analysis of the dynamic characteristics of MIEAs by using a set of population diversity and convergence measures to comparatively investigate the evolving processes of QEPS and its counterpart algorithm, QIEA. Due to the difficulty in theoretically reasoning about MIEAs, we mainly focus on the experimental analysis. Also we present a tendency correlation coefficient to analyze the relationship between the population diversity and convergence measures and fitness to understand the importance of each measure and to provide suggestions on how to improve the performance of MIEAs with respect to population diversity and convergence. Furthermore, experiments conducted on knapsack problems are presented.
The rest of this study is organized as follows. Section 2 gives a brief description of QIEA and QEPS, which is helpful to understand the dynamic behavior analysis of MIEAs expounded in Section 3. Specific examples follow in Section 4 to verify the analysis presented in the preceding section. Section 5 concludes this work.
QIEA and QEPS

QIEA
Inspired by quantum computing, Han and Kim [20] proposed a novel evolutionary algorithm, called QIEA, for a classical computer. QIEA consists of three main components: quantuminspired bit (Q-bit) representation, a probabilistic observation and a quantum-inspired gate (Qgate) [21] . In QIEA, a genotypic gene is represented by using a Q-bit defined by a pair of numbers (α, β) denoted as [α β] T , where |α| 2 and |β| 2 are probabilities that the observation of the Q-bit will render a '0' or '1' state. A string of Q-bits is applied to represent a Q-bit individual. The connection between genotypic representation (Q-bit representation) and phenotypic individuals (binary solutions) is established by the probabilistic observation. The Q-gate is used to produce Dynamic Behavior Analysis of Membrane-Inspired Evolutionary Algorithms 229 offspring. Generally speaking, QIEA is composed of the following steps:
is an arbitrary individual in Q(t), which is represented as
where l is the number of Q-bits, i.e., the string length of the Q-bit individual.
(ii) Observation: a probabilistic observation is used to produce binary solutions P (t), P (t)={x t 1 , x t 2 , · · · , x t n }, by observing the states of Q(t), to be specific, a binary bit 0 or 1 is obtained in terms of the probability, either
Thus a Q-bit individual with l Q-bits results in a binary solution x t i (i = 1, 2, · · · , n) with l binary bits.
(iii) Evaluation: the binary solution
is evaluated thus obtaining its fitness. Additionally the best solution among P (t) is stored.
(iv) Offspring generation: Q-gates are performed on Q-bit individuals in Q(t) to produce their corresponding individuals at the next generation. For example, the j-th Q-bit in the i-th
QIEA uses a quantum rotation gate as a Q-gate; this is given by
where θ t ij is an adjustable Q-gate rotation angle.
(v) Termination condition: the maximal number of evolutionary generations or the maximal number of function evaluations could be utilized to stop the algorithm. If the termination condition is satisfied, the algorithm will stop and output the final results, otherwise, the generation number increases by 1, i.e., t = t + 1, and the algorithm goes back to Step (ii).
QEPS
In the process of investigating the interactions between P systems and evolutionary algorithms, we presented a MIEA, QEPS [12] , which was designed with the hierarchical framework of a cell-like P system, the objects consisting of Q-bits and classical bits, the rules made up of Q-gate evolutionary rules in QIEA and evolution rules in P systems. QEPS uses OLMS, where the skin membrane contains m elementary membranes defining m regions. Q-bits, organized as a Q-bit individual in a proper way, are treated as multisets of objects. Classical bits, obtained from their corresponding Q-bits by using a probabilistic observation, are arranged as a binary string and are dealt with also as multisets of objects. In QEPS, a binary string corresponds to a solution of a problem. The set of rules are responsible for evolving the system and selecting the best fit Q-bit individuals. All the objects and rules are appropriately placed in the membrane structure.
More precisely the P system-like framework consists of (iv) initial multisets w 0 = λ,
where 
Dynamic Behavior Analysis
This section analyzes the dynamic behaviors of MIEAs in the process of evolution from two perspectives, the population diversity and convergence. Six diversity and four convergence measures are introduced to comparatively exhibit the evolutionary behaviors of QEPS and QIEA. We start from population diversity analysis and then turn to convergence analysis. Finally, a tendency correlation coefficient is proposed to evaluate the relationship between diversity and convergence measures and the quality of solutions.
Population Diversity Analysis
Population diversity is crucial for a population-based search method to prevent premature convergence toward local optima. Diversity measures are used to evaluate the levels and types of varieties of individuals in a population [22] . In this subsection, six diversity measures are considered for QEPS and QIEA, and they are respectively (1) D qbw : Q-bit distance between the best and worst Q-bit individuals corresponding to the best and worst fitness values in a population, respectively. D qbw is described as
where |a bj | 2 and |a wj | 2 are probabilities of the j-th Q-bit in the best and worst Q-bit individuals, respectively; m is the number of Q-bits in a Q-bit individual.
A larger value of D qbw gives a hint of larger distance between the best and worst Q-bit individuals. 
where |a ik | 2 and |a jk | 2 are probabilities of the k-th Q-bit in the i-th and j-th Q-bit individuals, respectively; m is the number of Q-bits in a Q-bit individual; n is the number of individuals in a population. D qa is the average value of the Q-bit distance between n(n−1) pairs of Q-bit individuals. 0 ≤ D qa ≤ 1 . A larger value of D qa suggests a larger distance between each pair of Q-bit individuals in a population.
The two diversity measures above are obtained in Q-bit space, so they can be regarded as genotypic diversity measures for QEPS and QIEA. In what follows we will introduce four phenotypic diversity measures: Hamming distance between the best and worst binary individuals (D hbw ) in a population, mean Hamming distance of all binary individuals (D hm ) in a population, and two diversity measures based on dispersion statistical measures including the diversity between chromosomes (D bc ) and the diversity between the alleles (D ba ) [22] .
(3) D hbw and D hm are depicted as
where x bi and x wi are the i-th bits in the best and worst binary solutions, respectively; m is the number of bits in a binary solution; n is the number of individuals in a population; the symbol ⊕ is exclusive OR operator; x ik and x jk are the k-th bits in the i-th and j-th binary solutions, respectively. 
where n is the population size; L is the length of a chromosome; S is the sum of genes '1'; S i and S j are the sum over a row i and the sum over a column j, respectively. In what follows we use knapsack problems, which are described in Section 4.1, to show the changes of the six population diversities in the evolution. Figures 1-6 From the results, shown in Figs.1-6 , about the comparisons of population diversity between QEPS and QIEA, we can draw the following conclusions:
(i) The three subfigures, which correspond to the respective knapsack problems with 400, 600
and 800 items, in each of Figs.1-6 , show respectively consistent trends for QEPS and QIEA, which indicates the reasonableness of the six diversity measures to a certain degree.
(ii) Figures 1-2 The loss of population diversity means that the algorithm will fail to further explore the solution space. In the following description, we will go further to analyze the convergence performance of membrane algorithms.
Convergence Analysis
Convergence is very important for a meta-heuristic search method as it shows the speed of the method in finding a satisfactory solution to an optimization problem. In this subsection, the convergence behavior of MIEAs is observed by presenting four measures: best Q-bit individual convergence (C qb ), average Q-bit individual convergence (C qa ), the best fitness convergence (C f b ) Both QEPS and QIEA use Q-bit individuals to construct a population. Thus we can apply the best Q-bit individual convergence and the average Q-bit individual convergence in a population to observe how much Q-bits approach 0 or 1 in the searching process. Their definitions are as follows.
(i) The best Q-bit individual convergence is described as
where [α bj β bj ] T is the j-th Q-bit in the best Q-bit individual corresponding to the best fitness in a population; m is the number of Q-bits in a Q-bit individual. 0.5 ≤ C qb ≤ 1.
(ii) The average Q-bit individual convergence is depicted as
where [α ij β ij ] T is the j-th Q-bit in the i-th Q-bit individual in the population with n individuals; m is the number of Q-bits in a Q-bit individual. 0.5 ≤ C qa ≤ 1.
C qb and C qa , calculated in the Q-bit space, can be regarded as genotypic convergence measures. C qb and C qa have not a direct relationship to the quality of solutions. Therefore Dynamic Behavior Analysis of Membrane-Inspired Evolutionary Algorithms 235 we employ the other two convergence measures, the best fitness and the average fitness, to observe the convergence rates of solutions.
(iii) The description of C f b and C f a is given as follows
where f i (x) is the fitness of the i-th individual. Equation 11 is listed based on a maximum optimization. For a minimum problem, C f b is to find the minimal fitness among n solutions.
We still apply the three knapsack problems with 400, 600 and 800 items to observe the convergence performances of QEPS and QIEA. The population size, NoFE and independent runs are assigned as 20 (ii) It can be seen from the results shown in Figs.7-8 that C qb and C qa have similar tendencies, to be specific, QIEA converges much faster in Q-bit space than QEPS and quickly arrives at the maximal value 1, which implies that no further improvement of solutions in QIEA can be gained at the second half of evolutionary processes. The drastic convergence easily makes QIEA trapped in local extrema and consequently a premature end of the evolutionary process appears. On the contrary, C qb and C qa of QEPS go up much slower than those corresponding to QIEA with respect to NoFE and finally mount up to around 0.9 for values of NoFE in the region of 20000, which suggests that the solutions can be further improved if more NoFE is provided.
(iii) In Figs.9-10, QIEA has faster increases of C f b and C f a than QEPS and then stays at a relatively flat level after a certain NoFE, while QEPS goes through a slower start than QIEA and then rapidly goes beyond QIEA and keeps an ascending trend. Thus QEPS obtains better solutions than QIEA. The observations in Figs.9-10 can also be derived from the results in Figs.7-8 . Additionally, it is worth noting, according to the six subfigures of Figs.9-10, that QEPS has better performance than QIEA in terms of the consistency of the results obtained for 30 independent runs when mean values are considered. This suggests that QEPS has better robustness properties than QIEA.
The convergence and population diversity are often conflicting features for population-based search methods. Rapid convergence usually results in a fast loss of population diversity, whereas better varieties of individuals produce more possibilities to improve solutions. The dynamic behaviors can be observed from the changes of population diversity, shown in Figs.1-6 , and convergence performance in Figs.7-10 . The diversity and convergence analysis above indicate that QEPS can achieve a better trade-off between convergence and diversity than QIEA, i.e., better balance between exploration and exploitation than QIEA. This better balance of these two essential features of any evolutionary approach is the principal explanation of the fact that QEPS achieves high quality solutions, better than QIEA if NoFE is large enough. For example, NoFE is greater than 10000 for the knapsack problems with 400, 600 and 800 items, which corresponds to 100 evolutionary generations. 
Correlation between Measures and Fitness
The goal of MIEAs is to find the optimal solution of an optimization problem, so the relationship between the diversity and convergence measures and fitness is very important for improving the algorithm performance with respect to diversity and convergence. In this subsection, we introduce a tendency correlation coefficient to evaluate the importance of the eight measures:
The tendency correlation coefficient of two sequences,
where
The tendency correlation coefficient ρ varies in the range between -1 and 1. The maximal value 1 and minimal value -1 mean that the two sequences S 1 and S 2 have identical and completely opposite tendencies, respectively. Thus a larger absolute value of ρ indicates a stronger tendency correlation.
We Table 1 , where each datum is calculated by using the statistical results of three knapsack problems with 400, 600 and 800 items in Sections 3.1-3.2.
It can be seen from experimental results in Table 1 
Examples
In this section, a knapsack problem is described and more experiments are conduced to further verify the observations in the preceding section.
Knapsack Problem
A knapsack problem can be described as the process of selecting from among various items those that are most profitable, given that the knapsack has limited capacity [12, 20, 21] . The knapsack problem is to select a subset from the given number of items so as to maximize the profit f (x):
Subject to
where k is the number of items; p i is the profit of the i-th item; w i is the weight of the i-th item; C k is the capacity of the given knapsack; and x i is 0 or 1. This paper uses strongly correlated sets of unsorted data: w i =uniformly random [1, 50] , p i = w i + 25. The average knapsack capacity C k is applied.
Experiments and Results
In this subsection, we carry out the experiments on 15 knapsack problems with 200, 400, 600, 800, 1000, 1200, 1400, 1600, 1800, 2000, 2200, 2400, 2600, 2800 and 3000 items to compare the performance of QEPS and QIEA. In the experiments, QEPS and QIEA use 20 individuals and 30 independent runs are performed for each case. QEPS uses the OLMS, where 15 elementary membranes and the maximal number 9 of iterations for each elementary membrane are considered, according to the investigation in [12] . The stopping condition for QEPS and QIEA is set as follows: 20000 NoFE for the first four knapsack problems; 30000 NoFE for the three knapsack problems with 1000, 1200 and 1400 items; 40000 NoFE for the four knapsack problems
