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ABSTRACT 
Multisplitting methods are parallel methods for the solution of a linear system 
Ax = b. It has been observed that the convergence of multisplitting methods is often 
improved if some kind of relaxation is used. We investigate two different variants of 
relaxed multisplitting methods. If A is an H-matrix, these methods converge if the 
relaxation parameter is from an interval (0, wg) with ~0 > 1. 
1. INTRODUCTION 
Mu&splitting methods for the solution of a linear system of equations 
Ax = b are genuine parallel iterative methods which are based on several 
splittings of the coefficient matrix A. They were introduced by O’Leary and 
White in [9], where several basic convergence results may be found. Re- 
cently, Neumann and Plemmons [7] developed some more refined conver- 
gence results for one of the cases considered in [9]. It has already been 
observed in [9] that the introduction of a relaxation parameter may consider- 
ably improve the multisplitting methods, but until now no convergence 
results have been published for these modifications of multisplitting methods. 
In the present paper we will consider two relaxed variants of multisplit- 
ting methods and we will establish the convergence of these methods under 
certain restrictions on the relaxation parameter and on the underlying multi- 
splittings. In this manner we obtain convergence results not only for relaxed 
multisplitting methods but also for unrelaxed methods which have not been 
considered in the literature before. 
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We introduce the relaxed multisplitting methods in Section 2. After some 
auxiliary results on H-matrices in Section 3, we develop our main results in 
Section 4. In particular, we will establish the convergence of certain relaxed 
multisplitting methods, provided A is an H-matrix and the relaxation param- 
eter is from an interval (0, wa) with wa > 1. 
2. RELAXED MULTISPLI’ITINGS 
Recall the following definition of a multisplitting given in [9]. 
DEFINITION 2.1. Let A be a nonsingular real n x n matrix, and suppose 
that for some K E N we are given matrices M,, Nk, E, E Rnx”, k = 1,. . . , K, 
satisfying 
(i) A = Mk - Nk for k = l,..., K, 
(ii) M, is nonsingular for k = 1,. . . , K, 
(iii) E, is a diagonal matrix with nonnegative entries for k = 1,. . . , K, and 
Cf_,E, = Z (n x n identity matrix). 
Then the collection of triples (Mk, Nk, Ek), k = 1,. . . , K, is called a multi- 
splitting of A. The corresponding multisplitting method to solve Ax = b 
(with b E DB “) is defined by the iteration 
x m+l, 5 Eky”.k, m=O,l,..., 04 
k=l 
where 
M ky m*k = Nkx” + b, k=l,..., K. (lb) 
The iteration (1) may be written in the form xm+ ’ = Hx* + c with 
c E OX” and H = Cf_lEkM;lNk. Le t p(B) denote the spectral radius of an 
n x n matrix B. Then (1) converges for any starting vector x0 if and only if 
p(H) < I. 
Clearly, the calculations of y “v k for various k are independent and can 
therefore be performed in parallel. Moreover, considerable savings in compu- 
tational work may be possible, since a component of y “’ k needs not be 
computed if the corresponding diagonal entry of E, is zero. The role of the 
matrices E, may be regarded as determining the distribution of the computa- 
tional work to the individual processors. For details we refer to [9]. Note that 
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the above idea of breaking up a problem into several parallel parts has 
meanwhile given rise to multisplitting methods for systems of nonlinear 
equations (White [ll, 121, Frommer [4]) and for systems of linear equations 
with coefficients which vary in intervals (Frommer and Mayer [5]). 
In [9] O’Leary and White also considered a relaxed multisplitting method 
in which a positive relaxation parameter w is used in the same manner as in 
the relaxed Jacobi method. This method is thus given by the iteration 
x m+l=~ ; E,M,‘(N,r”+b)+(l-w)x”, v&=0,1,... . (2) 
k=l 
Clearly, the iteration (2) may be written in the form x”‘+ ’ = Hx” + c with 
H=w $ E,&f,‘N,+(I-w)L= ; EkMkl[(I-+!fk+WNk]. (3) 
k=l k=l 
Another possibility to introduce a relaxation parameter arises if all the 
matrices M,, k = 1,. . . , K, are of a particular lower triangular form. It is 
convenient to use a different notation in this case. Suppose that we have 
A= D- Lk-Vk for k=l,..., K, where D is the diagonal part of A, L, is 
strictly lower triangular, and V, is such that A = D - L, - vk. (Hence Vk is 
in general not upper triangular.) Assume that D is nonsingular and denote 
the entries of A, D, L, and V, by aij, d,,, I$, and v,ki, respectively. Consider 
the multisplitting (D - Lk, vk, Ek), k = 1,. . . , K. Then the calculation of the 
intermediate results y m, k will be done by solving the lower triangular systems 
tD- Lk)Y m*k = Vkx” + b, k=l,..., K. 
We may thus use a positive relaxation parameter in the same manner as in 
the Gauss-Seidel method, i.e., we may perform the iteration 
K 
X 
m+l, c E&imsk, m=O,l,..., (44 
k-l 
where for k = l,..., K the components of ij m, k are computed successively by 
yi+ = ; 
i-l 
c li”iip + c vfjx;+bi +(1-,)x?, 
I 
i=l ,...,n. 
11 j-l j-l 
(9 
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Here, the iteration (4) may be written in the form rrn+’ = Hx” + c with 
H= 5 Ek(D-WLk)-l[(l-W)D+OV&]. 
k=l 
(5) 
The two relaxed multisplitting methods (2) and (4) are the methods we 
will deal with in the present paper. Of course, convergence of (2) and (4) is 
equivalent to p(H) < 1, where the matrix H is defined by (3) and (5) 
respectively. 
We finish this section by giving an example of multisplittings arising from 
an (overlapping) block decomposition of the matrix A. To this purpose 
suppose that for k = 1,. . . , K there are subsets S&c {l,...,n} with UfslSs, 
= {l,..., 12 }. (The sets Sk need not be pairwise disjoint.) In the case of (2) 
the entries of Mk = (mfj) are given by 
mtj = 
i 
‘ij 
if i= j or i, jESk, 
0 else, 
and M, is assumed to be nonsingular. The ith diagonal entry of E, is chosen 
to be zero if i 4 Sk and positive if i E Sk such that (iii) of Definition (2.1) 
holds. In the case of (4) the matrices L, are given by the negative strictly 
lower triangular part of M,, where now D, i.e. the diagonal part of A, is 
assumed to be nonsingular. For these multisplittings one immediately sees 
that we actually need only those components ii”‘,’ of y”‘-’ for which i E S,, 
and this, in turn, means that the calculations in (4b) need only be done for 
i E Sk. Similarly, in the case of (2) the calculation of M; ‘(Np” + b) actually 
reduces to a linear system of smaller size, since we do not need the ith 
component if i 4 Sk. 
3. NOTATION AND AUXILIARY RESULTS 
In this section we review some known results needed in Section 4. To 
formulate them we begin with some basic notation used throughout the 
remaining part of this paper. 
Let C be an n x n matrix. By diag(C) we denote the n X n diagonal 
matrix coinciding in its diagonal with C. 
We write A < B if aij < bij holds for all entries of A =(aij) and 
B = (bij) E Rmxn, calling A nonnegative if A >, 0. This definition carries 
immediately over to vectors by identifying them with n x 1 matrices. In 
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particular, we call the vector x E IR” positive (writing x > 0) if all its entries 
are positive. 
By ]A]=(]aij]) we define the absolute value of AEIW~~“; it is a 
nonnegative m X n matrix satisfying ]AB] < ]A] ]B( for B E Rnxp. As in [6], 
we denote by (A) = (aij) th e n x n comparison matrix of A E R nxn where 
i 
(a,,( if i=j, 
aij = 
-jaij( if i#j. 
We call A=(aij)~RnX” an M-matrix if it is nonsingular with aij < 0 for 
i # j and with A-’ > 0. We call it an H-matrix if (A) is an M-matrix. 
(Cf. [2] or [13].) 
Fan proved in [3] the following necessary and sufficient criterion on 
M-matrices. 
LEMMA 3.1 [3]. Let A EIR”~” have nonpositive offdiagonul entries. 
Then A is an M-matrix if and only if there exists a positive vector u E Iw ’ 
such that Au > 0. 
Lemma 3.1 implies many well-known results on M-matrices. We list some 
of them in the following lemma. 
LEMMA 3.2 [lo, 2.4.8 and 2.4.191. Let A, B be n X n M-matrices, D = 
diag(A), and C E Rnx”. T&n: 
(a) D is nonsingular; D, D-’ are nonnegative matrices with positive 
diagonal entries. 
(b) A<B-B-‘<A-‘. 
(c) A 6 C < D d C is an M-matrix. 
We now cite another lemma which is proved in [lo, 2.4.91 and which will 
frequently be used in the sequel. 
LEMMA~.~. LetA,BERnX” such that IAl d B. Then p(A) 6 p(B). 
We end this section by a lemma on H-matrices. 
LEMMA 3.4. Let A E lR”x” be an H-matrix, D=diag(A), and A = 
D-B. Then: 
(a) A is rwnsing~lar. 
(b) IA-‘] < (A)-‘. 
(c) ID( is nonsinguZur and p((DI-‘IBI) < 1. 
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Proof. ID( is nonsingular by Lemma 3.2(a). (A) = ID] - ]BJ is a 
regular splitting of the M-matrix (A); hence p(]Dl-‘]B]) < 1 (cf. [13, 
Theorem 3.131). This proves (c). By Lemma 3.3 we have p(D-‘B) < 1. To 
prove (a) and (b) we now simply use Neumann’s series to see that 
A-’ = (I - D-‘B))‘D-i exists and satisfies 
IAp’I= f (D-‘I?)%-’ 
k=O 
k~o(l~I-llq)k Iw’= (A)-‘. n 1 
4. CONVERGENCE RESULTS 
Let A be an nXn matrix; let D=diag(A), A=D-B; and if (DI is 
nonsingular, let _Z= ID]-‘]Z?]. In addition, let us write p instead of p(J). If A 
is an H-matrix, we have p < 1 by Lemma 3.4(c). We first establish a 
convergence result for the relaxed multisplitting method (2). 
THEOREM 4.1. Let A be an H-matrix, and let (Mk, Nk, Ek), k = 1,. . . , K, 
be a mu&splitting of A with diag( Mk) = D, (A) = ( Mk) - lNkl for k = 
1 ,***, K. Then the reluxed multisplitting method (2) converges for any 
starting vector x0, provided w E (0,2/( 1 + p)). 
Proof. We will show that p( I H I) -C 1, where H is the matrix given by (3). 
The theorem is then proved, since p(H) < p( I H I) by Lemma 3.3. 
By Lemma 3.2(c) the matrices (Mk) are M-matrices. Using the rela- 
tions IM;‘I ( (Mk)-’ [cf. Lemma 3.4(b)], ]Nk] = (Mk) - (A), and (A) = 
]D](Z - J), we obtain 
IHI < o 5 E,IM;‘(JN,I+ 11 - wjI 6 w 5 Ek(Mk)-lINkl+ 11 - wll 
k=l k=l 
= w 5 Ek(h’fk)-l((Mk) - (A))+ II- olz 
k-l 
=(W+Il-L&-W t Ek(i%‘fk)-lI~I(z-_/). 
k=l 
(6) 
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Let e denote the vector e = (1, 1,. . . , l)T E W “. Since J is nonnegative, the 
matrix J + seeT has only positive entries and is irreducible for any E > 0. By 
the theorem of Perron and Frobenius (see [13]), for any E > 0 there is a vector 
x,> 0 such that (J+ seeT)rE= pExe, where p,= p(J+ seeT). Moreover, since 
w E (0,2/(1+ p)) we have ]I- w]+ wp < 1. By continuity of the spectral 
radius we also get 
]l-o]+wp,‘l (7) 
if E > 0 is sufficiently small. In this case we first obtain from (6) 
]H]G(w+]~-w])Z-w f E,(M,)-‘I0l[z-(J+~ee~)] 
k=l 
and then, multiplying by xe, 
Jzqx, G (w + (1 - WI) X,--W t Ek(Mk)-‘IDI[z-(~+&eeT)]x, 
k=l 
= (‘d + 11 -t&,- a(1 - &) ; E,(M,)-‘ID(x,. 
k=l 
Making use of the inequality ID]-’ < (Mk)-’ [cf. Lemma 3.2(b)], we deduce 
from (8) together with (7) 
IHlX,< (w + (I- @1)X,- a(1 - P,) 5 EklDI-‘IDlx, 
k=l 
= [w + ]I - WI - w(1 - p,)] x, 
= (11 - o(+ O&)X, < X,. 
Therefore, (]H]x,)~/(x,)~ < 1 for i = l,..., n, and Exercise 2 in [13, p. 471 
guarantees p( ]H]) < 1. n 
The content of Theorem 4.1 will be discussed later in this section. First, 
let us turn to a theorem on the convergence of the relaxed multisplitting 
method (4). 
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THEOREM 4.2. Let A be an H-matrix, and for k = 1,. . . , K let L, be a 
strictly lower triangular mutrix. Define the matrices V, such that the 
equalities A = D - L, - V, hold. Assume that we have (A) = IDI - JL,[ - 
IV,1 fork=l,..., K. Then the relaxed mu&splitting method (4) converges for 
any starting vector x0, provided o E (O,2/(1+ p)). 
Proof. We will show that p((HI) < 1, where H is the matrix given by (5). 
As before, the theorem then follows from the inequality p(H) < p( (H I). 
We first observe that the matrices D - wL, are H-matrices for k = 
1 ,***, K. Indeed, (D - oLk) is a nonsingular lower triangular matrix which 
has the sign pattern of an M-matrix. Moreover, all principal minors of 
(D - wL,) are equal to those of IDI and are therefore positive. Thus by [2, 
Theorem 6.2.31, (D - wLk) is an M-matrix, and by Lemma 3.4(b) the 
inequality I( D - oLk)-ll < (D - wLk)-l holds. Hence 
IHI< 5 E&D-wLJ’~)(~-w)D+wV~/ 
k=l 
< ; E,(D-wL,)-‘[(l-o)D+wV,I 
k=l 
= k$lEk(D - oLk>-l(,l - @I DI+ wlvk,)* (9) 
Making use of the equalities ID/./= ILkI+ IVkl and (D - WLk) = JDI - wlLkl, 
we obtain from (9) 
IHI< 5 Ek(D-OLk)-l[(D-~~k)+(l~-~~-l)lDl+~lDl~l 
k=l 
= Z - f E,(D - wLk)-‘IDI[(l - II- o])Z - oJ]. 
k=l 
(10) 
As in the proof of Theorem 4.1, let e denote the vector e = (1, 1, . . . , 1)r E R ” 
and let x, > 0 denote a vector satisfying (J+ eeer)X, = p,x,, where E> 0 is 
sufficiently small that ]I - w I + wpE < 1. 
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From (10) we first get 
and then, multiplying by x,, 
IHlx, < x, - ; E,(D - c&-‘IDI(l - II- WI - ‘+‘e)X,. 
k=l 
By Lemma 3.2(b) we have IDI-' Q (D - tdLk) -' and hence 
IffIx, < x, - fi: E,IDI-‘IDI(1- II- ai- w’,)x, 
k=l 
=(l- [l-~l-w~-op,])x,=(Il-~l+~P,)~,<~,. 
Thus p( IHI) < 1 follows again by [ 13, p. 471. n 
We first remark that (0,2/(1-t p)) 3 (0, 11, since p < 1. Therefore, our 
theorems guarantee in particular the convergence of (2) and (4) for w E 
[ 1,2/(1+ p)). Next, observe that the equality (A) = (Mk) - ]Nk] occurring 
in Theorem 4.1 essentially means that the (off-diagonal) entries of M, are 
between the corresponding entries of A and zero. The condition (A) = 
IDI - &kl - Ivkl in n eorem 4.2 may be interpreted similarly. Thus Theorem 
4.1 and Theorem 4.2 hold in the important case where the entries of the 
matrices M, and - L, are either equal to the corresponding entries of A or 
zero. Hence our two theorems apply, for example, to the multisplittings based 
on an (overlapping) block decomposition as described at the end of Section 2. 
Note that if A is an H-matrix, the nonsingularity of the matrices M, 
belonging to a multisplitting based on a block decomposition is no additional 
requirement, but follows directly by Lemma 3.2(c). 
Let us also note that for o = 1, i.e., for the unrelaxed multisplitting 
methods, Theorem 4.1 and Theorem 4.2 give convergence criteria which 
have not been considered in the literature before. 
The condition of A being an H-matrix covers several interesting cases. 
We consider some of them in the next corollary. 
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COROLLARY 4.3. Suppose that the matrix A satisfies 012e of the following 
conditions 
(i) A is an M-matrix. 
(ii) A is strictly or irreducibly diagonally dominant (cf. [lo, 2.3.71). 
(iii) (A) is symmetric and positive definite. 
Then A is an H-mu&ix and therefore Theorem 4.1 and Theorem 4.2 hold. In 
particular, the relaxed multisplitting methods based on an (overlapping) 
block decomposition as described at the end of Section 2 converge, provided 
Q E (0,2/U + P)). 
Proof. For (i) it is obvious that A is an H-matrix. In the case of (ii) the 
matrix (A) is strictly or irreducibly diagonally dominant. This implies that 
(A) is an M-matrix (see [ 10, 2.4.141) and thus A is an H-matrix. The 
assumptions in (iii) guarantee that (A) is a symmetric and positive definite 
matrix with the sign pattern of an M-matrix. Therefore, (A) is an M-matrix 
(cf. [2, Exercise 6.2.61) and A is again an H-matrix. n 
Let us now briefly consider decompositions of the form A = D - L, - 
U, - W,, where L, is strictly lower and U, is strictly upper triangular for 
k = l,..., K. A relaxed multisplitting method based on these decompositions 
is given by 
x m+l_ - f E,y”‘sk, m=O,l ,..., (IIa) 
k=l 
where the iterates y *, k are calculated in two steps by solving the triangular 
systems 
(II - WL,)Z”J = [(l- w)D + oUk] x”’ + aWkxm + wb, 
(lib) 
(II-uu,)y*J= [(l- w)D + uLk] ~“‘3~ + tiWkxm + ob 
for k = l,..., K. This method may be regarded as a (relaxed) multisplitting 
variant of the symmetric Gauss-Seidel method which was considered in 
Neumann and Plemmons [7]. Note that Wkx” need only be computed once 
in (llb). However, no additional savings will in general be possible when 
performing the method (11). This is in contrast to the usual symmetric 
Gauss-Seidel method, which can be implemented in such a manner that apart 
from the first half step it requires exactly the same computational work as the 
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Gauss-Seidel method (see Niethammer [8]). The method (11) may be written 
in the form x”‘+’ = Hx” + c with 
H= 5 E,(D-wU~)-~{[(~-W)D+WL~](D-C&-~ 
k=l 
Now we just mention that Theorem 4.2 carries over to the method (11) 
i.e., one may show in an analogous manner to the proof of Theorem 4.2 that 
p(H) < p( 1 HI) < 1 for w E (0,2/(1+ p)), provided that A is an H-matrix and 
that (A) = )D] - ]Lk] - IV,] - ]W,( holds for k = l,..., K. 
We finish this section by remarking that the usual relaxed Jacobi method, 
the relaxed Gauss-Seidel method, and the relaxed symmetric Gauss-Seidel 
method may be regarded as special cases of the multisplittings (2) (4) and 
(ll), respectively, with K = 1. If A is an H-matrix and if w E (0,2/( 1 + p)), it 
is known that the relaxed Jacobi and the relaxed Gauss-Seidel method are 
convergent (see Varga [14]). This is also true for the symmetric Gauss-Seidel 
method (see Alefeld and Varga [l]). Our theorems generalize these results to 
relaxed multisplitting methods. 
The authors are vey thankful to Professor Dr. G. Alefeld for his valuable 
advice. 
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