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ABSTRACT 
A given square complex matrix C is the product of a positive semidefinite matrix 
A and a Hermitian matrix B if and only if C2 is diagonalizable and has nonnegative 
eigenvalues. This condition is equivalent to requiring that C have real eigenvalues 
and a Jordan canonical form that is diagonal except for r copies of a 2-by-2 nilpotent 
Jordan block. We show that r is bounded from above by the rank of A, the nullity of 
A, and both the positive and negative inertia of B. It follows that a product of two 
positive semidefinite matrices is diagonalizable and has nonnegative eigenvalues, a 
result that leads to a characterization of the possible concanonical forms of a positive 
semidefinite matrix. 
1. INTRODUCTION AND NOTATION 
It is well known that the product of a positive definite matrix A and a 
Hermitian matrix B is a diagonalizable matrix with real eigenvalues and the 
same inertia as B [2, Theorem 7.6.31. It is also known that the only restriction 
on the Jordan canonical form of the product of two Hermitian matrices A and 
B is that the Jordan blocks corresponding to nonreal eigenvalues of AB must 
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occur in complex conjugate pairs, that is, AR is similar to a real matrix that is 
otherwise arbitrary [2, Theorem 4.1.71. 
We are interested in the intermediate case in which A is positive 
semidefinite and B is Hermitian. In this situation, what are the possibilities 
for the Jordan canonical form of AR? Although a limiting argument from the 
case of positive definite A shows that the eigenvalues of AB must all be real, 
it is not apparent what the Jordan structure of AR is, and the example 
A=[; ;I, B=[; ;], AB=[; ;] 
shows that AB need not be diagonalizable. 
We denote by M,,, the set of m-by-n complex matrices and set M, E 
M,,,,. We write I, and 0, for the k-by-k identity and zero matrices, 
respectively. A k-by-k Jordan block corresponding to the eigenvalue h is 
A 1 0 
. . 
Jk(h) = ! *I . : . EMk. 1 0 A 
We refer to [2] for basic facts about the Jordan canonical form of A E M,, 
including the fact that the sequence of integers rank(A - AZ)‘“, m = 1,2,. . . , n, 
completely determines the number and sizes of the Jordan blocks Jk(h) in 
the Jordan canonical form of A. 
The inertia of a matrix A E M, with real eigenvalues is the ordered 
triple i(A)=(i+(A),i_(A),i,(A)), h w ere i+(A) is the number of positive 
eigenvalues of A, i_(A) is the number of negative eigenvalues of A, and 
i,(A) is the number of zero eigenvalues of A, all counting multiplicities. 
Notice that rank A > i+(A) + i_(A) with equality when A is diagonalizable, 
in particular, when A is Hermitian. For A E M,, we write V(A) for the 
nullity of A, i.e., the dimension of the nullspace of A. 
2. THE MAIN THEOREM AND SOME CONSEQUENCES 
Our main result is 
THEOREM 2.1. Let A, B E M, be given Hermitian matrices. Suppose A is 
positive semidefinite, and let (i+(B), i_(B), i,(B)) denote the inertia of B. 
JORDAN CANONICAL FORM OF PRODUCTS 




(a) A E M, is a nonsingular real diagonal matrix, 
(b) i+(A)< i+(B) and i_(A)< i_(B), 
Cc) On_d_sr E Mn_-d_2r is a zero matrix, and 
(d) r = rank(AB)-rank[(AB)‘l < min{i+(A),i,(A),i+(B),i_(B)l. 
The example 
shows that the number of copies of Js(O) in the Jordan canonical form of AB 
can be as large as i+(B), i_(B), i,(A), or i+(A). 
The theorem has an immediate extension to the product of a positive 
semidefinite A and an essentially Hermitian B, that is, eieB is Hermitian for 
some 8 E R. In this case, the Jordan canonical form of AB is obtained by 
replacing A in (2.1.1) with e -ieA, and the bounds in (b) and (d) must be 
modified by replacing i+(B) and i_(B) with i+(e”B) and i_(e”B), respec- 
tively; all other conclusions of the theorem are unchanged. In particular, the 
extended theorem covers the case of a skew-Hermitian B, for which iB is 
Hermitian. 
We give a proof for the theorem in Section 3, and turn now to several of 
its consequences. The first is a well-known fact that can be proved easily as a 
direct consequence of Sylvester’s inertia theorem. 
COROLLARY 2.2. Let A, B E M, be Hermitian and let A be positive 
definite. Then AB is a diagonalizable matrix with real eigenvalues and 
i(AB) = i(B). 
Proof. Since i,,(A) = 0, (2.1.1) together with (d) and (a) of the theorem 
ensures that r = 0 and AB is a diagonalizable matrix with real eigenvalues. 
Since i+(A)+ i_(A)= rank(AB)= rank B = i+(B)+ i_(B), the inequalities 
in (b) of the theorem ensure that i(AB) = i(B). W 
The next corollary is a special case whose initial conjecture and proof 
ultimately led us to formulate the main theorem. For two different ap- 
proaches to this pleasant fact, see [4, Lemma 2.11 and [9, Theorem 2.21. 
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COROLLARY 2.3. Let A, B E M,, he positive semidefinite. Then AB is 
diagonalizable and has nonnegative eigenvalues. 
Proof. Since i_(B) = 0, (2.1.1) together with (d) and (a) of the theorem 
ensures that AB is diagonalizable (r = 0) and has real eigenvalues, while (b) 
ensures that i_(A) = 0, so AB has no negative eigenvalues. n 
Another corollary is a characterization of the concanonical form of a 
positive semidefinite matrix. Two given matrices A, B E M, are said to be 
consimilar if there is some nonsingular S E M, such that A = SBS-‘. It is 
known that A and B are consimilar if and only if fi is similar to B8 and, in 
addition, rank(fi))“‘A = rank(BB)“‘B for all m = 0, 1, . . . , n [I]. 
COROLLARY 2.4. L& A E M, be positive semidefinite. Then A is consimi- 
lar to a matrix of the form 
where D is a nonnegative diagonal matrix and r = rank A - rank(M-) 
< +v(A& < v(A). 
Proof. Corollary 2.3 shows that ti is diagonalizable and has nonnega- 
tive eigenvalues, so its Jordan canonical form is J,,,,(ALI@J,..(fiI, where - 
J,,,,(AA)=~~~~(~~,...,cL~), F~,...,P~ > 0, k = rank(s), and J,,,,(A&= 
O,_,. Theorem 3.1 of [I] now ensures that the concanonical form of A is 
B G diag(p,, , . . , pk)@Jz, where Jz E M,_, is a direct sum of nilpotent 
Jordan blocks and Ji = 0, _k. Thus, Jz must have the form 
Jz=OcB . . . @O@JJO) a3 . *. fBJz(0), 
where the number of Z-by-2 nilpotent blocks is r = rank Jz = rank Jz - 
rank Ji = rank B - rank( BE) = rank A - rank (A&. A standard rank inequal- 
ity (see (0.4.5~) of [2]) gives the bound 
rank(AX)>rankA+rankA-n=2rankA-n, 
SO v(u) Q 2v(A). Thus, r = rank A -rank(G) = v(u)- v(A) < iv(A& 
< v(A), as asserted. n 
JORDAN CANONICAL FORM OF PRODUCTS 377 
As an example, consider 
Then A is positive semidefinite and fi= 0, so the concanonical form of A 
is J&O). 
3. PROOF OF THE MAIN THEOREM 
The key idea of our proof is very simple: If we simultaneously transform 
A and B by reciprocal nonsingular congruences to A = SAS* and B = 
(S-‘)*BS-‘, then the Hermiticity and inertia of A and B are preserved and 
Afi = SAS*(S-‘)*BS-’ = S(AB)S-‘, which is similar to AB and hence has 
the same Jordan canonical form. After performing a congruence transforma- 
tion that reduces A to diagonal form, we show that AB has the asserted 
canonical form and obtain a bound on the nondiagonal nilpotent Jordan 
structure of AB that depends only on A. We then perform a congruence 
transformation that reduces B to diagonal form, and obtain mother bound for 
the nondiagonal nilpotent Jordan structure of AB that depends only on B. 
LEMMA 3.1, Let B E M,, G E M,, and C E M,,,. be given, and suppose 
B and G have no eigenvalws in common. Then 
are similar. 
Proof. This is well known: see Problems 9 and 13 in Section 2.4 of [2]; 
see also Theorems 4.4.6 and 4.4.22 in [3]. I 
We shall apply the principle in Lemma 3.1 when B is nonsingular and G 
is nilpotent. 
LEMMA 3.2. Let A E M, he the f&m 
Aso B 
[ 1 0 0 
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fw some given B E Mk, n _ k. Then the Jordan canonical form of A is 
0,-G IdO) @ . . . @IdO) > 
r copies 
where r = rank B < min(k, n - k}. 
Proof. Notice that A” = 0, so A 
form is a direct sum of a zero block 
is nilpotent and its Jordan canonical 
and copies of J2(0). The number of 
copies of J2(0) present in the Jordan canonical form of A is evidently 
rank A = rank B < min{k, n - k]. n 
PROPOSITION 3.3. Let A, B E M, be Hermitian, with A positive semidefi- 
nite and rank A = k. Then the Jordan canonical form of AB is 
where A is a real diagonal matrix, i+(AB)=i+<A><i+(B>, i-CAB)= 
i_(A)< i_(B), and 
r = rank( AB) - rank[ ( AB)"] <min{k,n-k)=min{i+(A),i,(A)) 
In particular, CAB)” is diagonalizable. 
Proof. By Sylvester’s inertia theorem, there is a nonsingular S E M, 
such that A = SAS* = I,c%O,_,. 
mally with A: 
Set I? = (S-‘)*BS-‘, and partition 6 confor- 
Then AB is similar to 
S(AB)S-‘=(SAS*)[(S-‘)*BS-‘] =rifi= ‘;I ‘ip , 
[ I 
where B,, E Mk,n_k. Since B,, E Mk is a principal submatrix of the Hermi- 
tian matrix g and i(a) = i(B), the inclusion principle (interlacing eigenval- 
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ues theorem for principal submatrices) guarantees that i + (B 1 I16 i + (B) and 
i_(B,,) < i_(B); see Theorem 4.3.15 of [2]. 
Now take a unitary U E M, such that U*B1,U = A@O,_,, where A E M, 
is a nonsingular real diagonal matrix and 0 c s < k. Then 88 and AB are 
similar to 
(u*~I,_,)(~iBA)(u~In_kj = 
U*B,,U : U*B,2 . . .d . . .:. ..d. . . . . . . :. *. 
where 
Cl 
U*Bie= . . , 
[ 1 G c, l Ms.“-k, and c, E Mk_s,n-k. 
It now follows from Lemma 3.1 that AB is similar to the block matrix 
5 
Aa3 O c2 
[ I 0 0’
which is similar to 
by Lemma 3.2. The number of copies of J2(0) in this direct sum is equal to 
the difference in rank between it and its square, which is the same as 
rank(AB) - rankJ(AB>2]. Since rank A = rank A2, this difference is rank C, < 
min{k - s, n - k) < min(k, n - k}. Finally, i+(AB) = i+(A) = i+(Bll) < 
i+(B) and i(AB) = i_(A) = i_(B,,) < i_(B). n 
We have now verified the asserted Jordan canonical form (2.1.1) as well 
as the upper bounds in (b) of the main theorem and the upper bounds in (d) 
involving the inertia of the positive semidefinite factor. It remains to verify 
the upper bounds in (d) involving the inertia of the Hermitian factor that is 
not necessarily positive semidefinite, and in order to do so we introduce two 
lemmata. 
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LEMMA 3.4. Let A E M, have the block form 
where N = J2(0)0 * * * 0 Jz(0) E M,, and C E Mer,n_2,. Then A2 is diagonal- 
izable if and only af NC = 0, in which case the Jordan canonical fm of A is 
N8 0, _ 2r and rank A = rank N. 
Proof. Since A is nilpotent, we need 
blocks in its Jordan canonical form. Compute 
only determine the nilpotent 
NC 1 0 .
The nilpotent matrix A2 is diagonalizable if and only if A2 = 0, which is 
equivalent to NC = 0. Now observe that A is permutation-similar to 
0 I, : c, 
a= 0 O’:C,) 
[ 1 Cl EMr.n-2r. . . . . . . . . . . 0 :0 
If A2 is diagonalizable, then 
[ 
0 0: 0 
A2 = 0 0 
: c, 10, 
. . . . . . . . . 
0 : 0 1 
so C, = 0. In this case, 
has column rank r+, so the asserted Jordan canonical form of A is verified. n 
LEMMA 3.5. Let A E M, have the block fm 
JORDAN CANONICAL FORM OF PRODUCTS 381 
Zf A2 and B2 are both diugonalizable, then the Jordan canonical fm of A is 
where D E Mn_2r is diagonal and r G v(B). 
Proof. Since B2 is diagonalizable, for some s > 0 the Jordan canonical 
form of B is 
where A E Mk _m_2s is a nonsingular diagonal matrix and s + m = v(B). If 
S E M, is such that S - ’ BS = j, then 
d = (S-'cBZ,_,)A(SW,_,) . . . . . . . 
where N a J2(0)@ * - * @J2(0) E M,, and C, E Iv&,,._~. 
By Lemma 3.1, A is similar to 
* . . . . . . . . . 
Since A2 is diagonalizable, so is 
0 oio 
ii2=A2EB ; Ne ‘: NC, 
[ 1 = lv+Bo,e 0 NC3 q........... [ 0 0 0 0.0 1 
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and hence NC, = 0. Then Lemma 3.4 ensures that 
es+n-k 
has rank s, and hence the row rank of 
is s+rankCp~S+min{m,n-k}gs+m=v(B). n 
Finally, we address the bounds in (d) of the main theorem involving the 
inertia of the Hermitian factor that is not necessarily positive semidefinite. 
PROPOSITION 3.6. Let A, B E M, be given Hermitian matrices with A 
positive semidefinite. Then rank(AB) - rank[(AB>‘] Q min(i+ (B), i_(B)). 
Proof. We know from Proposition 3.3 that (AB)’ is diagonalizable and 
the Jordan canonical form of AB is 
A real and diagonal. 
We must prove that r Q min{i+(B), i_(B)}. Let S E M, be nonsingular and 
such that 8 = SBS* = I,@(- Z,)@O,_,,_,, where p = i+(B) and 9 = i_(B). 
Partition the positive semidefinite matrix d = (S- ‘)*AS - ’ = [A jj]ff js 1 con- 
formally with B. Let U, E M,*and U, E M, be unitary matrices such that 
U,A,,U$ = A,@O,_,,, and U,A,,U,* = Az~O,_yl, where A, E M,,, and A, 
E Mq, are positive diagonal matrices. Set U = U,@U,@Z,,_,_,, and compute 
UZ?U* = 6 and 
A, 0 E,, E,, F, 
0 0 E,, Es22 F2 
1 
UAU*= El*, E,: Az 0 F, . 
E& E& 0 0 F4 
F; F$ F? F4* &3 
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Since a zero main-diagonal entry in a positive semidefinite matrix forces its 
entire row and column to zero, it follows that E,,, E,, F,, E,,, E,, and F4 
are all zero. Thus, UiV* is block-permutation similar to 
A, El, 0 0 F, 
EA fh 0 0 F, 
A=0 0 000, 
0 0 0 0 0 
_F: F.2 0 0 As3 
in which the upper left Z-by-2 block is necessarily positive 
same block permutation takes 8 into 
semidefinite. The 
Thus, AB is similar to 
A1 - E,, 0 0 0 
E,*, -4 0 0 0 
&,j= 0 0 000 ) 
0 0 0 0 0 
F$ -F: 0 0 o”-p-4 
which is, in turn, permutation-similar to 
i 
A1 - E,, 0 
E,*, -A, 
F; -F; 0 
0 0 01 
where 
and H=[F;Z - F?] E Mn-p-q,pl+ql. 
=H” po, - [ 1 
Z Pl 0 
[ 1 0 - I% E MPk+,l 
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Since G is a product of a positive semidefinite matrix and a Hermitian 
matrix, Proposition 3.3 guarantees that aGz is diagonalizable. Since (ASI is 
diagonalizable, it follows that 2 i 
[ 1 is diagonalizable. Thus, Lemma 3.5 
ensures that the Jordan canonical form of 
where D is real diagonal and r < V(G). Finally, notice that the rank of G is 
at least as great as the rank of any principal submatrix, so 
and hence v(G)=p, +ql-rank G <p,+ ql-max~pl,q~~== midp,,q,)< 
min(p,q}= min(i+(B>,i_(B)). W 
4. SOME CHARACTERIZATIONS 
Some of the necessary conditions in the main theorem actually character- 
ize matrices that are the product of a positive semidefinite and a Hermitian 
matrix. 
THEOREM 4.1. Let C E M, be given. The following are equivalent: 
(a) C = AB, where A, B E M, are Hermitian and A is positive semidefi- 
nite. 
(b) The Jordan canonical fmb of C is J = D,,,@ (- E,,) $ On3@ N,,, where 
D,,, E MnI and E,,2 E M,+ are positive diagonal matrices, N,, = J2(0)8 * . . CB 
J&N E A&., and n1 + ne + n3 +2r = n. 
(c) C2 is diagonalizable and has nonnegative eigenvalues. 
Proof. The implication (a) * (b) is part of Theorem 2.1. The reverse 
implication follows from a simple calculation: If S reduces C to the given 
Jordan canonical form, that is, S-‘CS = J, set 
r copies 
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and 
B = (s-l)* z,,e( - z,*)eon3fB 1 [y #B . . . cB[y ;])s-1. r copies 
Then A is positive semidefinite, B is Hermitian, and AB = C. The equiva- 
lence of(b) and (c) is immediate. l 
5. RELATED WORK 
We are grateful to Professors C. S. Ballantine and C. R. Johnson for 
pointing out that Theorem 2.1 can be deduced from a general theory of 
canonical pairs under contragredient conjunctivities developed in J. Vander 
Beek’s (as yet unpublished) thesis [7]. For a given pair of Hermitian matrices 
A, B E M, (possibly singular), Vander Beek discovered canonical forms that 
can be achieved simultaneously by A 3 SAS* and 8 = (S*)-‘I%-’ for a 
suitable nonsingular S. Since As = S(AB)S-’ has the same Jordan canonical 
form as AB, there is no loss of generality in assuming that the pair A, B in 
Theorem 2.1 is in Vander Beck’s canonical form, and the assertions about the 
canonical form of AI3 then follow easily. This kind of simultaneous reduction 
of a Hermitian pair is also discussed in [6, Chapter 61, where it is shown that 
the contragredient transforms d and 8 may be taken to be diagonal if A and 
B are both positive semidefinite [6, Theorem 6.2.51. This fact was used in [4, 
Lemma 2.11 to give a very short proof of Corollary 2.3. 
For real symmetric matrices A, B with A positive semidefinite, it was 
shown in [8] that the Jordan canonical form of AB is the direct sum of a real 
diagonal matrix and some 2-by-2 nilpotent Jordan blocks. No bounds were 
given on the inertia of AB, and the special case in which B is also positive 
semidefmite was not considered. 
In a paper 191 whose main result is that any singular complex matrix is 
the product of at most four positive semidefinite matrices, the products of 
two positive semidefinite matrices are characterized by the canonical form 
given in Corollary 2.3. 
For nonsingular complex Hermitian matrices A and B, [S] determines all 
possible inertias for AB. 
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