We explore the feasibility of reconstructing some 3D surface information of the human fundus present in a sequence of fluorescein angiograms. The angiograms are taken during the same examination with an uncalibrated camera. The camera is still and we assume that the natural head/eye micro movement is large enough to create the necessary view change for the stereo effect. We test different approaches to calculate the fundamental matrix and the disparity map. A careful medical analysis of the reconstructed 3D information indicates that it represents the 3D distribution of the fluorescein within the eye fundus rather than the 3D retina surface itself because the latter is mainly a translucent medium. Qualitative evaluation is presented and compared with the 3D information perceived with a stereoscope. This preliminary study indicates that this approach could provide a simple way to extract 3D fluorescein information without the use of a stereo image acquisition setup.
INTRODUCTION
The aim of this work is to explore the feasibility of reconstructing some 3D surface information of the human fundus using a sequence of fluorescein angiograms taken with an uncalibrated camera. 3D retina information is useful for the diagnosis of some fundus diseases like macular degeneration and glaucoma. If demonstrated viable, such approach could provide a simple way to extract 3D retina information without the use of a stereo image acquisition setup.
Most of the works done so far regarding 3D visualization of the retina have targeted the optic disc region in the context of glaucoma diagnosis. For instance, the GlauCAD (Glaucoma Prevention by Computer Aided Diagnostics) project, which groups five European countries (Belgium, Germany, Greece, Italy, and Portugal), intends to find significant geometric characteristics to diagnose glaucoma [1] . Those characteristics are to be extracted from the 3D reconstruction of the fundus over 16000 color stereo image pairs taken with an uncalibrated moving camera. To obtain the disparity maps, the images are registered and a template matching with normalized cross-correlation is used to find the matches. The disparity values are transformed back to their disparity values in the unregistrated images. Depth maps are obtained from the disparity maps and standard camera parameters [2] . Another example of work aims at reconstructing the fundus spherical surface from stereo color images and angiograms taken with a calibrated moving camera [3] . According to the authors, a simple stereo technique does not work for fundus stereo images because (1) the optical system of the fundus camera produces high distortions and (2) the fundus is observed through the eye lens (and sometimes a contact enlarging lens) which implies that the reconstructed surface is quadratic rather than spherical. The first limitation can be solved by calibrating the camera. The second limitation is addressed by using the a priori knowledge that the fundus is spherical to identify the optical parameters of the combination eye/lens and correct the skews of the lines-of-sight. The fundus spherical surface is then obtained by back-projecting on the stereo images.
Our work differs in three aspects. First, our camera is still and we assume that the natural head/eye micro movement is large enough to create the necessary view change for the stereo effect. This is because fluorescein angiograms capture setup is not make originally for stereoscopic use. Second, our results show that we actually reconstruct the 3D distribution of the fluorescein within the eye fundus rather than the retina surface. Visualization of the 3D fluorescein distribution is very useful for diagnosis purpose as it gives information about circulation and staining. Third, we concentrate on the macular area of the retina, which is more difficult to reconstruct than the optic disc area because of the small depth variability.
The paper is organized as follows. Section 2 presents the dataset used. Section 3 describes the methods that have been tested to calculate the fundamental matrix and the disparity map. Section 4 presents the best results obtained followed by conclusions and future orientations.
DATA
We used 6 sequences of fluorescein angiograms of 3 patients with macular degeneration (Table 1) . The images were scanned from a film. Typical images of a sequence are given in Figure 1 . We see that the eye is moving during the image acquisition procedure. The extrinsic camera parameters (location and orientation) and the intrinsic ones (focal length, position of the principal point (coordinates of the camera center with respect to the image reference frame), size of a pixel) are unknown; thus, the images are uncalibrated. The time difference between 2 successive frames is not uniform because the fluorescein evolution in the retina is not linear; more images are acquired at the beginning of the sequence than at the end. 
METHODOLOGY
Obtaining a 3D structure from an uncalibrated stereo pair is a well-known problem. The usual procedure consists in using matched control points (here the bifurcation points of the retinal blood vessels) between the images to find the fundamental matrix that describes the epipolar constraint. From this matrix, a 3D reconstruction (projective or affine) or a dense disparity map can be obtained. We found the former approach very limiting because of the low number of control points. As a consequence, the sparseness of the recovered 3D information does not allow a full and medically usable 3D image reconstruction (see ref. [12] for more details). Here we thus concentrate on the second more promising approach; the dense disparity map.
A dense disparity map is an image on which each pixel value represents the translational difference between corresponding parts of the two original images. The map can be displayed as (1) a grayscale range image, (2) a 3D image with the disparity as the elevation coordinate or (3) a 3D image with an overlay of one of the input images. We use the first and third methods in our figures. Although the disparity does not relates directly to the real depth in the scene, it still provides useful qualitative 3D information.
We have tested two methods to compute the dense disparity maps: (1) partial differential equation (PDE) with scalespace [4] and (2) maximum-flow [9] . In order to have the largest stereo effect, the maps are computed from the two images in the sequence that maximize the ratio disparity / time difference.
Disparity map based on PDE and scale-space
In this method [4] , the disparity is estimated by minimizing an energy term that takes into account the epipolar constraint and the edge information constraint. The disparity map is regularized along the contours of the image while the smoothing is inhibited across the image discontinuities. A focusing strategy is used to avoid convergence towards local minima. This method, which is implemented in the software StereoFlow [5], requires the fundamental matrix as input.
The fundamental matrix is a 3X3 singular matrix of rank 2 that contains all the epipolar geometric information present in two images. The epipolar line is the line formed by the intersection of the epipolar plane and the image plane. The epipolar plane is the plane formed by an object point and the camera projection centers. A point on an image has its correspondent on the epipolar line in the other image. The fundamental matrix can be estimated from correspondence points between two images.
We have tested ten methods to compute the fundamental matrix [6, 8] (see Table 2 ). The first nine are implemented in the software FMatrix [7] . The tenth in Table 2 is our own implementation of the eight-point method [8] . The error on the fundamental matrix is computed as the distance, in pixels, between each correspondence point and its epipolar line. The error criterion implemented in the FMatrix software is given by 
Disparity map based on maximum-flow
This second method does not make use of epipolar geometry [9] . It rather addresses the full 2D matching problem, viewed as a flow in a graph. The matching space is defined as a volume formed by 3 axes containing quantized steps. This space contains every possible disparity surface and is searched for the optimal one. The maximum-flow problem to solve is to find the largest flow that can leave the source and reach the sink without exceeding the capacities of the arcs. The set of arcs that are saturated by the maximum-flow represents the disparity surface that we are looking for. This method is implemented in the stereomf software [10].
Overall reconstruction procedure
The whole 3D reconstruction procedure follows four steps. First, we detect the control points and find the matching points between each image and the last image of the sequence (reference image). Control points are needed to (I) estimate the fundamental matrix, (II) calculate an estimate of the disparity (used to choose the most appropriate image pair for the computation of the dense disparity maps), and (III) compute the rotation to be applied to the images in order to rectify them. The control points we use are the bifurcation points of the retinal blood vessels. They are detected using an algorithm we have developed to detects blood vessel bifurcations [11] . Our algorithm has been designed to has a very low false alarm rate and is thus very robust in detecting only true bifurcation points on the retinal blood vessels even in the presence of retinal diseases. All matches are free of outliers. However, a bad consequence is that the number of matches can be quite low (typically 10-40) for some image pairs; for instance those having important lesions that hide the retinal vessels. Such low number of matches is not always sufficient to recover accurate 3D information. We decided to add matching points either manually or with the use of another public automatic image-matching software [13] . The final number of matches we obtained was still quite variable (typically varying between 30 and 350 matches for the image pairs).
Second, to get the largest stereo effect, we select the image pair that offers the best compromise between a maximum fundus displacement and a minimum time difference (as the dye flows through the retinal network the images become too different).
Third, we compute the fundamental matrix using the 
RESULTS

Fundamental matrix
Except for the NNL method which gives the same fundamental matrices as the LMEDS method, the fundamental matrices obtained with the different methods vary considerably. We found that the best algorithm for our dataset is our own implementation of the 8-point algorithm (N2). For the other algorithms, either the epipole is positioned in the image (Table 3) or the removal of the Average Disparity Component (ADC) affects the result. Having the epipole in the image corresponds to a large forward or backward movement of the camera, which is not possible for our data. Removal of the ADC should not affect the result since only the relative disparity should be used in the calculation of the fundamental matrix. We thus suspect some sort of instability in the Fmatrix software [7] . Examples of fundamental matrix results obtained for one image pair representing the right eye of Patient 1 (Fig. 2) is given in Table 4 . The white dots are the automatically matched bifurcation points of the retinal blood vessels found by our algorithm [11] . The first error (Error1) is the one given by Eq. (1) as computed by the Fmatrix software. The second error (Error2) is the one given by Eq. (2). The third error (Error3) is the one given by our own implementation of Eq.
(1). We see there are some discrepancies between all those results. In particular, one can point out the large difference in Error1 for identical epipoles provided by the NL and G methods, and the NG and NNLRP method, respectively.
Globally, we found very difficult to obtain reliable fundamental matrices. The main issues is about results consistency between the various methods. We found that our in-house implementation of the eight-point algorithm (N2 method) gives the most reliable fundamental matrices. Table 4 : Error measures and epipole locations for nine of the ten fundamental matrix estimation methods.
Dense disparity map based on PDE and scale-space
In addition to the fundamental matrix and the two input images, the calculation of the disparity map using PDE and scale-space requires two other parameters [4] as implemented in the StereoFlow software [5] . Those two extra parameters are the smoothness weight α (α > 0) and the isotropy fraction s (0 < s < 1) (see [4] for details). We have experimented different values of α and s but the default values (respectively 0.3 and 0.5) gave the best results. Figure 3 shows an example of result for the right eye of the third patient. Top part of Fig. 3 are the rectified images with the automatically detected control points. Examination of the rectified images with a mirror stereoscope shows the 3D structures one should see in the disparity map. For this image pair we have observed (1) an elevation from the lesion (dark area), (2) a hollow on the bottom-right part of the lesion, (3) a high part at the left of the lesion, (4) deep and shallow dark areas, (5) three levels of depth, and (6) an elevated bright zone between the two dark areas, in the center of the image.
The bottom part of Fig. 3 shows the dense disparity maps with the disparity as the z-axis. The left map is for the large white rectangle area of the left image while the right map corresponds to the small one. Most of the information present by the dense disparity maps agrees with the visual assessment done by an ophthalmologist and the stereoscope. 
Dense disparity map based on maximum flow
For this method, in addition to the rectified images, five other parameter values must be supplied to the stereomf software. The first one is the range of disparities, in pixels, for the matching space. We used the disparity range covered by our correspondence set plus one buffer pixel. The second parameter is the number of steps over the disparity range, which means the disparity accuracy. We used the highest possible number of steps for our computer memory limitation (207). The third parameter is a linear discontinuity cost or smoothness factor. We used the smallest possible value (1) in order to keep all the potential small-scale 3D information. The fourth parameter specifies the image reduction factor (images are filtered and sub-sampled according to this factor). We used a value of 1, which corresponds to no reduction. The last parameter identifies the image (image 1, 2, or the virtual image between them) to which the disparity values are applied. We used the virtual image.
An example of a disparity map for images of the right eye of the second patient is shown in Figure 5 . On this image pair, the stereoscope shows that (1) the central bright lesion is elevated, (2) the area at the top-left of the lesion is flat, and (3) the dark parts are deep. The dense disparity maps obtained with this method seem to be very sensitive to the noise in the images. Obviously, the result is not as good as the one obtained with the epipolar geometry. 
CONCLUSIONS
We have made an exploratory study that shows the possibility of reconstructing 3D information of the fluorescein distribution in human retina from an uncalibrated temporal sequence of standard angiograms. Visualization of the 3D fluorescein distribution is very useful for diagnosis purpose as it gives information about circulation and staining. Our main interest was to see if this reconstruction could be achieved even though the images are not specifically acquired for stereographic reconstruction. Here we have concentrated on reconstructing the 3D dense disparity map. Since the images are uncalibrated, the relation between the obtained disparity and the real depth in the scene is unknown. For this reason, the analysis presented here is mainly qualitative.
Many different procedures have been tested to determine the fundamental matrix and the 3D disparity map. We found that our in-house implementation of the eight-point algorithm (N2 method) gives the most reliable fundamental matrices. Our tests also indicate that 3D visualization is possible at least for specific acquisition conditions and reconstruction methods. For our dataset, the best results were obtained for the dense disparity map calculated with the partial differential equation and scale-space method. However, we had difficulty to obtain good 3D reconstruction for all image pairs in our database. This raises various issues that deserve further analysis. One can mention the three followings.
First, the hypothesis that the natural head/eye micro movements are large enough to create the necessary image disparity might not be valid for our whole dataset. During an angiographic exam, the physician asks the patient to try keeping his eye still. In fact, for stereoscopic reconstruction, the patient could be allowed to move his eyes slightly.
Second, digitizing films can introduce image artifacts that can also limit the 3D reconstruction performance. Those artifacts can be electronic noise or film deformation. The use of digital cameras would be more appropriate.
Finally, the reconstructed 3D information might be altered (e.g. aberrations) by the eye lens (the reconstructed surface is quadratic rather than spherical). A further transformation might be necessary to compensate for this effect if it is proven to be medically necessary.
