The purpose of this research is the development of a robot partner system based on modular cognitive model for human support. In order to implement information support of daily life to human, smooth human-robot interaction is needed. The interaction with a robot partner requires many elements including verbal communication, non-verbal communication, and embodiment as well. These modular structures are used in our robot partner system named "iPhonoid-C". In this paper, we propose a Cognitive-Emotional-Behavioral (C-E-B) model derived from current research in cognitive science to realize the robot's personal features leading to a socially embedded robot partner. C-E-B model is integrated with the modular cognitive system of the robot partner. Therefore, given the integration, the robot partner is able to exhibit a wide variety of interactions with the user, depending on the environmental factors as well as relationships between the cognitive modules and the C-E-B model.
Background
Since the industrial revolution, machines have been developed to improve the work efficiency [1] . Given the technological progress, quality of human life continues to improve, where machine can contribute in performing mundane tasks without human supervision. Hence, robots are developed to provide a variety of services to humans [2, 3] , because the introduction of humanfriendly robot partners is one of the possible solutions to realize support towards a person who needs help [4] . In the development of a socially embedded robot partner, human-robot interaction plays an important role. If the robot can socially interact with the human, the robot can provide the human with many services such as information support, health promotion, and rehabilitation. In order to develop a socially embedded robot partner, we have to consider the human communication system.
In this paper, we propose the robot's system architecture based on the Cognitive-Emotional-Behavioral (C-E-B) model (Fig. 1) . C-E-B model is able to give individuality to the robot based on the control of the C-E-B model in order to adapt to the user's interaction style. For the system structure of C-E-B model, we are getting a hint from "Social systems theory", that the structure will have incorporate with other structure. According to the "Social systems theory" by Niklas Luhmann, a system has relationship with other systems based on communication [5] [6] [7] . The three systems that are crucial for human communication are cognitive system, emotion system, and behavior system. These three structures consist of modular structure for socially embedded robot partner. For modular structure, social systems theory provides the means to exchange information between the decentralized systems to provide necessary binding.
The robot interaction style is changed by combination of the parameters of the C-E-B model. This model can be used to change a role based on the "Role Theory" [8] . This theory explains the patterns of human conduct roles about expectations, identities, and social positions. We can get the idea from "Role theory". The robot partner also can consider this role depending on with who and where the robots interact. That is, human personal and environmental information is considered to make a different interaction style. For example, human's gender information is also considered to give a different style of interaction. Thus, we adopted this concept of the personality of the robot based on parameters in Table 4 . The structure of this system will be explained in "Implementation of C-E-B model for the robot partner".
In this research, we used robot parameters by trial and error to give robot personalities for each user's needs. To develop a robot partner that meets user needs, it is necessary to modify the parameters according to the purpose of each user. Thus, the experiment results show one to one human-robot interaction. For other situations, the parameters need to be designed according to each situation. Our robot partner system has been developed to be able to change the design according to various needs based on the modular structure.
Therefore, the goal of our paper is to realize the modular approach of robot partner system by integration proposing a modular structure of cognitive model by using C-E-B relation. This paper is organized as follows. "Related work" presents social robot partner to improve quality of life. "A robot partner system" presents our robot partner named "iPhonoid-C", which includes hardware and software. In "The system concept: CognitiveEmotional-Behavioral model", we discuss the modular cognitive model used in this research for robot partner. We explain the communication system of the robot partner including the type of communication system implemented in the robot along with the conversation system algorithm based on the C-E-B model. "Experimental results" presents results of human-robot interaction. "Conclusions and future work" presented the conclusion of our works and discussions for our future work.
Related work
Many researchers have tried to clarify human cognition, emotion, and behavior. The realization of these human factors in robot development is the research topic of Developmental Robotics (Epigenetic robotics) [9] [10] [11] . Accordingly, it is possible to refer to the human properties in order to realize a robot partner system. When a human communicates with the external environment, the human uses cognitive abilities, emotions, and behavior, e.g. "What have we recognized?", "What is the current emotional state?", "How about behavioral state?". Thus, human communication is the result of a complex process. Consequently, human cognition, emotion, behaviors should be considered in the development of robot partner. If these elements are to be fully reflected in the robot partner, the robot can be used as a socially friendly robot partner.
Various human theories have discussed cognition, emotions, and behavior. In "James-Lange theory" of emotion, stimuli occurs by the activation of neurons, and it causes emotional changes [12, 13] . For example, when we are facing a dangerous situation e.g., we meet dangerous animals, we fear because we see the danger, which can be considered as cognitive stimuli. "Cannon-Bard Theory" has discussed that cognition and emotion occur at the same time [14] , however cognition and emotion can be separated. Emotion exists alone without cognitive information. "Schachter-Singer Theory" has discussed that the emotional stimulus is caused by general physiological arousal, and the brain interprets this arousal cognitively, and this cognitive interpretation leads to the emotional experience [15] . It means that the physical state of human is an important parameter when interpreting the emotion. The reaction of the human's body can be different based on the emotional changes [16] . Thus, human's body and emotion are closely related [17, 18] . "Cognitive Appraisal Theory" of emotion has been proposed by Richard Lazarus [19, 20] . His theory has dealt with stress as a stimulus factor of emotions. Emotion occurs based on cognitive appraisal of the stimulus. We have focused on these theories of emotion for the robot system. Human's cognition, emotion, and behavior have a close relationship and they flexibly react to each other. Each outcome of the system will be different based on the environmental structure. This is interpreted as the individuality of robot, which means, that the robot could have different individuality. Our goal is to realize a robot, which is able to perform different interactions depending on the C-E-B model.
We intend to devise cognitive architecture and modular systems to define a modular cognitive model for our robot partner system. Cognitive model of robot partner is based on various viewpoints of system architecture ( Fig. 2) [21] . These cognitive models are different from traditional expert system in the field of artificial intelligence. This is regarding the understanding and application of human models for artificial intelligence and machine learning. (e.g., how human can have cognition, how emotional and behavioral reaction are shown.) Because of the complexity of the environment, human final reaction may vary based on the cognitive situation. These human factors are a good foundation to study the robot partner system. For example, in terms of cognitive architecture, the "EPAM (Elementary Perceiver and Memorizer)" provides psychological theory of human's learning and memory to make a computer architecture in the 1960s [22] . "EPAM" has enabled an architecture for cognitive, including the fundamental aspects of the human mind. The research of cognitive architecture actually began in the 1980s to implement a cognitive model in computational architecture, where the "ACT-R (Adaptive Control of Thought-Rational)" and "Soar" are the most popular cognitive architectures [23] . Many researchers used these architectures for utilization of a cognitive model to create a wide variety of human point of view. The "Soar" provides the mechanism to achieve the goal based on the production system. In other words, the architecture controls the behavior by explicit production of rules. Cognitive architectures have a common point that can be implemented in the calculation of levels by the understanding of the human cognitive process.
Recently, human emotional model is also considered in the development of the emotional robot. Emotional expression of social robots is also considered an important factor [24] . It can be thought of as one of the reasons why emotional model should be considered for cognitive model, because, as quoted from Lane et. al., "Emotion involves cognitive appraisals" [25] . In particular, there is a Pepper robot developed by Softbank. The robot has two emotional modules, e.g., emotion recognition based on the human voice intonation, and robot emotional model by using emotion map [26] . These emotional structures are used to make a social robot partner.
The effect of the robot behavior is also important in order to interact with human, because the behavior has a close relation with cognition and emotion [27] . The Laban Movement Analysis (LMA) is a famous theory of human behavior which can be considered as one of the somatics. For human behavior, LMA investigates the processes underlying human movements [28] . This theory can be considered for the definition of robot gesture. Research on robot gestures has been conducted based on this theory [29, 30] . By applying such human references to the robot, the application of gesture analysis of the human system on the robot can give meaning to the action during human-robot communication.
The modular structure is very helpful for robot development in the application of the features as technology development guidelines, because many devices are developed to be multipurpose with high-specification and low cost based on the development of industry and technology. In particular, the movement is taking place around the world to be easily integrated with each other in terms of modules, such as ROS (Robot Operating System) or RTM (Robotics Technology Middleware). That will increase the compatibility for each of the modules. For example, the robot "NAO" is being applied as ROS driver [31] . By applying various modules, it may have the structure capable of unlimited expansion of the robot. In Japan, the RTM module is being developed to support compatibility by various devices [32] . The robot "PALRO" is available for a variety of services as stand alone application or network application [33] . It is compatible with RTM for robot control system. Therefore, we can consider the modular structure to be used to develop the robot system.
A robot partner system
In this section, we describe the hardware structure of the robot, and the elements of the software such as verbal, nonverbal, and emotional models to be considered for designing a social robot.
Problems
Socially interactive robots should address robot design problems. Fong et al has shown that common design problems are related about cognition, perception, action, human-robot interaction, and architecture [34] . Socially interactive robot partners need to be proficient in recognizing and interpreting human activities and behaviors. Furthermore, robot partners should interact with human based on understanding of human. Since communication with humans is made up of a number of implicit rules, it is considered necessary to imitate human ability. Therefore, we propose a system that can perform different patterns of interaction according to the cognitive, emotional, and behavioral attributes based on human cognitive ability.
The robot partner: iPhonoid-C
The main point of this robot partner system is as follows: the applicability of system based on the policy for the overall design of robot partner (hardware and software) and the robot communication by system integration by modular structure. We also considered how the robot architecture will be developed to maintain good relationships.
In order to design a robot, we need to consider what function is needed. The guidelines of system design are important to consider to achieving specification of robot application. Then, what we can refer to is the robot modules proposed by us, and the robot system can be manufactured appropriately by adjusting the module according to the service. As a hardware aspect, each component has a module configuration, so that it can show different designs according to the configuration of components, and can develop a design desired by themselves.
In our robot partner, design guidelines of our robot system, the hardware is a freely customized design by using 3D printer. The software is designed to achieve the realization of system integration based on the modular structural systems. In order to develop a social robot, we have to consider how to design the robot partner to become widely used in the world. A robot with minimum functionality is required in order to develop the robot for business market with low price. Originally, our robot system was controlled by ZigBee communication and wireless camera. However, we tried to cut down the cost by removing the sensors from the robot body, since the smart device is equipped with many sensors. In order to develop a robot partner, we have to consider the human communication system. Many researchers have tried to clarify human cognition, emotion, and behavior. In our previous paper, we discussed the application of human factors in the robot system by Emotional Model [35] , Laban Movement Theory [36] , and Cognitive model of iPhonoid [37] .
The "iPhonoid" is a series of robot partners based on iOS device [36, 38, 39] composed of a smart device, a robot body, a microcontroller, and servomotors. The robot body has a supporting structure for device fixing and battery charging for the smart device. Figure 3 shows the 8 degrees of freedom of the robot body, where 3 are related to its left arm's joint angles, 3 to the right arm's joint angles, and 1 to its waist for realizing body rotation. The neck part has also 1 degree of freedom for tilt movement. By this structure gestural expression can be realized. 3D printer is used to build a new design for the robot partner (Fig. 3) . It is possible to change the lower part of the body with another structure such as wheel, leg, or fixed structures. Many people can share the robot design by 3D printing based on the modular design. We apply Bluetooth 4.0LE to be compatible with iOS. For developing the same system in iOS devices, we use the OLS426 of ublox (connectBlue) as a Bluetooth connection module to control the robot's body [40] .
Nonverbal communication part
Face detection and classification follows the methods from [41, 42] in order to perform human detection, smile detection, gender and human race classification. In order to consider the emotional state of the robot, it was used to face recognition of a person and acquire smiling information and clarification of gender or race to update the parameters of the emotional state [35] . We apply simple fuzzy inference for facial expression generation crucial for nonverbal communication. We used Laban movement theory to generate robot gesture. This expression format may be determined randomly when each module exists, and when the emotion of the robot is considered important, the facial expression and the gesture are different according to the change of the emotion [37] . The robot's gestural expression is generated based on Laban Movement Analysis (LMA). The robot's gestures and body movements consist of four gesture segments based on the emotional model and LMA theory [43] . Emotion perception is the ability to recognize and identify other people's emotions [44] . This is also an important factor in social interaction. We are inspired by the emotion perception and use the perceptual sensory information to determine the reaction of the robot. Hence, we also consider that human behavior differs based on the situations in nonverbal communication. So, we use sensory information for nonverbal communication in order to consider externally and internally generated emotions [45] , e.g., display touch status, camera, microphone, compass, battery status, accelerometer, proximity status, and device shake motion characteristic [46] [47] [48] .
Representative examples of human nonverbal behaviors include changes in facial expressions or use of gestures. In order to obtain such information from human beings, in this paper, we use sensor information of robot to grasp human condition and use it as input data for nonverbal interaction. The information of each sensor is classified and used as shown in Table 1 . In the case where the sensor is divided into three parts as follows: an instinctive value such as battery information as similar to human's hunger is behavioral mode, the information including emotions such as human's smiling is emotional mode, and a simple recognition of the external environment is cognitive mode.
The detailed information is shown in Table 2 . In order to use the merit of the smart device, we also use the touch interface in nonverbal communication (Fig. 4) . First, when the human touches the robot's forehead or jaw, a gray zone appears on the display. Then, we can input the touch information on the gray zone. This input information is used as a communication input parameter. By using the touch gesture, it is possible to switch the Robot partner: iPhonoid-C. This figure shows the robot partner named "iPhonoid-C". "iPhonoid" is a series of robot partners based on iOS device. This robot is composed of smart device, micro-computer, motors, and body structure display from robot face to what the robot sees that is used for image processing. For the experiment, we define that all sensory signals scale from 0 to 1 as an output value ( Table 2) .
The values that the robot can handle are binary values that are convenient to use in model calculations.
Therefore, each sensor value is scaled to 0-1. For each sensor, parameters were set to express the robot's personality. For example, a gesture of "hand left right" is designed a negative emotion parameter. The robot has a configuration that it likes to be with people so that the emotional state of the robot is changed to a lonely Compass direction North to south
Battery status Battery level 0.0-1.0 B in,5
Fig. 4 The input information of touch interface. We used touch interface as the robot's sensory information. The touch information is recognized through the robot face area. The special command corresponds to the forehead and chin area emotional state when the distance goes away and a happy emotional state when the distance gets closer. For example, in terms of human distance parameter, the robot has scaling based on the distance between human and robot (maximum distance is 1.5 m, minimum distance is 0.1 m).
After scaling, these parameters are used to define C-E-B model of robot architecture. All of the sensory information is obtained in real time. In order to detect changes of the environment, the sensory information is updated every 0.5 s. Since all calculations are performed within the smartphone, the interaction is performed for 0.5 s intervals, but the updating speed of the sensor information will be adjustable according to the module configuration. For example, given a system resource, a term of at least 1 s may be given when there is no human being in the environment, and a lower term may be given to allow a smoother interaction if a person is detected. The sensor information has an attenuator, and when it is not activated for a certain period of time, the value falls to zero.
Verbal communication part
Given this modular structure, we proposed a verbal conversation system [37, 49, 50] that closely follows all the aforementioned properties, and discussed the structure of the conversation system based on the three utterance systems of iPhonoid related to different situations as illustrated in Fig. 5 . This conversation system consists of three parts as follows: Conversation Flow Utterance System (CFUS) extracts sentences from the previous patterns of conversation [49] . Sentence Building Utterance System (SBUS) is a grammatical rule based sentence building system developed to improve the conversation system, since the Conversation Flow Utterance System cannot reply questions [50] . Time Dependent Utterance System (TDUS) has a time parameter to select the utterance sentences based on the user schedule [37] . The robot system can control the amount of utterance based on the contents rules [51] .
In [52] , we used the concept of Informationally Structured Space (ISS) in order to store and provide environmental information. The concept of Informationally Structured Space can be used to share the information between robot partners. In this experiment, the usage status of the users using the two robots is stored and shared in the database. The robot interaction information with user is used as a criterion for judging whether or not there is an opponent. In this paper, we used this system in part. "Information pool" is defined as a subset of "Informationally Structured Space". This "information pool" is used as database to share the information e.g., utterance sentence, utterance time schedule, and utterance properties. The robot partly uses an ontology structure to share the information as robot's memory about Fig. 5 The structure of conversation system. Our proposed conversation system has three components such as Conversation Flow Utterance System (CFUS), Sentence Building Utterance System (SBUS) and Time Dependent Utterance System (TDUS). These components are related to different conversation situations according to human state interaction information (Fig. 6) . In this paper, we use domain ontology, which is a database concept to share information between multiple robots based on special knowledge area with effective knowledge. Information is stored and shared using the information pool of the robot's database. In order to interact with humans, it is necessary to have information about the gesture, which is necessary for interaction, and detailed information about the gesture. Therefore, we defined and used the concept of the database to write or read information as "information pool".
This concept can be scaled up to support a community for information sharing among humans by using robot partners. Figure 6 describes the relationship between robot partners, as well as the integrated modules within one robot partner. Based on this interconnected structure, robot partners are able to obtain knowledge of humans without having to be with them physically.
Emotional model for communication system
We discussed the robot's emotional models through various experiments [33, 35, 37] . Through these experiments, the structure of the emotion model has been established and the algorithm has been improved. The structure of emotional model is depicted in Fig. 7 . The normal state of the robot is defined as "Neutral". The robot has eight feelings as follows: Happy, Surprise, Angry, Disgust, Sad, Frightened, Fearful, Thrilling. This fully emotional model uses large fuzzy value. Medium fuzzy value uses four feelings such as "Happy", "Angry", "Sad" and "Fearful". Small fuzzy value uses only two feelings such as "Happy" and "Angry" (Fig. 7) .
The system concept: Cognitive-EmotionalBehavioral model
In order to develop a social robot, it is necessary to devise socially necessary components. In general, a person needs several components for human interaction, such as interacting, thinking, feeling, and taking action. As a definition of human attitude, it generates models by using affect, behavior, and cognition [53] , and emotion is also an important factor for human cognition [54] . In this paper, we focus on human cognition, emotion, and behavior in order to design a robot interaction system using verbal, nonverbal, and emotion models.
Cognitive-Emotional-Behavioral model
Human communication, not only for transfer the information, but has differences based on various factors and situations. The communication shape will be changed Fig. 6 The concept of information pool and robot structure. This figure shows the structure of robot partner system. This figure also shows the relationship of the robot system with other robots. The robot can share the information by using information pool with other robots based on the recognized information, emotional state, and physical conditions.
There are implicit rules of communication that are essential in order for the communication to feel natural. For example, the Cooperative principle of Grice spells out the implicit rules [55] . From a cognitive linguistic [56] point of view, language ability is considered to be included in the general cognitive ability of humans. Therefore, cognition occupies an important position in human conversation. Such human conversation is changed by emotions and sometimes expressed by behaviors. Thus, in this paper, we propose a robot system based on three parts existing in human beings: cognition, emotion, and behavior.
The purpose of this paper is to be able to conduct appropriate interaction with the environmental situation. Therefore, by having a C-E-B structure that imitates a human structure, it is an object to make a robot partner with different patterns according to a user or an environment.
Human cognitive processes include emotions and behaviors, and cognitive activities are determined according to emotion and behavior. Accordingly, these C-E-B components are closely related to each other. Therefore, we propose C-E-B model to change the interaction pattern of the robot. Researches in various fields are studying on human cognition, emotion, and behavior. Paper [53] has discussed how behavior and cognition affect to human beings related on attitude. Furthermore, therapists can categorize the details of cognition, emotion, and behavior for therapy of human [62] . Therefore, we considered the three components of the cognitive model to be important in understanding human interactions. Based on these researches, we have developed the basic structure to realize the cognitive model for robot partners that interact with humans. This cognitive model has a structure consisting of three components: cognition, emotion, and behavior.
These components can be linked to changes in emotion and behavior according to recognition of the external environment. Occasionally, emotional states change instinctively to survive, and behavior changes to quickly respond to changes in circumstances. The robot partner system uses calculation for the importance of each module with respect to the external input, and selects what is to be considered centrally. Depending on the result, the selection of module to be considered centrally will be different.
In this research, we use the C-E-B model to give a mode difference for human robot interaction. When we define each component, it is necessary to consider a wide range of aspects to apply the cognition part to the Fig. 7 The structure of emotional model. This figure shows the the emotional model structure. We use four pieces of predefined information in the emotional parameters robot. Therefore, in this research, we thought about the cognition of robot from the definition of cognitive linguistics. From the viewpoint of cognitive linguistics, it is considered that human language abilities are included in the general cognitive abilities. Hence, we used this idea to define a conversation module as cognitive component to realize the correlation among language, body, and mind. The emotion module discussed the influence of the utterance and behavior according to the calculation of the emotion model, and the behavior module discussed the generation of the gesture according to Laban's theory. When the conversation shows a dominant result, the robot focuses on the utterance system, and when the emotion becomes dominant, the robot expresses the emotional expression mainly. When the behavior becomes dominant, the robot mainly focuses on gestures as a behavior module for nonverbal communication.
Even if the same robot, the same interaction, and the same system are used, the robot will have personality. In this paper, we propose a robot partner system using C-E-B structure because it is thought that this personality is important for robots to adapt to the society. Furthermore, we propose how the robot partner uses this model based on the relationship of the three components in the C-E-B structure. Thus, we propose a three dimensional C-E-B structure for the interaction system (Fig. 8) .
Cognitive, Emotional, and Behavioral information is an important factor to establish a robot system similar to human structure [57, 58] . The robot used the result of the C-E-B levels for evaluation of current state by using the attitude model for each set of stimuli (Table 3) . Each level has a competitive relationship. The winner of stimuli information will be used to select the mode (cognitive or emotional or behavioral). We show the detailed explanation of equations for selecting the mode from "Implementation of C-E-B model for the robot partner".
This model structure has three subsystems in order to change robot communication modes based on the meaning of sensory information parameters. We categorized the sensor values into cognitive, emotional, and behavioral categories, depending on which sensors are closely related to cognition, emotion or instinctive behavior. These categorized sensor values are shown in Table 1 . Table 3 is used as a selection criterion. These pieces of information compete and the winner subsystem is used for robot interaction.
As aforementioned properties, certain properties need hold for human communications. Table 3 explains our C-E-B approach. One can refer to Table 3 on the construction of our robot architecture for C-E-B model based on human properties.
Implementation of C-E-B model for the robot partner
We explain the C-E-B model based on the three modules, namely, cognitive, emotional and behavioral module. In this model, we use several sensory signals from the smart device such as human gesture, touch information, touch finger radius, human detection, human distance, color information, smile state, gender information, racial information, proximity sensor status, input sound magnitude, shake motion, compass direction, battery state (Table 2) .
In order to give personality to the robot partner, we set a preference to have a preference according to the direction. In this experiment, after setting the direction to the south and north, the closer to the south, the closer to the maximum, and the closer to the north, the lower the parameter.
Each sensory information can be divided into three category (C in,i , E in,i , and B in,i ), where in is the input value from sensory information; i is sensory information number for (Table 1 ). In the table, rational factor has related on the cognitive side and instinctive factor has related on the behavior side. Internal information such as the internal state of the robot (excluding emotionally induced state) is dealt with by behavioral mode (instinctive category). Behavioral mode is mainly implemented physically through the robot body. Cognitive mode is related to the human cognition from external information. External information such as the environmental state is processed by cognitive module (rational category). External information is more on environmental knowledge, which does not concern emotions. Contrary to that, certain external information induces emotions, which we termed as instinctive information. Emotional mode is related to the internal state from robot personality, e.g., what color is interested, difference of gender information (emotional category). Each mode has its field of control, where cognitive module deals with utterances, emotional module handles the robot emotional state, and the behavioral modules handles how the robot will react.
The sensory information uses the coefficient of decrease. We defined weight parameter to realize the matrix of robot personality. In Eq. (3) the matrix is composed of a i,j for the robot personality matrix. Equation (1) is part of the control sensory input information. This part is used to define mode parameter of C-E-B. Then each parameter is scaled to make a C-E-B weight. This matrix corresponds to the part of the weight parameter, which can change the behavior of the robot. The system calculates the average of sensory signal values for each parameter as shown in Eq. (1):
(1)
where P C , P E , and P B are the parameter of cognitive, emotional, and behavioral module, respectively. These parameters are used to calculate parameters α, β, and γ as shown in Eq. (2).
where α, β, and γ are cognitive, emotional, and behavioral weight, respectively, to be used in the ternary diagram illustrated in Fig. 1 . The coordinates of (α, β, γ) are shown as weight points in the triangle. These weight points show the robot's characteristic applied to calculate the following equation:
where a i,j is matrix parameter for robot personality. In order to uniformly present the P C , P E , and P B values according to the respective input information, weight value is not given in Eq. (1). As a result, these input values are converted to alpha (α), beta (β), and gamma (γ).
These three values are used as output values by applying the matrix related to the weights (a i,j ) in Eq. (3). The parameters are shown in Table 4 . The parameters in Table 4 define the robot's personality. The robot's output will be changed by using different parameter, for example, in different environment. The structure of the system can adopt for a variety of people by changing these parameters which are generated through trial and error to define the robot's personality.
(2) Table 3 The approach of Cognitive, Emotional, Behavioral structure
Item Contents
Cognitive approach It uses mainly cognitive stimuli based on the robot's sensory information. This mode uses limited emotional state for human robot interaction, it is similar to the human's poker face mode. Therefore, facial expression usually uses small level. At this time, robot gesture meaning is defined as "behavior"
Emotional approach It uses mainly emotional stimuli. This mode uses more rich emotional state for human robot interaction. At this time, robot gesture meaning is defined as "action"
Behavioral approach It uses mainly behavioral stimuli. This mode mainly consider gestural expression. For example, when human says greeting to robot, the robot usually used gesture rather than speech. It considers bigger robot gestures than the cognitive and emotional approaches based on sensory information. At this time, robot gesture meaning is defined as "act"
The results from Eq. (3) are used in Eq. (4) to select the main mode from C, E, and B.
Communication and interaction will have various effects on the C-E-B model, where the most dominant module is selected by Eq. (4). However, in the interaction with human, all modules are used, not only the dominant one, using a simple fuzzy rule based approach. We distinguish three fuzzy membership functions to describe the degrees of the C, E, and B modules, as presented in Fig. 9 .
The membership functions form a Ruspini partition with u, v, and w parameters as can be seen in Fig. 9 . In this paper, the parameters are set as follows: u = 0.2, v = 0.3, w = 0.5 . The fuzzy rules for each module (C, E, and B) are presented in Table 5 . After the calculation of C, E, and B values by Eq. (3), these values are used in the antecedent part of the fuzzy rules shown in Table 5 . Based on these rules the robot's output is generated. The output generation rule has a criterion for each C, E, and B. The C has
three different magnitudes based on the control of utterance quantity. The E has three different magnitudes based on the range of emotional states. Finally, the B has three different magnitudes based on the LMA gesture level.
Apart from current sensory information, human's personalized information such as their age, birth place, etc (in Table 7 ) will also be taken into account during interaction. Based on the result inferred from the stated information, winner-take-all rule will be used to select the mode. Regardless of the winning mode, loose-coupling between the two modules dealing with the two losing modes will occur as well to assist during interaction. For example, the winner mode takes a large value, and the other two modes have a smaller value than the winner mode based on Table 5 .
In the robot emotional state, the normal state of the robot is defined as "Neutral". The robot has eight feeling expressions as follows: Happy, Surprise, Angry, Disgust, Sad, Frightened, Fearful, Thrilling (Fig. 10) . This complete emotional model is used in Emotional winning state situation (if O = E). Cognitive and Behavior state based modes use different configuration based on the level, Small, Medium, or Large (Table 5) . Thus, the robot could have different interaction patterns based on external and internal information. We used C-E-B parameters to make a ternary diagram to impose social constraints on the robot.
Experimental results
In this section we present the experiment using the proposed robot partner system by integration proposing a modular structure of cognitive model by using C-E-B relation. In this experiment, "The difference of interaction style by C-E-B model" explains how human-robot interaction styles are changed by using C-E-B model consisting of three modules, and "Interaction results" shows an example of human-robot interaction with different user attributes about age, gender, and hometown. The interaction style is one on one for human-robot interaction. In this experiment, information of age and hometown is retrieved using a smart device what we previously inputted for the calculation of the C-E-B model and gender information is used from sensory information as shown in Table 2 . The detailed parameters used in this experiment are shown as follows: two different gender parameters, four age level parameters, parameters about 14 cities in Korea, parameters about 19 cities in Japan. These parameters are used to apply the difference of interaction according to age, gender, and hometown.
All parameters are obtained and tested by using trial and error method. The other information about utterances and utterance properties will be given by information pool from the database for conversation as shown in Fig. 6 . The utterance properties consist of the utterance sentences ID, the number of selections, time, relationship parameters, and scenario ID [50] . "The difference of interaction style by C-E-B model" shows the situation of interaction in terms of sensory information flow and its modulation on conversation.
The difference of interaction style by C-E-B model
This section shows experimental results of cognitive, emotional, behavioral statement changes based on sensory information. We explain the change of robot interaction according to the C-E-B model by sensory information from the smart device. The sensory information as shown in Fig. 11 represents the change of sensory information about the entire interaction with the robot as shown in Fig. 12 . Using Eqs. (1) and (2), the appropriate values of α, β, and γ will be calculated. The values of these pieces of sensory information by using Eq. (2) are shown in Fig. 12a . Hence, the robot's interaction style is decided based on the parameters:α, β, and γ. We can see, that the order of the winner parameters is γ, α, then β in Fig. 12a . In this experiment, the process is divided into three parts. Figure 12(i) shows the experimental environment. The robot stands alone. From the start, the robot used personal information by Table 7 for human personal information to initial interaction. Human personal information consists of age and hometown information. Gender information is obtained by gender classification by using robot camera image information. These parameters are used as the stimulus of C-E-B for robot.
In Fig. 12 (ii), the human approaches the robot for interaction. The mode is changed from behavioral mode to cognitive mode as the sensory information updated. The cognitive mode focuses on robot utterance control rather than gesture as shown in Table 1 . Here, the robot gesture level is selected as a low LMA gesture level (Table 5) to produce a small behavior output. In Fig. 12(iii) , the robot C-E-B mode is changed from cognitive to emotional mode by the human gesture recognition. As a result, the robot emotion is emphasized. Therefore, the robot emotional expression is bigger than in cognitive mode. Thus, given the sensory information, the appropriate robot mode will be selected. The results by using Eq. (3) is illustrated in Fig. 12b . The winner of results is used to select the mode. The percentage of the mode change is shown in Table 6 .
In this case, the lowest case of mode change is only 9% from emotional state to cognitive state. In other words, when the robot is in an emotional state, it can be seen, that it mainly takes action more on behavior mode rather than change to cognitive mode (It seems like emotion is closely related to human behavior [59] ). Hence, the robot partner's C-E-B mode selection based on the stimuli information by Eq. (4) is illustrated in Fig. 13 .
In this way, the robot partner could change its own mode based on the human's personal information and human-robot interaction style. Therefore, when the robot interacts with human, the value of the C-E-B mode changes according to the internal change of the robot. We show more detailed results in "Interaction results" based on these sensory information results.
Interaction results
In this section, we describe example of human-robot interactions using the C-E-B model. We prepare robot partners "iPhonoid-C" and "iPhonoid-D" to interact with human. The "iPhonoid-D" is the follow-up model from "iPhonoid-C", which is an attempt to consider cultural background in design [60] . The robots have the same degrees of freedom and basic structure to show the gesture, and the appearance of robot has been designed differently according to the developer. The information of the user is different based on information of each other. The experiment process is shown in Fig. 14 . When a human is detected by using the camera information of the robot, the human-robot interaction starts. The human-robot interaction continues until the human leaves the robot.
We have interacted with these robot partners in the experimental environment shown in Fig. 15 . Figure 15a , b show the environment of interaction with iPhonoid-C and iPhonoid-D, respectively. Each robot interacts with a human in a different room. The two robots shared information by the database server. In other words, they can share the information such as interaction state from different robot by using the concept of "information pool". In this experiment, the HS10 of Table 8 provides information on whether or not the male user is interacting with robot according to the question of the female user. To exhibit gender preferences and how they influence communication, experiment is performed with both human genders by using iPhonoids. The personal input Table 7 . Age and hometown information is previously saved in the smart device. Gender information can be determined by the robot through real-time classification.
The conversation results are shown in Tables 8 and 9 . In each table, the contents of the human and robot utterances, the utterance system mode, emotional state of the robot, and the state of the C-E-B mode are displayed according to the interaction situation by HS number. HS denotes Human Sentence (HS), where each HS has their corresponding replies of human-robot interaction. The change of the emotional state of the robot is shown separately in Fig. 16 . The number on X-axis in Fig. 16 is HS steps which is the same as the result of experiment in Tables 8 and 9 .
In the experiment of iPhonoid-C part as shown in Table  8 , the emotion of the robot changes at "HS8" to "Happy", because the robot's emotional state is changed by the parameter influenced using "happy" word in the human sentence. In HS10, the robot confirms whether user's acquaintance is with the robot, and the robot performs confirmation using the information obtained through the database to know whether another user is logged in or not. The C-E-B mode change is different based on the age, gender, hometown, and sensory information (Table 7 ).
In the experiment of iPhonoid-D part, the robot emotional state was more actively changed than in the female user situation, because the emotional tendency of the robot is designed to prefer women more. Therefore, the personality of the robot became like a male. Especially, when the robot is in an angry emotional state in HS24 of Table 9 , the C-E-B mode is changed to the cognitive mode, and the expression pattern is changed.
The percentage of C-E-B is different based on the human personal information as shown in Table 7 . Robot systems show results that vary according to gender and interaction style. In the case of iPhonoid-C, there was no cognitive mode, but in iPhonoid-D, the usage rate of emotional module was strong, but the use of cognitive module appeared. It would have made decision by using C-E-B model.
The emotional results of female user (iPhonoid-C) mainly showed such as "Neutral" and "Happy" (more positive emotional change), and the emotional results of male user shows two more additional different emotional states such as "Surprise" and "Angry" (Fig. 16 ).
Discussion

Methodology of system design by smart device
In this paper, we proposed a modular cognitive model of "iPhonoid". This robot system design has some benefits as follows.
• Hardware structure The robot partner is divided into two hardware parts such as smart device and body structure. Smart device part is responsible for robot soft system such as sensory information, conversation, and others. The robot also has facial expression and touch interaction by using touch screen. This Table 7 The experiment results by gender difference: the percentage of mode during interaction robot system already has a telecommunication companies network based on the smart device. Thus, the robot can support the information anytime and anywhere. Body structure part is responsible for the body movement. The robot body was made by 3D printer. The drawing of robot part can be shared and made for various robot designs by the user. Therefore, the hardware design can be configured more freely. For example, "iPhonoid-D" is a modified design from "iPhonoid-C" in order to realize a personalized design.
• Software system We can easily design a robot system according to purpose by using software such as verbal and nonverbal communication, and emotion model based on C-E-B model. The robot can use various embedded sensory information for perception by smart device without any additional cost. In this paper, we defined fourteen sensory information to control the robot's C-E-B mode. Thus, the robot has various interaction differences by user and environmental information.
The design of social robot by C-E-B model
The social robot needs to know the human's communication system and rules. Therefore, we consider robot design inspired by human structure of cognition, emotion and behavior. Especially, psychologist consider human model of the relation about cognitive, emotion, behavior [61, 62] . Thus, in this paper, we proposed the C-E-B model based on modularization, cognitive and emotion theory and system theory for robot partner system design. In our previous research, we could see that participants of experiment interacted with robot like a child [38] . Therefore, we could consider that the robot design needs to correspond to the design of the human system. Hence, we proposed the usage of the C-E-B model by the robot's hardware and software. Even with similar robot system, the robot's interaction will vary according to differences in C-E-B model, which provides a variety of interaction. Therefore, by introducing the C-E-B model, it is possible to realize a robot with various characteristics such as a talkative 
Conclusions and future work
The robot partner can change its individuality based on the C-E-B model, and it can adapt to a personal partner. A social robot should understand many situations of human's life. Then, the robot can closely coexist with human as a partner. Consequently, we proposed a C-E-B model by mimicking human cognition, emotion, and behavior to realize a social robot. For the future work, we will solve and develop the following situations, which have not been solved in this paper. First, we show the change of communication according to the mood of the robot, but it can be seen that there is not a big difference compared to the expression of gesture and emotion due to the nature of communication. Therefore, we will consider how we can improve the communication system by emotional-based human-like utterance database for natural communication based on C-E-B model. Next, in the control of the C-E-B model, only the information of the smart device was used. However, in order to apply a more natural interaction pattern, information is considered using various sensors not robot but environment. Next, during the experiment, the subjects of the contents that are not related to the contents of human speech are also spoken. Therefore, as a future work, we will improve the service to be suitable for the environment according to the conceptualization of the meaning using the ontology concept so that the communication with human is related. Next, in order to develop and use the robot, it is important to set the basic parameters of the robot and the content suitable for the situation to be used. Therefore, it is necessary to set the parameters in accordance with each user purpose such as a restaurant or an elderly facility. Hence, we need to collect these parameters, and the parameters can be chosen according to the user's purpose. We will develop a system that changes parameters based on human gestures or utterance patterns. In order to utilize not only the person who develops the robot but also the robot to design the contents of the robot, the C-E-B parameter is set so that a system capable of developing contents suitable for the situation will be considered. Finally, in order to apply higher-order human cognition, which has more detailed and detailed meaning, we need to consider improvement and necessity of robot cognitive model.
