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This paper discusses nonnegativity and positivity concepts and related properties for the
state and output trajectory solutions of dynamic linear time-invariant systems described
by functional diﬀerential equations subject to point time delays. The various nonnegativ-
ities and positivities are introduced hierarchically from the weakest one to the strongest
one while separating the corresponding properties when applied to the state space or to
the output space as well as for the zero-initial state or zero-input responses. The formu-
lation is ﬁrst developed by deﬁning cones for the input, state and output spaces of the
dynamic system, and then extended, in particular, to cones being the three ﬁrst orthants
each being of the corresponding dimension of the input, state, and output spaces.
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reproduction in any medium, provided the original work is properly cited.
1.Introduction
Positive systems have an important relevance since the input, state, and output signals in
many physical or biological systems are necessarily positive [1–19]. Therefore, important
attention has been paid to such systems in the last decades. For instance, an hydrological
system composed of a set of lakes in which the input is the inﬂow into the upstream lake
andtheoutputistheoutﬂowfromthedownstreamlakeisexternallypositivesystemsince
the output is always positive under a positive input [8]. Also, hyperstable single-input
single-output systems are externally positive since the impulse response kernel is every-
where positive. This also implies that the associated transfer functions (provided they are
time invariant) are positive real and their input/output instantaneous power and time-
integral energy are positive. However, hyperstable systems of second and higher orders
are not guaranteed to be externally positive since the impulse response kernel matrix is2 Journal of Inequalities and Applications
everywhere positive deﬁnite but not necessarily positive [19]. The properties of those sys-
tems like, for instance, stability, controllability/reachability or pole assignment through
feedback become more diﬃcult to analyze than in standard systems because those prop-
erties have to be simultaneously compatible with the nonnegativity/positivity concepts
(see, e.g., [7–13, 18]). Nonnegativity/positivity properties apply for both continuous-
time and discrete-time systems and are commonly formulated on the ﬁrst orthant which
is an important case in applications [7–15, 18, 20]. However, there are also studies of
characterizations of the nonnegativity/positivity properties in more abstract spaces in
t e r m so ft h es o l u t i o n sb e l o n g i n gt oa p p r o p r i a t eK-cones [3–6]. On the other hand, posi-
tive solutions of singular problems including nonlinearities have been studied in [1, 14].
In particular, positive solutions in singular boundary problems possessing second-order
Caratheodory functions have been investigated in [1]. In [2], the property of total pos-
itivity is discussed in a context of constructing Knot intersection algorithms for a given
space of functions. Also, eigenvalue regions for discrete and continuous-time positive
linear systems have been obtained in [13] by using available information on the main
diagonal entries of the system matrix while the absolute stability of discrete-time positive
systems has been investigated in [17] when subject to unknown nonlinearities within a
c l a s so fd i ﬀerential constraints with related positivity properties. Also, the properties of
controllabilityandreachabilityaswellasthestabilityofpositivesystemsusing2Ddiscrete
state-space models and graph theoretic formalisms have been studied in the literature
(see, e.g., [7, 9, 10, 12, 20, 21]). The reachability and controllability as well as the related
pole-assignment problem have been also exhaustively investigated for continuous-time
positive systems (see, e.g., [7, 13, 22–24]).
On the other hand, many dynamic systems like, for instance, transportation and sig-
nal transmission problems, war-peace models, or biological models (as the sunﬂower
equation or prey-predator dynamics) possess either external delays; that is, either in the
input or output, or internal ones, that is, in the state. The properties of the above sec-
o n dk i n do fs y s t e m sa r em o r ed i ﬃcult to investigate because of their inﬁnite-dimensional
nature [21, 25–36] although they are very important in some control applications like,
for instance, the synthesis of sliding-mode controllers under delays [21, 25, 26]. The
analytic problem becomes more diﬃcult when delays are distributed or time varying
[30, 31, 33, 36]. Positive systems with delays in both the continuous-time and discrete-
time cases have been also investigated (see, e.g., [37–39]). Small delays are often intro-
duced in the models as elements disturbing the delay-free dynamics, rather than in pa-
rameterizedform,andtheireﬀectisanalyzedasadynamicperturbationofthediﬀerential
system. Associate techniques simplify the analytical treatment but the obtained solutions
are approximate. The use of disturbing signals on the nominal dynamics is also common
in control theory problems involving the use of backstepping techniques or the synthesis
of reduced-order controllers (see, e.g., [40, 41]). However, a direct inclusion of the delay
eﬀect on the dynamics leads, in general, to tighter calculus of the solution trajectories,
[21, 25–36].
The main objective of this paper is to study the nonnegativity/positivity properties
of time-invariant continuous-time dynamic systems under constant point delays. Since
generalizations to any ﬁnite number of commensurate or incommensurate point delaysM. De la Sen 3
from the case of only one single delay are mathematically trivial, a single delay is con-
sidered for the sake of simplicity. The formulation is ﬁrst stated in K-cones deﬁned for
the input (which is admitted to be impulsive and to possess jump discontinuities), state
and output spaces which are proper in general although some results are either proved or
pointed out to be extendable for less restrictive cones. In a second stage, particular results
are focused on the ﬁrst orthant Rn
+ of Rn since this is the typical characterization of non-
negativity/positivity in most of physical applications. The main new contribution of the
paper is the study of a hierarchically established set of positivity concepts formulated in
generic cones for a class of systems subject to point delays. The positivity properties in-
duceaclassiﬁcationofthesystemathandinvolvingadmissiblepairsofnonnegativeinput
and zero initial conditions. In that way, the systems are classiﬁed as nonnegative systems
(admittingidenticallynullcomponentsorinputandoutputs)andpositivesystemswhich
possess at least one of its relevant components positive for all time. The above classiﬁca-
tion is reﬁned as strong positive systems with all its relevant components being positive
for the zero-input or zero-state cases and weak positive systems which are positive for ei-
ther the zero-input or zero-state cases. Finally, strict (strict strong) positive systems have
alltheirrelevantcomponentsbeingpositiveforanyadmissibleinput/initialstatepair(for
the zero-input or zero-state admissible pairs). For these systems, all input/output com-
ponents become excited (i.e., they reach positive values) for any admissible input-output
pairs. The above concepts are referred to as external when they only apply to the output
components for identically zero initial conditions.
Notation.
(1) Rn
+ ={ z = (z1,z2,...,zn)T ∈ Rn : zi ≥ 0}; Rn
− ={ z = (z1,z2,...,zn)T ∈ Rn : zi ≤ 0}
are subsets of Rn (R being the real ﬁeld) relevant to characterize nonnegativity
and nonpositivity, respectively. Z, Z+ and Z− are the set of integers, nonnegative
integers and negative integers, respectively.
(2) The set of linearoperators Γ from the linearreal space X tothe linearreal spaceY
is denoted by L(X,Y)w i t hL(X,X) being simply denoted as L(X). The set of n×
m real matrices belongs trivially to L(Rn,Rm) and a matrix function F :I∩R+ →
L(Rm,Rn) is simply denoted by F(t) ∈ Rn×m,f o ra l lt ∈ I, since F :I → Rn×m.
(3) The space of truncated real n-vector functions Ln
qe(R+,Rn)i sd e ﬁ n e df o ra n y
q ≥ 1a sf o l l o w s :f ∈ Ln
qe(R+,Rn)i fa n do n l yi fft ∈ Ln
q(R+,Rn)f o ra l lﬁ n i t et ≥ 0
where ft :[ 0 ,∞) → Rn is deﬁned as ft(τ) = f (τ)f o ra l l0≤ τ ≤ t and ft(τ) = 0,
otherwise and Ln
q(R+,Rn) ={ f :[ 0 , ∞) → Rn : ∃ f  q =
(
 ∞
0 (f T(τ)f (τ))qdτ)1/q < ∞} is the Banach space (being furthermore a Hilbert
spaceifq =2)ofrealq-integrablen-vectorfunctionson R+,endowedwithnorm
 f  q,theassociateinnerproductbeingdeﬁnedaccordingly.Furthermore,deﬁne
Ln
tq

R+,Rn
=

f :[0,∞) −→ Rn : ∃ f  tq =
 ∞
0

f T(τ)f(τ)
qdτ
1/q
< ∞
	
,
for any given t<∞
Ln
qe

R+,Rn
=

f :[0,∞)−→ Rn : ∃ f  tq=
 ∞
0

f T(τ)f (τ)
qdτ
1/q
< ∞, ∀t<∞
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Ln
t∞

R+,Rn
=

f :[0,∞) −→ Rn :ess S up
0≤τ≤t∈R+

 
f(τ)

 

E

< ∞
	
for a given t<∞,
Ln
∞e

R+,Rn
=

f :[0,∞) −→ Rn :ess S up
0≤τ≤t∈R+

 
f(τ)

 

E

< ∞, ∀t<∞
	
,
Ln
∞

R+,Rn
=

f :[0,∞) −→ Rn :essS up
t∈R+

 
f (t)

 

E

< ∞
	
(1.1)
with  f (t) E denoting the Euclidean norm for any t ∈ R+. Note that from the
standard deﬁnition of the essential supremum  f (t) E ≥ essSupt∈R+( f (t) E)
for t ∈ BD(f ) ∪UBD(f), where BD(f )a n dUBD(f )a r es u b s e t so fR+ of ﬁ-
nite cardinal where  f (t) E is bounded and unbounded (i.e., it is impulsive
within UBD(f )), respectively. In other words, f (t) is bounded on BD(f )a n d
impulsive on UBD(f ). Both BD and UBD have zero Lebesgue measures con-
sidered as subsets of R and may be empty implying that the essential supre-
mum equalizes the supremum. Thus, g : R+ → Rn deﬁned by g(t) = 0, for all
t ∈ R+/(BD(f )∪UBD(f )) and g(t) = f (t)( = 0), for all t ∈ BD(f )∪UBD(f ),
for all f ∈Ln
∞(R+,Rn) has a support of zero measure.
(4) Cn(q)(R+,Rn) is the space of q-continuously diﬀerentiable real n-vector functions
on R+ for any integer q ≥ 1, Cn(0)(R+,Rn) is the set of continuous real n-vector
functions on R+ and Cn×n(Rn×n)a n dCn×n(q)(R+,Rn×n) are, respectively,the sets
of square real n-matrices and that of q-continuously diﬀerentiable square real
n-matrix functions on R+.R e a ln-matrices and real n-matrix functions are also
in the sets of linear operators on Rn, L(Rn). Similarly, the notations Cn×m(Rn×m)
andCn×m(q)(R+,Rn×m)apply“mutatis-mutandis”forrectangularrealn×mma-
trices and matrix functions.
(5) The simpliﬁed notations Ln
qe, Ln
tq, Ln
q, Ln
∞, Ln
t∞ and Cn(q) are used for Ln
qe(R+,Rn),
Ln
tq(R+,Rn),Ln
q(R+,Rn),Ln
∞(R+,Rn),Ln
t∞(R+,Rn)andCn(q)(R+,Rn),respectively,
since no confusion is expected. If n = 1, then the n superscript in the spaces of
functions of functions are omitted.
(6) U(t) is the Heaviside (unity step) real function deﬁned by U(t) =1f o rt ≥ 0a n d
U(t) = 0, otherwise; and In denotes the n-identity matrix.
(7) {0n} is the set consisting of the isolated point 0 ∈ Rn.A n ys u b s e tq of ordered
consecutive natural numbers is deﬁned by q ={1,2,...,q}.
(8) A set K ⊆ Rn of interior K0 and boundary (frontier) KFr which is identical to all
ﬁnite nonnegative linear combinations of elements in itself is said to be a cone.
If K is convex then it is a convex polyhedral cone since it is ﬁnitely generated.
(9) The notation f :D o m (f ) → K ⊆ Rn (K being a cone) is abbreviated as f ∈
K. Then, if Dom(f) ⊆ R+,D o m ( g) ⊆ R+,t h e nf ∈ K, g ∈ K ,(f ,g) ∈ K ×K 
mean f (t) ∈ K, g(τ) ∈ K ,( f(t),g(τ)) ∈ K × K ,f o ra l lt ∈ Dom(f ), for all
τ ∈ Dom(g)i fK ⊆ Rn and K  ⊆ Rn  are cones. Simple notations concerningM. De la Sen 5
cones useful for analysis of state/output trajectories of dynamic systems are

an

∈K ⇐⇒ a ∈K ⊆ Rn;

an

= f ∈ K ⇐⇒ ∃t ∈Dom(f):f (t) =a,

an

 = f ∈ K ⇐⇒ ¬ ∃t ∈Dom(f):f (t) =a ⇐⇒ f (t)  = a, ∀t ∈Dom(f )
(1.2)
for any f :Do m(f) → K ⊆ Rn.
The simpliﬁed notation X/{0n} :={0n  = x ∈ X} will be used
2.Dynamicsystem withpointdelays
Consider the linear time-invariant system (S) with ﬁnite point constant delay h ≥ 0d e -
scribed in state-space form by
(S)
˙ x(t) = Ax(t)+A0x(t −h)+Bu(t), (2.1)
y(t) = Cx(t)+Du(t), (2.2)
x(t) ∈ X ⊆ Rn, u(t) ∈ U ⊆ Rm and y(t) ∈ Y ⊆ Rp are, respectively, the state, input, and
outputrealvectorfunctionsintherespectivevectorspacesX,U,andYforallt ≥ 0.A,A0,
B, C,a n dD are real matrices of dynamics, delayed dynamics, input, output, and input-
output interconnections, respectively, of appropriate orders and then linear operators
in L(Rn) ≡ L(Rn,Rn),L(Rn),L(Rm,Rn),L(Rn,Rp), and L(Rp), respectively. The system
(2.1) is assumed to be subject to any function of initial conditions ϕ ∈ IC([−h,0],Rn)
which is of the form ϕ(t) = ϕ(1)(t)+ϕ(2)(t)+ϕ(3)(t), where
(1) ϕ(1) :[ −h,0]→ Rn
+ is a piecewise continuous real n-vector function,
(2) ϕ(2) :[ −h,0]→ Rn
+ has bounded discontinuities on a subset of zero measure of
[−h,0]; that is, it consists of a ﬁnite set of bounded discontinuities so that it is of
support of zero measure,
(3) ϕ(3) :[ −h,0]→ Rn
+ is either null or impulsive of the form ϕ(3)(t) =
N3
i=1ϕiδ(t −
ti)w i t hti ∈ [−h,0) being an ordered set of real numbers, ϕi ∈ Rn
+ with i ∈ N3
(N3 being ﬁnite) and δ :[ −h,0]→ Rn
+ is a Dirac distribution centred at t =0.
Then, IC([−h,0],Rn) is an admissible set of initial conditions. If u ∈ Lm
qe(R+,U)f o ra n y
integer q ≥ 1 then a unique solution x ∈ Cn(1)(R+,Rn) is proved to exist for any ϕ ∈
IC([−h,0],Rn) and any input space U ⊆ Rm. The following result holds.
Theorem 2.1. The state trajectory solution of (2.1)i si nCn(1)
∩Ln
∞e and unique on R+ for
any ϕ ∈ IC([−h,0],Rn) and any u ∈ Lm
qe for any real constant q ≥ 1.S u c has o l u t i o ni s
deﬁned explicitly by any of the two identical expressions below for all t ∈ R+:
x(t) = eAt

x0+
 0
−h
e
−A(τ+h)A0ϕ(τ)dτ+
 t−h
0
e
−A(τ+h)A0x(τ)dτ+
 t
0
e
−AτBu(τ)dτ

(2.3)
= Ψ(t,0)x0+
 0
−h
Ψ(t,τ)A0ϕ(τ)dτ+
 t
0
Ψ(t,τ)Bu(τ)dτ, (2.4)
where x(0) = ϕ(0) = x0, eAt ∈ Rn×n is an n ×n real matrix function (and also an oper-
ator in L(Rn),f o ra l lt ∈ R) ,w h i c hi saC0-semigroup of inﬁnitesimal generator A and6 Journal of Inequalities and Applications
Ψ: R×R → L(Rn) is a strong evolution operator which satisﬁes
˙ Ψ(t,τ) =
dΨ(t,τ)
dt
= AΨ(t,τ)+A0Ψ(t −h,τ) (2.5)
for all t ≥τ ≥0 with ψ(t,t) = In for t ≥0 and ψ(t,τ) = 0 for τ>t , which is uniquely point-
wisely deﬁned for all t ≥ τ ≥ 0 by
Ψ(t,τ) = eA(t−τ)

In+
 t
τ+h
e
−AσA0Ψ(σ −h,τ)dσ

. (2.6)
Proof. Since ϕ ∈ IC([−h,0],Rn) is a function of initial conditions, deﬁne the segment of
state-trajectorysolutionx[t] :[t −h,t] → Rn on[−h,0]asx[0] ≡x(t) =ϕ(t)fort ∈[−h,0]
with x(0) = ϕ(0) =x0. Equation (2.3)i si d e n t i c a lv i as u c had e ﬁ n i t i o nt o
x(t) = eAtx0+
 t
0
eA(t−τ)
A0x(τ −h)+Bu(τ)

dτ (2.7)
after joining the second and third right-hand side terms into one and converting the
integral within the interval [−h,t −h] into one on [0,t] with the change of integration
variableτ →τ +h.Takingtime-derivativeswithrespectto“t,”thenonegetsdirectlyusing
(2.7)a g a i n :
˙ x(t) = A

eAtx0+
 t
0
eA(t−τ)
A0x(τ −h

+Bu(τ)

dτ

+A0x(t −h)+Bu(t)
= Ax(t)+A0x(t −h)+Bu(t)
(2.8)
which is identical to (2.1). Thus (2.7), and then (2.3), satisfy (2.1) for the given initial
conditions. Note that all the entries αij : R+ → R; i, j ∈ n of eAt = (αij)(t)a r ei nLqe for
any ﬁnite p ≥1 since they are of exponential order. The following cases can occur.
(a) u ∈ Lm
qe for some ﬁnite q>1. Since eAt is of exponential order, αij ∈ Lse for
s = q/(q−1);i, j ∈nandalsofrom(2.6)Ψij :t ×[0,t] →Lse ∩L∞e;i, j ∈ nwhere
Ψ(t,τ) = (Ψij(t,τ)) is also of exponential order. Since 1/q+1/s= 1, H¨ older’s in-
equalitymightbeappliedtoget(Ψ(t,τ)Bu(τ))∈Ln
e implying(
 t+
0 Ψ(t,τ)Bu(τ)dτ)
∈ Ln
∞e for any ﬁnite t ≥ 0 since the integrand is bounded and the integral is per-
formed on a ﬁnite interval.
Also, (Ψ(t,0)x0+
 0
−hΨ(t,τ)A0ϕ(τ)dτ) ∈ Ln
∞e, since
 t+
0
Ψ(t,τ)Bu(τ)dτ =
 t+
0
Ψ(t,τ)Bu(τ)dτ+γu(t)
N+(t) 
i=1
Ψ

t,tui

Bu

tui


(2.9)
withtheindicatorfunctionγu(t) =0ifu(t)isnotimpulsivein[0,t]andγ(t) =1,
otherwise, with N−(t), N+(t) ≥ N−(t) being ﬁnite positive integers and tui (i ∈
N
−(t), i ∈ N
+(t))areorderedsetsofrealnumbersin(0,t)and(0,t],respectively,M. De la Sen 7
with u(t) = u(t)f o ra l lt  =tui;a n d
 0
−h
Ψ(t,τ)A0ϕ(τ)dτ
=
 0
−h
Ψ(t,τ)A0

ϕ(1)(τ)+ϕ(2)(τ)

dτ+γϕ(t)
N3 
i=1
KiΨ

t,ti

A0
 (2.10)
with the indicator function γϕ(t) = 0i fϕ(t) is not impulsive in [−h,0) and
γϕ(t) = 1, otherwise. Then, x ∈ Cn(1)
∩Ln
∞e from (2.4). Finally, since (2.1)i sa
linear time-invariant diﬀerential system, it satisﬁes a locally Lipschitz condition
over any subinterval of R+ so that uniqueness of the state trajectory follows on
such an interval. By iterative construction of the whole trajectory by joining tra-
jectory segments with x(t) ≡ ϕ(t) t ∈ [−h,0] the state-trajectory uniqueness on
R+ follows.
(b) u ∈Lm
∞e (i.e., q =∞). Then, from (2.6)t oΨij :t ×[0,t] → L1e ∩L∞e for any ﬁnite
t ≥0s ot h a tx ∈Cn(1)
∩Ln
∞e. The remaining of the proof follows as in (a).
(c) u ∈Lm
1e (i.e., q =1). Then, Ψij :t ×[0,t] →L∞e and s =∞so that x ∈ Cn(1)
∩Ln
∞e.
The remaining of the proof follows as in (a). 
Since Lm
1e ∩Lm
∞e ⊂Lm
qe for any q ≥ 1, the following result follows from Theorem 2.1.
Corollary 2.2. The state trajectory solution of (2.1)i si nCn(1)
∩Ln
∞e and unique on R+ for
any ϕ ∈ IC([−h,0],Rn) and any u ∈ Lm
1e ∩Lm
∞e.
Note that Theorem 2.1 gives the solution in a closed form based either in a C0-
semigroup eA(·) of generated by the inﬁnitesimal generator A or in a strong evolution op-
erator Ψ(·,·). The ﬁrst one is familiarly known in control theory as the state-transition
matrix which is a fundamental matrix of the delay-free diﬀerential system ˙ z(t) = Az(t).
The internal delayed state contributes to the solution as a forcing term which is super-
posed to the external input for all time. The second version of the solution is obtained
through a strong evolution operator. In this case, the delayed dynamics only contribute
to the solution through the interval-type initial conditions. The expression (2.6)r e ﬂ e c t s
the fact that the strong evolution operator depends on both the delay-free and delayed
dynamics and then removes the direct inﬂuence of the delayed dynamics in the solution
(2.4)f o ra l lt>0 while the state-transition matrix in (2.3) is independent of the delayed
dynamics so that such dynamics act as a forcing term for all time. The fact that the delay
system is inﬁnite dimensional is reﬂected in the fact that the strong evolution operator
possess inﬁnitely many eigenvalues in the second solution expression (2.4). The fact that
the state transition matrix is not suﬃcient to describe the unforced response, requiring
the incorporation of the state evolution for all preceding times to build such a solution,
dictates that the solution is of inﬁnite memory type and the inﬁnite dimensional when
usingtheﬁrstexpression(2.3)ofthesolution.Adiﬀerentapproachhasbeenpresentedin
[42] to build the solution of time-delay systems with point delays based on the Lambert
matrix function approach. This form of the solution has the form of an inﬁnite series of
modes with associated coeﬃcients which again reﬂects its inﬁnite-dimensional nature.8 Journal of Inequalities and Applications
The initial conditions do not appear explicitly in the solution and the series coeﬃcients
depend on the initial conditions and the preshape functions. The strong evolution oper-
ator can be calculated explicitly via (2.6) in the approach of this paper and through the
Lambert matrix functions and associate coeﬃcients in the approach of [28]. Since the
solution is unique under the given weak conditions, the three expressions of the solution
lead in fact to the same solution for all time.
3. Conecharacterizationviaset topology
Ac o n eK ⊆ Rn is said to be proper if it is closed, 0-pointed (i.e., K ∩(−K) ={ 0n}),
solid (i.e., K0 is nonempty) and convex. K is convex cone if and only if K +K ⊆ K (the
sum being referred to Minkowski sum of sets) and λK ⊆ K,f o ra l lλ ∈ R+ (see, e.g., [3]).
An alternative characterization is that K is a convex cone if it is a nonempty set and
λx+μy∈K,f o ra l lx,y ∈K;f o ra l lλ,μ ∈ R+.
K is a cone if and only if (−K)i sac o n ea n dK i sap r o p e rc o n ei fa n do n l yi f( −K)i s
a proper cone. A 0-pointed cone is in an abbreviated notation simply said to be pointed.
As a counterpart to proper cone, K will be said to be improper if it is nonproper.
A convex solid cone K is said to be boundary-linked if K ∩(−K) = ZK ∪{0n} where
ZK = Z
 
K ∩ KFr with Z
 
K ={ 0  =z ∈ KFr}⊂KFr (which can be empty). An example of
boundary-linked cone in Rn is the union of the ﬁrst and fourth orthants Kp := R+ ×R =
{(x,y):x ∈ R+, y ∈ R} with Kp ∩(−Kp) ={(0,y):y ∈ R} (i.e., the ordinate axis).
Note that if K = Rn
+ (the ﬁrst orthant) then Z
 
K ={ 0  = z ∈K :zi =0s o m ei ∈ n}⊂
KFr.N o t ea l s ot h a tZ
 
K =∅⇒ZK =∅ .N o t ea l s ot h a tx ∈ Zk ⇔ (−x) ∈ (−Zk), where
(−ZK) = (−Z
 
K)∩KFr and ZK =∅⇔(−ZK) =∅since K and (−K) are cones. Note that
{0n}  ⊂ ZK,a n d( −Z
 
K) ={ 0  =z ∈ (−K):z ∈ KFr}⊂(−K)Fr and ZK =∅⇔(−ZK) =∅
since K and (−K) are cones. Finally, note that {0n}  ⊂ ZK and {0n}∈KFr  ⊂ ZK if K is
convex since λK ⊆ K,f o ra l lλ ∈ R+.N o t ea l s ot h a tKFr ⊃ ZK ∪{0n}  = KFr if ZK  =∅ .
Note also that cones are unbounded as easily deduced as follows.
The following assertions hold for a given cone K ⊆ Rn.
Assertion 3.1. If K is boundary-linked and n>1 then K is improper.
Proof. If n>1t h e nK ∩(−K) = ZK ∪{0n}  ={ 0n}, since {0n}  ⊂ ZK,s ot h a tK is not
pointed and then improper. 
Note that if n = 1t h e nt r i v i a l l yZK =∅since {01}  ⊂ ZK so that K ∩(−K) ={ 01} and
K is pointed.
Assertion 3.2. If {0n}⊂KFr, then K0 is not a cone.
Proof. Consider any z ∈ K0 and λ = 0(∈R+). Then, λz ={ 0n}  ⊂ K0 since {0n}⊂KFr.
Thus, the property λK0 ⊆K0 for all λ ∈R+ fails and K0 is not a cone. 
Assertion 3.3. If K is proper, then K0 is not a cone.
Proof. K proper ⇒ K ∩(−K) ={ 0n} (since K is pointed) ⇒{ 0n}⊂KFr and the proof
follows from Assertion 3.2. 
Assertion 3.4. If K is boundary-linked, then K0 is not a cone.M. De la Sen 9
Proof. K boundary-linked ⇒K ∩(−K) ⊃{0n} and the proof follows from Assertion 3.2.

Assertion 3.5. If K is convex and ZK ∪{0n}⊂K0, then K is open and K0 = K is a convex
cone.
Proof. Take any z0 ∈ K.S i n c eK is a convex cone, K +K ⊆ K. Proceeding recursively, z =
kz0 ∈ K for any positive integer k and K is unbounded so that z ∈ K0 and then 2z ∈ K0.
Thus, K0+K0 ⊆K0. Since, furthermore ZK ∪{0n}⊂K0, K is open so that K0 is a convex
cone. 
Assertion 3.6. If K is closed convex and {0n}∈KFr, then K0 is not a cone.
Proof. Take z ∈ K0 then {0n}  ⊂ K0 for 0 = λ ∈ R+ so that K0 is not the union of all ﬁnite
nonnegative linear combinations of all the elements in K0 so that it is not a cone. 
Note that if K is an open cone, then K0 = K is trivially a cone.
Assertion 3.7. If K is boundary-linked, then Zk =−Zk.
Proof. Deﬁne the set K
Fr
= KFr/(ZK ∪{0n})s ot h a tK = K0 ∪ZK ∪{0n}∪K.N o t ea l s o
that x ∈ Zk ⇔ (−x) ∈ (−Zk), x ∈ K0 ⇔ (−x) ∈ (−K0)a n dx ∈ K ⇔ (−x) ∈ (−K) since
K and (−K) are both cones; and {0n}⊂K ∩(−K) since K is boundary linked. As a re-
sult, (−K) = (−K0) ∪(−ZK) ∪{0n}∪(−K). From the distributive property of the in-
tersection of sets with respect to their union in the Cantor’s algebra, simple calculations
yield K ∩(−K) = (ZK ∩(−ZK)) ∪{0n}=Zk ∪{0n} since K is boundary linked. Since
{0n}  ⊂ (ZK ∩(−ZK)) then ZK = ZK ∩(−ZK). The proof is complete after proving that
ZK = ZK ∩(−ZK) ⇔ ZK =− ZK.S i n c eZK =− ZK ⇒ ZK = ZK ∩(−ZK), it is suﬃcient to
prove ZK = ZK ∩(−ZK) ⇒ ZK =− ZK. Proceed by contradiction by assuming that there
exists a set ∅  = Z0K  ⊂ ZK such that (−ZK) = ZK ∪Z0K.T h e n ,∃x ∈ ZK ⊂ KFr such that
K  (−x) / ∈ (−ZK). Since x  ={ 0n}, x ∈ K0 ∪(KFr/ZK) ⇒ x/ ∈ ZK since ZK  ⊂ K0 which
establishes the contradiction so that ZK =−ZK. 
Assertion 3.8. If K is proper, then (−K) is proper.
Proof. (−K)i sc o n v e xi fa n do n l yi fK is convex, K0  =∅⇔(−K0)  =∅so that (−K)i s
solid, (−K)∩K =K ∩(−K) ={0} so that (−K)i sp o i n t e d .T h e n ,( −K)i sp r o p e r . 
4. K-nonnegativityand positivitypropertiesofthedynamicsystem (S)
Now, convex and solid cones KU ⊆ Rm, KY ⊆ Rp,a n dK ⊆ Rn, with associate sets
ZKU = Z
 
KU ∩KFr
U with Z
 
KU =

0  =z ∈KFr
U

⊂KFr
U ,
ZK = Z
 
KU ∩KFr with Z
 
K =

0  =z ∈ KFr
⊂KFr,
ZKY = Z
 
KY ∩KFr
Y with Z
 
KY =

0  = z ∈KFr
Y

⊂ KFr
Y
(4.1)
are considered to characterize nonnegativity of the input, state, and output vectors, re-
spectively, for the so-called admissible pairs of initial conditions and inputs deﬁned pre-
cisely below.10 Journal of Inequalities and Applications
Deﬁnition 4.1. An ordered pair (u,ϕ) ∈ Lm
qe ×IC([−h,0],Rn), for some q ≥ 1, is said to
be admissible if (u,ϕ):R+ ×[−h,0]→ KU ×K (i.e., (u(t),ϕ(τ)) ∈ KU ×K for all (t,τ) ∈
R+ ×[−h,0]).
Notethatthetrivialpair(0,0) ∈{0m}×{0n}⊂KU ×K whichyieldstrivialstate/output
trajectory solutions x(t) = 0, y(t) = 0, for all t ∈ R+ is admissible. Note also from
Theorem 2.1 and (2.1)-(2.2) that the state-trajectory and output trajectory solutions are
unique on R+ for each admissible pair (u,ϕ) since u ∈ Lm
qe ∩ (R+ ×KU)a n dϕ ∈
IC([−h,0],Rn)∩([−h,0]×K). Finally, note that since KU ⊆ Rm and K ⊆ Rn,t h ea b o v e
intersections of sets are not empty. Deﬁne sets K
Fr
= KFr/(ZK ∪{0n})a n dK
Fr
Y = KFr
Y /
(ZK ∪{0n}). The following topological technical assumption facilitates the subsequent
formalism.
Assumption 4.2. K ⊆ Rn is a convex solid cone fulﬁlling ZK ∪{0n}∪K
Fr
⊂KFr ⊂ K.
Assumption 4.3. KY ⊆ Rp is a convex solid cone fulﬁlling ZKY ∪{0p}∪K
Fr
Y ⊂ K Fr
Y ⊂ KY.
Note that if there are state (resp., output) trajectory solutions in ZK ∪{0n} (resp., in
ZKY ∪{0p}), then internally nonnegative (resp., externally nonnegative) trajectories are
not positive since they exhibit zero components at some time instants. Assumptions 4.2-
4.3 imply the following technical results.
Assertion 4.4. If Assumptions 4.2-4.3 hold, then x ∈ K0 ∪ZK ⇔ x  ={ 0n} for all x ∈ K
and y ∈K0
Y ∪ZKY ⇔ y  ={0p} for all y ∈KY.
Assertion 4.5. If Assumptions 4.2-4.3 hold and K is either boundary linked or proper then
(K0 ∪K
Fr)∩((−K0)∪(−K
Fr)) =∅and (K0 ∪K
Fr)∩(−K) =∅ .I fKY is either bound-
ary linked or proper then (K0
Y ∪K
Fr
Y )∩((−K0
Y)∪(−K
Fr
Y )) =∅and (K0 ∪K
Fr)∩(−K) =
∅.
Proof. It is direct from K0 ∩(−K0) =∅ , K
Fr
∩(−KFr) =∅and (ZK ∪{0n})∩(±K
Fr) =
∅ and similar results concerning KY. 
A set of deﬁnitions is now given to characterize diﬀerent degrees of K-Nonnegativity
according to the fact that there is some (positivity) or all (strict positivity) components
of the state/output vectors strictly positive for all time or they are simply nonnegative
for the given cones of the input, state, and output vectors. The nonnegativity properties
are referred to as internal (resp., external) if they are fulﬁlled by the state vector (resp.,
outputvector).Also,thepositivityisstrong(resp.,weak)ifitholdsseparatelyforthezero-
state and zero input (resp., either for the zero state or zero input) state/output trajectory
solutions.
In the previous standard literature on the subject, the nonnegativity/positivity prop-
erties are commonly referred to as external if they keep for the input/output descriptions;
that is, the system is externally nonnegative/positive if any output trajectory is every-
where nonnegative/positive for all nonnegative/positive input. Similarly, the system is
said to be internally nonnegative/positive (or, via an abbreviate notation, as nonnega-
tive/positive) if both state and output trajectories are everywhere nonnegative/positiveM. De la Sen 11
for any nonnegative/positive input [3, 7–20]. However, throughout this paper, the non-
negativity/positivity properties are referred to as internal (external) if they refer to the
state (output) trajectory under nonnegative/positive input while no speciﬁcation inter-
nal/external is given if both state and output trajectories exhibit the corresponding prop-
erty. This novelty on previous literature is adopted since the nonnegativity/positivity
properties for the state/output trajectories state-output trajectories each under speciﬁc
conditionsonthesystemparameterizations.Anothernoveltyistheintroductionofweak/
strong nonnegativity/positivity to distinguish if the corresponding nonnegativity/
positivity property holds for either the zero-initial state or zero-input responses rather
than for general responses. The following sets of deﬁnitions apply to convex and solid
cones K and KY which satisfy Assumptions 4.2-4.3 for all admissible pairs (u,ϕ)
(see Deﬁnition 4.1).
Deﬁnition 4.6 (nonnegativity). (i) (S) is (KU,K)-internally nonnegative ((KU,K)-
INN) if x ∈ K for any admissible pair (u,ϕ) ∈KU ×K.
(ii) (S) is (KU,K,KY)-externally nonnegative ((KU,K,KY)-ENN) if y ∈ KY for any
admissible pair (u,ϕ) ∈ KU ×K.
(iii) (S) is (KU,K,KY)-nonnegative ((KU,K,KY)-NN) if it is (KU,K)-INN and (KU,K,
KY)-ENN.
The various deﬁnitions of positivity below apply to nonnegative systems when at least
one state or output (or both state and output) component is strictly positive for all time
provided that neither the input nor the function of initial conditions are identically zero.
All the positivity deﬁnitions are referred to the appropriate cones.
Deﬁnition 4.7 (positivity). (i) (S) is (KU,K)-internally positive ((KU,K)-IP) if it is (KU,
K)-INN and x  ={0n} for any admissible pair (u,ϕ) ∈(KU/{0m}×K/{0n}).
(ii) (S) is (KU,K,KY)-externally positive ((KU,K,KY)-EP) if it is (KU,K,KY)-ENN
and y  ={0p} for any admissible pair (u,ϕ) ∈(KU/{0m}×K/{0n}).
(iii) (S) is (KU,K)-positive ((KU,K)-P) if it is (KU,K)-P and (KU,K,KY)-EP.
The various deﬁnitions of strict positivity apply to nonnegative systems when all the
state or output (or both state and output) components are strictly positive for all time
provided that neither the input nor the function of initial conditions are identically zero.
Deﬁnition 4.8 (strict positivity). (i) (S) is (KU,K)-internally strictly positive [(KU,
K)-ISP] if it is (KU,K)-INN and x ∈ K0 ∪K
Fr for any admissible pair (u,ϕ) ∈ (KU/{0m}
×K/{0n}).
(ii) (S) is (KU,K,KY)-externally strictly positive ((KU,K,KY)-ESP) if it is (KU,K,
KY)-ENN and y ∈ K0
Y ∪ K
Fr
Y for any admissible pair (u,ϕ) ∈ (KU/{0m}×K/
{0n}).
(iii) (S) is (KU,K,KY)-strictly positive ((KU,K,KY)-SIEP) if it is both (KU,KY)-ISP
and (KU,K,KY)-ESP.
The various deﬁnitions of strong positivity below apply to nonnegative systems when
at least one of the state or output (or both state and output) components are strictly posi-
tive for all time even if either the input or the function of initial conditions are identically12 Journal of Inequalities and Applications
zero. The strong positivity is said to be strict if the positivity property holds for all the
components of the state or output (or state and output).
Deﬁnition 4.9 (strong positivity). (i) (S) is (KU,K)-strongly internally positive ((KU,
K)-SIP) if it is (KU,K)-INN and x  ={0n} for any admissible pair (u,ϕ) ∈ (KU ×K/{0n})
∪(KU/{0m}×K).
(ii) (S) is (KU,K,KY)-strongly externally positive ((KU,K,KY)-SEP) if it is (KU,K,
KY)-ENN and y  ={ 0p} for any admissible pair (u,ϕ) ∈ (KU ×K/{0n}) ∪(KU/
{0m}×K).
(iii) (S) is (KU,K,KY)-strongly positive ((KU,K,KY)-SP) if it is (KU,K)-SIP and (KU,
K,KY)-SEP.
Deﬁnition 4.10 (strong strict positivity). (i) (S) is (KU,K)-strongly internally strictly
positive ((KU,K)-SISP) if it is (KU,K)-INN and x ∈ K0 ∪K
Fr for any admissible pair
(u,ϕ) ∈(KU ×K/{0n})∪(KU/{0m}×K).
(ii) (S) is (KU,K,KY)-strongly externally strictly positive ((KU,K,KY)-SESP) if it is
(KU,K,KY)-ENNand y ∈K0
Y ∪K
Fr
Y foranyadmissiblepair(u,ϕ)∈(KU ×K/{0n})
∪(KU/{0m}×K).
(iii) (S) is (KU,K,KY)-strongly strictly positive ((KU,K,KY)-SSP) if it is (KU,K)-SISP
and (KU,K,KY)-SESP.
The various deﬁnitions of weak positivity below apply to nonnegative systems when
at least one of the state or output (or both state and output) components are strictly
positive for all time for all admissible pairs of Deﬁnition 4.1 excluding either those being
of the form (0,ϕ) (zero-input weak positivity) or those being of the form (u,0) (zero-
initial state weak positivity) even if either the input or the function of initial conditions
are identically zero. The weak positivity is said to be strict if the positivity property holds
for all the components of the state or output (or state and output).
Deﬁnition 4.11 (weak positivity). (i) (S) is (KU,K)-weakly internally positive ((KU,
K)-WIP) if it is (KU,K)-INN and x  ={ 0n} either for any admissible pair (u,ϕ) ∈ KU ×
K/{0n} (zero-input weakly internally positive) or for any admissible pair (u,ϕ) ∈ KU/
{0m}×K (zero-initial state weakly internally positive).
(ii) (S) is (KU,K,KY)-weakly externally positive ((KU,K,KY)-WEP) if it is (KU,K,
KY)-ENN and y  ={0p} for any admissible pair (u,ϕ) ∈ KU ×K/{0n} (zero-input
weakly externally positive) or for any admissible pair (u,ϕ)∈KU/{0m}×K (zero-
initial state weakly externally positive).
(iii) (S) is (KU,K,KY)-weakly positive ((KU,K,KY)-WP) if it is (KU,K)-WIP and (KU,
K,KY)-WEP.
Deﬁnition 4.12 (weak strict positivity). (i) (S) is (KU,K)-weakly internally strictly
positive ((KU,K)-WISP) if it is (KU,K)-INN and x ∈ K0 ∪K
Fr either for any admissi-
ble pair (u,ϕ) ∈ KU ×K/{0n} (zero-input weakly internally strictly positive) or for any
admissible pair (u,ϕ) ∈ KU/{0m}×K (zero-initial state weakly internally strictly posi-
tive).M. De la Sen 13
(ii) (S) is (KU,K,KY)-weakly externally strictly positive ((KU,K,KY)-WESP) if it is
(KU,K,KY)-ENN and y ∈ K0
Y ∪K
Fr
Y either for any admissible pair (u,ϕ) ∈ KU ×
K/{0n} (zero-input weakly externally strictly positive) or for any admissible pair
(u,ϕ) ∈KU/{0m}×K (zero-initial state weakly externally strictly positive).
(iii) (S)is(KU,K,KY)-weaklystrictlypositive((KU,K,KY)-WSP)ifitis(KU,K)-WISP
and (KU,K,KY)-WESP.
Notethatsince{0n}∈K and{0m}∈KU fromAssumption 4.2,weakpositivityimplies
positivity for either the forced state/output solution trajectory or the homogeneous the
forced state/output solution trajectory. Also, weak internal (external) positivity implies
internal (external) positivity since x ∈ K0 ∪ZK ∪K
Fr(y ∈ K0
Y ∪ZKY ∪K
Fr
Y ). The subse-
quent results are concerned with the facts that internal (external) strict positivity imply
that the state/output trajectories are not in Zk(ZKY), Strong positivity implies weak pos-
itivity and weak positivity imply positivity so that mutual implications between some of
the above deﬁnitions are proved. Weak strict positivity is linked to the basic properties
of excitability and transparency delay-free positive systems in the ﬁrst orthant [8]. Note
also that weak positivity implies that the system is nonnegative but not necessarily ei-
ther strong or strictly positive and not necessarily excitable. Concerning with positivity
in the ﬁrst orthant, an alternative concept of weak positivity was introduced in [7]b e i n g
ofinterestinsingulardelay-freedynamicalsystems.Suchsystemsarecharacterizedbythe
matrix of dynamics being Metzler and all the remaining matrices parameterizing the sys-
tem being of nonnegative entries. Although the parametrizations satisfy the conditions
for positivity in the standard (nonsingular) case, trajectories can reach negative values
at some time instants so that they do not lie in the class of positive systems even if the
additional matrix E characterizing the singular nature possesses nonnegative entries [7].
In this context the weak-positivity concept of [7]i sd i ﬀerent from the current one since
in the current approach the system is always nonnegative and it is positive (one relevant
component is positive) for the zero input or zero state responses.
A( KU,K)-IP system (S) is said to be excitable if for any admissible pair (u,0)∈
KU/{0m}×{0n} all the state variables are K-positive (i.e., x ∈ K0 ∪K
Fr)f o ra n yi n p u t
u ∈ K0
U ∪ZKU ∪K
Fr
U.A( KU,K,KY)-EP system (S) is said to be transparent if and only
if for any admissible pair (0,ϕ) ∈{ 0m}×K/{0n}, all the output components are KY-
positive; that is, y ∈K0
Y ∪K
Fr
Y .T h e n ,f r o mDeﬁnition 4.12(i), the following result holds.
Assertion 4.13. If (S) is (KU,K)-zero-initial state WISP then it is (KU,K)-excitable. If (S)
is (KU,K,KY)-zero-input WESP then it is (K,KY)-transparent.
The converses in Asser 4.13 are not true in general since generic admissible pairs (u,ϕ)
in KU/{0m}×K and KU ×K/{0n} are not involved in the deﬁnitions of excitability and
transparency.
Theorem 4.14. The following properties hold.
(i) If Assumption 4.2 holds, then (S) is (KU,K)-ISP if and only if it is (KU,K)-IP and
x/ ∈ ZK for any admissible pair (u,ϕ) ∈ (KU/{0m}×K/{0n}).
(ii) If Assumption 4.3 holds, then (S) is (KU,K,KY)-ESP if and only if it is (KU,K,KY)-
EP and y/ ∈ZKY for any admissible pair (u,ϕ) ∈(KU/{0m}×K/{0n}).14 Journal of Inequalities and Applications
(iii) If Assumptions 4.2-4.3 hold, then (S) is (KU,K,KY)- Pi fa n do n l yi fi ti s(KU,K)-
IP and (KU,K,KY)-EP and x ∈ K0 and y ∈ K0
Y for any admissible pair (u,ϕ) ∈
(KU/{0m}×K/{0n}).
Proof. (i) (“If part”): (S) is (KU,K)-IP⇒( S )i s( KU,K)-INN from Deﬁnition 4.7(i) and
x  ={0n}⇔x ∈K0 ∪ZK (fromAssertion 4.4)foranyadmissiblepair(u,ϕ) ∈(KU/{0m}×
K/{0n}) ⇒(S) is (KU,K)-ISP from Deﬁnition 4.8(i).
(“Only if part”): (S) is (KU,K)-ISP then x ∈ K0 for any admissible pair (u,ϕ) ∈ (KU/
{0m}×K/{0n})t h e n{0n}  = x so that (S) is (KU,K)-IP from Deﬁnition 4.7(i).
(ii) The proof is similar to that of (i) by using Deﬁnitions 4.7(ii) and 4.8(ii).
(iii) It follows from Deﬁnitions 4.7 and 4.1. 
Theorem 4.15. The following properties hold.
(i) Under Assumption 4.2, if (S) is (KU,K)- S I P ,t h e ni ti s(KU,K)-IP and (KU,K)-WIP.
(ii) Under Assumption 4.2, if (S) is (KU,K)-SISP, then it is (KU,K)-ISP and (KU,K)-
WISP.
(iii) Under Assumption 4.3, if (S) is (KU,K,KY)-SEP, then it is (KU,K)-EP and (KU,K,
KY)-WEP.
(iv) Under Assumption 4.3, if (S) is (KU,K,KY)-SESP, then it is (KU,K)-ESP and (KU,
K,KY)-WESP.
(v) UnderAssumptions4.2-4.3,if(S)is(KU,K,KY)-SP,thenitis(KU,K)-Pand(KU,K,
KY)-WP.
(vi) Under Assumptions 4.2-4.3, if (S) is (KU,K,KY)-SSP, then it is (KU,K)-SP and
(KU,K,KY)-WSP.
(vii) Under Assumption 4.2, if (S) is (KU,K)-zero-initial state-WISP and K is boundary
linked, then (S) is (KU,K)-IP.
If (S) is (KU,K)-zero-initial state WISP and K is proper, then (S) is (KU,K)-ISP.
If (S) is (KU,K)-zero-initial state WIP and K is proper, then (S) is (KU,K)-IP.
(viii) Under Assumption 4.2, if (S) is (KU,K)-zero-input WISP and K is boundary linked,
then (S) is (KU,K)-IP.
If (S) is (KU,K)-zero-input WISP and K is proper, then (S) is (KU,K)-ISP.
If (S) is (KU,K)-zero-input-WIP and K is proper, then (S) is (KU,K)-IP.
(ix) Under Assumption 4.3, if (S) is (KU,K,KY)-zero-initial state-WESP and KY is
boundary linked, then (S) is (KU,K,KY)-EP.
If (S) is (KU,K,KY)-zero-initial state-WESP and KY is proper, then (S) is (KU,K,
KY)-ESP.
If (S) is (KU,K,KY)-zero-initial state WIP and KY is proper, then (S) is (KU,K,
KY)-IP.
(x) Under Assumption 4.3, (S) is (KU,K,KY)-zero-input-WESP and KY is boundary
linked, then (S) is (KU,K,KY)-EP.
If (S) is (KU,K,KY)-zero-input-WESP and KY is proper, then (S) is (KU,K,KY)-
ESP.
If (S) is (KU,K,KY)-zero-input-WEP and KY is proper, then (S) is (KU,K,KY)-
EP.M. De la Sen 15
(xi) Under Assumptions 4.2-4.3, if (S) is (KU,K)-zero-initial state WSP and K and KY
are boundary linked, then (S) is (KU,K)-P.
If (S) is (KU,K)-zero-initial state WSP and K and KY are proper, then (S) is
(KU,K)-SP.
If (S) is (KU,K)-zero-initial state WP and K and KY are proper, then (S) is
(KU,K)-P.
(xii) Under Assumptions 4.2-4.3, if (S) is (KU,K)-zero-input WSP and K and KY are
boundary linked, then (S) is (KU,K)-P.
If (S) is (KU,K)-zero-input WSP and K and KY are proper, then (S) is (KU,K)-
SP.
If (S) is (KU,K)-zero-input WP and K and KY are proper, then (S) is (KU,K)-P.
Proof. (i)-(ii): (S) is (KU,K)-SIP⇒ x  ={ 0n}⇔x ∈ K0 ∪Zk,f r o mDeﬁnition 4.9(i) and
Assertion 4.4, for any admissible pairs (u,ϕ) ∈ (KU/{0m}×K/{0n}) and either
(0,ϕ) ∈
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
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⇒(KU,K)-IP and (KU,K)-WIP from Deﬁnitions 4.7(i) and 4.11(i) and (i) are proved.
The proof of (ii) is similar by using (S) is (KU,K)-SISP for any (u,ϕ) ∈(KU/{0m}×K/
{0n}) and Deﬁnitions 4.10(i), 4.8(i), and 4.12(i).
(iii)-(vi): the proofs are very similar to those of (i)-(ii) the corresponding deﬁnitions
(Deﬁnitions 4.8–4.12).
(vii) By assumption, any state-trajectory solution of (S) satisﬁes xu0 ∈K0 ∪K
Fr for an
admissible pair (u,0)∈ KU/{0m}×{0n} since (S) is (KU,K)-zero initial state WISP (see
Deﬁnition 4.12(i)). Also, since (KU,K)-zero initial state WISP implies that (S) is (KU,
K)-INN then x0ϕ ∈ K for any admissible pair (0,ϕ) ∈{ 0m}×K/{0n}⊂KU ×K.F r o m
Theorem 2.1,( 2.4), xuϕ = x0ϕ +xu0 ∈ K since (u,ϕ) is an admissible pair because both
(u,0)and(0,ϕ) are admissible pairs. It is now proved by contradiction that xuϕ  ={ 0n}.
Assume that xuϕ ={ 0n} then x0ϕ =− xu0 ∈ (−K0)∪(−K
Fr) ⇒ x0ϕ / ∈ K (from Assertion
4.5) a contradiction has been established since x0ϕ ∈ K so that xuϕ  ={ 0n}.T h e n ,xuϕ ∈
K0 ∪ZK ∪K
Fr and (S) is (KU,K)-IP. The ﬁrst part of (vii) has been proved. If K is proper
then, for any admissible pair (u,0)∈ KU/{0m}×{0n}, the same contradiction x0ϕ ∈ K
and xuϕ ={ 0n} implies x0ϕ / ∈ K follows for any admissible pairs (u,0)and(0,ϕ)s ot h a t
xuϕ  ={ 0n} implies xuϕ ∈ K0 ∪ZK ∪K
Fr and the second part of (vii) is proved. Finally,
if (S) is (KU,K)-zero initial state WISP then {0n}  = xuϕ ∈ K0 ∪ZK still follows from the
proof of the second property so that (S) is (KU,K)-IP.
(viii)–(xii): The proofs follow under similar reasoning guidelines as those used to
prove (vii). 16 Journal of Inequalities and Applications
More explicit conditions about the various concepts of positivity are known given for
the dynamic system (S) based on the properties of the various matrices parameterizing
the description (2.1)-(2.2). First, note that since KU, K,a n dKY are cones then the set of
matrices Π(K) ≡ Π(K,K), Π(KU,K), and Π(KU,KY) deﬁned according to Π(K1,K2) =
{M ∈ Rn2×n1 :MK1 ⊆ K2} where K1,2 ⊆ Rn1,n2 are also cones. Thus, for matrices in cones
of matrices, the following positivity concepts will be used provided that Assumption 4.2
holds.
Deﬁnition 4.16. (i) A n-matrix M is K-nonnegative (K-NN) if M ∈Π(K).
(ii) An n-matrix M is K-positive (K-P) if M ∈ Π(K)a n dM(K/{0n}) ⊆ K0 ∪ZK ∪
K
Fr.
(iii) An n-matrix M is K-strictly positive (K-SP) if M ∈Π(K)a n dM(K/{0n}) ⊆K0 ∪
K
Fr.
Since K0 ⊆ K0 ∪ZK ∪K
Fr
⊂ K,i fM is K-SP then it is K-P and K-INN. If M is K-P
then it is K-NN. In the same way, for cones Ki ⊆ Rni (i =1,2), Deﬁnition 4.16 is extended
as follows.
Deﬁnition 4.17. ( i )Am a t r i xM ∈ Rn1×n2M is (K1,K2)-nonnegative ((K1,K2)-NN) if M
∈Π(K1,K2).
(ii) An n-matrix M ∈ Rn1×n2 is K-positive ((K1,K2)-P) if M ∈ Π(K1,K2)a n dM(K1/
{0n1}) ⊆ K0
2 ∪ZK2 ∪K
Fr
2.
(iii) An n-matrix M ∈ Rn1×n2 is K-strictly positive ((K1,K2)-SP) if M ∈ Π(K1,K2)a n d
M(K1/{0n1}) ⊆K0
2 ∪K
Fr
2.
The following results about nonnegativity and positivity of (S) are proved.
Theorem 4.18 (K-nonnegativity). Let KU, K,a n dKY be proper cones. Then, the following
properties hold.
(i) (S) is (KU,K)-INN if and only if Ψ(t,τ) ∈ Π(K) for all t ∈ R+, τ ∈ [−h,0], A0 ∈
Π(K) and B ∈ Π(KU,K).
(ii) (S)is(KU,K,KY)-ENNifandonlyifCΨ(t,τ)∈Π(K,KY)forallt∈ R+,τ ∈ [−h,0],
CA0 ∈Π(K,KY),a n dCB ∈Π(KU,KY).
(iii) (S) is (KU,K,KY)-NN if and only if it is (KU,K)-INN and CK +DKU ⊆KY.
(iv) (S) is (KU,K,KY)-NN if and only if it is (KU,K)-INN, C ∈ Π(K,KY),a n dD ∈
Π(KU,
KY).
(v) (S)is (KU,K,KY)-NN if and only if Ψ(t,τ) ∈Π(K) for all t ∈ R+,τ ∈[−h,0],A0 ∈
Π(K) and B ∈ Π(KU,K), C ∈ Π(K,KY),a n dD ∈Π(KU,KY).
Proof. (i) (“If part”): Ψ(t,τ) ∈Π(K)f o rτ ∈ [−h,0],t ∈ R+ ⇒s0(t) =(Ψ(t,0)x0) ∈K for
any ϕ ∈K and t ∈ R+.
A0 ∈Π(K) ⇒(A0ϕ(τ)) ∈ K since Ψ(t,τ) ∈Π(K)f o rτ ∈ [−h,0],t ∈ R+.M. De la Sen 17
Then, from the two above properties together with the deﬁnitions of the generalized
Lebesgue integrals including integrals of Dirac distributions, one directly gets
sϕ(t) =
 0
−h
Ψ(t,τ)A0ϕ(τ)dτ
=
 0
−h
Ψ(t,τ)A0

ϕ(1)(τ)+ϕ(2)(τ)

dτ+
N3 
i=1
Ψ

t,ti

A0Ki
=

lim
Δ→0
k→∞
 k 
i=1
Ψ(t,iΔ)A0ϕ(iΔ)

+
N3 
i=1
Ψ

t,ti

A0Ki

∈K
(4.4)
since K +K ⊆ K since K is proper and then convex so that kK := K +···+K(k) ⊆ K for
any k ∈ Z+. In the same way, since u ∈KU
B ∈Π

KU,K

=⇒
 t±
0
Ψ(t,τ)Bu(τ)dτ
=
 t±
0
Ψ(t,τ)Bu(τ)dτ+γu(t)
N±(t) 
i=1
Ψ

t,tui

Bu

tui


.
(4.5)
Then, x(t±) = (s0(t)+sϕ(t)+su(t±)) ∈K,f o ra l lt ∈ R+ from Theorem 2.1 and 3K ⊆ K.
(“Only if part”): if Ψ(t,0) / ∈Π(K)t h e n∃ (a nonzero) x0 ∈ K such that (Ψ(t,0)x0) / ∈ K
(otherwise, Ψ(t,0)∈ Π(K)). Taking ϕ :[ −h,0)→ 0 ∈ K ⊆ Rn
+; u : R+ → 0 ∈ KU ⊂ Rm
+
so that (u,ϕ) is admissible being zero except for the value (x0,0) = 0a tt = 0. From
Theorem 2.1, x(t) = (Ψ(t,0)x0) / ∈ K and then (S) is not K-INN. If either A0 / ∈ Π(K)o r
Ψ(t,ti) / ∈ Π(K)f o rs o m eti ∈ [−h,0]then(Ψ(t,ti)A0) / ∈ Π(K)f o rs o m eti ∈ [−h,0](for
all ti ∈ [−h,0] if A0 / ∈ Π(K)). Then, x(ti) = sϕ(ti) = (Ψ(t,ti)A0Ki) / ∈ K (from Theorem
2.1) for the admissible pair (u,ϕ) being identically zero on ([−h,ti)∪[ti,0])× (Rm
+ ×
Rn
+) (i.e., everywhere except at t = ti) since, otherwise, (Ψ(t,ti)A0) ∈ Π(K). Finally, if
B/ ∈ Π(KU,K)t h e nx(t) = su(t) / ∈ K (from Theorem 2.1)f o rϕ :[ −h,0]→ 0 ∈ K,s o m e
u :[ 0 ,∞) → KU and some t ∈ R+ (otherwise, B ∈ Π(KU,K)). As a result, (S) is (KU,K)-
INN and (i) is proved.
(ii) is proved in a similar way as (i) by using Theorem 2.1 and (2.2).
(iii) (“If part”): assume that (S) is (KU,K)-INN then x ∈ K for all admissible Rm
+.I f ,
furthermore, CK +DKu ⊆ KY then y ∈ KY for all admissible Rm
+ so that (S) is (KU,K,
KY)-NN.
(“Only if part”): if (S) is not (KU,K)-INN then it cannot be (KU,K,KY)-NN from
Deﬁnition 4.6(iii). If CK +DKU  ⊂ KY then ∃u ∈ KU for some x ∈ K (for some x ∈ K
so that the pair (ϕ,u) is admissible) such that y/ ∈ KY so that (S) is not (KU,K,KY)-NN.
Then, (S) being (KU,K)-INN and CK +DKU  ⊂ KY are necessary conditions for (S) being
(KU,K,KY)-NN.
(iv) It follows from property (iii) that since CK +DKU ⊆ KY ⇔ C ∈ Π(K,KY)a n d
D ∈ Π(KU,KY) since Cx ∈ KY for any x ∈ K,a n dDu ∈ KY for any u ∈ KU so that CK +
DKU ⊆ KY +KY ⊆KY since KY is a convex cone.18 Journal of Inequalities and Applications
(v) (“If part”): note that (Ψ(t,0)x0) ∈ K,( Ψ(t,ξ)A0) ∈ Π(K), (
 0
−hΨ(t,ξ)A0ϕ(ξ)dξ) ∈
K,( Bu) ∈ K,(
 t
0Ψ(t,τ)Bu(τ)dτ) ∈ K for all ϕ ∈ K,a l lu ∈ KU, ξ ∈ [−h,0], τ ∈ [0,t],
t ∈ R+ then x ∈3K ⊆K (since K is a convex cone) from (2.4).
(“Onlyifpart”):proceedbycontradictionbyassuming,forinstance,that(S)is(KU,K,
KY)-NN with B/ ∈ Π(KU,K) and take u : R+ → KU deﬁned by u(τ) = Kδδ(t −τ) (so that
u(τ) = 0, for all τ ∈ [0,t)) for some Kδ ∈ KU such that BKδ / ∈ K.S u c haKδ ∈ KU exists
since, otherwise, B ∈ Π(KU,K). Then since
 t+
0 Ψ(t,τ)BKδδ(t −τ)dτ = (BKδ) / ∈ K since
Ψ(t,t)
= In.I fϕ :[ −h,0]→ 0 ∈ Rn then x/ ∈ K (since x(t+) = (BKδ) / ∈ K) so that (S) is not
(KU,K,KY)-NN from Theorem 2.1 for some admissible pair (u,0).Then,B ∈ Π(KU,K)
is a necessary condition for (S) to be (KU,K,KY)-NN. The necessity of all the remaining
given conditions is proved in a similar way by using nonzero admissible pairs (u,0) or
(0,ϕ) to establish contradictions in terms of either x/ ∈K or y/ ∈ KY. 
Results on positivity and strict positivity (weak and strong) under necessary condi-
tions in terms of nonnegativity follow.
Theorem 4.19 (K-internal positivity). Let KU, K,a n dKY be proper cones and let (S) be
(KU,K)-INN (see Theorem 4.18(i)). Then, the following properties hold.
(i) (S) is (KU,K)-IP if and only if
Ψ(t,τ)

K/

0n

+A0

K/

0n

+B

KU/

0m

⊆K0 ∪ZK ∪K
Fr
∀t ∈ R+ and all τ ∈ [−h,0].
(4.6)
(ii) (S) is (KU,K)-IP if and only if Ψ(t,τ)(K/{0n}) ⊆ K0 ∪ZK ∪K
Fr for all t ∈ R+,
τ ∈ [−h,0], A0(K/{0n}) ⊆ K0 ∪ZK ∪K
Fr,a n dB(KU/{0m}) ⊆ K0 ∪ZK ∪K
Fr.
(iii) (S) is (KU,K)-ISP if and only if any of the equivalent properties (i)-(ii) hold with the
replacement ZK →∅.
(iv) (S) is (KU,K)-WIP if and only if either Ψ(t,τ)(K/{0n})+A0(K/{0n}) ⊆K0 ∪ZK ∪
K
Fr for all t ∈ R+,a l lτ ∈ [−h,0] (zero-input (KU,K)-WIP), or B(KU/{0m}) ⊆
K0 ∪ZK ∪K
Fr (zero initial state (KU,K)-WIP).
(v) (S) is K-WIP if either Ψ(t,τ)(K/{0n}) ⊆ K0 ∪ ZK ∪ K
Fr for all t ∈ R+,a l lτ ∈
[−h,0];a n dA0(K/{0n}) ⊆ K0 ∪ZK ∪K
Fr (zero-input K-WIP), or B(KU/{0m}) ⊆
K0 ∪ZK ∪K
Fr (zero initial state (KU,K)-WIP).
(vi) (S) is (KU,K)-WISP if and only if any of Properties (iv)-(v) hold with the replace-
ment ZK →∅ .
(vii) (S) is (KU,K)-SIP if and only if

Ψ(t,τ)

K/

0n

+A0

K/

0n

+BKU

∪

Ψ(t,τ)K +A0K +B

KU/

0m

⊆ K0 ∪ZK ∪K
Fr (4.7)
for all t ∈ R+, τ ∈ [−h,0].
(viii) (S) is (KU,K)-SISP if and only if (vii) holds with the replacement ZK →∅.M. De la Sen 19
Proof. (i) (“If part”): It follows directly since x ∈ (K0 ∪ZK ∪K
Fr) for all admissible
nonzero (ϕ,u). (“Only if part”): proceed by contradiction. If
Ψ(t,τ)

K/

0n

+A0

K/

0n

+B

KU/

0m

 ⊂ K0 ∪ZK ∪K
Fr,
∃(u,ϕ) ∈ KU/

0m

×K/

0n
 (4.8)
is admissible such that x/ ∈ (K0 ∪ZK ∪K
Fr)s ot h a t( S )i sn o t( KU,K)-IP from Deﬁnition
4.7(i).
(ii) (“If part”): from Theorem 2.1 and the property 3K ⊆ K since K is convex to yield
{0n}  = x ∈ K foranyadmissiblenonzeropair(u,ϕ)implyingx ∈(K0 ∪ZK ∪K
Fr)sothat
(S) is (KU,K)-IP from Deﬁnition 4.7(i).
(“Only if part”): Similar to the proof of the “only if part” of (i).
(iii) It is similar to the proofs of (i)-(ii) via Deﬁnition 4.8(i). with the replacements
K0 ∪ZK ∪K
Fr
→ K0 ∪K
Fr and {0n}  = x ∈ K → K  x/ ∈{ 0n}∪ZK for any admissible
nonzero pair (u,ϕ) ∈ KU ×K.
(iv)-(v): the proofs are similar to those of (i)-(ii) from Theorem 2.1 and Deﬁnition
4.11(i), instead of Deﬁnition 4.7(i), since (S) is WIP if it is (KU,K)-INN; that is, x ∈ K
for all admissible (u,ϕ) ∈ KU ×K and x ∈ (K0 ∪ZK ∪K
Fr) for all admissible (u,ϕ) ∈
KU/{0m}×{0n} or all admissible (u,ϕ) ∈KU ×K/{0n}.
(vi)–(viii): they follow in a similar way as that of (iv)-(v) with the use of Deﬁnitions
4.12(i), 4.9(i), and 4.10(i) with Theorem 2.1 and the respective replacements:
x ∈

K0 ∪K
Fr
for all admissible (u,ϕ) ∈ KU/

0m

×

0n

or for all admissible (u,ϕ) ∈KU ×K/

0n

,
x ∈

K0 ∪ZK ∪K
Fr
for all admissible (u,ϕ) ∈

KU ×K/

0n

∪

KU/

0m

×

0n

,
x ∈

K0 ∪K
Fr
for all admissible (u,ϕ) ∈

KU ×K/

0n

∪

KU/

0m

×

0n

.
(4.9)

Theorem 4.19 might be extended directly to corresponding external-type properties
(i.e., related to the output of (S)) or to combined state-output properties as established
now in the subsequent two results.
Theorem 4.20 (K-external positivity). Let KU, K,a n dKY be proper cones and let (S) be
(KU,K,KY)-ENN (see Theorem 4.18(ii)). Then, the following properties hold.
(i) (S) is (KU,K,KY)-EP if and only if
C

K/

0n

+D

KU/

0m

⊆K0
Y ∪ZKY ∪K
Fr
Y . (4.10)
(ii) (S) is (KU,K,KY)-EP if and only if C(K/{0n}) ⊆ K0
Y ∪ZKY ∪K
Fr
Y and D(KU/{0m})
⊆K0
Y ∪ZKY ∪K
Fr
Y .
(iii) (S) is (KU,K,KY)-ESP if and only if any of the equivalent properties (i)-(ii) hold
with the replacement ZKY →∅.20 Journal of Inequalities and Applications
(iv) (S) is (KU,K,KY)-WEP if and only if either
C

K/

0n

⊆K0
Y ∪ZKY ∪K
Fr
Y

zero-input

KU,K,KY

-WEP

, (4.11)
or
D

KU/

0m

⊆K0
Y ∪ZKY ∪K
Fr
Y

zero initial State

KU,K,KY

-WEP

. (4.12)
(v) (S) is (KU,K,KY)-WESP if and only if (iv) holds with the replacement ZKY →∅.
(vi) (S) is (KU,K,KY)-SEP if and only if (C(K/{0n})+DKU)∪(CK +D(KU/{0m})) ⊆
K0
Y ∪ZKY ∪K
Fr
Y .
(vii) (S) is (KU,K,KY)-SESP if and only if (vi) holds with the replacement ZKY →∅.
The proof is similar to that of Theorem 4.19, and is thus omitted.
Theorem 4.21 (K-positivity). Let KU, K,a n dKY be proper cones and let (S) be (KU,K,
KY)-NN (see Theorem 4.18(iii)–(v)). Then, the following properties hold.
(i) (S) is (KU,K,KY)-P if and only if
Ψ(t,τ)

K/

0n

+A0

K/

0n

+B

KU/

0m

⊆K0 ∪ZK ∪K
Fr
∀t ∈ R+, all τ ∈[−h,0];
C

K/

0n

+D

KU/

0m

⊆ K0
Y ∪ZKY ∪K
Fr
Y .
(4.13)
(ii) (S) is (KU,K,KY)-P if and only if
Ψ(t,τ)

K/

0n

⊆ K0 ∪ZK ∪K
Fr
∀t ∈ R+, all τ ∈ [−h,0];
A0

K/

0n

⊆K0 ∪ZK ∪K
Fr, B

KU/

0m

⊆K0 ∪ZK ∪K
Fr,
C

K/

0n

⊆ K0
Y ∪ZKY ∪K
Fr
Y , D

KU/

0m

⊆K0
Y ∪ZKY ∪K
Fr
Y .
(4.14)
(iii) (S) is (KU,K,KY)-SP if and only if any of the equivalent properties (i)-(ii) hold with
the replacements ZK →∅and ZKY →∅.
(iv) (S) is (KU,K,KY)-WP if and only if either
Ψ(t,τ)

K/

0n

+A0

K/

0n

⊆K0 ∪ZK ∪K
Fr
∀t ∈ R+, all τ ∈[−h,0],
C

K/

0n

⊆K0
Y ∪ZKY ∪K
Fr
Y

Zero-Input

KU,K,KY

-WP

,
(4.15)
or
B

KU/

0m

⊆K0 ∪ZK ∪K
Fr,
D

KU/

0m

⊆ K0
Y ∪ZKY ∪K
Fr
Y

zero initial state

KU,K,KY

-WP

.
(4.16)
(v) (S) is (KU,K,KY)-WSP if and only if (iv) holds with the replacements ZK →∅and
ZKY →∅.M. De la Sen 21
(vi) (S) is (KU,K,KY)-SP if and only if

Ψ(t,τ)

K/

0n

+A0

K/

0n

+BKU

∪

Ψ(t,τ)K +A0K +B

KU/

0m

⊆K0 ∪ZK ∪K
Fr (4.17)
for all t ∈ R+,a l lτ ∈[−h,0],a n d

C

K/

0n

+DKU

∪

CK +D

KU/

0m

⊆K0
Y ∪ZKY ∪K
Fr
Y . (4.18)
(vii) (S) is (KU,K,KY)-SSP if and only if (vi) holds with the replacements ZK →∅and
ZKY →∅.
The proof follows directly from Theorems 4.19 and 4.20.
Remark 4.22. All the above results are also applicable to (nonclosed) improper cones K
fulﬁlling K
Fr
 ⊂ K (so that K is trivially nonclosed although nonnecessarily open) which
are pointed, solid, and convex by replacing in all the results K
Fr
→∅(resp., K
Fr
Y →∅ )
where K
Fr appears since x ∈ K ⇒ x/ ∈ K
Fr. The validity of the above nonnegative and
positivity results to this case is obvious since points in K
Fr or in K0 are compatible with
the various deﬁnitions of nonnegativity/positivity. Note that the replacements K
Fr
→∅
a r em a d eb yt h ei rr e l e v a n c eo fK
Fr (which is nonempty in general) in the statement of the
corresponding positivity property.
5. Nonnegativityandpositivityontheﬁrst orthant Rn
+
The ﬁrst orthant Rn
+ (n ≥ 1) is clearly a pointed solid convex cone of interior Rn0
+ and
boundary RnFr
+ , which is improper since Rn
+ is open (if the inﬁnity point is not included),
such that Rn0
+ ={ z ∈ Rn
+ :zi  =0, for all i ∈n}, R
nFr
+ = RnFr
+ /{0n}∪ZRn
+ =∅(see Remark
4.22)a n dZRn
+ ={0  = z ∈ Rn :zi =0, some i ∈ n}.N o t et h a tRn
+ is also a polyhedral cone.
Similarly, (ﬁrst orthant) pointed solid convex cones might be deﬁned for the state, input
and output spaces of dimensions m and p. Alternatively, the set of (aﬃnely) extended
Rn
+ closed (and then proper, i.e., a closed pointed solid convex cone) cone, cl(Rn
+), might
be considered in the formulation deﬁned from the (aﬃnely) extended set of nonnega-
tive real numbers clR+ = R+ ∪{∞} =[0,∞] (i.e., the compactiﬁcation, or aﬃne closure,
of R+ deﬁned by adding the aﬃne inﬁnity +∞ to R+) while redeﬁning R
nFr
+ =clRn
+/({0n}
∪ ZRn
+) ={ clRnFr
+  z/ ∈ZclRn
+ ∪{0n}} (see Remark 4.22). Similarly, (ﬁrst orthant)
proper cones clR
n,m,p
+ are deﬁnedfor the inputand outputspaces of interiorsand bound-
aries
R 0
+ =

z ∈ R 
+ :zi  =0, ∀i ∈  

,
R
 Fr
+ = clR 
+/

0 

∪ZR 
+

=

clR Fr
+  z/ ∈ZclR 
+ ∪

0 

;
ZclR 
+ =

0  = z ∈clR  :zi  =0, some i ∈ 

(5.1)
for  =m,p.Bothformulationsarealmostequivalenttopracticaleﬀectsexceptforunim-
portantdetails.Thelastoneisadoptedinordertoreferthesubsequentresultstothemore22 Journal of Inequalities and Applications
general ones obtained in the previous section. Deﬁnitions 4.16-4.17 might be extended
“mutatis-mutandis” for matrices in the closed cone Π(clR
n1
+ ,clR
n2
+ ) ⊆ clRn1×n2.I nt h e
particular deﬁnitions from Deﬁnitions 4.9–4.17 related to the ﬁrst orthant, the standard
notationusedintheabovesections(i.e.,clRn
+-NN,P,SP,etc.)isreplacedwiththesimpler
one NN, P, SP, and so forth. Respective alternative simpliﬁed notations for nonnegativity
and positivity in the ﬁrst orthant “≥ 0,” “> 0,” and “  0” denote that the nonnegative,
positive, and strictly positive matrices have, respectively, nonnegative entries, at least one
positive entry or all their entries being positive since the state, input and output vectors
of system (S) belong to cones K = clRn
+, KU = clRm
+,a n dKY = clR
p
+. Deﬁnition 4.16 for
matrices in cones is extended for matrices in the closed cone Π(clRn
+)a sf o l l o w s .
Deﬁnition 5.1. ( i )Ar e a ls q u a r en-matrix M is nonnegative (NN, or via a simpliﬁed no-
tation M ≥0) if M ∈Π(clRn
+).
(ii) A real square n-matrix M is positive (P, or via the simpliﬁed notation M>0) if
M ∈Π(clRn
+)a n dM(clRn
+/{0n}) ⊆ Rn0
+ ∪ZRn
+ ∪R
nFr
+ .
(iii) A real square n-matrix M is strictly positive (SP or via the simpliﬁed notation
M  0) if M ∈ Π(clRn
+)a n dM((clRn
+/{0n})) ⊆K0 ∪R
nFr
+ .
Thus, all the remaining Deﬁnitions4.1–4.12 of nonnegativity and positivity of (S) and
Deﬁnition 4.17 for, in general, real rectangular matrices as well as Assumptions 4.2-4.3
also apply for the formalism in the ﬁrst orthant so that the subsequent result follows
directly.
Theorem 5.2. ConsiderproperconesK = clRn
+,KU = clRm
+,KY = clR
p
+,Π(K) = Π(clRn
+),
Π(KU,K) = Π(clRm
+,clRn
+) and Π(K,KY) = Π(clRn
+,clR
p
+).T h e n ,( S )i sa sf o l l o w s .
(i) INN, ENN, and NN if the corresponding items of Theorem 4.18 hold.
(ii) IP, ISP, WIP, WISP, and SISP if the corresponding items of Theorem 4.19 hold.
(iii) EP, ESP, WEP, WESP, SEP, and SESP if the corresponding items of Theorem 4.20
hold.
(iv) P, SP, WP, WSP, SP, and SSP if the corresponding items of Theorem 4.21 hold.
For any admissible pair (u,ϕ), global Lyapunov’s stability (global Lyapunov’s asymp-
totic stability) holds if all the eigenvalues of Ψ(t,0) have modulus less than or equal to
(lessthan)unitysincethestatetrajectoryisboundedforalladmissiblepairs(u,ϕ),t ∈ R+
(bounded for all t ∈ R+ and asymptotically converging to zero for (u,ϕ)b e i n gz e r of o rt
< 0a n d( 0 ,x0) bounded at t = 0). This follows directly from Theorem 2.1.I f( S )i sI N N
(see Theorem 5.2)t h e nΨ(t,τ) ∈ Π(clRn
+)a n dΨ(t,τ)i sc lRn
+-irreducible for all t(≥τ),τ
in clR+. Then, the following result holds.
Theorem 5.3. The subsequent properties hold.
(i) A ∈Π(clRn
+) is clRn
+-irreducible if and only if (In+A)n−1  0.
(ii) If A is a Metzler matrix and A0 ≥0 then Ψ(t,τ)> 0f o ra l lt ≥τ ≥0.
(iii) If A is a Metzler matrix, (In+A)n−1   0 and A0 ≥ 0 then Ψ(t,τ) > 0i sclRn
+-
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(iv) A is a Metzler matrix and A0 ≥ 0 and, furthermore, there exist real constants α,
β ≥ α such that αz ≤ Ψ(t,0)z ≤ βz for any preﬁxed t>0 and some z   0 (i.e., z ∈
Rn0
+ ∪R
n
+), then (S) is IP if B ∈Π(clRm
+,clRn
+) and, furthermore,
(1) the (unforced) (S) is globally asymptotically Lyapunov’s stable for any admis-
sible pair (0,ϕ) being uniformly bounded, except on a set of zero measure, if
α,β ∈ (−1,1) and it is globally Lyapunov’s stable for any admissible pair (0,ϕ)
being uniformly bounded, except on a set of zero measure, if α,β ∈ [−1,1].I f
A is a stability matrix and  A0  is suﬃciently small compared to the stability
abscissa of the matrix A, then (S) is globally asymptotically Lyapunov’s stable,
(2) the forced (S) is Lp-stable for any admissible pair (u,ϕ) being uniformly
bounded, except on a subset of zero measure of its deﬁnition domain, if α,β ∈
(−1,1).
(v) AisaMetzlermatrix,(In+A)n−1  0,A0 ≥ 0and,furthermore,thereexistrealcon-
stants α, β ≥ α with α,β ∈[−1,1] such that αz <Ψ(t,0)z<β zfor any preﬁxed t >0
and some Rn  z>0 (i.e., z ∈ Rn0
+ ∪ZRn
+ ∪R
n
+), or some z   0 (i.e., z ∈ Rn0
+ ). Then
the (unforced) (S) is IP if B ∈ Π(clRm
+,clRn
+) and the stability properties (iv(1))-
(iv(2)) hold.
Proof. (i) is proved in [3].
(ii) If A is a Metzler matrix (i.e., all its oﬀ-diagonal entries are nonnegative) then the
C0-semigroup of inﬁnitesimal generator A is clRn
+-positive; that is, eAt > 0f o ra l lt ∈ R+
[7]. Then, if A0 ≥ 0 then the strong linear evolution operator Ψ :[ 0 ,t]×[0,τ] → L(Rn),
for all t,τ(≤ t) ∈ R+ is in Π(clRn
+)f o ra l lt,τ(≤ t) ∈ R+ which follows by direct calcu-
lus from (2.6)o fTheorem 2.1 since Ψ(t,τ) is the sum of the two nonnegative matri-
ces eA(t−τ) > 0a n d
 t
τ+heA(t−τ−σ)A0Ψ(σ −h,τ)dσ ≥ 0, for all t,τ(≤ t) ∈ R+, the second
one being nonnegative by recursion via (2.6)f o ra l lt,τ(≤ t) ∈ R+ since A0 ≥ 0a n d
Ψ(σ,σ) =In >0, for all σ ∈ R+.
Then, Ψ(t,τ)(clRn
+/{0n}) ⊆ Rn0
+ ∪ ZRn
+ ∪ R
nFr
+ ,f o ra l lt,τ(<t) ∈ R+, or equivalently,
Ψ(t,τ)>0, for all t,τ(≤ t) ∈ R+ which proves (ii).
(iii) From (i)-(ii), eAt > 0 (since A is a Metzler matrix) from (ii), Ψ(t,τ) > 0f o ra l lt ≥
τ ≥ 0a n dA is irreducible (in the sense of clRn
+-irreducible) from (i) since (In+A)n−1  
0. Now, note the following.
(a) A matrix Q is reducible, if and only if there exists a real n-permutation matrix P
such that PTQP = [
Q11 Q12
0 Q22]w i t hQ11 and Q22 being square submatrices of orders
n1 <nand n2 <nwith n = n1+n2,[ 7].
(b) eQt =
∞
k=0(Qktk/k!) since eQt is the limit as k →∞of everywhere convergent
series
k
i=0(Qiti/i!) for all t ≥0.
(c) PT = P−1 (since P is a permutation matrix) implies PTQ P = [P−1QP]  for any
  ∈ Z+ so that
PTeQtP =P
−1eQtP =

eQ11t  Q12(t)
0 eQ22t

iﬀ Q is reducible. (5.2)
Since A is clRn
+-irreducible, there is no (nonsingular) transformation with associate n-
matrix P which transforms A and eAt(R+  t>0) into corresponding triangular similar24 Journal of Inequalities and Applications
matrices so that eAt >0i si r r e d u c i b l ef o ra l lR+  t>0. Since Ψ(t,τ) is the sum of the ma-
trixfunctionseA(t−τ) >0,whicharealsoirreduciblefort>τ≥0and
 t
τ+heA(t−τ−σ)A0Ψ(σ −
h,τ)dσ ≥ 0, for all t,τ(≤ t) ∈ R+ by using (2.6)o fTheorem 2.1,t h e nΨ(t,τ) > 0a n d
clRn
+-Irreducible for all t>τ≥0, [3], and (iii) is proved.
(iv)-(v) property (iv) follows directly since if there exist real constants α,β ∈ [−1,1]
such that αz ≤ Ψ(t,0)z ≤ βz for some t>0a n ds o m ez  0t h e nΨ(t,τ)>0f o ra l lt>τ≥
0 from (ii) since A is a Metzler matrix and A0 ≥ 0. Thus, (S) is IP if B ∈ Π(clRm
+,clRn
+).
Then, Ψ(t,0)> 0f o ra l lR+  t>0 with (real) maximal eigenvalue being also the spectral
radius in (−1,1) if α,β ∈ (−1,1). Then the unforced (S) is globally asymptotically Lya-
punov’s stable while the forced (S) is Lq-stable for any admissible pair (u,ϕ)b e i n gu n i -
formly bounded except (possibly) on a set of zero measure with u ∈Lm
q ∩Rm
+,s o m eR+ 
q≥1.Now,consideranonnegativerealfunctionψ : R+→RsuchthatSupt≥τ≥0( Ψ(t,τ) )
≤ ψ(t) for any matrix norm pointwise deﬁned for the strong evolution operator Ψ since
Ψ ∈ C(1)(clR+ ×clR+,L(clRn
+)). It follows from (2.6)t h a tψ(t) < ∞ since Ψ(0,0) = In,
beingtriviallybounded,impliesviarecursionthatSupt≥τ≥0( Ψ(t,τ) ) ≤ ψ(t) < ∞,forall
t ∈ clR+ provided that  A0  is suﬃciently small satisfying 1 > (kA/ρA)(1 −
e−ρAh) A0 ,w h e r ekA ≥ 1a n dρA > 0 are, respectively, a norm upper bound of
Supt∈clR+( eAt ) ≤ kA < ∞ (for the same matrix norm as that used for Ψ(t,τ)) and the
minus stability abscissa of A (i.e., (−ρA) < 0 which is the absolute abscissa of the domi-
nant (real) eigenvalue of the Metzler stability matrix A)[ 27–29, 34]. It has been proved
that the unforced (S) is Lyapunov stable. On the other hand, from the above result in
(2.6):
ψ(t) ≤kA

1−
kA
ρA

1−e
−ρAh
 
A0

 

−1
e
−ρAt < ∞, ∀t ∈clR+;l i m
(t−τ)→∞

 
Ψ(t,τ)

 

= 0
(5.3)
so that the unforced (S) is globally asymptotically Lyapunov’s stable and Ψ ∈
Cn×n(1)(clR+,L(clRn
μ+)) where Rn
μ+ ={z ∈ clRn
+ :  z ≤μ},s o m eﬁ n i t eμ ∈ R+.
Remark in the proof. The last part of the above proof is also valid for the case Ψ ∈
C(1)(clR+ ×clR+,L(clRn)) so the condition for asymptotic stability in terms of A being
a stability matrix and  A0  suﬃciently small holds for any (S), (2.1)-(2.2), irrespective of
its nonnegativity properties.
Finally, if α,β ∈ [−1,1] then the unforced (S) is guaranteed to be Lyapunov’s stable.
Property (v) follows in a similar way as property (iv) from (iii) with α,β ∈ [−1,1] since
αz ≤ Ψ(t,0)z ≤ βz ⇔ αz < Ψ(t,0)z<β zfor some z>0, or some z   0, for any preﬁxed
t>0, since Ψ(t,0)> 0i si r r e d u c i b l ef o ra l lt>0 with the spectral radius being a real
maximal eigenvalue in (−1,1) [3] (see also [7, 13]). 
Remark 5.4. Note that in order to test Theorem 5.3(v) for some z>0, it is suﬃcient to
check such a vector candidate among those not being in the set of eigenvalues of Ψ(t,0),
foranypreﬁxedt>0,sinceΨ(t,0)isclRn
+-irreducibleifandonlyifΨ(t,0)hasexactlyone
(up to scalar multiples) eigenvector z i nt h ec o n ec l Rn
+ and this vector is in Rn0
+ so that
z  0.Also,Ψ(t,0)isclRn
+-irreducibleifandonlyifithasnoeigenvectorintheboundary
of Rn
+ so that any z>0 cannot be an eigenvalue of Ψ(t,0)foranyt ∈ R+,[ 3].M. De la Sen 25
Remark 5.5. Note that since (S) is linear and time invariant, it suﬃces to check the sta-
bility properties of Theorem 5.3(iv)-(v) for any preﬁxed t>0 since the maximal eigen-
value of the strong evolution operator for any t>τ≥ 0 is real of modulus less than unity
for all 0  = t ∈ R+. However, the irreducibility of the strong evolution operator does not
hold for Ψ(t,t) = In for any t ∈ R+ so that it has to be formulated for Ψ(t,τ)f o ra n y
t,τ ∈ R+ t>τ≥ 0. Note that for h = 0, Ψ(t,τ) = eA(t−τ) so that, under Theorem 5.3(iv),
its maximal eigenvalue is real positive less than unity for any t,τ ∈ R+ t>τ≥ 0 with the
Metzler matrix A then being also a stability matrix so that its maximal eigenvalue is real
negative. Thus, the delay-free unforced systems are globally Lyapunov’s stable. The prop-
erty of global asymptotic stability of the unforced delay-free system is then guaranteed
since A is a Metzler stability matrix, A0 ≥ 0w i t hΨ(t,τ) having real maximal eigenvalue
less than unity for any t,τ ∈ R+ with t>τand some delay h>0.
Thenextresultlinksexcitabilityandtransparencywiththeparallelpropertiesofdelay-
free positive systems.
Theorem 5.6. The following properties hold.
(i) Assume A0 ≥0andthattheparticular(S)underdelay-freedynamics(i.e.,A0 ≡0)is
(clRm
+,clRn
+)-excitable. Then (S) is (clRm
+,clRn
+)-excitable independent of the delay
(i.e., for all delays h ∈ [0,∞)),
n−1
k=0AkB  0,
n−1
k=0(A+A0)kB  0 and B>0.
(ii) Assume A0 >0 and that the particular (S) under delay-free dynamics (i.e., A0 ≡0)i s
(clRn
+,clR
p
+)-transparent. Then (S) is (clRn
+,clR
p
+)-transparent independent of the
delay and
n−1
k=0CAk  0,
n−1
k=0C(A+A0)k  0 and C>0.
Proof. (i)FromTheorem 2.1((2.4)and(2.6)),thestate-trajectorysolutionforzeroinitial
state is x(t) = xz(t)+
 t
0
 t
t+heA(t−τ−σ)A0Ψ(σ −h,τ)Bu(τ)dσdτ ≥ xz(t)   0, R+  t>0, for
all h ∈ R+ since A0 ≥0, B>0a n dxz(t) =
 t
0eA(t−τ)Bu(τ)dτ  0 since (S) is (clRm
+,clRn
+)-
excitable (for A0 =0) so that A is a Metzler matrix and eAt >0f o rR+ t>0a n du(t)>0,
R+  t>0. Since x(t)   0 R+  t>0, for all h ∈ R+, (S) is (clRm
+,
clRn
+)-excitableindependentofthedelay.Ifh=0(zerodelay)(S)is(clRm
+,clRn
+)-excitable
if and only if
n−1
k=0(A+A0)kB   0 since its delay-free dynamics are given by ˙ x(t) =
(A0+A1)x(t)[ 8]. By the same necessary and suﬃcient condition if h is inﬁnity, or for
A0 = 0,
n−1
k=0AkB   0. Those parametrical properties never hold if B ≥ 0w i t hB = 0s o
that B>0. Property (i) is proved.
(ii) The proof is similar to that of (i) by substituting (2.4)i n t o( 2.2) for an admis-
sible pair (0,ϕ) with zero input and the use of the necessary and suﬃcient condition
n−1
k=0CAk   0o f( c l Rn
+,clR
p
+)-transparency of linear delay-free time invariant systems.

A collateral interest of the problem focused on in this manuscript is its potential gen-
eralization to a wider class of problems. In particular, the results presented in the paper
could be extended to singular dynamic systems as well as to hybrid systems composed of
coupled continuous-time and digital states. They could be also potentially extended to
more general descriptions involving ODE problems in the complex Euclidean space with26 Journal of Inequalities and Applications
the right-hand side being polynomials with, in general, nonconstant periodic coeﬃcients
[43–47].
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