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RisumC 
Dekking a explicit? les frequences des facteurs de la suite de Fibonacci en utilisant le graphe 
des mots. Nous generalisons ce resultat aux suites sturmiennes en montrant, egalement par le 
graphe des mots, que les frequences des facteurs de meme longueur d’une suite sturmienne 
prennent au plus 3 valeurs. Nous explicitons ces valeurs et donnons, pour chacune d’elles, le 
nombre de facteurs ayant cette frequence en fonction du developpement en fraction continue de 
I 'angle M de la suite sturmienne. 
Les cmter stunnlennes, dont la plus connue es1 la smte de Fjbonacci, point fixe de 
la substitution D d&k par o(a) = ab et o(b) = II. onI de nombreuses caracterisations 
(vow, par exemple, [6,23]). 
I. Les suites sturmiennes ont pour fonction de complexite p(n) = n + 1, pour tout 
n. Rappelons que la fonction de complexit&, definie pour une surte i valeurs dans un 
alphabet de cardinal fini, compte le nombre de facteurs de longueur don&e de cette 
suite. Or une suite dont la complexite satisfait p(n) <n, pour un entier n, est ultimement 
piriodique. Les suites sturmiennes sont done les suites de complexite minimale parmi 
les suites non-ultimement periodiques (voir [S]). 
2. Les suites sturmiemtes sont exactement les suites equilibrees sur un alphabet a 
deux lettres qui sont non-ultimement poriodiques (voir [8, 17, 181) Rappelons qu’une 
suite equilibree est telle que la difference entre le nombre d’occunences d’une lettre 
dans deux de ses facteurs de m&me longueur est born&e par 1 en valeur absolue. 
3. Les suites sturmiennes sont des rotations irrationnelles: ce sent exactement les 
suites abtenues en codant l’orbite d’un point p du cercle unit+ sous la rotation d’angle 
rnattonnel M, par rapport a des intervalles compkmentaires du cercle uniri de longueur 
3 et 1 - M (vair [17, 181). 
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4. Notons que les rotations correspondent a des codages de trajectoires de pente 
initiale irrationnelle dans un billard carre, oti l’on code les cotis horizontaux par a et 
les cot& verticaux par b (voir [20]). 
5. Une seconde maniere “graphique” de considcrer les suites sturmiennes consiste 
a coder le trace d’une demi-droite de pente irrationnelle dans le plan euclidien muni 
d’un rep&e orthonorme, de la man&e suivante (voir [IS]). 
Proposition 1. Soit a une suite sturmienne. I1 existe alors z irrationnel duns 30, l[ et 
p tels que a = g(cr,p) ou Z(a,p) et ozi les suites @(a,~) = (E,)“~N (respectivement 
8% P) = (G)nEN) sont dijinies sur {a, 6) de la manihe suivante: 
{ 
a si i(n+l)M+pJ - Lna+p] =O, 
“= b si [(n+l)a+p] - Lna+pJ = 1, 
respectivement 
a = a si [(n+l)a+pl-[nU+pj =O, 
n 
{ b si [(n+ l)cl+pl - [ncl+pj = 1. 
On appelle angle (ou fr&quence, ou encore pente) d’une suite sturmienne le reel LI 
qui lui est ainsi associe. 
La friquence f(B) d’un bloc B est definie comme la limite, si elle existe, du nombre 
d’apparitions de ce bloc parmi les n premieres lettres de la suite, divise par n. Notons 
que I’existence des frequences de blocs pour les suites stw-miennes est assurle par la 
caracterisation 3. 
Dekking a montre, dans [lo], que les frequences des facteurs de meme longueur de 
la suite de Fibonacci prenaient au plus 3 valeurs; il a, de plus, explicite ces valeurs et 
dotme, pour chacune d’elles, le nombre de facteurs ayant cette frequence. I1 ltudie pour 
cela le graphe des mots. Le but de cet article est de montrer, egalement en utilisant 
le graphe des mots, un resultat analogue pour les suites sturmiennes. Plus prccisement, 
nous montrons que les frtquences des facteurs de m&me longueur des suites sturmiennes 
d’angle x prennent au plus trois valeurs, valeurs que nous explicitons en fonction du 
diveloppement en fraction continue de CC; nous donnons, de plus, le nombre de facteurs 
ayant chacune de ces trois frequences. 
ThkorCme 1. Considhons une suite sturmienne d’angle CI. Soit M 2 1. Soient $ et $ 
deux m-points de Farey con&cutifh tels que E < a < 5. 
Les frkquences des facteurs de longueur m sont ci valeurs duns I’ensemble: 
p2 - q2, q1 - PI, a(@ -q2)+ P2 - PI. 
Plus p&is&ment, soient ($) et (c(“)) les suites des convergents et des quotients 
partiels associies ri CI duns son dheloppement en fraction continue. 
Supposons kg(“) + q(“-‘) < m < (k + l)q(“) + q(“-‘), avec n > 1 et 1 <k <c(‘+‘). Les 
frdquences des facteurs de longueur m sont Li valeurs duns l’ensemble: 
{(-l)“(kp(“) + p(“-l) _ &(kq(“) + q(n-l))),(-l)“(aq(“) _ p’“‘), 
(-l)“(-cr((k - l)q(“) + q(“-I)) + (k - l)p(“) + I+“-“)}. 
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Supposons m = kq@) + q@-‘), avec n 2 1 et 1 <k < &+I 1. Les fiCquences des fac- 
tears de longueur m sont d valeurs duns I’ensemble: 
{( - 1 )“(kp(“) + p@-‘) - ol(kq(“) + q@-‘I)), (- 1 )“(aq(“) - PC”) ). 
De plus, il y a 
l m - q2 + 1 facteurs de frkquence p2 - aq2; 
. m - q1 + 1 facteurs de frkquence aql - p,; 
. (ql + q2) - m - 1 facteurs de frkquence cr(q, - q2) + pz - p, 
On rappelle qu’un m-point de Farey est un Ument c1 de [0, I] tel que c1 = $, 
avec p 2 0, 1 dq <m et pgcd(p, q) = 1. Les points de Farey verifient les propriMs 
suivantes (voir [ 131): 
Proposition 2. 1. Si $,$,$ sont trois m-points de Farey conshtif, alors 
P” Ps- P’ -zz 
q” q+q” 
2. Deux m-points de Farey : et $ tels que m<q + q’ - 1 sont consecutifs si et 
seulement si p’q - q/p = 1. 
3. Soit m > 2. Deux m-points de Farey success@ n’ont pas le r&me dhominateur. 
Notons que la connaissance des frkquences de blocs d’une suite sturmienne u per- 
met une description pricise de la mesure associke au systkme dynamique (B(u), T), 
oti T est le dttcalage qui A la suite (u,)~~M associe la suite (u,+onE~ et oti O(u) est 
I’adhlrence de I’orbite sous Ie dCcalage T de Ia suite u, dans (a,blN muni du produir 
des topologies discrttes. En effet, on d&nit une mesure de probabilitk p sur la familie 
$8 des borkliens de 0(u), de la man&e suivante: la mesure p est I’unique mesure de 
probabilittt invariante par T, telle que ~([w]) = f(w), oh [IV] est le cylindre corre- 
spondant aux suites de Lo(u) de prkfixe w et oh f(w) est la friquence d’apparition 
du bloc w dans la suite U. Or le systkme dynamique associi i une suite sturmienne 
est uniquement ergodique, c’est-A-dire qu’il existe une unique mesure T-invariante. Par 
conslquent, la mesure p dkfinie ci-dessus est l’unique mesure T-invariante associte au 
systkme dynamique (O(U), T). 
Le thkorkme 1 peut etre prouvk soit en utilisant la dkfinition combinatoire (p(n) = 
rz+ 1) des suites sturmiennes, ce que nous faisons ici, soit en utilisant leur caractkisation 
dynamique (les suites sturmiennes sont des rotations irrationnelles) (voir [4]). En effet, 
on vCrifie qu’A chaque facteur B de la suite on peut associer un intervalle I du cercle 
uniti de la man&e suivante: l’ensemble des entiers n tels que le facteur B apparaisse A 
l’indice n de la suite correspond B l’ensembles des entiers tels que {cxn +p} appartienne 
a l’intervalle I, oh c( et p sont associks A la suite considkrke selon la Proposition 1. 
On dkduit de l’kquirtpartition de la suite ({cw + P})~~N que la Gquence f(B) du 
facteur B est alors Cgale 1 la longueur de I. Or les (n + 1) intervalles I correspondant 
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aux (n 1) blocs longueur n obtenus en les points {-2a}, 
. . . , { -na} sur le segment [0, 11, la notation {x} dksignant la partie fractionnaire de 
X. Par conskquent, le thlor&me 1 correspond A une autre formulation du thCor&me des 
trois distances, utilisl en analyse diophantienne (voir [21,22] ou [24]): 
Thkor&me des trois distances. Soit IX un nombre irrationnel. Plagons les points {R}, 
{2a}, . . . , {na} sur le segment [0, 11. Les (n + 1) segments trou&s ont au plus trou 
longueurs, l’une Ptant lu somme des deux autres. 
On a bien stir remplack ici CI par 1 - c(. 
Ce travail a &ti motiv6 par un article de Burrows et Sulston: ceux-ci associent, 
dans [7], une suite de valeurs d’entropies (H,)nE~ A une suite binaire u, afin de don- 
ner une mesure du disordre de la suite u et kventuellement afin de “reconnaitre” les 
suites quasi-cristallines (c’est-i-dire les suites pouvant modkliser un r&seau atomique 
unidimensionnel quasi-cristallin) uu, plus gkkralement, les suites de spectre discret. La 
suite (H,) converge vers l’entropie mittrique du systkme dynamiqne symboIiqe associi 
i la suite u et les termes H, sont d&k g partir de frtquences conditionnelles. Nous 
montrons dans [5] que cette mesure du dksordre ne permet pas en fait de faire une 
classification entre les suites selon leurs proprittts spectrales. 
Notons que les suites &dikes dans [5] sont des suites substitutives et que les tech- 
niques de calcul des frequences employies reposent sur les substitutions sous-jacentes. 
Ces techniques ne peuvent done etre utilistes ici car les suites sturmiennes ne sent 
glrkralement pas substitutives (voir [9], voir aussi [3]). 
2. Le graphe des mots 
L’outil 1ltilisC ici pour la preuve combinatoire est le graphe des mots (voir [19]): le 
graphe des mots, igalement appelC graphe de Rauzy est un sous-graphe du graphe de 
de Bruijn. 
Le graphe des mots de longueur n, associt A une suite, est le graphe orient6 r,, 
dont les sommets sont les facteurs de longueur n de la suite, avec une ar2te de LJ vers 
V si V suit U dans la suite, c’est-A-dire, plus pr ecidment, s’il existe un mot W de 
longueur n - 1 tel que 
U=xW et V= Wy, avecx,yE{a,b}, 
et 1eI que xWy sait un facteur de Ia suite. 
Considkrons une suite sturmienne. De la complexit (p(n) = n + 1, pour tout n), on 
diduit l’existence d’un unique facteur D, de longueur n biprolongeable B droite, c’est- 
dire ayant deux extensions g droite dans la suite. 1 Un tel facteur est encore appell 
’ Notons qu’on emend ghkralement par extension d’un facteur B un facteur Bx, oh n est une let&e qul wt 
le bloc B dans la suite Nous appellons ici extension par abus de langage, la lettre x elle-m&me. 
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facteur spPciul ou facteur expansif. Soit, de meme, G, l’unique facteur de longueur n 
btprolongeable a gauche. Une suite sturmiemre prtsente deux types de graphes selon 
que G, = D, ou que G, # D, : 
Notons que D,,_I est un suffixe de D, et que G,_t est un prefixe de G,, c’est-a-dire 
que I’on peut ecrire Da = XL),_, et G, = G,_r y, oh x et y appartlennent a (a, b}. 
Soit U un sommet de F,. On note U+ le nombre d’aretes de F, d’origine U et U- 
le nombre d’aretes d’extremite U. Le lemme suivant permet de dtduire du graphe des 
mats des resultats sur les frequences. 
Lemma 1. Soient U et V deux sommets relit% par une a&e tels que U+ = 1 et 
V- = 1. Les facteurs U et V ont alors la m&me frkquence. 
En effet, icrivons U = XW et V = Wy, oh x et y sont des lettres. Comme lJ+ = 1, 
le facteur U a pour unique extension droite y; de meme, le facteur V a pour unique 
extension gauche x. Par consequent, now avons les egalites suivantes entre les 
froquences: 
f(U) = f(LJy> = f(xW~) = .I-(XV = f(J’) 
Par branche (1) ou (3), representees ur la figure ci-dessus, on entend tous les mots 
de ce chemin, D, et G, exclus. En revanche, D, et G,, seront inclus dans la branche 
(2). 
On deduit alors du lemrne precedent que les mots d’une meme branche ont meme 
friquence. On associera done B une branche la frequence des mots de cette branche. 
3. Quelques propriMs des suites sturmiennes 
Nous allons rappeler, dans ce paragraphe, quelques proprietes des suites sturmiennes. 
Lemma 2. L’ensemble des facteurs d’une suite sturmienne est stable par image miroir. 
0r1 en d&d&, en particulier, que G,, est l’image miroir de D,. 
Par image miroir, on entend le retournt d’un mot. Par exemple, abaa est le miroir de 
aaba. 
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Pour montrer ce lemme (voir par exemple [2]), il suffit de considker la caracttrisation 
2 des suites sturmiennes comme suites kquilibrkes. En effet, le cardinal d’un ensemble 
lquilibrl de facteurs de longueur n sur un alphabet a deux lettres est au plus n + 1 
(voir [S]). Un ensemble tquilibrt de facteurs est tel que la difference entre le nombre 
d’occurrences d’une lettre dans deux de ses facteurs de m&me longueur est bornte 
par 1 en valeur absolue. Par consequent, en adjoignant les images miroirs des n + 1 
facteurs de longueur n d’une suite sturmienne A ces m2mes facteurs, on obtient encore 
un ensemble tquilibrk de facteurs, done de meme cardinal n + 1. 
Lemma 3. Les suites sturmiennes de m&me angle ont mimes facteurs. 
Ce lemme est une constquence directe de la minimalitk des rotations irrationnelles 
(caractkrisation 3) (voir [ 161). 
Le rtsultat suivant permet d’expliciter les facteurs expansifs (voir [2] ou [15]). 
Lemma 4. Le facteur expansif de longueur m d’une suite sturmienne d’angle u est le 
retour& du bloc ala2 . . . a,, oti (an)nEN = ~(a, 0). 
En effet, le bloc al a2 . . a,,, a deux prolong&s a gauche suivant que l’on considbre la 
caracterisation par pat-tie entiere inferieure ou superieure don&e dans la Proposition 1. 
On conclut alors grace aux deux lemmes precedents. 
On en deduit le lemme suivant [ 161. 
Lemma 5. Soit m 2 1. Soient E et fi deux m-points de Farey cons&cut$s. Les suites 
sturmiennes dont l’angle CI ohr~e u :’ ] 4: e, fi [ ont mBme facteur expansif de longueur 42 
m- 1. 
En effet, on a [&I = [k:J, p our 1 <k <m. On deduit done ce rtsultat du Lemme 4. 
Lemma 6. Deux suites sturmiennes ayant le mime facteur expansif de longueur m - 1 
ont les mimes facteurs de longueur m. 
On montre ce lemme par recurrence. On verifie qu’il est vrai pour m = 2. Sup- 
posons que deux suites sturmiennes ayant le meme facteur expansif de longueur m - 1 
ont les memes facteurs de longueur m. Considerons alors deux suites sturmiennes 
ayant le mime facteur expansif D, de longueur m et par consequent le m2me facteur 
biprolongeable a gauche G,, d’apres le Lemme 2. En particulier, par hypothese de 
rtcurrence, ces deux suites ont memes facteurs de longueur m, car elles ont le m&me 
facteur expansif de longueur m - 1. Montrons que les facteurs de longueur m ont les 
memes extensions dans les deux suites. 
Supposons que G,_i # D,_l. Le facteur D, a pour extensions a et b, dans les 
deux suites. Les facteurs de longueur m differents de D, ont une unique extension 
droite. Or le suffixe de longueur m - 1 d’un facteur de longueur m different de D, est 
different de D,_I , car G,_r # D,_I ; on conclut alors en notant que ce suffixe a done 
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une unique extension droite, qui est la m&me dans les dew sulks, par hypathke de 
rkcuneflce 
Suppasons maintenant que G,_l = D,_,, On note D, = XL&-~_ On a, d’aprk le 
Lemme 2: G, = G,_,x. Natons de plus T = a, si x = 6 et z = b, si x = CI. Le facceur 
X&-I a pour extensions droites u et 6, dans les deux suites, par dkfhitian. mime, 
le D,,- IX pour extensions CI et PaI conskquent, facleur YD,,_ 1 
a pour umque extension droite x, dans les deux suites. l,e ralsonnement esr le mkme 
que prktdemment pour les facteurs de longueur M restants. 
On didnit le lemme suivant de la reprksentation par parties enlu5res 
Lemma 7. Soit m 3 1. Soient $ et g deux m-points de l+r~~ conrkcutifs. On con- 
dire une suite sturmienne dont l’angIe c( viri$e M E I$, E[. Supposons 5 < 
a < (PI + P2)/(91 +q2). On a alors D9,+92_1 = aD4,+y,_2. De rvlanihe analogue, si 
(PI f Pz)/(ql +qz) < x < $, alors Dq,+q2_-l = bDq,fqJ-2. 
Preuve. Montrons que l’on a [(ql + q2 - 1)ozJ = pI + p2 - 1. En effet, on a d’aprks la 
PJoPosition 2: (PI fP2k1 -(a +qz)pl = 1. On en dkduit que (pI f p2 - l)/(q] + q2 
-I)<$ et done que PI + p2 - 1 <a(ql + q2 - 1). On montre, de meme que 
IC <(PI + P2Y(q1 + q2 - l), ce qui implique que (4, + q2 - l)a < PI + p - 2. ‘/I 
S”PP~Sans E < a < (Pi + P2)/(41 + q2). On a done [(q, + q2 )@I 6 PI + p2 - 1, 
ce Vi implique que L(ql + q2 - 1 >a] = L(q, + q2)aJ. On dkduit de la Propasition 1 et 
du Lemma 4 que D4,+42_1 = aDqlf4*-2. 
&I manw de man&e analogue que si (p, + p2)/(q, + qz ) < 0: -L ff alors D~,+~~_, =
Q, +41-I. 0 
Sait m2 I. Soient E? et I2 deus m-points de Farcy cons&utifs. Ces deux m-points 
de Farey son1 &alem& de:; (41 fq2 - 1 )-PC&S de Farey surxesds, d’aprk la Prnpo- 
sltjbn 2. Par consCquent, les suites sturmiennes donl l’angle a verlfie CL E ]E, ff 1 ont le 
m&me facteur expansif de longueur q1 + q2 - 2 (Lemme 5) el done les mimes facteurs 
de longueur q1 + q2 - 1 (Lemme 6). En particulier, le facteur G91+Y,- 2 a deux exten- 
slons, d’aprks le Lemme 7, selon la position de a par rapport ti (p, + pk)/(ql + qz), 
ce qui implique que Gq,+q2--2 = Dglfq2--2, ou en d’autres termes, que Gqifqz--2 est un 
palindrome. Plus gkntralement, la proposition suivante donne une caracttrisation des 
facteurs spkciaux palindromes. 
Proposition 3. Soit m > 1. Soient fi et g deux m-points de Farey conshtifs tels 
que $ # 0 et ff # 1. On cons&re une suite sturmienne donf I’angle a vhjie 
aC I$,ff[. 0naG,=D,sietseulementsim=ql+q2-2. 
Preuve. La preuve de cette proposition repose sur les proprittCs de banne approxima- 
tion des points de Farey. 
Notans que l’hypothbse $ # 0 et $ # 1 implique que Gq,+v2 _, n’esi pas un palin- 
drome. En effet, supposons que l’on ait Gq,+ql_, = Dq,+qJ_l_ On a vu que Ggf+gl-2 = 
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D qi+q2-2. On en deduit done que G q,+qz_i est une puissance (41 + q2 - 1)-ieme d’une 
lettre que nous noterons x, ce qui implique, d’apres le Lemme 7, que a = 0 ou 
D = 1. Plus precisement, on verifie que x = a si $ = 0 et que x = b, si q2 
Y&=1. 
Par consequent, il suffit de montrer que l’on a G, # D, pour max(qi,:2) <m < 
q1 + q2 - 2. Supposons done que G, = D,, avec max(ql,qz)<m < q1 +q2 -2. On 
verifie que 
D, = b,.. .b,, oh (b,) = a(~, 1 - {a(m + 2)}), 
selon le meme raisonnement que pour le Lemme 4. De l’egalite G, = D,, on deduit 
que la difference [elk + 1 - {cc(m + 2))J - jctkJ es constante pour 1 <k <m + 1. Cette t 
difference vaut de plus 1 ou 0. 
Supposons que [elk + 1 - {ol(m + 2)}1 - [ukJ = 1, pour tout 16 k 6m + 1. On a 
done 
1 - {u(m + 2)}2 1 - {ak},pour tout 1 <k6m + 1. (1) 
Posons p = 1 + La(m + 2)1 et q = m + 2. Montrons que l’on a: 
u < l? < Lf < p-p2 
(22 4 q-92' 
(2) 
On verifie aisement l’intgalite c( < $. Or t est un (41 + q2 - 1)-point de Farey. Les 
deux m-points de Farey consecutifs a et f~ sont egalement, d’apres la Proposition 
2.1, deux (41 + q2 - 1)-points de Flrey cc&tcutifs, puisque, par hypothtse sur m, 
q<ql+q2 - 1. On obtient done : E < G, ce qui implique la demiere inegalite de (2), 
a savoir $ < (p - p2)/(4 - q2). On en deduit que p - aq > p2 - aqz, ce qui est en 
contradiction avec l’tquation (l), dans laquelle on a affect& a k la valeur q2. 
Dans le cas oh [uk + 1 - {a(m + 2)}] - [ctkj = 0, pour tout 1 d k <m + 1, on obtient 
egalement une contradiction en faisant intervenir q1 au lieu de 92. 
Remarque. 11 existe de nombreuses preuves de cette proposition (voir par exemple 
[4, 1 l] ou [ 141). Hubert [ 141 prouve en particulier ce resultat en exploitant Cgalement les 
proprietes de bonne approximation des points de Farey mais en utilisant la representation 
4 des suites sturmiennes, comme codages de trajectoires dans un billard carrt. 
On peut tgalement donner une preuve de la Proposition 3 en utilisant la car- 
acterisation des mots strictement bispeciaux donnee par Mignosi et de Luca dans [ 111, 
a partir des mots standard de Rauzy (voir [20]). En effet, si on a l’egalitb D, = G,, 
on verifie que le mot G, est alors strictement bispicial, c’est-a-dire que les quatre 
extensions aG,, bG,, G,a et G,b sont des facteurs de suites sturmiennes. Notons que 
sous les hypotheses de la Proposition 3, le mot G q, +q2_2 est alors un Clement de PER, 
en reprenant les notations de [ 111, c’est-a-dire que Gqlfq2-2 admet deux periodes, q1 
et q2, premieres entre elles, ou en d’autres termes, que Gqlfq2--2 est un mot maximal 
pour le thtoreme de Fine et Wilf (voir [12]). 
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4. Preuve du ThCor&me 1 
On considire une suite sturmienne d’angle CL Soient ($) et (c’“‘) les suites des 
convergents et des quotients partiels associb 6 a dans son dbveloppement en fraction 
continue. 
Rappelons que la suite des convergents est dkfinie, par rkurrence, de la man&e 
suivante (voir, par exemple, [ 131) : 
p(n+‘) = C(n+‘)pl”) + pw), pw) = 1 , p(o) = p) 
4 (n+‘) = c(n+‘)qw + qw), q(-‘) = 0, q(o) = 1. 
On a, de plus, Pgcd( PC”‘, q(“)) = 1 et (a - $ ) du signe de (- 1)“. Nous allons 
supposer n pair pour fixer les id&es, le raisonnement Ctant analogue si l’on suppose n 
impair. On vkifie que I’on a la situation snivante : 
kp’“’ + #n-I ) 
kq(n) + qk-’ i 
pour O<k<c(“+‘). Or les convergents $ et p(“-‘J/q@-‘) satisfont 
p(“-l)q(“) _ p(“)qw = 1 3 
ce qui implique que 
(kp’“’ + p (n- 1 Qq’“’ _ (kq’“’ + qtfi-‘))p(“) = 1. 
On di?duit alors de la Proposition 2.2 le lemme suivant. 
Lemma 8. Les points $ et [kp(“) + p(“-‘)J/[kq(“) + q(“-‘)I sont deux M-points de 
Farey constkutzfi, pour 1 <k 6 @I), auec M = kq@) + q(“-‘). 
Par conslquent, on dtduit le ThCorGme 1 du thtor6me suivant. 
ThCorSme 2. Soit u une suite sturmienne d’angle CI. Soit m> 1 . Soient E et $ deux 
m-points de Farey con&cutlfs refs que B < a -C e. 
Les frPquences des facteurs de /on&z& M sont 2 valeurs dans I’ensemble: 
P2 - aq2, aqb - pI, a(ql - q2) + pz - pl. 
Plus prkcis&ment, ii y a 
l m - q2 + 1 facteurs de frPquence p2 - aqz; 
l m - q1 + 1 facteurs de frGquence aql - ~1; 
l (41 + 42) - m - 1 facteurs de frequence a(ql - q2) + p2 - p]. 
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La preuve de ce resultat se fait par recurrence sur m et est basic sur l’evolution du 
graphe des mots Ctudite par Amoux et Rauzy dans [l]. En effet, la taille des branches 
donne le nombre de facteurs correspondant a chacune des frequences. De plus, les 
friquences des branches reliant D,, i G, sont don&es par f(&_ ,a) et f(Dm- I b) (si 
elles sont non vides), alors que la frequence de la branche du milieu est don&e par 
f(Dm). On utilisera done l’hypothbse supplkmentaire de rttcurrence suivante (sur m): 
f(&-IQ) = ~2 -w et f(D,,-lb) = aql - PI. 
On vcrifie que la propriete est vraie pour m = 1. En effet, la lettre a a pour frequence 
1 -LY et la lettre b a pour frtquence c(, d’apres la caracterisation 3 des suites sturmiennes 
comme codages de rotations et plus precistment, d’apres la propriitt d’tquirepartition 
de la suite ({WI + P})~~N, a ttant irrationnel. 
Supposons la proriete vraie pour m > 1. Montrons qu’elle est vraie pour m+ 1. Soient 
$ et E deux m-points de Farey constcutifs. Soit u une suite sturmienne d’angle CI tel 
que $ < c( < E. Nous allons distinguer trois cas selon la position de m par rapport 
a q1 + q2 - 2: dans les deux premiers cas (m < ql + q2 - 2 et m = q] + q2 - 2), 
fi et f~ sont Cgalement deux (m + 1)-points de Farey condcutifs alors que dans 
lZ troissme cas (m = q] + q2 - l), $ et E ne sont plus des (m + 1 )-points de 
Farey consecutifs (d’apres la Proposition 2). Notons que si E = 0 ou si 5 = 1, 
on ne considere que le cas m = q] + q2 - 1. En effet, on a alors m = sup(qr, q2) = 
91 + q2 - 1. 
l Supposons m < q] + q2 - 2. On a done, d’aprts ce qui precede, $ # 0 et E # 1. 
Par hypothese de recurrence, on a f(Dm_,a) = p2 - c(q2 et f(l),,_(b) = clql - ~1. 
Montrons que l’on a G,,_ 1 # D,_ 1. Les (m- 1 )-points de Farey consecutifs encadrant 
l’angle !I sent, d’apres la Proposition 2: 
l c et E, si m> sup(ql,q2)+ 1; 
l E et $, si m=ql; 
b $ et E, si m = q2. 
Dans le cas oti les (m - 1)-points de Farey consecutifs encadrant l’angle LY sont 
diffcrents de 0 et de 1, l’inegalite G,_, # D,_, rcsulte de la Proposition 3. 
Dans le cas ou m = q], l’egalite (pr - p2)/(ql - q2) = 0 implique que E = 
1 et que B = l/(m - 1). On a alors D,_I = barn-*, d’apris le Lemme 7. Le 
kteur G,,,?, etant l’image miroir du facteur D,_I, on a done G,,,_t # D,,_l. 
De m&me, dans le cas oh m = q2, l’egalite (~2 - pl )/(q2 -4, ) = 1 implique que 
E =(m-2)/(m-l), ff = (m - 1 )/m et que D,_ 1 = abm-*. On a done montre, 
dans tous les cas, que G,,_r # D,_ I. 
Par consequent, on en deduit que 
On peut done affecter aux trois branches du graphe des mots de longueur m les 
friquences correspondantes: 
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Les mots de la branche (1) ont pour frequence p2 - nqz, les mets de la branche 
(2) ant pour frequence a(ql - 92) + p2 - pl et les mots de la branche (3) ont pour 
fitquence xql - pI . 
L’tvolution du graphe des mots est la suivante: 
P2-“92 
xGmnDma 
1 k?- q,)+ P2-PI 
G m+l = G,z D m-1 
I- n,+ I 
On a campI& le graphe par la gauche, c’est-a-due qu’on a associk i chaque 
facteur distinct de G, stm unique extension ii gauche et 5 G, ses desx extensions 
B gauche. 
Rappelons que l’hypothese m < q1 +q2 -2 imphque. d’apris la Preposltjon 2, que 
t et E sont Cgalement deux (m+ 1 )-points de Farey consecutrIs encadrant l’angle SI. 
On a, de plus, 
N&J) = f(&-ix), 
pour x = a ou b. En effet, on a D,,-_IX # G,, car G,_, # D,_i On a de meme 
f(Dm+l) = f(Dm), car D, # G,,,, d’apres la Proposition 3, Par consequent, les 
memes frequences sont associees aux memes branches. 
11 reste a &valuer le nombre de facteurs ayant chacune des trois frequences. Ces 
nombres sont domres par la taille des branches du graphe. Or on constate que le 
nombre de facteurs de la branche (1) (respectivement de la branche (3)) augmente 
de 1 quand on passe de T,,, a rm+i, alors que le nombre de facteurs de la branche 
(2) diminue de 1 (voir [l]). 
l Suppasons maintenant que m = q1 + q2 - 2, ce qui irnplique que $ # 0 et que 
a # 1. On a l’egalitt G, = D,,,, d’aprb la Proposition 3, mais eri revanche on 
?G,,-i # D,,,_i. En effet, si q1 # 2 et q2 # 2 alors ma sup(qi,qr) + 1, ce qui 
306 K 
implique que El 
en appliquant I”st 
Supposons q1 = 
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et E sont des (m - 1 )-points de Farey consecutifs. On conclut 
Proposition 3. Supposons maintenant que q1 ou q2 soit Cgal a 2. 
2 pour fixer les id&es, le raisonnement &ant analogue si q2 = 2. 
On a alors q2 > q1 = 2, car E # 1. Par consequent, $ et (~2 - pl)/(q2 - ql) 
sont deux (m - 1 )-points de Farey consecutifs encadrant l’angle a. Supposons de 
plus que (~2 - p1 )/(q2 - 41) = 1. On a alors E = $, m = 3 et d’apres le Lemme 
7, 02 = ab # G2. Supposons maintenant (~2 - pl)/(q2 - 41) # 1. On a m - 1 = 
q2 - 1 # ql + (92 - 41) - 2. On conclut ici encore en appliquant la Proposition 3. 
On a done montre dans tous les cas l’inegalitt G,_, # D,_I . 
On a done 
f(Dm) = f(Dm-I) = a(ql - q2) + ~2 - PI. (3) 
Par hypothbse de recurrence, les mots de la branche (1) ont pour frequence p2 - aq2, 
les mots de la branche (2) ont pour frequence a(ql - q2) + p2 - p1 et d’aprbs l%q. 
(3), les mots de la branche (3) ont pour frequence clql - pl. La branche (1) a de 
plus (41 - 1) elements et la branche (3) comporte (q2 - 1) elements, par hypothese 
de rk.u-rence. 
On constate que l’evolution du graphe des mots depend de la premiere lettre de 
D m+l. Par consequent, d’apres le Lemme 7, il faut distinguer deux cas selon que 
E < a < (PI + pdl(q1 + qd ou que (PI + pz)l(ql + q2) < ~1 < 2. Nous SUP- 
poserons ici que a < a < (~1 + pz)/(ql + q2), le raisonnement &ant analogue 
dans l’autre cas. 6; a done: Dm+l = aD,,, et G,,,+l = G,,,a. 
L’evolution du graphe des mots est la suivante, en completant ici encore le graphe 
par la gauche (voir [l]): 
c--IDm-la i 
G,=D, G,+] = G, a 
CDm_,, bGl u;pLrm J;raDm 
L 1’ m+, 
La branche (1) est vide. On verifie que la branche (2) comporte un Clement de 
plus que la branche (1) de Tm, a savoir q1 elements et que la branche (3) (de 
Tm+l) comporte Cgalement un element de plus que la branche correspondante de 
T,,,, c’est-a-dire q2 elements. 
On a de plus ~(D,,J) = f(Dm-IX), pour x = a ou b, car D,_l # G,_l. Les 
frtquences des facteurs de longueur m + 1 prennent done deux valeurs donnees par 
f(Dnz+l) = f(Dma) pour les mots de la branche du milieu de rm+t et par f(Dmb) 
pour les mots de la troisibme branche, ce qui achbve la recurrence dans ce cas, en 
rappelant que E et E sont deux (m + 1 )-points de Farey consecutifs. 
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0 Supposons enfin que m = q1 + q2 - 1. On suppose toujours que $ < tx < (~1 + p2)/ 
(41 + q2), c’est-a-dire que c( est compris entre les (m+ 1 )-points de Farey consecutifs 
E et (PI + p2)l(ql + q2). On a done D, = aD,_ 1 et G, = G,_ la, d’apres le 
Lemme 7. 
Si B # 0 et B 
41 
42 # 1, on vtrifie que E et E sont des (m - 1 )-points de Farey 
successifs encadrant l’angle CI, ce qui implique que G,_ 1 = D,_ 1, d’apres la Propo- 
sition 3. Si $ = 0, on a alors G,_ 1 = D,_l = a”-‘. De mime, si $ = 1, 
G,_i = D,_ 1 = b"-' . On a done, dans tous les cas, l’egalite G,_i = D,_ 1. 
On a f(Dmb) = f(D,,_lb) car D,_lb = G,,_lb # G,. Par consequent, on obtient 
que 
f VW) = aql - PI. 
On dtduit, de plus, du Lemme 1 que 
f (Dm) = f (Gd. 
Or G, = G,_i a = D,_la. En utilisant l’hypothese de recurrence, on obtient done 
que 
f(Dm) = ~2 - aq2. 
On en dtduit que 
f (%a) = f (&A - f (%b) = -4ql + q2) + PI + ~2. 
11 reste a determiner la troisibme frtquence, si elle existe, et a considerer la longueur 
des branches, pour achever la recurrence. Pour cela, nous allons distinguer deux cas 
selon que $ = 0 ou non. 
l Supposons E # 0. Montrons que l’on a G,,, # D,. Si E # 1, il suffit d’appliquer 
la Proposition 7. Si e = 1, on a alors g = (m - 1)/m. Or on a suppose E < a < 
(pl + p2)/(ql + q2), c’est-a-dire (m - 1)/m < a < m/(m + 1). On a done D, = 
abmwl # G,, d’apres le Lemme 7. 
On en deduit que 
f (Drn+l) = f (Qn> = p2 - aq2. 
On constate de plus que l’evolution de la taille des branches du graphe des mots 
est analogue a celle du premier cas (m < ql + q2 - 2), puisque G, # D,. Plus 
precidment, le nombre de facteurs de la branche (1) (respectivement de la branche 
(3)) augmente de 1 quand on passe de Tm a rm+i, alors que le nombre de facteurs 
de la branche (2) diminue de 1. Par consequent, parmi les ql + q2 + 1 facteurs de 
longueur q1 + 92, il y a 1 (c’est-a-dire m + 1 - (ql + q2) + 1) facteur de frequence 
-cc(ql + q2) + pl + p2 (branche l), ql - 1 (c’est-a-dire 2ql + q2 - (m + 1) - 1) 
facteurs de frbquence p2 - aq2 (branche 2) et q2 + 1 (c’est-a-dire m + 1 - q1 + 1) 
facteurs de frequence crql - p1 (branche 3). 
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l Supposons que $ = 0. On a done E = i, c’est-a-dire m = q2. On a de plus 
D - G,+, = am+‘. m+l - 
Par consequent, on obtient 
f(Dm+~ > = f(Dma> = 1 - x(q2 + 1). 
On verifie alors que seul D,,,+l a pour frequence 1 - a(qz + 1) et que les q2 facteurs 
de longueur q2 + 1 restant ont pour frequence c(. 
Remarques 
l On constate que l’tvolution de la forme du graphe des mots est gouvernee par la 
place de a par rapport aux (41 + qz)-points de Farey $, (pt + p~)/(qt + q2) et E. 
En effet, on en deduit la lettre qui prolonge D q,+q2-2 dans Dq,+q2-l (Lemme 7), 
ce qui determine, en particulier, quelle est la branche qui des branches (1) ou (3) 
de rq, +ql-2 se transforme en branche du milieu pour rq, +q2_ 1. En particulier, on 
peut demontrer le Theoreme 1 sans utiliser la Proposition 3 en ajoutant quelques 
hypotheses de recurrence suppllmentaires. Par souci de clartt, nous avons prefer% 
demontrer separement la Proposition 3. 
l De nouvelles frequences n’apparaissent quand on passe des mots de longueur n aux 
mots de longueur n + 1, que lorsque G,_t = D,_l, dans le cas ou e # 0 et $ # 
1. Le processus est alors le suivant: on soustrait a la plus grande des fkquences 
des branches (1) et (3) la plus petite des ces frequences, qui est une “mesure 
d’approximation” de l’angle a; il s’agit de l’algorithme des fractions contiues. 
l Arnoux et Rauzy ont Cgalement ttudit dans [l] les suites de complexite 2n + 1, 
telles qu’il existe, pour tout n, un unique facteur de longueur II ayant trois pro- 
longements a droite, note D,, et un unique facteur de longueur ayant trois pro- 
longements a gauche, note G,. Arnoux et Rauzy montrent qu’une telle suite peut se 
reprtsenter geometriquement comme un tchange de six intervalles sur le cercle unite. 
Cet &change est uniquement ergodique. Par consequent, les frequences de blocs ex- 
istent pour une telle suite. La methode utilisee ici se generalise facilement. En effet, 
le graphe des mots admet alors quatre branches, trois branches allant de D, 1 G, 
et une branche allant de G, a D,. On montre en particulier qu’il existe, pour les 
facteurs de longueur dorm&e, au plus quatre frequences dont l’une est la somme des 
trois autres. 
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