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In this paper, the cooperation of two feature families
for handwritten digit recognition using a committee
of Neural Network  NN classifiers will be examined.
Various cooperation schemes will be investigated and
corresponding results will be presented. To improve the
system reliability, we will upgrade the committee scheme
using multistage classification based on rule-based and
statistical cooperation. The rule-based cooperation en-
ables an easy and efficient implementation of various
rejection criteria while the statistical cooperation offers
better possibility for fine-tuning of the recognition versus
the reliability tradeoff. The final system has been
implemented using rule-based reasoning with rejection
criteria for classifier decision fusion and the generalized
committee cooperation scheme for classification of the
rejected digit patterns. The presented results show
that we propose a successful approach for reliability
control in committee classifier environment and indicate
that a suitable cooperation of statistical and rule-based
decision fusion is a promising approach in handwritten
recognition systems.
Keywords: multistage classification, rejection, struc-
tural, statistical, features.
1. Introduction
The idea of combining classifiers in order to
compensate their individual weakness and to
preserve their individual strength has beenwide-
ly used in recent pattern recognition applica-
tions  Xu et al., 1992,  Ho et al., 1994,  Kit-
tler et al., 1998,  Duin and Tax, 2000,  Roli
et al., 2001. Data from more than one source
that are separately processed, can often be pro-
fitably re-combined to produce more concise,
more complete andor more accurate situation
description. A theoretical andmathematical fra-
mework that explains the reasons for expecting
the improvement of the performances in cases
of combining classifier outputs can be found in
 Kittler, 1998,  Tumer and Ghosh, 1999.
The classical paradigm for character recogni-
tion is concentrated around two steps, feature
extraction, where an appropriate representation
of the pattern is developed, and classification,
where decision rules for separating pattern clas-
ses are defined. Combining features of differ-
ent nature and the corresponding classifiers has
been shown to be a promising approach in hand-
written recognition systems  Kimura and Shri-
dar, 1991,  Huang and Suen, 1993,  Suzuki et
al.,1995,  Yamaguchi et al., 1997,  Dahmen
et al., 2001.
In this paper, we present a two-stage classifi-
cation system for handwritten digit recognition
using a committee of NN classifiers. We start
with two NN classifiers which work on two dif-
ferent feature families for the same digit image.
Our feature families are referenced as structural
and statistical feature sets  Radevski and Ben-
nani, 2000, and they differ  especially struc-
tural features from the feature sets with the
same reference used in other handwritten recog-
nition systems  Duer et al., 1980,  Heute et al.,
1996,  Lou et al., 1999.
In order to improve the system reliability, we in-
troduced two-stage classification based on rule-
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based and statistical cooperation. The rule-ba-
sed cooperation enables an easy and efficient
implementation of rejection criteria. The sta-
tistical cooperation offers better possibility for
fine-tuning of the recognition versus the relia-
bility tradeoff. The final systemhas been imple-
mented using rule-based reasoning with rejec-
tion criteria for the classifier cooperation and the
generalized committee cooperation scheme for
classification of the rejected digit patterns. Our
goals in this paper are to examine usefulness of
our feature extraction and selection technique,
to show an approach for reliability control in
committee classifier environment and to present
a two stage classifier cooperation using rule-
based and statistical decision fusion rather than
to compete with the recognition rates of other
handwritten digit recognition systems  LeCun
et al., 1995.
2. The System Architecture
The recognition system is constructed around a
modular architecture of feature extraction and
digit classification units. The preprocessed im-
age is input for the feature extraction module,
which transfers the extracted features toward
NN classifiers  Fig. 1.
From the digit images with resolution of 128 
128 pixels, we obtained 16  16 binary images
on which the smoothing and centralizing pre-
processing techniques have been applied. We
have extracted 54 structural and 62 statistical
features. The structural and statistical feature
sets are forwarded to two separate NN classi-
fiers where the feature selection procedure is
performed. NN classifier outputs are combined
using rule-based and statistical cooperation. On
this level, rejection criteria are introduced and
the corresponding system reliabilities are calcu-
lated.
2.1. The Structural Features
The structural feature set is a domain-dependent
set. Its nature and the techniques implemented
for detection and extraction are strongly depen-
dent of the nature of the objects to be recog-
nized.
The first step in the creating of the structural fea-
ture set is defining a reasonable set of elemen-
tary shape primitives for digit constructions. We
have proposed 27 elementary primitives showed
in Fig. 2. The digit image is searched for these
primitives twice: firstly on the original digit
image orientation, and secondly on the rotated
digit image for 90. So, the total number of
Fig. 1. The system architecture.
Fig. 2. Image sub-regions and the elementary primitives.
Decision Fusion and Reliability Control in Handwritten Digit Recognition System 285
primitives is 54, and that is the number of the
elements in the structural feature set.
The detection and extraction of the structural
features is performed by dividing the image bi-
nary matrix into two, three, four and six sub-
regions. The existing shape in each of those sub-
regions is compared with the proposed primi-
tives in the same sub-regions whose existence
is expected.
We have made the search for the primitives with
parallel lines from up, down, left or right side,
depending on their position. In this way, we
have obtained control points for the shape de-
scription  Fig. 3a. The shape is represented by
the lengths of the line segments si  between the
control points, and the corresponding angles
between the line segments and the x-axis  Fig.
3b.
Fig. 3. a Line control points;
b Line representation: segments and angles.
The similaritymeasure between the found shape
and the corresponding predefined primitive is
based on the differences between the changes
of angles along the shapes, normalized to take
value between 0 and 1. This similarity measure
is a simplified variation of the curve matching
technique described in  Cakmakov, 1998.
Thus, the structural feature is composed of 54
values of the calculated similarities between the
found shapes in the corresponding sub-regions
and the corresponding elementary primitives.
2.2. The Statistical Features
The statistical feature set is composed of 62 fea-
tures that give the pixel-based information pre-
sented by the densities of the lit pixels in various
regions of the digit image. The first 54 statis-
tical features are obtained from the projection
histograms obtained by the vertical  16, hori-
zontal  16 and two diagonal  22 projections
 5 pixels left and right around the main diago-
nals. The last 8 features are obtained from the
zone-pattern regions showed in Fig. 4.
Each of the numerical values of the 62 statisti-
cal features represents the filled up percentage
of the projection histograms. So, the statistical
features have values between 0 and 1. This kind
of features in different forms has been exploited
in many pattern recognition systems. Burel and
colleagues called them oriented profiles  the
projection histograms in our case, and statis-
tical features  the zone-pattern features in our
case  Burel et al., 1992.
2.3. Feature Selection
In order to optimize member classifiers, we in-
cluded a feature selection phase. Various fea-
ture selection techniques have been proposed
 Liu and Motoda 1998. We have implemented
Fig. 4. Projection histograms and zone-pattern features.
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a supervised feature selection based on the Opti-
mal Cell Damage technique  Cibas et al. 1994.
The features are selected one by one, according
to the error rate of the classifier. The selection
phase is deduced to deleting of the input NN
nodes, after establishing a threshold value for
their saliency. Thus, the feature selection phase
prunes the input NN nodes with lower impor-
tance. This procedure is performed separately
on the member classifiers. This reduces the sys-
tem complexity by at least 15 to 20%, keeping
the same recognition rate.
2.4. The Handwritten Digit Data Base
The database for our experiments is an extrac-
tion of theNIST  National Institute of Standards
and Technology handwritten digit database.
The digit images are consisted of gray level
pixels presented with real numbers in -1, 1
interval. The total number of 23898 digit im-
ages is divided into two groups, 17952 images
for the training phase and 5946 images for the
test phase.
The digits from the original database are rear-
ranged in order that digits in the test set belong
to different writers from those in the learning
set.
In Fig. 5, a fragment and the composition of the
digit database are presented.
The class distribution of the samples in the
learning and the test set is nearly uniform  Fig.
5.
3. Committee cooperation schemes
The cooperation schemes are designed around
two full connectedMulti-layer Perceptron  MLP
NNs with one hidden layer. They perform the
classification task on the sets of structural and
statistical features respectively. The size of their
input layers corresponds to the cardinality of
the corresponding feature set, and the number
of hidden layer nodes is determined experimen-
tally  Fig. 6. Each output node corresponds to
one digit. The combined classification unit is
based on different cooperation schemes.
Let us yi x, i  1  2 be the output for input
feature vector x of two MLPs for structural and
statistical features respectively. Using the indi-
vidual classifier information, we have examined
a few cooperation schemes  Barabas 1983,  Xu
et al. 1992,  Ho et al. 1994,  Bishop 1995,
 Kittler et al. 1998:
— Simple average
This simplest cooperation is based on the aver-
age of the rescaled outputs from the individual







This approach does not take into consideration
the measure of the belief of each of the member
decisions.
Class Learning Set:17952 samples
Test Set:
5946 samples
0 1860  10.36% 606  10.19%
1 2026  11.29% 670  11.23%
2 1750  9.75% 594  9.99%
3 1895  10.56% 622  10.46%
4 1714  9.55% 556  9.35%
5 1535  8.55% 515  8.66%
6 1726  9.61% 591  9.94%
7 1878  10.46% 613  10.31%
8 1783  9.93% 589  9.91%
9 1785  9.94% 590  9.92%
Fig. 5. A fragment and the composition of the digit database.
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Fig. 6. The classification module.
— Classification task
In this cooperation, we consider the outputs of
the individual classifiers as a data to be classi-
fied by another MLP NN, fully connected with
one hidden layer. The input layer contains 20
units, 10 from the output of each individual clas-
sifier. The hidden layer contains 15 units and
the output layers 10 units.
— Dempster’s rule
Here, the probability of the favoring of the class
Ci is computed as a product of the individual
classifier outputs yk x  Ci










This cooperation takes into account the fuzzi-
ness of the classifier votes, by giving less con-
fidence to less certain votes.
— Bayesian formalism
Bayesian Formalism uses the error of each clas-
sifier, represented by the corresponding confu-
sionmatrices n1i j and n
2
i j. The element means
that the elements of the class Ci have been as-
signed to the class Cj by the classifier k. If we
consider the confusion matrices as sources of
prior knowledge, they can be used for estima-
tion of the certainty for each classifier. With
this knowledge, the conditional probability that
the proposition x  Ci, i  1  10 is true under
the decision Dk x  Cj, k  1  2 made by each
of the classifiers is calculated by







So, the final classification is made by the for-
mula






where normalization η is calculated by
η X10
i 1
Π2k 1P x  CiDk x  Cj
— Generalized committee cooperation scheme
Generalized committee prediction is given by a






For the finite-sample approximation of the cor-
relation matrix M, we can obtain the solutions


















where tn is the target value corresponding to the
input vector xn, andN is the number of examples
in the training set. Following this procedure we
have obtained γ1  037 and γ2  063. So, the
committee act is performed according to
ygen x  037y1 x  063y2 x
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The recognition results of the cooperation of
two classifiers according to the described coop-
eration schemes are given in Table 1.






Table 1. The results of the classifier cooperation.
The cooperation results presented in Table 1
show that the non-linear combination of the
classifier outputs given by the classification task
and the generalized committee provide better
recognition results. However, we find that the
misclassification rate of approximately 5% is
not satisfactory.
To design a recognition system with higher re-
liability, we will study the possibilities of intro-
ducing more sophisticated multistage coopera-
tion including the implementation of rejection
criteria  Radevski and Bennani 2000.
4. On the individual classification units
In order to establish more effective cooperation
scheme, we have studied the properties of the
individual classifiers.
4.1. Analysis of classifier outputs
Recognition rates of the NN classifiers and the
recognition rates of the “top two” cases  the cor-
rect decision is the first or the second classifier
choice are evaluated and given in Table 2.
The high recognition rates in the “top two” cases
show that the number of right answers among
the first two choices of the classifiers is signif-
icant, and an effort to use these answers more
appropriately is a reasonable one.
Let us denote by a1 and a2 the top two choices
 the first and the second respectively of the
structural feature classifier, and by b1 and b2
the top two choices of the statistical feature clas-
sifier. Some relations between the recognition
outputs of the classifiers are given in Table 3.
EVENT Recognition rateTest set (%)
a1 and b1 86.26
a1 or b1 96.86
a1 or a2 or b1 or b2 98.77
Table 3. Some relations between classifier decisions.
These observations confirm that the “top two”
classifier outputs offer significant number of
right answers, and an appropriate cooperation
could lead to improvement of the recognition
and reliability rates of the system.
4.2. Rejection criteria
To improve reliability of the system we will use
rejection criteria as a part of the cooperation
scheme. Let us denote by A1, A2 the best two
outputs of the first and by B1, B2 the best two
outputs of the second classifier  let us note that
A1, A2, B1, B2 are classifier outputs, not class
labels. Then, the simplest rejection criteria for
the individual classifiers can be defined by
Classification module Recognition rateTest set (%)
“top two” recognition rate
Test set (%)
structural features 90.34 95.52
statistical features 92.77 97.00
Table 2. Recognition rates of the individual classifiers.
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Structural features Statistical features
α Recog.%Miscl.%Rejec. %Reliab.% Recog. %Miscl.%Rejec.% Reliab.%
0 90.34 9.66 0 90.34 92.77 7.23 0 92.77
2x105 88.43 7.00 4.57 92.66 91.49 5.45 3.06 94.37
4x105 86.24 5.25 8.51 94.26 89.77 4.31 5.92 95.42
6x105 83.88 3.85 11.08 94.33 87.47 3.53 9.00 96.12
8x105 80.86 2.99 16.15 96.43 79.77 4.09 16.14 95.12
Table 4. The classifier decisions using rejection criteria.
O1 x 
 
a1  c A1  i f jA1  A2j  α




b1  c B1  i f jB1  B2j  α
M  1  otherwise
where c  is the function which gives the cor-
responding class for the classifier outputs, M is
the number of classes and M  1 stays for the
additional, rejection class. The parameter α ,
0  α  1, is a threshold parameter. It controls
the rejection rate according to the information
for the certainty of the choice of the classes
a1 and b1. The results of classifier outputs
 Recognition, Misclassification, Rejection and
Reliability  Recognition 100%-Rejection
using these rejection criteria are shown in Table
4.
Imposing stronger rejection criteria by increas-
ing the value of the parameter α , the misclas-
sification rate decreases while the rejection rate
increases. The reliability of the system also
increases until some specific value of the pa-
rameter α .
However, the results show that such rejection
criterion is not a promising way to place a part
of misclassified into the set of rejected pat-
terns. Imposing a threshold level for accept-
ingrefusing a given decision will not only dis-
card a lot of misclassified digits, but will also
discard a significant part of the well-recognized
digits. These observations suggest that to achi-
eve improved rejection criteria, it should be
more useful to consider the activity values of
all NN output nodes or to consider an integra-
tion of the activity values of two NN output
nodes that “won the competition”. Considering
the good recognition rates of the classifiers in
cases of the “top two”outputs, we implemented
a combination of both approaches.
We have investigated the values of the NN out-
put nodes that give the first and the second de-
cision label in each of the classifiers. In Table
5, we show the means µ1 k, µ2 k, k  1  2 and
the standard deviations σ1 k, σ2 k, k  1  2 for
the differences between the values of the NN
output nodes that gave the first and the second
decision label  A1  A2  B1  B2 in cases of
specific events.
Classification module Event Mean  µi k St. deviation  σi k
Structural Features 1st decision is the right one µ1 1  14908 σ1 1  05237
2nd decision is the right one µ1 2  00249 σ1 2  01455
Statistical Features 1st decision is the right one µ2 1  16179 σ2 1  04669
2nd decision is the right one µ2 2  00258 σ2 2  01551
Table 5. Some statistic values of classifier outputs.
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This information, obtained on the trained classi-
fiers, will be used in our rule-based cooperation
schemes and in the corresponding rejection cri-
teria incorporated in these schemes.
5. Multistage classification and final result
The main aim of the first decision fusion phase
is to classify input patterns as much as possi-
ble, keeping a low misclassification rate. So,
the result of this phase will be a set of correctly
classified patterns and a set of “hard” patterns,
rejected from this phase of classification. To
complete this task we will use the information
provided by the member classifiers in the fol-
lowing form:
— The “top two”class labels of each of the clas-
sifiers: a1 and a2 for the structural, and b1 and
b2 for the statistical feature classifier;
— The differences between the “top two”clas-
sifier outputs d1  A1  A2, d2  B1  B2
and the intervals µi k  µi k  s  σi k , i  k  1  2,
where these values belong. The parameter s is
a suitable constant.
These values allow introduction of an additional
certainty measure for the reliability of the clas-
sifier outputs. Thus, along with the first and
the second decisions of the classifiers, we will
consider the intervals where the differences be-
tween the corresponding classifier outputs be-
long  see Table 6.
The events f1, f2, g1 and g2 occur, when the
difference between the “top two” classifier out-
puts falls near to the averages of the same differ-
ences for the corresponding classifier decisions
a1, a2, b1 and b2. These averages are given
in Table 5 and they are obtained on the trained
classifiers. Thus, we have additional proof that
the corresponding classifier decision a1, a2, b1
or b2 is correct.
Using the above information, we introduced the
rule-based decision procedure for this phase of
the classification process. We investigated some
rule-based decision schemes in order to obtain
a low misclassification rate with as high as pos-
sible recognition rate. In Table 7, some of the
examined rule-based scheme with low misclas-
sification rates and the corresponding results are
presented.
There is no a general guideline how to chose
the value of the parameter s, as well as, how to
design the “best” rule-based decision scheme.
These choices of the parameter s and the rule-
based decision scheme follow the idea of mini-
mizing the classifier misclassification rate.
Our experiments show that the lowestmisclassi-
fication rate is provided by the rule 1 in Table 7.
According to this rule, if the member classifiers
give the same class as the first choice, we take
that decision as final. Otherwise, we take the
second choice label of better individual classi-
fier  in our case the statistical feature classifier
b2 only if it gives the same decision label as the
first choice of the structural feature classifier
 b2  a1, and both classifiers are enough sure
in their decisi ons  g2 and f1. Finally, we take
the second choice a2 of the structural feature
classifier if it gives the same decision label as
the first choice of the statistical feature classifier
 a2  b1, and both classifiers are enough sure
in their decisions   f2 and g1.
Using a strength rule-based cooperation in the
first phase of the classification, we minimized
the misclassification rate of our cooperation
scheme. In the second phase, we used a sta-
tistical cooperation scheme on the reduced set
of “hard” patterns that were rejected during the
rule-based classification. For this phase of clas-
Classification module Notation
Structural Features f1 if d1  µ1 1  s  σ1 1  µ1 1  s  σ1 1
f2 if d1  µ1 2  s  σ1 2  µ1 2  s  σ1 2
Statistical Features g1 if d2  µ2 1  s  σ2 1  µ2 1  s  σ2 1
g2 if d2  µ2 2  s  σ2 2  µ2 2  s  σ2 2
Table 6. Notation of the characteristic events.
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1. if a1  b1 then c  b1
elseif  g2 and f1 and b2  a1 then c  b2 s  02 86.33 1.5 12.18 98.30
elseif   f2 and g1 and a2  b1 then c  a2
else REJECT
2. if g1 or a1  b1 c  b1
elseif f1 then c  a1 s  2 94.13 4.76 1.11 95.19
elseif  g2 or f1 and b2  a1 then c  b2 s  02 88.26 2.05 9.69 97.73
elseif   f2 or g1 and a2  b1 then c  a2
else REJECT
3. if g1 and a1  b1 c  b1
elseif f1 then c  a1 s  2 91.19 5.21 3.60 97.46
elseif g2 and b2  a1 then c  b2 s  1 85.97 2.24 11.79 94.78
elseif f2 and a2  b1 then c  a2
else REJECT
4. if g1 or a1  b1 c  b1
elseif f1 then c  a1 s  2 94.30 5.70 0.0 94.30
elseif g2 or b2  a1 then c  b2 s  1 93.90 5.01 1.09 94.93
elseif f2 or a2  b1 then c  a2
else REJECT
Table 7. Various rule-based strategies and the corresponding recognition results.
sification we examined some statistical cooper-
ation schemes. Best results were provided by
the generalized committee cooperation scheme
 Bishop 1995, described in section 3.
Thus, in the second decision fusion phase, we
used the generalized committee cooperation
scheme to classify rejected digit patterns. This
combination of two different decision fusion
schemes resulted in a high reliability recogni-
tion system.
In Table 8, the recognition results of the final
classification are presented.
The results of the final classification show that
the primary goal of the research is achieved.
We have obtained a high reliability rate for the
recognition system that also keeps a high recog-
nition rate.
6. Conclusion
In this paper, we discussed the high reliability
system for hand-written digit recognition. We
have shown a possibility for cooperation of clas-
sifiers based on different feature families using
System Recog.% Misc.% Rejec. % Reliab.%
Rule 1  Table 7 
generalized committee 95.10 1.64 3.26 98.30
Table 8. The final classification.
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committee classifiers. For each of the feature
families a simple MLP NN has been designed.
We examined different cooperation schemes.
The results show that the non-linear coopera-
tion schemes give better recognition results.
To design high reliability recognition system,
we introduced a multistage cooperation scheme
with a rejection criterion. In the first decision
fusion phase, we used rule-based cooperation
scheme in order to provide as high as possible
recognition rate, keeping misclassification rate
as low as possible. In the second decision fu-
sion phase, we used the generalized committee
cooperation scheme only on the set of rejected
pattern. The results of the final classification
show that we proposed a successful approach
for reliability control in committee classifier
environment. Additionally, the results indicate
that a suitable cooperation of statistical and rule-
based decision schemes is a promising approach
in handwritten recognition systems.
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