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1. Introduction     
 
Classification is one of the important tasks in data mining that can extract knowledge from 
real world data sets. It helps in forecasting the future knowledge from the available 
knowledge or information. It also helps people in making better decision in the future based 
on the history and existing knowledge. With the classification algorithm, people can 
repeatedly make a forecast on the accumulated knowledge in new situations. 
 
2. Immune System 
 
2.1 Natural Immune System 
A biological immune system has two broad response systems. One is innate immunity, 
which is general and exists in our body since we are born. The other one is an adaptive 
immunity that is based on two kinds of antibody cells in the body: T-cells, so named because 
they originate in the thymus gland and B-cells originate in bone marrow (de Castro & 
Timmis, 2002). When a pathogen invades the body, special cells called antigen are available. 
An individual T-cell or B-cell responds to the antigens by cloning and mutating to match the 
antigen. This is the concept of clonal selection theory (Burnet, 1959) where the binding of 
antibody with the antigen will activate the antibody and the clonal expansion of the 
antibody occurs. The closer the match, the affinity of that T-cell or B-cell from the antigen 
(Hunt & Cook, 1996) becomes stronger. B-cells that do not match any antigens will be 
eliminated. From immune network theory, (Jerne, 1974) antibody also interacts with the 
neighbour antibodies to form a network. If the antibody do not stimulate with the 
neighbour antibodies, it eventually die. After the process of generating antibodies and 
combating the antigens and a body has successfully defended against a pathogen, a 
comparatively small number of memory cells remain in the body for very long time. These 
memory cells recognize antigens similar to those that originally cause the immune response, 
so that the body’s response to a future and very similar invader is much faster and powerful 
than to a never-before-seen invader. 
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2.2 Artificial Immune System 
An artificial immune system is a bio-inspired computational model that uses idea and 
concepts from the natural immune system. Although there are about four concepts that are 
explored in the immune system (de Castro & Timmis, 2002), the concepts that are discussed 
in this paper are the interaction between antigen and B-cells (stimulation and suppression) 
as in the clonal selection theory (Burnet, 1959) and also the interaction between antibody 
and antibody as in the immune network theory (Jerne, 1974). Both theories involve cloning 
and mutating process (de Castro & Von Zuben, 2000). It can offer strong and robust 
information processing capabilities for solving complex problems. Applications of AIS 
include supervised and unsupervised machine learning, pattern recognition, intrusion 
detection and security (Dasgupta, 2006). Among the early models on supervised machine 
learning is Immunos81 (Carter, 2000) and AIRS (Watkins, 2001; Watkins et al., 2004). 
However, the former model uses significantly different and complex approach. The later 
model is the first straightforward immune-inspired supervised learning algorithm and has 
subsequently gone through a period of study and refinements (Watkins & Timmis, 2002; 
2004; Hamaker & Boggess, 2004). However, many of these studied classification models 
concentrate on the population-based or clonal selection  algorithm and ignore the important 
network feature (Timmis, 2001) of the immune system. The models also require numerical 
representation of data and mostly are tested only on numerical dataset. Some of the 
applications on classification with AIS models are summarized in Table 1. 
 
Concept Objective Referrences 
Immune Network DNA Classification, Text Classification 
Hunt & Cook, 1996; Secker et al, 
2004 
Clonal Selection Numeric Data Classification 
Carter 2000; Leandro 2000; Sahan et 
al 2005; Leung et al, 2006; Peng et al 
2007 
Clonal Selection 
with resource 
limited 
Numeric Data 
classification, Text 
Classification, 
Heterogeneous data 
classification 
Watkins 2001;2002;2004; Hamaker 
2004; Secker 2007; Puteh et al 2008 
Clonal Selection 
with resource 
limited and parallel 
Numeric data 
classification Watkins 2004 
Negative Selection Binary classification Igawa et al 2005 
Table 1. Classification applications with AIS models
  
As suggested in (Watkins, 2001; Freitas & Timmis, 2007; Hart & Timmis, 2008; Timmis, 
2006), methods of using other types of data need to be explored to allow for greater 
applicability of this learning paradigm. (Hamaker & Boggess, 2004) has explored variety of 
similarity measurements in generating classifiers with clonal selection concept or 
population-based AIS algorithm but a more comprehensive experiment on many problems 
with heterogeneous types is required in order to prove a high quality classification 
technique for heterogeneous data types. (Puteh et al., 2008) has introduced a classification 
model using clonal selection for heterogeneous data that is called Flexible Artificial Immune 
Recognition System (FAIRS) to experiment the heterogeneous data in its original types. 
FAIRS has shown some improvement in the accuracy compared to the existing AIS 
classification models. To further experiment on AIS algorithm and to overcome the 
limitation mentioned in the previous research, there is a need for developing the AIS 
classifier with the network feature and be able to accept heterogeneous data without the 
need for the data transformation. In order to accept various types of data, all processes 
involving these data must consider appropriate and suitable affinity measurement, mutation 
method and the correct data structure implementation.  
 
2.2 Distance Metrics 
There are many learning systems depend on good distance function to be successful such as 
the nearest neighbour techniques (Cover & Hart, 1967; Hart, 1968; Dasarathy & Belur, 1991), 
and memory-based reasoning methods (Stanfill & Waltz, 1986). Such algorithms have had 
much success on a wide variety of applications (real-world classification tasks). Many of 
these metrics work well for numerical attributes but do not appropriately handle nominal 
attributes (Wilson & Martinez, 1997). The common distance metrics that are used for 
numerical attributes and binary attributes are the Euclidean metric and the Hamming 
metrics as shown in equation 1 and 2.  
 
Euclidean (x,y)  = �∑ ���� �����������     (1)  
Hamming(x,y) = ∑ ��� � ������� ��� ��������� ������������� ��������                           (2) 
 
The value difference Metric (VDM) (Stanfill & Waltz, 1986) was introduced to define an 
appropriate distance function for nominal attributes as shown in equation 3.  
 
       vdm��x� y� � �∑ �N�����N��� ��N�� ��N�� ��C���      (3) 
 
where Na,x is the number of training records in T that has the value x for an attribute a; 
Na,x,c is the number of records in T that has the value x for attribute a and class c; C is the 
number of classes in the problem domain;  q is a constant, usually value 1 or 2.  
 
This distance metric work well in many nominal domains, but they do not handle 
continuous attributes directly. Instead, they rely upon process of discretization which can 
degrade generalization accuracy (Ventura et al., 1995). Many real-world applications have 
both nominal and numeric attribute as shown in the UCI MLR (Merz & Murphy, 1998). The 
distance function that is used in the proposed model is Heterogeneous Value Difference 
Metric (HVDM). It can take heterogeneous data where it uses normalized VDM for nominal 
data and normalized difference for linear data. HVDM has shown a good potential to be the 
distance metric for heterogeneous data without the need for any transformation of data into 
any specific type. HVDM has become the choice for the algorithm in this research. The 
discussion of the distance metrics can be found in (Wilson & Martinez, 1997). As mentioned 
in the previous section, the Euclidean distance function is inappropriate for nominal 
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as in the clonal selection theory (Burnet, 1959) and also the interaction between antibody 
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and mutating process (de Castro & Von Zuben, 2000). It can offer strong and robust 
information processing capabilities for solving complex problems. Applications of AIS 
include supervised and unsupervised machine learning, pattern recognition, intrusion 
detection and security (Dasgupta, 2006). Among the early models on supervised machine 
learning is Immunos81 (Carter, 2000) and AIRS (Watkins, 2001; Watkins et al., 2004). 
However, the former model uses significantly different and complex approach. The later 
model is the first straightforward immune-inspired supervised learning algorithm and has 
subsequently gone through a period of study and refinements (Watkins & Timmis, 2002; 
2004; Hamaker & Boggess, 2004). However, many of these studied classification models 
concentrate on the population-based or clonal selection  algorithm and ignore the important 
network feature (Timmis, 2001) of the immune system. The models also require numerical 
representation of data and mostly are tested only on numerical dataset. Some of the 
applications on classification with AIS models are summarized in Table 1. 
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2006), methods of using other types of data need to be explored to allow for greater 
applicability of this learning paradigm. (Hamaker & Boggess, 2004) has explored variety of 
similarity measurements in generating classifiers with clonal selection concept or 
population-based AIS algorithm but a more comprehensive experiment on many problems 
with heterogeneous types is required in order to prove a high quality classification 
technique for heterogeneous data types. (Puteh et al., 2008) has introduced a classification 
model using clonal selection for heterogeneous data that is called Flexible Artificial Immune 
Recognition System (FAIRS) to experiment the heterogeneous data in its original types. 
FAIRS has shown some improvement in the accuracy compared to the existing AIS 
classification models. To further experiment on AIS algorithm and to overcome the 
limitation mentioned in the previous research, there is a need for developing the AIS 
classifier with the network feature and be able to accept heterogeneous data without the 
need for the data transformation. In order to accept various types of data, all processes 
involving these data must consider appropriate and suitable affinity measurement, mutation 
method and the correct data structure implementation.  
 
2.2 Distance Metrics 
There are many learning systems depend on good distance function to be successful such as 
the nearest neighbour techniques (Cover & Hart, 1967; Hart, 1968; Dasarathy & Belur, 1991), 
and memory-based reasoning methods (Stanfill & Waltz, 1986). Such algorithms have had 
much success on a wide variety of applications (real-world classification tasks). Many of 
these metrics work well for numerical attributes but do not appropriately handle nominal 
attributes (Wilson & Martinez, 1997). The common distance metrics that are used for 
numerical attributes and binary attributes are the Euclidean metric and the Hamming 
metrics as shown in equation 1 and 2.  
 
Euclidean (x,y)  = �∑ ���� �����������     (1)  
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The value difference Metric (VDM) (Stanfill & Waltz, 1986) was introduced to define an 
appropriate distance function for nominal attributes as shown in equation 3.  
 
       vdm��x� y� � �∑ �N�����N��� ��N�� ��N�� ��C���      (3) 
 
where Na,x is the number of training records in T that has the value x for an attribute a; 
Na,x,c is the number of records in T that has the value x for attribute a and class c; C is the 
number of classes in the problem domain;  q is a constant, usually value 1 or 2.  
 
This distance metric work well in many nominal domains, but they do not handle 
continuous attributes directly. Instead, they rely upon process of discretization which can 
degrade generalization accuracy (Ventura et al., 1995). Many real-world applications have 
both nominal and numeric attribute as shown in the UCI MLR (Merz & Murphy, 1998). The 
distance function that is used in the proposed model is Heterogeneous Value Difference 
Metric (HVDM). It can take heterogeneous data where it uses normalized VDM for nominal 
data and normalized difference for linear data. HVDM has shown a good potential to be the 
distance metric for heterogeneous data without the need for any transformation of data into 
any specific type. HVDM has become the choice for the algorithm in this research. The 
discussion of the distance metrics can be found in (Wilson & Martinez, 1997). As mentioned 
in the previous section, the Euclidean distance function is inappropriate for nominal 
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attributes, and VDM is inappropriate for continuous attribute, so neither is sufficient on its 
own for use on a heterogeneous application, i.e. one with both nominal and continuous 
attributes. So, HVDM is used as shown in equation 4,5,6,7. 
 
HVDM(x, y) =  

m
a
aaa yxd
1
2 ,      (4) 
 
where m is the number of attributes. The function da (x, y) returns a distance between the 
two values x and y for attribute a and it is defined as:  
 
 yxda ,  =  
 


linearisaifyxdiffnormalized
isaifyxvdmnormalized
otherwiseunknownisyorxif
a
a
,,_
nominal,,_
;,1    (5) 
 
where normalized vdm and normalized diff are defined as follows: 
 
normalized_vdm a (x,y)  = �∑ ���� ��� �� �� ����� � �� �� ������     (6) 
 
and 
normalized_diff a (x,y) = 
a
yx
4
       (7) 
 
where x and y are 2 input vectors for attribute a and  is a standard deviation value for a. 
 
Distances are often normalized by dividing the distance for each variable by the range of 
that attribute, so that the distance for each input variable is in the range 0..1 and this is 
employed by algorithm in (Hamaker & Boggess, 2004). However, dividing by the range 
allows outliers (extreme values) to have a profound effect on the contribution of an attribute. 
A more robust alternative in the presence of outliers is to divide the values by the standard 
deviation to reduce the effect of extreme values on the typical cases. The situation for 
HVDM is more complicated because the nominal and numeric distance values come from 
different types of measurements: numeric distances are computed from the differences 
between two linear values, normalized by standard deviation, while nominal attributes are 
computed from a sum of C differences of probability values (where C is the number of 
output classes). It is therefore necessary to find a way to scale these two different kinds of 
measurements into approximately the same range to give each variable a similar influence 
on the overall distance measurement (Wilson & Martinez, 1997). 
 
 
 
3. Proposed Algorithm (FINERS) 
 
In the real world situation, there are many data set comprise both numerical and nominal 
data types. This paper investigates the use of HVDM distance metric for heterogeneous 
datasets that are composed of nominal, discrete or continuous data types or the combination 
of them without the need for the transformation of the data into any specific type. The 
algorithm in the proposed model considers an appropriate data structures to suit the 
complexity of recognizing heterogeneous data in its original types. 
The FINERS algorithm works as follows:  
1st stage:  
 Calculate Affinity Threshold (AT) by calculating average affinity (distance) between all 
pairs among antigens  
 MemoryCell (MC) initialization, usually starts with null 
For each antigen do 
2nd stage: 
 Search for mcmatch from MC, if unavailable, antigen as mcmatch 
 Clone and mutate mcmatch 
 Generate first generation antibodies (AB) 
 Create a network among antibodies with affinity greater than network affinity 
threshold (NAT)  
3rd stage: 
 Clone and mutate antibody from AB randomly until average stimulation is greater 
than stimulation threshold.  
 Generate the final AB  
 Create a network among antibodies with affinity greater than network affinity 
threshold (NAT)   
4th stage: 
 Search for mccandidate (most stimulated) from AB 
 Compare mccandidate to mcmatch, if mccandidate is more stimulated, it is added 
to MC. If affinity between mccandidate and mcmatch is less than affinity threshold 
scalar times affinity threshold then mccandidate replaces mcmatch inside MC  
 Create a network among antibodies with affinity greater than network affinity 
threshold (NAT) 
Basically, FINERS is a one shot algorithm where each antigen is processed only in one 
generation. At the end of the algorithm, set of rules or classifier and output of accuracy and 
number of rules are generated. 
 
4. Experiments and Discussions 
 
Experiment on FINERS is carried out on 8 datasets from UCI MLR (Merz & Murphy, 1998). 
The datasets are carefully selected to represent heterogeneous data types and non-
heterogeneous data types. The heterogeneous data sets are Australian Credit (CRX), 
German Credit (GC), Hepatitis (HP), Cleveland Heart Disease (HD) and Ljubljana Breast 
Cancer (BC), the non-heterogeneous data sets are Iris Plant (IRIS), Zoo Animals (ZOO), 
Wisconsin Breast Cancer (WBC) (Zwitter & Milan Zoklic, 1998). The description of each data 
set is shown in Table 1.  
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3. Proposed Algorithm (FINERS) 
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data types. This paper investigates the use of HVDM distance metric for heterogeneous 
datasets that are composed of nominal, discrete or continuous data types or the combination 
of them without the need for the transformation of the data into any specific type. The 
algorithm in the proposed model considers an appropriate data structures to suit the 
complexity of recognizing heterogeneous data in its original types. 
The FINERS algorithm works as follows:  
1st stage:  
 Calculate Affinity Threshold (AT) by calculating average affinity (distance) between all 
pairs among antigens  
 MemoryCell (MC) initialization, usually starts with null 
For each antigen do 
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 Search for mcmatch from MC, if unavailable, antigen as mcmatch 
 Clone and mutate mcmatch 
 Generate first generation antibodies (AB) 
 Create a network among antibodies with affinity greater than network affinity 
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 Clone and mutate antibody from AB randomly until average stimulation is greater 
than stimulation threshold.  
 Generate the final AB  
 Create a network among antibodies with affinity greater than network affinity 
threshold (NAT)   
4th stage: 
 Search for mccandidate (most stimulated) from AB 
 Compare mccandidate to mcmatch, if mccandidate is more stimulated, it is added 
to MC. If affinity between mccandidate and mcmatch is less than affinity threshold 
scalar times affinity threshold then mccandidate replaces mcmatch inside MC  
 Create a network among antibodies with affinity greater than network affinity 
threshold (NAT) 
Basically, FINERS is a one shot algorithm where each antigen is processed only in one 
generation. At the end of the algorithm, set of rules or classifier and output of accuracy and 
number of rules are generated. 
 
4. Experiments and Discussions 
 
Experiment on FINERS is carried out on 8 datasets from UCI MLR (Merz & Murphy, 1998). 
The datasets are carefully selected to represent heterogeneous data types and non-
heterogeneous data types. The heterogeneous data sets are Australian Credit (CRX), 
German Credit (GC), Hepatitis (HP), Cleveland Heart Disease (HD) and Ljubljana Breast 
Cancer (BC), the non-heterogeneous data sets are Iris Plant (IRIS), Zoo Animals (ZOO), 
Wisconsin Breast Cancer (WBC) (Zwitter & Milan Zoklic, 1998). The description of each data 
set is shown in Table 1.  
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 CRX GC BC HD HP IRIS ZOO WBC 
Continuous 6 7 0 2 6 4 0 0 
Nominal 9 11 6 8 13 0 16 0 
Discrete 0 2 3 3 0 0 0 9 
Class 2 2 2 2 2 3 7 2 
Training 562 900 249 267 132 135 91 629 
Testing 62 100 28 30 15 15 10 70 
Table 2. Heterogeneous and Non-heterogeneous Data Set 
 
The dataset is distributed into 10 fold cross validation with 90% data for training and 10% 
data for testing with no overlapping. The data is tested in its original types as provided in 
the databases. For a consistent condition and comparison on FINERS and FAIRS (Puteh et 
al., 2008) and other immune algorithms from WEKA toolbox (Witten & Frank, 2005), they 
are tested using the same sets of 10-fold CV data. The selected immune classifiers from 
WEKA toolbox are AIRS1 (Watkins, 2001; Watkins et al., 2004; Brownlee, 2005), AIRS2 
(Watkins & Timmis, 2002; Brownlee, 2005), AIRS2Parallel (AIRS2P) (Watkins & Timmis, 
2004; Brwonlee, 2005), IMMUNOS1 (Brownlee, 2005; Carter, 2000) and CLONALG 
(Brownlee, 2005; de Castro & Von Zuben, 2000). The average accuracy is calculated from the 
10 sets for each dataset and the significant difference is analyzed using paired T-Test using 
standard statistical package. Table 2 shows the comparison of the accuracy rates and Table 3 
shows the comparisons of the rules reduction between FINERS and the other immune 
algorithms on heterogeneous data. Sig value  in 2nd column shows the statistically 
significant value in differences. The value in bold is the highest accuracy in the table for each 
data set. The difference is significant if the significant value is less than 0.05 with 95% 
confidence (Coakes & Steed, 2003). NA is not applicable which means that these 
classification models do not test the value. 
 
  ACCURACY 
Sig CRX GC BC HD HP 
FINERS   87 75 73 89 88 
FAIRS 0.070 87 74 72 88 88 
AIRS1 0.000 80 67 68 82 83 
AIRS2 0.001 83 71 68 82 84 
AIRS2P 0.006 81 71 67 80 85 
IMMUNOS1 0.027 85 68 71 86 80 
CLONALG 0.025 63 70 68 71 75 
Table 3. Accuracy (%)  of heterogeneous data 
 
 
 
    RULES REDUCTION 
  Sig CRX GC BC HD HP 
FINERS   30 35 71 43 30 
FAIRS 0.006 11 28 50 34 12 
AIRS1 0.900 62 20 45 42 34 
AIRS2 0.045 29 13 33 18 22 
AIRS2P 0.021 22 11 23 14 16 
IMMUNOS1   NA NA NA NA NA 
CLONALG   NA NA NA NA NA 
Table 4. Rules Reduction (%) of heterogeneous data 
 
The result shows that FINERS gives higher accuracy rate and higher rules reduction 
percentage in most of the heterogeneous datasets compared to other immune algorithms 
with statistically significant in differences. 
Table 4 shows the comparison of the accuracy rates and Table 5 shows the comparisons of 
the rules reduction between FINERS and the other immune algorithms on non-
heterogeneous data. Sig value  in 2nd column shows the statistically significant value in 
differences. The value in bold is the highest accuracy in the table for each data set. The 
difference is significant if the significant value is less than 0.05 with 95% confidence (Coakes 
& Steed, 2003). NA is not applicable which means that these classification models do not test 
the value. 
 
  ACCURACY 
Sig IRIS ZOO WBC 
FINERS   97 89 98 
FAIRS 0.681 97 95 97 
AIRS1 0.644 96 98 97 
AIRS2 0.057 94 89 96 
AIRS2P 0.381 94 98 96 
IMMUNOS1 0.181 98 96 85 
CLONALG 0.240 92 94 94 
Table 5. Accuracy (%) of non-heterogeneous data 
 
The result shows that the differences are not statistically significant which means no 
improvement in accuracy rates by FINERS compared to the previous classification models 
on non-heterogeneous data. But, for rules reduction, FINERS shows an improvement 
compare to FAIRS. 
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AIRS2 0.045 29 13 33 18 22 
AIRS2P 0.021 22 11 23 14 16 
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The result shows that FINERS gives higher accuracy rate and higher rules reduction 
percentage in most of the heterogeneous datasets compared to other immune algorithms 
with statistically significant in differences. 
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heterogeneous data. Sig value  in 2nd column shows the statistically significant value in 
differences. The value in bold is the highest accuracy in the table for each data set. The 
difference is significant if the significant value is less than 0.05 with 95% confidence (Coakes 
& Steed, 2003). NA is not applicable which means that these classification models do not test 
the value. 
 
  ACCURACY 
Sig IRIS ZOO WBC 
FINERS   97 89 98 
FAIRS 0.681 97 95 97 
AIRS1 0.644 96 98 97 
AIRS2 0.057 94 89 96 
AIRS2P 0.381 94 98 96 
IMMUNOS1 0.181 98 96 85 
CLONALG 0.240 92 94 94 
Table 5. Accuracy (%) of non-heterogeneous data 
 
The result shows that the differences are not statistically significant which means no 
improvement in accuracy rates by FINERS compared to the previous classification models 
on non-heterogeneous data. But, for rules reduction, FINERS shows an improvement 
compare to FAIRS. 
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RULES 
REDUCTION 
Sig IRIS ZOO WBC 
FINERS   39 61 74 
FAIRS 0.044 35 57 53 
AIRS1 0.166 65 47 46 
AIRS2 0.337 65 81 52 
AIRS2P 0.133 53 72 48 
IMMUNOS1 NA NA NA 
CLONALG NA NA NA 
Table 6. Rule reduction (%) of non-heterogeneous data 
 
5. Conclusion 
 
This paper has proposed a new AIS immune network classifier called Flexible Immune 
Network Recognition System (FINERS) that uses HVDM as a distance metric for 
heterogeneous data type without the need for the discretization or transformation of the 
data into specific type. The experimental results show that the immune network model 
produces a better accuracy in most of the heterogeneous datasets and it also generates less 
rules compared to previous immune classification models. Comparing FINERS to FAIRS, 
although there are no differences in the accuracy for the heterogeneous data, using network 
feature from the immune system decreases the number of rules in the classifiers. The study 
solves some limitation shown in (Watkins, 2001; Freitas & Timmis, 2007; Hart & Timmis, 
2008; Timmis, 2006). However, FINERS does not show a significant different or 
improvement on the accuracy and rules reduction on non-heterogeneous data compared to 
the previous AIS classification models. In conclusion, the results suggest that the use of 
network feature and to process data in its original types can increase accuracy performance 
while reducing the number of rules in heterogeneous data. Furthermore, it is significant to 
process the data in its original types to avoid degradation of data accuracy and it decreases 
the time in pre processing of data. For the future investigation, other AIS algorithm can 
employ HVDM function for other tasks such as optimization and clustering. FINERS could 
also be further refined to make it dynamic and be able to process dynamic data such as time 
series data. With the result, we hope to derive a more stable and flexible AIS classifier. 
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