We explore commutativity up to a factor for bounded operators in a complex Hilbert space.
Introduction
Commutation relations between self-adjoint operators in a complex Hilbert space H play an important role in the interpretation of observables in quantum mechanics. Accordingly such relations have been extensively studied in the mathematical literature (see, e.g., the classic study of Putnam [5] ). An interesting related aspect concerns the commutativity up to a factor for pairs of operators. Certain forms of noncommutativity can be conveniently phrased in this way. This is the case with the famous canonical (or Heisenberg) commutation relations for position Q and momentum P , QP − P Q ⊂ iI, which can be recast in the form of the Weyl relations, exp(iαQ) exp(iβP ) = exp(−iαβ) exp(iβP ) exp(iαQ) [α, β ∈ R].
Another example well known in the physical context are anticommutation relations between (non-selfadjoint) fermionic creation and annihilation operators, or between Pauli spin matrices in C 2 , e.g.,
More recently, algebraic relations of the form yx = q xy have been the the subject of study in the context of quantum groups (e.g., [4] ), and their matrix realizations give examples of operator pairs commuting up to a factor. The quantum enveloping
Spectral properties and conditions on λ
We will use repeatedly the following well known result: for any two bounded operators X, Y it is true that σ(XY )\{0} = σ(Y X)\{0} (e.g., [2] , Problem 76). Proof. Observe that λ = 0 since AB = O. Suppose 0 ∈ σ (AB) and 0 / ∈ σ (BA). Then BA is invertible, and AB (BA) −1 = λI. The operator on the left hand side has 0 in its spectrum and so λ = 0. This is a contradiction. Similarly, 0 / ∈ σ (AB) and 0 ∈ σ (BA) cannot occur. Hence, either 0 ∈ σ (AB)∩σ (BA) or 0 / ∈ σ (AB)∪σ (BA). It follows that σ (AB) = σ (BA).
If 0 ∈ σ (AB) = σ (BA) then 0 is in the spectrum of A or B. For otherwise both A and B, and therefore AB, have bounded inverses, so that 0 = σ (AB).
Let σ (AB) = {0}. The set σ(AB) = λσ(AB) is compact and hence there is an element, γ, with maximal modulus. If |λ| > 1 then λγ has modulus greater than |γ| and hence does not belong to σ(AB). This shows that |λ| ≤ 1. A similar argument for λ −1 σ (AB) = σ (AB) shows that λ −1 ≤ 1, and so |λ| = 1. If 0 / ∈ σ (AB) = σ(BA), then AB and BA have bounded inverses since their spectra are bounded away from 0. Hence both A and B are surjective and injective and thus they have bounded inverses.
This result entails, in particular, that AB = λBA( = O), with |λ| = 1, can only be realized if AB is quasi-nilpotent. 
Proof. 1: Let
This is to say that ABB * is a multiple of a self-adjoint operator, with spectrum
By Proposition 1 we have σ(ABB * ) = σ(BB * A). Furthermore, since A and BB * are self-adjoint, (ABB * ) * = BB * A, and so
Multiplication by λ ∈ C scales the line segment [− BAB * , BAB * ] by a factor |λ| and rotates it in the complex plane about the origin; and the conjugation invariance of σ(ABB * ) means symmetry of the set under reflection in the real axis. Since σ(BB * A) = λσ(BAB * ) = {0}, it follows that λ ∈ R or λ ∈ iR.
The case λ ∈ iR leads to λλ −1 = −1, and so from the above, ABB * = −BB * A. Multiply both sides with A from the right to get ABB
The lefthand side is non-negative; therefore the right-hand side must be self-adjoint, hence BB * and A 2 commute, so their product is both non-negative and non-positive. Thus, BB * A 2 = O, in contradiction to the assumption AB = O. Hence λ ∈ iR and so λ ∈ R.
2: We have A = A * and B = B * . Then
From 1. we have λ ∈ R, so λBAB, and hence AB 2 , is self-adjoint, that is, A commutes with B 2 . Therefore λ 2 = 1. 3: This follows directly from the last equation: if A is positive then AB 2 and BAB are positive as well, and so by 2., λ = 1.
In the next section we give an alternative, self-contained proof of statement 3 which is more analytic in flavor. We note that the condition of positivity is necessary: the Pauli spin operators σ x , σ y acting in
An interesting special case arises if one of A and B has a bounded inverse.
Proposition 3 Let AB = λBA and AB = O, and assume that A has a bounded inverse. Then Proof. We have AB k = λBAB k−1 . On taking the trace, this yields tr AB k = λtr AB k = 0, hence λ = 1. The second statement follows similarly. The condition σ(B) = λ · σ(B) for given λ limits the choice of operators B that could enter the relation AB = λBA. Indeed, multiplication with λ = e iθ corresponds to a rotation about the origin in the complex plane. Thus the spectrum of B must be invariant under rotation about 0 by the angle θ. If λ is not a primitive root of unity, then for any β ∈ σ (B), the set {λ n β : n = 1, 2, . . . } will be dense in the circle {z ∈ C : |z| = |β|}; then the spectrum of B must be the union of such circles. On the other hand, if λ k = 1 for some minimal k ∈ N, then σ (B) is periodic with minimal period 
A proof based on resolvent integrals
We provide an alternative proof of Theorem 2, statement 3, based on resolvent techniques.
On taking adjoints in AB = λBA, BA = λAB, which leads to λλ = 1. We consider first the case where A has purely discrete spectrum. Let f be an eigenvector of A with strictly positive eigenvalue α. Then Af = αf , so that BAf = αBf = λ −1 ABf and hence A(Bf ) = αλ(Bf ). If λ = −1 or Im λ = 0 then since A cannot have a negative or complex eigenvalue, it follows Bf = 0; hence, in this case BAf = λ −1 ABf = 0 for any eigenvector of A having strictly positive eigenvalue. But we also have BAf = 0 for any eigenvector of A having zero eigenvalue.
Since the eigenvectors of A span the Hilbert space, we deduce that BA = O if λ = −1 or Im λ = 0. Since we assumed AB = O, then we are left with λ = 1.
General case: For any z ∈ C we have (A − zI)B = λB(A − z λ I). For z / ∈ σ(A) and
be a closed bounded interval in (0, ∞) and consider the spectral projection E A (J ) of A, associated with J . Assume the endpoints of J are not eigenvalues of A. Then
(where the weak limit is to be taken). So
dt.
Assume λ = −1 or Im λ = 0. Then, for ǫ small enough, the distance between 
Realizations
We shall give some realizations of AB = λBA. An example for the case where both A and B are unitary is given by the Weyl commutation relations mentioned in the introduction. The essence of this case can be conveniently exhibited in the following example. Let H = L 2 (S 1 , dφ), and define Bf (φ) = e iφ f (φ), φ ∈ [0, 2π]. Here σ (B) = {λ ∈ C : |λ| = 1}. This set is invariant under arbitrary rotations about 0, that is σ(B) = λ · σ(B) for any λ = e iθ . A unitary operator A that permutes the spectral projections of B in a suitable way is given by Af (φ) = f (φ + θ). Then ABf (φ) = e iθ BAf (φ). For pairs of unitary operators A, B in a finite-dimensional Hilbert space, by Proposition 4, λ n = 1 in accordance with the fact that the spectra are finite; and a similar construction to the preceding example can be carried out to realize B as a multiplication operator and A as a cyclic shift. This case was treated by Weyl in 1928 [8] .
In Problem 238 of Halmos [2] , it is shown that in an infinite-dimensional Hilbert space H, AB = λBA can be realized for any λ of modulus 1 with a pair of unitary operators A, B. That |λ| = 1 is necessary is shown in Proposition 3. We sketch the construction for the case of separable H. Let {f n : n = ±1, ±2, . . . } be an orthonormal basis and λ ∈ C with |λ| = 1. Define A as the bilateral shift Af n = f n−1 , and B as a multiplication operator via Bf n = λ n f n . Both A and B are unitary, and ABf n = λ n f n−1 = λBAf n . If λ is not a primitive root of unity then σ (B) = {z ∈ C : |z| = 1}. Otherwise, B has finite periodic spectrum with uniform, infinite multiplicity.
Halmos shows in fact a much stronger result: any unitary operator in an infinitedimensional Hilbert space can be realized as ABA −1 B −1 (Problem 239). Starting with a result of Frobenius in 1911, various authors have studied multiplicative commutators C = ABA −1 B −1 with the property that AC = CA for different types of n × n matrices A, B; for a recent sample and survey, see [7] .
Yet another construction is obtained as follows. Let {f n : n = 0, ±1, ±2, . . . } be an orthonormal basis of a separable Hilbert space, and define Bf n = β n f n , and Af 0 = f −1 , Af k = 0 for k = 0. Then ABf n = β n δ n0 f n−1 , and BAf n = β n−1 δ n0 f n−1 . So AB = λBA is satisfied exactly when β 0 = λβ −1 . Hence every nonzero value of λ can be realized by a suitable choice of β 0 /β −1 . In this example A is nilpotent while B is normal but otherwise rather arbitrary.
Starting with the operator B defined in the last paragraph, one can investigate constraints on its spectrum and the possible operators A that give a realization of the relation AB = λBA. In fact we obtain B (Af n ) = (β n /λ) (Af n ), so that whenever Af n = 0, this vector must be an eigenvector of B associated with some eigenvalue, say β m . It follows that Af n = α mn f m and β m = β n /λ for some m. This spectral property of B must hold for all eigenvalues of B whose associated eigenvectors do not lie in the kernel of A, and A sends the set of eigenvectors of B to a subset of itself.
Let D be the closed unit disk in C and let β :
This multiplication operator is normal and has spectrum equal to D, and D has the property D = λD for any λ = e iθ . We define Af (z) = f β −1 (λβ (z)) , with
. Finally we give some simple finite-dimensional matrix examples illustrating that any value of λ = 0 may occur, with a suitable choice of A for a particular given nilpotent B. Let
A is invertible provided that λx = 0. We have
The same result is obtained for
These examples are related to finite-dimensional realizations of U q (sl (2)) which are presented next.
It is a fact that on non-trivial finite-dimensional U q (sl (2)) modules, the endomorphisms associated to E and F are nilpotent. On the unique, up to isomorphism, simple (n + 1)-dimensional U q (sl (2)) module, a realization is [4] :
. . . 0 0
For n = 2 and ǫ = 1, an isomorphic three-dimensional realization is given by [3] :
The three-dimensional matrices A and B in the foregoing example may, by the choices y = z = 0 and x = q 2 , λ = q −2 , be identified with K and F , respectively.
Commutativity up to a unitary factor
An obvious generalization of the preceding considerations concerns commutativity up to a unitary factor. We provide an answer in the case of A, B being bounded and self-adjoint operators.
Proposition 5 Let A, B be bounded self-adjoint operators on H. The following are equivalent:
Proof. (ii)=⇒(i): Observe that BA = ABU * , and so AB = U ABU * . Hence AB commutes with U and U * , and similarly for BA. Thus we get
(i)=⇒(ii): The condition (i) is equivalent to |AB| = |BA|, where we have |C| = (C * C) 1/2 . Thus AB is normal. It follows that ker AB = ker BA = ker |AB| = ker |BA|.
Let Q denote the associated projection. We then have that the closures of the ranges of these four operators all coincide. Let P denote the associated projection. Hence P + Q = I. By the polar decomposition theorem there are partial isometries
[This follows from |AB| P = |AB|.] Now we have AB = V |AB| = |BA|W * = W * |AB|, and since the range of |AB| is dense in P H, it follows that W * = V , and V * = W . Finally,
We can extend V 2 | P H to a unitary map U := V 2 | P H ⊕ Q. Note that we have the following:
Proof: For f ∈ H, consider Bf = P Bf + g; then g ∈ ker AB. It follows that Ag ∈ ker B ⊆ ker AB = ker BA. Therefore, ABf = AP Bf + Ag, and P Ag = 0, so P ABf = P AP Bf . Replace f with P f to get P ABP f = ABf = P AP BP f.
This means that AB = U BA is equivalent to P AP P BP = U P BP P AP , so that it suffices to consider the case Q = O.
We will make use of the following result due to Gudder and Nagy [1] .
Theorem 6 Let A, B be bounded and self-adjoint. The following are equivalent: Statement 2 of Theorem 2 entails that the property AB = U BA cannot be realized for every unitary U : if U = λI then λ can only be +1 or −1, given that A, B are assumed to be self-adjoint. Finally we note that boundedness is an essential requirement: the operators of position Q and momentum P do satisfy QP 2 Q = P Q 2 P on a dense domain, but QP 2 = P 2 Q. Thus Theorem 7 does not extend to unbounded operators. However, we note that for pairs of (not necessarily bounded) self-adjoint operators A, B whose products AB, BA exist on dense domains, the polar decomposition theorem for closed operators can be applied. Therefore we conjecture that the statement of Proposition 5 can be adjusted such as to cover these cases.
Concluding remarks
The results of Section 2 can be transferred literally into the context of von Neumann algebras. The problem treated in this paper arises from an operator algebraic question in the context of quantum measurement theory. For positive bounded operators A, B, define positive linear maps on the space of bounded operators, X → AXA, X → BXB. These maps commute, ABXBA = BAXAB, exactly when AB = λBA for some complex λ. If AB = O, then A and B commute. Assume AB = O. Upon taking adjoints, AB = λ −1 BA, so |λ| = 1. Theorem 2 asserts that λ = 1. If these maps describe state transformations due to local measurements in spacelike separated regions of Minkowski spacetime, this result ensures that the description of state changes is Lorentz invariant. More generally, if there is a unitary operator U such that U ABXBA = U BAXABU * for all X, then as a consequence of Theorem 7, AB = BA.
