Abstract. We present a geometric construction of push-forward maps along projective morphisms for cohomology theories representable in the stable motivic homotopy category assuming that the element corresponding to the stable Hopf map is inverted in the coefficient ring of the theory. The construction is parallel to the one given by A. Nenashev for derived Witt groups. Along the way we introduce cohomology groups twisted by a formal difference of vector bundles as cohomology groups of a certain Thom space and compute twisted cohomology groups of projective spaces.
Introduction
Existence of push-forward maps in a cohomology theory gives a powerful tool that allows to perform various computations and analyze properties of the considered cohomology theory. The best understood algebraic cohomology theories, such as etale cohomology, Chow groups and algebraic K-theory, have push-forward maps for arbitrary projective morphisms. Roughly speaking, oriented cohomology theories (see [PS03, LM07, S07a] ) are cohomology theories possessing push-forwards along arbitrary projective morphisms and satisfying certain natural properties. The theory in the oriented setting is quite well-developed: one may obtain a projective bundle theorem and introduce Chern classes of vector bundles [S07a, PS09] , study morphisms between such theories and obtain Riemann-Roch type theorems [PS04, S07b] , construct a universal oriented cohomology theory [LM07] that allows to perform computations in the universal setting, study the corresponding categories of motives and obtain various motivic decompositions [NZ06] , etc.
On the other hand, there are some interesting cohomology theories for which one can not define push-forward maps along arbitrary projective morphisms. Among the examples are derived Witt groups, hermitian K-theory, oriented Chow groups and Witt cohomology (see [Bal99, Sch10, BM00] for the definitions). A more down-to-earth example is given by choosing an embedding of the base field to R, taking real points of the considered variety and computing singular cohomology with integer coefficients. Another example is given by motivic stable cohomotopy groups S i,j , i.e. by the cohomology theory represented by the spherical spectrum in the motivic stable homotopy category. All these theories have in common that the usual version of projective bundle theorem fails, i.e. A(P n ) ∼ = A(pt)[t]/t n+1 , where A denotes the corresponding cohomology theory. Nevertheless, sometimes one can obtain a certain computation for projective space, for example for derived Witt groups we know that W * (P n k ) ⊕ W * (P n k , O(1)) is a free module over W * (Spec k) of rank two [G01, Wa03, Ne09b] . Based on this computation A. Nenashev defined for derived Witt groups push-forwards along projective morphisms [Ne09a] : for a projective morphism of smooth varieties f : Y → X and a line bundle L over X he defined a homomorphism
where c = dim X − dim Y . The twists should agree in the way as it is stated above, for example, for a projection p : P 2 k → Spec k we do not have a pushforward map p W : W * (P 2 k ) → W * −2 (Spec k). It is noteworthy that there is another way to define push-forward maps for derived Witt groups based on Grothendieck duality [CH11] yielding similar homomorphisms.
For a cohomology theory representable in the motivic stable homotopy category there is a general approach to the construction of push-forward maps based on the Atiyah duality, which was settled in the motivic setting by P. Hu and I. Kriz [H05] via geometric methods and by J. Riou [R05] using four functors formalism developed by V. Voevodsky T T h(−T Y ) are suspension spectra of stable normal bundles, i.e. we use the Jouanalou device (see [J73] , [We89, § 4] ) replacing varieties by affine ones, consider vector bundles complement to the tangent bundles and take an appropriate shifts of the suspension spectra of the respective Thom spaces. Hence we have the corresponding morphism of the cohomology groups
For a general representable cohomology theory A * , * (−) one may rephrase these properties in the following way:
(1) the stable Hopf element η ∈ A −1,−1 (pt) arising from the Hopf map A 2 − 0 → P 1 is invertible (see Definition 8 and Remark 1); (2) A * , * (−) is SL-oriented in the sense of [PW10b, Definition 5 .1] (see also [An12] ); (3) for every line bundle L over every smooth variety X there are Thom isomorphisms A * +2, * +1 X (L ⊗2 ) ∼ = A * , * (X) (cf. [PW10c, Definition 3.3]).
As we show in Theorem 1 only the first property is essential:
Theorem. Let A be a commutative ring T -spectrum and let X be a smooth variety. Then In order to obtain this theorem we consider the projection H 2n : (A 2n − {0}, (1, 1, . . . , 1)) → P 2n−1 /P 2n−2
given by H 2n (x 1 , x 2 , . . . , x 2n ) = [x 1 : x 2 : . . . : x 2n ]. It turns out that this projection is, up to canonical isomorphisms, a suspension of the Hopf map, thus induces an isomorphism on cohomology groups with inverted η. This isomorphism allows us to compute cohomology groups of projective spaces by induction. Note that real points of H 2n give a morphism S 2n−1 → S 2n−1 and one can easily see that it corresponds to 2 ∈ π 2n−1 (S 2n−1 ), while real points of the Hopf map give a two-folded covering S 1 → S 1 . In order to define push-forwards we adopt ideas arising from Atiyah duality and introduce cohomology groups twisted by a vector bundle as shifted cohomology of the Thom space of the vector bundle. Then, using Jouanalou device, we consider cohomology groups of a smooth variety X twisted by a formal difference of vector bundles as shifted cohomology groups of appropriate Thom space. These twisted groups are denoted by A * , * (X; E 1 ⊖ E 2 ). In particular, we have cohomology groups twisted by a complement to the tangent bundle, A * , * (X; ⊖T X ). It is well-known that one can define push-forwards along closed embeddings using deformation to the normal bundle (see, for example, [PS03] ). In our setting, for a closed embedding f : Y → X of codimension c we obtain a push-forward map f A : A * , * (Y ; ⊖T Y ) → A * +2c, * +c (X; ⊖T X ).
In Theorem 2 we compute cohomology of P n twisted by an arbitrary vector bundle assuming that stable Hopf element is inverted, in particular, we have the following theorem (for the general statement see loc.cit.).
Theorem. Let A be a commutative ring T -spectrum and let X be a smooth variety. Then there is an isomorphism
given by push-forward map along the closed embedding
, where a is a rational point on P 2n .
For the canonical projection p : P 2n X → X we define the push-forward map
η (X; ⊖T X ) as the isomorphism inverse to (i a ) A . Then for a projective morphism f of codimension c we define push-forward map
representing f as a composition f = p • i of closed embedding and projection and taking push-forwards along these morphisms. This construction generalizes immediately to twisted cohomology groups yielding for a codimension c projective morphism f : Y → X and a formal difference of vector bundles
Using A. Nenashev's constructions (which follow in general the ones introduced in [S07a, PS09] ) one can check that this definition does not depend on the choice of p and i and obtain the usual properties of push-forwards: functoriality, projection formula and compatibility with transversal base change. The paper is organized in the following way. In Section 2 we recall some well-known facts about motivic homotopy theory and representable cohomology theories. In the next two sections we introduce cohomology of a smooth variety twisted by a formal difference of vector bundles and check some basic properties, in particular, in Corollary 3 we show that twisted cohomology depend only on the class of the twist in reduced K 0 . In Section 5 we recall the well-known construction of push-forwards along closed embeddings. The main part of the paper is Section 6 where we compute twisted cohomology of projective spaces assuming that stable Hopf element is inverted. In the rest two sections we define push-forwards along projective morphisms and obtain basic properties.
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Preliminaries on motivic homotopy theory
In this section we recall some basic definitions and constructions in the nonstable and stable motivic homotopy categories H • (k) and SH(k). We refer the reader to the foundational papers [MV99, V98] for the details.
Let k be a field and let Sm/k be the category of smooth varieties over k.
Definition 1. A motivic space over k is a simplicial presheaf on Sm/k. Every smooth variety X defines an unpointed motivic space Hom Sm/k (−, X) constant in the simplicial direction. We will occasionally write pt for Spec k regarded as a motivic space. We use the injective model structure on the category of the pointed motivic spaces M • (k). Inverting all the weak motivic equivalences in M • (k) (see [MV99] ) we obtain the pointed motivic unstable homotopy category H • (k).
Definition 2. For a vector bundle E over a smooth variety X we denote T h(E) = E/(E − X) ∈ H • (k) the Thom space of E.
We need the next well-known lemma claiming that an action given by an elementary matrix is homotopy trivial. First recall the precise definition of elementary matrix.
Definition 3. Let X be a smooth variety and let ½ n X be a trivialized vector bundle over X. An automorhism α ∈ Aut X (½ n X ) is elementary if the corresponding matrix A ∈ GL n (k[X]) is elementary, i.e. belongs to the subgroup
generated by transvections (shear mappings). Here I n is the identity matrix of size n × n, g(x) is a regular function and e ij is a matrix unit (matrix with 1 at (i, j) and 0 everywhere else).
Recall that every matrix of determinant 1 over a field or over a Euclidean domain is elementary by Gaussian elimination (combined with Euclid's algorithm for Euclidean domains). In particular, every automorphism of ½ n X given by a determinant 1 matrix with coefficients from the base field k, or from the integers is elementary. Moreover, the automorphism of ½ X ⊕ ½ X given by the matrix s(x)
* is elementary since the matrix
Lemma 1. Let X be a smooth variety, let E be a vector bundle over X, let ½ n X be a trivialized vector bundle over X, and let
Proof. The proof does not depend on the vector bundle E, so we assume that E = ½ X . Moreover, the proofs for the Thom space and for the projective bundle are quite the same, so we give the detailed proof only for the first one. By the definition we know that the matrix A corresponding to α could be represented as a product
Denote p : X × A 1 → X the canonical projection and let i 0 , i 1 : X → X × A 1 be the embeddings given by i 0 (x) = (x, 0) and i 1 (x) = (x, 1). These maps induce isomorphisms of Thom spaces
is a sequence of pointed motivic spaces (M 0 , M 1 , M 2 , . . . ) equipped with structural maps σ n : T ∧ M n → M n+1 . A map of T -spectra is a sequence of maps of pointed motivic spaces which is compatible with the structure maps. Inverting the stable motivic weak equivalences as in [Jar00] we obtain the motivic stable homotopy category SH(k).
A pointed motivic space Y gives rise to a suspension
for the spherical spectrum. Both H • (k) and SH(k) are equipped with symmetric monoidal structures (∧, pt + ) and (∧, S) respectively and
is a strict symmetric monoidal functor.
Definition 5. Recall that there are two spheres in M • (k), the simplicial one ∧p ∧ (G m , 1) ∧q and Σ p+q,q for the suspension functor − ∧ S p+q,q . This functor becomes invertible in the stable homotopy category SH(k), so we extend the notation to arbitrary integers p, q in an obvious way.
Definition 6. Any T -spectrum A defines a bigraded cohomology theory on the category of pointed motivic spaces. Namely, for a pointed motivic space (Y, y) one sets
with A * , * (Y ) defined accordingly. We can regard a smooth variety X as an unpointed motivic space and obtain groups A p,q (X). In case of i−j, j ≥ 0 one has a canonical suspension isomorphism 
(4) Cup-product: for a pointed motivic space Y we have a functorial graded ring structure
Moreover, let i 1 : Z 1 → X and i 2 : Z 2 → X be closed embeddings of varieties with X being smooth. Then we have a functorial, bilinear and associative cup-product
In particular, setting Z 1 = X we obtain an A * , * (X)-module structure on A * , * (X/(X − Z 2 )). All the morphisms in the localization sequence are homomorphisms of A * , * (X)-modules. We will sometimes omit ∪ from the notation. (5) Module structure over stable cohomotopy groups: for every motivic space Y the structure morphism S → A induces a homomorphism of graded rings S * , * (Y ) → A * , * (Y ), which defines an S * , * (pt)-module structure on A * , * (Y ). For a smooth variety X the ring A * , * (X) is a graded S * , * (pt)-algebra via S * , * (pt) → S * , * (X) → A * , * (X), where the first morphism is induced by the projection X → pt.
We end this preliminary section with the definitions related to the stable Hopf map.
Definition 8. The Hopf map is the morphism of pointed motivic spaces 
e. η is the stabilization of H moved to S −1,−1 (pt) via the canonical isomorphisms. For a commutative ring T -spectrum A we will usually denote by the same letter η the corresponding element η ∈ A −1,−1 (pt) in the coefficient ring.
Definition 9. Let A be a commutative ring T -spectrum and let Y be a pointed motivic space. Denote
One can easily check that A * , * η (−) is a cohomology theory and satisfies properties from Definiton 7. We refer to A * , * η (−) as cohomology theory A with inverted stable Hopf element. Remark 1. It is quite well-known that η ∈ A −1,−1 (pt) is invertible (i.e. H A is an isomorphism) if and only if the canonical projection p :
It follows from the fact that mapping cone of the Hopf map is equivalent to (P 2 , [0 : 0 : 1]). More precisely, one needs to consider the long exact sequence associated to the zero section embedding P 1 → O P 1 (1) combined with isomorphisms
Cohomology twisted by a vector bundle
In this section we introduce the language of twisted cohomology groups which turns out to be a very convenient tool in our approach to the construction of push-forwards. Roughly speaking, for a vector bundle E over X twisted cohomology groups are defined to be the cohomology groups of E supported on X. For an oriented cohomology theory one can untwist it, and twisted cohomology groups coincide with the ordinary ones, but in general they are quite different. We show that these groups depend only on the class [E] in K 0 (X) and in the next section extend the definition allowing to twist by a formal difference of vector bundles Then we derive some handy properties of these groups.
Definition 10. Let E be a vector bundle of rank n over a smooth variety X and let A be a commutative ring T -spectrum. Denote
and refer to it as cohomology groups of X, twisted by E. Let f : Y → X be a morphism of smooth varieties. Denote
the natural homomorphism induced by the corresponding map of Thom spaces T h(f * E) → T h(E). We will usually omit the subscript E from the notation. Let φ : E ′ → E be a monomorphism of vector bundles and put
the natural homomorphism induced by the corresponding map T h(E ′ ) → T h(E). Since φ is a monomorphism then φ(E ′ − X) ⊂ E − X and φ indeed induces a map of Thom spaces.
Definition 11. Let p 1 : E 1 → X and p 2 : E 2 → X be vector bundles over a smooth variety X. There is a product
induced by the usual cup-product
combined with isomorphisms
induced by contractions of corresponding bundles.
Lemma 2. The following functoriality properties hold.
(
f − → X be morphisms of smooth varieties and let E be a vector bundle over X. Then the following diagram commutes.
Then the following diagram commutes.
The results are straightforward since all the homomorphisms are given by pull-backs.
Remark 2. The above notation is inspired by the following observation which I learned from Ivan Panin who attributed it to Charles Walter. Let L be a line bundle over a smooth variety X. Then for derived Witt groups introduced by Paul Balmer [Bal99] one has a canonical isomorphism W * +1 Thus for a general cohomology theory A and a line bundle L over a smooth variety X one can introduce twisted cohomology groups as cohomology groups with support:
Remark 3. For an oriented cohomology theory [PS03] we have canonical Thom isomorphisms A * , * (X; E) ∼ = A * , * (X) functorial in X. For symplectically and SL-oriented cohomology theories [PW10a, PW10b, An12] we have similar Thom isomorphisms for symplectic and special linear vector bundles.
Lemma 3. Let E be a vector bundle over a smooth variety X. Then for the dual vector bundle E ∨ there is a natural isomorphism
Proof. Let n be the rank of E and denote by E 0 and (E ∨ ) 0 the complements to the zero section of the corresponding bundles. Consider variety
Natural projections identify Y with affine bundles over E 0 and (E ∨ ) 0 , thus we obtain isomorphisms
of A * , * (X)-algebras. Moreover, projections provide homomorphisms
Then the localization sequences combined with the 5-lemma give the claim
Lemma 4. Let E 1 and E 2 be vector bundles over a smooth variety X. Denote p : E 1 − X → X the canonical projection and suppose that there exists some th ∈ A * , * (X; E 2 ) such that
are isomorphisms. Then
is an isomorphism as well.
Proof. Consider the localization sequence for the zero section X → E 1 and its twisted version:
The claim follows via 5-lemma.
Corollary 1. Let E be a vector bundle over a smooth variety X and let A * , * (−) be an SL-oriented cohomology theory in the sense of [PW10b, Definition 5.1] represented by a commutative ring T -spectrum A. Then there is a canonical isomorphism
Proof. We have canonical trivializations
hence the above lemma combined with the Remark 3 yields the claim:
Corollary 2. Let E be a vector bundle over a smooth variety X and let ½ n X be a trivialized vector bundle over X. Then there is a canonical isomorphism
The first claim follows from the above lemma since the suspension isomorphism is functorial. The second claim follows from the associativity of cup-product.
Corollary 3. Let E 1 and E 2 be vector bundles over a smooth variety X such that
Proof. Using the Jouanolou device (see [J73] , [We89, §4] ) one may assume that X is affine. Then for some m and n there exists an isomorphism
, and the claim follows by Corollary 2:
Remark 4. Let X be a smooth variety and consider P ∈ K 0 (X). Then the above corollary suggests us to define A * , * (X; P ) in the following way: using the Jouanolou device we may assume X to be affine. Then P = [E] for some vector bundle E over X and we may put A * , * (X; P ) = A * , * (X; E). The problem is that although all the choices for E such that
give isomorphic A * , * (X; P ), but the isomorphisms are not canonical. Moreover, for a morphism f : Y → X we do not have a natural homomorphism
In order to obtain a functorial definition one needs to keep track of all the involved vector bundles.
Cohomology twisted by a formal difference of vector bundles
In this section we introduce twists by a formal difference of vector bundles and establish its basic properties. Roughly speaking, in order to define cohomology groups twisted by formal differences we add a trivialized vector bundle of large rank and use the definition from previous section. Keeping track of all the isomorphisms allows us to obtain functoriality. Throughout this section we continuously use Jouanalou device ( [J73] , [We89, §4] ) if needed, thus for every considered variety X and vector bundle E over X we assume that there is a vector bundle E such that E ⊕ E ∼ = ½ 2n X . Definition 12. Let E ′ and E be vector bundles over a smooth variety X. Applying Jouanalou device ([J73], [We89, §4]) we may assume that X is affine.
Choose a vector bundle E and an isomorphism θ : E ⊕ E ∼ = ½ 2n X for some n and put A * , * (E,θ)
We will show in the next lemma that these groups depend on the choice of (E, θ) up to a canonical isomorphism. We will omit the subscript (E, θ) identifying the groups for all the choices using the canonical isomorphisms and refer to them as cohomology groups of X, twisted by the formal difference of vector bundles E 1 ⊖ E 2 .
Remark 5. For an oriented cohomology theory one has natural isomorphisms A * , * (X; E 1 ⊖ E 2 ) ∼ = A * , * (X) and for an SL-oriented cohomology theory Corollary 1 yields A * , * (X;
Definition 13. Let E ′ and E be vector bundles over a variety X. Consider (E i , θ i ), i = 1, 2, where E i is a vector bundle over X and
is an isomorphism of vector bundles. Define canonical isomorphisms
to be given by the following sequence of isomorphisms:
Here τ s (E 1 , E 2 ) : E 2 ⊕E ⊕E 1 → E 1 ⊕E ⊕E 2 swaps E 2 and E 1 and multiplies the first vector bundle by −1, i.e. τ s is given by the following matrix:
Lemma 5. Let E ′ and E be vector bundles over a smooth variety X.
(1) Let (E, θ) be a vector bundle over X together with an isomorphism of vector bundles θ :
(2) Let (E i , θ i ), i = 1, 2, 3, be vector bundles over X with isomorphisms of vector bundles
.
(3) Let (E i , θ i ), i = 1, 2, be vector bundles over X together with isomorphisms of vector bundles
the isomorphism induced by f and θ i . Then the following diagram commutes.
Proof.
(1) Permutation τ s (E, E) is given by the matrix
Lemma 1 shows that τ s (E, E) induces in H • (k) the identity automorphism of the Thom space, thus (id ⊕τ
T 1) and superscripts accordingly. The hexagon in the middle commutes since one way differs from the other by τ s (E, E) which equals to identity in H • (k) by Lemma 1. Triangles and some squares commute by obvious reasons, while the squares involving τ Remark 6. Our definition of cohomology groups twisted by a formal difference of vector bundles yields that in order to define a morphism involving cohomology groups twisted by a formal difference of vector bundles it is sufficient to treat the case of the twist by a vector bundle and check that the definition agrees with canonical isomorphisms Θ
. Moreover, in order to check that a diagram involving cohomology groups twisted by formal differences of vector bundles commutes it is sufficient to treat the case of the twists by vector bundles.
2 ⊖ E 2 be formal differences of vector bundles over a smooth variety X and let f : Y → X be a morphism of smooth varieties. Define the direct sum of formal differences of vector bundles and pull-back of formal difference of vector bundles as
′ ⊖ E be a formal difference of vector bundles over a smooth variety X. Choose a vector bundle E over X and an isomorphism θ :
For a morphism of smooth varieties f : Y → X we define pull-back f A as
where the bottom map is the pull-back introduced in Definition 10. Lemma 5 (3) yields that this definition respects the canonical isomorphisms, thus we will usually omit the explicit choice of E and θ. For a monomorphism of vector bundles φ : V 1 → V 2 we define pull-back φ A in a similar way:
where k = rank V 2 − rank V 1 and the bottom map was introduced in Definition 10. One can easily see that this definition respects the canonical isomorphisms, allowing us to omit the explicit choice of E and θ.
Definition
Define the cup-product in the following way:
where θ 1⊕2 is defined as the composition
2 ) swap the corresponding vector bundles and the bottom map in the diagram is the cup-product introduced in Definition 11.
A straightforward but rather lengthy computation similar to the one carried out in the proof of Lemma 5 (2) shows that if we choose some other E i , i = 1, 2, and isomorphisms ρ i :
X then the following diagram commutes:
In view of the above compatibility with canonical isomorphisms we will usually omit explicit choices of E i and θ i .
Definition 17. Let Y f − → X and Z g − → X be morphisms of smooth varieties and E = E ′ ⊖ E and F = F ′ ⊖ F be formal differences of vector bundles over Y and Z respectively. Suppose that for every formal difference of vector bundles V = V ′ ⊖ V over X we have homomorphisms of abelian groups
We say that Φ 
If we have only Φ 
are homomorphisms of twisted A * , * (X)-bimodules (in the notation of the definition we should put Y = Y, Z = X, f = f, g = id, Φ = f A in the first case and Z = Y = X, f = g = id, Φ = φ A in the second one).
Lemma 6. All the properties (1)-(5) from Lemma 2 hold for the twists by formal differences of vector bundles.
Proof. Follows from the definitions and Lemma 2 itself.
Definition 18. Let E ′ be a vector bundle over X and let ψ : E 2 ≃ − → E 1 be an isomorphism of vector bundles over X. Choose a vector bundle E 1 → X and an isomorphism θ :
One easily checks that this homomorphism is compatible with canonical isomorphisms, i.e. for another vector bundle E 2 over X with an isomorphism ρ :
commutes. Thus we may omit explicit choice of (E 1 , θ) and regard ψ A as a homomorphism between A * , * (X; E ′ ⊖E 1 ) and A * , * (X; E ′ ⊖E 2 ). Moreover, one can easily check that ψ A is a homomorphism of twisted A * , * (X)-bimodules,
Note that in general even if E 1 = E 2 this homomorphism is not an identity, but an automorphism given by
Lemma 7. Let E = E ′ ⊖ E be a formal difference of vector bundles over a smooth variety X and let E 1 be a vector bundle over X. Then there is a canonical isomorphism of left twisted A * , * (X)-modules
This isomorphism is functorial in X.
Proof. Let E 1 be a vector bundle over X and let θ 1 :
X be an isomorphism of vector bundles. Consider an element
One can easily check that for another vector bundle E 1 → X and an isomor-
(th(E 1 , θ 1 )) = th( E 1 , ρ 1 ).
Hence this element is compatible with canonical isomorphisms and we may think about it as a certain element th(E 1 ⊖ E 1 ) ∈ A * , * (X; E 1 ⊖ E 1 ). The desired isomorphism is given by the cup-product with th(E 1 ⊖ E 1 ):
This map is an isomorphism since it is induced by the suspension isomorphism and it is clearly an isomorphism of left twisted A * , * (X)-modules. Functoriality follows from the observation that for a morphism of smooth varieties
Lemma 8. Let E = E ′ ⊖ E be a formal difference of vector bundles over a smooth variety X and let
be an exact sequence of vector bundles over X. Then there are canonical isomorphisms
The first isomorphism is an isomorphism of twisted A * , * (X)-bimodules and the second one is an isomorphism of left twisted A * , * (X)-modules.
Proof. The second isomorphism follows from the first one via Lemma 7, so we focus on the first one. Recall that in the definition of twisted cohomology groups we use Jouanalou device, thus we may assume that X is affine and the short exact sequence splits, producing a non-canonical isomorphism φ :
It is sufficient to show that isomorphism
do not depend on the choice of the splitting. Consider two splittings
They induce isomorphisms
The inverse isomorphisms are given by p j 1 and p j 2 respectively. We need to check that
induces the identity morphism on the twisted cohomology groups. We claim that this map induces the identity morphism in H • (k) on the corresponding Thom space, and it could be shown in the similar way as in the proof of Lemma 1: inserting t in the lower-left entry of the matrix one obtains an explicit A 1 -homotopy.
Corollary 4. Let E = E ′ ⊖ E be a formal difference of vector bundles over a smooth variety X and let be an exact sequence of vector bundles over X. Denote k = rank E 3 −rank E 2 + rank E 1 . Then there is a canonical homomorphism of left twisted A * , * (X)-modules A * , * (X; E ⊕ E 3 ) → A * +2k, * +k (X; E ⊕ (E 2 ⊖ E 1 )).
Proof. Lemma 8 yields
There is a monomorphism φ : E 2 /E 1 → E 3 arising from the exact sequence and composing the above isomorphism with φ A we obtain the claim.
Push-forwards along closed embeddings
In this section we recall the geometric part of the well-known construction of push-forwards along closed embeddings for cohomology theories possessing Thom classes (cf. [Ne06, Ne07, PS03, S07a, PS09, PW10a]). In our exposition we follow [Ne07] adapting it to our context. The key ingredient of the presented construction is the homotopy purity theorem [MV99, Section 3, Theorem 2.23]. Thus we have the following homomorphisms of A * , * (X)-modules with module structure given by p A :
These homomorphisms are isomorphisms since by [MV99, Proposition 2.24] the corresponding maps are isomorphisms in the pointed motivic homotopy category H • (k):
to be the deformation to the normal bundle isomorphism.
Definition 20. Let i : Y → X be a closed embedding of smooth varieties with a rank n normal bundle N i . Applying Jouanalou device to Y and X accordingly we may assume them to be affine. More precisely, apply Jouanalou device to X producing an A r -bundle p : X → X with affine X and consider cartesian square
Here q : Y → Y is an A r -bundle, Y is affine and there is a canonical isomorphism of normal bundles q * N i ∼ = N j . Let E be a rank m vector bundle over X and denote i E : Y → E the composition of i and zero section of E. Note that there is a short exact sequence
choosing a splitting (Y is affine) we obtain an isomorphism
as in Lemma 8, and this isomorphism do not depend on the splitting. Identify
and let z : E/(E − X) → E/(E − Y ) be the quotient map. Then
is the push-forward map. We will usually omit vector bundle from the notation for the push-forward map and write i A = i E A . One can easily extend the definition of push-forward map from cohomology groups twisted by a vector bundle to cohomology groups twisted by a formal difference of vector bundles E = E ′ ⊖ E: we already used Jouanalou device and all the involved morphisms were pull-backs, which are compatible with canonical isomorphisms Θ ( E,ρ) (E,θ)
. Thus we have push-forward maps
Sometimes it will be more convenient to write the push-forward map in the following way:
The latter map is quite the same as the former one since N i = i * T X /T Y and varying E we may derive one from the other using Lemma 7 and Lemma 8.
Remark 7. Push-forward i A is clearly a homomorphism of left twisted A * , * (X)-modules, i.e. the projection formula holds:
, where E 1 and E 2 are formal differences of vector bundles over X.
In the next two lemmas we establish basic properties of push-forward maps: compatibility with base change and functoriality.
Lemma 9 (cf. [Ne07, Corollary 3.8]). Consider the following cartesian diagram of smooth varieties
with all the morphisms being smooth. Suppose that i and i ′ are closed embeddings of codimension n and m. Denote φ : N i ′ → f * Y N i the induced monomorphism of vector bundles and let E = E ′ ⊖ E be a formal difference of vector bundles over X. Then the following diagram commutes.
Proof. There is the following commutative diagram (see [Ne07, Proposition 3 .4] for the details).
Here all the morphisms of quotient spaces are induced by the corresponding morphism of varieties. The claim for E = 0 follows from the commutativity of the diagram. In order to obtain the claim for E = E ′ we may consider a similar diagram with the following modifications:
Finally, the case of E = E ′ ⊖ E formally follows from the above: one needs to consider E = E ′ ⊕ E with E being a complement to E. 
Here the bottom isomorphism is the canonical one given by Lemma 8 applied to the short exact sequence 
Here we denote by i 0 and i 1 the morphisms arising from various deformations to the normal bundles and identify the total spaces of the normal bundles for the closed embeddings i * N j → N j and i * N j → N ji with the total space of i * N j ⊕ N i . One can easily see that the left column and top row of the diagram represent i A and j A respectively, the right column represents (ji) A , and the bottom row gives us the canonical isomorphism described in Lemma 8.
We leave to the reader substitute everywhere E ′ for X and make all the necessary modifications in order to obtain the claim for E = E ′ . As usual, the claim for general E = E ′ ⊖ E formally follows from the case of vector bundle: one needs to consider E = E ′ ⊕ E with E being a complement to E.
Twisted cohomology of projective space
This section is the main part of the paper, here we compute twisted cohomology groups A * , * η (P n X ; p * 1 V ⊕ p * 2 E) where E = E 1 ⊖ E 2 is a formal difference of vector bundles over P n , V = V 1 ⊖ V 2 is a formal difference of vector bundles over X, p 1 : P n X → X and p 2 : P n X → P n are canonical projections. In the next two sections this computation will allow us to define projective push-forwards for A * , * η (−). We start with the following easy but useful lemma.
Lemma 11. Let X be a smooth variety, let s ∈ k[X]
* be an invertible regular function and consider a morphism f s 2 :
combined with the splitting
yields that it is sufficient to show that
By Lemma 1 we have h = id in H • (k) and the claim follows.
Lemma 12. Let X be a smooth variety and let A be a commutative ring T -spectrum. Denote
Then projection H 2n : A 2n − 0 → P 2n−1 given by
induces an isomorphism
Proof. The proof is purely geometrical and do not depend on the base, so we omit X from notation. One may smash everything with X + and use the same the reasoning.
& & ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲
Here all the arrows marked with "≃" are induced by tautological embeddings and these maps are isomorphisms by excision or A 1 -contractibilty, using that Y could be contracted to a point in two steps:
Morphism i is also induced by tautological inclusion. We denote by H 2n all the maps induced by H 2n . Morphisms ψ, φ : T ∧ (G m+ , +) → T are given by ψ(x, t) = x/t and φ(x, t) = x/t 2n−1 accordingly. Finally, j is given by
and Φ is given by Φ(x 1 , x 2 , . . . , x 2n−1 , t) = (x 1 /t, x 2 /t, . . . , x 2n−1 /t).
A straightforward check shows that the diagram commutes except possibly for the lower-left square involving ψ, φ and Φ. Morphisms id∧φ and Φ coincide in H • (k) by Lemma 1, since they differ by an automorphism of
Gm ) given by diagonal matrix diag(t, t, . . . , t, 1/t 2n−2 ). Lemma 11 yields that for
Hence the Σ ∞ T -suspension of the diagram commutates. The claim of the lemma follows from the diagram chase combined with the observation that
is an isomorphism since we have inverted η in the coefficients.
Theorem 1. Let A be a commutative ring T -spectrum and let X be a smooth variety. Then
and, together with a choice of a section s :
Proof. The proof do not depend on the base, so we omit it from the notation. Not that the first claim is equivalent to the claim that A * , * η (P 2n , x) = 0 for a rational point x ∈ P 2n and the second is equivalent to the claim that
is an isomorphism for a rational point y ∈ A 2n − 0. Proceed by induction: the case of P 0 is trivial. Denote
2n → 2n + 1. Consider the long exact sequence associated to the closed
By the induction assumption we know that A * , *
Applying Lemma 12 we obtain:
One can easily check that the above composition is given precisely by H A 2n+2 .
2n − 1 → 2n. A similar argument as above shows that the quotient map induces an isomorphism
Hence Lemma 12 gives an isomorphism
Recall that the complement to the zero section of the tautological line bundle over P 2n−1 is isomorphic to A 2n − 0 and the canonical projection composed with this isomorphism gives a projection A 2n − 0 → P 2n−1 which coincides with H 2n . The long exact sequence
gives us the claim:
Corollary 5. Let A be a commutative ring T -spectrum and let E be a vector bundle of even rank over a smooth variety X. Then canonical projection p : P X (E) → X induces an isomorphism
η (P X (E)). Proof. Follows via Mayer-Vietoris long exact sequence.
Corollary 6. Let A be a commutative ring T -spectrum and let V = V ′ ⊖ V be a formal difference of vector bundles over a smooth variety X. Then projection
Proof. As usual, it is sufficient to deal with the case of V = V ′ , while the general case formally follows. Consider the following diagram consisting of long exact sequences associated to the zero sections of V ′ and p * V ′ .
, so the second and the third arrows are isomorphisms by Theorem 1. The claim follows via 5-lemma.
Theorem 2. Let X be a smooth variety and let A be a commutative ring T -spectrum. Denote p 1 : P k X → X and p 2 : P k X → P k the canonical projections. Consider a formal difference V = V ′ ⊖ V of vector bundles over X, a formal difference E = E ⊖ E ′ of vector bundles over P k of degree d = deg det E − deg det E ′ and a rational point a ∈ P k . Denote i a : X → P k X the closed embedding given by i(x) = (x, a). Then we have the following isomorphisms depending on the parity of d and k.
Proof. It is sufficient to obtain the claim in the case of E ′ = 0, i.e. when E = E is a vector bundle, and the general case formally follows. We shorten i a to i omitting the index a. The proof do not depend on the base X and formal difference of vector bundles V, so we omit them from notation and suppose that X = pt, V = 0. In case of nontrivial X and V everything is virtually the same except that one should use Corollary 6 in place of Theorem 1.
We will argue by induction on the dimension of projective space. The case of P 0 is clear. Throughout the proof we will continuously use the following long exact sequences associated to a linear embedding r :
⊕m−l ) via excision. Thus for a vector bundle E over P m we have a long exact sequence
Ia) for P 1 . Embed P 1 to P 2m . We have a long exact sequence
Theorem 1 yields that q
A is an isomorphism and A * , * η (P 1 ; O P 1 (1) ⊕2m−1 ) = 0. Corollary 3 combined with Lemma 3 and the fact that
gives claim Ia) for P 1 . Ia)⇒ Ib). Consider the long exact sequence associated to the embedding i :
Induction assumption yields an isomorphism
Thus we obtain a long exact sequence
Hence it is sufficient to show that i A is a split surjection. Consider the twisted version of the localization sequence for the complement to the zero section of O P 2n−1 (1) (recall that we denote the canonical projection for the complement by H 2n : A 2n − 0 → P 2n−1 ):
is an isomorphism. Hence it is sufficient to show that 
We denote the vertical morphisms by the same letter since all of them are induced by the embedding j. The rightmost vertical morphism is clearly surjective with the splitting given by p A for the projection p : Y → pt. Hence the leftmost vertical morphism is a split surjection and we get the claim.
Ia)⇒ IIa). Consider the long exact sequence associated to the embedding i :
Assumption Ia) yields that A * , * η (P 2n−1 ; q * E) = 0, thus i A is an isomorphism. Ia)⇒ IIb). Consider an embedding P 2n−1 → P 2n and the corresponding long exact sequence
is an isomorphism and every choice of a rational point provides a splitting isomorphism. Ia) for P 2n−1 ⇒ Ia) for P 2n+1 . Embed P 1 to P 2n+1 and consider the long exact sequence
By the induction assumption we have A * , * η (P 1 ; r * E ⊕ O P 1 (1) ⊕2n ) = 0 and A * , * η (P 2n−1 ; q * E) = 0, so the claim follows.
We sum up our computations in the following form. Note that the isomorphisms in the following Corollary depend on the choice of trivializations of certain bundles.
Corollary 7. In notation of Theorem 2 we have the following isomorphisms depending on the parity of d and k.
Then consider the corresponding diagram of push-forward maps (we omit it since it should contain all the twists occupying a lot of space). In that diagram one may invert push-forwards along projection for projective spaces of even dimension obtaining a diagram consisting of push-forwards along closed embeddings. The latter diagram commutes by Lemma 10, thus the former one commutes as well. Examining these commutative diagrams one obtains the claim of the lemma: the bottom-right square corresponds to the case when both m and n are even, the boundary contour gives claim for both m and n being odd, and the right and bottom halves of the diagram correspond to the cases with one of m and n being odd.
Lemma 15 (cf. [Ne09a, 3.4]). Let V = V ′ ⊖ V be a formal difference of vector bundles over a smooth variety X, let f : X ′ → X be a smooth morphisms of smooth varieties and let p : P n X → X be the canonical projection. Consider the following cartesian diagram.
Proof. Consider the following diagrams.
Here p 1 and p ′ 1 are natural projections, j and j ′ induced by a linear embedding P 2l−1 → P 2l , i and i ′ are given by i(x) = (x, a) and i ′ (x ′ ) = (x ′ , a) for some rational point a ∈ P 2l and both squares in the left diagram are cartesian; in the right diagram p 2 = p 1 j :
A , the right diagram commutes. The claim of the lemma follows from the commutativity of the lower square in case of n = 2l and from the commutativity of the outer contour in case of n = 2l − 1.
Lemma 16 (cf. [Ne09a, 3.5]). Let V = V ′ ⊖ V be a formal difference of vector bundles over a smooth variety X, let j : P m X → P n X be an embedding induced by a linear embedding P m → P n and let p m : P m X → X and p n : P n X → X be the canonical projections. Then the following diagram commutes.
Proof. We give a detailed proof only for the case of m = 2k − 1, n = 2l − 1 since the other cases are quite the same. Consider the following diagrams.
Here p 2k and p 2l are canonical projections, i 2k and i 2l are given by i 2k (x) = (x, a), i 2l (x) = (x,j(a)) for some rational point a ∈ P 2k and j 1 , j 2 ,j are closed embeddings induced by linear embeddings in such a way that the left diagram commutes. In the right diagram we have
A , thus the right diagram commutes, giving us the claim. In the rest cases one should consider similar diagrams.
Lemma 17 (cf. [Ne09a, 3.6]). Let V = V ′ ⊖ V be a formal difference of vector bundles over a smooth variety X, let j : Y → X be a codimension m closed embedding of smooth varieties and let p : P n X → X and p ′ : P n Y → Y be canonical projections. Denote j ′ : P n Y → P n X the closed embedding induced by j and put r = jp ′ = j ′ p. Then the following diagram commutes.
Proof. Suppose that n = 2k − 1. Consider the following diagrams.
Here p 2k and p ′ 2k are canonical projections, i and i ′ are given by i(x) = (x, a), i ′ (y) = (y, a) for some rational point a ∈ P 2k ,j is induced by j, and j 1 and j 2 are induced by a linear embedding P 2k−1 → P 2k , so the left diagram commutes. Thus the right diagram commutes by Lemma 10, and the claim follows. In case of n = 2k one should consider only the bottom parts of the diagrams.
Lemma 18 (cf. [Ne09a, Proposition 3.9]). Let V = V ′ ⊖ V be a formal difference of vector bundles over a smooth variety X and let s : X → P n X be a section of the canonical projection p : P n X → X, i.e. s = (id, f ) for some morphism f : X → P n . Then p A s A = id : A * , * η (X; V ⊖ T X ) → A * , * η (X; V ⊖ T X ). Proof. It is sufficient to show that p A s A (1) = 1 in case of V = T X , the general case follows at once since s A and p A are homomorphisms of left twisted A * , * (X)-modules and projection formula holds. First we obtain the claim for n = 2k, X = P 2k and diagonal section s = ∆ = (id, id), and then derive the general case.
• n = 2k, X = P 2k , s = ∆ = (id, id). Choose a rational point a ∈ P 2k , denote the corresponding embedding i : pt → P 2k and define i a , i A is an isomorphism by Theorem 2 IIb (the twist comes from the base), hence
and (p 1 ) A ∆ A = ((i a ) A ) −1 (i a ) A = id.
• n = 2k, X and s = (id, f ) arbitrary. Denote p : P 2k X → X andp : P 2k X → P 2k the canonical projections and consider the following commutative diagram.
Lemma 9 combined with with Lemma 15 yields that the following diagram commutes.
A * , * η (X) Hence, using the case of X = P 2k , we obtain p A s A (1) = p A s A f A (1) = f A (p 1 ) A ∆ A (1) = f A (1) = 1.
• n = 2k−1, X and s = (id, f ) arbitrary. Consider an embedding j : P 2k−1 X → P 2k X induced by a linear embedding P 2k−1 → P 2k , put s ′ = sj and denote p ′ : P Proof. Recall that for even n push-forward p A is an isomorphism, and the above lemma yields s A = (p A ) −1 .
Here every p i is a canonical projection, the central square is cartesian, i 4 is induced by a closed embedding P 2k × P 2l → P 2N for some large N, and s 2 , s 3 and s 4 are some constant sections such that i 4 s 3 s 2 = s 4 . Applying Lemma 17, Definition 21 and Lemma 10 we obtain Lemma 21 (cf. [Ne09a, 4.7] ). Consider the following cartesian square consisting of smooth varieties with all the morphisms being smooth.
Suppose that f is projective and m = codim f, n = codim f ′ . Let V = V ′ ⊖ V be a formal difference of vector bundles over X. Then the following diagram commutes.
A * +2(n−m), * +(n−m) η
/ / A * +2m, * +m η (X; V)
Here φ is given by Corollary 4 (combined with Lemma 7) applied to the exact sequence
Proof. Decompose f = p • i and consider the following diagram.
Here both squares are cartesian. Denote q : X × P k → P k the canonical projection, put l = n − m and apply A * , * η (−):
A * +2(m+k), * +(m+k) η
The first diagram commutes by Lemma 9 and the second one by Lemma 15.
Remark 10. If the considered square is transversal then
and φ is an isomorphism.
