We consider the problem of document conversion from the renderingoriented HTML markup into a semantic-oriented XML annotation defined by user-specific DTDs or XML Schema descriptions. We represent both source and target documents as rooted ordered trees so the conversion can be achieved by applying a set of tree transformations. We apply the supervised learning framework to the conversion task according to which the tree transformations are learned from a set of training examples. We develop a two-step approach to the conversion problem, that first labels leaves in the source trees and then recomposes target trees from the leaf labels. We present two solutions based of the leaf classification with the target terminals and paths. Moreover, we develop three methods for the leaf classification. All methods and solutions have been tested on two real collections.
However, for companies and organizations that already own large document collections, the shift toward XML often raises a serious issue of the legacy document conversion.
The legacy documents are often available in electronic form, in one of the visualization-oriented formats like (X)HTML, PDF or MS Word, that describe how to render the document content but carry little information on what the content is (catalogs, bills, manuals, etc.) and how it is organized. Instead, due to its extensible tag set, the XML markup addresses the semantic-oriented annotation of the content (titles, authors, references, tools, etc.), with the rendering issues being delegated to reuse/re-purposing components, that visualize the content, for example on different devices, with the help of appropriate XSLT scripts.
The conversion process conventionally assumes a rich target model, which is given by an XML schema definition, in the form of a Document Type Definition (DTD) or an XML Schema; the target schema describes the company or user-specific elements and attributes, as well as constraints on their usage, like the element nesting or an attribute uniqueness. The conversion not only means transforming legacy documents from one format into another, but it also aims at customizing information, not explicitly encoded in legacy documents. In general, the conversion of legacy documents into XML is often referred as a transformation from the renderingoriented content presentation to the semantic-oriented one.
If legacy documents are available in proprietary formats (PDF, Microsoft Word, etc.), they are assumed to be first converted into a standard format like HTML 1 . The converters rewrite instructions of a proprietary format into structural and layout HTML annotations, with the major goal of preserving the document rendering. The converters are capable to recognized certain structural entities like paragraphs, tables and lists, however their output remains often insufficient from the point of view of target document model, as the structural markup remains essentially layout-oriented.
The further conversion of layout HTML annotations into the semantic XML may be achieved by a set of structural transformations. However, because of the ambiguity of the layout annotation, the conversion task can be hardly automated without bringing in the process either the domain knowledge or an important set of examples that would instruct the human or a computer program how to produce the transformation rules.
In this paper, we adopt the supervised learning framework for the legacy document conversion; we assume that some source documents are given together with their target XML markup. Each such pair (source document, target document) exemplifies the conversion process and forms an instance of the training set. We consider the source and target documents as special classes of labeled ¢ Some converters are available on the Web and from Adobe, Microsoft, CambridgeDocs, OmniPage [21, 11, 18, 16] !ELEMENT curriculum (domain+, education)¡ !ELEMENT domain (#PCDATA)¡ !ELEMENT education (item+)¡ !ELEMENT item (year, title, affiliation?)¡ !ELEMENT year (#PCDATA)¡ !ELEMENT affiliation (#PCDATA)¡ !ELEMENT title (#PCDATA)¡ root trees; we then build a mapping function capable to express the transformation from source trees to target ones, and learn parameters of the mapping function from the documents in the training set. Table 1 . Figure 1 The transformation of source HTML trees into target XML trees that should fit the schema is the subject of our study. The remainder of the paper is organized as follows. Section 2 introduces the tree-based formalism for XML documents and their schema mechanisms. It then defines the conversion problem and introduces the two-step approach to the conversion, composed of the leaf classification in source documents and the target tree recomposition. In Section 3 we describe methods for the leaf classification step, and in Section 4 we discuss in detail the tree recomposition step. Experiments we run and their analysis are presented in Section 5. Section 6 surveys the prior art and Section 7 concludes the paper.
EXAMPLE 1. Consider the conversion of Curriculum Vitae documents into the XML format defined by the target DTD in

CONVERSION MODEL
XML and their schemas
We consider (X)HTML or XML documents as trees where inner nodes determine the document structure, and the leaf nodes and tag attributes provide the document content. HTML and XML documents can be abstracted as the class of unranked labeled rooted trees [15] . Tree ¢ is defined over an alphabet £ of tag names. The set of trees, denoted by ¤ , is inductively defined as follows:
There is no a priori bound on the number of children of a node in a tree; such tree are therefore unranked. In a node
, ¥ is a root and
. For any rooted subtree
, the path from the tree root to the subtree is denoted
, the depth of According to [17, 20] , DTDs can be modeled as extended contextfree grammars, where regular expressions over alphabet £ are constructed by using two basic operators of concatenation and disjunction of unranked labeled rooted trees constrained with schema . As an example, Figure 2 .b shows a derivation tree for the ECFG for the schema definition in Figure 1 .
Ambiguous grammars and parsing
From the parsing theory, it is known that ECFGs can be ambiguous. The degree of ambiguity of a string
is the number of its distinct derivation trees. A string is unambiguous if it has degree 1 of ambiguity. A grammar is unambiguous if each of its strings is unambiguous. A recognizer is an algorithm which takes as input a string . To parse strings and build derivation trees that can serve as target XML trees, we use LL parser that maintains the state sets and the 1-symbol look-ahead. It is a top-down parser which carries along all possible parsers simultaneously in such a way that it can often combine sub-parses. The strings are parsed against the grammar in a recursive-descendant manner, the parser needs no backtracking and can be presented therefore in the form of predictive parser [1] . Given a current terminal in the string F and the nonterminal to expand, the proper alternative is detected by looking at 1 terminal ahead. The predictive parser uses a transition diagram and attempts to match terminal symbols against the input and makes potentially recursive procedure call whenever it has to follow an edge labeled by a nonterminal [1] . An error is detected during a predictive parsing when the terminal on the top of stack does not match the next input symbol; in these cases, the nonterminal prediction set is empty.
Tree conversion problem
The tree conversion task is a special case of the general tree transformation problem, as it assumes the content preservation, where (almost) all document content given in PCDATA nodes is migrated from source to target trees. The conversion task can be formalized as a mapping Tree transformations have been recently studied from both theoretical and practical view points. On the theoretical level, one major concern is the statical type-checking of XML-to-XML transformations. Several models, such as R -pebble tree transducers [14] , have been introduced in order to statically verify whether for any XML instance of the source schema, any given transformation of the instance is a valid instance of the target schema. From the practical point of view, the XML community offers a spectrum of tools, with XSLT being the most popular transformation tools for writing complex XML-to-XML and XML-to-HTML transformations.
Although all these tools can be adapted for the HTML-to-XML conversion, our main concern is that the source documents are essentially semi-structured. They enhance the free-form (unstructured) formatted text with the meta information (the structure), given by HTML tags and attributes. On the other hand, the semi-structured documents do not conform any fixed schema (except may be the generic, standard HTML schema). Moreover, as the document structure is essentially layout-oriented, the use of tags and attributes is not necessarily consistent with target elements. As an example, in Figure 2 .a, text in bold (<b>) can be mapped into year target element or left off (leaves ''Domaines de compétences'' and ''Formation'').
The irregular use of tags in semi-structured documents makes the writing of manual transformation rules cumbersome. Combined with complex relationships between target elements, the manual HTML-to-XML conversion represents a real challenge for the conversion designer.
The major alternative to the manual approach for the automation of the conversion task is one based on machine learning techniques which have already proved their efficiency in other tasks relevant to the semi-structured documents, such as document classification [23] , information extraction [10] , wrapper generation [4] , etc.
In the supervised learning setting, the tree mapping 
¤
. The tree correspondence is given by the leaf alignment, that assumes that for each leaf in a target tree there exists a (unique) leaf in the corresponding source tree (see Figure. 3). Moreover, it assumes that there exists a method (i.e., a tree traversal) of finding this unique correspondence between the target and source trees.
Two trees in Figure 2 .a and 2.b form a pair of leaf-aligned source and target trees; the alignment can be provided by the left-to-right leaf traversal in both trees. In the following we pursue a two-step approach to the conversion problem by which we divide the initial conversion task into two sub-tasks and develop appropriate learning methods for either task. The two-step conversion is defined by introducing an intermediate class of sequences and replacing the mapping )
. Second, building derivation trees from noisy and erroneous string F ¦ can be further compromised if the uniqueness of derivation trees is not guaranteed by the target schema.
As an alternative to 
I
: learning tree recomposition rules: these rules will instruct a program how to compose target trees from the labeled elements.
LEAF CLASSIFICATION METHODS
In this section, we present three methods for classifying external leaves in the source trees. According to the supervised learning setting, we represent each external leaf in a source ¢ ¢ with a set of features . In the case of semi-structured documents, the features can refer to the unstructured text in leaves itself, in a way similar to the NLP applications; they can also be designed to capture the tree structure context of the leaf. For each method, we consider a learning model and how it gets used to classify the source leaves. Generally, a leaf classifier is an instance of of features representing a leaf, a class from a discrete set . The set of features is method-dependent; we specify them together with methods in the following subsections.
The set defines possible labels for leaves in source trees. As mentioned before, we are concerned with two special cases of , specifically, set
Naive Bayes on content
The first method we present is purely based on the content of documents. We build a leaf classifier using only the textual information given in the PCDATA nodes of documents and ignore any structural markup surrounding the leaves. This approach is considered as a baseline for the later methods, where we will use additionally the structural information to improve the classification performance.
We use a Naive Bayes classifier widely used in traditional text classification systems [12] . We adopt a "bag of words" model representation, as words appear to be very relevant for the classification task for textual documents. This simplifies the representation of the document by only considering words frequencies, without any notion of position nor dependencies between words. In the case of source trees, the reduction to the Naive Bayes classification is achieved by considering each tree leaf as a separate "document", with the document content being given by the corresponding PC-DATA node. The representation thus consists in defining for each leaf a set of words (or a set of lemmas in a more general case) with an associated frequency. This is the feature vector $ " ) whose dimension is given by the set of all encountered lemmas. By a simple sum of the feature vectors of the leaves belonging to the same class # ¦ $ , we compute the vector representation associated with the class in the word space in terms of lemmas frequencies. These information will be used to determine the most probable class for a leaf, given a set of extracted lemmas.
Formally, a probabilistic classifier based on the Naive Bayes assumptions try to estimate
, the probability that the document (leaf) belongs to the class # ¦ & . According to the Bayes' rule, to achieve the highest classification accuracy, should be assigned with the class for which this probability is the highest :
Bayes' theorem is used to rewrite the conditional probability of
as follows:
term is independent for the argmax evaluation, so we can ignore it and exclude from the computation. The classification will then consist in resolving the following:
In ( are both computed in a straightforward manner, by counting the frequencies in the training set. The training step thus conveys the computation of all the probabilities for the different classes and for the encountered words(lemmas).
To evaluate the conditional probability
, given a feature vector . The unknown words are simply ignored as they have not been encountered in the training set and their relevancy for a specific class can not be evaluated.
Tree wrappers
Since the source documents are semi-structured, we step further and include in the learning model the structured markup as describing the context of source leaves and thus potentially for an accurate leaf classification. To build up a classification model for the structural context of source leaves, we propose a special data structure which allows us, on one side, to capture from the training set structural patterns specific to different classes and, on the other side, to easily identify such patterns in the testing set.
This goal can be reached by introducing the notion of reverse tree. A reverse tree is constructed starting from an assigned leaf and following the tree structure in the bottom-up manner. The root of a reverse tree corresponds to the PCDATA node being replaced by an assigned tag . Figure 4 .a gives an example of reverse tree constructed for a external leaf ''DEA Informatique'' of the example input tree in Figure 2 .a.
During the training phase, we construct a tree data structure that accumulates reverse trees for all leaves in the training documents. During the testing phase, this structure allows us to estimate class probabilities for for leaves in the test documents, and thus determine the most relevant ones. The structure is a global reverse tree which is built as a union of all reverse trees for leaves in the training set, where each path is extended with the class frequency in the training set. For each leaf, the learning routine includes a pair ( is the corresponding reverse tree. After the training phase,the global reverse tree conveys all class frequencies to each nodes in the tree. These frequencies are then used during the testing phase to estimate the most relevant classes. Once the global reverse tree is constructed for the training set, we use it to classify leaves in testing set as follows. For each leaf in the testing set, we first compute its reverse tree and perform a search in the global tree with the goal to evaluate the class with the structure to the leaf's reverse tree. A node is a match between two reverse trees (or one reverse tree and one global reverse tree) if the path from the root to the node is present in both trees. The global reverse tree stores unordered trees because the union of a list of trees would be different considering the order of the leaves for the construction which will be less general than the used method. With all the matched nodes for the leaf's reverse tree, we retrieve from the global tree a list of classes with associated frequencies and keep the most significant one. Once we have completed the retrieval of matching nodes, we are able to determine the most probable class for the source leaf with a given reverse tree.
Naive Bayes on HTML paths
Another way to deal with the structure for the classification is to apply the Naive Bayes approach, proposed above for the document content, to the tree structure. Instead of using the words presented by a PCDATA node, we can use the reverse paths as features representing the leaf. The reverse paths are constructed in the same way as reverse trees, except the dependences between different branches which are not kept, as we make the assumption of independence between branches of the reverse tree. This allows us to represent the reverse tree in a list of independent branches. Under this assumption, the analogy between the method based on reverse paths and the method based on content is straightforward and the formulas used with the content in Section 3.1 can be easily adopted to the reverse paths.
XML TREE RECOMPOSITION
In this section we look closer at the second step 
Tree recomposition from paths
In the path-based solution , leaf classification methods label the source tree leaves with paths in target trees and the reconstruction then consists of gluing these paths together. The reconstruction routine starts with a cleaned (with all removed) sequence . Let the path E 2 be given as
, where
is the tree root,
is the terminal node and 
is appended to the sub-tree rooted at Figure 5 ). In total, the operation changes the content of one node (¥ 
Learning appending rules
In order to disambiguate the appending decisions by the path assembler, we build a probabilistic learning model for the appending rules. To learn the rule probabilities from the training set, we extend each path in the sequence 
, we search for the node is one that maximizes the conditional probability
where 
EXPERIMENTS
We have run series of experiments on constructing target XML by classifying HTML leaves and building XML trees guided either by the ECFG induced from the target schema or by the path assembler. Two collections have been selected for the experiments. One is the well-known collection of 39 Shakespeare's plays available in both HTML and XML format 7 . The target schema is given by a DTD that includes 12 terminals and 10 nonterminals. The corresponding ECFG is not recursive but highly ambiguous; it counts 40 different paths in the XML documents. This gives us 13 classes for the terminal-based solution XML formats. Target documents have a fine-grained semantic granularity; the target schema is given by one complex DTD, the corresponding ECFG includes 27 terminals and 35 nonterminals. The schema is non-recursive, but XML documents are much deeper than those in the Shakespeare collection. Documents in the collection have 126 different paths. The leaf alignment is ensured for both collections and is based on the left-to-right leaf conversion. Table 2 reports some important characteristics for the two collections. More classes, deeper target trees, less leaves per terminal, shorter PCDATA leaves: all these factors make more difficult learning the leaf classifiers and path appending rules with the TechDoc collection, than with the Shakespeare collection which is known for its regularity in the documents structure.
Evaluation metrics
As we have seen, we deal with the leaf classification problem on a large number of classes(=labels). For each external leaf in a source tree, we estimate the most appropriate class using different methods, and we need a measure to determine how well each of these methods classify the source leaves. Traditional precision/recall measures that determine the ratio of correctly classified instances and the ratio of classified instances are well suited for the binary classifiers. However, they are not well appropriated for the multi-class classification, particularly, like in our case, when certain classes cover less than 0.1% of source leaves.
We thus decided to adopt the cost-based classification model [24] .
There are several cost-models that one could use to compute the classification accuracy. We use two of them as they appear to better capture the method behavior on the data: Tree Wrappers 63% 37% 90% 75% Naive Bayes on reverse paths 60% 33% 88% 74% Naive Bayes on content 52% 18% 73% 51% 
Leaf classification
Given the cost-based models, we evaluate three leaf classification methods presented in Section 3 on the TechDoc and Shakespeare collections. For both path-based and terminal-based leaf classification, we use the cross validation with the folding ¥ =4. In each experiment, the testing set is composed with 75% randomly selected documents from the collection; the remaining 25% form the test set. For each method and each collection we run 5 experiments and report average values using the proportional and equal evaluation models. Tables 3 and 4 report the classification results for the technical documents and the plays of Shakespeare, respectively. Source files in both collections own an important HTML structure, thus the methods exploiting the document structures show better results, with the tree wrapper method performing the best on both collections. Due to the larger number of classes, the path-based classifier performs always worse that the terminal-based one does. The difference is insignificant on the Shakespeare collection, but quite considerable on the TechDoc collection where 127 classes are used instead of 28. The degradation is particular visible with the equal evaluation method, which is sensible to the fact that some classes are not presented in the training data at all.
Tree recomposition
As discussed in Section 4, we recompose the target trees either by parsing the strings of terminals in the case of terminal-based solution ( © ), or by the path appending in the case of path-based classification ( ). For both methods, we apply two testing modes. In the alone mode, the parser and path assembler are tested with the annotated source files, thus assuming the perfect leaf classification. In the combined mode, both parser and assembler are instead tested with the output of the best leaf classification method (Tree Wrappers in both collections), in order to determine the impact on the leaf misclassification on the overall performance.
As expected, the
p arser encounters no problem when parsing terminal strings in the alone mode; it outputs at least one (the leftmost) derivation tree considered as a valid target tree. The situation changes dramatically in the combined mode. In the presence of misclassified leaves, the parser produces multiple error messages and appears incapable to complete the parsing. For the Shakespeare collection, with the 4% classification error, the parser could complete the derivation only in 26% of cases. For the TechDoc collection, with the 10% classification error, the parsing has failed in all cases.
For the path-based tree recomposition, we train R -gram statistical classifiers for R =1,2,3,4 and evaluate the accuracy by the ratio of correct appending decisions on all documents in the testing set. In the alone mode, the assembler shows the optimal performance for 3-grams on both collections, by achieving 98.2% for the Shakespeare collection and 87.5% for the TechDoc collection. The most intriguing part of the evaluation concerns the combined mode. A low leaf classification error . Combined with own errors, the accuracy of the assembler drops from 87% to 57% in the best R =3 case.
It appears clear that the tree recomposition by the path appending allows to avoid the deadlock situations occurred with the deterministic parser for the ECFG. However, the output of the path assembler is a tree which is not guaranteed to conform the target schema.
In conclusion, the analysis of the terminal-based and path-based solutions for the two-step conversion process shows that we actually face the error accumulation problem, similar to the choice between deterministic and stochastic learning methods. The terminalbased solution can be beneficial only in the case of (almost) perfect leaf classification. However, even a modest classification error makes the deterministic parsing vulnerable and unreliable for generating the target trees. Instead, the path-based solution with the probabilistic path appending rules suffers from the increasing number of classes, however it easier persists to the classification error and produces an output tree anyway; so some tree correction techniques are needed to complete the conversion.
PRIOR ART
The transformation of documents from a source schema (layoutbased one in our case) into a target schema (the user-defined one in our case) has been addressed by a number of tree-transformation languages and tools, like XPath, XSLT, etc., they all provide powerful programming tools for a wide range of document transformation tasks.
The tree conversion is a hard problem. Though schemas of source and target documents can be expressed as extended context-free grammars, the equivalence of context-free languages is undecidparser is set to produce upto 5 leftmost derivation trees, 41% cases still do not contain the correct tree.
able [2] . Then, given the equivalence of two context-free grammars, the verification whether exists a conversion from one grammar to another one is undecidable, too. Given two schema definitions and an XSLT-like transformation I from source schema ¢ to target schema 6 , the R -pebble tree transducers formalism can type-check the transformation, that is, it can statically verify whether for any XML instance of ¢ , the transformation I produces a valid instance of the target schema [14] . In the framework of the grammatical inference, there exist methods allowing to infer a context-free grammar from a set of positive examples provided the derivation trees are available [22] .
In the area of the document layout analysis, the regular use of HTML or XML tags may facilitate the retrieval of documents on the Web. This and similar reasons justify the creation of some systems such as WISDOM++ [3, 19] which are able to convert an OCR output to a well-structured document. However, the output of such system remains layout-oriented and only to very little extend, semantic-oriented. The main objective is to preserve the visualization of the original printed document in a Web browser.
Another category of system addresses the document conversion problem. These methods, such as [7] , deal more specifically with the conversion of HTML documents to XML ones. By analyzing the collections and with the use of unsupervised machine learning methods, the authors define hand-crafted extraction and composition rules which are able to find representative patterns in the input tree, determine a label to affect to an extracted element and finally restructure the elements to form a converted tree.
Transformations of XML documents from one structure to another has been addressed in [9] . It automates transformations when source and target document grammars that have common parts, although the names of elements may differ. In such cases, the transformation can be achieved with local transformations, expressed as finite state tree transducers. The system generates a transformation semi-automatically; using matchings between the (terminal) elements defined by the user, it restricts multiple possible translations from the source to the target grammar using suitable heuristics.
CONCLUSION
We have addressed the problem of semantic mapping in the HTMLto-XML conversion. We have paid a particular attention to the cases when the source and target documents have no similar "shape" and should be treated by the supervised learning techniques. Because of the complexity of learning tree transformations, we have introduced a two-step approach to the conversion problem, that includes the step of classifying the leaves in source trees, and the step of recomposing the target tree from the leaf labels. We have discussed two alternatives for the intermediate label set, which can be either terminals or paths in the target documents. We have presented results of our experiments with the two solutions on two different real document collections. The experiments have shown the vulnerability of the deterministic parsing to the leaf classification error in the terminal-based solution, and the weaknesses of the probabilistic path-based classifiers, due to the increasing number of classes.
The analysis of experimental results raises a number of issues for the future research on the efficient HTML-to-XML conversion. Pursuing the two-step approach will mean looking for more accurate methods for both steps. For the leaf classification, we would like to test methods that show good results in various NLP and information extraction applications, like ones based on the Maximum Entropy principle [5, 13] or the sequential learning in general [8] . For the target tree composition in the presence of noise, the move toward probabilistic parsing and parameter evaluation for probabilistic CFGs seems to be crucial and following the tendency adopted in the NLP and document understanding communities.
