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The purpose of this paper is to study the asymptotic behaviour of the integro- 
differential equation: 
(a(t) 3)’ + b(t) k + c(t) x = y(t) Jotg(s) x(s) ds + fi(t, x, n), . z $ (1) 
as t - CO. We shall prove that under certain conditions on the functions r(t), 
g(t), and C(t, x, “), there is a solution of (1) satisfying any given initial conditions 
which tends to a solution of the linear differential equation, 
(u(t) k)’ + b(t) 2 + c(t) .r = 0, (2) 
for which we assume that the general solution is known. We shall also prove that 
if the solutions of (2) are in .Se,(O, oo), so are the solutions of (1) provided that 
the functions r(t), g(t), and @(t, x, k) are properly chosen. 
Our results generalize previouslg known results of Mehri and Zarghamee [I], 
Bellman [3, p. 1121, T rench [4], Fubini [5], and Sansone [6]. We will have an 
occasion to use the following lemmas due to Pachpatte [2]: 
LEMMA 1. Let x(t), f(t), and g(t) be real-walued nonnegative continuous f#nc- 
tions defined on I -: [0, m), for which the inequality 
holds, where x0 is a non-negative constant. Then 
x(t) < x0 [ 1 + i’f (4 exp [I’ (f (7) + g(T) J+] h/ p t E I. 
0 0 
LEMMA 2. Let x(t), f(t), g(t), and h(t) be real-valued positive continuous 
functions dejned on I, and w(u) be a positive, continuous, monotone increasing 
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submultiplicatiwe function for u > 0, with w(0) = 0. Furthermore, let the following 
inequality, 
49 < x:0 + J‘tf(s)X(s) ds + jot f(s) [josg(4 +) dT] ds f  jot h(S) w(X(S)) ds, 
‘0 
be satisfied for all t E I, where x0 is a positizle constant. Then 
-r(t) G G-l [G(xO) f jot h(S) W (1 + j; fb) exP 11, (f (5) f g(5)) dt/) ds] 
. [ 1 + jot f (4 exp 1 IO’ (f(d + g(d) d7 1 ds] , 
where G(r) = siO (ds/w(s)), Y  > r. > 0, G-l is the inverse of G, and t is in the 
subinteraal [0, b] of I so that 
G(xo) + jot h(S) W (1 + j~f (~) ev ~ Jo (f(5) + g(5)) ‘~1) ‘S 
is in the domain of G-l. 
The following assumption is similar to the one made by Mehri and Zarghamee 
[II: 
kXJMPTI0~ 1. Let us assume that if ( .x(t)1 < 4(t) u and 1 k(t)1 < q(t) u, then 
there exists a continuous function f  (t) and a continuous monotone increasing f&-t&l 
w(u) for u E [0, CO) with the property that G(u) = sz, (ds/w(s)) + CC as u + 00, 
and such that either 
(a) 1 Cr(t, x, f)/ < r(t) u OY 
(b) I W .x, *)I < y(t) u + f(t) w(u) 
holds. 
In the sequel we shall let 
where &(t), .&(t) are any two linearly independent solutions of (2). We shall 
now prove the following results: 
THEOREM 1. In addition to Assumption l(a), let the following conditions hold: 
(i) a(t), b(t), and c(t) are continuous for t E I, and a(t) > 0; 
(ii) r(t) and g(t) are continuous and non-negative for t E Z; 
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(iii) [f(t) r(t)]/a(t)W(t) and t(t) g(t) E 8(0, cc), where 
W(t) = .&z, - z,& > 0. 
Then for every pair (x,, , 2,,) of numbers there is a solution of (1) which can be 
written in the form 
x(t) = A(t) -G(t) + B(t) Zz(t>, (3) 
satisfying the initial conditions x(O) = x0 and k(O) = &, with lim,,, A(t) = 1 and 
lim t+m B(t) = m. 
Proof. Let us assume that x(t) is a solution of (1) and is written in the form 
(3). We shall require that 
A(t) z, + B(t) z, = 0. (4) 
Differentiating (3) with respect to t, we get 
n(t) = A(t) &l(t) + B(t) -G(t), 
a(t) = A(t) f&> + B(t) G(t) + A(t) -&(t> + B(t) fz(t)* 
Using the fact that Z, and Z, are solutions of (2) and that x is a solution of (1) 
we can reduce the last equation to 
where 
A(t) -G(t) + &t) .%(t) = h(t), (5) 
h(t) = [y(t) 1” g(s) VW Z,(s) + B(s) -WI ds 
+ WPAP 1 G(t) + B(t) -G(t), 44 -C(t) + W -WI] /a(t). 
Solving (4) and (5) for A(t) and B(t) we get 
A(t) = CW) 4WW)~ &t) = [--G(t) WWW (6) 
Integrating (6) from 0 to t > 0 we get 
and 
A(t) = A(o) + Jot “;$’ ds (7) 
B(t) = B(O) - lt zl;(;(s’ as. 
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Using Assumption I(a), (7) yields 
Letting / A(t)1 + B(t)1 = K(t), we get 
#Cd = 
m y(s) 
44 W(s) - 
Using Lemma 1, we obtain the following estimate: 
WI G WV [ 1 + fb W(s) exp (1: (W79 + gk) 5(4 d7) ds] , 
from which the boundedness of K(t) follows. Since A(O) and B(O) are arbitrary 
constants and hence can be selected as solutions of the system 
40) -G(O) + B(O) .G(0) = x0 9 
A(O) &(O) + B(O) &(O) = Jf‘, . 
From the fact thet A(t) and B(t) are bounded it follows that the limits of A(t) 
and B(t) exist as t - CO. This completes the proof. 
THEOREM 2. In addition to Assumption l(b), ; f  we assume that 
Wf (t) 
4) JV) E qo, co), 
then the conclusion of Theorem 1 holds, provided w is submultiplicative and 
w(0) = 0. 
Proof. As in the proof of Theorem 1 we obtain, using. Assumption l(b), 
I4)l + I WI 
< 1 A( + 1 B(O)1 + 2 lt a(l;($,~s) [Y(s) fj-os&‘(d &> (1 A(T)/ + 1 %-)I) dj 
+ y(s) (I 44 + I %)I) -tf(s) 4 44l + I m] fh. (8’) 
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With K(t) defined as before, we obtain from (8’) the following inequality: 
Using Lemma 2, we get 
where 
from which it follows that K(t) is bounded. The rest of the proof is similar to 
that of Theorem 1. 
THEOREM 3. If  in addition to the assumptions of Theorem 2, we further assume 
that 2, and 2, are in _Ep,(O, co), 1 < p ,< CO, and that 
y(t) f(t) y(t) 
a(t) W(t) ’ a(t) W(t) ’ s 4) Wt> o ’ g(s) 5(s) ds 
are in ZG(O, co), where q is the conjugate exponent of p, then the solution x(t) de$ned 
by (3) is also in 5?=(0, ~0). 
Proof. Using (7) we can write x(t) as 
+ 'let) .C,I a(s) W(s) I'(") 
-G(s) j 
[s," Ad (44 -G(T) + B(T) Z,(T))] dT 
+ fl(s, A(s) Z,(s) + B(s) -G(s), 24(s) -%(s) + B(s) &(s))) ds 
- -G(t) lt a(;&s) [Y(s) [/os&‘(T) (A(T) -&(T) + B(T) z,(d)] dT 
+ w, J.qs) Z,(s) + w -G(s), 4) -qs) + w &(4,j ds. 
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And hence 
lf Iy(s) (j;dT) (CT) (1 i2(T)1 f ’ @T)‘) dT) 
i y(s) (I 44 + I Ws)l) +“fw 4 &)I + I W)l ds] - 
Since / -J(t)1 + I B(t)1 is bounded, there exists a constant K such that 
/ A(t)1 + 1 B(t)1 < K, for t > 0. 
Hence 
’ x(t)’ < ’ &(t)’ [I A(O)’ + Jot ’ “(‘)’ 
44 W) 
1 KY(S) j-)(T) t(T) dT 
+ KY(S) +fW w(K)/ ds] + I W)l [I WI 
+ J*b &“$& IW) j”)(T) t(T) dT + KY(S) + f(s) w(K)/ ds]- 
Let us put 
k’, = I 4W + K(ll Z, I/p II .I IIQ + II Z, lla // & I/ 
a 
) + II Z2 II,, w(K) /I A, l/s , 
and 
Kz = I JW)I + K(!l Z, IID II /I!, + II Z, /In I( &ii.) + II Z, IIB wW(/ &I!, 9 
where 
Consequently, 
J(s) = ‘(‘) /‘,Y(T) &) d7. 
44 ff+) 0 
I @)I < 4 I -W)I + K2 I -W)I . 
Note that p > 1, and the function tP is convex, and hence 
(9) 
(10) 
90 
Therefore, 
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which implies that I] x IID < M for some constant M. For the case p = ccj, 
(9) implies that x(t) E -ILp,(O, co). This completes the proof. 
Remarks. 1. Theorems 1 and 2 in [l] are included in our Theorem 2 and 3. 
2. I f  r(t) = 0 and c(t, u, ti) =f(t) u, then Theorem 1 contains results of 
Trench [4]. 
3. Our results generalize the results of Bellman [3], Fubini [5], and 
Sansone [6]. 
EXAMPLES. 1. Consider the equation 
Then W(t) = e--2t and f(t) = q(t) = (1 + t) e-t. It is easy to check that all 
the hypotheses of Theorem 1 are verified. 
2. Consider the equation 
2 + 23i + x = e+t 
1 
t es t - 
‘0 1+s4 
N(S) ds + ec2tx - __ 
1+t 
e-“t 1 x* 11/i, 
One can easily check that all the hypotheses of Theorem 2 are verified. 
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