The Generalized Method of Moments (GMM) is a statistical method for the analysis of 20 samples from random processes. First developed for the analysis of econometric data, the method 21 is here formulated to extract hidden kinetic parameters from measurements of single molecule 22 dwell times. Our method is based on the analysis of cumulants of the measured dwell times. We 23 develop a general form of an objective function whose minimization can return estimates of decay 24 parameters for any number of intermediates directly from the data. We test the performance of 25 our technique using both simulated and experimental data. We also compare the performance of 26 our method to nonlinear least-squares minimization (NL-LSQM), a commonly-used technique for 27 analysis of single molecule dwell times. Our findings indicate that the GMM performs comparably 28 to NL-LSQM over most of the parameter range we explore. It offers some benefits compared with 29 NL-LSQM in that it does not require binning, exhibits slightly lower bias and variance with small 30 sample sizes (N<20), and is somewhat superior in identifying fast decay times with these same 31 low count data sets. Our results show that the GMM can be a useful tool and complements standard 32 approaches to analysis of single molecule dwell times. 33 34 35
Introduction
(also known as the expectation value). The population mean of any function is here defined ( ) 91 as 92 .
(1) 〈 ( ) 〉 = ∫ ( ; , ) ( ) 93 Note that in Eq. 1, the population mean has an implicit dependence on the parameters a and b. 94 These two functions and are simply the population mean and variance of the 1 ( , ) 2 ( , ) 95 random variable t. Now, let t be a T-dimensional vector whose elements are samples of the random 96 variable t. In this paper, variables in italics represent real numbers and variables in bold represent 97 vectors. The moment functions 98 (2) 1 ( , , , ) = 1 ( , ) -1 ∑ = 1 99 and 100
(3) 2 ( , , , ) = 2 ( , ) -1 -1 ∑ = 1 ( -1 ∑ = 1 ) 2 101 both express the difference between a population moment (first term on the right hand side) and a as of N parameters  and will be written as p(t; ). Note that  has dimension N. We will also 126 need the joint probability density for multiple independent samples. If we assume there are T 127 samples, this is 128 .
(4) ( ; , ) = ∏ = 1 ( ; ) 129 We also need the expectation value of a function of t. This is defined (analogously to Eq. 1) as .
(5) 〈 ( , , ) 〉 = ∫ ( ; , ) ( , , ) 131 In Eq. 5, the possible dependence on  and T has been explicitly included. 132 In order to determine a GMM estimate of the parameters from a given sample, we start 133 with a set of functions, termed generalized moments, such that the expectation value of these 134 functions is zero. That is, we need a set of M functions such that . ( , , ) 〈 ( , , ) 〉 = 0 135 In practice, it is these functions we must assume, not the probability density. However, if we know 136 the probability density, it is straightforward to determine the generalize moments. The index m 137 can assume any value from 1 up to M (the maximum number of moments considered). In general, 138 we may have more moment conditions than parameters (M > N), and therefore we can only look 139 for approximate solutions. To do this, the following objective function is minimized with respect 140 to the variables , 141 .
(6) ( , , ) = ∑ When the number of moment conditions M is less than the number of parameters N, this 149 problem is underspecified, and the function Q does not have a unique minimum. If the number of 150 moment conditions is equal to the number of parameters, the system is "just specified," and, in 151 general, the GMM will give identical estimates as the CMM. This latter point follows since W m,m' 152 is positive definite and therefore Q  0. Since the CMM estimates make g m = 0 for all m, we have Q = 0 identically and therefore it must be a minimum at that point. It is important to remember 154 that this theorem holds only when the CMM estimate exists (i.e., there are real solutions). Note 155 that it also follows that the just-specified case will be independent of the weight matrix W m,m' , as 156 the CMM does not use that matrix. In general, for the over-specified case, the GMM estimate does 157 depend on choice of weight matrix, a problem to which we now turn.
158
In the limit of a large number of samples, the distribution of moments (for fixed 159 parameters), is expected to be Gaussian as a consequence of the Central Limit Theorem. In this 160 case, choosing a weight matrix equal to the inverse of the covariance matrix of the moment 161 functions will lead (in the limit of a large number of samples) to an unbiased estimate of parameters 162 with minimal variance (11). One should remember that, in general, for finite numbers of samples, 163 the estimate will be biased and not normally-distributed.
164
To see how this is applied, define the following covariance matrix 165 .
(8)
,
Here, as before, the angular brackets indicate the population mean. Note that since we integrate 167 over the random variables, this covariance matrix is not a function of t. However, it may depend 168 on sample size, T. The weight matrix is then the inverse of this matrix: 169 .
(9) , ' = ( -1 ) , '
170
One problem with this approach is that the weight matrix is a function of the parameters . 171 This complicates the minimization of the objective function, since the values of these parameters 172 are unknown. Various practical methods of handling this include (1) using the identity matrix for 173 W m,m' (a simple method for getting an initial solution), (2) using various estimates of the covariance 174 matrix calculated from the data itself, (3) using multi-step methods where a simple weighting is 175 used first (often the identity) and then the resulting GMM estimate for the parameters is used to recalculate the weights for a second pass, or (4) continuously updating the weight matrix as the 177 objective function is minimized. With the exception of the continuously updated weight matrix, 178 we will evaluate all of these methods in this work.
180
Application to single molecule dwell times 181 The reactions considered will be assumed to be of the type shown in The observed dwell time is defined as the time it takes the system to enter the final state given that 185 it starts out in state A. For the derivation that follows, we will assume all reactions steps are 186 irreversible. Since the probability density of the total dwell time for a two step reversible reaction 187 has the same functional form as that of an irreversible scheme, our derivation is applicable to both 188 cases. We will show at the end of this section how to apply our analysis to the reversible two step 189 reaction. For more than two steps, the functional form of the probability density for reversible 190 schemes is more difficult to relate to our method. We choose to limit ourselves to the irreversible 191 case for more than two steps for two main reasons. First, the theoretical form of the cumulants 
where  A is the mean dwell time in state A. A similar function can be defined for state B, C, etc.
204
The mean observed dwell time for the system is therefore
Since each step is independent and exponentially-distributed, the population variance is given by 207 an analogous formula,
208
.
(12)
In order to formulate a general method for these systems, we would like a formula analogous to 210 Eq. 12 for higher order moments. We can find such a generalization with cumulants. For any 211 random process which is a sum of independent random processes, the m th order cumulant is merely .
The k-statistics up to order 4 are then
(1)
(2)
The first and second order expressions are the usual definitions of the sample mean and sample 233 variance in the random variable t. The third and fourth order expressions are less familiar. 234 We can now state our m th order generalized moment function for the N-step reaction.
In this expression, the population cumulant  (m) is given by Eq. 15 above, and the term k (m) is to be 237 an unbiased estimate of the cumulant as calculated from Eqs. 18 -21.
238
The GMM is not completely defined until the weight matrix is specified. We evaluate 239 several options in this paper. These include the identity matrix, the inverse of a jackknife estimate 240 of the covariance matrix, and the inverse of a covariance matrix calculated using a Monte-Carlo 241 method. We leave the description of these methods to the Materials and Methods section of this paper. Equations 14, 15, and 16-21 completely define the moment functions used in this study.
243
They, along with the weight matrix, define the GMM for this problem.
245
The case of a reversible two step reaction 246 For a two-step reaction, such as those shown in Fig. 1 
In the case of a reversible first step, the decay constants will be equal to 250 .
(24)
In this equation, the plus sign applies to  B and the minus sign to  A . The GMM described in this calculated directly from the cumulants of these trials.
278
The objective function (Eq. 6) was minimized using the Broyden-Fletcher-Goldfarb-
279
Shanno algorithm with an explicit gradient. Global minima were found by using a logarithmically- orders (except for first order where the bias is zero). Additionally, the bias tends to increase as the 347 order of the method is increased for all sample sizes. Note that the first order method is equivalent 348 to the Classical Method of Moments, in which the estimate is simply the mean of the sample dwell 349 times. It is easily shown that this estimate is unbiased for all sample sizes. We found that the dispersion, as measured by the mean deviation, shows a complex dependence on the order of 351 method for the I-matrix. However, for the D-and C-matrix, the dispersion is relatively 352 independent of order (data not shown). 353 We now turn to the performance of the GMM for the two-step reaction (a single Figs 3C and 3D) , we see that for both estimates, bias 368 increases with order, similar to the pattern for the one step reaction. However, the sign of the bias 369 is different for the two estimates, such that the lower estimate is too high and the higher estimate and  B = 50s (see Fig S1) . The above results indicate that a second-order method using the D-384 matrix is the optimum method of those explored using the parameters we tested. 385 We next tested the two-pass GMM on the simulated data. Two-pass GMM methods 386 attempt to generate a more accurate weight matrix by executing a first pass using a best guess for 387 the weight matrix, and then using the resulting first pass estimates to calculate a more accurate 388 weight matrix for the second pass. In our case, we chose our best single-pass GMM result (the 389 second order, D-matrix method) as our first pass. We then used the estimates from this pass to 390 calculate the theoretical covariance in the sample cumulants and from the inverse of this, the 391 weight matrix. For efficiency, the theoretical covariance was calculated by interpolation from a 392 set of covariance matrices that were calculated using a Monte Carlo method (see Materials and Methods for details). Since the second order GMM is "just-specified" in the case of two model 394 parameters, and hence independent of weight matrix, we investigated the effect of adding a second 395 pass using up to third or fourth order moments 396 The results from the two-pass GMM are shown in the Fig 4. As can be seen from the We additionally applied the GMM to a three-step reaction model. Third and fourth order 410 single-pass GMM methods were applied to three sets of decay parameters. These sets were ( A , In order to compare the GMM to alternative methods, we used a non-linear least squares 425 minimization (NL-LSQM) method based on fitting histograms of our simulated two-step reaction 426 data to the theoretical bi-exponential distribution. We used the same simulated data that was used 427 to calculate the GMM estimates shown in Fig 3 and performed global nonlinear least-squares 428 minimizations as described in the Materials and Methods. Figure 6 shows a comparison of the 429 second order GMM method using the D-matrix to the NL-LSQM method for a two-step reaction.
430
Note that for sample sizes of 5 and 10, the NL-LSQM method showed very large bias for the 431 smaller decay parameter (in some cases, returning negative decay parameters) which is not plotted. Application to experimental data 445 To gain experience using the GMM with experimental data, we collected single molecule 446 data of double stranded DNA cleavage using a bead loss assay we have previously described (6).
447
Single molecule dwell times of DNA cleavage have been shown to be useful for the study of 
452
We have previously shown that the mean dwell time under the conditions of 2 mM Mg 2+ 453 is highly dependent on protein concentration, consistent with a diffusion-controlled process. In 454 this work, we collected data at 1 mM Mg 2+ for a range of concentrations from 25 pM to 350 pM 455 and analyzed the resulting dwell times using the GMM. Since we did not know a priori the number 456 of steps in the reaction, we chose to test models with one up to six steps, each using the "just specified" order (i.e., first order for one step, second order for two step, etc.) and using a diagonal 458 jackknife weight matrix.
459
Our results for the one and two step analysis are shown in Fig 7. The single step result is 460 equal to the sum of the two decay times from the two step analysis, which must be the case. The 461 results for the three and four step method are listed in Table I we increase the number of steps in the model continues for the five and six step models also. This 471 is a curious finding, and suggests that this pattern might help distinguish how many steps are the 472 minimum necessary to explain our data. To explore this idea, we generated two simulated test datasets, one of a two-step reaction 485 with time steps (50s, 150s), and one of a six-step reaction with time steps (10s, 10s, 10s, 10s, 10s, 486 150s). We then applied the just specified GMM (single pass) using different numbers of steps 487 (one up to six) in the model. For the two step data, we found that as we increase the number of 488 steps in the model, the method returned negative time constants when asked for more than two 489 steps. The greatest returned decay times were relatively constant and close to (50s, 150s), 490 indicating that even when we choose to analyze the data with the incorrect model, the method was 491 correctly identifying the steps present in the data, and then returning insignificant durations for the 492 fictitious steps. For the six-step simulated data, the largest time constant remained relatively 493 constant and close to the expected value of 150s. The faster decay constants were all much smaller 494 but varied quite a bit, and the algorithm began to return negative time constants when more than four steps were assumed in the model. This shows that the method could not correctly identify the diagonal weight matrix with terms equal to the inverses of estimated variances of the cumulants, Comparison of the GMM to NL-LSQM shows that these two methods provide estimates 540 with comparable bias and dispersion for larger sample sizes (N > 20). However, the GMM shows 541 a moderate advantage in terms of bias at very low sample numbers, and does better at estimating 542 the smaller of two decay parameters ( Figs 6A and 6C ) in these cases. The NL-LSQM method 543 often fails to pick out these faster decays when there are very few samples. A partial explanation 544 can be found in the fact that the NL-LSQM method relies on binning which can be particularly 545 challenging at low counts.
546
In our test of the GMM on experimental data, we found that as we added more steps to the 547 reaction model, the method continued to produce estimates of faster multiple steps, out to six steps.
548
This is not what we found for similar analyses of simulated two-step data, and suggests that in the 549 experimental system, there are a number of faster steps but that the GMM is not able to determine 550 the exact number of steps nor the rate of each one. Figure 7 shows that the slow step is 551 dependent on the protein concentration and decreases as the concentration increases. However, 552 the faster steps shows little dependence on protein concentration. This could be explained by a 553 mechanism in which the rate limiting step is the site specific association of the protein with the 554 binding site, followed by a series of faster steps leading to cleavage of one or both DNA strands.
555
Once implemented, the GMM is easy to apply with few adjustable parameters. It also is 556 flexible and can be reformulated, requiring only a redefinition of the moment functions. The only 557 requirement is that a sufficient number of moment functions of the measured values and system 558 parameters can be formulated, whose expectation values are zero. The number of such moment 559 functions must be at least the number of free parameters in the model.
