We explore the interplay between random and deterministic phenomena using a novel representation of uncertainty. The proposed framework strengthens the connections between the frequentist and Bayesian approaches by allowing for the two viewpoints to coexist within a unified formulation. The meaning of the analogues of different probabilistic concepts is investigated and examples of application are provided in a variety of statistical topics such as information theory, maximum likelihood estimation, model selection, Markov chain theory and point process theory.
Introduction
Parameter estimation is a notoriously-difficult problem that continues to be an active research area in spite of the vast literature on the topic starting in the early 20 th century with Edgeworth (1908) and Fisher (1922) . There are two main general approaches to address parameter estimation, namely the frequentist and Bayesian approaches, which, to the exception of a few connections, rely on different techniques and algorithms. Although originally marginal, the Bayesian interpretation has become overwhelmingly popular with the increase of available computational power, due to the uncertainty-quantification capabilities that it leverages. However, the complexity of modern-day statistical problems as well as the diversification of the considered types of data have led to difficulties in applying the Bayesian methodology. Such problems include the computation of the likelihood for highdimensional and complex data (Diggle and Gratton, 1984) , the integration of non-random data (Diaconis and Zabell, 1982) and the definition of uninformative priors (Gelman, 2006) .
In this article, we show that including the modelling of deterministic uncertainty into standard probability theory enables additional connections between the frequentist and Bayesian frameworks to be made. The suggested way of adding deterministic uncertainty to the probabilistic paradigm relies on the standard measure-theoretic notion of outer measure (Carathéodory, 1909) and brings additional flexibility in the representation of data and in the specification of priors and likelihoods. The impact of this increased flexibility can be seen from both modelling and computational viewpoint while the restrictions imposed by the relaxation of the additivity property of probability measures are minimal. These aspects are shown in different ways in the present article: in section 2 the analogues of some of the most fundamental probabilistic and Bayesian concepts are introduced and their use is illustrated with an alternative formulation of Bayesian model selection. In section 3, two generalisations of the notion of expectation are introduced and illustrated in the contexts of information theory and maximum likelihood estimation. Finally, some more advanced concepts such as the ones of Markov chain and point process are translated for the considered approach in section 4.
Notations
Most of the concepts in this article are described using a product space Θ × X with X a Polish space equipped with its Borel σ-algebra B(X). In particular we consider functions on Θ and families of probability measures on X indexed by Θ. The term function is used exclusively for real-valued mappings and the function equal to one everywhere on its domain is denoted by 1. For any two functions f and f ′ with the same domain, the pointwise product of f and f ′ is denoted f ·f ′ . Omitted variables are denoted with a bold dot "·" to help distinguishing this notation from the point-wise product. When X is countable, the shorthand notation p(x) stands for p({x}) for any probability measure p on X. We denote by · ∞ the supremum norm and by L ∞ (X) the set of non-negative bounded measurable functions on X.
Approach and relation to other work
The objective in this article is to explore the connections between the deterministic uncertainty related to a parameter of interest in a set Θ and the uncertainty caused by the randomness associated with each parameter value θ ∈ Θ via a conditional law p(· | θ). For this purpose, a simple extension of the concept of random variable is introduced and referred to as uncertain variable. This viewpoint leads to the introduction of outer probability measures (o.p.m.s) of the form sup
for any ϕ ∈ L ∞ (X), where f is a non-negative function on Θ with supremum equal to 1, called a possibility function, which captures the deterministic uncertainty about the true value of the parameter. Throughout the article, it is shown that the loss of additivity incurred by considering o.p.m.s rather than standard probability measures does not prevent from performing inference on the parameter as well as on the realisations of the random variable underlying p(· | θ). In some cases, the additional flexibility of possibility functions even proves useful to justify intuitively-appealing statistical methods. There are also instances where the proposed approach turns computationally-challenging integrals into arguably simpler optimisation problems, see for instance section 4.3. The notion of possibility function has been previously introduced under different forms and names. For instance, this concept is referred to as a "possibility distribution" in the context of possibility theory (Dubois and Prade, 2015) . Recently, Bissiri et al. (2016) proposed the use of exponentiated loss functions as likelihoods in a Bayesian inference framework. The idea of using upper bounds in order to bring flexibility in the Bayesian approach is also common, for instance, the so-called provably approximately correct (PAC) Bayes method (Langford, 2005) aims to minimise the upper bound for a given loss function. In spite of these connections, the proposed approach differs in many aspects from the existing literature and enables inference to be performed for complex systems driven by randomness and affected by deterministic but uncertain phenomena.
As far as uncertain variables are concerned, a similar approach has been taken by Del Moral and Doisy (1999, 2000) in the context of optimal control where analogues of random variables are defined as control variables. The Chapman-Kolmogorov equation for these control variables is shown to lead to the Bellman equation
where p t and p t|t ′ are respectively a density and a conditional density of some collection {X t } t of control variables. The conditional density p t|t ′ can be seen as a (−∞, 0]-valued payoff c t,t ′ . This formulation of probability-related concepts is related to idempotent analysis and (max, +)-algebras (Maslov, 1992; Butkovič, 2010) . The approach proposed in this article would instead correspond, in the deterministic case, to a (max, ×)-algebra with Bellman equation being formulated on possibility functions on X as f t (x) = f t ′ · f t|t ′ (x | ·) ∞ , with the conditional possibility function f t|t ′ being identified as a pay-off of the form exp(c t,t ′ ). Although the concept of uncertain variable has been introduced in Houssineau and Bishop (2017) , the latter article takes a different route and consider outer measures of the formP
where P is a probability measure on L ∞ (X) supported by possibility functions (Houssineau, 2015) . Such outer measures represent the uncertainty in a Bayesian spirit since they allow to describe deterministic phenomena via a probability measure, albeit on possibility functions rather than directly on the state space. This approach as been applied in Bishop et al. (2017+) to perform inference based on natural language statements with time uncertainty. The intersection between the outer measures eq.
(1) and eq. (2) is found when p = δ θ and P = δ f , in which case both forms reduce to ϕ · f ∞ . Finally, the idea of using a different type of object for characterising the uncertainty about parameters dates back from Fisher (1930) with the introduction of the notions of fiducial distribution and fiducial inference, which, although highly controversial, are still considered in the modern literature (Hannig et al., 2006; Hannig, 2009 ). Fisher's motivation was to address what he considered as a limitation of the Bayesian approach when little to no prior information is available for the parameter. Although the approach proposed in this article is fundamentally different from fiducial inference, our motivation for proposing an alternative uncertainty representation is of the same nature.
Uncertain variable
One of the fundamental concepts in the considered representation of uncertainty is the one of uncertain variable which is used as an analogue of the concept of random variable in standard probability theory. We consider a set Ω r of probabilistic outcomes that is equipped with a σ-algebra F and a probability measure P in order to represent the involved randomness. We also consider a set Ω u which contains all the possible states of deterministic phenomena. There is no probability measure associated with Ω u so that no σ-algebra needs to be defined. In general, the probability measure P might be conditional on the state ω u of the non-random phenomena described in Ω u , in which case we write it as P(· | ω u ). Example 1. Consider an experiment where an operator is asked to (a) pick any die he fancies from a box containing unfair dies differently biased and (b) to throw it. Part (a) of the experiment, i.e. the selection of the die, is deterministic and described by ω u whereas Part (b) is random and the outcome is determined through the law P(· | ω u ) which depends on the deterministic selection ω u of the die.
In example 1, one could argue that the selection of the die is random and/or that throwing the die is deterministic. In order to explain our approach, we consider the informal concept of "elementary" experiment defined as an experiment which cannot be divided into several well understood experiments. The viewpoint considered in this article, which is reminiscent of the frequentist approach, is that elementary experiments that, when repeated infinitely, yields different outcomes with a certain frequency can be considered as random whereas elementary experiments that cannot easily be repeated or for which there is no regularity in the outcomes are considered as deterministic but uncertain. Of course, non-elementary experiments can be influenced by both randomness and deterministic uncertainty. These ideas are made more formal in the next definitions. Definition 1. Let Z be a set and let (E, E, P (· | z)) be a probability space for any z ∈ Z, then a mapping ξ from Z × E to Θ × X is said to be compatible with {P (· | z)} z∈Z if it is of the form ξ = ξ u × ξ r with ξ r measurable and if the probability P (B | ·) is constant over ξ −1 u [θ] for all B ∈ B(X) and all θ ∈ Θ.
The use and meaning of the notion of compatibility introduced in definition 1 is made clear in the next definition as well as in the following explanations.
A (Θ × X)-valued uncertain variable X can always be divided into Θ-valued mapping on Ω u denoted X u and X-valued mapping on Ω r denoted X r . The former is referred to as the deterministic component of X where as the latter is called the random component. We first note that the concept of realisation is not specific to randomness and applies straightforwardly to uncertain variables: a realisation (θ, x) of the uncertain variable X is simply the image X(ω) for some ω ∈ Ω. The assumption of compatibility might look cryptic at first glance but has an intuitive interpretation that is related to Θ being informative enough: we want the mapping X u to be sufficiently informative about the state of the uncertain but deterministic phenomena in Ω u for defining the law of X r on X conditionally on the image θ ∈ Θ of X u ; formally, this assumption enables the definition of the law p(· | θ) on X induced by X r through p(B | θ) = P X r ∈ B | ω u for all B ∈ B(X) and for any ω u such that X u (ω u ) = θ. It would be too restrictive to assume that P(· | ω u ) is fully specified by θ = X u (ω u ) since this would imply that Θ characterises all random phenomena in Ω r instead of just the ones modelled by X r .
If X ′ is another uncertain variable on Θ ′ × X ′ with X ′ another Polish space, then the joint uncertain variable (X,
which combines the deterministic and random parts of X and X ′ . The concept of uncertain variable is fundamental as it provides a formal basis for the study of both random and deterministic uncertainty and for the introduction of appropriate representations of these notions. For the consider constructions to be useful, a way of describing the available information on the deterministic part of an uncertain variable has to be introduced, and so is the objective in the next section.
Outer probability measure and possibility function
Once again, let X be an uncertain variable on Θ × X defined on the sample space Ω = Ω u × Ω r , and whose random component X r has a law p(· | θ) on X for any θ ∈ Θ. Without any additional information about which θ ∈ Θ is the true parameter θ * , we can bound by p(B | ·) ∞ the probability p(B | θ * ) for X r to be in a measurable subset B of X. The set function B → p(B | ·) ∞ is not a probability measure by lack of additivity, it is however an outer measure. This fact motivates the introduction of an outer measure of the form
where ϕ ∈ L ∞ (X) and where f is a non-negative function on Θ. It is assumed thatP (1) = 1 so thatP is referred to as an outer probability measure (o.p.m.). The fact thatP (1) = 1 also implies that f ∞ = 1. The parameter θ is deemed impossible when f (θ) = 0 and conversely, the law p(· | θ) has the greatest impact when f (θ) = 1 so that f is called a possibility function and the set of non-negative bounded functions on Θ with supremum equal to one is denoted L(Θ). The valueP (ϕ) of the o.p.m.P at the measurable function ϕ is not characterised in general by the valuesP takes on subsets of X since it is not additive (it is however sub-additive by definition of outer measure). For this reason, we characterise o.p.m.s via their measures of functions in L ∞ (X).
An uncertain variable does not characterise the o.p.m. associated with it since the possibility function f only describes what is known about X u in general. Therefore, there is not a unique way of defining an o.p.m.P for X. This can however be seen as an intuitivelyappealing property, especially when applying Bayesian techniques to possibility functions (as will be detailed later), since learning the true value of the parameter has no effect on the underlying uncertain variable, it only improves our knowledge of it (whereas, in standard Bayesian inference, the probability distribution defined on the parameter set changes with additional information, which implies that the corresponding random variable also changes).
Remark 1. The conditional probability measure p(· | θ) and the possibility function f will be considered as implicitly defined whenever an o.p.m.P will be introduced. To formalise this last point, one could extendP to a space of functions on Θ × X so that f could be recovered via f (θ) =P (1 θ × 1). However, since it is ultimately the value on X that is of interest, we considerP on L ∞ (X) unless specified otherwise.
We will frequently abuse notations and writeP (E) for the measure given byP to an event E related to the value of X in X. An event E is said to happenP -almost surely if P (E c ) = 0, where · c is the complement. Indeed,P (E) = 1 does not give any guarantees on whether or not the event E has happened since it can simultaneously hold thatP (E c ) > 0.
Two obvious but important simplifications can be considered: (a) an uncertain variable for which the law p(· | θ) of X r does not depend on ω u is equivalent to a random variable on X, the o.p.m.P is then equal to the law of X r (b) an uncertain variable for which the law p(· | θ) of X r is degenerate for all θ ∈ Θ is said to be deterministic, the underlying conditional probability measure is then of the form p(· | θ) = δ h(θ) for some deterministic function h : Θ → X and the o.p.m.P simplifies toP (ϕ) = (ϕ • h) · f ∞ . As mentioned in remark 1, the o.p.m.P can be extended to the space Θ × X and expressed asP
for any bounded non-negative functionφ on Θ × X such that x →φ(θ, x) is measurable for any θ ∈ Θ. With this notation,P (1 × ϕ) can be seen as a marginal o.p.m. where the variable θ has been "integrated out", which is a sort of Chapman-Kolmogorov equation. In particular,P (1 × 1 A ) is the marginal possibility of the event X r ∈ A. Bayes' theorem can also be formulated for the parameter θ to obtain a posterior possibility function f (· | X r ∈ A) on Θ for some given A ∈ B(X) as
for any θ ∈ Θ. This can be seen as a Bayesian interpretation of the frequentist approach, in particular when the prior possibility function f equals 1, in which case
This type of relation is known, however, the formulation with outer measures and possibility functions makes it precise (whereas improper priors must be used in the standard Bayesian context). In spite of this connection, the frequentist and Bayesian approaches often diverge when iterated:
-a collection of uncertain variables {X n } n≥0 with X u,n = X u and {X r,n } independently identically distributed (i.i.d.) is considered in the frequentist approach in order to learn about X u , i.e. the objective is to accumulate information about X u from "unrelated" realisations of the random components with p(· | θ) being the true distribution under the parameter θ (about which nothing more is learned).
-in the Bayesian approach, and in particular with state space models, one often attempts to learn about the "related" realisations of the process {X r,n } n , also assuming that X u,n = X u for all n ≥ 0, so that p(· | θ), although still potentially being the true distribution, is considered as the initial information about a given realisation of X r,n upon which one can improve by assimilating further information. In this case, the objective is to learn about both X u and {X r,n } n .
Operations on o.p.m.s
As with random variables, it is possible to define new uncertain variables based on existing ones by introducing mappings between the considered spaces. Proposition 1. Let X be an uncertain variable on Θ × X and let ξ u : Θ ′ → Θ be a surjective map with Θ ′ another parameter set, then an uncertain variable X ′ on Θ ′ × X whose components verify X u = ξ u (X ′ u ) and X r = X ′ r is described by the o.p.m.
Proposition 1 can be simply proved by change of variable in the supremum. The operation characterised in this proposition could be seen as a pull-back on Θ ′ of the information about the deterministic phenomena on Θ. This would not be generally possible if the information on Θ was represented by a probability measure except if ξ u is a bijection or if Θ and Θ ′ were made isomorphic as measurable spaces. The operation of push-forward can however be applied to both components of an uncertain variable as in the next proposition, where we consider another parameter set Θ ′ and a Polish space X ′ and where ζ * p = p(ζ −1 (·)) denotes the push-forward of the probability measure p by the function ζ when both are defined on the same domain.
Proposition 2. Let X be an uncertain variable on Θ × X and let ξ be a surjective mapping from Θ × X to Θ ′ × X ′ , if X and ξ are compatible then the uncertain variable X ′ = ξ(X) is described by the o.p.m.
The proof of proposition 2 as well as the proofs of all the other results in this article can be found in appendix A.
Independence
In order to consider independence properties of o.p.m.s and possibility functions, we introduce an uncertain variable (X, X ′ ), with X on Θ × X and X ′ on Θ ′ × X ′ , described by the o.p.m.P X,X ′ on X × X ′ which, in full generality, can be expressed as
The expression ofP X,X ′ shows that there are several forms of independence which can be identified as follows.
for some possibility functions f and f ′ on Θ and Θ ′ respectively, then X and X ′ are said to be weakly independent. This condition is useful when X and X ′ are deterministic but is less so otherwise since it is not sufficient to derive interesting results in the general case.
Statistical independence If for any
for all A × B ∈ B(X × X ′ ) and for some probability measures p(· | θ, θ ′ ) and p ′ (· | θ, θ ′ ) on X and X ′ respectively, then X and X ′ are said to be statistically independent. This is the standard notion of independence formulated with uncertain variables.
Statistical relation If the marginal probability measure p(· | θ, θ ′ ) of X does not depend on θ ′ and if the marginal probability measure p ′ (· | θ, θ ′ ) of X ′ does not depend on θ then X and X ′ are said to be statistically unrelated. The terminology is justified by the fact that the uncertainty on the laws of X and X ′ comes from different phenomena.
Strong independence If X and X ′ are statistically independent and unrelated as well as weakly independent then they are also said to be strongly independent. This form of independence implies all the others. Conversely, if X and X ′ are assumed to be strongly independent and if they are described by the two o.p.m.sP andP ′ , then the uncertain variable (X, X ′ ) can be trivially described by the o.p.m.P X,X ′ on X × X ′ characterised bȳ
for any ϕ ∈ L ∞ (X × X ′ ). If X and X ′ are random variables then statistical independence is obviously sufficient, and similarly, if X and X ′ are deterministic then weak independence is enough to state the equivalent result. An analogue of the concept of independently identically distributed (i.i.d.) random variables can also be introduced for a given o.p.m.P on X and some uncertain variables X 0 , . . . , X n by simply assuming that X k is described byP for any k ∈ {0, . . . , n}. We say in this case that these uncertain variables are strongly independently identically described which we also abbreviate by i.i.d., the sense being clear from context. Example 2. Let X and X ′ be statistically independent uncertain variables on Θ × X and let ξ be mapping from Θ 2 × X 2 to Θ 2 × X defined as
that is ξ describes the action of summing the random parts of X and X ′ . Since ξ verifies the assumptions of proposition 2, we can define the uncertain variable X + on Θ 2 × X as the image by ξ of the uncertain variable (X, X ′ ). The o.p.m.P + describing X + is characterised byP
Assuming that X and X ′ are deterministic, there exist mappings h and h ′ from Θ 2 to X such that
Assuming additionally that X and X ′ are statistically unrelated, it follows that h does not depend on θ ′ and that h ′ does not depend on θ. Consider for instance that Θ = X and that
. Assuming finally that X and X ′ are weakly independent, it follows that
Examples of possibility functions
Many usual probability density functions (p.d.f.s) can be easily transformed into possibility functions by simply renormalising them, see table 1 for a few examples. Interestingly, these expressions of possibility functions tend to be simpler than their probabilistic counterparts, sometimes dropping normalising constants containing sophisticated terms such as the Gamma function. Although standard probability distributions on N 0 do not generally simplify well when transformed into possibility function, any of the possibility functions in table 1 can be directly used on N 0 as soon as their mode is an integer. The Gaussian possibility function on Θ = R shares some of its properties with its probabilistic counterpart, in particular, ifN (µ, σ 2 ) describes the deterministic component X u of an uncertain variable X, thenN (aµ, a 2 σ 2 ) describes aX u for any a > 0. Additionally, ifN (µ ′ , σ ′2 ) describes the deterministic component X ′ u of another uncertain variable X ′ that is weakly independent of X, thenN (µ+µ ′ , σ ′2 +σ ′2 ) describes X u +X ′ u . These characteristics are fundamental and give the Gaussian p.d.f., and hence the Gaussian possibility function, a special role in the representation of random and deterministic phenomena. 
It is often easier to express our knowledge about an uncertain variable X ′ on Θ ′ × X ′ when expressed as a conditional on another uncertain variable, say
is a conditional probability measure, i.e. it verifies that x → p ′ (B | θ ′ , θ, x) is measurable for all B ∈ B(X) and all (θ, θ ′ ) ∈ Θ × Θ ′ , and where
Note that the possibility function associated with X ′ does not depend on the state x, this is because we assume that the value of X u does not depend on random outcomes, unless specified otherwise as in section 4.2. We introduced a product o.p.m.P ·P ′ on X × X ′ describing (X, X ′ ) as the following element-wise product:
for any ϕ ∈ L ∞ (X × X ′ ). This product o.p.m. is said to be "element-wise" since it is defined by separately forming the joint possibility function (θ,
. An alternative way of defining a product o.p.m. is considered in section 4.2. The marginal o.p.m.P can be naturally recovered fromP ·P ′ throughP (ϕ) =P ·P ′ (ϕ × 1) for any ϕ ∈ L ∞ (X). In the same way, the marginalP ′ describing X ′ is deduced to bē
for any ϕ ∈ L ∞ (X ′ ). This is the Chapman-Kolmogorov equation for the considered class of outer measures. Note thatP ′ does not take the same form as the o.p.m.s considered previously. This is because the underlying uncertain variable X ′ is defined on Θ × Θ ′ × X ′ in general. Indeed, for X ′ to be an uncertain variable on Θ ′ × X ′ , it is required for the law of X ′ r to be fully characterised by θ ′ , which implies the existence of a probability measure p ′ (· | θ ′ ) on X ′ which does not depend on θ and which verifies
for any θ ∈ Θ. In this situation,P ′ takes the standard form with
Assuming that only the state on X of the uncertain variable X ′ is observed, Bayes' theorem can be formulated asP
for any ϕ ∈ L ∞ (X) and any A ∈ B(X). This formulation allows for learning about different aspects of the considered model. For instance, one might be interested in the posterior probability distribution of X r over X in which case θ and θ ′ can be considered as nuisance parameters. Alternatively, one might want to learn about the true parameter θ * (i.e. learn about X u ) in which case the components X r and X ′ u are simply used to relate X u with the observed X ′ r and can also be marginalised. The assumption that only the state of X ′ on X is observed could be easily removed. Moreover, in the deterministic case, observing the state is equivalent to observing the parameter, and one might consider Θ = X.
Application to Bayesian model selection
Assume we have a collection of K models, each being identified by a index k ∈ {1, . . . , K}. Each model is characterised by a parameter θ which dimension might vary between models, i.e. the parameter θ for Model k is in parameter space Θ k which, for the sake of convenience, is assumed to be a subset of R nk for some n k > 0. The models induce a conditional o.p.m.L(· | k, θ k ) on Y describing an observation uncertain variable Y and interpreted as a likelihood. Since it is often the case, the uncertainty on which model generated the received data is considered non-random so that it is modelled as a possibility function f on
The posterior information about the Model k and the parameter θ k given that Y r ∈ A is then a possibility function expressed as
Note that ratios of posterior distributions given Y r ∈ A could not be written with the classical approach when some or all of the parameter spaces Θ k are continuous. Indeed, the p.d.f.s on spaces of different dimensions would be taken w.r.t. different reference measures so that their ratio would not induce a well-defined posterior p.d.f. in general. This issue can however be bypassed by the use of methods such as reversible-jump Markov chain Monte Carlo (Green, 1995) where a dimension matching approach is considered. Coming back to eq. (3), we consider the special case where there is no prior information on the model or on the underlying parameter, so that
which is related to a maximum likelihood formulation whenL is equal to a conditional probability measure. Being based on the supremum over parameters, model selection following directly from eq. (4) would suffer to some extent from over-fitting since it is the best model that will be selected rather than the model combining simplicity and efficiency. For instance, if two models describing a coin-flipping experiment are compared, the first one simply assuming that the coin is fair and the second one attempting to learn the probability of heads, then the likelihood of the second model will be superior or equal to the one of the first model in general. Although the standard Bayesian model selection partially address the problem by naturally penalising models with larger parameter spaces, it is fair to say that it does so in a relatively uncontrolled manner. It would indeed be interesting to have more control on this aspect and to potentially be able to specify exactly how simple or how efficient we want our selected model to be, irrespectively of our prior knowledge on the different models.
An alternative method is proposed here and is formulated, for the sake of simplicity, in the deterministic case where
for some conditional possibility function ℓ and for some realisation y ∈ Y of the observation uncertain variable Y . It is indeed possible to consider single realisations (without having recourse to p.d.f.s) since possibility functions can be evaluated point-wise, even on an uncountable set. If the interest lies solely in the model selection, then one can consider
Note that the supremum norms are on different spaces in the numerator (Θ k ) and denominator (Θ). The objective is to promote simpler models as long as they can model the data reasonably well. The first required ingredient is a distance that will allow to quantify how close two possibility functions are. A natural candidate is the distance d ∞ induced by the supremum norm, that is d ∞ (h, h ′ ) = h − h ′ ∞ for any possibility function h and h ′ .
Remark 2. For more control on the sensitivity, it is possible to introduce a tolerance function under the form of a conditional possibility function g σ (· | x) on L(Y) parametrised by some parameter σ and to consider instead the metric-like function
where h · g σ (y | ·) ∞ is the possibility function obtained after "convolving" h with the "kernel" g σ (· | x). The function d σ might still be a metric, but not in the general case. An examples of tolerance function is g σ (· | x) =N (x, σ 2 ) which simply results in a "blurred" version of h.
Assuming that the K considered models are sorted in increasing order of complexity, either in terms of dimensionality or according to different criteria, the different models and parameter values can be penalised via the introduction of an alternative prior possibility function f p on Θ characterised by
for any (k, θ) ∈ Θ with k > 1 and by f p (1, ·) = 1.
Example 3. Consider the simplistic case where
with Θ 2 = (0, 1] and where there is no prior knowledge on which model is the most likely to be the true one (so that f = 1). The first model predicts that the observation will be in the interval [−1, 1] whereas the second model parametrises the length of the interval. If the received observation is y = 0.99 then both models have the same posterior possibility although the first model is simpler. We can consider instead the penalised prior f p which verifies f p (1) = 1 by construction and
This penalised prior has the desired property: it cancels out the case where Model 2 overlaps with Model 1. However, the penalisation does not apply broadly enough to change the result with the considered observation. In this situation, one can use the metric-like function d σ with, for instance,
in which case it holds that f p (2, θ) equals to 1−θ σ when θ ∈ [1 − σ, 1] and to 1 otherwise. Setting σ to, say, 0.1, the likelihood of Model 2 for the considered observation is now equal to 0.1, making Model 1 the most likely.
Expectation
In this section, two ways of defining the expectation are introduced and discussed. Both the considered definitions reduce to the standard concept of expectation when the underlying o.p.m. is equal to a probability measure so that only their respective properties can help deciding which one to use.
By identification
Considering the connections between the standard formulation of probability theory and the proposed approach, it is natural to introduce the expected value of an uncertain variable X on X described by an o.p.m.P as
This expression is defined when X is equipped with a total order, e.g. when X is the real line. Note that, as mentioned above, if f is equal to 1 θ * where θ * is the true value of the underlying parameter, thenĒ(X) is equal the standard expectation E(X r | θ * ). The expectationĒ(·) preserves some properties of the standard definition.
Proposition 3. Let X and X ′ be two real-valued uncertain variables, then (a) (Monotonicity) if X r ≤ X ′ r almost-surely thenĒ(X) ≤Ē(X ′ ).
(b) (Homogeneity) if X ′ is defined by its components as X ′ u = X u and X ′ r = aX r for some a ∈ R thenĒ(X ′ ) = aĒ(X).
The linearity of the standard expectation is clearly not preserved in general, however, as with the standard expected value of random variables, Markov's inequality can be deduced from the properties of homogeneity and monotonicity ofĒ(·). Corollary 1. If X is a non-negative uncertain variable thenP (X ≥ a) ≤Ē(X)/a for any a > 0.
The restrictions that have to be imposed on X forĒ(X) to be defined might appear too strong for the concept to be useful in general. However, one can define the expectation of ϕ(X) for some bounded measurable function ϕ on Θ × X, so thatĒ(ϕ(X)) exists for a much broader class of uncertain variables. Of course, since it holds thatĒ(ϕ(X)) equals P (ϕ) (when extending the definition ofP as mentioned before), one could argue that the two notations are redundant. Yet, using the former for some fixed function ϕ can be helpful to define analogues of standard concepts, as shown in the following application.
Application to information theory
In standard information theory, the self-information in the outcome x of the random variable X r on a countable space X (for a given realisation θ ∈ Θ of X u ) is defined as I(x | θ) . = − log p(x | θ). The self-information is also referred to as the surprisal. This concept can be extended easily to the considered context by defining
where the term − log f (θ) can be itself defined as the self-information I(θ) in the parameter θ. Note that no assumption on Θ are needed to define the self-information since f can be meaningfully evaluated point-wise (as opposed to a probability measure on an uncountable space). It holds for instance that I(θ) = 0 for all θ ∈ Θ for the uninformative possibility function f = 1; indeed, none of the parameter values come as a surprise if nothing is known about the value of X u on Θ. Although there is no true possibility function associated with an uncertain variable X (it only represents what we know about X u ), the notion of surprisal still makes sense as the surprise when the true value of X u is revealed given what we knew about it. The entropy associated withP can then be defined as the expectation of the selfinformation, that isH
(X)
.
where H(X r | θ) = E(I(X r | θ) | θ) ≥ 0 is the entropy of X r . In particular, one can define the entropy in
If X is deterministic, then H(X r | θ) = 0 for all θ ∈ Θ andH(X) =H(X u ) as expected. The expression of the entropyH(X u ) is reminiscent of the concept of differential entropy, however the former shares some properties with the standard entropy that the latter does not verify, for instance,H(X u ) ≥ 0 whereas the differential entropy can be negative.
Example 4. If X = R and f is the Gaussian possibility functionN (µ, σ 2 ) with parameters µ ∈ R and σ > 0, thenH(f ) = 1/e. This result is interesting not only for its simplicity but also because the result does not depend on σ, hence indicating some sort of scale invariance. AlthoughN (µ, σ 2 ) tends uniformly to 1 when σ tends to infinity, there is a clear discontinuity in terms of entropy sinceH(1) = 0.
Although the natural extensionĒ(·) of the notion of expectation can be useful, it remains that this extension is not entirely satisfying when simply considering the expected valuē E(X) or variants of it. Another way of generalising this notion is presented in the next section.
As an argmax
The expectation of an uncertain variable X on X described byP can be alternatively defined as
where f is assumed to reach its supremum at a single point. This definition does not require the existence of an order on X and applies as generally as the standard concept of expectation. This alternative expression is consistent with intuition since the "expected" outcome of a random experiment would often be informally understood as the most likely which is indeed the one given by the argmax. If the true parameter θ * is known, i.e. if f is equal to 1 θ * , thenP is equal to the probability measure p(· | θ * ) and E * (X) is equal to the corresponding expectation E(X r | θ * ). In the deterministic case, the expectation of X reduces to
This expression exists for an even broader family of uncertain variables as there is no particular requirements on f (when allowing E * (X) to be set-valued). Once again, the expectation E * (·) verifies some of the standard results of probability theory.
Proposition 4. Let X and X ′ be two real-valued uncertain variables, then (a) (Monotonicity) if X r ≤ X ′ r almost-surely then E * (X) ≤ E * (X ′ ). (b) (Homogeneity) if X ′ is defined by its components as X ′ u = X u and X ′ r = aX r for some a ∈ R then E * (X ′ ) = aE * (X).
The proof of proposition 4 follows the same steps as the one of proposition 3 and is therefore omitted. The following application gives an example of the situations in which the use of E * (·) overĒ(·) is preferred, in terms of both generality and meaning.
Application to maximum likelihood estimation
Assume that ω * u ∈ Ω u is the true state of the deterministic phenomena affecting the considered experiment and define θ * = X u (ω * u ) as the true value of the parameter. The objective is to determine the posterior possibility function f (· | x 1:n ) on Θ where x 1 , . . . , x n are realisations of (i.i.d. copies of) X r . Assuming for the sake of simplicity that X is countable and using a simplified version of Bayes' theorem for o.p.m.s, it follows that
for any θ ∈ Θ. Therefore, the expectation of X u conditioned on x 1:n verifies
so that, when there is no prior knowledge about X u on Θ, that is when f = 1, the estimator E * (X u | x 1:n ) can be recognised as the maximum likelihood estimator and its consistency follows under the standard assumptions on Θ and p(· | θ). The consistency could be extended to arbitrary f in which case some of the underlying assumptions can be expressed on f (for instance, it can be assumed that f has a compact support instead of assuming that Θ is compact). For any given data x 1:n , the function f (· | x 1:n ) is a possibility function on Θ. In particular, under a change of parametrisation ζ : Θ → Θ ′ for some parameter Θ ′ , we find that
where we can ensure that the inverse image ζ −1 [·] is non-empty by assuming that ζ is surjective as in proposition 2. The operation described in eq. (7) is often used when the number of parameters is too high and one wants to remove nuisance parameters. The resulting profile likelihood (Murphy and Van der Vaart, 2000) is shown here to be consistent with the general treatment of possibility functions.
Advanced concepts

Uncertain Markov process
One of the usual way of simplifying a stochastic process is to assume that it has the Markov property. Under this assumption, a stochastic process is called a Markov process or Markov chain. There are however several analogues of the Markov property for collections of uncertain variables due to the existence of different types of independence. Starting with the most simplifying assumption: a collection {X n } n≥0 of uncertain variables is said to have the strong Markov property if, for all integer n ≥ 0, it holds that
for any ϕ ∈ L ∞ (X), any x 0:n−1 ∈ X n and any θ 0:n−1 ∈ Θ n . The collection {X n } n can then be referred to as an uncertain Markov process. Although it is not usual to consider evolving parameters, there are examples where this level of generality is needed, such as in the application considered in section 4.4 where the parameter set increases in dimension every time new observations are received. More generally, in our approach, a parameter is simply a deterministic quantity, which could be for instance the state of a dynamical system such as the position of a pedestrian over time, and is therefore naturally evolving.
Example 5. If X n is determined by X n = F (x n−1 , U n ), where {U n } n≥0 is a collection of strongly-i.i.d. uncertain variables with o.p.m.P U , then the condition o.p.m.P n (· | x n−1 ) is characterised bȳ
for any ϕ ∈ L ∞ (X), where p U (· | θ U ) and f U are the conditional probability measure and possibility function induced byP U .
Remark 3. An important family of uncertain Markov processes can be defined by requiring that X u,n = θ almost-surely for all n ≥ 0 and for some given θ ∈ Θ. This is simply the case of a parametrised but otherwise standard Markov chain.
Alternatively, the collection {X n } n is said to have the (statistical) Markov property if it holds that p n (ϕ | x 0:n−1 , θ 0:n−1 ) = p n (ϕ | x n−1 , θ 0:n−1 ) for all ϕ ∈ L ∞ (X). In this case, {X r,n } n is a Markov chain given that X u,0:n = θ 0:n but {X u,n } n does not have any particular property. Another important variant of the Markov property can be defined as follows: the collection {X n } n is said to have the weak Markov property if, for any θ n ∈ Θ, it holds that
The analogues of properties of standard Markov chains (defined on countable spaces) can then be defined for {X n } n even if Θ is uncountable. For instance, assuming that X is countable, the uncertain variables
are respectively the first hitting time and the occupation time on ϑ ∈ Θ × X. The point ϑ is said to lead to ϑ ′ if the event σ ϑ ′ < ∞ has positive possibility when the process is initialised at ϑ. If all pairs of points in Θ × X communicate, i.e. they all lead to one another, then the process {X u,n } n is said to be irreducible. The point ϑ is said to be transient (resp. recurrent) if it holds thatĒ(η ϑ | X 0 = ϑ) is finite (resp. infinite). This definition of the concepts of transience and recurrence is meaningful sinceĒ(η ϑ | X 0 = ϑ) will be infinite as soon as it is deemed possible for the considered process to come back to ϑ infinitely many times.
In the standard formulation of Markov chains, the analogous notions are more difficult to define on uncountable spaces. An important aspect to consider is that, as all the concepts associated with possibility functions, these properties do not give guarantees about how the process will actually behave on the parameter space Θ. For instance, the irreducibility of {X n } n simply states that, according to our knowledge, it is possible to get to any parameter from any parameter.
Causal process
We previously pointed out the fact that the possibility function describing the deterministic part of an uncertain variable cannot depend on the random part of another uncertain variable in general. This is indeed the case unless a notion of time has been introduced: it can be argued that random variables that have been realised in the past are not random any longer although there might be uncertainty about their realisations. For instance, if the experiment of example 1 is run twice consecutively, then the choice of the operator at the second iteration might be affected by the result of the first iteration (for instance if the operator is trying to obtain a certain result). This can be seen as a form of causality.
Considering a time-like discrete index set T ⊆ N 0 , the objective in this section is to model stochastic processes {X r,n } n∈T on Θ × X such that the law X r,n at time n ∈ T potentially depends on evolving deterministic phenomena represented by a sequence of parameters θ 0:n = (θ 0 , . . . , θ n ) ∈ Θ n+1 . Conversely, the possibility function describing deterministic phenomena at time n might depend on the realisation of the considered stochastic process up to time n − 1.
A causal process is a collection {X n } n∈T of (Θ × X)-valued uncertain variables, with T a totally-ordered set, such that the conditional o.p.m.P n (· | X 0:n−1 ) describing X n , for any n ∈ T, takes the general form
for any ϕ ∈ L ∞ (X), where f n has an additional dependency on X r,0 , . . . , X r,n−1 when compared to the conditional o.p.m.s defined the previous sections. Considering n = 1 for the sake of implicitly, we notice that because of the dependency of f 1 on X r,0 , the elementwise product o.p.m.P 0 ·P 1 cannot be introduced. Instead, we consider the product o.p.m.
where the function
. The marginal o.p.m.P 1 describing X 1 can be easily deduced to bē
for any ϕ ∈ L ∞ (X). Although the uncertain variable X 1 is described by the o.p.m.P 1 , it is important to note that the possibility for X u,1 to be in A ⊆ Θ takes the form
which involves both possibility functions and probability measures and which is not characterised by the values it takes on Θ point-wise (i.e. it does not take the form of a possibility function). This is natural since X u,1 is affected by (past) random phenomena. Of course, the marginalsP n of the causal process {X n } n≥0 are not the only o.p.m.s that can be introduced. There is however no fundamental challenges in expressing other o.p.m.s related to any finite subset of the index set with or without conditioning on any other times. Causal processes can be simplified by considering various independence properties as in section 4.1.
Remark 4. The form of the o.p.m.s considered in previous sections can be recovered by assuming that f 1 does not depend on x 0 . In this case, the possibility for X u,1 to be in A ⊆ Θ on Θ simplifies toP
which takes the form of a possibility function. However, consideringP 0 ×P 1 instead of P 0 ·P 1 yields a loss of information since it holds thatP 0 ·P 1 (ϕ) ≤P 0 ×P 1 (ϕ) for all ϕ ∈ L ∞ (X × X). We conclude that the element-wise product o.p.m. is preferred whenever it is defined.
Uncertain counting measure
Following the definition of uncertain variables, the analogue of the concept of point process can be referred to as uncertain counting measure and defined as an uncertain variable X on Θ × N(X), with N(X) the set of counting measures on the Polish space X, that is such that
δ Xi(ωr) where N r is a random variable on N 0 and where
is a collection of random variables on X. All the considered uncertain counting measures are assumed to be almost-surely finite. In the general case, an o.p.m.P describing an uncertain counting measure X takes the formP
for any ϕ ∈ L ∞ (X) with X = n≥0 X n , where p N (· | θ) is the conditional probability mass function corresponding to the number of points N r in X r and where the probability measure p(· | θ, n) on X n correspond to the distribution of the points themselves. It follows from standard point-process theory that the probability measure on X n associated with a point process in X is symmetrical in its arguments, so that, in the considered setting,
for any (θ, n) ∈ Θ × N, any B 1 , . . . , B n ∈ B(X) and any σ in the set Sym(n) of permutations of {1, . . . , n}. The restriction of the functions in L ∞ (X) to X n for any n ≥ 1 is also assumed to be symmetrical, for the same reasons.
At the moment, we simply have a parametrised collection of point processes. However, assuming that Θ = N 0 × Θ ′ and that the parameter (k, θ ′ ) ∈ N 0 × Θ ′ influences the spatial distribution of points via θ ′ and the number of points via k, it is meaningful to consider that p N (n | k, θ ′ ) = p N (n | k) so that one can define an uncertain variable N on N 2 0 modelling the number of points in X r . For the sake of simplicity, we assume that p N (· | k) = 1 k . This corresponds to the case where the number of points is deterministic but uncertain, which is often the case for physical systems. Therefore, the expression of the o.p.m.P can be simplified toP (ϕ) = sup
for any ϕ ∈ L ∞ (X). The following example illustrates the practical consequences of the considered model.
Example 6 (Grand canonical ensemble). Following Daley and Vere-Jones (2003) , physical systems made of interacting particles can be modelled via a potential U on X. When the system reaches equilibrium, it follows from the principles of statistical mechanics that the distribution of the particles is of the form
where β is a parameter related to the temperature and where C β is the normalising constant (often referred to as the partition function). If we assume that the associated number of particles is deterministic but that their position is indeed random, then we can fit an o.p.m.
of the same form as in eq. (8) with the true parameter in Θ ′ being known to be θ ′ * and writing p(· | n) instead of p(· | n, θ ′ * ). It follows from this modelling assumption that
which can often be easier to compute than the coefficient obtained when assuming that the number of particles is also random. This is a practical example where the modelling choice for the uncertain quantities is crucial both for the numerical result and for the computational difficulty.
In order to better understand the notion of uncertain counting measure, a few of its aspects are briefly studied in the remainder of this section. One of the central concepts in point-process theory is the one of first-moment measure, a.k.a. intensity measure, defined on X as
where N is a random variable in this case. The direct analogue of this notion for uncertain counting measures, obtained by replacing the expectation byĒ(·) or E * (·) is not directly useful (although the latter option yields a meaningful measure on X.) However, additionally changing the sum in the expectation in eq. (10) to a maximum, we can define the outer intensity measure of X on X as
The meaning ofF is made more apparent by the following proposition.
Proposition 5. Let X be an uncertain counting measure on X, then the outer intensity measureF on X associated with X verifiesF (B) =P(X (B) ≥ 1) for any B ∈ B(X).
Since the outer intensity measureF evaluated at B is the possibility for X to have at least one point in B, it follows thatF (X) =P(N > 0) so thatF is not an o.p.m. in general. Although outer intensity measure are less informative than their probabilistic counter-parts, the very existence of such a concept in spite of the additional flexibility of uncertain counting measures is encouraging.
Note that the concepts of independence introduced in previous sections remain relevant for uncertain counting measures. In particular, an uncertain counting measure is said to be i.i.d. if there exists a probability measure p ′ (· | n, θ ′ ) on X such that
for all B 1 , . . . , B n ∈ B(X) and for any θ ′ ∈ Θ ′ and any n ∈ N.
Deterministic case
We now consider the situation where both the number of points and their distribution are deterministic. Introducing f N and f (· | n) as the marginal and conditional possibility functions induced by f on N 0 and Θ ′ respectively, we further assume that Θ ′ = X, that f (· | n) is symmetrical and supported by X n and that the probability measure p(· | x, n) takes the form
where the last equality holds by the symmetry of any ϕ ∈ L ∞ (X). This form differs slightly from what was previously considered for deterministic uncertain variables since we have to ensure that p(· | x, n) is symmetrical probability measure on X n (rather than any probability measure on X). It follows that the o.p.m.P can be written as
Example 7 (Canonical ensemble). Continuing with example 6 and assuming that the number of particles is known to be n, the corresponding expression of C β can still be challenging to compute, depending on the form of U , when the spatial distribution induced by eq. (9) is assumed to be a probability distribution. However, if we assume instead that this expression describes a possibility function, then we find that
which conveniently reduces to an optimisation problem. Although this problem might still be challenging, it is arguably less challenging than the computation of an integral of the form exp(−βU (x))dx in general. Note that this example is for illustrative purposes only and there is no claim about whether this modelling choice can be physically justified or not.
Because of the symmetry properties of the conditional possibility function f (· | n), the outer intensity measureF simplifies tō
where the supremum in f (x, · | n) ∞ is taken w.r.t. the n − 1 remaining variables of (x 2 , . . . , x n ) → f (x, x 2 , . . . , x n | n) for any x ∈ X. This outer measure can also be characterised point-wise by an intensity function F on X defined as
for any x ∈ X. The supremum F ∞ of the intensity function is the possibility that there is at least one point in the uncertain counting measure X , indeed, it holds that F ∞ = max n>0 f N (n) =P(N > 0). In the following theorem, we give the form of the intensity function of the sum of two weakly-independent deterministic uncertain counting measures. Theorem 1. Let X and X ′ be two weakly-independent deterministic uncertain counting measures with respective intensity function F and F ′ , then the intensity function F + of the sum X + X ′ is
It appears in the proof of theorem 1, which can be found in appendix A, that one of the advantages with the maximum/supremum formulation is that one can make make some terms appear several times (since max{a, b} = max{a, a, b} for any a, b ∈ R) so that only the fact that all terms appear at least once matters.
Theorem 2. Let X be a deterministic uncertain counting measure on X with intensity function F and let g(· | x) be a conditional possibility function on X ′ conditioned on x ∈ X, then the intensity function F ′ of the uncertain counting measure X ′ resulting from the prediction of X by g(· | x) is expressed for any x ′ ∈ X ′ as
Theorems 1 and 2 confirm that the considered definition of intensity function for uncertain counting measures preserves some fundamental properties of the concept of first moment measure for point processes.
Remark 5. The expected value of the deterministic uncertain counting measure X can be defined as E * (X ) = argmax x∈X f (x), which is set-valued in general by symmetry of f and which selects the most likely configurations of points through all possible cardinalities and states. There is no equivalent for point processes since summing the underlying counting measures is not meaningful.
An example: data association
This example is inspired from the original motivation for working with outer measures (Houssineau, 2015) regarding the problem of data association, that is, the problem of determining which (if any) of multiple observations is/are originated from the system(s) of interest.
Consider a physical system whose state is described in X through a collection {X n } n≥0 of uncertain variables, with X n on Θ n × X modelling the considered system at time n ≥ 0 and with Θ n a parameter set to be determined. The evolution of the state in X is characterised by the following equation:
where {V n } n is a collection of independent random variables (independent of the parameter), so that {X r,n } n is a standard Markov chain. This type of evolution can be characterised by a conditional probability distribution q n (· | x n−1 ) which is independent of the parameter value in Θ n . The state of the Markov chain {X r,n } n is observed in another Polish space Y through the observation equation
for any n ≥ 0, where {W n } n≥0 is a collection of strongly independent uncertain variables (also independent of the parameter). This observation equation is modelled by a conditional o.p.m.L treated as a likelihood. So far, we have introduced an analogue of a hidden Markov model. Other observations are however received, originated from a noisy background, and it is not known which observation is the true observation. These additional observations are referred to as false positives. The collection of observations received at the n th time step is denoted y n = {y n,i }
Mn i=1
and the false positives are modelled by an uncertain counting measure. We assume that indices multiplied by the marginal likelihood of y θn when the predicted distribution is p n (· | θ 0:n−1 , y 0:n−1 )).
The result would differ if a uniform prior on the data association was assumed at every time step (as would be the case in the standard Bayesian approach). Whether the observations are given unordered (as a set) or as an arbitrarily ordered sequence, the value of the parameter θ n can be easily seen to be non-random. The proposed approach provides an opportunity to model it as such while making use of the efficient and well understood mechanisms of Bayesian inference. For instance, the marginal likelihood in the standard Bayesian approach contains a 1/M n ! term for each time step n ≥ 0, whereas the proposed approach does not display this type of dependence. The latter behaviour is more natural since, e.g., adding a large number of false positives arbitrarily far from the potential true observation of the considered system should not affect the marginal likelihood.
Remark 6. The expected valueĒ(X n ) is not defined for the posterior o.p.m.P n (· | y 0:n ) describing the uncertain variable X n at time n except when the state to be determined is in R or some other totally-ordered sets. Even when it is defined,Ē(X n ) is difficult to interpret in this context. However, the expectation E * (·) can be meaningfully used, in particular E * (X n ) is the mean of the random variable X r,n when the sequence of true observations is assumed to be the one that maximises the possibility function f n .
Conclusion
By introducing analogues of some fundamental and advanced concepts belonging to the probabilistic and Bayesian paradigms and by showing that important properties of these concepts are preserved when considering o.p.m.s instead of probability measures, we have provided a starting point for the development of statistical methods based on the considered principles. From a mathematical viewpoint, the gap between the representation of uncertainty on countable and uncountable sets is more easily bridged when the use of possibility functions is justified. From a modelling viewpoint, the addition of deterministic uncertainty to the standard probabilistic framework makes practical some discussions that were so far mostly philosophical. Finally, from a methodological and numerical viewpoint, the potential gains in flexibility and computability could lead to the introduction of efficient algorithms or to the justification of so-far heuristic ones. so that the expectation E(X r > X ′ r | θ, θ ′ ) w.r.t. p X,X ′ (· | θ, θ ′ ) is equal to 0 for all (θ, θ ′ ) such that f X,X ′ (θ, θ ′ ) > 0. It follows from standard probability theory that E(X r | θ, θ ′ ) ≤ E(X ′ r | θ, θ) for all (θ, θ ′ ) in the support of f X,X ′ so that
as desired.
A.3. Proof of proposition 5
Notice that max i∈{1,...,n} 1 B (x i ) = 1 n i=1 Bi (x 1 , . . . , x n ) for any x 1 , . . . , x n ∈ X and any n ∈ N 0 , where the subset B i of X n is defined as
The equality can then be seen to hold true.
A.4. Proof of theorem 1
The possibility function describing the deterministic uncertain counting measure X + X ′ on N 0 × X can be expressed as
for any x ∈ X m and any m ∈ N 0 , where f (· | n) and f ′ (· | n ′ ) are describing the spatial information about X and X ′ respectively and f N and f N ′ are the corresponding possibility functions describing the number of points. It follows that
A.5. Proof of theorem 2
The spatial information about the deterministic uncertain counting measure X ′ takes the form
Noticing that the number of points is not affected by the prediction through g(· | x), it follows that
This concludes the proof of the theorem.
