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Abstract  
Kinetic models are critical to predict the dynamic behaviour of metabolic networks. 
Mechanistic kinetic models for large networks remain uncommon due to the difficulty of 
fitting their parameters. Recent modelling frameworks promise new ways to overcome this 
obstacle while retaining predictive capabilities. In this review, we present an overview of the 
relevant mathematical frameworks for kinetic formulation, construction and analysis. Starting 
with kinetic formalisms, we next review statistical methods for parameter inference, as well 
as recent computational frameworks applied to the construction and analysis of kinetic 
models. Finally, we discuss opportunities and limitations hindering the development of larger 
kinetic reconstructions. 
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1. Introduction 
Mathematical models are essential to broaden our knowledge of metabolic networks. They 
provide a rational and systematic framework for integrating existing biological knowledge 
with experimental data, thus enabling appraisal of the complex regulation underpinning the 
operation of metabolism. During the past decades, several modelling frameworks have been 
developed for predicting the dynamic behaviour of cellular metabolism supported by the 
rapid progress in high-throughput omics data generation and advanced metabolic engineering 
techniques (Chowdhury et al., 2015). The ultimate goal is to integrate these data with 
mechanistic models to increase our understanding about metabolic networks as well as the 
information content of the models. 
Metabolic network models are described by the set of biochemical reactions mediated 
by enzymes. Enzymes are proteins whose expression is determined by the genetic program of 
the cell under specific environmental conditions. The presence of a specific enzyme in the 
genome implies that a cell has the metabolic capability of the corresponding 
biotransformation. Annotation and assembly of the repertoire of Gene-Protein-Reactions 
(GPR) associations from genome sequences and multiple data sources (Fig. 1A) constitutes 
then a formal representation of the metabolic potential of the cell (Fig. 1B). Subsequent 
integration of different omics data onto the reconstructed network produces a metabolic 
model amenable to structural and dynamic analyses (Fig. 1C). Structural analysis relies solely 
on reaction stoichiometries under steady-state and constitutes the basis of parameter-free 
Constrained-Based Modelling (CBM) methods (Fig. 1D) (for a detailed review refer to Lewis 
et al. (2012)). These methods have generated fundamental biological insights into the 
operation of metabolic networks (Ibarra et al., 2002; Schuetz et al., 2012) as well as great 
advances in biotechnological applications (Lee and Kim, 2015; Yim et al., 2011). By 
applying various optimization (Burgard et al., 2003; Edwards et al., 2001; Mahadevan and 
Schilling, 2003) and sampling methods (Almaas et al., 2004; Saa and Nielsen, 2016b), CBM 
methods enable exploration of the space of feasible metabolic states allowed by the network 
structure and physiological constraints. The latter methods are however of limited use for the 
prediction of how metabolic states are achieved, as they lack kinetic information. In contrast, 
kinetic models of metabolism explicitly describe reaction fluxes as a function of metabolite 
and enzyme concentrations, enabling dynamic interrogation and quantitative integration of 
metabolomic, proteomic and transcriptomic data (Fig. 1E). 
 
Fig. 1. Model-centric workflow for metabolic networks reconstruction and analysis. A Network 
reconstruction starts with the annotation of the genome sequence with the encoded metabolic 
enzymes. Relationships between gene, proteins and reactions are stored in GPR (Gene-Protein-
Reaction) associations, enabling rational representation of the biological information flow. 
Discrepancies and missing information are resolved (where possible) with the support of data from 
the literature and comprehensive databases (e.g., BRENDA (Placzek et al., 2016), MetaCyc (Caspi et 
al., 2016), KEGG (Kanehisa et al., 2016)) in a thorough process of manual curation. B The set of 
curated enzymatic reactions determines the spectrum of metabolic capabilities of the cell. This 
spectrum is mathematically described by the stoichiometry of the biochemical reactions and defines 
the topology of the reconstructed network. C metabolic 
reconstruction enables construction of a metabolic model amenable for rational interrogation and 
biological discovery. D Structural analysis of the metabolic model is readily achieved using 
constrained-based modelling methods. Stoichiometric, thermodynamic and kinetic (capacity) 
constraints defines the space of possible network states which can be readily explored using state-of-
the-art optimization and/or sampling methods. This structural analysis is however static, and, it does 
not quantitatively explain how fluxes are achieved. E Inclusion of kinetic descriptions for the all the 
enzymes in the model enables prediction of metabolic states as well as dynamic interrogation of the 
system. The resulting kinetic model can reconcile higher amounts of data; however, it requires 
substantially more information for its construction. 
 
Metabolic reactions in kinetic models are described by disparate non-linear rate laws, 
typically involving highly parameterized mathematical expressions. Early modelling efforts 
proposed different simplified kinetic formalisms to simplify their structure and ease 
parameter fitting from in vivo data (Hatzimanikatis and Bailey, 1997; Savageau, 1969; Visser 
and Heijnen, 2003). Although these efforts have yielded valuable insights about the design 
principles (Savageau et al., 2009) and the dynamic behaviour of different metabolic (Alvarez-
Vasquez et al., 2005; Visser et al., 2004), signalling (Vera et al., 2007) and even genetic 
systems (Atkinson et al., 2003), most of their predictions are inherently limited to the 
proximity of the chosen operation point. Furthermore, these models ignore thermodynamic 
relationships between parameters, often rendering unrealistic behaviours. Conversely, 
mechanistic-based rate laws are thermodynamically consistent and hold greater prediction 
power; however, they require a substantial volume of data to fit a multitude of parameters. 
Approximate mechanistically- inspired formalisms have alleviate these issues to some extent 
(Ederer and Gilles, 2007; Hofmeyr and Cornish-Bowden, 1997; Liebermeister and Klipp, 
2006a; Liebermeister et al., 2010), however they still inevitably suffer from parameter 
identifiability issues (Heijnen and Verheijen, 2013). Fitting mechanistically-grounded kinetic 
models using conventional methods has previously been deemed impracticable, as 
homeostatic control often renders several parameters highly correlated or even outright 
unidentifiable even in the presence of large amounts of data (Degenring et al., 2004; Hadlich 
et al., 2009). However, recent Monte Carlo and other simulation-based strategies for kinetic 
model construction and analysis (Bordbar et al., 2015; Chakrabarti et al., 2013; Saa and 
Nielsen, 2016a; Steuer et al., 2006; Tran et al., 2008) have shown that satisfactory predictions 
can be achieved even when many parameters are poorly resolved and/or uncertain. Indeed, 
scrutiny of most kinetic models has revealed that good predictions do not necessarily require 
precise parameters (Gutenkunst et al., 2007). As such, modelling frameworks are moving 
away from precisely fitting coarse grained models, towards building mechanistic models 
capable of identifying emergent regulatory and dynamic behaviours (Link et al., 2014). 
The potential key role of kinetic models in the field of systems biotechnology is 
certainly undeniable. These models are the only capable of reconciling the multiple layers of 
omics data, i.e., transcriptomics/proteomics, metabolomics and fluxomics, within a common 
and coherent mathematical framework. Recent examples of the application of these models 
include strain design and optimization (Andreozzi et al., 2016a; Khodayari and Maranas, 
2016; Savoglidis et al., 2016), identification of drug targets and side effects (Bordbar et al., 
2015; Haanstra et al., 2017; Murabito et al., 2011), unravelling key regulatory interactions 
(Link et al., 2013; Saa and Nielsen, 2016a), to name a few. These case studies constitute a 
first glance of the potential applications of kinetic models, which justifies the renewed 
interest of the scientific community in these models. Supported by advanced frameworks for 
kinetic modelling, kinetic models are increasingly deployed to understand complex metabolic 
phenotypes. 
This review presents a comprehensive overview of mathematical frameworks for 
kinetic modelling, starting with the relevant formalisms used to describe enzyme-catalysed 
reactions. We next review relevant classical statistical methods for parameter inference, as 
well as more recent computational frameworks specific for the analysis of kinetic models. 
Considering the importance and potential applications of the latter, we focused our attention 
on these and critically reviewed their main features and capabilities. Finally, we discuss 
current limitations hindering the development of larger and more detailed kinetic models. 
From incomplete a priori knowledge of regulatory interactions, to the integration of diverse 
regulatory events at transcriptional, translational, post-translational, and metabolic (i.e., 
allosteric) level, we have highlighted the main theoretical as well as practical challenges 
limiting further progress. Although systematic construction of genome-scale kinetic models 
has not been achieved yet  despite previous speculations (Stanford et al., 2013) , recent 
progress in computational frameworks added to the increasing availability of comprehensive 
multi-omics datasets (e.g., Buescher et al. (2012), Hackett et al. (2016) and Ishii et al. (2007)) 
suggest that attainment of this goal is close. 
 
2. Mathematical formalisms for describing enzymatic reactions 
The dynamic behaviour of metabolic networks is represented by the set of Ordinary 
Differential Equations (ODEs) describing the mass balances for the reacting species in the 
system, 
 
0( ; ; )   ,   (0)
d
dt
x S v E x k x x       (1) 
 
where S and v denote the stoichiometric matrix and the vector of metabolic reactions or 
fluxes, respectively. While S is readily reconstructed from genomic information supported by 
appropriate literature data, v depends on the metabolite concentrations (x) as well as kinetic 
parameters (k) and enzyme concentrations (E). In Eq. 1, x0 describes the initial conditions for 
the metabolite concentrations. A common assumption for Eq. 1 is the steady state condition, 
i.e., S·v = 0, whose solution yields the metabolic state of the cell. 
The rate of an enzyme-catalysed reaction (vi) depends proportionally on the enzyme 
concentration (or capacity) Ei as well as on a complex catalytic term fi function of metabolic 
reactants xM, effectors xE and kinetic parameters ki. The product of the above factors 
describes the enzyme activity responsible for the metabolic flux, i.e., M E( ; ; )i i i iv E f x x k . 
Since the development of the Law of Mass Action in the middle of the 19th century, many 
different mathematical formalisms have been proposed and used to describe enzymatic 
reactions (Fig. 2A). Over time, formalisms have favoured either mechanistic or practical 
considerations. For instance, initial rate laws were mainly based on a defined mechanism of 
action grounded on first principles and their purpose was to rationally explain fundamental 
kinetic behaviours and observations. These formalisms typically employed several 
parameters, and thus, their application was limited to those sufficiently well-studied systems 
where enough data was available. In contrast, recent efforts have focussed on the 
development of more compact (approximate) kinetic formulae that ease parameter fitting 
while retaining reasonable predictive power. If such approximate rate law is purely based on 
the metabolic interaction network, then the latter can be formulated in a common or 
assumptions of a mechanistic rate law, then the formalism is considered to be approximate. 
The selection of a canonical, approximate or mechanistic kinetic formalism depends on the 
specific application, modelling assumptions and availability of data (Fig. 2B). For instance, 
while large kinetic models can be readily constructed and fitted using limited data employing 
canonical formalisms, their predictive power is typically restricted to the neighbourhood 
wider applicability range, but they require substantial data to fit their kinetic parameters 
(particularly the former). In the following, we reviewed prevailing kinetic formalisms used to 
describe the range of kinetics encountered in nature. In particular, we focused our attention to 
the formalisms most often used to model enzyme-catalysed reactions in metabolic models. 
 
Fig. 2. Historical development and key features of popular mathematical formalisms for describing 
enzyme kinetics. A While during the late 40s to the early 70s considerable efforts were devoted to 
formulating more general mechanistic-based formalisms to explain fundamental kinetic behaviours, 
since the late 70s efforts have been focused on developing more compact approximate formulations to 
ease the construction of useful kinetic models. B Depending on the degree of detail, kinetics 
supported and modelling assumptions, different formalisms can be more appropriate for a given task 
provided a certain amount of data for fitting a multitude of parameters. The validity of the selected 
formalism depends largely on the intended use of the modeller. Abbreviations: MWC, Monod-
Wyman-Changeux; GMA, Generalized Mass Action; KFN, Koshland-Némethy-Filmer; TKM, 
Thermodynamic-Kinetic Modelling. 
 
2.1.Canonical rate laws 
Canonical rate laws rely exclusively on the structure of the interaction network, and thus, 
they are readily written in a standard form for any enzyme-catalysed reaction. These rate laws 
are typically formulated as power-law or log-linear functions based on linear Taylor 
approximation. In the following, we revised the most relevant canonical formats used for 
modelling enzymatic reactions. 
 
2.1.1. Mass Action 
The Law of Mass Action (LMA) dates back to 1864 and it was first proposed by Cato M. 
Gulberg and Peter Wagee (Guldberg and Waage, 1864). Its postulates were based on the 
previous ideas of Claude L. Berthollet, and it was later re-discovered by Hen
in 1877 (Voit et al., 2015). This law states that the rate of chemical conversion is proportional 
to the product of the reactants concentration each raised to the power of the (integer) 
stoichiometric coefficient of the chemical equation. For example, let us consider the 
reversible reaction SS PP, then the rate of product formation and consumption of read, 
 
S
P
S
P
i i
i i
v k x
v k x
          (2) 
 
where ik  and ik  denote respectively the forward and reverse rate constants, and S and P 
are the stoichiometric coefficients of the chemical equation (also known as reaction orders). 
In the context of enzymatic reactions, both rate constants are proportional to the enzyme 
concentration Ei. The net (apparent) rate of reaction is given by i i iv v v , and at equilibrium, 
i.e., vi = 0, eq eq eq i iK P S k k , where Keq is the equilibrium constant. The existence of a 
positive Keq implies 0ik  and 0ik  (reversibility), such that the principle of detailed 
balance is obeyed (Tolman, 1938), i.e., all fluxes must vanish at equilibrium. Because 
equilibrium depends exclusively on the reaction thermodynamics, i.e., eqln( )rG RT K  
where T is the temperature in Kelvin and R  is the universal gas constant, the LMA requires 
just one kinetic parameter (e.g., forward rate constant) to describe the velocity rate of any 
reaction with known thermodynamics. This convenient feature has been exploited to 
construct large-scale kinetic models for dynamic analysis (Jamshidi and Palsson, 2008, 2010) 
and unravelling drug side effects (Bordbar et al., 2015) (see Section 4.1.3. MASS framework 
for further details). 
Although mass action kinetics is thermodynamically feasible and coherent, it ignores 
basic kinetic behaviours  e.g., enzyme saturation, activation and inhibition  when 
formulated solely based on the chemical reaction stoichiometry. In contrast, application of 
this law to the enzyme-catalysed elementary steps or elementary reactions provides a correct 
description of the reaction rate as well as appropriate constraints on the rate constants (Horn 
and Jackson, 1972). In the context of biochemical reactions, however, 
have historically been formulated based on the reaction stoichiometry rather than on the 
reaction mechanism (Bailey and Ollis, 1977). As the more general formalism is based on 
modelling elementary reactions describing events at molecular level, we have designated this 
formalism Elementary Reaction Mass Action (ER-MA). Owed to the mechanistic character 
of the latter formalism, its features are described in the Mechanistic rate laws Section 2.2.1. 
 
2.1.2. Generalized Mass Action and S-system models 
Generalized Mass Action (GMA) and S-system models are two very similar formalisms 
based on power law approximations for describing non-linear reacting systems. Both 
approaches are part of the Biochemical System Theory (BST) of Savageau (1969), and 
substantially expand the range of metabolic regulations supported in LMA. The canonical 
reaction rate for these two formalisms is given by,
 
S E, ,
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i i i j lj l
v E k x x        (3) 
 
where hi,j and hi,l are the kinetic orders of metabolites j and l, and mS and mE represent 
respectively the number of substrates and effector (regulatory) metabolites acting on the 
reaction. The kinetic orders are analogous to reaction orders; however they do not necessarily 
have to be integer numbers. Positive values for hi,j and hi,l describe an activating effect by 
substrates or allosteric activators, whereas negative or zero values describe inhibition (e.g., 
inhibiting product or allosteric inhibitor) or no effect on the reaction, respectively. As in 
LMA, the reaction rate is proportional to the enzyme concentration, which is made explicit in 
Eq. 3. For reversible reactions, linear combination of two power expressions may be used for 
formation and consumption. 
Although both GMA and S-system models are formulated based on the known 
structure of the network and share a common mathematical expression for the reaction rates, 
they differ in how reaction fluxes are aggregated at branch points (Savageau, 1988). While in 
S-system models the rate of accumulation of the split metabolite is computed as the 
difference between all producing and consuming reactions  where each term is written as a 
single product of power law functions  in the case of GMA, the respective accumulation is 
expressed as the signed sum of the individual producing and consuming reactions each in 
power law format (Savageau, 1988). The S-system aggregation approximation introduces 
only small errors even when metabolite concentrations differ substantially from the reference 
state (Voit, 2000). The latter does not typically hold when enzyme activities are greatly 
varied (Heijnen, 2005). On a positive note, S-system models substantially simplifies the 
right-hand side of Eq. 1 to the point where analytical solutions can be obtained for simple 
networks, and most importantly, reliable parameter estimation methods are applicable (Chou 
et al., 2006). Owing to their simplicity, these formalisms have been readily applied to study 
the dynamic behaviour of metabolic networks (Alvarez-Vasquez et al., 2005) and genetic 
circuits (Atkinson et al., 2003). For an exhaustive list of applications the reader is referred to 
Chou et al. (2009). 
 A note of concern of these parameterizations is related to their kinetic and 
thermodynamic plausibility. Normalization of Eq. 3 to a measured operation point or 
reference state ref ref ref ref ref refM E( ; ; ; ; )i i iE vy x x  followed by log-transformation yields the following 
expression, 
 
M EM, E,ref ref
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where vref denotes the reference reaction flux and, refM, ,i j  and 
ref
E, ,i l  represent metabolic 
reactants (i.e., substrates and products) and effector elasticities for reaction i at the reference 
point. In Eq. 4, kinetic orders have been replaced by elasticity parameters that represent the 
(normalized) sensitivity of the reaction rate to changes in the concentration of a metabolite 
holding all else constant. A general property of enzyme kinetics is the decreasing 
concentration elasticity as metabolite concentration increases (Cornish-Bowden, 2012). 
Given that the elasticities are independent of metabolite concentrations and equal to the 
reference state, this basic kinetic behaviour is not supported by these rate laws. Additionally, 
the lack of thermodynamic constraints on their parameters allows the possibility of a 
chemical perpetuum-mobile in violation of the second law thermodynamics. In summary, 
these formalisms provide simple expressions suitable for rapid fitting methods, but their 
prediction power and validity range are inherently narrow. 
 
2.1.3. Log-lin and Lin-log kinetics 
The first logarithmic format for modelling rate laws was proposed by Hatzimanikatis and 
Bailey (1997) based on a (log)-linear approximation of the dynamic mass balance in Eq. 1. 
By using a Taylor approximation, the authors derived a linear (in log-quantities) system of 
equations that is analytically solvable and amenable for stability and steady-state analysis. 
Due to its mathematical features, the formalism was denominated Log-lin (Eq. 5). Reaction 
rates can be formulated directly from the topology and regulation of the metabolic network, 
displaying a simple canonical form, 
 
M EM, E,ref ref
M, , E, ,ref ref ref ref1 1
M, E,
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i j l
x xv E
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    (5) 
 
Equation 5 accommodates large changes in relative metabolite concentrations well, but fails 
to accurately capture the dynamics upon moderate enzyme concentration changes (> ±35% ) 
as a consequence of its log-format (Heijnen, 2005). Notably, the reaction rate is only 
approximately proportional to relative changes in enzyme concentration when metabolite 
concentrations are held constant, which goes against fundamental kinetic evidence. On the 
other hand, thanks to its convenient mathematical form, the framework can be readily 
extended to the calculation of control properties of linear and branched metabolic pathways 
(Hatzimanikatis and Bailey, 1997), as well as to the exploration of regulatory interactions 
capable of improving metabolic performance using elegant optimization formulations 
(Hatzimanikatis et al., 1996). 
The later log-linear format known as Lin-log and proposed by Visser and Heijnen 
(2003) addressed some of the issues of the Log-formalism using a similar mathematical 
structure (Eq. 6). Although fairly similar, the Lin-log mathematical form has its basis in 
previous results on the behaviour of the reaction rate as a linear function of reaction affinity 
(Rottenberg, 1973; van der Meer et al., 1980), and on the reaction rate dependency on 
possibly additional metabolic effectors (Nielsen, 1997; Westerhoff and Van Dam, 1987). 
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As for Log-lin kinetics, the Lin-log approach provides analytical steady-state solutions for 
Eq. 1, enabling easy computation of control properties (Visser and Heijnen, 2003). In 
addition, the Lin-log approach has been shown to hold a wider validity range for relative 
changes in enzyme and metabolite concentrations than Log-lin (Heijnen, 2005), as well as a 
greater theoretical agreement with known kinetic behaviours, e.g., reaction rate proportional 
to enzyme concentration for constant metabolite concentrations. This formalism has been 
applied for fitting metabolite elasticities in vivo (Visser et al., 2004; Wu et al., 2006) and for 
revealing dynamic and control properties for different network configurations in silico 
(Kresnowati et al., 2005; Visser and Heijnen, 2003; Wu et al., 2004). 
 While both the Log-lin and Lin-log approaches show wider applicability and greater 
kinetic consistency than GMA and S-system models, e.g., concentration elasticities are no 
longer constant for different metabolite concentrations; they remain local approximations of 
the actual kinetics. Fitting of their parameters is thus highly sensitive to the definition of a 
 reference state that enables reasonable prediction of subsequent metabolic 
perturbations. For example, Voit el al. (2007) showed that S-system models could represent 
better than log-format approaches the situations when variable concentrations are moderately 
small. As the access to convenient reference states in vivo is ultimately dictated by the cell 
physiology, the predictive power of these formalisms is limited in practice. 
 
2.2.Mechanistic rate laws 
Mechanistic rate laws depend on a reaction mechanism that is specific for the enzyme. The 
mathematical description of such mechanism is rooted in first principles underpinned by mass 
conservation and thermodynamic laws. In the following, the relevant mechanistic formalisms 
used for describing the kinetics of both catalytic and allosteric enzymes are presented. 
 
2.2.1. Elementary Reaction Mass Action 
The kinetics of enzyme-catalysed reactions can be accurately captured using the Law of Mass 
Action at the molecular level. These events are described by uni- or bi-molecular reactions  
known as elementary reactions  and represent the most basic steps in biochemical 
interconversion, namely: binding, dissociation and catalysis (or conversion) (Turanyi and 
Tomlin, 2014). Although, under some particular conditions (e.g., high pressure) ter-molecular 
events are not only likely but also important (Bernshtein and Oref, 2004), the chances of 
collisions between three entities is highly improbable under standard conditions, i.e., 
moderate temperature and pressure. Furthermore, even if ter-molecular events were present, 
they often involve the formation of a reaction intermediate through a bimolecular reaction 
followed by a collision with the third reactant, e.g., free radical (Turanyi and Tomlin, 2014). 
For practical purposes and in the context of enzymatic reactions, elementary reactions are 
thus regarded either as uni- or bi-molecular steps governed by the law of mass action. 
Let us again revisit the reversible reaction S PP, this time considering the 
mechanism of enzymatic action for this conversion. For illustration purposes, let us also 
assume that the stoichiometric coefficients are both equal to one, i.e., S = P = 1, and that the 
conversion and release of the product P happens simultaneously. The reason for the latter 
arbitrary assumption is simply for ease of subsequent comparison with the Michaelis-Menten 
model (see Section 2.3.1), and will be apparent soon. The simplest reaction mechanism for 
this conversion is given by, 
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E ES E         (7) 
 
Here, we have considered that the enzyme can exist in two intermediate forms, either free 
(Efree) or forming a complex with the substrate (ES). Note that the conservation law 
free
total
{ , }
i
i E ES
E E  holds true for the enzyme intermediates. The reaction rate for this 
reversible conversion can be written as 2 2 free( ) ( )v k ES t k P E t , where Efree and ES are 
solutions of the following dynamic system, 
 free
free 1 S 2 P 1 2
free
free,0 0   ,   (0) ( ; )
dE E k x k x ES k k
dt
dEdES E ES
dt dt
E
    (8) 
 
An interesting feature of Eq. 8 arises from the natural separation of characteristic time scales 
between enzyme intermediates and reactants. Considering that Etotal << S(0) is almost always 
true in biochemical systems, the relaxation time for the intermediates should be substantially 
shorter than for the reactants. As such, if enzyme intermediates reach their steady-state 
considerably faster, then their concentrations can be easily computed assuming a pseudo-
steady-state (Bodenstein, 1913). Conveniently, this assumption yields the reaction rate as a 
function of total enzyme and reactant concentrations only, 
 
1 2 S 1 2 P
total
1 2 1 S 2 P
k k x k k xv E
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       (9) 
 
Equation 9 can be expressed in a more familiar form defining kcat+ = k+2, kcat  = k-1, KS = 
k+1/(k-1+k+2) and KP = k-2/(k-1+k+2) as follows, 
 
cat S S cat P P
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S S P P1
k x K k x Kv E
x K x K
       (10) 
 
where kcat+ and kcat  denotes the forward and reverse catalytic constants, respectively, and KS 
and KP are the respective substrate and product dissociation constants or Michaelis-Menten 
constant. Proper conditions for valid use of the pseudo-steady-state assumption are revised 
elsewhere (Walter, 1974). The parameters in Eq. 10 are known as macroscopic or kinetic 
parameters, and as opposed to the rate constants in Eq. 9, they can be readily fitted using 
enzymatic assay data under initial velocity conditions, i.e., high substrate concentration and 
products absent (Cornish-Bowden, 2012). Appropriate definition of these parameters for 
more complex mechanisms is achieved using Cleland  rules (Cleland, 1963). 
Analysis of Eqs. 9-10 at equilibrium reveals the existence of a relationship between 
the equilibrium constant and the rate (Eq. 11) and kinetic parameters (Eq. 12). Eq. 11 
corresponds to a particular case of the Wegscheider cyclicity condition (Wegscheider, 1901), 
which is a consequence of microscopic reversibility and leads to detailed balance (Tolman, 
1925). Eq. 12 is commonly known as Haldane relationship (Haldane, 1930), and it explicitly 
links observable kinetic parameters to the thermodynamic equilibrium constant. Importantly, 
both expressions entail relationships between the rate and kinetic parameters that 1) are valid 
for all states near and far from equilibrium, and 2) ensure thermodynamic plausibility of the 
process.  
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Rate parameters derived using the ER-MA formalism are mechanistically sound, i.e., 
obey mass conservation and are constrained by thermodynamic laws. However, they often 
require many parameters (two per elementary step) to describe realistic mechanisms, 
rendering cumbersome rate laws (Leskovac, 2003). Different approximate kinetic expressions 
have been proposed to overcome this difficulty (reviewed in Section 2.3). Moreover, 
cooperative and allosteric behaviours  i.e., binding of reactants and/or effectors to sites other 
than the active site affecting enzyme activity  are not immediately covered by ER-MA. 
Additional assumptions and/or hypothetical mechanisms must be formulated to arrive at a 
meaningful description of allosteric effects. In the following, the relevant allosteric 
formalisms are revised. 
 
2.2.2. Allosteric kinetics and the Monod-Wyman-Changeux model 
Since the early haemoglobin binding experiments of Christian Bohr in the beginning of the 
20th century (Bohr, 1904), the increase in binding affinity as ligand (in this case oxygen) 
concentration increases was recognized as a natural occurring behaviour in oligomeric 
proteins with multiple ligand binding sites. Due to the cooperative  character of subsequent 
bindings, this phenomenon was termed cooperative binding. The first mathematical 
description of this behaviour was suggested by Archibald Hill (Hill, 1910) and was 
phenomenologically modelled as follows, 
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         (13) 
 
where y  represents the fraction of bound enzyme (or fractional occupancy), xS denotes the 
ligand concentration, and nH is the Hill coefficient (positive value). The latter coefficient 
quantifies the type and strength of cooperativity. For nH > 1, the enzyme is said to undergo 
positivity cooperativity, whereas for nH < 1 the cooperativity is negative. The particular case 
of nH = 1 implies non-cooperative behaviour. Later experiments from Gilbert S. Adair in 
haemoglobin showed that the binding affinity is not constant but oxygen-dependent (Adair, 
1925). By assuming binding saturation in stages and mass action law, Adair proposed the 
following expression, 
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        (14) 
 
where KS,j represents apparent macroscopic association constants and n denotes the number 
of ligand binding sites in the protein. Although this mathematical description draws from the 
physical system by explicitly considering the number of binding sites, it does not offer a 
mechanistic explanation as to why various dissociation constants differ from one another. 
Successive formulations by Klotz (1946) and Pauling (1935) refined the calculation and 
interpretation 
(popularly referred to as the Adair-Klotz model) has found useful applications for describing 
calmodulin (Dagher et al., 2011) and haemoglobin (Yonetani et al., 2002) binding data. 
 A major breakthrough came with postulation of the mechanistic concerted model of 
Monod, Wyman and Changeux (MWC) (Monod et al., 1965) and the sequential model of 
Koshland, Némethy and Filmer (KNF) (Koshland et al., 1966). While both models rest on the 
assumption of an equilibrium between a relaxed (R) and tense (T) conformational states, 
transitions between states are treated differently. The MWC model requires maintenance of 
conformational symmetry (i.e., concerted transition) as ligands bind to succeeding binding 
sites (here assumed to be protein subunits). In contrast, the KNF model does not require the 
latter but rather strict induced fit. Notably, the MWC goes one step further than the KNF by 
offering thermodynamic and structural support to its main assumptions. Of all allosteric 
models, the MWC model has been the preferred choice for mechanistically describing 
allosteric and cooperative interactions (Cornish-Bowden, 2014). 
 In the MWC model, two functions are required to describe the kinetic behaviour of an 
oligomeric enzyme, namely the fraction of protein in the R state R and y  the fractional 
occupancy or saturation function , 
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where L is the equilibrium allosteric constant, and RSK  and 
T
SK  denote the ligand (or 
substrate) dissociation constants for the R and T states, respectively. Here, the allosteric 
constant is thermodynamically and structurally related to kinetic properties of the enzyme 
through 0 0exp( ) T RL G RT
of conformations between the R and T states, and T0 and R0 are the enzyme conformation 
abundances in the absence of ligands. In regards to cooperativity, the MWC model naturally 
supports this kinetic behaviour as the result of higher abundance of the R state due to 
increasing ligand concentration. When the bound ligand affects its own binding, the allosteric 
effect is called homotropic, otherwise it is called as heterotropic. Importantly, most allosteric 
effects can be readily accommodated within this framework with the exception of negative 
cooperativity (Monod et al., 1965). Applications, limitations and further details about the 
MWC formalism can be found elsewhere (Changeux, 2012). 
 In the context of biochemical reactions mediated by allosteric enzymes, Eq. 15 is 
somehow difficult to interpret in catalytic terms. A mathematically convenient expression 
(Popova and Sel'kov, 1975, 1976) 
 termed Generalized MWC  which provided an elegant definition of the reaction rate for 
any of oligomeric enzyme. The proposed formula recast the reaction rate as the product of a 
catalytic and regulatory term. The catalytic term describes the catalytic rate of the subunits 
(protomers) in the R state, whereas the regulatory term describes the conformational 
transitions from the T to the R conformation.
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In Eq. 16, f represents a catalytic function that models the reaction mechanism of a single 
protomer. As per the MWC conformational symmetry, protomers are assumed to be equal, 
and thus, they exhibit the same reaction mechanism with parameters differing only based on 
the protomer state, i.e., fR and fT have the same mathematical form but with different 
parameterizations for the R (kR) and T (kT) states. Derivation of the catalytic function can be 
achieved using thermodynamically feasible kinetic frameworks like the ER-MA (Saa and 
Nielsen, 2015). On the other hand, the regulatory term in Eq. 16 determines the 
conformational transitions and includes information about allosteric sites and effectors (xE). 
Importantly, this mechanism is invariant with respect to the catalytic mechanism and rests 
solely on the mechanism of conformational transitions described by the Q function. This 
general framework has found broad application in the study of key regulatory enzymes 
(Peskov et al., 2008; Saa and Nielsen, 2015, 2016c), as well as in the construction of large-
scale kinetic models of central carbon metabolism (Peskov et al., 2012). A major drawback of 
this framework is the excessive number of parameters needed  twice the amount of ER-MA 
plus at least one additional allosteric parameter , hindering its fitting and widespread use. 
 
2.3.Approximate kinetics 
Approximate formalisms typically display a mechanistic inspiration; however, they propose a 
series of simplifying assumptions or suitable analogies that yield more compact rate laws. 
Depending on the degree of simplification, these models can produce more interpretable, 
easier-to-fit and often standardizable rate law formats. In the following, the most 
representative approximate kinetic formats are reviewed. 
 
2.3.1. Michaelis-Menten 
The Michaelis-Menten rate law (Michaelis and Menten, 1913) is the most prevalent rate 
model in biochemistry. Let us recall the Uni-Uni and let us this time 
assume that there is no reverse catalytic step, i.e., k-2 = 0 in Eq. 7. The corresponding 
mechanism describing this situation is then the following, 
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If we assume that S reaches instantaneously chemical equilibrium (rapid equilibrium 
assumption), i.e., the first reversible step is much faster than the second irreversible step, the 
reaction rate can be written in the popular form, 
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where Vmax,i = Ei kcat+ denotes the maximum reaction velocity and Kd = k+1/k-1 is the enzyme-
substrate dissociation constant. One can arrive to an almost indistinguishable expression for 
Eq. 18 using the Quasi-Steady-State Assumption (QSSA) on the enzyme intermediates 
(Briggs and Haldane, 1925), with the only difference being the definition of the dissociation 
constant KS = (k+1+kcat)/k-1. The use of either assumption demands different experimental 
conditions for its safe use (Keleti, 1986), albeit they yield identical parametric expressions. 
Importantly, multi-substrate reversible rate laws based on the rapid equilibrium assumption 
(as in Michaelis-Menten kinetics) have been developed (Alberty, 1953) and employed 
extensively for modelling enzymatic reactions (Cornish-Bowden, 2015). In spite of its broad 
application and accepted universality, early work showed that several enzymes do not 
precisely follow the Michaelis-Menten model due to inherent complexities in their kinetics 
(Hill et al., 1977). Although amenable and elegant, the reversible Michaelis-Menten equation 
inevitably incurs a loss of kinetic detail owing to its simplifying assumptions. 
 
2.3.2. Generalized reversible Hill equation  
Mechanistic equations for cooperative kinetics are commonly very complicated and 
necessitate the definition of several parameters. Determination of these parameters is often 
not possible as complete kinetic studies are not available. In order to overcome this 
limitation, Hofmeyr and Cornish-Bowden (1997) proposed an approximate 
thermodynamically consistent rate law for cooperative kinetics. The suggested 
parameterization is based on the functional form of the Hill equation (refer to Eq. 13), but it 
was made reversible, capable of including known modifiers and applicable to multimeric 
enzymes. The reversible Hill Equation for a Uni-Uni reaction incorporating the allosteric 
effect of one effector xE reads, 
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where  denotes a modifier interaction factor and KE represents the effector dissociation 
constant. In Eq. 19, the Hill coefficient (nH) carries the same meaning as in Eq. 13 in that it 
quantifies the degree of cooperativity of the enzyme. The maximum value for this coefficient 
is bounded by the number of interacting sites of the enzyme (limiting cooperativity case), and 
in general, it is not an integer number. Inspection of the reversible Hill Equation shows that 
the model is thermodynamically feasible as it complies with the appropriate Haldane 
relationship (Eq. 12). Furthermore, in the absence of the effector (xE = 0) and imposing non-
cooperative behaviour (nH = 1), the kinetic expression results in the mechanistic rate law 
defined in Eq. 10. 
Subsequent work from Rohwer et al. (2006) extended this rate law to multi-substrate 
reactions in the presence and absence of modifiers. For obvious reasons, the extended version 
was called generalized reversible Hill Equation. The same authors showed that the proposed 
rate law displayed better agreement with experimental data for the pyruvate kinase of 
Bacillus stearothermophilus than the MWC (Rohwer et al., 2006). A follow-up study 
suggested a more realistic behaviour of the generalized reversible Hill equation than a variant 
of the MWC known as exclusive MWC (Olivier et al., 2006). In spite of the reported  albeit 
isolated  data, this rate law has not found wide application in the field. 
 
2.3.3. Convenience and Modular kinetics 
To address the excessive number of parameters of fully mechanistic rate laws, the 
convenience kinetics formalism was proposed as a flexible framework for describing enzyme 
kinetics consistent with thermodynamic constraints (Liebermeister and Klipp, 2006a). 
Convenience kinetics are a special form of the ER-MA kinetics for enzyme-catalysed 
reactions with a random-order mechanism. The main assumptions underpinning this 
formalism are: 1) random-order binding and unbinding of reactants, 2) binding of reactants is 
reversible and much faster than the catalytic step (i.e., rapid equilibrium assumption), and 3) 
binding energies of individual reactants do not depend on other reactants already bound to the 
enzyme (Liebermeister and Klipp, 2006a). The general form of the convenience kinetics 
reads as follows, 
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where j denotes the stoichiometric coefficient of species j in the catalysed reaction and 
h(xE;kE) is a suitable function describing the kinetic modulation of the enzyme by additional 
metabolic effectors xE. In Eq. 20, the dissociation or Michaelis parameters KS,j and KP,j 
coincide with half saturation constants which can be readily obtained from enzymatic essays 
(Cornish-Bowden, 2012). Although in principle simple, convenience rate laws are complex 
enough to represent reasonable well mechanistically derived rate laws for common 
mechanisms such as ordered and ping-pong (Liebermeister and Klipp, 2006a). 
 A central claim of the convenience kinetics is related to their thermodynamic 
feasibility. In order to ensure thermodynamic plausibility, the authors introduced 
thermodynamically independent system parameters whose combination yields kinetic 
parameters consistent with the Haldane relationships (Liebermeister and Klipp, 2005, 2006a). 
Furthermore, definition of probability distributions for this set (e.g., multivariate Gaussian 
distributions) accompanied with the integration of metabolic data showed interesting 
potential for exploring the dynamic behaviour of the threonine pathway using Bayesian 
inference (Liebermeister and Klipp, 2006b). 
More recently, the convenience rate laws have been extended to describe additional 
kinetic behaviours using Modular rate laws (Eq. 21) (Liebermeister et al., 2010).  
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In Eq. 21, D represent denominator terms representing enzyme regulation through the 
availability of binding sites (Dr) and/or specific activity modulation (
reg
rD ). Depending on the 
reaction mechanism and type of enzyme regulation, several mathematical forms are available 
for describing different situations. More precisely, five generic and thermodynamically safe 
rate laws ar  the original convenience rate law), 
- -
description of their properties (Liebermeister et al., 2010). The most attractive feature of the 
modular and convenience rate laws is the compact and flexible format. Lately, this feature 
has been exploited for the (semi-)automatic construction and analysis of large-scale kinetic 
models (Andreozzi et al., 2016a; Hackett et al., 2016; Stanford et al., 2013). 
 
2.3.4. Thermodynamic-Kinetic Modelling (TKM) formalism 
The idea of borrowing concepts from electric potentials and using them to draw a parallel in 
the setting of irreversible thermodynamics has been explored for describing enzyme kinetics 
(Ederer and Gilles, 2007; Yang et al., 2006). Out of the reported formalisms, the TKM 
formalism (Ederer and Gilles, 2007) stands out as a comprehensive framework for building 
thermodynamically feasible kinetics in observance of the principle of detailed balance as 
imposed by the Wegscheider conditions (Wegscheider, 1901). Specifically, TKM models are 
parameterized based on the definition of a thermokinetic potential ( j) proportional to the 
metabolite concentration. The proportionality constant is known as capacity (Cj) and depends 
on the specific metabolite. Following the flux-force relationship F R v  (Westerhoff and 
Van Dam, 1987), the reaction rate is proportional to a thermokinetic force (F) function of 
thermokinetic potentials up to a resistance parameter (R). The general form of the TKM rate 
law is given in Eq. 22. 
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For pure mass action kinetics, the resistance is constant and readily derived. For non-mass 
action kinetics, the resistance can be either a rational or polynomial function of the 
thermokinetic potentials. For instance, the resistance for the rate law defined by Eq. 10 is 
given by 0 S S P PR . As non-mass action kinetics is generally the case of metabolic 
reactions, more complex and often approximate resistance parametric forms are employed. 
Further suggested applications of the TKM formalism include analysis of futile cycles in 
complex reaction and signalling networks, kinetic model reduction and sensitivity analysis 
(Ederer and Gilles, 2007). Comparison of TKM with other approaches as well as analysis of 
more complex reaction networks (treated as electric circuits in TKM) can be found elsewhere 
(Ederer and Gilles, 2008). Notably, the parameterization proposed in TKM has recently been 
shown to be almost equivalent to the modular rate laws parameterization with concentration-
dependent conductivities (Liebermeister et al., 2010). 
 
3. Kinetic model development 
Kinetic model development requires integration of stoichiometric, thermodynamic, kinetic 
and regulatory information to conform a coherent representation of the system. Once the 
parametric structure of the model is defined, the next task is the construction of the model 
using available data from steady-state and/or dynamic time-course metabolic profiles. 
Broadly, kinetic model construction can be performed in two ways, namely: 1) bottom-up 
(forward) reconstruction, and 2) top-down (inverse modelling) construction (Fig. 3A). The 
key difference between the approaches is whether constitutive parts or sub-models are built 
individually and then merged forming the final model (bottom-up), or whether all parts are 
simultaneously fitted during model construction (top-down). The global fit of the top-down 
approach typically offers better prediction fidelity compared to a bottom-up, but it does 
require larger datasets as well as more sophisticated mathematical methods for attaining 
satisfactory fits. 
 Regardless of the strategy chosen for model construction, model parameters need to 
be estimated. Assignation of numerical values to model parameters enables quantitative 
interrogation and description of the dynamic behaviour of the system. This task is known as 
parameter estimation or fitting and it is probably the hardest step in the model development 
process (Jaqaman and Danuser, 2006). In the statistical field, this task is referred to as 
parameter inference. Despite the ubiquity of this problem in science, there is no single best 
method for all modelling applications. Indeed, depending on the parametric structure, nature 
and amount of data, and underlying modelling assumptions, different parameter inference 
strategies may be more convenient or attractive than others (Fig. 3B). In the case of kinetic 
models, given their deterministic nature and simple formulation, there are several parameter 
fitting methods available and suitable for application (Bock et al., 2013). In addition, there is 
a great body of literature for asserting the statistical quality measured by the uncertainty of 
parameter fits and their predictions (Vanlier et al., 2013). In this section, we review 
approaches for constructing kinetic models and formal methods for performing parameter 
inference.  
 
Fig. 3. Workflows for kinetic model development and statistical approaches for parameter estimation. 
A Depending on the availability of experimental data and kinetic information, kinetic models can be 
developed in a bottom-up or top-down fashion. The key difference between these approaches lies on 
whether the model is constructed reaction-by-reaction using in vitro and data from different sources, 
or whether it is built globally from in vivo measurements. B Parameter estimation of kinetic models 
can be achieved using either frequentist or Bayesian inference approaches. While both approaches 
employ the likelihood function to weight how likely a parameter is, the use of this function differs 
greatly in each approach. Frequentist approaches compute a 
known as Maximum Likelihood Estimator (MLE) using optimization, and then, use different 
approaches to quantify the uncertainty in this estimate. In contrast, Bayesian approaches treat 
parameters as truly random variables defined by probability density functions known as priors. 
Combination of prior distribution (subjective) with the information contained in the data through the 
posterior distribution which represents the uncertainty in the 
parameter. Computation of this posterior is typically achieved using sampling techniques. 
 
3.1.Approaches for kinetic model construction 
Construction of kinetic models can follow a bottom-up, top-down or a combination of both 
workflows. Bottom-up approaches seek to infer the behaviour of the system by understanding 
the operation of its individual constituents, whereas as top-down approaches seek to 
holistically describe the operation of the system. Although both approaches have associated 
with them difficulties and challenges, they also provide particular opportunities for kinetic 
model development in specific situations. The main features of each approach as well as 
illustrative examples are revised next. 
 
3.1.1. Bottom-up reconstruction 
Starting from individual reactions or smaller networks of the model, bottom-up approaches 
formulate mechanistic-based rate expressions to describe the kinetic behaviour of the 
reaction(s) in each sub-module. In order to fit these parameters, these approaches require 
deep datasets covering hopefully the full dynamic range of each reaction including in the 
modules. As this cannot be achieved in vivo due to homeostatic control, bottom-up 
approaches generally rely on data obtained from in vitro experiments to fit their parameters. 
Even then, technical issues and excessive resource demands may preclude the gathering of 
the required data. Repositories of kinetic data such as BRENDA (Placzek et al., 2016), 
SABIO-RK (Wittig et al., 2012) and KiMoSys (Costa et al., 2014), as well as kinetic model 
databases such as BioModels (Chelliah et al., 2015) and JWS (Olivier and Snoep, 2004) have 
alleviated this need by offering streamlined access to published kinetic information. 
Additional efforts from different consortia (Tipton et al., 2014; van Eunen et al., 2010) are 
further advancing enzyme data standardization by defining guidelines for reporting consistent 
data. In this way, by increasing the access to quality kinetic information and models, bottom-
up modelling efforts can leverage existing information to build more complex models. 
 While in theory convenient, the actual implementation of bottom-up approaches is not 
devoid of difficulties. Naïve integration of kinetic information from different sources often 
leads to biologically unrealistic model behaviours. For example, the use of different in vitro 
experimental conditions for generating the kinetic data added to simplistic kinetic 
parameterizations can generate erroneous results. An example of the above was observed in 
an early effort trying to understand in vivo behaviour from measured in vitro 
kinetic properties (Teusink et al., 2000). Overcoming these limitations was more recently 
achieved by including allosteric regulation in the original model, i.e., expanding the kinetic 
capabilities of the model, and re-fitting kinetic parameters under conditions resembling the in 
vivo environment (van Eunen et al., 2012). Indeed, having a sufficiently complex model 
representation made up from reactions fitted individually in appropriate experimental 
conditions can yield biologically meaningful kinetic models (Chassagnole et al., 2002; 
Cintolesi et al., 2012; Curien et al., 2009; Peskov et al., 2012; Smallbone et al., 2013). 
Naturally, this type of approach is limited to those systems sufficiently characterized, where 
both the regulation and kinetic information are known. As this is not the rule but typically the 
exception, reconstructed models following this workflow generally require several rounds of 
global tunning using in vivo data. 
 
3.1.2. Top-down construction 
In systems biology, top-down approaches are normally defined as data-driven strategies that 
integrate various sources of experimental (omics) data. In the context of this review, 
however, we refer to top-down as the equivalent of inverse modelling approaches, where the 
complete model is globally inferred from the available in vivo data. Given the mathematical 
complexity of most kinetic models, top-down kinetic model construction is, in principle, 
more challenging than bottom-up reconstruction. In order to ease model development, early 
construction efforts have employed approximate kinetic formalisms to enable parameter 
fitting in several biological systems (Curto et al., 1997; Neves et al., 2002; Visser et al., 
2000). The use of simplified expressions, however, inevitably incurs a loss of kinetic detail 
and frequently also a lack of thermodynamic consistency. Moreover, the latter typically 
precludes the identification of novel regulatory mechanisms. 
 During the past decade, different modelling approaches have been proposed to 
overcome the issue of detailed kinetic model i
parameters can still yield a predictive kinetic model (Gutenkunst et al., 2007), has opened the 
door modelling strategies in the field. Where conventional statistical inference 
focuses on estimating each parameter with high accuracy, new approaches rely on the fact 
that in highly nonlinear, regulated systems few parameters dictate the behaviour of the system 
under the studied experimental conditions, while the rest can remain reasonably uncertain 
(Zamora-Sillero et al., 2011). Sampling-based approaches have gained popularity due to their 
versatility and effectivity, and different modelling strategies have been implemented for 
exploring the feasible kinetic space consistent with experimental observations (Tran et al., 
2008) as well as unravelling key regulatory mechanisms (Kuepfer et al., 2007; Schaber et al., 
2011). In our view, the greatest challenges of these approaches are their computational 
ies. 
 
3.2.Parameter estimation 
Irrespective of the approach for constructing the kinetic model (e.g., bottom-up, top-down or 
a combination of both), parameters must be defined before using the model. Once the 
parametric form of the kinetic model is defined and the required data is collected, the next 
step is to estimate the model parameters. To this end, let us consider the probability of 
observing data yobs given parameter vector , p(yobs| ), where  includes all the kinetic 
parameters of the model as well as possibly additional measurement noise, i.e.,  = (k; ). In 
other words,  lists all the parameters required to simulate from the model. A common 
formulation for p(yobs| ) assumes independent additive Gaussian noise with constant variance 
for each measurement yields the following statistical model, 
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where meas is a diagonal matrix representing the error covariance matrix of the 
measurements and Nmeas denotes the number of data points. In the statistical frequentist 
paradigm, one seeks to determine a parameter set  such that Eq. 23 is maximum. This 
procedure yields a Maximum Likelihood Estimator (MLE) ( MLE ) and it is cast as a 
nonlinear optimization problem. A convenient property of optimization problems is that the 
optimum remains invariant with respect to monotone transformations. Thus, log-
transformation of the above equation (denoted commonly by L( ) yields the same solution 
but with a far simpler quadratic form for which efficient optimization algorithms are 
available (Hendrix and Tóth, 2010). A further simplification to this problem can be obtained 
assuming meas is constant and independent of . By log-transforming Eq. 23 and imposing 
the latter assumption, the quantity to be optimized displays the familiar form of a Residual 
Sum of Squares (RSS) following a 2-distribution, 
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Although simple in principle, finding  that maximizes the above quantity is non-trivial due 
to the existence of multiple local optima, discrepancies in the scale of parameters and 
typically poor model identifiability. To address these problems, sophisticated optimization 
algorithms have been developed that are capable of reaching global optimal solutions 
(Hendrix and Tóth, 2010). Once a satisfactory parameter set has been found, well-known a 
posteriori tests can be performed to assess the uncertainty and quality of the fitted 
parameters, e.g., sensitivity analysis, confidence intervals, and profile likelihood. A concise 
description of the latter tools is shown in the next section. 
 A very different way of addressing the parameter inference problem is based on 
Bayesian statistics. While frequentists methods seek to fit parameters to the data following a 
purely data-driven approach, Bayesian methods adopt a probabilistic approach where 
parameters are treated as truly random variables, i.e., they are defined by probability density 
functions. These (subjective) probability distributions are known as priors, and they 
commonly describe either non-informative (objective) distributions, or, distributions that 
reflect the current state of belief (Mukherjee and Speed, 2008). Application of Bayes theorem 
then enables the updating of prior knowledge with new observations yielding an updated 
probability distribution referred to as the posterior. Let us define the parameter vector , data 
yobs, prior distribution p( ), and likelihood function p(yobs| ) (not necessarily given by Eq. 
23), then Bayesian methods aim to sample from the posterior distribution p( |yobs) using 
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where p(yobs) denotes the marginal likelihood or evidence. As this quantity does not depend 
on the parameters, it effectively acts as a normalizing constant such that p( |yobs) integrates to 
one. Bayesian methods provide a statistically sound way for describing parameter uncertainty 
and systematically advancing knowledge, e.g., posteriors from previous experiments can 
serve as priors for future experiments. Moreover, determination of bounds on p( |yobs) 
defines credible intervals  analogous to confidence intervals in the frequentist setting  that 
formally reflect current beliefs about the model. These powerful capabilities, however, incur 
in the expensive evaluation of high-dimensional integrals for which Monte Carlo sampling 
techniques are not only suitable, but indispensable. Although computationally more 
expensive, Bayesian methods are better suited for large models with complex and often 
unknown parameter correlations (Congdon, 2006). 
 In the following, we review relevant methods for parameter inference using MLE 
optimization-based and Monte Carlo (sampling-based) approaches. The key distinction 
between the classes is whether a point estimate or a parameter sample (i.e., population) is 
used to describe the model and perform predictions. We have decided against using a 
statistical division criterion (i.e., frequentist and Bayesian), as we believe it is more practical 
 from a modelling point of view  to use an operational distinction. Indeed, we note that 
optimization strategies can be employed both in frequentist and Bayesian settings (to a much 
lesser extend in the latter case). For example, in the frequentist case the objective function is 
typically given by Eq. 24 and yields an MLE upon minimization. Similarly, Eq. 25 can be 
maximized provided one defines the likelihood and priors for the inferred parameters. Such 
estimate is known as Maximum A Posteriori (MAP) in the Bayesian setting, and it can be 
considered a regularized version of the MLE. Importantly, in both cases an optimization 
strategy is used to infer the model parameters. A similar argument about sampling-based 
strategies can be made as shown in Section 3.2.2.  
 
3.2.1. MLE optimization for parameter fitting 
Optimization algorithms for parameter estimation can be either local or global. While the 
former converges substantially faster on an optimum of the objective function, the latter has a 
lower risk on converging to a local sub-optimal solution. Regardless of the applied algorithm, 
knowledge about the topology of the problem can greatly improve convergence rate 
(Ashyraliyev et al., 2009). Once an optimal solution is found, analysis of the (weighted) 
model residuals can reveal whether the model describes the data satisfactorily (Cedersund 
and Roll, 2009). If the fit is acceptable, a range of a posteriori tools can be employed to 
quantify parameter uncertainty and grasp the predictive power of the model. Next, we discuss 
relevant local and global optimization methods, followed by useful tools for a posteriori 
identifiability analysis of the model. For a more comprehensive review of the latter the reader 
is referred to Vanlier et al. (2013). 
 
3.2.1.1.Local optimization 
Local optimization methods use either gradient-free or gradient-based search methods. The 
former type of algorithms does not make use of the objective function gradient, but instead 
use different heuristics to arrive to an optimum. The most popular gradient-free methods are 
direct-search methods, of which the Nelder Mead (Nelder and Mead, 1965) and Hooke-
Jeeves (Hooke and Jeeves, 1961) methods are the most employed. Both methods employ 
pattern heuristics either to determine convenient directions of movement in the parameter 
space (Hooke-Jeeves direct search) or to smartly shrink the feasible space until an optimal 
solution is found (Nelder Mead adaptive simplex). Despite lacking some of the convergence 
guarantees of gradient-based methods and often displaying lower efficiencies for multi-
dimensional problems (Lagarias et al., 1998), these methods can be more attractive for some 
applications as they do not require explicit computation of gradients. This may be particularly 
convenient if the objective function is suspected to exhibit discontinuities or to be non-
differentiable in some regions. 
 Gradient-based optimization methods require a starting point and the gradient of the 
objective function with respect to the parameters represented by the Jacobian matrix J . In 
addition, some methods also require a Hessian matrix H containing second derivatives. As 
analytical closed forms for these matrices are rare and difficult to derive for nonlinear 
problems, numerical approximations are applied based on, for example, finite differences. 
Popular gradient-based methods are steepest descent (Cauchy, 1847), Newton-Raphson 
(Raphson, 1690) and trust region (Sorensen, 1982). The steepest descent and Newton-
Raphson methods only differ on how the directions of movement are defined (dsteep = J  and 
dnewton =
1H J ), while trust region methods use a simpler  typically quadratic  objective 
surrogate which enables efficient computation of the objective function surface. By 
comparing the expected improvement of the approximation with the original objective, a 
d and searched for optima. Out of the three methods, the Newton-
Raphson method is the fastest, displaying a quadratic order of convergence (Gerlach, 1994). 
It does, however, assume non-singular H  throughout the iterations and it can potentially fail 
if started too far from the optimum. Another family of popular local optimization methods 
restricted to quadratic programming problems, i.e., least-square fitting, are the Gauss-Newton 
and Levenberg-Marquardt methods (Levenberg, 1944; Marquardt, 1963). These two methods 
exhibit similarities with the Newton-Raphson algorithm, however they avoid evaluation of 
the Hessian and employ linear approximations based on different steep descent directions 
with accelerated convergence. 
Gradient-based optimization algorithms are by far the most employed for nonlinear 
optimization due to their speed and (local) convergence properties. These methods are 
suitable for fitting kinetic parameters in a bottom-up fashion  i.e., one-reaction-at-a-time  
using, for example, data from in vitro enzyme essay experiments. These methods should be 
avoided when globally fitting kinetic models  i.e., top-down approach  as they fail to 
thoroughly explore the objective function landscape and arrive to a global optimum. For this 
task, global optimization methods are preferred. 
 
3.2.1.2.Global optimization 
Global optimization methods are either deterministic or stochastic. Stochastic methods only 
enjoy weak theoretical guarantees of converging on the global optimum, whereas 
deterministic methods can provide higher assurance level for certain nonlinear optimization 
problems. Even then, nonlinear problems cannot in general be solved with certainty in finite 
time (Guus et al., 1995). 
As global convergence cannot be assured for either type, global optimizers of 
stochastic nature are preferred for dynamical modelling due to their comparatively lower 
(Moles et al., 2003). While 
deterministic methods usually approach the optimization problem using a deterministic 
(local) optimizer with dispersed initial values, stochastic methods accept or reject parameter 
sets in a probabilistic manner thereby avoiding getting trapped in local optima (Hendrix and 
Tóth, 2010). Popular stochastic algorithms for global nonlinear optimization include 
evolutionary algorithms (Goldberg, 1989) and simulated annealing (Kirkpatrick et al., 1983). 
Other popular methods known as meta-heuristics such as Taboo Search, Ant Colony 
Optimization and Particle Swarm methods have also found use for nonlinear optimization 
(Corne et al., 1999). For a rigorous comparison of the performance of different stochastic 
optimization methods in biochemical modelling see Moles et al. (2003). 
The improved performance of global optimizers has boosted their use for fitting large-
scale kinetic models. For instance, a comprehensive kinetic model of the Escherichia coli 
central carbon metabolism with 351 parameters was recently fitted using a genetic algorithm, 
yielding reasonably accurate description of the fermentation dynamics of wild-type and few 
genetic mutants (Jahan et al., 2016). Even larger models (> 103 parameters) of the E. coli 
central carbon metabolism (Khodayari and Maranas, 2016; Khodayari et al., 2014) have been 
recently constructed using genetic algorithms in combination with sampling-based 
frameworks (see Section 4.1.4. Ensemble Modelling for details). 
 
3.2.1.3.A posteriori analysis 
A diverse range of useful a posteriori diagnostics exists for statistically assessing the quality 
of the fitted model parameters. In the frequentist statistical setting, one can evaluate the 
discrepancies between the model and data using a 2-test to quantify goodness-of-fit 
(Franceschini and Macchietto, 2008). If the results are not fully satisfactory, alternative 
nested models, i.e., models that can be transformed into others by imposing linear constraints, 
can be fitted and compared with the initial hypothetical model using likelihood ratio tests 
(Lehmann and Romano, 2005), or other suitable criteria, e.g., Akaike Information Criterion 
(Akaike, 1973) or Bayesian Information Criterion (Schwarz, 1978). Sensitivity analysis can 
aid in the task of proposing alternative and simpler model structures by indicating parameters 
a priori in the model (Sacher et al., 2011), as well 
as more informative experiments (Franceschini and Macchietto, 2008). For an efficient 
algorithm for the latter task with applications in biochemical models, the reader is referred to 
Sánchez et al. (2014). 
Once the quality of the fit has been checked, the remaining task is to determine the 
MLE uncertainty. Under weak conditions and assuming a large number of samples N, the 
MLE can be represented by a normal distribution N( MLE , MLE) with covariance matrix 
MLE = FIM-1, where the FIM denotes the Fisher Information Matrix computed as the 
negative Hessian of the log-likelihood, i.e., ( )LH  (Cramér, 1946). If the FIM is invertible, 
its inverse provides a lower bound for MLE as indicated by the Cramér-Rao inequality 
(Cramér, 1946; Rao, 1945). We note that the assumption of MLE  normality does not always 
hold, for example, when the parameters are constrained and MLE  is close to the boundary, 
or more typically, when the parameters are simply non-identifiable because the FIM is non-
invertible. However, if the above regularity condition holds true, then an approximate 95%-
confidence interval can be then determined using t-distribution 
(Vanlier et al., 2013). Similarly, confidence intervals for the model predictions can be 
constructed using linear approximations based on the Jacobian 
MLE
J  of the model at MLE  
(Franceschini and Macchietto, 2008). 
As previously mentioned, asymptotic statistics requires reasonably good model 
identifiability and significant data, which are not commonplace in biochemical models. An 
alternative for asymptotic methods is the Likelihood Profile (LP) method, which provides 
more reliable confidence intervals by mapping the optimal likelihood path upon perturbations 
in individual parameters (Kreutz et al., 2013). In
reveal non-intuitive structural and practical identifiability issues in biochemical kinetic 
models (Raue et al., 2009). In fact, the LP method has been recently identified as the superior 
method for uncertainty assessment in kinetic models (Fröhlich et al., 2014). For an illustrative 
review of this method and its application the reader is referred to Kreutz et al. (2013). 
 
3.2.2. Monte Carlo-based methods for parameter inference 
Conditions for global optimality are rarely met in systems biology models in general 
(Gutenkunst et al., 2007), and particularly, in detailed kinetic models of metabolism (Heijnen 
and Verheijen, 2013). Due to the paucity of kinetic data and the highly nonlinear structure of 
kinetic models, MLE-based approaches are unable to yield a representative best parameter fit 
given the extremely rugged (i.e., non- -
obtained from MLE and other similar methods are very likely to represent spurious global 
optima, often overfitting the data, and more importantly, leading to premature discarding of 
alternative equally likely hypotheses (Vanlier et al., 2013). In practice, the latter implies that 
distinct parameter sets can have almost equal likelihood values, rendering parameters 
structurally and/or practically non-identifiable (Raue et al., 2009). To overcome this issue, 
sampling-based approaches for parameter inference resort to probability distributions for 
scanning the likelihood surface (or another functional) conditional on the chosen parameters. 
In addition, by sampling from defined probability distributions, parameter uncertainty can be 
properly quantified and accounted for in model predictions. As sampling-based methods 
require many samples to confidently represent a multi-dimensional space, implementation of 
these approaches incurs substantially greater computation times compared to MLE 
optimization-based approaches. However, considering the alternative of just having a (local) 
 point estimate with poor representativeness and predictive power, the use of sampling-
based strategies is not only justified, but also encouraged.  
 There are a multitude of sampling-based methods for uncertainty quantification in 
dynamic models and most rely on Monte Carlo simulation. Monte Carlo methods generate 
random samples from defined probability distributions to approximate a quantity of interest g 
in a not necessarily regular multi-dimensional region g. By using an appropriate sampling 
function on g and averaging the outcomes of random experiments, a reasonably good 
approximation g  of g can be achieved, provided that a sufficiently large sample is collected. 
The theoretical basis for this approximation rests on the Law of Large Numbers  for a large 
sample of size N, g  converges almost surely on g  and the Central Limit Theorem  the 
convergence rate of g  on g is of the order of N-1/2 (Mackay, 1998). A critical and maybe 
overlooked implication derived from the convergence property is that the Monte Carlo 
approximation does not dependent on the size of g, but only on the number of samples N. 
Although impressive at first sight, the latter assumes that samples are independent, which it is 
hard to achieve as directly sampling g  is often impossible without the use of elaborated 
sampling schemes that cannot guarantee complete independence (Rubinstein and Kroese, 
2011). Despite these difficulties, Monte Carlo methods enjoy widespread use due to the ease 
of implementation, flexibility, and more importantly, efficacy for problems that are simply 
intractable using alternative methods. Amongst the latter, quantification of the uncertainty in 
fitted parameters of kinetic models of metabolism has been of particular focus in recent years 
(Achcar et al., 2012; Kerkhoven et al., 2013; Murabito et al., 2014). Both frequentist and 
Bayesian Monte Carlo methods exists for parameter uncertainty analysis.  
 
3.2.2.1.Frequentist parameter uncertainty modelling 
Frequentists Monte Carlo methods rely on parametric or non-parametric bootstrapping to 
describe parametric uncertainties (Efron, 1979). In parametric bootstrapping data replicates 
are constructed using the original data and a parameterized error distribution and each 
replicate is used to re-fit the model to quantify parameter uncertainty. Non-parametric 
bootstrapping differs from the parametric approach in that data replicates are constructed by 
resampling with replacement from available experimental replicates, i.e., no probabilistic 
parameterization is required (Efron, 1981). Although non-parametric techniques are more 
robust than parametric methods as they do not make assumptions about the underlying error 
distribution, they require a greater number of bootstrap samples to properly describe the 
sample variability. Importantly, in both cases, the re-fitting task should be performed using 
robust global optimizers (e.g., multi-start algorithms (Hendrix and Tóth, 2010)) capable of 
exhaustively exploring the likelihood or the functional of interest, so that searches do not get 
trapped in (recurrent) local modes. Using both approaches, confidence intervals for parameter 
estimates can be obtained based on defined significance levels, and further corrected for bias 
and skewness (Diciccio and Romano, 1988). For an illustrative biochemical model example 
of bootstrapping refer to Joshi et al. (2006). Additional bootstrapping applications include 
model selection (only nested models) of signalling pathways using likelihood ratio tests 
(Muller et al., 2004). Further details about this test and applications in general can be found 
elsewhere (Lewis et al., 2011). 
 
3.2.2.2.Bayesian parameter uncertainty modelling 
Bayesian statistics provides a comprehensive and mature framework for uncertainty analysis. 
As previously mentioned, Bayesian methods seek to sample from the posterior distribution 
p( |yobs) to perform statistical inference. Hence, instead of restricting the parameter inference 
problem to the estimation of a single best  point estimate (e.g., MLE), Bayesian methods aim 
to compute the full parameter distribution conditional on the gathered data. Assembly of the 
posterior sample thus enables straightforward analysis of parameter uncertainties. For 
instance, determination of the 95%-percentile of p( |yobs) defines credible intervals  
analogous to confidence intervals in the frequentist setting  that formally reflect current 
beliefs about the model (Congdon, 2006). The same procedure can readily be applied to 
model predictions (forecast) as well as to model selection of any type (not necessarily nested) 
(Congdon, 2006).  
These powerful capabilities do come at the cost of expensive evaluation of multi-
dimensional integrals where Monte Carlo methods are not only suitable, but indispensable. 
Several efficient Monte Carlo methods have been developed  to address this challenge (Chen 
et al., 2000), enabling the implementation of Bayesian methods in biochemical modelling 
applications for parameter estimation and model selection of signalling pathway models 
(Eydgahi et al., 2013; Hug et al., 2013; Koutroumpas et al., 2016; Sunnåker et al., 2013b), 
metabolic models (Liepe et al., 2015; Saa and Nielsen, 2016a, c), as well as for experimental 
design (Busetto et al., 2013). In particular, the opportunity of defining prior knowledge 
combined with recent progress in advanced sampling schemes are increasing the use of 
Bayesian approaches for dynamic metabolic modelling (Vasilakou et al., 2016). 
 
4. Advanced frameworks for kinetic modelling and analysis 
Experience shows that the most challenging task in the construction of kinetic models of 
metabolism is the fitting of their parameters. Conventional fitting strategies are difficult to 
implement because of structural and practical identifiability issues in complex kinetic models. 
In spite the above difficulties, the past decade has seen an increase of advanced frameworks 
for tackling these challenges, offering novel capabilities for kinetic model analysis. 
Commonly based on Monte Carlo simulation, these advanced frameworks have shown 
promising results for the interrogation of dynamic properties, prediction of metabolic states 
and identification of key regulatory mechanisms in metabolic networks. 
In the following, we review recently developed modelling frameworks tailored for the 
analysis of kinetic models of metabolism. Reviewed frameworks include: Structural Kinetic 
Modelling (SKM) (Steuer et al., 2006), Optimization and Risk Analysis of Complex Living 
Entities (ORACLE) ( ), MASS framework (Jamshidi and 
Palsson, 2008), Ensemble Modelling (EM) (Tran et al., 2008), and General Reaction and 
Assembly Platform (GRASP) (Saa and Nielsen, 2015). The selection of these frameworks is 
underpinned by promising recent studies, and it is by no means exhaustive of all modelling 
approaches for kinetic modelling. However, we have focussed on these approaches as they 
constitute complete workflows for kinetic model analysis, i.e., from the formulation and 
construction of the kinetic representation, to its quantitative interrogation. Next, we revise in 
detail the features, capabilities and applications of each framework. 
 
4.1.Structural Kinetic Modelling (SKM) 
SKM is a modelling framework that enables dynamic analysis of a metabolic system with 
minimal information (Steuer et al., 2006). The key idea underlying this approach is that, 
while state predictions of the system in Eq. 1 require explicit kinetic parameterizations, 
dynamic analysis of its behaviour does not. By relying on the structure of the system and 
building a local linear approximation of its dynamic behaviour, SKM provides a versatile 
framework for exploring possible systems dynamics and predicting stability and robustness 
of metabolic states (Steuer et al., 2006), as well as unravelling relevant parameters and 
interactions underpinning the above (Grimbs et al., 2007). 
 Central to SKM is the Jacobian matrix refxJ   a matrix with partial derivatives of the 
system states , which captures the dynamic response of the system in the vicinity of a (not 
necessarily unique or stable) reference metabolic state. The Jacobian represents a linear 
approximation of system dynamics that can be constructed even if detailed knowledge of the 
rate equations is lacking. To do so, SKM formulates the above matrix as the product of two 
matrices and v
x
, which respectively describe the structure and kinetic-order of the system,
 
ref
ref
ref ref ref ref ref( ; ; ) ( ; ; ; )
d
dt x
v
x x
x vS x = J x
x
J S x v x x v v
       (26) 
 
where x  represents deviation state variables defined as refx x x . Notably, in the above 
equation  is solely function of known structural and constant quantities, whereas vx  
depends on the degree of saturation of the reactions at the operation point ref ref( ; )x v . Given 
the general functional form of vx , this matrix is also called the  or 
elasticity matrix and possesses a known sparsity pattern. Importantly, the nonzero entries of 
v
x  have well-defined intervals that can be uniformly sampled, yielding an ensemble of 
possible Jacobians (for a detailed overview of the approach, see Fig. 4A). In this way, starting 
from the structure of the network and with very limited kinetic information, the SKM 
workflow enables statistical analysis of the characteristic properties of the Jacobian ensemble 
(i.e., eigenvalues) allowing appraisal of the dynamic properties of the system such as stability 
and oscillations, as well as identification of transition phases (bifurcations) (Steuer et al., 
2006). Main applications of this approach have revealed non-intuitive insights into the 
influence of allosteric regulations in the dynamic operation of human erythrocytes (Grimbs et 
al., 2007), as well as specific metabolite levels (specifically low pyruvate and oxaloacetate) 
required to attain maximally stable networks in the plant mitochondrial TCA cycle (Steuer et 
al., 2007) (Fig. 4B). 
 
Fig. 4. Overview of the Structural Kinetic Modelling (SKM) framework. A Starting from the network 
structure and with minimal experimental and kinetic information, the SKM workflow generates a 
population of Jacobians that enable exploration of the dynamic properties of a metabolic. B Main 
applications of the SKM framework include the identification of key regulatory (allosteric) 
checkpoints responsible for an increased stability of the central carbon metabolism of the RBC 
(Grimbs et al., 2007), as well as identification and determination of metabolite levels required to 
attain a more robust operation of the TCA cycle in plants; in this case, low relative levels of pyruvate 
and oxaloacetate (Steuer et al., 2007).     
 
From a practical standpoint, however, this framework is of rather limited use for 
kinetic interrogation. As the capabilities of this framework are solely focussed on the 
dynamic analysis of metabolic networks, SKM is not suitable as a predictor of metabolic 
states or missing regulatory interactions, i.e., metabolic states and regulatory interactions 
need to be known a priori for their analysis. In addition, Jacobians built in the early SKM 
framework have not explicitly considered thermodynamic constraints (i.e., Haldane 
relationships) when sampling saturation levels in the elasticities, rising concerns about the 
thermodynamic plausibility of the inferred Jacobians. Thermodynamically safe expressions 
(Liebermeister et al., 2010) and novel sampling methods (Childs et al., 2015) have been 
proposed to address and remedy this issue, however SKM results still need to be interpreted 
with caution. The fact that saturation levels are uniformly sampled does not guarantee 
hence, conclusions drawn from this approach should 
ideally be contrasted against experimental data. 
 
4.2.MASS framework 
Construction of genome-scale kinetic models can be readily achieved using the LMA for 
each metabolic reaction. As only a single rate parameter (forward rate constant) is required to 
describe the reaction rate  provided that the thermodynamic equilibrium constant is known 
(refer to Section 2.1.1. Mass Action)  formulation of large-scale kinetic models can be easily 
realized solely based on stoichiometry. Following this rationale, the MASS framework 
proposes a scalable framework for constructing genome-scale kinetic models (Jamshidi and 
Palsson, 2008). Furthermore, the latter derives fundamental dynamic properties of the mass 
action formulation. Starting from a local linearization around a reference state in Eq. 1, the 
dynamic mass balance adopts the same form of Eq. 26, i.e., ref  , (0)d dt xx = J x x 0 . 
Application of the LMA for each reaction then yields the following decomposition of the 
Jacobian of metabolic states, 
 
ref eq
PERCdiag( ) ( ; )xJ S k x K        (27) 
 
where diag(kPERC) is a diagonal matrix including forward rate or pseudo-elementary rate 
constants (kinetic information), and  denotes a gradient matrix that incorporates the 
metabolite concentrations and equilibrium constants (thermodynamic information). 
Fundamental properties of this decomposition include: structural similarity (S ~ GT), duality 
( v G x  and refvJ G S ), and timescale decomposition based on the eigenvalues 
distribution of refxJ  or 
ref
vJ . In terms of model formulation, the workflow is straightforward 
and comprises the following steps: 1) selection of a steady-state flux solution, 2) definition of 
concentrations for the each metabolite in the network (here approximations are typically 
used), 3) determination of equilibrium constants for each reaction (e.g., using Group 
Contribution methods (Jankowski et al., 2008; Noor et al., 2013)), and 4) calculation of 
forward rate constants at the reference state. A complete overview of the MASS framework is 
depicted in Fig. 5A. 
Thanks to the minimal information requirement, application of the MASS framework 
has been possible to very large metabolic models for exploration of their dynamic properties. 
Examples of the latter are the dynamic analysis of the RBC metabolic network for time-scale 
separation (modularization) (Jamshidi and Palsson, 2008), and for studying the metabolic 
response upon environmental perturbations in regulated and non-regulated model versions 
(Jamshidi and Palsson, 2010). In a more recent and notable application, the MASS 
framework was employed to construct personalized whole-cell kinetic models of RBCs 
(Bordbar et al., 2015) (Fig. 5B). As the metabolic state of the network (fluxes) cannot be 
uniquely determined in this system, the authors employed a Monte Carlo technique for 
sampling the flux space and constructing a representative ensemble of baseline kinetic 
models. Integration of the latter model with high-throughput metabolomic information and 
dynamic profiling, enabled unprecedented study of variations (at the kinetic level) between 
different individuals. Most remarkably, the authors showed that personalized kinetic 
parameters were better predictors of the off-target effects of drugs in susceptible genotypes  
in this case ribavirin for haemolytic anaemia  than metabolite concentrations. In addition, 
given the breadth of the model, the authors could identify reaction modules at genome-scale 
that emerged using time decomposition based on their characteristic time-scales (Fig. 5B). 
 
Fig. 5. Overview of the MASS framework. A The MASS framework is likely the most scalable 
framework for large-scale kinetic model construction. By using the network topology and 
thermodynamics combined with available omics data at a reference state, this framework enables 
appraisal of the kinetic (kPERC) and dynamic (Jacobians) properties of large metabolic systems. B 
Application of the MASS framework for the construction of personalized whole-cell models of RBCs 
from different individuals revealed kinetic differences and network susceptibilities to metabolic drugs, 
as well as organization of the network in reaction modules operating at distinct time scales (Bordbar 
et al., 2015).        
 
 Of all the kinetic modelling and analysis frameworks, the MASS framework is 
probably the most scalable due to its data-driven nature and dependency on fundamental 
stoichiometric and thermodynamic information. Despite the challenge of data completeness 
and error, sampling-based techniques can be implemented to handle such situations. As such, 
construction of MASS-derived kinetic models can be very useful for studying kinetic 
differences between individuals at a defined reference state, e.g., healthy or disease. MASS 
models, however, hold limited capability for metabolic state prediction, as they rely on a 
linearization around an operation point parameterized using simple mass action kinetics. A 
recent comparison between different kinetic formalisms showed that mass action kinetics 
along with other simplified kinetic expressions can display substantial  and often unexpected 
 discrepancies when compared against mechanistic expressions in small metabolic models 
(Du et al., 2016). Thus, reliable predictions of the impact of large metabolic perturbations 
and/or system properties like metabolic control coefficients cannot be achieved within this 
framework. 
 
4.3.Optimization and Risk Analysis of Complex Living Entities (ORACLE) 
The ORACLE framework originates in the Log-Lin formalism and its extension to the 
assessment of dynamic uncertainty within the framework of Metabolic Control Analysis 
(MCA) (Wang et al., 2004). MCA is one the first formal frameworks for studying the 
behaviour of metabolic networks and seeks to quantify the sensitivity of the network upon 
genetic and environmental perturbations (Heinrich and Rapoport, 1974; Kacser and Burns, 
1973). More precisely, MCA is a type of sensitivity analysis specific for metabolic networks 
that yields flux ( )vEC  and metabolite ( )
v
xC  control coefficients. Together, these coefficients 
quantify the impact induced by changes in enzyme activities and metabolite concentrations 
on reaction fluxes at a reference point. Most remarkably, these coefficients represent system 
or global properties of the network, which are underpinned by local kinetic properties 
captured in the reaction elasticities. 
 MCA was previously limited to well-studied systems where kinetic information and 
metabolite concentrations were available (Nielsen and Jørgensen, 1995; Poolman et al., 2000; 
Rossignol et al., 2000). To overcome these limitations, Wang et al. (2004) developed a Monte 
Carlo-based framework, where scaled metabolite concentrations are uniformly sampled and 
used to generate a population of elasticities and corresponding control coefficients. 
Evaluation of the (local) stability of each member in the population is then performed using 
the MCA framework developed for the Log-lin formalism (Hatzimanikatis and Bailey, 1997), 
and used to reject unstable (deemed as infeasible) population members. This consistency 
check also requires metabolite concentrations, which can be sampled within physiological 
ranges. Analysis of the population of control coefficients can then reveal the control structure 
of the network under a defined condition (given by a reference flux distribution), as well as 
possibly non-trivial couplings between reactions (refer to Wang and Hatzimanikatis (2006) 
for an illustrative application in Saccharomyces cerevisiae). 
 A second generation of the MCA framework under uncertainty came with the 
introduction of the ORACLE framework as it is known today ( imanikatis, 
2010). The latter extended the capabilities of the original framework by introducing a 
convenient parameterization for the elasticities as functions of auxiliary parameters  = u(e; ), 
where e denotes enzymatic state abundances (e.g., free enzyme, enzyme-substrate complex, 
etc.) and  represents coefficients of displacement from equilibrium. The latter coefficients 
ensure that the choice of the sampled elasticities is consistent with the reaction 
thermodynamics ( Gr), increasing the reliability of the elasticity population. The 
mathematical form of the u function is dictated by the rate law used to parameterize each 
reaction and can be derived directly from the employed approximate (commonly the case) or 
mechanistic rate law. By integrating these features and proceeding in a similar fashion to the 
initial framework, a representative population of control coefficients can be obtained that 
accurately represents the dynamic state of the system. Additional experimental information 
about control coefficients and/or enzyme states can readily be included if available (
and Hatzimanikatis, 2011). A complete overview of the most recent ORACLE framework is 
depicted in Fig. 6A. 
 
Fig. 6. Overview of the Optimization and Risk Analysis of Complex Living Entities (ORACLE) 
framework. A Formulation of the network structure integrated with fluxomic data supported by 
directionalities based on thermodynamic and metabolomic data, enables definition of a reference state 
for the ORACLE application. This framework generates a population of control coefficients, 
Jacobians and elasticities that together fully characterize the dynamic state of the system in the 
neighbourhood of the reference state. B Recent application of the ORACLE to a BDO-overproducing 
E. coli strain showed excellent agreement with reported data for the identification of non-intuitive 
pathways and reactions controlling BDO production and yield in a large-scale kinetic model 
(Andreozzi et al., 2016a). 
 
 Since the appearance of the ORACLE framework, there have been several 
applications devoted to better understand metabolic robustness and flexibility (Chakrabarti et 
al., 2013; Soh et al., 2012), and more recently, to rationally engineer microbial strains 
(Andreozzi et al., 2016a; Savoglidis et al., 2016). Remarkably in Andreozzi et al. (2016a), a 
comprehensive control analysis of a recombinant E. coli producing 1,4-butanediol (BDO) 
using a large-scale kinetic model revealed metabolic engineering targets for improving BDO 
production, showing high agreement between model predictions and confirmatory 
experiments (Fig. 6B). In the case of Savoglidis et al. (2016), a novel mathematical 
framework called Inverse Metabolic Control Analysis (IMCA) was introduced to study the 
complex sphingolipid biosynthesis in S. cerevisiae. The key novelty of this approach is that it 
enables determination of the (log)changes in enzyme activities, as function of measured 
(log)changes in metabolite concentrations and concentration control coefficients derived from 
the conventional ORACLE. As the enzymes of this pathway catalyse several reactions, 
IMCA helps reveal the most influential enzymes in the complex network. Another recent 
extension of the ORACLE approach relates to its application for studying and reducing the 
uncertainty in large-scale kinetic models using a classification algorithm (iSCHRUNK) 
(Andreozzi et al., 2016b). Rejection of kinetic parameter samples by imposition of stability 
and consistency criteria in the ORACLE, implies that there are parameter patterns (rules) that 
render models infeasible. By learning these patterns, the frequency of feasible parameters can 
be improved. Furthermore, characterization of the feasible parameter space confirmed 
models, i.e., few parameters are constrained to narrow 
regions of the space whereas most of the parameters can be largely varied (Daniels et al., 
2008; Gutenkunst et al., 2007). It is also suggested that iSCHRUNK can be used as an 
alternative uniform, non-asymptotic, solution space sampler, although no rigorous proofs of 
the latter are offered. 
 The ORACLE framework represents a complete framework for studying dynamic and 
control properties of metabolic systems at well-defined steady state. As such, ORACLE can 
suggest metabolic engineering strategies to optimize the performance of the system around 
the reference phenotype. The latter implies that the predictive power of ORACLE is 
inherently limited to the proximity of the studied state. Also, the fact that the central 
quantities generated are elasticities  which can be in turn derived from disparate kinetic 
formats  somewhat complicates their deconvolution, precluding execution of simple tasks 
like time course simulation (Srinivasan et al., 2015). 
 
4.4.Ensemble Modelling 
The concept of ensemble modelling  has its roots in the field of statistical mechanics (Gibbs, 
1902), and it was not until the last decade that was introduced in the field of systems biology 
(Alves and Savageau, 2000; Battogtokh et al., 2002). Simply put, an ensemble of models is a 
collection of different models describing competing hypothesis about a determined 
phenomenon. As the amount of data increases, the confidence and predictive power of the 
ensemble increases and converges to a single explanatory model with most of the weight. In 
the context of systems biology, however, there have been two uses and/or interpretations for 
ensemble modelling. The first interpretation follows the above definition and seeks to 
formulate different biochemical models describing alternative regulatory mechanisms 
(Battogtokh et al., 2002; Kuepfer et al., 2007; Schaber et al., 2011). The second interpretation 
is more similar to a relaxation approach, where a single model structure is parametrized by 
different parameter values yielding quantitatively distinct models (Alves and Savageau, 2000; 
Tran et al., 2008). 
Following the latter interpretation, the Ensemble Modelling (EM) approach was 
introduced by Tran el al. (2008) for describing feasible kinetic models consistent with 
experimental data. One of the most remarkable achievements of this approach was the 
derivation of an elegant procedure for parameterizing catalytic reactions around a reference 
state using the ER-MA formalism. The key idea behind the EM approach is that rate 
constants can be normalized ( k ) and recast as simple combinations of auxiliary parameters 
(enzyme state abundances e and microscopic reversibilities R  closely related to coefficients 
of equilibrium displacement in ORACLE) that are constrained by mass and energy 
conservation laws. These auxiliary parameters can be sampled uniformly and encompass all 
the allowable values for k . Notably, the proposed parameterization does not require a fully 
defined reference point, but only needs definition of a reference flux distribution (vref) and 
thermodynamic driven forces for each reaction ( Gr). The behaviour of each ensemble model 
is then represented by a set of ODEs (Tran et al., 2008), 
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where x  and E  represent respectively normalized metabolite and enzyme concentrations, 
i.e., refi i ix x x  and 
ref
i i iE E E , and diag(xref) is a diagonal matrix with the reference 
metabolite concentrations. As steady-state data is typically used to train the ensemble, xref 
does not need to be known exactly to determine the metabolic steady-state of the system. 
Also, as the EM approach relies on the ER-MA parameterization, any non-allosteric 
regulatory mechanism (i.e., substrate-level regulation) can be described. Once the model is 
defined and the experimental data collected, the EM approach generates an initial large 
ensemble of models that it is subsequently reduced as more data becomes available. The 
latter is achieved by removing models that do not agree with the observations within some 
defined error. The ultimate goal of this approach is to find a single model that accurately 
(Tan et al., 2011; Tran et al., 2008). We note that this goal is 
counter to the original purpose of an ensemble. A complete overview of the EM approach is 
depicted in Fig. 7A. 
 
Fig. 7. Overview of the Ensemble Modelling (EM) framework. A Ensemble Modelling workflow for 
kinetic model construction and selection. As more data is collected, the ensemble of models (herein 
represented by different parameterizations of the same model) is pruned and reduced until a single 
explanatory is left. B Applications of the EM paradigm have evolved and involve two new approaches 
for kinetic analysis with different scopes. The Ensemble Modelling with Optimization (EM-O) 
approach seeks to fit a large kinetic model to genome-scale networks for the prediction of metabolic 
states and yields using large-scale omics datasets from mutant strains. On the other hand, the 
Ensemble Modelling for Robustness Analysis (EM-RA) seeks to determine and define metabolic 
targets and conditions that ensure robust metabolic performance when (over)producing valuable 
metabolites.       
 
 Application of the EM approach has yielded valuable insights into the kinetic 
behaviour of metabolic networks in model organisms such as E. coli (Contador et al., 2009; 
Rizk and Liao, 2009; Tan and Liao, 2012), human cells (Dean et al., 2010; Khazaei et al., 
2012) as well as non-model organisms such as Rhodobacter sphaeroides (Rizk et al., 2011). 
More recently, an optimization-based strategy for parameter estimation was implemented to 
build large-scale models of the E. coli the central carbon metabolism (Khodayari and 
Maranas, 2016; Khodayari et al., 2014). By combining the EM approach for generating a 
population of feasible parameter candidates for each reaction and a genetic algorithm for 
identifying accurate combinations of parameters for different reactions, large-scale kinetic 
models can be constructed. We have designated this approach EM-O (Ensemble Modelling 
with Optimization, refer to Fig. 4). The last model reported by Khodayari and Maranas 
(2016) represents  to the best of our knowledge  the most comprehensive (457 reactions, 
337 metabolites and 295 substrate-level regulatory interactions) and experimentally validated 
(25 mutant strains) kinetic representation of a microbial metabolism to date. Predictions of 
product yields for 320 engineered strains using this reconstruction are substantially superior 
than those derived from purely stoichiometric-based methods (Khodayari and Maranas, 2016) 
(Fig. 7B). 
Another recent extension of the EM approach  known as Ensemble Modelling for 
Robustness Analysis (EM-RA) (Lee et al., 2014)  has been proposed for studying the 
robustness of metabolic systems upon enzymatic perturbations by combining EM with the 
continuation method for bifurcation analysis (Allgower and Georg, 2003). Briefly, EM-RA 
looks at the probability of failure in the ensemble upon manipulation of the activities of 
distinct enzymes to different extents (Fig. 7B). Application of this approach has been 
successfully performed for the dynamic analysis of non-native pathways (Lee et al., 2014) as 
well as cell-free systems (Theisen et al., 2016), highlighting in both cases the trade-off 
between robustness and performance in enzymatic systems. More recently, the EM-RA 
approach has been extended and applied to define the Kinetically Accessible Yield (KAY) 
for the production of exo-metabolites (specifically isobutanol in E. coli mutants) based on 
stability and robustness considerations (Rivera et al., 2017).     
Main limitations of the EM approach for kinetic modelling relate to lack of 1) 
parameter uncertainty measures, and 2) careful consideration of allosteric interactions. In the 
former case, given the huge number of parameters involved in EM-derived kinetic models, 
representation of the system with a single accurate point estimate is insufficient to properly 
assess the uncertainty of the fitted. For instance, application of bootstrapping methods can be 
of help for estimating approximate confidence intervals or other relevant uncertainty 
measures. In the case of allosteric interactions, a previous EM study showed that inclusion of 
all known allosteric interactions in a model of the central metabolism of human cells severely 
hindered the convergence of the ensemble (Khazaei et al., 2012). Proper inclusion of 
allosteric interactions as described in Eq. 16 may help to overcome this limitation (Saa and 
Nielsen, 2015). 
 
4.5.Approximate Bayesian Computation and General Reaction and Assembly Platform 
(ABC-GRASP) 
The most recent framework for kinetic modelling is GRASP. Initially formulated as a kinetic 
formalism for describing general reactions performed by oligomeric enzymes (Saa and 
Nielsen, 2015), GRASP evolved recently into statistical framework grounded on Bayesian 
principles for constructing feasible kinetic models of metabolic reactions (Saa and Nielsen, 
2016c) and networks (Saa and Nielsen, 2016a). The original kinetic formalism relies on the 
decomposition of the reaction flux as the product of a regulatory and catalytic functions 
derived from the Generalized MWC model (for details refer to Section 2.2.2. Allosteric 
kinetics and the Monod-Wyman-Changeux model). This decomposition enables mechanistic 
description of the kinetics of any oligomeric enzyme, provided that the reaction mechanism 
and conformation transitions are defined. More importantly, the Generalized MWC model is 
fully compatible the ER-MA formalism, enabling ready implementation of the normalization 
around the reference state yref = (vref; Gr) used in EM (Tran et al., 2008). Application of the 
latter normalization along with generalization of the ER-MA parameterization proposed in 
GRASP to both compulsory order and random reaction mechanisms, yields the following 
general expression for the calculation of the rate constants,
 
E R elem( ) ( )k P e R r         (29) 
 
where PE and R represent respectively diagonal matrix functions of the enzyme state 
abundances and microscopic reversibilities, and relem denotes a branching vector necessary to 
capture the split of elementary fluxes in random binding reaction mechanisms. For 
compulsory order mechanisms that latter factor is constant and given by relem = 1. The 
mathematical forms of both PE and R are determined by the catalytic mechanism of reaction. 
Using the general formula described in Eq. 29, the rate constants for the active (R) and tense 
(T) form of any oligomeric enzyme can be computed, hereby enabling mechanistic 
description of allosteric kinetics. Definition of Dirichlet distributions  i.e., a class of 
probability distribution defined on a simplex  for the enzyme states and log-reversibilities, 
and uniform distributions for relem, enables exploration of the thermodynamically feasible 
kinetic space for any type of catalytic enzyme. Emergent properties relating to the behaviour 
of elasticities for different thermodynamic affinities and catalytic mechanisms, kinetic 
cooperativity and allosteric effects have been recently studied and revealed using GRASP 
(Saa and Nielsen, 2015). 
Realization that the probability distributions defined in GRASP effectively act as 
thermodynamically feasible priors for the auxiliary parameters  which in turn determine 
uniquely the distributions for the kinetic parameters of metabolic reactions , opened the door 
for the implementation of Bayesian strategies for parameter inference. The only element 
missing for performing full Bayesian inference is a likelihood function (refer to Eq. 25), 
which unfortunately is intractable for these applications. Indeed, due to the complex form of 
kinetic expressions and the unknown correlation between parameters, definition of a suitable 
likelihood function is hard. To overcome this issue, we turned to an Approximate Bayesian 
Computation (ABC) approach that bypasses the need for a likelihood using instead a 
comparison between simulations and data (Sunnåker et al., 2013a). By evaluating the 
discrepancy between the simulation and the experimental data, an approximate posterior 
sample can be generated and employed for parameter inference and predictions. We denote 
ABC-GRASP the combined approach using ABC for parameter inference, and GRASP for 
prior distribution generation. A summarized overview of the latter framework is depicted in 
Fig. 8A. 
Implementation of this approach has yielded novel insights into the consequences of 
kinetic constraints on the control structure of simple catalytic mechanisms, as well as for 
inferring likely kinetic features of complex mutant enzymes (e.g., P450 monooxygenases) 
from modest wild-type kinetic data (Saa and Nielsen, 2016c). A more recent application of 
the ABC-GRASP approach for studying the complex metabolic regulation in the mammalian 
methionine cycle, showed that the posterior samples do not only converge on the true 
parameter values, but also improve their prediction fidelity as more data is known (Saa and 
Nielsen, 2016a) (Fig. 8B). Furthermore, owing to its Bayesian character, advanced modelling 
tasks like model selection are also supported, which enabled partial identification of missing 
allosteric interactions in an incomplete model of the cycle (Fig. 8B). 
 
Fig. 8. Overview of the Approximate Bayesian Computation and General Reaction Assembly and 
Sampling Platform (ABC-GRASP) framework. A General workflow of the ABC-GRASP framework. 
Of all the reviewed frameworks, this approach requires the highest amount of prior and experimental 
information for the construction of mechanistic kinetic models. The ABC-GRASP output corresponds 
to a distribution of a posteriori parameters that are both consistent with prior knowledge (mechanistic 
and thermodynamic information) and experimental observations. B ABC-GRASP has been able of 
identifying missing allosteric interactions, as well as predicting metabolic control and states with high 
accuracy in complex metabolic models (Saa and Nielsen, 2016a). 
 
 Altogether, the ABC-GRASP framework constitutes a complete modelling suite for 
Bayesian parameter inference in detailed kinetic models of metabolism. We note this 
framework holds additional modelling capabilities so far not exploited, e.g., (Bayesian) 
experimental design and prior priming using reported kinetic data from databases. Indeed, 
this framework can benefit from a range of statistical capabilities underpinned by the 
Bayesian paradigm. However, as in any other Bayesian approach, there are several challenges 
related to the Monte Carlo computation of the probabilistic quantities in high-dimensional 
spaces. Even efficient Sequential Monte Carlo methods struggles to converge on the posterior 
if the latter is too diffuse (Beskos et al., 2014). Considering the high-dimensionality of kinetic 
models generated using GRASP, proper representativeness of the parameter space can be 
difficult to attain in large kinetic models. As such, the scalability to large-scale kinetic models 
is the main limitation of the ABC-GRASP framework. 
 
4.6.Selection of modelling framework 
Depending on the scope of the study and the availability of data and information, different 
frameworks will be more appropriate and effective for answering determined research 
questions. As shown earlier, each approach supports different modelling capabilities. While 
some frameworks are designed for the study of structural and dynamic properties of 
metabolic networks around a reference state (SKM, MASS and ORACLE), others have 
focused on the accurate prediction of metabolic states (EM and ABC-GRASP). Additional 
features such as scalability and data requirements are also important and must be considered 
when choosing a modelling framework for a specific metabolic network. Ultimate ly, the 
intended application is most critical when choosing a kinetic modelling framework. For 
metabolic engineering purposes, ORACLE, EM and ABC-GRASP are the most suitable, with 
ORACLE and EM the most scalable. On the other hand, for exploratory studies with modest 
experimental data, the SKM and MASS provide convenient frameworks for interrogating 
large networks. Finally, for prospective studies where different model hypotheses are to be 
tested, ABC-GRASP offers the soundest mathematical framework for statistical inference 
and uncertainty analysis. A general chart summarizing the key features of each framework as 
well as their historical development is depicted in Fig. 9. 
 
Fig. 9. Advanced modelling frameworks for kinetic modelling and analysis. The figure depicts the 
historical development of recent frameworks as well as the general supported capabilities (PRIMAL). 
The five considered frameworks are coloured coded as follows: ORACLE (green), SKM (purple), 
MASS (red), EM (orange), and GRASP (blue). Abbreviations: MCA, Metabolic Control Analysis; 
SKM, Structural Kinetic Modelling; EM, Ensemble Modelling; ORACLE, Optimization and Risk 
Analysis of Complex Living Entities; EM-RA, Ensemble Modelling for Robustness Analysis; EM-O, 
Ensemble Modelling with Optimization; GRASP, General Reaction and Assembly Platform; ABC-
GRASP, Approximate Bayesian Computation and GRASP; IMCA, Inverse Metabolic Control 
Analysis. 
  
5. Future directions 
Up to this point, we have presented a complete overview of the main modelling frameworks 
for formulating, constructing and analysing kinetic models of metabolism. In the following, 
we briefly discuss the advances and current limitations hindering the construction of kinetic 
models in the context of the literature reviewed. We finish with a brief comment on the 
outlook of the next generation of kinetic models for metabolic modelling. 
 
5.1.Opportunities and advances 
The greatest strength of kinetic models lies in their ability to integrate all the factors that 
determine reaction flux. This unique feature cannot easily be replicated, for example, by 
genome-scale stoichiometric models. Several strategies have leveraged and adapted the CBM 
formulation to incorporate kinetic information, yielding important improvements in the 
prediction fidelity of metabolic of fluxes under different conditions (Chowdhury et al., 2014; 
Cotten and Reed, 2013; Yizhak et al., 2010). Even the most comprehensive metabolic 
mathematical representation of an organism captured in the so-called ME-model 
(Macromolecular Expression model), requires adequate parameterization of enzyme 
turnovers for accurately predicting by-products secretion (King et al., 2017). These kinetic 
features are naturally included in kinetic models and highlight the importance of kinetic 
information in the prediction of metabolic states. As the construction of kinetic 
representations becomes more frequent, we expect the predictive performance of 
stoichiometric models to increase by integrating the key kinetic features of the latter models. 
 More fundamentally, kinetic models can assist in understanding complex metabolic 
traits of biological systems. Complex behaviours such as activation, inhibition, stability, 
oscillations and ultra-sensitivity, are dynamic in nature, and hence, necessitate a kinetic 
representation. As these behaviours often arise from the interplay between different 
components of the system, their operation can be only grasped using globally interacting 
kinetic models. A remarkable example of the above is the model developed by Kotte et al. 
(2010), which describes an emergent property of metabolic adaptions in E. coli denominated 
distributed sensing . By sensing specific flux-signalling metabolites, system-level 
adjustments of the network emerge within the metabolic network itself. Identification of such 
behaviour was achieved by the modular integration of a kinetic model of the central carbon 
metabolism with dynamic models of transcriptional and translational regulation. Another 
relevant application of detailed kinetic models in the field of systems medicine, identified 
metabolic targets and drugs capable of affecting parasites (Trypanosoma brucei) without 
collateral damage to the host (erythrocytes) (Haanstra et al., 2017) -
tested metabolic targets showed excellent 
agreement in co-cultures experiments of both cell types. These examples highlight the 
potential of kinetic models for unravelling nontrivial metabolic behaviours as well as the 
mechanisms underpinning the latter. 
 Probably the most intuitive application of kinetic models is for the optimization of 
cell factories in biotechnological processes (Almquist et al., 2014). As the availability of 
(Nielsen and Keasling, 2016), i.e., strains that already 
produce high amounts of various precursor intermediates, the requirement of detailed kinetic 
models capturing the fine regulation of the production pathway should also increase. Thanks 
to detailed information embedded in kinetic models, sophisticated metabolic engineering 
strategies can be identified and implemented for improving cell and process performance. 
The reviewed modelling frameworks offer different alternatives for arriving to such rational 
strategies.  
 
5.2.Challenges and limitations 
Despite recent advances in kinetic modelling frameworks, kinetic model development 
remains an ongoing challenge in the field. Main limitations hindering further progress are the 
disparity and high-dimensionality of rate laws, incomplete knowledge of regulatory 
interactions, paucity of broad datasets for kinetic model construction, and proper description 
of complex regulatory events. The above limitations render construction of detailed kinetic 
models a challenging task and explains the limited use of kinetic modelling compared to the 
more established stoichiometric models for metabolic modelling.  
 A key challenge for kinetic modelling is the structural and quantitative uncertainty 
surrounding kinetic representations. Our knowledge about regulatory interactions is quite 
limited and often consists of putatively assigned regulatory functions. The latter complicates 
fitting of kinetic models as all relevant regulatory interactions must be included a priori to 
parameterize the model. In this regards, modelling frameworks capable of sampling the space 
of possible regulatory interactions can be of great assistance (Saa and Nielsen, 2016a; 
Sunnåker et al., 2014). A promising novel approach called SIMMER based on Bayesian 
statistics using Monte Carlo sampling and combining a comprehensive omics dataset  
proteomic, fluxomic, and metabolomic data  from yeast cultivation under different 
conditions not only recapitulated known metabolic regulators, but also yielded novel ones 
(e.g., inhibition of pyruvate kinase flux by citrate/isocitrate) (Hackett et al., 2016). However, 
these approaches may still fail to identify key interactions given the huge size of the 
interaction space and large amounts of data needed to discern between similar structures. 
Furthermore, even if all interactions are known, the complex nonlinear nature of mechanistic 
expressions makes it difficult to fit their parameters using conventional fitting approaches, 
especially when trying to construct large-scale kinetic models (Heijnen and Verheijen, 2013). 
The use of sampling approaches and  to a lesser extent due to their lack of kinetic detail  
approximate kinetic laws can help to address these limitations; however, improving the 
quality and quantity of data is ultimately what is required to overcome this stumbling block. 
Considering that in vivo measurements are subject to homeostatic control and they are often 
limited to few metabolites and proteins, generation of the necessary dataset for the 
construction of genome-scale kinetic models still represents a great obstacle. Even though the 
recent large-scale kinetic reconstruction of the E.coli central metabolism invites us to think 
otherwise, we highlight that the achievement of the training dataset required integration of 
multiple wide datasets and substantial data pre-processing and normalization (Khodayari and 
Maranas, 2016). 
From a theoretical standpoint, mathematical integration into a unified framework of 
the several layers of regulation at the transcription, translation, and post-translation levels is 
probably one of the toughest challenges (Chowdhury et al., 2015). At the post-translational 
level, cooperative and allosteric regulation has long been known to play a critical role in the 
behaviour of metabolic pathways (Gerhart and Pardee, 1962). Recent studies have 
particularly highlighted the role of this type of regulation during rapid metabolic adaptations 
(Link et al., 2013; Xu et al., 2012). Description of these regulations can be achieved using 
mechanistic (e.g., Generalized MWC) or approximate (e.g., reversible Hill equation) kinetic 
formalisms. The use of the former formalisms is advantageous as it enables discovery of the 
underlying mechanisms of action and it can be supported by recent sampling frameworks 
(Saa and Nielsen, 2015). Signal transduction (i.e., protein de-/phosphorylation), translation 
(i.e., protein synthesis and degradation), and gene-expression regulation (i.e., transcription 
factor binding, synthesis and degradation) remain open problems from a fundamental, kinetic 
modelling point of view. Despite the difficulty of bringing together these different layers of 
regulation in a unified mechanistic formalism, definition of an operational framework 
grounded in metabolic and hierarchical control analysis and borrowing concepts from control 
engineering, may be the way forward for the design and analysis of such integrated systems 
(He et al., 2016). 
 
5.3.Outlook 
Kinetic models should realize the long-sought dream of predicting how metabolic phenotypes 
are shaped dynamically by the genetic content and environmental conditions. As such, we 
envision a future where kinetic models are not merely symbolic abstractions of cell 
metabolism, but instrumental to understand the complex regulation of metabolic networks. 
Furthermore, these mathematical representations will be the cornerstone for driving 
discoveries in the field of biomedicine and advancing biotechnological applications. In 
addition, we foresee an increase in the scope and degree of integration of additional layers of 
metabolic regulation supported by recent developments in modelling frameworks. 
 Key aspects that will be critical in the advancement of large-scale kinetic models are 
1) how they can be brought to larger scales, 2) how uncertainty is captured and described, and 
3) how models are effectively communicated. The first point relies not only on the 
continuous development and advancement of modelling frameworks, but also on the 
generation of the required datasets for constructing such models. Although there are few 
comprehensive multi-omics datasets available for such purpose (Buescher et al., 2012; 
Hackett et al., 2016; Ishii et al., 2007), we highlight that these are still limited and an 
increased effort must be devoted to the generation of high quality experimental data. The 
second and third points are related and they address how kinetic models are constructed and 
shared in the community. Conventional fitting methods fail to capture parameter uncertainty 
in large-scale kinetic models, and hence, Monte Carlo-based approaches are increasingly 
used to overcome this limitation. The latter implies that the kinetic parameterization is not 
unique, but instead described by a large ensemble or population of parameter sets. So far, 
communication of models represented in this way has not been properly addressed by the 
community. If kinetic models of this kind are to move forward and drive biological 
discovery, this pending task must be resolved. 
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Figure captions 
Fig. 1. Model-centric workflow for metabolic networks reconstruction and analysis. A 
Network reconstruction starts with the annotation of the genome sequence with the encoded 
metabolic enzymes. Relationships between gene, proteins and reactions are stored in GPR 
(Gene-Protein-Reaction) associations, enabling rational representation of the biological 
information flow. Discrepancies and missing information are resolved (where possible) with 
the support of data from the literature and comprehensive databases (e.g., BRENDA (Placzek 
et al., 2016), MetaCyc (Caspi et al., 2016), KEGG (Kanehisa et al., 2016)) in a thorough 
process of manual curation. B The set of curated enzymatic reactions determines the 
spectrum of metabolic capabilities of the cell. This spectrum is mathematically described by 
the stoichiometry of the biochemical reactions and defines the topology of the reconstructed 
network. C 
construction of a metabolic model amenable for rational interrogation and biological 
discovery. D Structural analysis of the metabolic model is readily achieved using 
constrained-based modelling methods. Stoichiometric, thermodynamic and kinetic (capacity) 
constraints defines the space of possible network states which can be readily explored using 
state-of-the-art optimization and/or sampling methods. This structural analysis is however 
static, and, it does not quantitatively explain how fluxes are achieved. E Inclusion of kinetic 
descriptions for the all the enzymes in the model enables prediction of metabolic states as 
well as dynamic interrogation of the system. The resulting kinetic model can reconcile higher 
amounts of data; however, it requires substantially more information for its construction. 
 
Fig. 2. Historical development and key features of popular mathematical formalisms for 
describing enzyme kinetics. A While during the late 40s to the early 70s considerable efforts 
were devoted to formulating more general mechanistic-based formalisms to explain 
fundamental kinetic behaviours, since the late 70s efforts have been focused on developing 
more compact approximate formulations to ease the construction of useful kinetic models. B 
Depending on the degree of detail, kinetics supported and modelling assumptions, different 
formalisms can be more appropriate for a given task provided a certain amount of data for 
fitting a multitude of parameters. The validity of the selected formalism depends largely on 
the intended use of the modeller. Abbreviations: MWC, Monod-Wyman-Changeux; GMA, 
Generalized Mass Action; KFN, Koshland-Némethy-Filmer; TKM, Thermodynamic-Kinetic 
Modelling. 
 
Fig. 3. Workflows for kinetic model development and statistical approaches for parameter 
estimation. A Depending on the availability of experimental data and kinetic information, 
kinetic models can be developed in a bottom-up or top-down fashion. The key difference 
between these approaches lies on whether the model is constructed reaction-by-reaction using 
in vitro and data from different sources, or whether it is built globally from in vivo 
measurements. B Parameter estimation of kinetic models can be achieved using either 
frequentist or Bayesian inference approaches. While both approaches employ the likelihood 
function to weight how likely a parameter is, the use of this function differs greatly in each 
Maximum Likelihood Estimator (MLE) using optimization, and then, use different 
approaches to quantify the uncertainty in this estimate. In contrast, Bayesian approaches treat 
parameters as truly random variables defined by probability density functions known as 
priors. Combination of prior distribution (subjective) with the information contained in the 
d posterior distribution which represents the 
uncertainty in the parameter. Computation of this posterior is typically achieved using 
sampling techniques. 
 
Fig. 4. Overview of the Structural Kinetic Modelling (SKM) framework. A Starting from the 
network structure and with minimal experimental and kinetic information, the SKM 
workflow generates a population of Jacobians that enable exploration of the dynamic 
properties of a metabolic. B Main applications of the SKM framework include the 
identification of key regulatory (allosteric) checkpoints responsible for an increased stability 
of the central carbon metabolism of the RBC (Grimbs et al., 2007), as well as identification 
and determination of metabolite levels required to attain a more robust operation of the TCA 
cycle in plants; in this case, low relative levels of pyruvate and oxaloacetate (Steuer et al., 
2007).     
 
Fig. 5. Overview of the MASS framework. A The MASS framework is likely the most 
scalable framework for large-scale kinetic model construction. By using the network 
topology and thermodynamics combined with available omics data at a reference state, this 
framework enables appraisal of the kinetic (kPERC) and dynamic (Jacobians) properties of 
large metabolic systems. B Application of the MASS framework for the construction of 
personalized whole-cell models of RBCs from different individuals revealed kinetic 
differences and network susceptibilities to metabolic drugs, as well as organization of the 
network in reaction modules operating at distinct time scales (Bordbar et al., 2015).        
 
Fig. 6. Overview of the ORACLE framework. A Formulation of the network structure 
integrated with fluxomic data supported by directionalities based on thermodynamic and 
metabolomic data, enables definition of a reference state for the ORACLE application. This 
framework generates a population of control coefficients, Jacobians and elasticities that 
together fully characterize the dynamic state of the system in the neighbourhood of the 
reference state. B Recent application of the ORACLE to a BDO-overproducing E. coli strain 
showed excellent agreement with reported data for the identification of non-intuitive 
pathways and reactions controlling BDO production and yield in a large-scale kinetic model 
(Andreozzi et al., 2016a). 
 
Fig. 7. Overview of the Ensemble Modelling (EM) framework. A Ensemble Modelling 
workflow for kinetic model construction and selection. As more data is collected, the 
ensemble of models (herein represented by different parameterizations of the same model) is 
pruned and reduced until a single explanatory is left. B Applications of the EM paradigm 
have evolved and involve two new approaches for kinetic analysis with different scopes. The 
Ensemble Modelling with Optimization (EM-O) approach seeks to fit a large kinetic model to 
genome-scale networks for the prediction of metabolic states and yields using large-scale 
omics datasets from mutant strains. On the other hand, the Ensemble Modelling for 
Robustness Analysis (EM-RA) seeks to determine and define metabolic targets and 
conditions that ensure robust metabolic performance when (over)producing valuable 
metabolites.       
 
Fig. 8. Overview of the Approximate Bayesian Computation and General Reaction Assembly 
and Sampling Platform (ABC-GRASP) framework. A General workflow of the ABC-
GRASP framework. Of all the reviewed frameworks, this approach requires the highest 
amount of prior and experimental information for the construction of mechanistic kinetic 
models. The ABC-GRASP output corresponds to a distribution of a posteriori parameters 
that are both consistent with prior knowledge (mechanistic and thermodynamic information) 
and experimental observations. B ABC-GRASP has been able of identifying missing 
allosteric interactions, as well as predicting metabolic control and states with high accuracy in 
complex metabolic models (Saa and Nielsen, 2016a). 
 
Fig. 9. Advanced modelling frameworks for kinetic modelling and analysis. The figure 
depicts the historical development of recent frameworks as well as the general supported 
capabilities (PRIMAL). The five considered frameworks are coloured coded as follows: 
ORACLE (green), SKM (purple), MASS (red), EM (orange), and GRASP (blue). 
Abbreviations: MCA, Metabolic Control Analysis; SKM, Structural Kinetic Modelling; EM, 
Ensemble Modelling; ORACLE, Optimization and Risk Analysis of Complex Living 
Entities; EM-RA, Ensemble Modelling for Robustness Analysis; EM-O, Ensemble Modelling 
with Optimization; GRASP, General Reaction and Assembly Platform; ABC-GRASP, 
Approximate Bayesian Computation and GRASP; IMCA, Inverse Metabolic Control 
Analysis. 
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Highlights 
Kinetic models can accurately capture the complexity of metabolic systems. 
A comprehensive revision of kinetic modelling frameworks is presented. 
Kinetic formalisms, construction and analysis methods are reviewed. 
Opportunities and challenges of large-scale kinetic modelling are discussed. 
