Abstract: Using a VAR model of the American economy from 1984 to 2003 we find that, contrary to official claims, the Federal Reserve does not target inflation or react to "inflation signals." Rather, the Fed reacts to the very "real" signal sent by unemployment; in a way that suggests that a baseless fear of full employment is a principal force behind monetary policy. Tests of variations in the workings of a Taylor Rule, using dummy variable regressions, on data going back to 1969 suggest that after 1983 the Federal Reserve largely ceased reacting to inflation or high unemployment, but continued to react when unemployment fell "too low." We further find that monetary policy (measured by the yield curve) has significant causal impact on pay inequality-a domain where the Federal Reserve refuses responsibility. Finally, we test whether Federal Reserve policy has exhibited a pattern of partisan bias in presidential election years, with results that suggest the presence of such bias, after controlling for the effects of inflation and unemployment.
I. INTRODUCTION

FED POLICY MAKERS ARE likely to continue to highlight risks that low unemployment could push inflation higher when they meet next week.
The Wall Street Journal, On-line Edition Headline, June 21, 2007. What does the Federal Reserve do? What should the Federal Reserve do? These questions span a research field, with, as they suggest, both positive and normative elements. The Federal Reserve operates under a legal mandate that explicitly targets balanced growth and full employment, yet officials stress their higher preoccupation with price stability, a wellknown central bankers' creed. Are they right to do so? And-perhaps more tellingly-do their actions reflect their beliefs?
The yield curve captures the spread between long term and the short term interest rates.
The Federal Reserves claims direct control only over the short-term rate, while the long rate is said to reflect the prevailing long-term inflation expectation. The yield curve thus provides a useful and well-accepted indicator of monetary policy stance, comparable over long periods of time when inflation expectations may differ. In this respect, it is superior as an indicator to the short-term interest rate by itself, as in differing inflation contexts the same short-term rate may exercise markedly different effects on economic conditions. The claim that the Federal Reserve targets and reacts to changes in inflation therefore implies a link between the yield curve and the inflation rate. Specifically, it implies that the yield curve should become flatter following increases in inflation in the short run, after taking account of possibly countervailing conditions, such as the state of overall demand and the rate of unemployment.
Is the claim correct? Does the Federal Reserve react to the "signal" sent by a change in the inflation rate? This is the message of the famous Taylor Rule, according to which a Federal
Reserve reaction function can be specified as a weighted average of deviations of inflation and unemployment from target values.
ii A failure to find a reaction to either variable can mean, in principle, one of two things.
One possibility is that there really is no underlying target value, in which case there is no impetus to change policy when the state variable changes. (In this respect, a criticism of monetary policy sometimes heard among liberals holds that the Federal Reserve places too little weight on unemployment.) The other is that no deviations of the state variable from its target are observed, in which case the weight of that variable in practical decisionmaking falls to zero, whatever its notional weight in the function. This paper is concerned mainly with what the Federal Reserve does. From the above discussion stem three interrelated variables: the term structure, unemployment and inflation. Following Galbraith (1998) , we enlarge this framework by adding another macroeconomic dimension: inequality--a topic that Federal Reserve officials maintain to be "outside the scope… of the issues with which we deal." (Greenspan 1997) . But since measures of pay inequality are closely linked to unemployment, it is reasonable to ask whether one should take the obviously self-interested word of central bankers at face value on this point. Adding a measure of changes in pay inequality to our analysis permits a lowcost test of this interesting question.
Obviously other variables could be considered, but the literature in this area -both theoretical and econometric --favors parsimony, and so will we. Initially we restrict ourselves to the study of a small but synthetic model of four variables, with emphasis on the relationship between the yield curve on one hand, and inflation, inequality and unemployment on the other. After a brief exploration of the properties of the yield curve, we begin with a straightforward VAR model and its causal implications. We then proceed to structural explanations, permitting us to test several permutations of the Taylor Rule for the one that best captures actual Federal Reserve behavior. We add simple political variables at this stage. In an appendix we offer a third method, based on ARIMA techniques, aimed at clarifying possible lag structures and issues of auto-correlation. 
II. SIMPLE PROPERTIES OF THE YIELD CURVE
Source: U.S. Department of Commerce: Bureau of Economic Analysis, National Accounts
Data. Authors' calculation
The yield curve captures the tightness or ease of monetary policy in any given climate of price change, an important virtue for the purpose of comparisons over a long period of time. The association of this measure with monetary policy is not controversial. For example, Wu (2001) finds a strong correlation between monetary policy and the movement in the slope of the yield curve, and we show in an appendix that movements in the term structure coincide exactly with movements in the discount rate.
iii The yield curve also bears a strong relationship to the state of the economy, with periods of inversion historically associated with the onset of recessions, as the figure shows.
From a statistical point of view, the term structure behaves strangely. After accounting for a series of breaks between 1980 and 1983, we find that it is normally distributed but weakly stationary and -most importantly -very persistent. Since the term structure behaves as the Federal Reserve wants it to, the persistence must be due to repetitive anomalies in central bank behavior. Using a simple rule to locate outliers, we find that they are not randomly distributed, as should be expected if the term structure were a random variable, but to the contrary span entire periods: five of them, of two to three years each, to be precise. In section V we turn to a close analysis of these periods.
III. A VECTOR AUTOREGRESSION MODEL OF THE YIELD CURVE
The vector autoregression (VAR) model has been advanced by Sims (1980) on the ground that structural macroeconomic models, which rely on a priori theoretical hypotheses, "could not be taken seriously." The VAR model presents a flexible framework for analyzing time series without restricting any coefficient or promoting any causal relation.
The few parameters the researcher has to decide upon can be chosen on statistical grounds.
In the present case, our VAR model consists of the term structure (TS, measured as the difference between the 30-day bill rate and the 10-year Treasury bond rate), consumer price inflation and unemployment (CPI and UN, measured conventionally), and pay or earnings inequality (SIC), which is measured with the between-groups component of a Theil index across 31 manufacturing sectors. The model was first estimated on data beginning in 1969, but the pre-1984 years contained many breaks in the estimated relationships, to the extent that the interpretation of such relationships is risky (see below).
Therefore, we will concentrate on the "current" monetary policy of the Federal Reserve, starting in 1984. No serious indication of a structural break has been found since that date.
Due to the restricted availability of continuous and homogenous inequality measures, our estimation sample covers 1984-2003.
The VAR model is written:
... 
where t X represents the column-vector of the variables of interest (term structure, CPI, unemployment and inequality), and the terms i A are matrices of freely estimated coefficients. Equation (1) 
CHOICE OF PARAMETERS
Since the term structure is stationary (i.e. it has a constant mean), all variables have been transformed so as to be stationary too. Thus each equation is balanced and consistent. Over our sample 1984I-2002III (N=75 quarterly observations), the CPI and inequality measures have been taken in log-changes and the unemployment rate in first differences. We therefore have:
All transformed variables have been found to be stationary around the 5% level by a battery of unit root tests, partly reported in an appendix. The case of the CPI is interesting, for it is customary to take this variable in double differences. However the second difference is only required when the sample covers the inflation spike of the late seventies.
Inflation turns out stable (i.e. stationary) on our post-1984 sample. This is evidence of the stabilization of inflation since that time, characterized by virtually no sign of accelerating inflation.
The model was then estimated using those stationary variables; the lag length, k, was increased incrementally starting from k=1 until non-autocorrelated residuals were reached iv . That procedure resulted in the parsimonious choice of k=2, i.e. the dynamics of our four variables are well described by relating each variable to the past two observations of the other variables. Further, the residuals were individually inspected to locate "exceptional events", spikes or plateaus. Six such events have been found: -One in the term structure equation, in 1987II. This date captures the transition from
Volcker to Greenspan at the Federal Reserve, and prefigures the stock market crash of the following October.
-Three in the CPI equation: 1986II and 1989II as well as a step dummy for the whole year 1990. The first date may be capturing the effect of the Plaza Accord. The other dummies capture an inflationary period related to oil prices in the run-up to the first Gulf War.
-Two for the unemployment rate, in 1995II and 2001IV. These may be associated with a moment of restrictive Federal Reserve policy (beginning in early 1994), and with the effect of the 9/11 attacks, respectively.
-None for the inequality equation. 
Based on those six dummies and k=2, the residuals of the model appeared well behaved (see appendix): no residual autocorrelation or heteroskedasticity was detected, and the residuals were individually as well as jointly normally distributed.
Finally, the overall stability of the model was assessed by means of system-wide Chow tests. None of the three tests --forecast, breakpoint and sample-split--could reject stability. 
GRANGER CAUSALITY
The model has been found to be sufficiently well-specified to permit inference as to the parameters. Granger causality is a popular tool for this purpose. Using the significance of coefficients in the VAR, Granger causality allows discriminating between significant predictors and otherwise. We are primarily concerned with the predictors or "causal" variables of the term structure, but an overall picture of causality model-wide may be interesting. Using a threshold 5% significance level, the following causal chart arises: The results of Granger causality have been checked to be robust to different lag length and dummy specifications. The results are interesting in at least four respects:
-There is only one properly causal variable, the term structure. This indicates both the importance of monetary policy and the nature of the term structure as a leading indicator of economic conditions.
-The term structure is influenced by changes in unemployment.
-The term structure does affect inequality.
-The term structure is not affected by inflation.
IV. TESTING THE TAYLOR RULE ON THE TERM STRUCTURE
Following the encouraging results of the VAR model, we decided to inquire directly into the empirical determinants of Federal Reserve decisions, this time using simple but powerful dummy regressions. These examine the functioning of the Taylor Rule in a model where the stance of monetary policy is represented by the yield curve.
This version of a Taylor Rule may be written as follows:
where TS represents the stance of monetary policy as measured by the term structure or yield curve; ∆logCPI and UN are inflation and unemployment and the asterisks represent their target values. Inflation is measured as before by the rate of change of the Consumer Price Index. The function (f) incorporates direction-of-effect, as well as the weights placed on the two variables. Thus the rule predicts that the Fed will tighten when inflation is above its target or unemployment below its target, and conversely.
We note that this is a different specification from that implied by the VAR model, which emphasizes reaction to movements in inflation or unemployment. The Taylor Rule adds the extra element of a target. We do not know what that target is, but from our reading of the literature, for the purposes of this paper, we assume that the inflation target is between two and three percent, while the unemployment target is governed by a stationary NAIRU Newey and West (1987) have developed a procedure to jointly solve the last two problems. The regressions to follow use the HAC modification of the covariance matrix they describe, which corrects for both heteroscedasticity and autocorrelation of unknown form. We also followed Newey and
West concerning the choice of the truncation lag in their method (always resulting here in a lag of 3).
We identify four variations on the possible functioning of a Taylor Rule, each of them testable with a different set or package of dummy variables. The packages are as follows:
MODEL 1: LEVELS AND CHANGES SEPARATELY FOR EACH VARIABLE.
This first set of dummies simply divides the cases according to the individual behavior of the two underlying variables; the underlying hypothesis is that the Federal Reserve looks separately at each variable and assigns some weight to the position and movement of each.
In each case, therefore, the model looks separately at the level and the rate of change of the variable in question; thus there are four dummy variables in the model: INFLABOVE, INFLRISING, UNBELOW, and UNFALLING.
As the mnemonics indicate, INFLABOVE is set to 1 when inflation is above the target, and zero otherwise. INFLRISING is set to 1 when inflation is higher in the present period than in the immediately previous one, and zero otherwise. UNBELOW is set to 1 when unemployment is below its target, and UNFALLING is set to 1 when unemployment is lower than in the previous period, and zero otherwise.
In this model, recommendations can conflict, and the direction taken by monetary policy will then be determined by the relative strength of the coefficients together with the deviation of the variable from its target or the strength of its movement in a favorable or unfavorable direction. This is, in short, the most comprehensive specification, but it could prove difficult to interpret if different variables signal differing actions, as may often be the case a priori.
MODEL 2. STRONG SIGNALS FROM INFLATION OR UNEMPLOYMENT
In a second specification, we focus attention on the cases sending the strongest, most unambiguous signals from each variable. The idea in this model is of a more cautious Federal Reserve that does not adjust interest rates smoothly in response to changing conditions, but rather responds only to clear signs of trouble. These are hypothesized to be seen when inflation is both above its target and rising, or when unemployment is both below its target and falling. and rising (and zero otherwise), while INFLEASE set to 1 for those quarters where inflation is both below target and falling (and zero otherwise). UNTIGHTEN is set to 1 for cases where unemployment is below target and falling (and zero otherwise) and UNEASE is set to 1 for those cases where unemployment is above target and rising (and zero otherwise).
In this model, it is again possible for the world to send conflicting signals. However, given known relationships between inflation and unemployment, cases where (say) inflation is sending an unambiguous signal to tighten while unemployment is sending an unambiguous signal to ease are probably quite rare. More common will be cases where one variable (say, unemployment) is sending an unambiguous easing or tightening signal, while the other is sending no signal at all. In this case, we have no a priori expectation; rather the model will tell us by how much the Federal Reserve tends to react to a message sent by one variable alone.
MODEL 3. THE UNAMBIGUOUS TAYLOR CASES.
The spirit of the Taylor Rule holds that the Federal Reserve should tighten when inflation is above or unemployment below their respective targets, and ease otherwise. This creates two unambiguous cases: when inflation is above and unemployment is below their respective targets, or when inflation is below and unemployment is above. In other situations the signals from the two variables conflict, and the direction of policy shift recommended by the Taylor Rule depends on the precise specification of the Rule and the precise underlying conditions.
To capture the cases that are unambiguous under a Taylor Rule, we ignore the direction of change of variables and concentrate solely on whether they are above or below their targets. Policy is hypothesized to react when both variables send the same signal, and not otherwise. Thus TAYLORTIGHTEN is set equal to 1 when inflation is above its target while unemployment is below its target, and zero otherwise. Conversely TAYLOREASE and zero otherwise.
In this specification, monetary policy acts only when signals are completely in harmony; it is immobile otherwise. Calls to action never conflict, but there are many situations where inflation and unemployment fail to speak with one voice, and the situation calls for no action.
MODEL 4: AN ULTRA-CAUTIOUS FED
For completeness, we include an "ultra-cautious" specification, according to which the Federal Reserve reacts only when all variables point unambiguously in the same direction.
Thus ALLTIGHTEN is set to one for those cases where inflation is above target and rising while unemployment is also below target and falling, and conversely for ALLEASE.
For each variable we run regressions on two subperiods, 1969-1983 and 1984-2006 vi . In all regressions all data are included; there is no "dummying" out of extreme values as in the VAR model. Reserve is seen to tighten when inflation is above target and when unemployment is below.
In Model 2, we find evidence that the Fed eased when inflation was low and falling and tightened when unemployment was low and falling; however it did not tighten when inflation was high and rising nor ease when unemployment was high and rising. Models 3 and 4 give significant results with the expected signs in all cases; however, the explanatory power of the regressions is very low. The results are consistent across all regressions. And they differ strikingly from the moreor-less balanced approach to inflation and unemployment of the 1969 to 1983 years.
--In all cases, we find that the Federal Reserve reacts to low unemployment. In all cases, the sign is in the expected direction and the magnitude of the reaction is similar.
Roughly, if unemployment is below the assumed value of the NAIRU, the term structure will flatten by an average value of at least one full percentage point, ceteris paribus.
--The Federal Reserve's reaction to unemployment is asymmetric. Habitually, the Federal Reserve flattens the term structure (inviting recession) when the unemployment rate is below target and falling. But it does not necessarily cut rates to increase the slope of the yield curve when the unemployment rate is above target and rising. For the post-1983 subperiod the models do a respectable job of explaining variation in the term structure, with Model 1, in particular, capturing over half of the variance. It is obvious that reaction to low unemployment does the lion's share of the work in all of these equations.
We estimated a number of lag structures, but because the unemployment variable is strongly autoregressive, adding lags simply reduced the significance of the estimated coefficient. We therefore see no reason at this stage to complicate the model with lags. The simplest specification is that the yield curve depends on conditions in the current quarter.
The fact that the Open Market Committee meets twice a quarter is quite sufficient to allow for current conditions in making decisions to change monetary policy.
viii
In the third appendix, we will present the results of a treatment that explicitly removes the autoregressive components from each variable before testing for causal relations.
V. FEDERAL RESERVE POLICY AND PRESIDENTIAL ELECTIONS
Historians and journalists have long noted certain episodes-such as Richard Nixon's reelection campaign--when the Chairman of the Federal Reserve Board (Arthur F. Burns on that occasion) acted vigorously to help an incumbent president win re-election (Greider 1988, page 343) . Moreover, the idea of an "electoral business cycle" has an honorable academic history, implicating the use of Keynesian tools, especially fiscal policy, to stimulate the economy in advance of an election (Nordhaus 1974 , Tufte 1978 , Alesina and Sachs 1988 . The idea that the Federal Reserve might engage in such behavior systematically ix is more controversial; although it has found support in one recent paper with an approach similar to ours (Abrams and Iossifov, 2006) x , the consensus view remains adverse. Drazen (2000) provides a survey, finding no evidence of electoral cycles in real activity, inflation, money growth or the federal funds rate.
We have previously noted that periods of a steep term structure, reflecting low short-term interest rates relative to inflation expectations and therefore a stimulative monetary policy stance, are not randomly distributed but instead strongly persistent over long periods in our sample. There are five such periods:
1975II -1977II:
All under the Ford administration, ending as Carter takes office.
1982III -1985IV:
All in the Reagan administration, ending a year after his reelection.
1987II -1988II:
Again under Reagan, starting before the stock market crash, and preceding the election of GHW Bush.
1991II -1994IV:
Beginning under GHW Bush, ending under Clinton.
2001IV -2004III:
Beginning with 9/11, continuing through the reelection campaign of GW Bush. 1972, 1976, 1984, 1988, 1992 and 2004 - years when a Republican president held office -and zero otherwise. DEMUP takes the value one for four quarters in advance of the elections of 1980, 1996, and 2000 -years when a Democratic president held office -and zero otherwise.
The hypothesis thus has two independent parts. On one side, it predicts that the variable REPUP will be positive and significant, indicating that, after controlling for the influences of inflation and unemployment, the term structure is steeper and monetary policy more permissive in years when a Republican administration is seeking renewal, than when it is not. On the other side, the hypothesis predicts that DEMUP will be negative and significant, indicating that the term structure will be flatter and monetary policy more restrictive, after controlling for the influences of inflation and unemployment, in years when a Democratic administration is seeking renewal. The two effects need not be symmetric. The hypothesis also has the virtue of measuring monetary stance directly, as money growth and the federal funds rate do not. It also does not require that any downstream effect, on growth or unemployment, be detectable. The entire consequence could be simply in the news and on the stock market.
We assert no prior view on the hypothesis itself. Many may consider it to be improbable:
the Federal Reserve is formally independent of the executive branch, and the President certainly cannot order interest rates to be lowered or raised. specifications. The accused is given the full benefit of any uncertainty, and the conviction, should it come, needs to be beyond a reasonable doubt.
We enter the two dummy variables into our four models, so as to test them against the full range of possible ways in which inflation and unemployment might enter the reaction function. The results are given in Tables 3 and 4 , for the same two subperiods analyzed previously, 1969-1983 and 1984-2006 . The results in Table 3 give striking confirmation to the most cynical historians of the 1970s. They show that, controlling for the impetus of inflation and unemployment, the Federal Reserve systematically intervened in election years. Both variables are independently significant, of opposite sign, and together they suggest a habitual ceteris paribus differential in the term structure of between 200 and 300 basis points, favoring
Republicans. Apart from this, the results are consistent with the previous finding, that monetary policy in these years reacted to both unemployment and inflation. However, the effects of the economic variables on monetary policy are no stronger than the effect of the political cycle on the term structure of interest rates. Table 4 gives information on the modern period. We find, as before, that the influence of movements of the unemployment rate on the term structure is strong, systematic and asymmetric. The direct influence of inflation has, as before, largely disappeared, though now a weakly significant easing reaction is visible when both inflation and unemployment call for it. After controlling for these influences, the political variables remain significant and of the expected sign in all the models; they are in fact strengthened by the inclusion of the new dummies. 
VI. TENTATIVE CONCLUSIONS
To the extent that the Federal Reserve controls the yield curve by setting short run interest rates, the following claims do not find support in our model:
-Claim: Monetary policy is mostly aimed at "fighting inflation." After 1983, we do not find that the term structure responds at all to inflation, neither to the level nor to changes in the inflation rate, unless unemployment is giving the same signal as inflation. The perfect example is that of the late 1990s, when we saw steadily decreasing joblessness, up to the point of sustained quasi-full employment. Inflation did not rise.
Claim: Inequality is outside the scope of monetary policy.
To the contrary, we find that pay or earnings inequality in manufacturing reacts to the term structure, and therefore partly to the rate-setting decisions of the Federal Reserve. Historically, recessions are prefigured by inverted yield curves; rises in both unemployment and inequality result. Inequality has always been the "recipient of shocks," among them the effects of unemployment and inflation. But we show here that inequality is also a direct product of monetary policy choices. It is not "outside the scope" of the issues with which the Federal Reserve must deal.
Our results contradict the widely-assumed connection between inflation and unemployment -whether in the form of the Phillips curve or its successor the natural rate of unemployment or NAIRU. These concepts have been proffered to justify persistent, higher-than-full-employment unemployment rates, and to rationalize raising rates when unemployment falls "too low." But since 1983 there is no evidence that violating those thresholds produces rising inflation.
Finally, there is the claim that the Federal Reserve is apolitical. We examine the hypothesis of a presidential election cycle in the term structure of interest rates. We find compelling evidence that such a cycle existed in both sub-periods. Specifically, we find that in the year before presidential elections, the term structure deviates sharply from otherwise-normal values. When a Republican administration is in office, the term structure in the pre-election year tends to be steeper, by values estimated at up to 150 basis points, and monetary policy is accordingly more permissive. When a Democratic administration is in office, the term structure tends to be flatter, by values also estimated at up to 150 basis points--and monetary policy is more restrictive. These findings are robust across model specifications and across time, though the anti-Democrat effect is smaller after 1983.
Taken together, they suggest the presence of a serious partisan bias, at the heart of the Federal Reserve's policymaking process.
APPENDIX I: FURTHER NOTES ON THE TERM STRUCTURE
The graph of the term structure ( Figure 1 ) shows a time series that is (1) very stationary and (2) very smooth. The first one deserves some attention xiv but the smoothness is especially suspicious. To the contrary a purely random, stationary time series is very volatile. Figure A1 provides Tests for heteroscedasticity indicate that TS is very persistent for any meaningful value of the parameter. We shall call that effect "persistence". In addition TS is not normally distributed, suffering both from excess skewness (long left tail) and insufficient Kurtosis (platykurtic distribution). There are three possibilities: (1) TS is 'naturally' skewed, (2) TS is non-normal for the simple reason that it contains anomalies, or (3) both.
There are two major reasons why a distribution may be non-normal: breaks and outliers (the 'anomalies'). We will further distinguish between outliers in the level of TS and in the changes of TS. However, breaks in the level of TS would show up as outliers in its changes, so only one analysis is necessary. We will concentrate on the level of TS. In the present case TS appears very stationary, so the presence of breaks is unlikely, and if there are any, those breaks are not likely to be very influential. However the location of the break(s) may be interesting for future analysis.
The procedure to identify breaks in TS is given in Lütkepohl and Kräzig (2004) 
Outliers
We shall distinguish between the outliers in the level of the series TS and in its changes over a handful of quarters. The method is the same and is inspired by the outlier search procedures in econometrics: an outlier is defined as standing out from the crowd. The crowd is the average standard deviation in the total period, and "standing out" means being a multiple of that standard deviation. The "multiple" takes values 1.96, 2.57 and 3.30 to denote outlier significance at the 5%, 1% and 1‰ levels, respectively. Therefore an outlier at time t will be picked up by the rule . 
Correlation between TS and the discount rate and outliers in the Term Structure
To facilitate interpretation of future findings we first apply the above "outlier detection rule" to the TS and the discount rate. This is done to see if TS is more influenced by the short term rate (the Fed action) or the long term rate, representing some other causal force.
The conclusion is that all the significant changes in TS coincide beautifully with changes in the discount rate.
We first consider the changes over several periods in both TS and the discount rate, and then apply the rule above. This will allow us finding out what kind of influence the Fed exerts over TS. Specifically we look for the significant dates (at the 5% level) between:
-(1) The set of dates at which there have been significant changes in TS within the last 1,2,4,6 or 8 quarters -(2) The set of significant changes in the discount rate with the same lags.
The comparisons are given in Table A1 . I  1973IV  I  S  1975I  D  1975I  S  1975II  D  1975II  1978IV  I  1979I  I  1979III  I  1979IV  F  1979IV  I  1980I  I  S  1980II  1980II  I  S  1980III  D  1980III  1980IV  F  1980IV  I  1981I  F  1981I  I  1981II  I  1981III  I  S  1981IV  S  1982I  D  1982I  S  1982II  S  1982III  D  1982III  S  1982IV  D  1982IV  S  1983I  D  1983I  D  1983II  D  1983III  D  1992I  S  2001II  D  2001II  D  2001III  S  2001IV  D  2001IV  S  2002I  D  2002I  S  2002II  D  2002II  D  2002III  D  2002IV  2003I  I Note: Green indicates date significant at the 5% level; Blue indicates date significant at the 1% level and Red indicates date significant at the 1‰ level
The table contains all the "exceptional" dates (at 5%) for the changes in TS and the changes in the discount rate. There are 32 exceptional dates out of more than 150 potential observations. This ratio of 20% is very high and denotes a very interventionist monetary policy. Virtually all "exceptions" in the changes of TS coincide with "exceptions" in the discount rate. For those 32 cases at least, all discount rate increases (I) have translated into a flattening of TS, and all discount rate decreases (D) led to a steeper TS. Of course there remain 120 quarters beyond those exceptional 32, with more information to be analyzed.
However the results prove that when the Fed wants to, it may influence and has influenced the TS directly.
The general conclusion is that nearly all the (significant) changes in TS happen at the same dates as the significant changes in the discount rate. However the Fed is more successful at influencing the TS when it cuts rates than when it increases them.
Applying the rule above to the level of TS yields interesting results. The rule does not pick up any of the lows of TS -as would have been expected. Nor does the rule pick up individual observations (except for 1972I.) Rather, the rule picks up entire periods, for which TS has been consistently above average. Statistically speaking, the persistence of abnormal periods means that it is very hard for TS to be heteroscedastic (as confirmed above). Economically speaking, this implies that TS is dominated by persistent forces.
This is evidence of sustained action of the Federal Reserve, which had, in some periods, a persistent policy of low interest rates (high TS). The question is when did those persistent actions happen, and is there a general pattern that can be observed?
In the period 1969I-2007I, five periods of intervention of the Federal Reserve turn out to be significant (at either the 5% or 1% level). These are periods of two to three years. The results are presented in Table A2 . 1-The "intervention" episodes see a mean level of TS that is 3.5 times higher than during the non-intervention periods 2-The "non-intervention" episodes have mean TS half as large as the overall mean, while the "intervention" quarters have a mean that is double that of the overall mean.
No period stands out as a below-average outlier.
Only one isolated quarter shows significant and above average. The rest consists of periods of persistently high TS.
APPENDIX II: VAR ESTIMATION ON THE SUB-PERIOD 1969-1982
There exist coherent data for dates prior to 1984. The same VAR model was built for the 1969-1983 period (T=54) with the same variable transformations and the same lag length k=2 but different dummies. Stability tests indicate that there is indeed at least one break in the estimated relationships, around 1975. Indeed the pre-1984 era is characterized by higher instability, which is likely to introduce biased estimates -and therefore misleading inference. The usual practice in the presence of breaks is to split the sample; however this cannot be done here due to a succession of breaks in a short period.
Should we refrain from reporting estimated results on a period that contains breaks? The answer is that in theory yes, because breaks introduce biases.
However the extent of those biases is unknown and the effect of a break may be to The interpretation of causality changes substantially. In this period the term structure (covering interest-rate decisions) turns out to be exogenous again, affecting mostly unemployment and inequality, but also strongly inflation. In return, the term structure is only influenced by inflation (very significantly so), consistent with the historical claim of the Federal Reserve.
Apart from that, the causal picture on 1969-1982 is somewhat similar to the post-1984 period: inflation, unemployment and inequality are closely interrelated. The only two major differences are that:
-The term structure causes unemployment much more strongly pre-1984, with no feedback.
-There is a bi-causal link between the term structure and inflation before 1984, which disappears after that date.
APPENDIX III: MONETARY POLICY AND PAY INEQUALITY xv
Measuring Pay Inequality
We measure the inequality of manufacturing following Galbraith (1998) , using the between-groups component of Theil's T-statistic measured across manufacturing sectors at the three-digit SIC level. This measure has the virtue of providing an accurate index on a monthly basis of the inequality of pay across jobs --as opposed to the pay earned by persons or households. It is relatively free of contamination from sources of income inequality arising in the capital markets (stock options, capital gains, and the disbursement of funds raised in IPOs), and therefore does not reflect that source of rising inequality, closely associated with the rising stock market, during the late 1990s technology boom (Galbraith and Hale, 2006) . It is, therefore, a measure well-suited to the thesis of "skill-biased technological change," which is supposed to be "outside the scope" of issues with which monetary policy deals. Figure The general model is written as ARIMA (p,d,q) where "p" is the number of lags, "d" is the degree of differencing, and "q" is the moving average. This paper used ARIMA (24,1,0), (24,0,0) and (24,2,0). The process was divided into three stages; 1) data transformation, 2) autoregressive procedures, and 3) ARIMA cross-correlation procedures.
Stage I
The original time series data were first graphed to observe the original pattern and to identify the existence of trends and periodicities common in many macroeconomic variables. For autoregressive methods to produce meaningful results the variables must stationary; the variable's mean must be stable over time (Stock and Watson 2003) . If data have a unit root the series may trend over time leading to perverse interpretation of the output.
The data for unemployment (UR), inequality (SIC), and inflation (∆logCPI) are non-stationary (the mean is changing throughout the time series) so these variables required transformation to induce stationarity. To remove the trend from in the data, the following equations were used: Log first differences: ∆logX t = logX t -logX t-1 .
Log second differences: ∆ 2 logX t = ∆logX t -∆logX t-1 .
Stage II
With the variables stationary, an auto-regression test was performed on the variables with a 24 period lag.
Variables: Term Structure of Interest Rates, Inequality (SIC), Consumer Price Index and Unemployment Rate:
TS t = a + b 1 TS t-1 +b 2 TS t-2… b n TS t-24 +℮ ∆logSIC t = a + β 1 ∆logSIC t-1 + β 1 ∆logSIC t-2… β n ∆logSIC t-24 + ℮ ∆logUN t = a + β 1 ∆logUN t-1 + β 1 ∆logUN t-2… β n ∆logUN t-24 + ℮ ∆ 2 logCPI t = a + β 1 ∆ 2 logCPI t-1 + β 1 ∆ 2 logCPI t-2… β n ∆ 2 logCPI t-24 + ℮ TS t , SIC t , UN t and CPI t are the indicator variables "term structure of interest rates," "inequality," "unemployment rate" and "consumer price index" respectively in time zero; TS t-1 , ∆logSIC t-1, ∆logUN t-1 and ∆logCPI t-1 are the indicator variables in time t-1 period lagged for 24 periods; and ℮ are the innovations.
If the indicator variable contains useful information we would expect some of the β coefficients to be significantly different from zero, as determined by T-tests at the 95 percent confidence interval. Using this threshold however failed to correct for autocorrelation, therefore t-values were lowered to whiten the variables, in order to test their innovations. For most lags, the autocorrelation check for white noise (Chi-Square) indicates whitening of the variables by greater than 90 percent. However, in some cases, the inherent trend in the variables prevented this level of whitening without "washing out" the data. In essence, too much of the variable was removed leaving little to interpret. In some autocorrelation tests, levels as low as 83 percent may be found, however, no lags violated the 95 percent boundary of statistical significance therefore all are considered whitened by ARIMA standards.
Stage III
Finally we performed ARIMA procedures testing autocorrelation and cross-correlation of the variables. An autocorrelation check for white noise (ChiSquare) was used on all series. When no autocorrelations were found, the variables were considered whitened and innovations random. Cross-correlation procedures were then carried out, to determine whether or not a significant relationship between the innovations of the variables was detected to a 95% confidence level.
Variables and Transformations
Manufacturing Wage Rate Inequality (SIC)
The inequality data are a Theil statistic derived from wage rates of production workers in all 32 manufacturing sectors for which continuous data are available since 1947. xvi Inequality is measured in weekly earnings (pay) in the manufacturing sector on a monthly basis and is seasonally adjusted. For stationarity, the data was transformed into rates of change. Figure A2 illustrates the inequality time series data before and after transformation. 
Consumer Price Inflation
The Consumer Price Index (CPI-U) was collected from I 1969 to IV 2006 and includes all urban consumers (CPI-U): U.S. city average: all items. The reference base is 1982-84 equals 100 and is provided by "Economagic" at www.economagic.com.
The CPI-U covers approximately 87 percent of the total population. In addition to clerical and wage earners, the CPI-U includes professionals, managers, technical workers, those self-employed, unemployed, short-term workers, retirees, and others not in the labor force. To produce stationarity, data for CPI required transformation, into log second differences denoted by the equation, ∆ 2 logCPI t = ∆logCPI t -∆logCPI t-1. Figure A3 illustrates the time series data before and after transformation. 
Results
The results of the cross-correlation procedures found to be significant at the 95 percent level are summarized in the Table A3 below. Data were transformed to quarters for this analysis and the lags are therefore measured in quarters. Second, there is causality from the term structure to inflation. A flatter yield curve raises inflation with a lag of just one quarter, though it tends to reduce inflation 14 quarters hence. This is consistent with the idea that short-term interest costs are immediately passed through into prices, while the squeeze on economic activity of a tighter monetary policy is felt later on. Obviously, this raises a grave concern. If the Federal Reserve reacts to the inflation it has itself caused, monetary policy could go on a cumulative process of successive tightenings, each leading to higher inflation in the short run and to a deeper recession after a lag.
The cross-correlations are also interesting for what they do not say. In contradiction to the Taylor Rule, this analysis lends no support to the idea that innovations in the CPI affect the term structure. In other words, there is no evidence here -despite the massive ideological commitment of the Federal
Reserve to price stability--that the FOMC actually reacts to rising (or falling) inflation.
On the other hand, innovations of unemployment do Granger-cause changes in the term structure, at a horizon of one to three quarters. The relationship is positive which indicates a fall in unemployment is correlated to a rise in interest rates (resulting in a flatter term structure). It would therefore appear that, much official rhetoric to the contrary, the Fed in fact operates on a single mandate, and it isn't price stability.
Conclusion
This appendix mainly set out to answer the following question: Does monetary policy influence inequality? More specifically, does information contained in the term structure of interest rates extend beyond inflation and unemployment to a measure of inequality in earnings? The answer is that it does. The presidential election years dominate, though with a small backlash effect in mid-term elections under Republicans, in three of four models. Note that in these specifications the Fed again responds to unemployment rather than inflation, and it does ease, weakly, when both inflation and unemployment call for it. Note: The tests were run with a constant only in the model. The Phillips-Perron test is used with the Hannan-Quinn criterion whereas the ERS tests were run using the Newey-West bandwidth. ERS stands for Elliott, Rothenberg & Stock (1996) tests. Note: p(N) represents the probability of being normally distributed, using the Doornik & Hansen (1994) procedure. P(LM(1)) and p(VARCH(1)) are the probabilities of absence of autocorrelation and heteroscedasticity, respectively, both at order one. 1988 1989 1990 1991 1992 1993 1994 1995 1996 1997 1998 1999 2000 2001 C ho w B P C ho w SS C ho w F C Note: BP, SS and FC are three system-wide versions of Chow (1961) tests (breakpoint, sample-split and forecast). The reported statistics are the bootstrapped p-values calculated using 10,000 replications in JMulTi (see Lütkepohl & Kräzig (2004) ). The horizontal lines represent the 5% and 10% confidence levels.
APPENDIX IV: ADDITIONAL TESTS OF TAYLOR RULES
APPENDIX V: VAR SPECIFICATION CHECKS
value of k as given by the AIC, FPE and LR criteria in the final stable model, incorporating dummies. Our model is thus found to be the most parsimonious and to the best precision of fit, as indicated by a minimized FPE.
v Estimating the NAIRU is a game of largely historical interest at this point, but we note that Akerlof et al. (1996) gave a value of 5 percent, while Gordon (1997) maintained a range centered on 6 percent. Our target splits the difference between these sources. vi We are able to extend the data set for this analysis because we have no need in this section of the inequality variable.
vii TAYLOREASE does become significant, for the post-1983 period, after political effects are accounted for.
viii Most monetary policy moves consist of changing the interest rate by a quarter-point, which is also consistent with the possibility that the Federal Reserve in effect calibrates changes in rates to its entirely arbitrary calendar of meetings. This may be an unconscious habit, for there is no reason in the Taylor Rule why larger changes might not be called for, more frequently than they actually occur.
ix We acknowledge the provocative work of Mike Kimel on this topic. xi The period of Nixon's reelection campaign was anomalous in other respects as well, and the relatively normal aspect of the term structure at this time may be due to the effect of price controls on long-term interest rates.
xii Miller was a lawyer and businessman who had held only advisory political appointments before the Federal Reserve chairmanship. Paul A. Volcker was a registered Democrat, but he had served in the Nixon Treasury Department and his appointment was largely considered to be a concession to anti-inflation hardliners.
xiii In the appendix we comment on some alternative specifications and sensitivity tests.
xiv The stationarity of TS implies that the short rate and the long rate are cointegrated, i.e. that they have the same trend in the long run. It also implies that some causality applies between the two rates, which is not surprising.
