We introduce a functional volatility process that provides a novel tool for modeling volatility trajectories in financial markets. Volatility of returns is assumed to result from a smooth functional volatility process in combination with a multiplicative white noise. In our model, random trajectories of volatility are a hidden component of financial markets for which only implicit and indirect information is available through observed returns. The proposed representation of volatility in terms of random trajectories enables us to invoke functional data methodology for the analysis of hidden functional volatility processes. This approach is of interest whenever volatility patterns are observed repeatedly under comparable conditions and primary interest centers on the analysis of such patterns.
INTRODUCTION
Recently, there has been increasing interest in the modeling of patterns of volatility. An example are intra-day trading patterns in exchange and equity markets which have been analyzed by Andersen and Bollerslev (1997) and Speight et al. (2000) . In this and similar applications, one is dealing with repeated (here daily) observations of patterns of returns that can be assumed to be generated by an underlying but unknown stochastic process. The observed daily returns may be viewed as realizations of this stochastic process. A central problem for analyzing patterns of volatility for financial data arises from the fact that volatility is not directly observable. Theoretically, volatility is observable as quadratic variation of the log price process if this process were to be observed continuously. However, in practice we only observe the process at discrete times when a trade takes place. So volatility must be inferred from discrete observed data on returns. An example is shown in Figure 1 where we show the patterns of returns as observed on twenty days for Affymetrix stock. Volatility is a measure of the extent of variation around a smooth "mean" trajectory which itself is time-dependent and stochastic. We propose an appropriate model within which patterns of this time-dependence of volatility are modeled as realized trajectories of an appropriately defined functional volatility process.
Once this process is defined, this then opens the door to apply the toolbox of functional data analysis methodology to the analysis of financial returns and trading patterns.
We consider both a measurement model and a concept of volatility trajectories which allows us to extract such trajectories from sequences of returns as shown in Figure 1 . A major component of the proposed model are smooth paths of volatility, which correspond to the realizations of the functional volatility process. Once we identify the trajectories of volatility in a first step, we then use functional methods to analyze their patterns in a second step. Our aim is to describe the structure of the underlying functional volatility process for situations in which repeated realizations of this process can be reasonably assumed to have generated the patterns of observed data. The basic assumptions are quite weak, including only smoothness of the trajectories and existence of second moments but not distributional or parametric model assumptions, in contrast to common time series models for volatility. Our approach is nonparametric in spirit; we refer to Fan (2005) for an excellent overview of nonparametric approaches to volatility modeling.
As our proposed characterization of the functional volatility process is adapted to situations in which series of returns are repeatedly observed, such as in Figure 1 , we use these data with their observations of repeated intra-day patterns to illustrate our methods. The underlying assumption is that the observed trajectories are sampled from a stochastic process, i.e., are generated by repeated i.i.d. realizations of an underlying unknown process. Our methods thus provide a novel perspective for modeling functional volatility processes and for analyzing their structure. In this endeavor, we are building on the concept of a functional variance error model and process developed in Müller, Stadtmüller and Yao (2006) , which in itself can be viewed as an extension of variance and noise estimation in nonparametric models (e.g., Eubank and Thomas 1993, Yao and Tong 2000) to the functional case. The goal is to embed the problem of defining trajectories of volatility into the framework of functional data analysis (FDA).
A central tool is functional principal component analysis (Castro, Lawton and Sylvestre 1986, Rice and Silverman 1991) . We find that functional volatility processes are characterized by their empirically estimated mean function and the eigenfunctions of the autocovariance operator. This is a consequence of the Karhunen-Loève representation of the functional volatility process, where we replace the components of this representation (eigenfunctions and mean function) by estimates. Individual trajectories of volatility are then represented by their functional principal component scores. Background on FDA can be found in the excellent books by Silverman (2002, 2005) . Applications of FDA to economic data have been considered before, e.g., by Malfait and Ramsay (2003) and Ramsay and Ramsey (2001) , but there do not seem to exist any specific FDA approaches for finance to date. We intend to demonstrate that much can be gained by applying FDA to such data.
Once the functional volatility process has been expanded in terms of its eigenfunctions, which provide a sparse representation for this process, one can then use the functional principal component scores for subsequent statistical analysis. One application is discriminant and cluster analysis to determine or characterize particular time-dynamic patterns (James and Sugar 2003, Müller 2005) .
Another application, which we explore in more detail below, is functional regression (Ramsay and Dalzell 1991) . Specifically, we construct a functional regression model in which both predictors and responses are random functions, aiming to predict the volatility of the second half day of intra-day trading from the first half day, for high-frequency price data of the semiconductor index SOXX.
In financial data analysis, the issue of modeling high-frequency data, especially how to approach their analysis as the spacing of the observations tends to 0 in the limit, has been a topic that was much discussed recently (Aït-Sahalia 1996 , Aït-Sahalia and Mykland 2003 , Fan, Jiang, Zhang and Zhou 2003 , see also the instructive discussion in Fan (2005) . It has been noted that there are discrepancies between diffusion model predictions and analysis results for small spacings, i.e., as frequency increases, and this discrepancy has been attributed to jumps in the price process (Fan and Wang, 2005) or to noise contamination in the data Zhang 2006, Zhang, Mykland and . In this regard, we demonstrate that our model is sufficiently flexible to allow the incorporation of noise in the observations, and therefore proves robust against noise contamination.
The paper is organized as follows: Background on diffusion processes and the relationship to volatility is discussed in Section 2, where we also consider a fairly general type of diffusion process.
We demonstrate through a series of lemmas, listed in the Appendix, that suitably standardized differences of log closing prices in high frequency settings can be approximated by a function of the diffusion term differences, corresponding to a noise term and a random term, indicating the volatility trend. We then introduce a smooth functional volatility process by transforming these terms. The transformation has the effect to decouple the noise term from the stochastic term generated by the functional volatility process.
Estimation procedures for the components of the functional volatility process (mean and eigenfunctions), functional principal component scores and functional regression for volatility are introduced in Section 3, and asymptotic results on the convergence of these estimates are derived. We also report a result on consistency of functional regression for volatility processes. The implementation of the methodology to recover functional volatility processes from financial data is described in Section 4, followed by an application of functional volatility processes and the estimation techniques to highfrequency intra-day trading data of Affymetrix stock and the SOXX stock index. We also describe prediction of volatility trajectories via functional regression for the SOXX index. Section 5 contains discussion and concluding remarks. Auxiliary results and proofs can be found in the Appendix.
THE FUNCTIONAL VOLATILITY PROCESS

Diffusion models for volatility
For equity prices X(t), as well as related market prices, the by now classical continuous time model for returns is the diffusion equation corresponding to the Black-Scholes model (Black and Scholes, 1973) 
where W (·) denotes a standard Wiener process, σ > 0 is the volatility and µ is a drift term. Both volatility and drift term are time-independent in this model. The well-known solution of this stochastic differential equation by Ito calculus is known to be
Such diffusion models and their variants face several difficulties in the context of applications to actual market return data. In real data situations, these processes are not observed in the continuum but rather on a discrete grid of times which may be randomly or regularly spaced. In accordance with the daily trading data which illustrate the proposed methods, we assume here that data are observed on a regular grid of times
where the overall time interval on which processes are observed is [0, T ], and [r] stands for the largest integer smaller or equal to r ≥ 0. The equidistance of observation times is not crucial for our developments and can be abandoned as long as the grid is dense. The lack of continuous observations makes models with discrete time grid observations attractive. Our approaches are motivated by series of daily trading data for which ∆ = 5min. Data with small ∆ are referred to as high-frequency financial data.
A common difficulty encountered by diffusion models is that the observed scaled log returns are often not Gaussian, while common models make such Gaussian assumptions. Non-Gaussian behavior can be addressed in various ways, for example by adopting Lévy processes as a driving force for heavytailed data. A class of diffusion models has been developed specifically for high-frequency trading data such as intra-day trading. These are the stochastic volatility models of Barndorff-Nielsen and Shephard (2002) , given by
where we include the arguments ω in the probability space Ω to emphasize the stochastic parts. In this model, σ is a stationary predictable process, the so-called spot volatility, which is independent of the Wiener process W . The model also includes a non-random drift term µ and the so-called risk premium β .
It has been proposed to model the spot volatility as an Ornstein-Uhlenbeck processes. This leads to a highly flexible class of models. The estimation of integrated spot volatility σ 2 in such models is usually based on the empirical quadratic variation
j=1 (log(X((j + 1)∆)) − log(X(j∆))) 2 . One problem that has been observed empirically is that the corresponding estimates are highly dependent on the value of ∆, the time between trades. In this regard it has been noted that additional measurement errors in the observed prices may contaminate the observations, which would lead to this behavior. This phenomenon poses additional difficulties for the application of diffusion models. Zhang et al. (2005) pointed out that this may explain the observed dependency of quadratic variation estimates for integrated spot volatility on ∆. The presence of jumps in the price process can lead to similar discrepancies between observed data behavior and diffusion models. This effect was discussed by Fan (2005) ; see also Fan and Wang (2005) for a wavelet-based approach to model volatility functions when the price process contains jumps.
An asymptotic volatility model
Model (3) provides the motivation to consider a class of general models with random drift function, given by
Here µ (t, ω) , σ(t, ω) and W (t, ω) are independent stochastic processes, none of them necessarily stationary, where both µ(·) and σ(·) are assumed to have smooth (twice differentiable) sample paths.
The domain [0, T ] is chosen depending on the problem at hand. In our examples we focus on intraday trading, so this corresponds to the intra-day trading period. This model allows for random mean diffusion paths and effectively decouples mean and volatility. It is the starting point of our analysis.
As our focus is on the high-frequency case, the relatively dense time grid that underlies such high-frequency data motivates the asymptotic assumption ∆ → 0, reflecting increasingly frequent trading. Importantly, our approach reflects the fact that one does not actually observe continuous data for which diffusion models such as (4) are intended, rather trading is recorded at discrete times.
This motivates us to consider discretized versions which then apply to the actually observed discrete data. For this purpose, define scaled log-returns and associated diffusion terms
Omitting from now on the dependency on ω ∈ Ω, we rewrite model (4) for the actual high-frequency observations Z ∆ (t) as follows,
The remainder terms R 1 , R 2 reflect the discretization step,
According to Lemma 1 in the Appendix, under suitable regularity assumptions, these remainder terms have the following properties, as ∆ → 0:
All bounds are uniform in t. Throughout the paper, P −→ denotes convergence in probability and O P denotes bounds in probability.
We conclude that asymptotically, these remainder terms may therefore be neglected, and for small ∆ arrive at the approximate model
Noting that sup t∈ [0,T ] | µ(t)| = O P (1), providing uniform boundedness in t, we find that the first term is uniformly O P ( √ ∆), and therefore is also negligible. This leads to the approximation
It is also of interest to investigate the moments of the scaled log-return process Z ∆ (t). Setting
and (7) imply for the moments of Z ∆ , as ∆ → 0,
For further details see Lemma 2 in the Appendix.
Smooth functional volatility processes
Our aim is to construct functional data methodology that is suitable for the analysis of volatility.
Smoothness is intrinsically connected with FDA, however volatility is an intrinsically non-smooth phenomenon. We resolve this quandary by defining a smooth underlying functional volatility process.
As we saw above, the empirical observations Z ∆ (t j ) target the processes σ(t j ) W ∆ (t j ), where trades are assumed to be recorded on a dense discrete time grid
Next we define a numerical constant q 0 and three stochastic processes as follows,
The smooth process V is our target for inference. We refer to V as functional volatility process. It is related to the observations Z ∆ (t j ) by
Note that the adjustment by the constant q 0 has the consequence that EU ∆ (t) = 0 for all t, while cov(U ∆ (s), U ∆ (t)) = 0 for |t − s| > ∆ (independent increments property). The functional volatility process V has smooth trajectories and intrinsically characterizes volatility. Importantly, it does not depend on ∆.
Our approach can also accommodate the case of noisy transactions. Errors in transactions were highlighted by Zhang et al. (2005) as a model to explain discrepancies between observed data and predictions of diffusion models for high frequency data, as ∆ → 0. For the case of noisy transactions, we assume here multiplicative errors in the transaction recordings Z ∆ (t j ); if the variance of the errors is constant, this assumption means that larger records are more error prone than smaller ones, analogous to constant coefficient of variation models often used in generalized linear models (see, e.g., Eagleson and Müller, 1997, McCullagh and Nelder 1989) . Specifically, transaction recordings are assumed to be contaminated by independent non-negative errors e ij > 0 with the properties
in such a way that the contaminated observations arẽ
As an example, consider log-normal errors where one would have log(e 2 ij ) ∼ N (0, σ 2 ), σ 2 > 0.
In case there are no contaminating errors, we simply set e ij = 1. It is easy to see that the analysis of the noisy transaction model (14) is identical in all relevant aspects to that of the noise-free model,
i.e., all estimation procedures and asymptotic results that we report remain unchanged. In some cases one might have errors for which E[log(e 2 ij )] = q 1 for a q 1 = 0. If we replace in (13) U ∆ (t) by
we find that the analysis and estimation of the covariance of the volatility process V remains unaltered, but that the mean estimateμ V described below will be shifted by q 1 , and will be targeting µ V + q 1 . This means functional principal component score estimates and all quantities depending on them will still be on target, but estimates of individual volatility trajectories will be shifted by q 1 . In fact, in the presence of measurement errors one could simply redefine the volatility process to be V (t) + q 1 rather than V (t), in which case all of the following analysis remains unchanged, even if q 1 = 0.
We mention another generalization under which our procedures will work. We may replace the driving Wiener process W (t) by a Lévy process with marginal distribution having finite second moments. Then this process has independent increments and is an L 2 −martingale with sup [0,T ] |L(t)| being bounded in probability (as can be seen from Doob's inequality) and with
√ ∆ being independent of ∆ . These are the key properties that are used in our arguments. While processes X(t) may have jumps when the Wiener process W is replaced in the diffusion equation (3) by a Lévy process, this will not affect our analysis and the notion of a smooth variance process V , as the driving process W only has a bearing on the nuisance part U ∆ (t)
in (12) and (13).
We represent the smooth functional volatility process V in terms of its decomposition into functional principal components, a common approach in FDA. Setting
the functional principal components are the eigenfunctions of the auto-covariance operator of V , a linear operator on the space L 2 that is given by
We assume the orthonormal eigenfunctions are φ k , with associated eigenvalues
Karhunen-Loève theorem then provides a representation of individual random trajectories of the functional volatility process V , given by
where the ξ k are uncorrelated random variables that satisfy
The independence of processes σ and W and the independent increments property of W imply that
In view of (13) one expects that the smooth mean function µ V and the smooth covariance surface G V can be consistently estimated from the data Z ∆ (t j ), which we assume to be observed for many trajectories with the same underlying functional volatility process. Once these functions are obtained, well-known procedures exist to infer eigenfunctions and eigenvalues (Rice and Silverman, 1991; Müller et al. 2006) . The exception for targeting points on G V with |t − s| < ∆ in (18) 
INFERRING THE FUNCTIONAL VOLATILITY PROCESS
Estimation procedures
A central goal is to identify the stochastic structure of the underlying smooth functional volatility process V (t) = log({ σ(t)} 2 ) from the repeated observations of high frequency trading data, thus uncovering the patterns that drive the observed volatility. Smoothness of the process V is paramount to obtain interpretable patterns. This includes the mean volatility trajectory µ V which reflects overall trends of volatility, for example over a day in intra-day trading applications, and the eigenfunctions φ k , k ≥ 1, of the process V . The eigenfunctions can be viewed as modes of volatility, indicating the patterns of variation among volatility trajectories; this extends the common interpretation of eigenfunctions in FDA as the "modes of variation" (Castro et al. 1986) .
A second goal is to estimate the functional principal component (FPC) scores for individual trajectories. This allows to represent such trajectories in the eigenfunction expansion (16) and therefore to obtain estimates of predicted individual trajectories. Furthermore, and perhaps more importantly, the estimated FPC scores corresponding to individual trajectories of volatility as reflected by the process V , can be used for subsequent statistical analysis. This includes clustering and discrimination, functional regression analysis via FPC scores and other statistical applications. Among these potential applications we explore FPC-based functional regression and demonstrate the utility of this method for volatility prediction.
For simplicity we assume that the grid of observation times t j (2) for trades is the same for all observed trajectories X 1 , . . . , X n ; the observations are a time span of ∆ apart with small values of ∆ for the high frequency case. It is possible to relax this somewhat and allow for slight variation in the times where equity prices are observed among the different trajectories. We also assume that the observed trajectories X 1 , . . . , X n are an i.i.d. sample from the price process X. The high frequency observations on differences of log-transformed closing prices that form the basis of volatility analysis are then
Starting with these observations, we form transformed and adjusted data,
with q 0 as defined in (12).
The core of the estimation procedure is the principal analysis of random trajectories (PART), applied to the data Y ij∆ . PART is an algorithm to obtain mean and eigenfunctions, as well as FPC scores, from densely sampled functional data, as described in Müller et al. (2006) . The motivation of this method to gain inference for functional volatility processes V is coming from (13) and (18).
These imply that mean and covariance structure of the data Y ij∆ target the mean function µ V and the covariance function G V of functional volatility processes, as one would have E(
, provided j = j , if one were to ignore the approximation errors
These approximation errors indeed may be ignored as ∆ → 0, and consistent estimation of mean and eigenfunctions of the functional volatility process V can be achieved as sample size n → ∞. This is the theme of subsection 3.3, where the asymptotic behavior of approximation errors is studied in Theorem 1.
We briefly describe the PART algorithm, as applied to volatility; for additional details we refer to Müller et al. (2006) , whose notation we follow to the extent possible. The smoothing steps of the algorithm are implemented with weighted local linear smoothing (Fan and Gijbels, 1996) which works well in practice, provides an explicit linear smoothing scheme based on known smoothing weights, and is amenable to theoretical analysis. That said, other smoothing methods such as smoothing splines, B or P splines could be used as well in practical implementation; we regard the smoothing method here as an exchangeable commodity for practical purposes, yet for theory will rely on properties of explicit representations of the smoothing weights.
In order to estimate the overall mean function µ V , we pool all available data into one big scatterplot 
where b V is the smoothing bandwidth, chosen in practice by cross-validation, and κ 1 is a kernel function, which is required to be a square integrable and compactly supported symmetric density function, with absolutely integrable Fourier transform. Then one setsμ V (t) =β 0 (t).
Estimation of the covariance surface G V is based on the collection of all available pairwise "em-
and fitting a twodimensional smoother to obtain the nonparametric regression of
and defines G V (s, t) =β 0 (s, t). In (21), the kernel κ 2 is a compactly supported and square integrable bivariate kernel function, which is a density with mean zero and finite variance that possesses an absolutely integrable Fourier transform. The smoothing bandwidths h V can be chosen in practice by cross-validation. We note that the diagonal terms (j 1 , j 2 ), j 1 = j 2 , are missing in the summation over j 1 , j 2 in (21). This omission is motivated by the dependence structure of the targets Y ∆ (t) of the transformed volatility observations Y ij∆ , as given in (18). We note that due to the fact that |t j 1 − t j 2 | ≥ ∆ whenever j 1 = j 2 , excluding the diagonal terms suffices to keep the "empirical covariances" on target.
Due to the assumed smoothness of the covariance surface G, the diagonal on the other hand is not essential in the surface estimation step, and can be omitted from the data which are used to construct the surface, without incurring any asymptotic penalty. We note that along the diagonal,
Once mean and covariance functions of functional volatility processes V have been determined, a next step is the estimation of the (eigenvalue/eigenfunction) pairs, which are defined as the solutions of
, substituting the estimated covariance surfaceĜ for G. Solutions (λ k ,φ k ) are obtained by numerical eigenanalysis, based on an initial discretization step, under orthonormality constraints for the eigenfunctions. Positive definiteness of the corresponding covariance surface can be guaranteed by a projection of the initial estimateĜ on a positive definite versionG, as described in Yao et al. (2003) . In a last step, the PART algorithm yields estimates of the individual FPC scores. Motivated by (17), these are implemented by numerical integration, leading toξ
While these estimated FPC scores can be used for a multitude of subsequent applications, one of them is the most pertinent: Using the estimated FPC scores and estimated mean and eigenfunctions to represent the trajectories of volatility. This corresponds to an empirical version of the Karhunen-
One choice that has to be made is the selection of the number K of included components. Options include one-curve-leave-out cross-validation (Rice and Silverman 1991), pseudo-AIC criteria (Yao et al. 2005a ) or a scree plot, a tool from multivariate analysis, where one uses estimated eigenvalues to obtain the fraction of variance explained as a function of K.
On some occasions, one may be interested in assessing the nature of the random drift term µ of closing price in model (4), rather than the functional volatility process. For this purpose, exploiting the moments (10) and (11), one finds for rescaled observations
Consistent estimation of this moment structure is possible, even though the variance of the rescaled observations diverges as ∆ → 0, according to (25) . A heuristic consideration shows that when applying (24), the number of observations that are pooled into a scatterplot to estimate µ is large; at size n[T /∆], this suffices to compensate for increasing variances ∼ 1/∆ to obtain consistency. The divergence of the elements along the diagonal of the covariances is easily handled, by omitting the diagonal, when estimating the covariance surface In conclusion, suitable functional methodology can also be developed for mean and eigenfunctions of the price process.
Functional regression for trajectories of volatility
It is of practical interest to predict future volatility patterns from observed trajectories. In intraday trading, one may have observed the first half day of trading and then, based on this observation, may wish to predict the trajectory of volatility for the remainder of the day. This prediction naturally will take into account the general relationship of volatility trajectories between first and second half day, and especially the observed patterns in the morning of the given day for which one wishes to predict the afternoon volatility. The concept of functional volatility processes enabled us to embed the problem of quantifying volatility into the framework of FDA. Once we have characterized the functional volatility processes, we can then apply functional regression technology to the prediction problem.
Functional regression models in which both predictors and responses are random functions have been introduced by Ramsay and Dalzell (1991) . While there exists a sizeable literature on functional regression, there are fewer papers where the case of random functions as responses is considered.
Among these are Faraway (1997) and Chiou et al. (2004) , where in both approaches predictors are vector-valued. The case where both predictors and responses are random functions has been studied recently for the case of sparse longitudinal data in Yao et al. (2005b) . In the function to function regression, we observe pairs of random trajectories sampled from square integrable stochastic processes is
where the integration is over the domain of the trajectories of Q and β is the regression parameter surface, a nonparametric smooth function.
The estimation of β is an inverse problem and requires regularization. We use the projection of the trajectories on FPC scores, regularizing by controlling the number of included components. The starting point are the Karhunen-Loève expansions for Q and R,
with FPC scores ξ k for Q and ζ m for R. Applying the orthonormality properties of the eigenfunctions, it is easy to see that the regression parameter function β in (26) can be represented by
Using this representation of β, setting γ km = Eξ k ζ m , noting that Eξ 2 k = λ k , where λ k is the k-th eigenvalue of the autocovariance operator of the predictor processes, and observing the orthonormality properties of the eigenfunctions in (27), one finds that (26) can be alternatively written as
According to (28), (29), identifying the functional linear model can be based on performing FPCA for both predictor and response processes. The next step is to substitute estimatesλ k as used in (23) for λ k and estimatesγ
for the γ km , where G QR (s, t) is a local linear smoother for the cross-covariance function G QR (s, t) = cov(X(s), Y (t)), obtained analogously to the covariance estimateĜ V (21), using bandwidthh V ; compare Yao et al. (2005b) . Alternative estimators for γ km can be obtained by using the corresponding sample moments for FPC estimates (22) for both Q and R.
Choosing K components to represent processes Q, and M components to represent processes R, the estimate for the regression parameter function iŝ
The estimated prediction of a new trajectory R * , given any trajectory Q * with FPC scores ξ * k , is then obtained as
or alternatively, via (29), by
We will illustrate these predictions in Section 4, predicting the afternoon trajectory of volatility from the morning trajectory for intra-day trading data.
Asymptotics
We derive some basic consistency results for eigenfunctions, eigenvalues, FPC scores and fitted trajectories for estimation of volatility processes. Of interest is also consistency for regressing volatility trajectories on each other. The first result is a basic bound that demonstrates the uniform approximation of the observations Z ij∆ . All proofs and details regarding the assumptions can be found in the Appendix.
Theorem 1. Assuming (M1)-(M4), we have
The derivation of results for processes V and the estimation of individual trajectories to some extent parallel the development in Müller et al. (2006) . We establish this connection and state the relevant assumptions in the Appendix. Due to the 1/ √ ∆ normalization used for Z ij∆ , the effect of the mean price trajectory has the same order of convergence as the remainder term in the bounds (7)- (10), and therefore the price trajectory does not contribute to the leading term; furthermore, the designs considered are always equidistant with equal time spacing of size ∆ between trade recordings.
These features simplify the theoretical developments.
Recollecting that we estimate the overall mean trajectory µ V of volatility processes V in (20) with bandwidths b V , and the covariance surface G V (15) in (21) with bandwidths h V , we obtain for the estimation of these key constituents the following result. All convergence results in the following are for n → ∞ and ∆ → 0, the high frequency case with a large sample of observed trajectories.
Theorem 2. Assuming (M1)-(M6), we have
This result provides justification for the mean and covariance function estimates that are illustrated for high frequency data in Section 4. As a consequence of Theorem 2, we also obtain consistency for the estimation of eigenvalues λ k and eigenfunctions φ k of volatility processes, justifying the use of these estimates in volatility analysis.
Theorem 3. Assume (M1)-(M7) for a sequence
eigenvalues λ k of multiplicity one, eigenfunctionsφ k can be chosen such that
One is also interested in the consistency of estimatesV i (t) =μ
, as estimating volatility from available trading data is a major objective.
Theorem 4. Assuming (M1)-(M8), as
Finally, we analyze the prediction of new volatility trajectories from available trajectories via functional regression for volatility processes. Assuming that K components are included for predictor processes and M for response processes, then the estimated prediction via functional regression
E(R(t)|Q * ) (32), (33) is consistent for its target E(R(t)|Q * ) (29)
, as the following result shows. 
Theorem 5. Assume (M1)-(M10) for processes Q with K = K(n) → ∞, and also for processes
This result provides asymptotic justification for predicting volatility trajectories for high-frequency data from observations of related trajectories. We investigate the practical implementation of this prediction procedure in the following section.
FUNCTIONAL DATA ANALYSIS OF INTRA-DAY TRADING PATTERNS
Description of data and initial processing
The data we analyze consist of returns in high-frequency trading of various stocks and stock indices, based on closing prices that are recorded every 5 minutes for 40 trading days. So in this application ∆ = 5 minutes. We us this as the unit of time in the graphs. The length of the daily trading period is 390 minutes. Our use of five-minute sampling frequency parallels many other studies in the literature, and use of the closing prices is in accordance with the previous tick-method as discussed in Dacorogna et al. (2001) . We analyzed stock prices of Amgen, Affymetrix, Ford, Google, IBM, Microsoft and two stock indices, DRGX and SOXX. Of these, we present the results for the stock Affymetrix and the index SOXX. The other volatility processes were found to have similar characteristics. Affymetrix develops GeneChip-based products and related technology for the acquisition, analysis and management of complex genetic data. SOXX is a semiconductor index of the Philadelphia Stock exchange.
In Figure 1 and Figure 2 we show the daily trajectories of log returns as observed on the first 20 days for Affymetrix stock and the SOXX index, respectively. For each instrument, our analysis is based on 40 such trajectories, one per day, which we treat as i.i.d. realizations of the same underlying process. We applied a variant of the PART algorithm (see Section 3.1) to analyze these trajectories.
A brief description of this variant of the PART algorithm follows.
Considering that the inference about the functional volatility process is based on ultimately approximating Z ∆ (t) by σ(t)W ∆ (t), we find from (5), (7) and (8) 
, for Y ij∆ in the algorithm described above. This variant gave slightly improved results in our applications (for instance in predicting future volatility trajectories) and therefore was used in the following analysis. Overall, the differences as compared to the analysis obtained from the unmodified PART algorithm were minor. For the initial smoothing step to obtain the initial estimatesẑ i (t) we used a cross-validation bandwidth choice.
Estimation of components of the functional volatility process
When applying the PART algorithm to the transformed residuals or raw volatilities Y ij∆ , one needs to choose the included number of components K, see (23). This choice was based on a scree plot.
For both Affymetrics and SOXX, the number of included components was selected as K = 3, which explains 97.53%, respectively 99.37%, of total variance. For Affymetrics, the first three estimated eigenvaluesλ k were 11.70, 8.48 and 0.56. For SOXX, these values are 15.56, 0.81 and 0.62.
In Figure 3 and Figure 4 we present the estimated mean functionμ V and covariance surfacê G V (s, t) of the functional volatility process for the two instruments. These are obtained by applying smoothers (20) and (21) respectively, as described in section 3.1. The mean function of the volatility process of the Affymetrics stock shows a dip during midday. A noon dip in volatility has also been reported by Andersen and Bollerslev (1998) and may be attributed to a drop in trading activity during lunch break. This is a common characteristic that we found in almost all the instruments studied. However, there are some notable exceptions from this pattern. For example, the stock index SOXX does not show this dip and instead mean volatility is constantly decreasing over the day, where however the amount of the decrease varies and is high in early trading while tapering off near the end of the trading period. This pattern is consistent with the observation of Gerety and Mulherin (1994) that volatility is greater at the opening of trading than at the close, because overnight interruption of trading clouds the process of price formation. The covariance surfacesĜ V are overall similar, where
Affymetrics shows more dominance of variance along the diagonal and also moderately high negative covariance between beginning and end of day, a feature that is absent in SOXX. Figure 5 and Figure 6 present the respective eigenfunctionsφ k . In both cases the first eigenfunction reflects the overall level of volatility on a given day, and parallels to some extent the mean function (note that the sign of the eigenfunctions is arbitrary). The second eigenfunction for Affymetrix and the third eigenfunction for SOXX correspond to each other, having one change of sign which occurs roughly in the middle of the trading period and therefore differentiating primarily between volatility during the first and second half of trading. The third eigenfunction for Affymetrix and the second eigenfunction for SOXX again correspond to each other, having two sign changes and providing additional differentiation within morning and afternoon trading periods.
Raw volatilities Y ij∆ and the estimated trajectoriesV i (t) of the functional volatility process, as defined in (23), are shown for the first 20 days in Figure 7 for Affymetrix and in Figure 8 for SOXX.
The individual time courses of volatility reflect the trends of the raw volatilities in a smooth fashion and exhibit substantial variability from day to day. The manifold of estimated volatility trajectories can be explored by highlighting the trajectories most aligned with the eigenfunctions. This is the functional analogue of exploring the axes of multivariate data ellipsoids by selecting the extreme points that are closest to each axis in multivariate data analysis. The functional version of this technique is due to Jones and Rice (1992) . Figure 9 displays the raw volatilities and estimated volatility trajectories for the days on which the volatility trajectories are most aligned with each of the three eigenfunctions, respectively. These three days were chosen from among all 40 days on which the analysis was based. The displayed trajectories reinforce the impression that daily volatility patterns vary widely, from days with a marked noon dip to days where volatility is monotone declining or where it has a morning peak and afternoon dip.
Regressing volatility trajectories of second half day on first half day of trading
Following the procedure described in section 3.2, we describe here a functional regression analysis of the volatility process for the second half day (response) on the volatility process of the first half day (predictor). One aim of such a functional regression analysis is the prediction of future (second half day) volatility trajectories from the accumulated knowledge of the relationship of volatility patterns between the two half days, combining the daily trading patterns as observed for many days and as reflected by our model, with a specific predictive pattern for the first half-day. We present the results of this functional regression for the SOXX data. The predictor volatility processes will be denoted by Q, using the same notation as in Section 3.2 (27) for general predictor processes now for specific volatility predictor processes, with mean function µ Q , eigenvalues/eigenfunctions (λ k , φ k ) and FPC scores ξ k , while the response volatility processes are denoted by R, with characteristics µ R , (τ m , ψ m ) and FPC scores ζ m .
One problem is to choose the numbers K and M of included eigenfunctions for the representations (27) of processes Q and R. The first few values of estimated eigenvaluesλ k of Q were 45.10, 12.46, 2.02, 0.198, 0.046 and those ofτ m of estimated eigenvalues of R were 90. 46, 11.03, 3.70, 0.086, 0.036. There are clear changes in size after the second eigenvalue for Q and after the third eigenvalue for R, suggesting the choices K = 2, M = 3. Note that regression model (26) implies
for all pairs ζ m and ξ k , since the ξ k are uncorrelated random variables. As a consequence, we find for all m, k that E(ζ m |ξ k ) = β km ξ k for suitable constants β km . The corresponding simple linear regressions through the origin provide another perspective on the functional regression. The fitted regression lines for the selected components, overlaid with the scatterplots ofζ im versusξ ik , are shown in Figure 10 .
The mean function of the volatility process of SOXX data for the first half day and second half day, the first two eigenfunctions of the first half day and the first three eigenfunctions of the second half day are shown in Figure 11 . The first two eigenfunctions correspond essentially to an average volatility over the corresponding half day, while the next eigenfunctions provide further differentiation of the dynamics over these simple averages. Figure 12 presents the estimated regression parameter functionβ(s, t) as defined in (31). We find that early afternoon volatility is largely driven by the average volatility over the morning period, while late afternoon volatility is less influenced by the average morning volatility, but is seen to be somewhat more influenced by the initial volatility in the early part of the morning trading than it is by the late volatility of the morning trading.
To investigate the quantitative gain that can be made in predicting the afternoon trajectory of volatility by this functional regression model, over using just the overall mean estimateμ R (shown in the top right panel of Figure 11 ), we first fit individual volatility trajectories by smoothing the raw volatilities Y ij∆ ; the smoothing bandwidths were determined by cross-validation. The average L 2 distance between individual smoothed volatility trajectories and predicted trajectories simply by usingμ R was found to be 298.29, while that between individual smoothed volatility trajectories and predictions obtained through the functional regression was 239.34. This implies that the functional regression approach has a prediction error that is 20% smaller than the simple prediction using the mean trajectory.
CONCLUDING REMARKS
We have defined a functional volatility process which embeds volatility analysis into FDA. This provides new tools for studying and relating patterns of volatility. Possible extensions of interest will be to consider the trade volume process in addition to the price process. It has been widely accepted that the two processes are related, and FDA methodology will make it possible to study the relationship between these processes in detail. One can envision benefits for portfolio allocation and risk management from using FDA methods for financial data, as well as improved prediction of volatility. As we have seen in Section 4.3, the prediction task can be successfully approached with the proposed methods.
Another noteworthy feature of this approach is that it allows to easily incorporate error-prone trade recordings without changing the basic structure of the approach. In fact, this methodology can be used to study the structure of the microstructure noise that might contaminate trade recordings.
We can also use the proposed methods to estimate integrated daily volatility as an alternative to realized volatility. Since our method is robust to noise-contamination of transaction recordings, such estimates should be robust to the choice of sampling intervals, and we need not throw away a lot of the data, as is the current general practice, to avoid contamination by market microstructure noise.
The estimator of integrated volatility thus obtained can be used in the presence of jumps in asset prices (take e ij in (13) to have a mixture distribution with mass at zero and a smooth distribution over high values), while realized volatility is inappropriate in such cases.
These are only a few of the potential future applications where the functional volatility process can play a central role in new technology. The tool kit that FDA can bring to the analysis of financial data is quite powerful and further applications in finance will be of great interest.
APPENDIX
We begin by listing some assumptions on processes µ, σ, as needed for some basic bounds that are given in Lemmas 1-3. Throughout we consider ∆ → 0.
(M1) Processes ( µ(t)) t∈ [0,T ] and ( σ(t)) t∈ [0,T ] (4) ) have sample paths that are uniformly Lipschitz continuous of order 1, i.e., there exists a constant L > 0 so that a.s.
Sample paths of processes σ are twice differentiable and derivatives
Next we state three auxiliary lemmas with proofs, to be followed by the outlines of the proofs of the main results.
Lemma 1. Under (M1), remainder terms R 1 (t, ∆), R 2 (t, ∆) defined in (6) have asymptotic properties (7).
Proof: We find
where the O-terms are a.s. and uniform in t . Next,
, using properties of the Wiener integral and the Lipschitz property of processes σ. These results are uniform in t, due to the uniformity of the Lipschitz condition. A consequence is R 2 (t, ∆) = O P (∆). Results (7) follow.
Lemma 2. Under (M1) -(M3), processes Z ∆ (t) have the moment properties (11).
Proof: The result on the expected value (10) is a direct consequence of the representation (5) and properties (7) of the remainder terms. It follows that
We next find, using the independence of the various processes,
Utilizing the bounds on remainder term R 1 from the proof of Lemma 1, one obtains
We observe
and apply the independent increments property for W and the Cauchy-Schwarz inequality to obtain
for all t, s. Putting these results together, we conclude that II = O(1) for |t − s| ≤ ∆ and II = O(∆ 2 )
for |t − s| > ∆. Upon combining these results with (42) and (43), (11) follows.
Lemma 3. Under (M1)-(M4), it holds that
Proof: The result for R 1 (t, ∆) is an immediate consequence of the uniform bounds in (7). By partial integration,
Observing E sup t∈[0,T ] |W (t)| < ∞ for the Wiener process (see Adler, 1990, Thm. 3.2) and
Proof of Theorem 1:
The result follows directly from (5) and Lemma 3, noting that
To apply the logarithmic transformation, we assume for technical reasons that the data are truncated near zero, i.e., | σ(t)W ∆ (t)| > ε for a very small ε > 0, and when conducting the transformation we replace the original Z ij∆ byZ ij∆ = max(Z ij∆ , ε). Then (34) immediately implies
which is assumed to hold from now on. In principle, implementing such a lower threshold might also be occasionally necessary in practice to execute the transformation smoothly; this was not an issue in our data illustrations in Section 4. We continue to list some further assumptions, on moments of Y ij∆ (19) and smoothing bandwidths b V and h V as used in (20) and (21).
Proof of Theorem 2:
The proof borrows arguments from the proofs of Lemma C1 and Theorem 2 of Müller et al. (2006) , with some variations due to the fact that in the present context of volatility estimation there is neither an issue of estimating the smooth price trajectories µ nor of estimating the variance of the errors W ∆ (t j ). Assumptions (M1)-(M6) and those made about the kernels in the estimation section 3.1 ensure that proper versions of Lemma C1 and the above-mentioned Theorem 2 apply here. A first step is to replace in the basic mean function and covariance function
estimates (20) and (21) 
. In a second step, combining with (44), results (35), (36) follow.
For the proofs of the next results we require further assumptions on the nature of the volatility process V . Further details on these assumptions and notation can be found in Müller et al. (2006) .
is the resolvent of operator G V and · F is an operator norm, defined on the separable Hilbert space F generated by the Hilbert-Schmidt operators on H, endowed with the inner product T 1 , T 2 F = j T 1 u j , T 2 u j H and the norm T 2 F = T, T F , where T 1 , T 2 , T ∈ F , and {u j : j ≥ 1} is any complete orthonormal system in H. Then we assume
Proof of Theorem 3:
The proof is analogous to that of (C3) in Lemma C1 in Müller et al. (2006) .
Further assumptions are needed for the remaining results. For the sequence
Proof of Theorem 4:
The proof is a slightly modified version of the proof of Theorem 3 in Müller et al. (2006) .
Proof of Theorem 5:
We first observe that
which is proved similarly to (36). Next, the assumptions imply, analogously to arguments used in the proof of Theorem 3 in Müller et al. (2006) , that
and
Combining (45), (46), (47), we find that max 1≤k≤K,1≤m≤M
The result (39) is an immediate consequence of (46), (47) and (48). Result (40) follows by observing in addition that the ξ * k are given and that (35) holds for response processes R = V . 
