Abstract. It is well known that when G is the fundamental group of a closed surface of negative Euler characteristic, it has the R∞ property. In this work we compute the least integer c, called the R∞-nilpotency degree of G, such that the group G/γ c+1 (G) has the R∞ property, where γr(G) is the r-th term of the lower central series of G. We show that c = 4 for G the fundamental group of any orientable closed surface Sg of genus g > 1. For the fundamental group of the non-orientable surface Ng (the connected sum of g projective planes) this number is 2(g − 1) (when g > 2). A similar concept is introduced using the derived series G (r) of a group G. Namely the R∞-solvability degree of G, which is the least integer c such that the group G/G (c) has the R∞ property. We show that the fundamental group of an orientable closed surface Sg has R∞-solvability degree 2.
Introduction
Any endomorphism ϕ of a group G determines an equivalence relation on G by setting x ∼ y ⇔ ∃z ∈ G : x = zyϕ(z) −1 . The equivalence classes of this relation are called Reidemeister classes or twisted conjugacy classes and their number is denoted by R(ϕ). This relation has appeared in the form as defined above in 1936 in the work of K. Reidemeister [16] . Independently, and in another context, namely the study of fixed points of homeomorphism of surfaces, in 1927 a similar relation, but not exactly the same, was introduced by J. Nielsen in [15] and the equivalences classes were called isogredience classes. A more modern reference which shows the connection of Reidemeister classes with fixed point theory can be found in the book of B. Jiang [10] . Also observe that in case ϕ is the identity automorphism, the Reidemeister classes are exactly the conjugacy classes of the group G. A group G is said to have the R ∞ property if for every automorphism ϕ : G → G the number R(ϕ) is infinite. A central problem is to decide which groups have the R ∞ property. The study of this problem has been a quite active research topic in recent years. Several families of groups have been studied by many authors. To see a recent list which contains the families of groups which have been studied, with possibly a few recent exceptions, see the introduction and the references in [5] . Nevertheless we make explicit here the references for families of groups which have been studied and are closely related with the present work. For finitely generated abelian groups, it is part of the folklore that these groups do not have the R ∞ property. For not finitely generated abelian groups the result is not true, see [3] for details and further results. For nonabelian groups we would like to mention the following result, from [14] and [4] :
Theorem. If G is a non-elementary Gromov hyperbolic group, then G has the R ∞ property.
The family of the non-elementary Gromov hyperbolic group includes the family of free groups of finite rank greater than 1 and also the surface groups of a hyperbolic closed surface. For a free group of infinite rank it is shown in [2] that it does not have the R ∞ property. The family of the elementary hyperbolic groups has been studied in [9] . Also the groups G n , the group of pure symmetric automorphisms of the free group F n of rank n ≥ 2, which have a presentation which resembles the ones for nilpotent groups, have the R ∞ property (see [6] and [7] ).
It turns out that in fact some quotients of F r (1 < r < ∞) already have the R ∞ property. More precisely the quotients of F r by the j-th term of either the lower central series or the derived central series eventually have the R ∞ property as j goes to infinity. To see more concrete results about nilpotent groups, free nilpotent groups and free solvable groups with the R ∞ property, see [8] and [17] . Some results from the above references were extended in [2] . More precisely from [ Here γ s (G) denotes the s-th term of the lower central series of G and G (s) the s-th term of the derived series of G. Motivated by the two above results from [2] we will define two numbers associated to a group which have the R ∞ property. Definition 1.1. The R ∞ -nilpotency degree of a group G which has the R ∞ property is the least integer c such that G/γ c+1 (G) has the R ∞ property. In case this integer does not exist then we say that G has R ∞ -nilpotency degree infinite.
According to this definition, it follows from Theorem A that the R ∞ -nilpotency degree of the free group F r of rank r for r > 1 equals 2r. In a similar fashion we define the R ∞ -solvablity degree of a group G which has the R ∞ property. Definition 1.2. The R ∞ -solvability degree of a group G which has the R ∞ property is the least integer c such that G/G (c) has the R ∞ property. In case this integer does not exist then we say that G has R ∞ -solvability degree infinite.
It follows from Theorem B that the R ∞ -solvability degree of the free group F r of rank r for r > 1 equals 2.
Remark. Let G be a group which has R ∞ -nilpotency degree c. Then for any k < c we have that G/γ k+1 (G) does not have property R ∞ , while for k ≥ c the groups G/γ k+1 (G) do have property R ∞ . So the R ∞ -nilpotency degree really determines the boundary of the nilpotency class at which one can detect the R ∞ property of a given group G. An analogous remark holds for the R ∞ -solvability degree.
Given a group G which has the R ∞ property, besides to be a natural question to study the R ∞ -nilpotency and R ∞ -solvability degree of the group G, it also provides a source of new examples of groups with the R ∞ property. The present work studies this question for the case where the group G is the fundamental group of a closed surface. So we do not consider the case where the surface is either S 2 , RP 2 , T = Torus since the R ∞ property does not hold for the fundamental group of these surfaces. The case where S = K, the Klein bottle, is easy to solve. Recall that G = π 1 (K) = Z ⋊ Z and that G has property R ∞ (see Lemma 2.1 and Theorem 2.2 in [8] ). Then we have γ s (G) = 2 s−1 Z and G (s) is 2Z if s = 1 and the trivial subgroup if s > 1. It then follows that G/G (1) does not have the R ∞ property, but G = G/G (s) does have property R ∞ for s ≥ 2, so the R ∞ -solvability degree of G is 2. Also from [9] it follows that none of the quotients G/γ s+1 (G) = Z 2 s ⋊ Z have the R ∞ property. So, the R ∞ -nilpotency degree of G is infinite.
So, for the rest of this paper we will focus on the case where S is a closed surface of negative Euler characteristic.
The main results of the manuscript are: Theorem 3.4. Let g ≥ 2 and π g be the fundamental group of the orientable surface of genus g. For any c ≥ 4, we have that the c-step nilpotent quotient π g /γ c+1 (π g ) has property R ∞ . On the other hand, for c = 1, 2 and 3, this quotient does not have property R ∞ . I.e. the R ∞ -nilpotency degree of π g is 4.
Theorem 4.12. Let g ≥ 2 and let Γ g+1 be the fundamental group of the non-orientable surface of genus g + 1. Then, for any c ≥ 2g, we have that the c-step nilpotent quotient Γ g+1 /γ c+1 (Γ g+1 ) has property R ∞ . On the other hand, for c < 2g, Γ g+1 /γ c+1 (Γ g+1 ) does not have property R ∞ . I.e. the R ∞ -nilpotency degree of Γ g+1 is 2g.
g , i.e. the quotient of π g by the 2−th term of the derived series of π g . Corollary 3.5. Let g ≥ 2 and let G = π g /π (2) g . The group G/γ c+1 (G) has the R ∞ property, if and only if c ≥ 4. Further, the R ∞ -solvability degree of π g is 2, i.e. π g /π (c) g has the R ∞ property, if and only if c ≥ 2. This work is divided into 3 sections besides the introduction. In section 2 we review and present some results about nilpotent groups which we are going to use. In section 3 we consider the case of orientable surfaces. In section 4 we consider the non-orientable case.
2. Some preliminaries on the R ∞ property for nilpotent groups Let A be a finitely generated abelian group with torsion subgroup T and free abelian quotient A/T . Let ϕ be any endomorphism of A, then ϕ induces an endomorphismφ of A/T . It is easy to see that R(ϕ) = ∞ ⇔ R(φ) = ∞. As A/T is free abelian, the morphismφ can be described as a matrix (with integer entries) and so it makes sense to talk about the eigenvalues ofφ. In general we will talk about the eigenvalues of ϕ by which we will mean the eigenvalues ofφ and by the determinant of ϕ we will mean the determinant ofφ. It follows that R(ϕ) = ∞ if and only if 1 is an eigenvalue ofφ.
More generally, we consider a finitely generated nilpotent group N and an endomorphism ϕ of N . This morphism induces a sequence of endomorphisms
As all of these groups γ i (N )/γ i+1 (N ) are finitely generated abelian groups, we can talk about the eigenvalues of each of the ϕ i . When we talk about the eigenvalues of ϕ we will mean the collection of all eigenvalues of all ϕ i . There is another way of determining these eigenvalues: Consider again the torsion subgroup T of N and the induced endomorphismφ on the torsion free nilpotent group M = N/T . This latter group M has a radicable hull (or rational Malcev completion) M Q . The endomorphismφ uniquely extends to this radicable hull M Q . We will denote this extension also byφ. Corresponding to this radicable hull there is a rational Lie algebra m. Moreover any endomorphism ψ of M Q induces a Lie algebra endomorphism ψ * of m. The eigenvalues of ϕ are then exactly the eigenvalues of the linear mapφ * . In fact, if we useφ * ,i to denote the induced map on γ i (m)/γ i+1 (m), then the eigenvalues of ϕ i are exactly those ofφ * ,i . We remark here that one can equally well work with the real Malcev completion and its real associated Lie algebra.
Using this terminology of eigenvalues we have ([2, Lemma 2.1]): Lemma 2.1. Let N be a finitely generated nilpotent group and ϕ an endomorphism of N , then R(ϕ) = ∞ ⇔ 1 is an eigenvalue of ϕ.
In the section on non orientable surface groups we will need the following result, which generalizes Lemma 2.2 of [2] Lemma 2.2. Let G be a nilpotent group which contains a free nilpotent subgroup N r,c as a subgroup of finite index. Let ϕ be an endomorphism of G and denote by ϕ i the induced endomorphisms of
denote the eigenvalues of ϕ 1 (listed as many times as their multiplicity). Then any eigenvalue µ of ϕ i (with 2 ≤ i ≤ c) can be written as an i-fold product
Moreover, any such a product in which not all of the j i are equal does appear as an eigenvalue of ϕ i .
Proof. By dividing out the torsion part of G, we may assume that G is torsion free. Now, as G and N r,c are commensurable, we have that G Q = N Q r,c and so the corresponding Lie algebra is the free nilpotent Lie algebra of class c on r generators. The proof then continues along the same lines as that of Lemma 2.2 of [2] .
Remark. Note that when ϕ is an automorphism, then λ 1 λ 2 . . . λ r = ±1.
Finally, we will also need the following Lemma, which is probably well know, but we present its short proof here for the convenience of the reader. Lemma 2.3. Let N be a finitely generated nilpotent group and ϕ : N → N be an endomorphism.
Proof. The condition implies that Im(ϕ)[N, N ] = N . As N is nilpotent this implies that Im(ϕ) = N and hence ϕ is surjective (use [11, Theorem 16.2.5]). As a finitely generated nilpotent group (like all polycyclic-by-finite groups) is Hopfian, it follows that ϕ has to be an automorphism of N .
Orientable surface groups
Consider the 2g × 2g matrix
Lemma 3.1. Let S be a 2g × 2g-matrix with
and let p(x) denote the characteristic polynomial of S. Then, we have that
Proof. Note that
Corollary 3.2. If λ is an eigenvalue of S, then also − 1 λ is an eigenvalue for S.
Remark. The analogous result for symplectic matrices, i.e. those S for which SΩS T = Ω, is well known (and can be proved in the same way as the lemma above), says that p(x) = x 2g p( 1 x ). So the eigenvalues for a symplectic matrix come in pairs λ and 1 λ .
Now, let us consider the fundamental group of an orientable surface of genus g:
We want to study nilpotent quotients of π g and the R ∞ property for these quotients. Therefore, take an integer c > 1 and consider any automorphism ϕ of π g /γ c+1 (π g ). Then ϕ induces an automorphismφ on π g /γ 2 (π g ) ∼ = Z 2g . Let S be the 2g × 2g-matrix S with integral entries which representsφ with respect to the free generating set (in this order)
Here we used a bar to indicate the natural projection of the generators.
Lemma 3.3. With the notations introduced above, it holds that
Moreover, any matrix S, with integer entries satisfying this relation can be obtained as the matrix representingφ for some automorphism ϕ of π g /γ c+1 (π g ). (In fact any such S is induced by an automorphism of π g ).
Proof. This Lemma is known to hold for all automorphisms of the full group π g (See [12, Corollary 5.15, page 355]) but here we show that it also holds for all quotients π g /γ c+1 (π g ) with c > 1. Of course, the second part of the statement that all such S can be achieved follows from the fact that all such matrices can be obtained as the induced map of an automorphism of π g ([12, Theorem N.13, page 178]).
Since any automorphism of π g /γ c+1 (π g ) induces one on π g /γ 3 (π g ) (with the same S), it is enough to consider the case c = 2. Let N 2g,2 = F 2g γ 3 (F 2g ) be the free 2-step nilpotent group on 2g generators, which we will still denote by
and let C be the cyclic subgroup generated by r, then π g /γ 3 (π g ) = N 2c,2 /C. Any automorphism ϕ of π g /γ 3 (π g ) lifts to a morphismφ : N 2c,2 → N 2c,2 . This map, in turn induces a morphismφ : N 2c,2 → N 2c,2 /γ 2 (N 2c,2 ) which is surjective. By Lemma 2.3 we can conclude thatφ is an automorphism of N 2c,2 . Asφ is a lift of ϕ, we must have thatφ(C) ⊆ C and by reasoning in the same way for ϕ −1 , we must in fact have thatφ(C) = C and this implies thatφ
Since the group N 2g,2 is 2-step nilpotent, we have that (with s p,q the (p, q)-th entry of S):
For the convenience of writing, we will now use the additive notation in γ 2 (N 2c,2 ). The condition above then reads as
Now, let us look at the condition SΩS T = ±Ω. Denote by C 1 , C 2 , . . . , C 2g the columns of S. Then
Note that if p = q, this entry is zero, and also the (p, p)-th entry of ±Ω is. So, we only have to consider the case p = q from now onwards.
We now consider the different possibilities for p and q:
• Both p and q are even. In this case the condition SΩS T = ±Ω says that the (p, q)-th entry of SΩS T has to be zero. Let p = 2j and q = 2k, so the (p, q)-th entry is
By looking at the coefficient appearing in front of [b j , b k ] (and using the fact that
which exactly says that the (p, q)-th entry of SΩS T must be zero.
• When both p and q are odd, one can do the same argument by considering the coefficient appearing in front of [a j , a k ] in equation (1).
• Now consider the case when p is odd, say p = 2j − 1 and q is even, say q = 2k. By looking at the coefficient of [a j , b k ] in the expression (1) we find the relation
(where δ j,k is the Kronecker delta). This is saying that (2j − 1, 2k)-entry of SΩS T equals ±δ j,k , which is what we needed to show.
• The situation where p is even and q is odd reduces to the previous case.
Just as in our paper [2] , we will make use use of the associated graded Lie ring of the group we are interested in, so we consider the Lie ring
where the Lie bracket is induced by the commutators in π g . Then, there is a canonical homomorphism of Lie rings
) corresponding to the relator defining π g and let R be the ideal of L(F 2g ) which is generated by r. Then the main result of [13] shows that R is the kernel of ψ and that all factor groups
Consider an automorphism ϕ of π g /γ c+1 (π g ) for c ≥ 2. There is no reason to expect that this automorphism can be lifted to an automorphism of π g . However, if S represents the induced automorphism on the abelianization of π g , then we know that there does exist an automorphism ϕ ′ of π g , whose induced automorphism on the abelianization is also represented by S. Let ϕ 1 be the automorphism of π g /γ c+1 (π g ) which is induced by ϕ ′ . As the induced automorphisms on the quotients γ i (π g )/γ i+1 (π g ) are completely determined by the induced automorphism on π g /γ 2 (π g ), it follows that ϕ will have infinite Reidemeister number if and only if ϕ ′ has infinite Reidemeister number (by Lemma 2.1). So in our discussions below, we will always be allowed to assume that the automorphism ϕ can be lifted to π g . Moreover, by [12 
Proof. For c = 1, we have that π g /γ 2 (π g ) ∼ = Z 2g and this group does not have property R ∞ .
From now onwards, we consider the situation with c > 1. Let S g be the following 2g × 2g-matrix:
Then S g satisfies S g ΩS T g = −Ω and S g only has eigenvalues λ = 1 + √ 2 and − 1 λ = 1 − √ 2 (each one with multiplicity g). Consider an automorphism ϕ of π g for which the induced morphismφ on the abelianization of π g is given by S g . As already mentioned above, this automorphism is induced by an automorphism ϕ of F 2g . By Lemma 2.2, we know that the eigenvalues of induced automorphisms on γ 2 (F 2g )/γ 3 (F 2g ) resp. γ 3 (F 2g )/γ 4 (F 2g ) consist of products of 2 resp. 3 eigenvalues of S. It is obvious that none of these eigenvalues can be equal to 1. As the induced maps on γ 2 (π g )/γ 3 (π g ) resp. γ 3 (π g )/γ 4 (π g ) are themselves induced from the maps in the free case, it also follows that in this case none of the eigenvalues equals 1. Hence, when c ≤ 3, ϕ induces an automorphism of π g /γ c+1 (π g ) with finite Reidemeister number and so these groups do not have property R ∞ . Now we will prove that π g /γ 5 (π g ) does have property R ∞ . From this it then also follows that π g /γ c+1 (π g ) has property R ∞ for all c ≥ 4.
Let ϕ be any automorphism of π g /γ 5 (π g ). From the discussion before this theorem, we can without loss of generality assume that ϕ is induced by an automorphismφ of F 2g . Letφ * denote the graded Lie ring automorphism of L(F 2g ) induced byφ and ϕ * the automorphism of L(π g ) induced by ϕ. Since ϕ is induced byφ, we have that ϕ * is induced byφ * and
We have to prove that the map induced by ϕ * on L(π g )/γ 5 (L(π g )) has at least one eigenvalue equal to 1. Let S still denote the matrix representing the induced automorphism on π g /[π g , π g ].
We now distinguish two cases.
Case 1: S
T ΩS = Ω. This case occurs exactly whenφ * (r) = r. In this situation, S has eigenvalues
) has eigenvalue 1 with at least multiplicity g, since the eigenvalues of this map are products of 2 eigenvalues of S and we have that 1
/ r is given by dividing out the 1-dimensional subspace generated by r. So the induced map on L 2 (π g ) has eigenvalue 1 with multiplicity at least g − 1 > 0, which shows that ϕ has an infinite Reidemeister number in this case.
Case 2: S T ΩS = −Ω. This case occurs exactly whenφ * (r) = −r. First of all, suppose that one of the eigenvalues of S is ±i. In that case both i and −i appear as an eigenvalue of S and the their product i × −i = 1 is an eigenvalue for the induced map on L 2 (F 2g ). Sinceφ * (r) = −r corresponds to eigenvalue −1, we have that the induced map on L 2 (π g ) = L 2 (F 2g )/ r also has an eigenvalue 1 and so we are done in this case. Hence we can assume that ±i do not appear as eigenvalues of S and in this situation, S has eigenvalues
In which not all the λ i need to be different.
We will show that the induced map on L(π g )/γ 5 (L(π g )) has 1 as an eigenvalue. Note that now γ 5 (L(π g )) is used to denote the 5-th term in the lower central series of the Lie ring L(π g ). As L(π g ) is graded and is generated by its terms in degree one, we have that
In fact, we will show that the induced map on
has 1 as an eigenvalue. Here L (2) (π g ) denotes the second derived Lie ring, so we consider a metabelian and 4-step nilpotent quotient of L(π g ). Note that
whereR is the natural image of the ideal R in this free metabelian and 4-step nilpotent Lie ring
. To avoid complicated notations, let us denote this last Lie ring by L. If we denote byr the image of r in L, thenR is the ideal of L generated byr. Now, we again consider the complexification of our Lie algebra L C = L ⊗ C. So L C is the free metabelian and 4-step nilpotent Lie algebra over C.
is graded, since it is generated by an element of degree 2.
As in the prove of Lemma 2.2 we can assume that S is semi-simple. 
is an eigenvector for eigenvalue 1, then with the notations above, we have that λµ = −1. As we have already excluded the case λ = ±i, this is only possible when i = j (so i < j). 
which is also an eigenvector for the eigenvalue 1. These associated vectors span already a subspace of L C 4 which is at least as big as the eigenspace corresponding to eigenvalue 1 insideR
is also an eigenvector of eigenvalue 1, which is linearly independent of the previous ones, we see that L 
). The result in this case then follows directly from the theorem above. For c > 3 the proof of the theorem above is in fact a proof showing that the group G/γ c+1 (G) has property R ∞ . If follows that G = π g /π (2) g itself also has property R ∞ , which already proves one step of the "further"-part. Clearly G/G (1) , the abelianization of G which is the same of the abelianization of π g , does not have property R ∞ .
Non-orientable surface groups
First we need a lemma concerning powers in nilpotent groups, which can be found in [18] Proposition 2, page 113. Also we will need the following two Lemmas:
Lemma 4.2. Let N be a finitely generated nilpotent group and assume H is a subgroup of N , such that H[N, N ] has finite index in N , then H has finite index in N .
Proof. We proceed by induction on the nilpotency class c of N . For abelian groups, the lemma is trivially satisfied. Now assume that N is of class c > 1 and the lemma is true for smaller nilpotency classes. The assumption of our lemma, implies that
.
This can also be read as
is of finite index in N γ c (N ) .
By induction, we then obtain that (2) Hγ c (N ) is of finite index in N.
In order to prove the lemma, it now suffices to show that H ∩ γ c (N ) has finite index in γ c (N ). As N is finitely generated, the group γ c (N ) is also finitely generated (and abelian). Suppose now on the contrary that the index of H ∩ γ c (N ) in γ c (N ) is infinite, then there exists an element γ of γ c (N ) for which γ k ∈ H for all k > 0.
as a product of commutators, where each n i ∈ N and each m i ∈ γ c−1 (N ). Note that for all integers p, q we have that (2) implies that there is a positive integer p such that for all n ∈ N we have that n p ∈ Hγ c (N ). So we can write n
which is a contradiction with the fact that we assumed that γ k ∈ H for all k > 0.
Lemma 4.3. Let N n,c be the free c-step nilpotent group on n generators. The subgroup generated by a subset {x 1 , ..., x n } ⊂ N n,c is also the free c-step nilpotent group on n generators if and only if the images of the elements x i in the abelianization of N n,c generate a free abelian group of rank n.
Proof. Only if is clear. So we let G denote the subgroup generated by the subset {x 1 , ..., x n } ⊂ N n,c and we assume that the images of the elements x i in N n,c /γ 2 (N n,c ) generate a free abelian group of rank n. This implies that the image of G in the abelianization of N n,c has finite index in this abelianization. By Lemma 4.2 it also follows that G has finite index in N n,c . Therefore G and N n,c have the same Hirsch length. Now, let y 1 , y 2 , . . . , y n denote a set of free generators of N n,c and consider the morphism ϕ mapping y i to x i , which exists beacuse N n,c is free nilpotent of class c and G is also nilpotent of class ≤ c. The image of ϕ is G and the kernel of ϕ must have Hirsch length 0 (since the Hirsch length of Im(ϕ) + Hirsch length of Ker(ϕ) has to equal the Hirsch length of N n,c ). As N n,c is torsion free, it follows that ϕ is an isomorphism from N n,c to G, which finishes the proof.
In this section we are working with the fundamental group of a non orientable surface of genus g:
In the sequel of this section, the number g − 1 will play a crucial role, therefore, we will most of the time work with Γ g+1 . For a given c we will use e i to denote the natural projection of a i in the quotient Γ g+1 /γ c+1 (Γ g+1 ). It is not difficult to see that the abelianization of Γ g+1 is isomorphic to Z g ⊕ Z 2 and so contains a free abelian group on g generators as a subgroup of finite index. In the next theorem we show that something analogously holds for all nilpotent quotients. Theorem 4.4. The subgroup of Γ g+1 /γ c+1 (Γ g+1 ) generated by e 1 , e 2 , . . . , e g (the natural projections of a 1 , a 2 , . . . , a g ) is a free nilpotent group of class c freely generated by the g elements e 1 , e 2 , . . . , e g . Moreover, this subgroup is of finite index in Γ g+1 /γ c+1 (Γ g+1 ).
Proof. Let N g,c be the free c-step nilpotent group freely generated by b 1 , b 2 , . . . , b g . By Lemma 4.1, we know that b
As N g,c is c-step nilpotent this morphism factors through the c-step nilpotent quotient of Γ g+1 which leads to a morphism ψ :
Let µ : e 1 , e 2 , · · · , e g → N g,c be the restriction of ψ. Then, the image of µ equals the subgroup b i to e i . It is obvious that µ and ν are each others inverse and so µ is an isomorphism, showing that e 1 , e 2 , · · · , e g is free c-step nilpotent.
Since e 1 , e 2 , · · · , e g is a subgroup of Γ g+1 /γ c+1 (Γ g+1 ) satisfying the conditions of Lemma 4.2, we find that e 1 , e 2 , · · · , e g is of finite index in Γ g+1 /γ c+1 (Γ g+1 ).
Proof. Consider any automorphism ϕ of G and let λ 1 , λ 2 , . . . , λ g denote the eigenvalues of ϕ 1 . By Lemma 2.2 we know that (λ 1 λ 2 · · · λ g ) 2 = (±1) 2 = 1 is an eigenvalue of ϕ 2g and hence, by Lemma 2.1 we can conclude that R(ϕ) = ∞.
The following lemma is a technical one which we will need for the construction of certain automorphisms of Γ g+1 . Lemma 4.6. There exists a function f : N × N → N such that for any nilpotent group G of class ≤ c and any pair of elements x, y ∈ G we have that
Proof. Fix c, n ∈ N and let N 2,c be the free nilpotent group of class c on two generators, say a and b. It is enough to show that there exists a value f (n, c) and an element d ∈ b, γ 2 (N 2,c ) such that
The case for a general group then follows by considering the homomorphism ψ : N 2,c → G determined by ψ(a) = x and ψ(b) = y and by taking z = ψ(d).
Let a 1 = a, a 2 = b, a 3 = [a, b], a 4 , . . . , a k be a Malcev basis for N 2,c . It is known that there are polynomials q i (x 1 , . . . , x i−1 , m) with coefficients in Q such that for any
(In fact q 2 = 0). Now, for any m we consider the equation in the unknowns z 2 , z 3 , z 4 , . . . , z k :
This equation is equivalent to a set of equations:
Over Q this system of equations can be solved in a recursive way and we see that there are polynomials p i (x) in one variable such that the solution of the above equation is given by z i = p i (m). Now these polynomials do not have a constant term (because if m = 0, then all z i = 0). Hence, if we take m equal to the least common multiple of all denominators appearing in the polynomials p i , then all the z i = p i (m) will lie in Z. So by taking f (n, c) = m for this m, the lemma is proved, since in this case we have that
Theorem 4.7. Let c > 0 and g > 1 be fixed. For any integer k ∈ Z, there exists an automorphism ϕ k of Γ g+1 /γ c+1 (Γ g+1 ) with ϕ k (e 1 ) = e 2 , ϕ k (e 2 ) = e 3 , ϕ k (e 3 ) = e 4 , . . . , ϕ k (e g−1 ) = e g and ϕ k (e g ) = e 1 e m g , with m = (kf (2, c) 
We now compute that Since ψ k maps the defining relator for Γ g+1 to 1, ψ k determines a morphism from Γ g+1 → Γ g+1 /γ c+1 (Γ g+1 ) and hence also a morphism
To see that ϕ k is an automorphism, it is enough, by Lemma 2.3, that the induced map to the abelianization is surjective. But this is now trivial to see, by the form of the images of the generators.
Theorem 4.8. For any c > 0 and any g > 1 there exists an automorphism ϕ of Γ g+1 /γ c+1 (Γ g+1 ) such that the induced automorphism ϕ 1 of the abelianization of Γ g+1 has determinant −1, has one real eigenvalue of modulus > 1 (and multiplicity 1) and all other eigenvalues are of modulus < 1.
Before proving this theorem, we need some more technical results. The first lemma is a trivial observation.
Lemma 4.9. For any g > 1, the group Γ g admits the automorphism λ which is determined by λ(a 1 ) = a 2 , λ(a 2 ) = a 3 , . . . , λ(a g−1 ) = a g and λ(a g ) = a 1 .
The next lemma is a technical one.
Lemma 4.10. Let A and L be g × g matrices which are given by
Then for m big enough, the matrix LA g−1 has one real eigenvalue of modulus > 1 (and multiplicity 1), while all other eigenvalues are of modulus < 1.
Proof. To multiply a matrix on the left with A is to put the bottom row on top, move rows 1 to g − 2 one row down and replace the last row by row g − 1 plus m times the last row. Hence, we easily see that
, . . . (mx) k (x − 1) g−1−k .
and finally
If we denote by a n , the coefficient of p(x) corresponding to x n , then we see that
• a g = 1.
• a g−1 = m g−1 + some polynomial of degree < g − 1 in m.
• a n is a polynomial of degree ≤ n in m (for all n < g − 1).
It follows that for m large enough, we have that |a g−1 | > |a g−2 | + · · · + |a 2 | + |a 1 | + 2 from which we can conclude that p(x) has one real root outside the unit disk and all other roots lie strictly inside the unit disk. (E.g. see Lemma 2.4 in [2] .)
We are now ready for:
Proof of Theorem 4.8. Let T ∼ = Z 2 be the torsion subgroup of Γ g+1 /γ 2 (Γ g+1 ) ∼ = Z g ⊕ Z 2 and let (Γ g+1 /γ 2 (Γ g+1 ))/T be the torsion free abelianization of Γ g+1 . It is not so difficult to see that the images of the generators a 1 , a 2 , . . . , a g form a basis of this free abelian quotient. With respect to this basis, the matrix corresponding to the map λ from Lemma 4.9 is exactly the matrix L from Lemma 4.10. On the other hand, the map ϕ k from Theorem 4.7 has the matrix A as its representation. Note that det(L) = ±1 and det(A) = ±1 have opposite signs (exact values depending on g being even or odd), but we always have that det(LA g−1 ) = −1. Hence by taking k (and thus also m) large enough, we have that
is the automorphism we are looking for. Proof. Fix a c < 2g and consider the automorphism ϕ from Theorem 4.8. The conditions on the eigenvalues λ 1 , λ 2 , . . . , λ g of ϕ 1 (the induced map on the abelianization) imply that none of the products λ j1 λ j2 · · · λ ji with i < 2g equals 1. By Lemmas 2.1 and 2.2 this implies that R(ϕ) < ∞.
From Corollaries 4.5 and 4.11 we can write the main result of this section.
Theorem 4.12. Let g ≥ 2. Then, for any c ≥ 2g, we have that the c-step nilpotent quotient Γ g+1 /γ c+1 (Γ g+1 ) has property R ∞ . On the other hand, for c < 2g, then Γ g+1 /γ c+1 (Γ g+1 ) does not have property R ∞ . I.e. the R ∞ -nilpotency degree of Γ g+1 is 2g.
