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a  b  s  t  r  a  c  t
Long-term  modeling  of  agricultural  land  use  is  central  in  global  scale  assessments  of climate  change,  food
security,  biodiversity,  and  climate  adaptation  and  mitigation  policies.  We  present  a  global-scale  dynamic
land  use allocation  model  and  show  that  it  can  reproduce  the broad  spatial  features  of the  past  100
years  of evolution  of  cropland  and  pastureland  patterns.  The  modeling  approach  integrates  economic
theory,  observed  land  use  history,  and  data  on  both  socioeconomic  and  biophysical  determinants  of
land use  change,  and  estimates  relationships  using  long-term  historical  data,  thereby  making  it  suitable
for  long-term  projections.  The underlying  economic  motivation  is maximization  of  expected  proﬁts  by
hypothesized  landowners  within  each  grid  cell.  The  model  predicts  fractional  land  use  for cropland  and
pastureland  within  each  grid  cell  based  on  socioeconomic  and  biophysical  driving  factors  that  change
with  time.  The  model  explicitly  incorporates  the  following  key  features:  (1)  land  use  competition,  (2)
spatial  heterogeneity  in  the  nature  of driving  factors  across  geographic  regions,  (3)  spatial  heterogeneity
in  the  relative  importance  of  driving  factors  and  previous  land  use  patterns  in  determining  land  use
allocation,  and  (4) spatial  and  temporal  autocorrelation  in  land  use  patterns.
We  show  that  land  use  allocation  approaches  based  solely  on  previous  land  use history  (but  disre-
garding  the  impact  of driving  factors),  or those  accounting  for both  land  use  history  and  driving  factors
by  mechanistically  ﬁtting  models  for  the  spatial  processes  of  land  use change  do  not  reproduce  well
long-term  historical  land  use patterns.  With  an  example  application  to  the  terrestrial  carbon  cycle,  we
show  that  such  inaccuracies  in  land  use allocation  can  translate  into  signiﬁcant  implications  for  global
environmental  assessments.  The  modeling  approach  and  its evaluation  provide  an  example  that  can  be
useful  to the land  use,  Integrated  Assessment,  and  the Earth  system  modeling  communities.
©  2014  The  Authors.  Published  by  Elsevier  B.V. This  is  an  open  access  article  under  the  CC  BY-NC-ND. Introduction
Changes in land use are driven by non-linear interactions
etween socioeconomic conditions (e.g. population, technology,
nd economy), biophysical characteristics of the land (e.g. soil,
opography, and climate), and land use history (Lambin et al., 2001,
003). The spatial heterogeneity in driving factors has led to spa-
ially distinct land use patterns. Land use change models exploit
echniques to understand the spatial relationship between histori-
al changes in land use and its driving factors (or proxies for them).
uch models are also used to project spatial changes in land use
ased on scenarios of changes in its drivers. The importance of
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ng, Urbana, IL 61801, USA. Tel.: +1 217 898 1947.
∗∗ Corresponding author. Tel.: +1 217 333 2128.
E-mail addresses: meiyapp2@illinois.edu, prasanthnitt89@gmail.com
P. Meiyappan), jain1@illinois.edu (A.K. Jain).
ttp://dx.doi.org/10.1016/j.ecolmodel.2014.07.027
304-3800/© 2014 The Authors. Published by Elsevier B.V. This is an open access article unlicense (http://creativecommons.org/licenses/by-nc-nd/3.0/).
land use change models is evident from the wide range of exist-
ing modeling approaches and applications (see reviews by NRC,
2014; Heistermann et al., 2006; Verburg et al., 2004; Parker et al.,
2003; Agarwal et al., 2002; Irwin and Geoghegan, 2001; Briassoulis,
2000; U.S. EPA, 2000). However, most land use change models are
designed for local to regional scale studies (typically sub-national
to national level); global-scale modeling approaches are scarce
(Rounsevell and Arneth, 2011; Heistermann et al., 2006).
Global-scale land use modeling is challenging compared to
smaller-scale approaches for three main reasons. First, the set of
driving factors and their spatial characteristics of change are diverse
across the globe, and models need to represent this variability (van
Asselen and Verburg, 2012). Second, the various factors that affect
land use decisions operate at different spatial scales. For example,
landowners make decisions at local scale, whereas factors like gov-
ernance, institutions, and enforcement of property rights operate at
much larger scales. Ideally, global-scale models should incorporate
the effects of driving factors at multiple scales (Rounsevell et al.,
der the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/3.0/).
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014; Heistermann et al., 2006). However, an integrated under-
tanding of how the multi-scale drivers combine to cause land use
hange is far from complete (Lambin et al., 2001; Meyfroidt, 2013).
hird, spatially and temporally consistent data for many important
riving factors (e.g. market inﬂuence) are not readily available at a
lobal scale and at the required spatial resolution (Verburg et al.,
011, 2013).
Despite these challenges, there are three reasons for modeling
and use at a global scale. First, several key drivers of land use (e.g.
limate) and their impacts on land use have no regional demarca-
ions and substantial feedback exists between them (Rounsevell
t al., 2014). Addressing the feedback between land use and
ocioecological systems requires a globally consistent framework.
econd, regions across the world are interconnected through global
arkets and trade that can shift supply responses to demands for
and across geopolitical regions (Meyfroidt et al., 2013). Model-
ng such complex interactions among economies demands a global
cale approach. Third, the aggregate consequences of land use at
he global scale have signiﬁcant consequences for climate change
Pielke et al., 2011), global biogeochemical cycles (Jain et al., 2013),
ater resources (Bennett et al., 2001) and biodiversity (Phalan et al.,
011), making global land use modeling a useful component of
nalyses of these issues.
These reasons have motivated global scale assessments using
ntegrated Assessment Models (IAMs) that seek to treat the inter-
ctions between land and other socioecological systems in a fully
oupled manner (Saroﬁm and Reilly, 2011). In IAMs, socioeconomic
odels are coupled with biophysical models (process-based veg-
tation models and/or climate models) to translate socioeconomic
cenarios into changes in land cover and its impacts on environ-
ental variables of interest (van Vuuren et al., 2012). IAMs typically
isaggregate the world into 14–24 regions (van Vuuren et al., 2011),
nd land use decisions are made at this regional scale. Some IAMs
ave spatially explicit biophysical components, and in these cases
and use information on geographic grids at a much higher spatial
esolution is required (typically 0.5◦ × 0.5◦ lat/long). To provide this
nformation, spatial land use allocation approaches are employed to
ownscale aggregate land demands for large world regions to indi-
idual grid cells. Examples of such global scale land use allocation
pproaches can be found in the Global Forest Model (Rokityanskiy
t al., 2007), IMAGE (Bouwman et al., 2006), MagPie (Lotze-Campen
t al., 2010), KLUM (Ronneberger et al., 2005, 2009), MIT-IGSM
Reilly et al., 2012; Wang, 2008), GLOBIO3 (Alkemade et al., 2009),
LOBIOM (Havlik et al., 2011), Nexus land use model (Souty et al.,
012, 2013), and the Global Land use Model (GLM) (Hurtt et al.,
011).
In this article, we develop a new global land use allocation model
peciﬁcally to downscale agricultural (cropland and pastureland)
and use from large world regions to the grid cell level. Agricultural
and use merits special attention because it is associated with the
ajority of land use-related environmental consequences (Green
t al., 2005), currently occupying ∼40% of Earth’s land area (Foley
t al., 2005). There are two novel features of our approach that
istinguish it from previous approaches.
First, our model predicts fractional land use within each grid
ell (continuous ﬁeld approach) driven by time-varying socioeco-
omic and biophysical factors. In contrast, most existing models
o one or the other but not both. For example, many downscaling
ethods represent land use in each grid cell (0.5◦ × 0.5◦ lat/long or
oarser) by the dominant land cover category (e.g. MagPie, IMAGE,
LOBIOM, and the Nexus land use model). This simpliﬁed represen-
ation in land cover underestimates land cover heterogeneity and is major source of uncertainty in impact assessments (Verburg et al.,
013). Some recent efforts (e.g. Letourneau et al., 2012; Schaldach
t al., 2011) have addressed this problem by increasing spatial reso-
ution, for example using 5-min grid cells that represent dominantdelling 291 (2014) 152–174 153
land cover types. While such approaches are an improvement, they
are also much more computationally intensive and do not escape
the problem that for many variables representing land use drivers,
high resolution data at the global scale are unavailable (Verburg
et al., 2013). In other approaches (e.g., GLOBIO3 and GLM)  land
cover is represented as fractional units within each grid cell (again
0.5◦ × 0.5◦ lat/long), but the approach to allocation is overly sim-
pliﬁed, proportionally allocating land use projections for aggregate
regions to grid cells as closely as possible to existing land use pat-
terns. Such an approach does not account for the effect of changes
over time in land use drivers, which can lead to land use projections
that are inconsistent with those drivers (as will be shown later).
Second, we carry out the ﬁrst global scale evaluation of a spatial
land use allocation model over a long historical period (>100 years),
reproducing the broad spatial features of the long-term evolution
of agricultural land use patterns. Evaluation of global-scale spatial
land use models is important because they are used to generate
scenarios for 50–100 years into the future, for example, to explore
issues related to greenhouse gas emissions and mitigation possi-
bilities (Moss et al., 2010; Kindermann et al., 2008), climate change
impacts on ecosystems (MEA, 2005; UNEP, 2012), biodiversity
(TEEB, 2010; Pereira et al., 2010), or adaptation options involv-
ing land use (OECD, 2012; Phalan et al., 2011). While evaluation
of model performance over the past 100 years is no guarantee of
good performance over the next 100 years, demonstrating the abil-
ity of a model to reproduce long-term historical patterns increases
conﬁdence in its suitability for application to long-term scenarios
of future change. The model evaluation presented here could serve
as an example for how evaluation of other downscaling method-
ologies could be carried out (O’Neill and Verburg, 2012; Hibbard
et al., 2010).
2. Methods and data
2.1. Overview of the approach
Our land use allocation model simulates the spatial and tempo-
ral development of cropland and pastureland at a spatial resolution
of 0.5◦ × 0.5◦ lat/long and at an annual time-step. The model opera-
tes at two different spatial levels. On the regional level, the
aggregate regional demand for cropland and pastureland is pro-
vided as input to the model. The model then allocates this demand
to individual grid cells within that region. We  use a constrained
optimization technique to allocate a fraction of each grid cell to
cropland and pastureland while meeting the aggregate regional
demand for each type of land. The optimization technique selects
the most proﬁtable land to grow crops and pasture based on (1)
the suitability of each grid cell for crop or pasture production,
determined by a set of 46 biophysical and socioeconomic factors
(Table 1), (2) historical land use patterns (temporal autocorrelation)
and (3) the land use predicted for neighboring grid cells (spatial
autocorrelation).
A primary intended application of this model is as one com-
ponent of a larger modeling framework that includes a global,
regionally resolved economic model that generates scenarios of
future demand for land at the regional level, similar to the approach
taken in other IAMs or land use models as discussed above. How-
ever, the main aim of this paper is to present and evaluate our
model in a historical simulation against 20th century gridded data
of cropland and pastureland. Ideally, the model should be evaluated
against observational data. However, purely observational data for
global, spatially resolved land use data do not exist. Rather, exist-
ing gridded land use reconstructions are modeled estimates that
draw on national and sub-national data to the extent possible (see
Appendix A). For practical purposes, we assume existing land use
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Table 1
List of the 46 potential explanatory factors used in the regression analysis. The explanatory factors cover the time period 1901–2005 at annual resolution. The spatial resolution
is  0.5◦ × 0.5◦ lat/long. Each seasonally averaged explanatory factor translates into four explanatory variables in our analysis (one for each season: spring, summer, fall and
winter).
Broad category Explanatory factor Unit
Climate
Seasonally averaged temperature K
Seasonally averaged precipitation mm/day
Seasonally averaged potential evapotranspiration (PET) mm/day
Squared seasonally averaged temperature K2
Squared seasonally averaged precipitation mm2/day2
Squared seasonally averaged PET mm2/day2
Seasonal Temperature Humidity Index (THI) ◦C
Climate variability
Seasonal Palmer Drought Severity Index (PDSI) (–)
Heat wave duration index No of days
Simple Daily Precipitation Intensity Index mm/day
Soil  characteristics
Rooting conditions and nutrient retention capacity
(–)
Nutrient availability
Oxygen availability
Chemical composition (indicates toxicities, salinity and sodicity)
Workability (indicates texture, clay mineralogy and soil bulk-density)
Terrain characteristics Elevation, altitude and slope combined
Socioeconomic
Built-up/urban land area Fraction of grid area (m2/m2)
Urban  population density
Inhabitants/km2Rural population density
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econstructions represent the “truth” for the purpose of our model
alibration and evaluation. In this respect, we face the same lim-
tations as all global, spatially resolved models of land use, which
ypically use such reconstructions as maps representing current
and use as a basis for future projections (e.g., Hurtt et al., 2011).
owever, it must be kept in mind that such reconstructions are esti-
ates, and that estimates can and do differ from one another based
n different uses of the underlying data and methods for estimation
f gridded outcomes.
We break down the overall approach discussed above into three
omponents for explanatory purpose. First, we formulate a land use
llocation model based on proﬁt maximization using mathematical
rogramming methods for constrained optimization with respect
o spatial and temporal distribution of land use types. Second, we
erive an estimation procedure for the unknown parameters in the
and use allocation model. The estimation procedure accounts for
he heterogeneous nature and importance of driving factors across
eographic regions. Finally, we evaluate the land use allocation
odel and estimation procedure using a historical global cropland
nd pastureland dataset.
.2. The land use allocation model
.2.1. Theoretical framework
The economic motivation for our land use allocation model
s maximization of expected proﬁt by hypothesized landowners
ithin each grid cell (Lubowski et al., 2008). This motivation is
onsistent with the structure of most IAMs at the regional scale,
hich generally assume some form of optimization for economic
ectors (e.g. proﬁt maximization, cost minimization) that generate
ggregate demand for land. We  formulate the land use allocation
odel as a dynamic proﬁt maximization function that consists
f two components: a static proﬁt maximization function and a
ynamic adjustment cost model. The static proﬁt maximization
unction maximizes the achievable proﬁt within each grid cell by
electing the most productive land for growing crops and pastures.
he dynamic adjustment cost model accounts for the adjustment
ost associated with changes in land use patterns over time (Golub
t al., 2008). For example, expanding cropland into unmanagedy
Inhabitants/km2/yrty
International dollars/person
ecosystems would entail some cost to clear unmanaged land and
build roads and other infrastructure. This adjustment cost tends to
create inertia in land use patterns over time.
For ease of understanding, we introduce the model component-
wise. The components are then eventually combined to form the
ﬁnal land use allocation model. In this description of the theoretical
basis of the model, we  differentiate two broad categories of land:
managed and unmanaged. Managed land is the sum of cropland
and pastureland, and we  deﬁne all other land types as unmanaged.
Because our focus is on cropland and pastureland, all equations we
describe in this (and the next) section refer to managed land area.
We account for unmanaged land later in the estimation procedure.
The static proﬁt function for each grid cell ‘g’ is expressed as:
Maximize{
Yt
lg
} 2∑
l=1
(Ptlg − Wtlg)Ytlg − Rlg(Ytlg)
2
(1)
In Eq. (1), Yt
lg
represents the area to be estimated of land use type
‘l’ (=1 for cropland, and 2 for pastureland) in grid cell ‘g’ at time step
‘t’. Pt
lg
denotes the price per unit area for commodities produced by
land use activity ‘l’ and Wt
lg
represents the cost per unit area for
producing those commodities. The linear term (Pt
lg
− Wt
lg
)Yt
lg
rep-
resents the ‘net proﬁt’ for each grid cell, which can be thought of
as a measure of land suitability for land use activity ‘l’. The sec-
ond term −Rlg(Ytlg)
2 represents the non-linear cost associated with
decreasing returns to scale; i.e. output increases less than propor-
tionately to an increase in inputs (land use area) and the rate of
increase in output decreases progressively with additional inputs.
The non-linear cost term is included because land proﬁtability is
assumed to vary within each grid cell, and the most proﬁtable land
is used ﬁrst. Therefore, in the long run, the proﬁtability of each addi-
tional hectare of land brought under production within a grid cell
declines (Gouel and Hertel, 2006). Rlg(> 0) is a productivity/returns
constant and is a function of land use type ‘l’ and location ‘g’.
Eq. (1) is considered a ‘static’ proﬁt function because all variables
are based on the current time step ‘t’ with no reference to history.
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q. (1) can be simpliﬁed as a quadratic function (see Appendix E.1
or detailed steps):
aximize{
Yt
lg
} 2∑
l=1
(−Rlg)(Ytlg − dlgStlg)
2
(2)
In Eq. (2), dlg = (1/2Rlg) is a constant for decreasing returns to
cale and St
lg
(suitability) equals the net price term Pt
lg
− Wt
lg
. Eq. (2)
s subject to two constraints:
t
lg≥0 (3)
2
l=1
Ytlg ≤ GAg (4)
Eq. (3) avoids negative allocations. Eq. (4) implies the total of
ropland and pastureland area allocated within each grid cell ‘g’
hould not exceed the grid cell area GAg .
We formulate a dynamic adjustment cost model for each grid
ell ‘g’ as follows:
inimize{
Yt
lg
} 2∑
l=1
Qlg(Y
t
lg − Yt¯lg)
2
(5)
Eq. (5) is also constrained by Eqs. (3) and (4). Eq. (5) represents a
onstrained least-squares optimization that tends to minimize the
djustment cost by minimizing the changes in land use allocation
etween the current and a previous time step t¯(t¯ < t). Criteria for
electing the value of t¯ are explained in Section 2.5. Qlg(> 0) is a
onstant that indicates the adjustment cost per unit area and is a
unction of land use type ‘l’ and location ‘g’. In Eq. (5) we assume
n exponent of 2 because: (1) our land use allocation method is
ased on quadratic programming, and (2) our model parameter
stimation involves differentiating the quadratic program (Section
.3), which results in linear equations that are convenient to solve.
We combine Eqs. (2) and (5), to write the overall objective func-
ion as a minimization problem for each grid cell ‘g’:
inimize{
Yt
lg
} 2∑
l=1
⎡
⎣Qlg
(
Yt
lg
GAg
−
Yt¯
lg
GAg
)2
+ Rlg
(
Yt
lg
GAg
− dlg
St
lg
GAg
)2⎤⎦ (6)
For convenience we have divided Eq. (6) by a constant that
quals the square of grid cell area. The minimization problem is
naffected by this modiﬁcation. Later, it will become evident that
reating variables as fractions instead of areas is convenient in the
arameter estimation procedure.
Our aim is to allocate the aggregate land demand among the grid
ells within a given region such that the total proﬁts are maximized.
herefore, we  stack the individual grid cell level optimizations (Eq.
6)) over the aggregate region and write in matrix notation:
inimize
{Yt }
(
Yt − Yt¯
)′
A(Yt − Yt¯) +
(
Yt − DSt
)′
(Yt − DSt) (7)
In Eq. (7), primes denote the matrix transpose operator. Yt is
 column vector of size ‘2N × 1’ with elements (Yt
lg
/GAg), i.e. Yt =
Yt11/GA1 Y
t
21/GA1 · · · Yt1N/GAN Yt2N/GAN
]′
, where ‘N’ repre-ents the total number of grid cells within the aggregate region.
herefore, elements in vector Yt are normalized by the grid cell
rea and will therefore range from zero to one. Similarly Yt¯ , d, and
t are vectors of Yt¯
lg
/GAg , dlg , and Stlg/GAg , respectively. The term D
s a diagonal matrix of size ‘2N × 2N’ given by
 = d ∗ I2N×2Ndelling 291 (2014) 152–174 155
where I is an identity matrix. The term A represents a constant
diagonal matrix.
A =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
Q11
R11
0 · · · · · · 0
0
Q21
R21
. . .
. . .
...
...
. . .
. . .
. . .
...
...
. . .
. . . Q1N
R1N
0
0 · · · · · · 0 Q2N
R2N
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
2N×2N
.
The matrix A can be usefully interpreted as representing the
balance between the importance of adjustment costs and of land
suitability in determining land allocation across grid cells. Eq. (7)
can be regarded as a balance between a dynamic (time-series
aspect) and a static (cross-sectional aspect) term. The dynamic term
is implicitly minimizing adjustment costs by trying to keep land
use similar to the historical (already existing) land use patterns,
whereas the static term selects the most suitable land to maximize
the net proﬁt regardless of history. The balance between the static
and dynamic term is determined by the values of the matrix A. In
extreme cases, when Rlg is zero, no explicit account is taken of the
relative suitability of land across grid cells and outcomes are deter-
mined entirely by land use history; when Qlg is zero, no account
is taken of past land use patterns and outcomes are determined
entirely by suitability across grid cells.
We simplify the matrix A by assuming the diagonal elements
are equal (i.e. Qlg/Rlg is same for all ‘l’ and ‘g’). Hence A = aI, where
‘a’ is a positive scalar (= (Qlg/Rlg)) and I is an identity matrix of
size ‘2N × 2N’. Substantively, this implies that while adjustment
costs and land suitability can vary across grid cells, their relative
importance to land allocation decisions is held ﬁxed across grid
cells within a given region. This is not an unreasonable assump-
tion and a minor concession given its practical beneﬁts: it is both
unrealistic and undesirable to estimate Qlg/Rlg for each ‘l’ and ‘g’.
It is unrealistic because the number of unknown parameters will
increase with the number of grid cells resulting in the incidental
parameters problem (see Lancaster, 2000). It is undesirable because
the historical data for land use and its driving factors available to
constrain the model is limited by both availability and grid level
accuracy (see Appendix A).
Eq. (7) is quadratic in the Yt vector and is subject to two  grid cell
area constraints (Eqs. (8) and (9)) that are the vector forms of Eqs.
(3) and (4), respectively.
Yt≥0 (8)
(Yt2g−1 + Yt2g) ≤ 1 ∀g ∈ [1,  N] (9)
N∑
g=1
GAgY
t
2g−1 = regional area demand for cropland (10)
N∑
g=1
GAgY
t
2g = regional area demand for pastureland (11)
Eq. (7) is also subject to regional scale constraints (Eqs. (10) and
(11)) that ensure that aggregate regional demand for each land use
activity is equal to the total grid cell allocations of that land use
activity within that region. Therefore, Eq. (7) is a quadratic program.
Competition between land use types is accounted for in Eq. (7)
because the proﬁts within each grid cell are maximized by simul-
taneously weighing both the cropland and pastureland beneﬁts.
The ﬁrst term (adjustment cost) in Eq. (7) accounts for temporal
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utocorrelation in land use datasets. In the following section, we
pdate Eq. (7) to account for spatial autocorrelation.
.2.2. Accounting for spatial autocorrelation
Land use area in a grid cell tends to be more similar to the
alues at surrounding grid cells than to those farther away, a
eature known as spatial autocorrelation (Overmars et al., 2003).
hen spatial autocorrelation is not accounted for, we  violate a
ey assumption in statistical analysis that the residuals are inde-
endent and identically distributed (Dormann et al., 2007). We
ccount for spatial autocorrelation by introducing a spatial weight
atrix with the neighborhood size and weighting scheme selected
ased on trial and error (Augustin et al., 1996). We  chose the neigh-
orhood region to be the surrounding eight grid cells (ﬁrst-order
oore’s neighborhood) all with equal weight.
The land use allocation model (Eq. (7)) with a spatial weights
atrix B for spatial autocorrelation is:
inimize
{Yt}
(
Yt − Yt¯
)′
(A + B)(Yt − Yt¯) +
(
Yt − DSt
)′
(Yt − DSt)
(12)
The B matrix is proportional to a W matrix of spatial weights that
s assumed to be symmetric and have zeros along its main diagonal.
ote the A matrix is diagonal. We  represent the spatial weights in W
atrix by a constant scalar ‘b’ that can be positive (if positively cor-
elated), negative (negatively correlated), or zero (uncorrelated).
e assume zero spatial autocorrelation between the two  land use
ctivities for a practical beneﬁt: the resulting (A + B) matrix struc-
ure allows us to use specialized techniques to perform matrix
nversions quickly that are required for estimating model parame-
ers (described in Section 2.3), which otherwise is computationally
xpensive. We  provide some examples in Appendix E.2 to help illus-
rate the structure of matrices A and B. For grid cells lying along
olitical boundaries, slight deviations in averaging could arise due
o edge effects.
Eq. (12) is our ﬁnal land use allocation model and is subject to
wo grid level constraints (Eqs. (8) and (9)) and two regional con-
trains (Eqs. (10) and (11)). There are four unknown components in
q. (12) that need to be estimated from historical data: the potential
and suitability vector St , the scalar constants ‘a’ and ‘b’, and the con-
tant vector for decreasing returns ‘d’. For consistency, we  estimate
ll the unknown parameters simultaneously using the following
rocedure.
.3. Estimation method for unknown parameters
Consistent estimates for the parameters in Eq. (12) can be
btained with historical data for land use and its driving factors
y treating Eq. (12) as a least-squares problem that combines ﬁrst-
rder autoregressive stochastic processes (for ﬁrst-order spatial
utocorrelation and dynamic adjustment costs) and a logit func-
ion (with explanatory factors) for the term St . A restriction on the
rror process for each grid cell ensures that the sum of Yt elements
or each grid cell (i.e.(Yt1g/GAg) + (Yt2g/GAg)) is bounded between
ero and one, or they may  take a value of zero or one.
.3.1. Logit function
We assume St (dependent variable) to be a function of a matrix
gt of potential driving factors (exogenous explanatory variables;
ee Table 1 and discussed in Section 2.6) that is speciﬁc to grid cell ‘g’
nd time ‘t’. The matrix Xg0 (i.e. for t = 0) refers to potential driving
actors that are time-stationary (e.g. soil and terrain conditions). We
odel the relationship between the dependent and explanatory
ariables as a binomial logistic regression (see Lesschen et al. (2005)
or regression approaches used in spatial land use models). For eachdelling 291 (2014) 152–174
grid cell ‘g’ and time ‘t’, the logit functions for cropland (l = 1) and
pastureland (l = 2) are given by Eqs. (13) and (14).
St1g =
1
1 + eˇ0+X ′gtˇ
(13)
St2g =
e
ˇ0+X ′gtˇ
1 + eˇ0+X ′gtˇ
(14)
In Eqs. (13) and (14), ˇ0 is a constant coefﬁcient and  ˇ is a vector
of coefﬁcients with a component for each explanatory variable. ˇ0
and  ˇ need to be estimated. The sum of Eqs. (13) and (14) implies
the index of land suitability summed for cropland and pastureland
for each grid cell equals one (recall that these equations apply only
to managed land). Therefore, Eqs. (13) and (14) can be interpreted
to partition the total land use area in grid cell ‘g’ as proportions of
cropland and pastureland.
2.3.2. Error process
Formally, the unconstrained version of the minimization prob-
lem in Eq. (12) implies a set of ﬁrst-order necessary conditions.
Therefore, we  differentiate Eq. (12) and equate to zero:
(A + B)(Yt − Yt¯) +
(
Yt − DSt
)′ = 0 ⇔ Yt
= (I + A + B)−1DSt + (I + A + B)−1(A + B)Yt¯ (15)
In Eq. (15), I is an identity matrix. Let  = (I + A + B)−1,  =
(A + B), and εt
lg
denote random variables, each with a mean zero
that satisfy εt1g + εt2g = 0. Non-linear regression equations associ-
ated with Eq. (15) are
Yt1g =
N∑
k=1
2g−1,2k−1d2k−1
1
1 + eˇ0+X
′
2k−1,tˇ
+
N∑
k=1
˝2g−1,2k−1Yt¯1k + εt1g (16)
Yt2g =
N∑
k=1
2g,2kd2k−1
e
ˇ0+X ′2k−1,tˇ
1 + eˇ0+X
′
2k−1,tˇ
+
N∑
k=1
˝2g,2kY
t¯
2k + εt2g (17)
However in the above formulation, estimation of the ‘d’ param-
eters (which, as noted above, reﬂect returns to scale) for each grid
cell is inconsistent because of incidental parameter bias (Lancaster,
2000). For consistency, we treat the ‘d’ parameters as random
effects. For random effects, a logit function that differentiates man-
aged (crop + pasture) from unmanaged land (e.g. forests, grasslands,
and bare land that occupy rest of the grid cell area) is a natural
speciﬁcation that builds on a nested logit structure.
The ‘d’ parameter corresponding to managed land fraction is:
dg = 1
1 + e0+X
′
g0

(18)
In Eq. (18), 0 is a constant coefﬁcient and  is a vector of
coefﬁcients to be estimated for the set of explanatory variables
speciﬁed by Xg0.
Substituting Eq. (18) into Eqs. (16) and (17) gives Eqs. (19) and
(20), respectively.
Yt1g =
N∑
k=1
2g−1,2k−1
1
1 + e0+X
′
2k−1,0
1
1 + eˇ0+X
′
2k−1,tˇ+
N∑
k=1
˝2g−1,2k−1Yt¯1k + εt1g (19)
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t
2g =
N∑
k=1
2g,2k
1
1 + e0+X
′
2k−1,0
e
ˇ0+X ′2k−1,tˇ
1 + eˇ0+X
′
2k−1,tˇ
+
N∑
k=1
˝2g,2kY
t¯
2k + εt2g (20)
An important remark is that  ˇ and  are not identiﬁed in Eqs.
19) and (20) unless Xg0 /= Xgt for some ‘t’. We  therefore specify the
xplanatory variables that are time-stationary (factors such as soil
nd terrain conditions) within Xg0 and the transient explanatory
ariables (e.g. climate and socioeconomics) within Xgt .
In Eqs. (19) and (20), for each grid cell ‘g’ the logit function for
he ‘d’ parameter accounts for the fraction of managed land area,
hereas the logits for ‘St1g ’ and ‘S
t
2g ’ further splits the managed land
raction into proportions of cropland and pastureland, respectively.
A third equation in this system applies to unmanaged land frac-
ions, which are the random effects:
 − (Yt1g + Yt2g) =
e
0+X ′g,0
1 + e0+X
′
g,0

+ g (21)
Eq. (21) implies that we can deduce the unmanaged land frac-
ion using Eqs. (19) and (20). This is implied from the assumption
uilt into the model’s error process such that the sum of managed
nd unmanaged land fractions adds up to one for each grid cell.
herefore, Eq. (21) is redundant and dropped from the estimation.
In general for a spatial-weights matrix W,  a large number of
rid cells implies the components of both (a, b) and (a, b) are
igh-order rational polynomials in powers of parameters ‘a’ and ‘b’.
hese are derived from the functions (a, b) = ((a + 1)I  + bW)−1,
nd (a, b) = (a, b)(aI + bW), which are applied to form a stacked
ystem of regression equations where ‘St ’ and ‘d’ parameters are
ogit functions of a vector of explanatory variables as discussed
bove. Eqs. (19) and (20) can be combined as:
t =  (a, b)D(X′0)St(X′tˇ) + ˝(a, b)Yt¯ + εt (22)
In Eq. (22), D = d(X′0) ∗ I2N×2N where I is an identity matrix.
.3.3. Least-square estimation
The least-squares problem for the nonlinear regression to esti-
ate the parameters ‘ˇ0’, ‘ˇ’, ‘0’, ‘ ’, ‘a’, and ‘b’ is obtained by
inimizing εt in Eq. (22).
inimize
{ˇ,,a,b}
∑
t
(
Yt − ( (a, b)D(X ′0)St(X ′tˇ) + ˝(a, b)Yt¯)
)′
(Yt − ( (a, b)D(X ′0)St(X ′tˇ) + ˝(a, b)Yt¯)) (23)
The summation over ‘t’ in Eq. (23) implies multiple years of
ata can be used to estimate parameters. There are no grid level
r regional demand constraints imposed on Eq. (23). The only con-
traint imposed on Eq. (23) is that a > 0.
Solving for estimates of ‘ˇ0’, ‘ˇ’, ‘0’, ‘ ’, ‘a’, and ‘b’ using Eq. (23)
an be difﬁcult when there are many grid cells, due to the numerical
osts of inverting a large matrix to compute (a, b) for each iter-
tion in the estimation procedure. Therefore, we use specialized
echniques to invert the matrix efﬁciently, the details of which are
pelled out in Appendix E.3 with examples.
.4. Accounting for spatial heterogeneity in driving factorsThe set of driving factors and their relative importance (i.e.
alues of ‘ˇ’ and ‘ ’ for a given explanatory variable) often dif-
er between geographic regions. Further, the strength of temporaldelling 291 (2014) 152–174 157
and spatial autocorrelation (i.e. ‘a’ and ‘b’ parameters) may  vary
between geographic regions. To account for this spatial hetero-
geneity, we disaggregate the world into 127 distinct sub-regions
(Fig. 1) based on administrative boundaries (see Appendix B for
methods and rationale) and solve Eq. (23) separately for each sub-
region. Though we  had earlier assumed that ‘a’ and ‘b’ parameters
do not vary across grid cells within a region, estimating Eq. (23) for
the 127 sub-regions imply ‘a’ and ‘b’ parameters can vary across
sub-regions.
2.5. Selecting lag-year (t¯) associated with the dynamic
adjustment cost term
There are two main considerations for selecting a value for t¯:
1. In general, the value of Yt − Yt¯ should not be negligible relative
to the value Yt¯ for most grid cells. If such were the case, the least-
square optimization (Eq. (23)) would tend to be biased toward
the dynamic adjustment cost term (Rlg → 0). An exception
applies to grid cells that are completely unsuitable for both crop-
land and pastureland where Yt
lg
= Yt¯
lg
= 0 for any ‘t’. Typically, for
global land use change datasets at 0.5◦ × 0.5◦ lat/long, the grid
cell level net changes in land use fractions between consecu-
tive years is less than 10−3 for both cropland and pastureland
when averaged globally over the 20th century (excluding grid
cells unsuitable for agriculture and computed based on the land
use change data described in Section 2.6). Therefore, a lag on the
order of one year (t¯ = t − 1) is not an appropriate choice.
2. Our speciﬁcation of random errors in Eqs. (19) and (20) imply
that they are uncorrelated with the explanatory variables. For
this assumption to be valid, the value of the lag should be sufﬁ-
ciently large.
Based on experimentation, we  found a lag of 10 years (t¯ = t −
10) satisﬁes the above requirements and also roughly matches the
temporal autocorrelation present in the historical land use change
dataset (Section 2.6).
2.6. Explanatory variables and land use change data
We include a total of 46 variables as potential explanatory vari-
ables (or proxies for them) in our regression analysis (Table 1).
These variables are restricted to those expected to determine the
spatial (as opposed to aggregate) determinants of land use patterns
and they broadly align with our existing knowledge of land use
dynamics (Lambin et al., 2001, 2003). At the global scale, the factors
listed in Table 1 are adequate to describe the major spatial patterns
of agricultural land use (Ramankutty et al., 2002). However, this
list is not exhaustive. For example, policies that would inﬂuence
spatial land use patterns within a region are likely relevant but are
not explicitly included here. Rather, their effect (present in histor-
ical land use patterns) would be captured only implicitly through
proxy variables. In cases like this we also rely on the fact that such
factors are incorporated at least at the level of aggregate regions in
scenarios generated by IAMs.
We synthesize the information for the 46 explanatory vari-
ables from a wide range of sources (Table 2). The data for each of
the explanatory variables was  either available for the time period
1900–2005 (annually) at a spatial resolution of 0.5◦ × 0.5◦ lat/long,
or was available for shorter time periods and/or coarser resolutions
and we  extended/reﬁned it to a common time period and resolu-
tion. The rationale for selecting these variables and methodologies
applied to extend/reﬁne the raw data are detailed in Appendix C.
Historical reconstructions of cropland and pastureland were
obtained from Ramankutty (2012) (hereafter referred as RF because
158 P. Meiyappan et al. / Ecological Modelling 291 (2014) 152–174
Fig. 1. The nine aggregate world regions used in this study (indicated by different colors). Of these, three are individual countries (US, China, and India) and the other six are
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emand constraint to the land use allocation model. The partitioning of the globe 
gure  legend, the reader is referred to the web  version of the article.)
t is an updated version of Ramankutty and Foley (1999) data). The
econstruction is available yearly (1700–2007) at 0.5◦ × 0.5◦ spatial
esolution; we utilize data for the period 1891–2005 for historical
odel simulation, of which ∼20% subset is used for model estima-
ion as explained below. In principle, the model can be estimated
nd evaluated with any historical reconstruction available in liter-
ture. The rationale for selecting RF data for our study and further
able 2
ata sources used to derive the explanatory variables for model evaluation.
Category Data variable Description/units S
c
Climate
Temperature (Ta) ◦C
0
Daily average
maximum temperature
(Tmax)
Potential
evapotranspiration Millimeters
Precipitation
Wet  day frequency Days
Palmer Drought
Severity Index (PDSI)
No units 2
Soil constraints
Rooting conditions and
nutrient retention
capacity
Categorical Data
classiﬁed into 7
gradient classes of land
suitability for
agriculture
5
Nutrient availability
Oxygen availability
Chemical composition
(indicates toxicities,
salinity and sodicity)
Workability (indicates
texture, clay
mineralogy and soil
bulk-density)
Terrain constraints Elevation, slope and
inclination combined
Categorical Data
classiﬁed into 9
gradient classes
Socioeconomic factors
Urban/built-up land % of grid cell area
5Urban population
Inhabitants/km2Rural population
Gross Domestic
Product (GDP) per
capita
Constant 1990
international
(Geary-Khamis)
dollars/person
N
Market accessibility No units 1
a Was  linearly interpolated to 0.5◦ × 0.5◦ spatial resolution.
b We aggregated the data to 0.5◦ × 0.5◦ spatial resolution by area-weighed averaging.
c We calculated annual estimates by linear interpolation of decadal data.
d Missing values for countries were gap ﬁlled using nearest values.econstruction (RF data), were aggregated to these nine regions and used as regional
27 sub-regions is also shown. (For interpretation of the references to color in this
background information on the land use change dataset is provided
in Appendix A.
To estimate the parameters ‘ˇ0’, ‘ˇ’, ‘0’, ‘ ’, ‘a’, and ‘b’ we select
20 years of RF data for land use (Yt) and its explanatory variables
(Xgt) over the 1895–2005 period; i.e. about 20% of the available
(annual) data. In selecting particular years to use in estimating
parameters, we  balance two  goals: capturing recent patterns of
patial
haracteristics
Period of availability Source
.5◦ (lat/long) 1901–2012 (monthly) Harris et al. (2013)
.5◦a (lat/long) 1870–2010 (monthly) Dai (2011a,b)
 minb (lat/long) Constant with time Fischer et al. (2012)
 minb (lat/long)
10,000 BC–2005 AD
(decadal)c
Goldewijk et al. (2010)
ational level 1 AD-2010 (annually
between 1800–2010)d
Bolt and van Zanden (2013)
 kmb (lat/long) ∼2005 Verburg et al. (2011)
al Modelling 291 (2014) 152–174 159
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and use from which future projections will begin, and capturing
arger, longer-term changes in land use and explanatory variables
o better support use of the model in long-term future projections.
e therefore choose two 10-year sets of data. The ﬁrst set, to cap-
ure longer-term changes, consists of 10 years drawn between 1905
nd 1995 at 10-year time steps (i.e. 1905, 1915,. . .,  1995). For each
ear, a corresponding 10-year lag data point (Yt−10) is used in the
stimation procedure (Section 2.5). For example, for year 1905, the
ag year data corresponds to 1895, and for 1995 the lag year data
orresponds to 1985. The second set, to capture contemporary rela-
ionships, includes 10 years of data covering the period 1996–2005
t 1-year time steps. For 1996, the lag year data corresponds to
986, and for 2005 the lag year data corresponds to 1995.
The explanatory variables (Table 1) used in the analysis have dif-
erent units and scales. Hence, the estimated regression coefﬁcients
 ˇ and  vectors) are of different scale and cannot be directly inter-
reted to infer the relative importance of explanatory variables on
he dependent variable. To address this problem, we  standardize
ll explanatory variables covering the period 1901–2005 before
he parameter estimation and model simulation procedure. The
tandardization also prevents numerical difﬁculties that could arise
ue to scaling problems in the least-squares estimation (Eq. (23)).
 standardized coefﬁcient indicates how many standard devia-
ions a dependent variable will change, per standard deviation
ncrease in the explanatory variable (Hunter and Hamilton, 2002).
or each explanatory variable associated with the vectors  ˇ and
, we calculate its mean and standard deviation using 5 years of
ata (2001–2005) separately for each of the 127 sub-region. For a
iven explanatory variable and grid cell, we standardize the vari-
ble using the z-score which is computed as the difference between
he value of the variable at that grid cell and its mean value for
he corresponding sub-region, divided by the standard deviation
orresponding to that sub-region.
See Appendix D for a discussion on how we  handle mul-
icollinearity among explanatory variables and excess-zeros
roblem. Appendix E.4 provides details on the solvers used to
mplement the land use allocation model (Eq. (12)) and the least-
quares optimization (Eq. (23)).
.7. Simulation procedure to evaluate the land use allocation
odel
To test the land use allocation model, we  compared results
rom model simulations for the historical period (1901–2005) to
he historical reconstruction (RF data) over that period. For this
est, we ﬁrst divided the world into nine regions (Fig. 1), consis-
ent with the regions used in a general equilibrium model of the
lobal economy, the PET (Population-Environment-Technology)
odel (O’Neill et al., 2010). This regional mask will allow us to
ubsequently link the land use allocation model with the PET
odel for exploring future scenarios. For each year over the period
901–2005, we aggregated the 0.5◦ × 0.5◦ lat/long reconstruction
ata for cropland and pastureland to these nine regions. This
egionally aggregated land use information was then used as input
o the land use allocation model (Eq. (12)) to form the annual
egional-scale constraint on the total area demand for each land
se type (through Eqs. (10) and (11)). Next, the land use allo-
ation model (Eq. (12)) allocated the regionally aggregated land
se information back to 0.5◦ × 0.5◦ spatial resolution by applying
ime-dependent regional demand constraints and two local con-
traints (Eqs. (8) and (9)). The model-downscaled land use maps
ere ﬁnally compared to the original 0.5◦ × 0.5◦ lat/long RF data to
valuate model performance.
Our evaluation test is rigorous given that most IAMs disaggre-
ate the world into a larger number of smaller regions (14–24
egions; van Vuuren et al., 2011). Fig. 2 depicts our evaluationFig. 2. Schematic representation of the ﬂow of model evaluation experiment.
strategy, which we implement with the algorithm discussed next.
This algorithm is repeated separately for each of the nine aggregate
world regions.
1. Form the matrices A and B to use in Eq. (12). Each of the nine
aggregate regions has several sub-regions (Fig. 1) with corre-
sponding scalar constants ‘a’ and ‘b’. Therefore, each grid cell in
matrices A and B is weighted based on the parameters ‘a’ and ‘b’
within the sub-region the grid cell belongs to. Matrices A and B
are static and need to be computed just once at the start of the
model simulation.
2. For each grid cell ‘g’ within the aggregate region, calculate
decreasing returns constant dg from Eq. (18). For this calculation,
spatial data on the standardized explanatory variables X0
lg
are
used. Note that for each sub-region within the aggregate region
(Fig. 1), values for ‘0’ and ‘ ’ corresponding to that sub-region
are used. This information is used to form the D matrix in Eq. (12)
for the aggregate region. The term dg in Eq. (18) is independent
of time-step ‘t’, and needs to be calculated only the ﬁrst time.
3. Set model reference year ‘t = 1901’.
4. Use the RF spatial data for cropland and pastureland for year
1891 to form the Yt¯ terms in Eq. (12). The size of vectors Yt¯ and
Yt¯ in Eq. (12) is two  times the total number of grid cells within
an aggregate region.
5. For time-step ‘t’, and for each grid cell ‘g’ within the aggregate
region, calculate land suitability St
lg
from Eqs. (13) and (14). For
this calculation, spatial data on the standardized explanatory
variables Xt
lg
are used. For each sub-region within the aggregate
region (Fig. 1), values for ‘ˇ0’ and ‘ˇ’ corresponding to that sub-
region are used. This information is used to form the vector St in
Eq. (12) for the aggregate region.
6. For time-step ‘t’, the land use allocation model computes Yt (from
Eq. (12)) using ﬁve variables: (1) matrices A and B from step 1, (2)
matrix D from step 2, (3) St from step 5, (4) Yt¯ where t¯  = t − 10,
and (5) the regional total area demand for each land use type in
time-step ‘t’ which is used as input for the regional constraints
through Eqs. (10) and (11). This step, when carried out separately
for each of the nine world regions, results in a global map  of
cropland and pastureland for ‘t’.
7. Increment model time-step by one year (‘t = t + 1’).
8. Repeat steps 5–7 until ‘t = 2005’. For the ﬁrst ten years of model
simulation (1901 ≤ t ≤ 1910), RF data for the period 1891–1900
are used to form the Yt¯ term. For t≥1911, the model predicted
maps are utilized to form the Yt¯ term.In summary, the land use allocation model requires three inputs:
(1) maps of cropland and pastureland from 1891–1900 to form the
lagged Yt¯ term for the ﬁrst 10 years of model simulation (cropland
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Fig. 3. The cropland and pastureland maps (RF data) for the year 1900 used to form the la
area  within each grid cell.
Table 3
The adjusted kappa coefﬁcient estimated by comparing the model allocated land use
maps from the historical simulation (Section 2.7) with RF data for different years.
The values are given for cropland and pastureland (brackets).
Year Land use allocation
model developed in
this study
Proportional
downscaling
approach
Mechanistic
downscaling
approach
1920 0.90 (0.81) 0.73 (0.76) 0.76 (0.72)
1940 0.88 (0.81) 0.71 (0.73) 0.73 (0.69)
1960 0.85 (0.80) 0.63 (0.60) 0.69 (0.60)
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t1980 0.82 (0.80) 0.61 (0.53) 0.64 (0.58)
2005 0.87 (0.83) 0.59 (0.58) 0.66 (0.61)
nd pastureland maps for the 1900 RF data are presented in Fig. 3),
2) annual maps (1901–2005) of explanatory variables, and (3) the
nnual (1901–2005) aggregate demands for cropland and pasture-
and for each of the nine world regions. With these inputs the model
ynamically allocates aggregate land use information at 0.5◦ × 0.5◦
patial resolution for each year starting from 1901 until 2005. The
ependence of our allocation model on previous and neighboring
and use through Yt¯ and matrix B respectively, result in high path
ependence of the simulated land use patterns.
. Results
.1. Land use allocation model simulation and historical land use
atterns
Figs. 4–8 show the model predicted maps for cropland and
astureland from the model simulation at 20-year time intervals.
able 3 summarizes the comparison in terms of adjusted Kappa
oefﬁcients. Kappa coefﬁcient is a statistical measure of inter-
ater agreement, and range from zero to one (unit less quantities).
reater magnitude of kappa indicates better agreement between
he simulated and the actual values (RF data). Adjusted kappa coef-
cient (Mertens et al., 2003) is same as kappa coefﬁcient, but is
ntended for sub-grid mapping and ignores grid cells where both
redicted and actual values are zero (including zero grid cells would
nﬂate the kappa values without adding much information about
odels prediction abilities).
Overall, the model predicted fractional areas for cropland and
astureland for the entire 20th century are broadly consistent with
F data (Figs. 4–8; Table 3). There are two points that stand out from
he temporal trend in kappa coefﬁcients (Table 3). First, the land use
atterns predicted by the model better match the RF data toward
he start and end of the simulation period. Second, the prediction
f historical pastureland patterns is consistently worse than that
or cropland.
The reason for the better performance at the start and end of
he simulation is that the model begins in 1901 with the observedgged land use term in the land use allocation model. Units are in percentage of land
land use pattern and projected values deviate over time, so that
outcomes early in the century, all else equal, are likely to be more
accurate than those later in the century. Toward the end of model
simulation, the predicted maps converge toward the actual RF data
because our estimated parameters are weighted more toward the
contemporary relationships.
The reason for the limited accuracy in predicting pastureland is
likely because the spatial reconstructions of pastureland are highly
uncertain, so that the explanatory factors used in our study have
limited capacity in explaining the historical pastureland patterns.
For example, the RF data used here estimates global pastureland
area at 26.3 million km2 during 2005. In comparison, the other
well-known HYDE 3.1 reconstruction (see Appendix A) estimates
pastureland area at 33.0 million km2 during 2005, 26% higher than
RF data. Therefore, at grid-level, the relative uncertainties in pas-
tureland estimates are even higher (Fig. 9), and increase as we  go
further back in time from 2005 (Meiyappan and Jain, 2012).
A key feature of the model is its ability to replicate the timing
and magnitude of spatial shifts in land use patterns that occur in
the RF data, even within an aggregate region. For example, Fig. 10
shows the model predicted net transitions in cropland over the US
for the period 1900–1960 (calculated as the difference between
1960 model predictions and the 1900 reference map  divided by
the number of years). The model is able to reproduce the decline in
cropland in the eastern US and subsequent expansion to the mid-
western US that occurred over this period (Fig. 10, compare top left
and top right panels). The model is able to reproduce the shift in
these patterns mainly because we  account for the heterogeneous
nature of the driving factors within each aggregate region and their
changes over time. Similarly, we show the model is able to repli-
cate the key spatial patterns of land-use change (as indicated by RF
data) for other world regions: (1) Europe and the western portion of
the Former Soviet Union (FSU) between 1935–1960, during which
period Europe experienced a gradual decline in cropland, and FSU
experienced sharp cropland expansion associated with the open-
ing up of “New Lands” (compare top two left panels in Fig. 11), (2)
in the same region, but for the period 1960–2005, when cropland
abandonment was common to both Europe and FSU (top two  right
panels in Fig. 11), and (3) widespread net cropland expansion in the
tropics between 1920 and 1980 that resulted in signiﬁcant defor-
estation (top two  panels in Fig. 12). Overall, results indicate that
the general patterns of cropland expansion and abandonment are
replicated well compared to RF data, with some exceptions (e.g. in
Fig. 12, we simulate cropland expansion in the Caribbean and in
parts of India where RF shows abandonment).4. Estimated parameters
The ‘a’ parameters indicate the relative importance of the
dynamic adjustment cost model (dependence of land use
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llocation on the previous land use patterns) compared to the static
roﬁt maximization function (dependence of land use allocation on
otential land suitability). The ‘b’ parameters indicate the nature
nd magnitude of spatial autocorrelation in land use patterns.
Three key results stand out from the estimated ‘a’ and ‘b’ param-
ters (Fig. 13). First, the values for both the parameters are spatially
eterogeneous across the globe. This heterogeneity would be left
naccounted for if models were not parameterized at sub-global
cales.
Second, the ‘b’ parameters are non-zero and signiﬁcant for most
egions across the globe indicating that global land use change
Fig. 5. Same as Fig. 4, butodel simulation (i.e. 1920 A.D.). The RF data for 1920 (bottom panels) is shown for
datasets have signiﬁcant spatial autocorrelation (note that b = 0
indicates no autocorrelation). Therefore, disregarding the presence
of spatial autocorrelation from estimation procedure will result in
biased parameter estimates. The negative values for ‘b’ across most
sub-regions indicate the bias would tend to inﬂate the importance
of driving factors in these regions because the estimated ‘a’ parame-
ters would be smaller compared to that in Fig. 13a (smaller because
when ‘b’ is disregarded, the ‘a’ parameter would reﬂect the net
effect of the ‘a’ and ‘b’ parameters).
Third, the ‘a’ parameters indicate that temporal autocorrelation
is strong for most regions; i.e., the dynamic adjustment cost term
 for the year 1940.
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ominates land suitability in determining land allocation, leading
o a highly path dependent process. Higher ‘a’ values generally coin-
ide with regions where extensive agriculture is found as early as
900 (e.g. cropland in Europe, India and China in Fig. 3a, and pas-
ureland in USA, west of the Mississippi river in Fig. 3b). The spatial
atterns of land use in these regions reﬂect a long history of changes
n land use in response to socioeconomic and biophysical factors.
he model therefore tends to rely more on previous land use pat-
erns to explain subsequent changes in land use patterns in these
egions.
The importance of the adjustment cost term does not imply that
riving factors that determine land use suitability are insigniﬁcant
n a dynamic allocation procedure. High path dependency implies
Fig. 7. Same as Fig. 4, but for the year 1960.
inaccuracies in predicting land use allocations in one year will
reduce the accuracy of predictions for subsequent years. As will be
shown in the next section, it is this path dependency behavior that
makes inclusion of driving factors important. If we exclude driving
factors from the land use allocation procedure, the inaccuracy in
land use allocations for initial years of simulation would be negligi-
ble, but over time they would accumulate to produce land use maps
that are substantially different from the historical reconstruction.4.1. Comparison to other models
To evaluate the land use allocation model, we repeat the his-
torical simulation (Section 2.7) with two other common land use
 for the year 1980.
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Fig. 9. Comparison of annual net transitions (1900–2005) for pastureland between
two widely used spatial reconstructions: (a) HYDE 3.1 database (Klein Goldewijk
et  al., 2011), and (b) RF data used in our historical simulation. Net transitions for
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(900–2005 are calculated as the difference between 2005 map  and the 1900 map
ivided by the number of years. Positive values indicate a net pastureland expansion
ver the period 1900–2005, and vice versa for negative values. Units are in km2/yr.
llocation approaches and compare them with our results. We
esigned both these approaches as representative of general alloca-
ion procedures; they do not replicate speciﬁc existing models. Full
ethodologies are provided in Appendix E.5. Here, we highlight
he key features of these approaches.
1) Proportional downscaling approach – The aggregate land use
projections are allocated to grid cells as closely as possible
to previous year land use patterns. No account is taken of
the impact of driving factors. Models following this general
approach include GLOBIO3, and GLM used to downscale land
use projections from the Global Change Assessment Model for the year 2005.
(GCAM) model corresponding to the RCP4.5 scenario of the IPCC
(van Vuuren et al., 2011).
(2) Mechanistic downscaling approach – The aggregate land use
projections are allocated to grid cells as closely as possible
to previous year land use patterns (similar to proportional
downscaling approach), but the direction of change and the
maximum allowable magnitude of change is constrained by
the change in a measure of land suitability. Land suitability is
determined with regression relationships driven by explana-
tory variables, and the constraint implies that grid cells in
which suitability decreases (increases) must have a decrease
(increase) in land use (or no change). This approach mechanis-
tically ﬁts models to explain the spatial relationships between
driving factors and land use change and subsequently uses this
information to update the allocation maps. Models following
this general approach include MIT-IGSM (Wang, 2008).
4.1.1. Performance of previously published land use allocation
approaches
Results show that the ﬁnal predicted land use map (2005)
using both allocation approaches to downscale the aggregate land
demands derived from the RF data are less accurate than our model
(compare Figs. 14 and 15 with bottom panels in Fig. 8). The adjusted
kappa coefﬁcients indicate that at the end of model simulation
(2005 A.D.), both the allocation approaches have 59–66% accuracy
in simulating cropland patterns, compared to 87% accuracy by our
model (Table 3). The accuracy in simulating pastureland patterns
also differ by similar magnitudes between our model and the other
two approaches. Inaccuracies using the proportional downscaling
approach are driven by the fact that the allocation across grid cells
within an aggregate region is homogeneous (Fig. 14), and does not
capture major shifts in agricultural patterns caused by changes in
the spatial patterns of driving forces (Fig. 10 compare mid-left panel
with top-right panel; Figs. 11 and 12 compare middle panels with
second-row panels). This leads to severe overestimation of land
use within some regions (e.g. ∼40% in eastern US for cropland)
and a corresponding underestimation in other parts of the same
region (e.g. >50% in Great Plains) (Fig. 10). In contrast, the mechanis-
tic downscaling approach tends to reproduce shifts in agricultural
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atterns in some regions, but not accurately. For example, the aban-
onment of cropland in the eastern US is reproduced to some extent
Fig. 10; mid-right panel), but cropland expansion occurs not only
n the Great Plains but also in the western US (Fig. 10; mid-right
anel) where pastureland hotspots are located (Fig. 8d). In the case
f Europe (Fig. 11) and the tropics (Fig. 12), we ﬁnd the mechanis-
ic (and proportional) downscaling approach capture the general
egions of cropland abandonment and expansion (in reference to
F); however, the hotspots are severely underestimated because
he allocation across grid cells within an aggregate region is homo-
eneous. As evident from our analysis this pattern of allocation is
xplained by two reasons. First, the importance of driving factors
s underrepresented in a mechanistic downscaling approach for
ost regions, because the driving factors are represented through
onstraints rather than as an explicit term in the land-use allo-
ation model. Second, this approach does not model the spatial
eterogeneity in the relative importance between previous land
se patterns and driving factors in determining land use alloca-
ion. Therefore, how we represent the role of driving factors within land use allocation procedure is as important as including the
riving factors itself.
We note that the cropland transitions seen in the alpine tundra
f the Himalayas (in both proportional and mechanistic allocationased on: our land use allocation model (top-left), RF data (top-right), proportional
DE 3.1 data (bottom). Net transitions are calculated as explained in Fig. 9 captions.
approach) is an artifact of our model reproduction methodology
(Appendix E.5). In principle, we  can force the model not to allocate
croplands in such biophysically unfavorable regions through grid
cell constraints. However, we did not impose such restrictions, as
our aim was  only to elucidate the general allocation behavior of
both the approaches.
4.1.2. Coupled land use allocation model and historical carbon
emissions
To investigate the sensitivity of environmental impacts to
alternative land use allocation models, we apply the historical
downscaled land use data from our land use allocation model as
input to an important type of study land use change models are used
for: projecting CO2 emissions from land use change. The accuracy of
the simulated emissions depends on getting the spatial patterns of
land use correct where it most matters (i.e. where the carbon con-
sequences are highest). We  compare the simulated emissions with
those obtained using the two  other land use allocation approaches,
and with other existing land use reconstructions available in the
literature.
We use a land-surface model, the Integrated Science Assessment
Model (ISAM) to estimate net CO2 emissions from land use change
at 0.5◦ × 0.5◦ lat/long resolution annually for the period 1900–2005.
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right  panels). Units are in km2/yr.
urther background information on ISAM and the simulation pro-
ocol is detailed in Appendix E.6. As six separate experiments, we
alculate the CO2 emissions due to changes in the areas of crop-
and and pastureland from six different land use change datasets.
hree of the six land use change datasets are downscaled land
se information: (1) from our land use allocation model, (2) thensitions shown are averaged for the period 1935–1960 (left panels) and 1960–2005
proportional downscaling approach, and (3) the mechanistic down-
scaling approach. The fourth is the RF data for cropland and
pastureland (the reference case because we  prescribed the aggre-
gate land demands in datasets (1)–(3) from RF). The other two
datasets are independent reconstructions of historical land use
change summarized in Meiyappan and Jain (2012): HYDE 3.1 (Klein
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oldewijk et al., 2011), and Houghton (Houghton, 2008). The RF
ata used in our study is just one realization of what could have
appened in the past (Appendix A). Therefore, estimates based on
ultiple reconstructions are particularly helpful to understand the
ange of uncertainties among available historical reconstructions
f agricultural land use. Our reported net emission excludes emis-
ions from indirect environmental effects (e.g. changes in climate,
O2 fertilization, and nitrogen deposition).
Fig. 16 provides a comparison of the estimated carbon emis-
ions across the six land use change datasets at aggregate regional
cale and cumulated over the period 1900–2005. Four key points
re evident. First, estimates based on our land use allocation model
ompare well with that from RF data, as expected since our modeled
patial land use history also compares well with the RF data, and are
ithin the uncertainty range of three reconstructions. Second, at an
ggregate global scale, the proportional and mechanistic downscal-
ng approach overestimate carbon emissions on average by ∼0.17
gC/yr (26%) and ∼0.14 PgC/yr (23%), respectively, compared to RF
ata, even though these two approaches used the same aggregateouthern latitudes. Net transitions shown are averaged for the period 1920–1980.
regional land use change as the RF data. This overestimate is sig-
niﬁcant given that the total uncertainty (from agricultural land use
change, other land disturbance activities, and knowledge gaps in
process understanding and modeling) in estimating historical car-
bon emissions from land-use and land-use change is ∼0.5 PgC/yr
(Le Quéré et al., 2014). Third, both proportional and mechanis-
tic allocation approaches result in much higher disagreement at
a regional scale, compared to RF data. A striking example is North
America, where estimates based on the proportional and mecha-
nistic downscaling approaches are ∼4.4 and ∼2.5 times higher than
RF data, respectively. This is a consequence of the higher inaccu-
racy in reproducing the changes in agricultural hotspots by both
downscaling approaches. In the case of RF data and our land use
allocation model, abandonment of cropland over the eastern US
(Fig. 10; top panels) causes a larger carbon sink (hence, smaller
net emissions) due to subsequent forest regrowth (see Fig. E.1 in
Appendix E). This important feature is reproduced only to some
limited extent in the mechanistic downscaling approach, and is
nonexistent for the proportional downscaling approach (Fig. 10;
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Fig. 13. Estimated ‘a’ and ‘b’ parameters for each of the 127 sub-regions. The data for both the plots has been independently sorted in ascending order for visualization
purpose. The parameters are unit less.
F  appro
w
m
e
i
t
d
p
d
t
s
F
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ithin  each grid cell.
id  panels). A consequence of overestimating cropland in the east-
rn US is a corresponding underestimation of cropland expansion
n other parts of the US (consequently lower carbon emissions in
hese regions compared to RF data). Therefore, at grid level the
isagreement in estimated net emissions is much higher for pro-
ortional and mechanistic allocation approaches compared to RF
ata (not shown). Fourth, net emission estimates based on the
hree existing historical reconstructions of agricultural land use
how signiﬁcant disagreement, especially at the regional scale. This
ig. 15. Cropland and pastureland maps predicted using mechanistic downscaling appro
ithin  each grid cell.ach at the end of model simulation (2005 A.D). Units are in percentage of land area
disagreement is largely explained by the difference in agricultural
inventory data used by these reconstructions (Jain et al., 2013;
Meiyappan and Jain, 2012). No reconstruction is clearly better than
another, as is evident from the uncertainties in net transitions esti-
mated between the two reconstructions (see Fig. 9 for pastureland,
and for cropland compare the top-right and bottom panel in Fig. 10,
and compare the top and bottom panels in Figs. 11 and 12). There-
fore, land use allocation approaches need not closely emulate any
one reconstruction. However, despite the large uncertainty range
ach at the end of model simulation (2005 A.D). Units are in percentage of land area
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Fig. 16. Estimated carbon emissions from changes in the cropland and pastureland areas calculated using six different land use change datasets. The data presented are
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ggregate regions used in our model evaluation. The black dots represent the esti
oughton), and the uncertainty bars indicate the maximum range across the three 
mong historical reconstructions, the emission estimates based on
oth the proportional and mechanistic downscaling approaches fall
utside this range for many regions. This underscores the impor-
ance of a reliable approach to modeling land use allocation. It is
lso important to continuously improve the quality of historical
and use data to improve models and to more accurately predict
uture land use change.
. Discussion
.1. The land use allocation model
We  present a statistical model for land use allocation with an
conometric interpretation of land suitability that is based on proﬁt
aximization (or cost minimization). The approach integrates eco-
omic theory, observed land use, and data on both socioeconomic
nd biophysical determinants of land use change. It is global in
cope and is estimated using long-term historical data, thereby
aking it suitable for long-term projections, such as in IAMs. The
ethod accounts for spatial heterogeneity in the nature of driv-
ng factors across geographic regions. The allocation is modiﬁed
y autonomous development (previous and neighboring land use
atterns, thereby accounting for temporal and spatial autocorrela-
ion), competition between land use types, and exogenous drivers
hat are treated as explanatory variables. The spatial and temporal
esolution at which the model operates is ﬂexible.
Given that the biophysical components in most global-scale land
se models operate at a spatial resolution of 0.5◦ × 0.5◦ lat/long
or coarser), representing landscape heterogeneity at the sub-grid
cale level, at least to some extent, is important. The method of
ractional land use prediction developed here is a ﬁrst step toward
epresenting landscape heterogeneity in global scale land use mod-
ls. Ultimately, a highly detailed representation of the composition
f landscapes is necessary for certain environmental assessments,
uch as biodiversity (van Asselen and Verburg, 2012, 2013). Two
ther equally important aspects in land use allocation procedure
re to account for the: (1) transient impacts of socioeconomic and
iophysical driving factors, and (2) spatial heterogeneity in the
elative importance between driving factors and past land use pat-
erns in determining land use allocation. As demonstrated in this
tudy, other downscaling approaches that disregard the ﬁrst aspect,
ut predict fractional land use fail to reproduce the hotspots of
istorical agricultural patterns. A mechanistic land use allocation
pproach that accounts for the ﬁrst aspect, but disregards the sec-
nd, also fails to reproduce the historical land use patterns. We
lso show that such downscaling approaches could have signiﬁcantons shown here are consistent with Jain et al. (2013) and different from the nine
 averaged over the three historical reconstructions of land use (RF, HYDE 3.1 and
structions. Units are in PgC (1 PgC = 1015 gC).
implications for global environmental assessments. Our approach
is novel because we predict fractional land use within each grid cell
and simultaneously account for the spatial heterogeneity in the
relative importance between past land use patterns, and driving
factors that change with time.
As a ﬁrst step, we apply the model framework to evaluate the
land use patterns for two  generic land use types: cropland and pas-
tureland. However, the framework is extendable to account for
individual crop types, for instance to study the global land use
implications of large-scale biofuels (Melillo et al., 2009; Havlik et al.,
2011; Hallgren et al., 2013). For our model evaluation, we  attempt
to compile a database of the most important explanatory variables
available at the global scale (Table 1). Though the list is incom-
plete, we  show that these variables are adequate to reproduce
the changes in the hotspots of historical land use change. To use
the allocation framework within an IAM, the stationary explana-
tory factors (soil and terrain conditions) can be retained, whereas
data on transient explanatory factors (e.g. climate and socioeco-
nomics) should be replaced with that simulated by the IAMs. This
would allow for studying the two-way interactions between land
use and the environment (e.g. climate, hydrology). Further, not
all transient explanatory variables used in our historical simula-
tion are projected by current IAMs. An alternative is to replace the
explanatory variable with other equivalent proxy indicators sim-
ulated by IAMs (e.g. Net Primary Productivity). In such cases, the
parameter estimation procedure and evaluation should be repeated
using the method discussed in Section 2, following which the eval-
uated model can directly be used within IAMs to explore future
scenarios.
5.2. Land use competition
Competition for land in itself does not drive land use, but is
an emergent property of other drivers and pressures (Smith et al.,
2010). Our approach accounts for land use competition by simul-
taneously optimizing the area of cropland and pastureland within
each grid cell with the aim of maximizing the overall achievable
proﬁts. Hence, the approach prevents inconsistency and approx-
imations in the allocation procedure that would otherwise arise
when the spatial patterns for each land use type are determined
independently (e.g. see Wang, 2008). Incorporating the effects of
competition into spatial allocation models is an important fea-
ture, given the potential for growth in demand for agricultural
land, particularly for pasture to support projected increase in meat-
intensive diets, especially in developing countries (Stehfest et al.,
2009).
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.3. Caveats and concluding remarks
Expansion of cropland and pastureland is accompanied by con-
ersion of native vegetation (except when one land use is converted
o another). Therefore, one of the important factors that determine
he allocation of cropland and pastureland is the type of native veg-
tation to be replaced. Each native (and managed) vegetation offers
ifferent resistance (cost) to conversion depending on the land use
ype. For example, historically most of the pastureland (managed
rassland) has been derived from natural grasslands (with excep-
ions, notably Latin America where forests are cleared for cattle
anching). However, we chose not to include the type of native
egetation to be converted as a factor in determining the land use
llocation patterns. There are three reasons for this choice.
First, our land use allocation is carried out at 0.5◦ × 0.5◦ lat/long
∼55 km × 55 km)  resolution, consistent with most global scale
and use models. A mix  of native vegetation usually occupies such
arge grid areas. Therefore, the difference in the resistance offered
y native vegetation across grid cells becomes less important com-
ared to an approach in which land use data are downscaled to a
uch higher spatial resolution.
Second, available global scale reconstructions of native vegeta-
ion for the 20th century are highly uncertain, especially before
he 1960s when remote-sensing observations were unavailable
Meiyappan and Jain, 2012). Therefore, it is undesirable to constrain
nd evaluate a land use allocation model based on highly uncertain
ata.
Third, the representation of natural landscapes is fundamentally
ifferent among current generation biophysical models. Therefore,
and cover maps produced for one model cannot be implemented
irectly within other models (Pitman et al., 2009). As a result, even
n the most recent Coupled Model Intercomparison Project phase
 (CMIP5) (Taylor et al., 2012), land use changes and the result-
ng changes in native vegetation are estimated sequentially. First,
aps of land use from historical reconstructions are harmonized to
onnect smoothly with the land use maps for the future scenarios
roduced by the IAMs (Hurtt et al., 2011). The climate modeling
eams combine the land use information with different techniques
e.g. Hurtt et al., 2011; Meiyappan and Jain, 2012; Lawrence et al.,
012; Pitman et al., 2009) to estimate changes in the area of native
egetation, so as to be consistent with the land surface components
f their climate or Earth system models. Therefore, our approach is
onsistent with current approaches.
Despite irrigation exerting a positive inﬂuence on agricultural
uitability (Lambin et al., 2001, 2003), data limitations precluded
s from including irrigation as an explanatory factor in our analy-
is. While contemporary maps of irrigated areas are available (e.g.
ortmann et al., 2010; Thenkabail et al., 2009; Siebert et al., 2005),
e could not ﬁnd historical maps on irrigation to account for the
ransient impacts. In principle, the presented framework could fac-
or irrigation into the analysis, provided the data are available (e.g.
or exploring scenarios that vary assumptions about irrigation).
We also do not explicitly account for the effect of policies on
and use allocation patterns, despite their importance. Policy effects
re explicitly accounted for in global land use models or IAMs that
ould provide aggregate regional demands for land that would
rive our allocation model. However ideally it would still be use-
ul to reﬂect policies that operate at smaller spatial scales as well,
uch as land protection or national planning schemes. Globally
nd temporally consistent data on policies are not readily avail-
ble for the 20th century. Although we did not account for policy
ffects explicitly, they are implicitly reﬂected in historical land
se outcomes and therefore in the effects of other explanatory
ariables that could be considered proxies. In addition, for explor-
ng policy effects in future scenarios, such assumptions can be
ccounted for through grid cell constraints. For example, we  candelling 291 (2014) 152–174 169
force grid cells within protected areas to not allow any land use
allocation.
We predict only the net changes in land use areas within
each grid cell because our model relies on land use reconstruct-
ions that provide only net change information. Available global
scale reconstructions of land use (e.g. RF, HYDE, and Hurtt et al.
(2011) data which use cropland and pastureland transitions from
HYDE) are estimated based on the difference in (sub-)national
statistics between two  time steps, and therefore estimate net
changes. Recent regional studies have shown that relying on net
changes rather than gross changes (all area gains and losses) could
lead to severe underestimation of land use change (Fuchs et al.,
2014), and consequently have signiﬁcant implications for envi-
ronmental assessments, especially on the terrestrial carbon cycle
(Wilkenskjeld et al., 2014).
Another important limitation is that our land use allocation
model does not provide any information on land use intensity.
Since 1960, a tripling of crop production has been achieved mainly
through intensiﬁcation, with only a 14% extensiﬁcation (Bruinsma,
2009). Intensiﬁcation is expected to become even more decisive in
the future in the light of growing population, biofuel consumption,
and mandates to protect world forests (Foley et al., 2011; Tilman
et al., 2011; Phalan et al., 2011). Several global scale grid level
indicators of agricultural land use intensiﬁcation have recently
become available to foster modeling efforts (Kuemmerle et al.,
2013), although substantial data gaps, uncertainties, and concep-
tual challenges exist (Keys and McConnell, 2005; Erb et al., 2013;
Kuemmerle et al., 2013; Lambin et al., 2000). If land use intensity
is measured by yields (i.e. output per unit area of land use activity)
then the product term St
lg
× dg (derived from Eq. (13), Eq. (14) and
Eq. (18)) itself is a measure of land use intensity. In principle the
capital-related inputs (e.g. fertilizer, irrigation, pesticides, or mech-
anization) that increase agricultural yields can be accommodated
as explanatory variables in the logit functions, assuming data are
available. If land use intensity is measured by the frequency of cul-
tivation (multiple cropping), then the total harvested area within a
grid cell in a year could exceed the grid cell area. Our land use allo-
cation procedure is versatile to accommodate such datasets (e.g.
Ray et al., 2012; Portmann et al., 2010) as well. The RF data used in
this study does not account for multiple cropping (i.e. Yt
lg
< GAg).
Therefore, for feasibility, we have assumed the decreasing returns-
to-scale is strong enough to deter full use of grid cell area (i.e.
dg < 1; see Eq. (18)). However, this restriction when relaxed can
handle data on multiple cropping. Detailed representation of man-
agement characteristics such as land use intensity is important for
IAMs to better capture human–environment interactions and to
further improve our prediction capacity.
In a complementary study, we  will extend the analysis to exam-
ine the role of different explanatory factors in shaping the 20th
century patterns of agriculture. This will be carried out using two
methods: (1) examining the values of the standardized ‘ˇ’  and ‘ ’
parameters, and (2) simulating the land use allocation model (Sec-
tion 2.7) in the absence of historical changes observed for one or
more explanatory variables by keeping the explanatory factors of
interest constant at initial values, with all other factors varying with
time. We will quantify the effects of an explanatory variable by cal-
culating the grid cell level differences between the ﬁnal predicted
map  (2005) without changes in this variable, and the map (2005)
obtained by varying all variables (as in Fig. 8).
Our ability to model land use change on longer time scales is cru-
cial for exploring policy alternatives, especially because adaptation
and mitigation of climate change requires long-term commitment.
Notwithstanding the aforementioned caveats, the framework pre-
sented here and the approach to evaluation provides an example
that can be useful to the IAM, land use, and the Earth system mod-
eling communities.
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administrative boundaries to be both a convenient and consis-
tent method to select sub-regions.
5. The above steps resulted in breaking down the globe into 127
distinct sub-regions as shown in Fig. 1. A histogram of the70 P. Meiyappan et al. / Ecologic
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ppendix A. Background information on historical land
se change datasets
With regard to historical land use, most spatially explicit agri-
ulture data sets are based on merging of remote sensing and
round-based observations (e.g. Ramankutty and Foley, 1999;
YDE 3.1 from Klein Goldewijk et al., 2011). Ramankutty and
oley (1999) reconstructed spatially explicit (5 min  × 5 min lat/long
esolution) annual maps of historical (1700–1992) cropland by
ombining agricultural inventory data with satellite-derived land
over data. More recently, Ramankutty et al. (2008) developed a
ew global data set of crops and pastures circa 2000 by using
gricultural inventory data with much greater spatial detail to
rain a land cover classiﬁcation data set obtained by merging two
ifferent satellite-derived products. Subsequently, they combined
he methodologies from their two previous studies to produce
evised annual (1700–2007) maps of historical cropland and pas-
ureland at 0.5◦ × 0.5◦ lat/long resolution, which we  refer to as RF
ata (Ramankutty, 2012). The new reconstructions use historical
nventory data sets at a higher level of spatial detail than their
recursor.
We chose to use the Ramankutty (2012) data in this study due
o two reasons: (1) the reconstructions were annual in contrast to
ecadal in HYDE data, and (2) it represents the most recent and
p-to-date estimates available. Their differing time scale of anal-
sis explains the difference in temporal resolution between the
wo reconstructions. The Ramankutty (2012) study focused on the
ecent past (three centuries), whereas the reconstruction by Klein
oldewijk et al. (2011) focused on a much longer time scale (greater
han 12,000 years).
A key term in our model is the dynamic adjustment cost that
ccounts for temporal autocorrelation. As described in section
.5, we had to experiment to select a lag-year (t¯) that roughly
atches the temporal autocorrelation in global historical land
se datasets. During the model development stage, the RF data
as convenient for experimentation as it provides yearly informa-
ion by default. For HYDE, we had to linearly interpolate the data
etween decades that introduces additional uncertainties. In prin-
iple, our model could also be applied to HYDE data, and with other
econstructions.
It is important to note that both RF and HYDE recons-
ructions are themselves results of downscaling (sub-) national
gricultural statistics using data on spatial indicators of agri-
ultural locations (e.g. satellite land cover, population density
nd soil conditions). Therefore, these reconstructions are sub-
ect to uncertainties from both inventory data (Meiyappan and
ain, 2012) and methods used (Klein Goldewijk and Verburg,
013). Further, the agricultural inventory data sets used in the
xisting reconstructions are collected at 5–10 year gaps (espe-
ially before 1960s) and linearly interpolated to yield annual
stimates (e.g. Ramankutty and Foley, 1999). Hence, these data
ets also lack well-deﬁned annual variations in agricultural land
hat is an additional source of uncertainty. As a result, both
hese reconstructions show signiﬁcant disagreement with each
ther at various spatial and temporal scales (Meiyappan and Jain,
012).delling 291 (2014) 152–174
Appendix B. Procedure for breaking down the globe into
smaller sub-regions
We  followed the following ﬁve steps to breakdown the globe
into 127 sub-regions (Fig. 1).
1. We  obtained a spatial database of world administrative
boundaries from the Global Administrative Areas database v2
(http://www.gadm.org/). The administrative areas we use are
countries and the next lower-level subdivision available such as
provinces, states, etc.
2. We  converted the administrative maps from the original spa-
tial resolution of 0.315◦ × 0.315◦ lat/long to a resolution of
0.5◦ × 0.5◦ lat/long. This conversion was  necessary to be consis-
tent with the spatial resolution used for the historical simulation.
3. We  created a single administrative map  by using the country
administrative map  as a base layer, and overlaying the state
level administrative boundaries for the following countries: US,
Mexico, Argentina, Brazil, China, Australia and India. These are
large countries where the relationships between land use pat-
terns and the explanatory variables could vary substantially
within different parts of the country.
4. We  then check if each distinct sub-region is composed of at least
200 grid cells. If the sub-region has lesser grid cells, we  than
eliminate that region by distributing grid cell within that region
to proximate regions. We  chose the 200-grid threshold based
on experimentation, and it represents a compromise between
two  factors. First, it ensures that each of the sub-regions is large
enough to have enough observations to obtain robust param-
eter estimates (note that we  use 20 years of data to estimate
the parameters; therefore, the total number of observations
is 20 times the number of grid cells within the sub-region).
Second, while we  want to resolve the spatial heterogeneity in
the nature and importance of explanatory variables at a global
scale by keeping the regions small, we  still want to retain suf-
ﬁcient range in the value of explanatory variables within each
small region. An added beneﬁt of breaking down the globe into
smaller sub-regions is a reduction in the computational cost
associated with inverting the matrix ((a + 1)I  + bW) to compute
 (see Appendix E.3). Ideally, each sub-region should be selected
such that its grid cells have similar agricultural characteristics.
Selecting regions based on similar biophysical characteristics is
possible (e.g. using agro-ecological zones - see Fischer et al.,
2012). However, socioeconomic factors do not exhibit patterns
as uniform as biophysical factors. Given that a number of socio-
economic factors are included in our analysis (Table 1) we foundFig. B1. Histogram of the number of sub-regions versus the total number of grid
cells with the region.
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number of sub-regions versus the total number of grid cells
within the region is shown in Fig. B1.
ppendix C. Explanatory variables for land use allocation
odel
Table 1 lists the 46 explanatory variables used in our regres-
ion analysis. Table 2 lists the source data used to compile the
xplanatory factors for model evaluation. Table 2 also includes
as footnotes) information on processing of raw data sources to
atch the spatial and temporal resolution required for our model
valuation. Here we provide details on: (1) the rationale for select-
ng these explanatory factors, and (2) any additional reﬁnements
pplied to the raw data to construct the explanatory variables. All
he 46 explanatory variables compiled for model evaluation cover
he time period 1900-2005 (annual time steps) at a uniform spatial
esolution of 0.5◦ × 0.5◦ lat/long.
.1. Climate
To determine the climate suitability to cropland and pastureland
or each year, we use seasonal (spring, summer, fall and winter)
ean temperature, precipitation, and potential evapotranspiration
PET) for the 3 preceding years to allow for adaptive land use adjust-
ents. Inclusion of time-lagged climate variables as explanatory
actors is motivated by the fact that climatic conditions over the
ast few years are taken into account to evaluate the potential
and suitability for agriculture, prior to making investment deci-
ions (Mu  et al., 2013). In other words, land use decisions are based
n expected climate rather than current weather conditions. This
ffect is not implicitly reﬂected in our dynamic cost adjustment
erm (ﬁrst term in Eq. (12)) for two reasons. First, the potential land
uitability for the current year is evaluated independent of previ-
us land use patterns. Second, the dynamic cost adjustment term
ncludes a ten-year time-lag effect, whereas land use adjustments
n response to climate change occur over a relatively smaller time
cale (Mu et al., 2013).
According to agronomic studies, plant growth is partly a non-
inear function of weather conditions, especially temperature
Schlenker and Roberts, 2006). To account for non-linearity, we also
nclude squared terms for each of the three seasonal climate vari-
bles as explanatory factors in our analysis. We  use temperature in
elvins to avoid squaring of negative terms. While historical tem-
erature and precipitation data were measured values (Harris et al.,
013), PET is estimated using the grass reference evapotranspira-
ion method (Ekström et al., 2007). PET indicates the capacity of the
tmosphere to remove water from the surface through processes
uch as winds and radiative energy transfer.
.2. Climate variability
Given the signiﬁcant evidence on the impacts of climate vari-
bility on land use decisions (e.g. Parry et al., 1999; Olesen and
indi, 2002), we use three indices reﬂective of climate variability:
rought, temperature, and precipitation extremes. For incidence of
rought, we use the seasonal Palmer Drought Severity Index (PDSI)
Dai, 2011a,b). PDSI is a measurement of dryness with values ran-
ing between -10 (dry) and +10 (wet). For temperature extremes,
e use the heat wave duration index, calculated by counting the
umber of days in a year with maximum temperature higher by at
east 5 ◦C than the climatological norm (1961–1990) for the same
alendar day (Alexander et al., 2006). For precipitation extremes,
e use the simple daily intensity index deﬁned as the annualotal precipitation divided by the number of wet days (Alexander
t al., 2006). Both the temperature and precipitation extreme index
sed here are qualitatively representative of other indices measur-
ng temperature and precipitation extremes, respectively (Tebaldidelling 291 (2014) 152–174 171
et al., 2006). Similar indices representative of climate extremes
were used by Mu et al. (2013) to understand the impacts of climate
adaptation on the US land use trends.
Pastureland extent and livestock comfort are correlated.
Temperature-humidity index (THI) is an indicator of the degree of
discomfort experienced by cattle due to seasonal conditions. Previ-
ous studies have shown that higher THI in summer results in lower
feed intake of livestock, thus inducing a smaller number of animals
per hectare, and a heavier stocking rate in the spring or winter
(Hubbard et al., 1999; Mu  et al., 2013). We  estimated seasonal THI
following Mu  et al. (2013).
The PDSI data was at 2.5◦ × 2.5◦ lat/long resolution which we
linearly interpolated to 0.5◦ × 0.5◦ lat/long (Table 2). This adjust-
ment will affect the allocation patterns, and we did not conduct a
systematic sensitivity analysis to test the results against different
interpolation techniques. In general, the interpolation technique
for an explanatory variable should be given more focus, if that vari-
able is sensitive in determining the allocation patterns (i.e. its ‘ˇ’
value estimated from Eq. (23) is non-zero and signiﬁcant).
C.3. Soil and terrain characteristics
We use ﬁve different factors indicating soil suitability for agri-
culture (Table 1) as explanatory variables in our analysis. Each 5 min
grid cell in the original data was classiﬁed into one of the seven
categories, each indicating a different percentage range of soil suit-
ability (Table 2). For each category, we take the median suitability
percentage and aggregate the data to 0.5◦ × 0.5◦ lat/long resolution
by area-weighted averaging. We  process the map  for terrain con-
straints similarly to the aggregation procedure followed for soil
constraints.
We  assume that soil and terrain conditions do not change within
the time frame of analysis (∼100 years), because soil development
processes are very slow. However, this assumption might not hold
in regions where organic content could build up rapidly. More-
over, consistent and temporally varying global maps of soil and
terrain condition are unavailable historically and are unlikely to be
simulated by Earth System Models for future projections.
C.4. Urban area and population
We include urban land and urban and rural population density
variables as potential explanatory factors because these are con-
sidered important drivers of land use change (Geist et al., 2006). In
addition to population density, we  also include four-year averaged
rates of change in urban and rural population density to account for
the impact of changes in population pressure on land use allocation
patterns.
C.5. Market inﬂuence index
Markets play a prominent role in shaping agriculture, defor-
estation, and other land use patterns (Lambin et al., 2001; Lambin
and Meyfroidt, 2011). However, global scale studies have largely
ignored the inﬂuence of markets in shaping land use patterns due
primarily to lack of global scale data on markets. Here, we  describe
our approach to derive a single variable called market inﬂuence
index to use as an explanatory variable in the allocation proce-
dure. The market inﬂuence index is a combination of two variables:
market accessibility and market importance.
Verburg et al. (2011) developed the ﬁrst high-resolution (1 km2)
global map  (for 2005) indicating accessibility to markets. In simple
terms, their market accessibility index reﬂects the travel time to
nearest cities, taking into account travel impedance due to sev-
eral terrain characteristics (e.g. road networks). The index varies
from 0 (low accessibility) to 1 (high accessibility). For our analysis,
we require market accessibility maps for the entire 20th century,
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hereas a number of terrain characteristics used by Verburg et al.
2011) (e.g. road networks, wetlands) were unavailable globally for
he historical period and are also unlikely to be simulated by IAMs
or the future. Instead, we model the market accessibility index to
e a function of urban land area alone, neglecting other measures of
nfrastructural development. The rationale behind our assumption
s that a grid cell with a higher fraction of urban area would likely
ave more accessibility (e.g. road networks and other infrastruc-
ure) as well. A reciprocal function is commonly used in spatial
nteraction and gravity models to manipulate distance or acces-
ibility. We  follow a similar approach and model the relationship
etween the year 2005 urban land area (Goldewijk et al., 2010) and
he corresponding market accessibility index (Verburg et al., 2011)
f the form:
g = c1b−c2g
here ‘Ag’ is the market accessibility index in grid cell ‘g’, ‘bg’ is the
rban land fraction speciﬁc to each grid cell, and ‘c1’ and ‘c2’ are the
arameters to be estimated. We  ﬁt the model separately for each
ontinent. We  assume the same relationships to be true at any other
oint of time and we combine them with historical (1900–2005)
rban land data (Goldewijk et al., 2010) to produce annual maps of
arket accessibility. One can think of market inﬂuence as reﬂective
f both market importance and its accessibility. Gross Domestic
roduct (GDP) is a well-accepted measure of market importance.
e multiplied the national per capita GDP values (Bolt and van
anden, 2013) with spatially explicit market access data to produce
 data set of market inﬂuence for the period 1900-2005. In other
ords, we downscale GDP per capita to grid cells using the market
ccessibility index.
ppendix D. On multicollinearity and excess zeros
Multicollinearity is a common problem in land use change mod-
ling where one or more explanatory variables are dependent
n each other. A high degree of multicollinearity results in high
tandard errors and spurious parameter estimates. We  used a priori
orrelation analysis and did not ﬁnd any pair of the 46 standardized
xplanatory variables that exceeded a correlation of 0.7 for each of
he 127 sub-regions. We  therefore did not discard any explanatory
actor from our model. For comparison, a correlation of 0.8 is used as
 threshold in land-change studies to discard explanatory variables
Lesschen et al., 2005). Even in the presence of multicollinearity, the
peciﬁcation of error terms in our estimation procedure implies
hat our point estimates are unbiased. Further, multicollinearity
ill not affect the efﬁciency of the ﬁtted model to new data pro-
ided that the explanatory variables follow the same pattern of
ulticollinearity in the new data as in the data based on which the
arameters were estimated. A problem would occur only if two or
ore explanatory variables are a perfect linear combination of each
ther.
There are three approaches commonly followed in land use
hange models to eliminate explanatory variables due to mul-
icollinearity: a priori correlation analysis, factor analysis and
tepwise regression (Lesschen et al., 2005). All of them have a high
isk of throwing out important explanatory variables and causing
mitted variable bias, among many others (James and McCulloch,
990). These methods are viable if used for smaller scale studies,
here additional care can be taken on the explanatory variables
eing eliminated from the model. However, this task is taxing at
 global scale. Additionally, given the limited number of explana-
ory factors available for global scale analysis, it is crucial to utilize
hem to the maximum potential possible. In the initial stages of
ur model development, we experimented with a state-of-the-art
ethod to deal with multicollinearity, elastic-net regularizationdelling 291 (2014) 152–174
(Zou and Hastie, 2005). We  found the elastic-net method to be
more effective than the traditional approaches used in land use
change models. The elastic-net method tries to capitalize on the
strengths of correlated variables by converging their coefﬁcients
towards each other rather than eliminating them. Unfortunately,
we could not build elastic-net regularization into our ﬁnal esti-
mation procedure because the current packages (Friedman et al.,
2007, 2010) available for elastic-net cannot accommodate nonlin-
ear restrictions among coefﬁcients.
As evident from the historical land use patterns (Figs. 3–8), there
are many locations around the world that are unsuitable for agri-
culture (i.e.) grid cells where cropland and pastureland areas are
zero consistently. When estimating Eq. (23), having excessive zero-
valued observation could result in biased parameter estimates. This
is known as the excess-zeros problem (Breen, 1996). To determine
whether there is bias in our estimates, we estimated Eq. (23) with
a “trimmed” sample where the grid cells unsuitable for agricul-
ture were removed (see censored regressions – Breen, 1996). We
then compared the estimated parameters for each of the 127 sub-
regions with those obtained without “trimming” the sample. With
the exception of four regions, we found no signiﬁcant problem with
excess-zeros. Within these four regions (e.g. Alaska), more than 95%
of the total grid cells had zero land use areas for the entire 20th
century. For the grid cells within these four regions, we  force the
model not to allocate any cropland and pastureland through Eq. (9)
by replacing one on the right-hand side of the equation with zero.
If excess-zeros had been a problem in some regions of the globe,
then maximum likelihood estimation with a censored regression
model is a consistent estimation method (Breen, 1996).
Appendix E. Supplementary data
Supplementary data associated with this article can be found,
in the online version, at http://dx.doi.org/10.1016/j.ecolmodel.
2014.07.027.
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