New regulations grant network service providers with the right to lease their spectrum to short-term leased secondary users (SUs) for opportunistic usage. In this work, we tackle the challenge of determining admission control and pricing policies on SUs that guarantee profitability under general secondary demand and general traffic models, and accurately reflect the operation of modern cellular data networks (e.g., LTE) in which resources are shared rather than rigidly partitioned. We first analyze the joint problem of bandwidth allocation and admission control of elastic secondary users. We assume Poisson session arrivals, where each session is composed of arbitrarily distributed, and possibly correlated, on and off periods. Under balanced bandwidth allocation, we show that the steady state distribution of the number of active users in the network is insensitive to traffic characteristics beyond their means. This result holds for arbitrary occupancy-based admission control policies on SUs. Next, we prove that the optimal occupancy-based admission control policy is of threshold type, which means that secondary user arrivals are accepted when the total number of active users in the network is below a certain threshold; otherwise, they are rejected. Finally, we identify a price, referred to as the break-even price, and an admission control policy which, together, ensure profitability for any price greater than the break-even price, irrespective of the shape of the secondary demand function.
INTRODUCTION
Measurement studies show that the spectrum allocated to network providers is not fully utilized. According to the Federal Communications Commission (FCC), temporal and spatial spectrum utilization varies from 15% to 85% [1] . A recent study by Cisco shows that data traffic is expected to increase yearly by 55% through 2017 [9] . The increasing demand, limited network capacity and inefficiency of current spectrum allocation methods create a need for new approaches to use the available spectrum more efficiently.
Along these lines, Dynamic Spectrum Access (DSA) networks have been proposed to solve the problem of inefficient spectrum utilization [1] . DSA networks allow opportunistic users to access licensed bands without interfering with long-term contracted users. The FCC took a major step to facilitate DSA networks by publishing the so-called Report and Order and Further Notice of Proposed Rulemaking [10] . This report defines new policies that support secondary spectrum markets and facilitate opportunistic access to the wireless spectrum through the use of spectrum leasing.
In this work, we consider a model under this realm consisting of two type of customers: Primary Users (PU) and Secondary Users (SU). PUs have a long-term lease, while SUs have a short-term lease with the service provider. To manage spectrum leasing, we consider applying occupancybased admission control on SUs to control their access to the shared network. These policies admit or reject SUs based on the total number of active users in the network at the time of SU arrivals.
The majority of previous work on DSA networks consider admission control and pricing of voice and streaming traffic in loss networks [3, 14, 23, 25] . In such networks, bandwidth is partitioned into channels with fixed capacity, thus limiting the maximum allowable number of users in the network to the total number of channels and fixing the bandwidth allocated to each user. In contrast, in our work, we consider elastic traffic models, that capture various TCP-based applications, such as web and file transfer, and rate-adaptive voice and video applications.
In general, data users are limited by a peak bit rate, for instance the access speed to the network. Elastic data traffic users transmit at their peak bit rate if the network is not saturated. However, their rate is adjusted when the network is saturated, in order to prevent congestion. Motivated by the dimensioning of Long Term Evolution (LTE) access networks for elastic traffic [17] , we model the network as a processor sharing network for which the bandwidth is not partitioned but rather shared between admitted users according to a bandwidth allocation scheme. In processor sharing networks there is no tight bound on the number of users that can be served simultaneously. Compared to loss networks, processor sharing networks can serve more users and answer the need of time-varying bandwidth demands.
Previous measurement studies, such as [4, 5, 11, 26] show that Poisson session arrivals is a realistic assumption to model elastic data traffic. A session is defined as a combination of related flows originated by the same user or application. Thus, sessions can be envisioned as a collection of a fixed or random number of alternating "on" and "off" periods, which lengths follow general probability distributions that may be correlated. An "on" period corresponds to an ongoing flow. At any given time, a user session is considered active if an ongoing flow is present.
The goal of this paper is two-fold: derive traffic-insensitive admission control policies on SUs that grant service providers with maximum average profit, and provide guidance to determine when opening network to spectrum access is profitable when secondary demand is unknown.
Our main contributions are as follows: First,we show that, under a joint occupancy-based admission control policy and balanced bandwidth allocation, the steady state distribution of the number of ongoing flows in the network is insensitive to the traffic characteristics except through their means. Next, we show that the optimal occupancy-based admission control policy of SUs that maximizes the average profit over an infinite time horizon is of threshold type. This policy admits an SU session arrival if and only if the total number of ongoing flows in the network is below a certain threshold. Finally, we analyze the profitability of secondary spectrum leasing under general secondary demand. We prove that there exists a unique price, the so-called break-even price, such that below the break-even price there exists no profitable price to charge the secondary demand. Further, we provide an admission control policy that guarantees profitability for any price exceeding the break-even price.
The rest of the paper is organized as follows: Section 2 presents related work. We describe our network, traffic, and economic models in Section 3. The analysis of the model and characterization of optimal admission control policies are provided in Section 4. We establish profitability conditions of secondary access provisioning in Section 5. Section 6 concludes the paper.
RELATED WORK
Related work can be classified in three categories: (i) admission control in loss networks with inelastic voice and streaming traffic, (ii) insensitive admission control policies for data traffic in processor sharing networks, and (iii) profitability analysis of DSA loss networks with voice traffic.
In loss networks, bandwidth is partitioned into channels and the number of users that can be served is bounded by the total number of channels. Admission control of delay sensitive traffic in loss networks has been widely studied in the literature. Earlier work includes [18] and [22] , which study a profit maximization problem for a multi-class loss network. Recent studies, such as [23] , study a call admission control problem to maximize average profit of a service provider in a preemptive DSA loss network. They consider a two-class user network where one class has a higher priority and can preempt the lower priority class traffic when all resources (channels) are fully utilized. Ref. [25] and [14] study profit maximization in multi-class loss networks with streaming traffic. The majority of these works assume Poisson call (flow) arrivals. Different from these works, we analyze a profit maximization problem in a processor sharing network with elastic traffic, and consider a realistic model for data traffic based on Poisson session arrivals.
Next, we survey related work on admission control of elastic traffic in processor sharing networks. We concentrate on the set of work for which the admission control policies are insensitive to traffic characteristics, except through their means. Refs. [16] , [21] and [12] study the problem of minimizing metrics related to the blocking probability of users by applying admission control. Ref. [16] considers both streaming and elastic traffic. The authors propose a measurementbased admission control scheduling policy, called Priority Fair Queueuing (PFQ), that admits a new flow if the admitted flow does not reduce the throughput of ongoing elastic flows below a certain threshold. Ref. [21] considers a multiclass network where classes are defined by their minimum rate requirements, and proposes computationally feasible sub-optimal admission control policies. Ref. [12] considers a multi-class network, where each class has a different intensity and derives bounds on the performance of the optimal admission control policy. The above papers focus on multiclass networks, where different classes have different traffic characteristics. As such, finding the structure of the optimal admission control policy is generally difficult. In contrast, in our paper, we consider an economic model where PUs and SUs utilize similar applications and have the same traffic intensity, but differ in their economic values. Further, our metrics of interest focus on the average profit and profitability rather than on the blocking probability. Nevertheless, our results also hold for general data traffic models.
Next, we present related work that establish conditions guaranteeing profitability of secondary spectrum access. Ref. [3] derives the profitability region of a two class DSA loss network with inelastic voice traffic when the relationship between the secondary price (the price charged on SUs) and secondary demand (the arrival rate of SUs subject to a secondary price) is unknown. Both our work and the work in [3] show that the profitability region is insensitive to the secondary demand function and sharing the spectrum with secondary demand can always be made profitable if the secondary price exceeds the so-called break-even price. However, our work is based on considerably different traffic and resource allocation models.
MODEL
We model the network as a single link processor sharing network with capacity C bits/sec shared by all users in the system and consider elastic data traffic. We model the data traffic at flow and session levels. Previous studies show that a flow, corresponding to a transfer of some digital document like a web-page, is not usually generated in isolation but belongs to a session which consists of other flows belonging to the same application or document created by a user [8] . In general, a session can be described by a collection of "on" and "off" periods, where an "on" period correspond to a flow transmission and an "off" period refers to an interval of inactivity period that separates flows which are generated within a session. The duration of "on" and "off" periods have arbitrary distributions and may be correlated.
We assume that sessions of each PU and SU are i.i.d. and arrive as a Poisson process with rates λ1 and λ2 bits/sec respectively. We also assume that each session brings 1/µ bits on average. The number of flows in each session and the size (in bits) of each flow are arbitrarily distributed, beside the constraint on the mean session size. We refer to ρ1 = λ1/µ and ρ2 = λ2/µ as the intensity of PU and SU sessions, respectively. We assume that ρ1 ≤ C, otherwise PUs would saturate the network even without SUs. We refer to this traffic model as the "Poisson session arrivals" model.
We assume that PUs and SUs share the same peak rate constraint denoted by R bits/sec. We consider elastic traffic where users get bandwidth equal to their peak rate R if the network is not saturated and are required to reduce their bit rate to avoid congestion when the network is saturated. We define φ1 ≥ 0 and φ2 ≥ 0 to be the total bandwidth allocated to PU flows and SU flows, respectively. It is assumed that the total bandwidth allocated for a class is equally shared between the flows of that class. For a bandwidth allocation to be feasible, it must satisfy φ1 + φ2 ≤ C.
Sessions are composed of "on" and "off" periods, which correspond to ongoing flows and idle periods. Therefore, the number of ongoing flows (i.e., active users) in the network is not necessarily equal to the number of sessions in the network, due to "off" periods. We denote the number of ongoing PU flows and ongoing SU flows by x1 ≥ 0 and x2 ≥ 0 respectively and the total number of ongoing flows in the network by x, i.e x = x1 + x2. Then, the network is saturated and users are forced to reduce their bit rate if x > C/R. We denote the critical number of ongoing flows at which the network starts to be saturated by xc = C R . In addition, we assume that the total number of ongoing flows is bounded by an arbitrarily large, but finite, number M . This network will be referred as a processor sharing network.
Next, we define the bandwidth allocation scheme used in this processor sharing network. We define the capacity allocated to PU flows and SU flows when there are x ongoing flows in the network as follows:
for i = 1, 2. We refer this processor sharing network as complete processor sharing. The bandwidth allocations are chosen such that they satisfy the balance property. A formal definition of the balance property is presented in Section 4.1. When a PU enters the network it brings a reward r1. However, the reward it brings decreases if its admittance causes any user to decrease its bit rate. This happens when the demand exceeds the capacity, i.e., x > xc. We assume that there is an associated penalty for this event. We denote 0 ≤ f1(x) ≤ r1 the penalty associated with the arrival of PU when the network is saturated or when its arrival causes the network to saturate. Similarly, if an SU is accepted to the network it brings a reward r2. If an SU is admitted when the network is saturated or if it causes the network to saturate, the reward it brings decreases by an amount of 0 ≤ f2(x) ≤ r2. We make the following assumptions on the penalty functions:
We note that as a network becomes saturated and the load increases, then flows need to further reduce their bit rate. This result justifies the assumption that the penalty functions should be non-decreasing in the total number of ongoing flows x. The convexity assumption on f1(x) is needed for the derivation of the optimal admission control policies.
ADMISSION CONTROL
In this section we investigate an optimal insensitive occupancybased admission control policy on SUs that maximizes the average profit of a service provider under a general data traffic model. Occupancy-based admission control policies depend only on the number of ongoing flows in the network. The restriction to occupancy-based polices is not unrealistic, since it is difficult to track the amount of time each ongoing flow and session has spent in the network and predict the amount of time they will further stay. Furthermore, results in [20] indicate that the optimal occupancy-based admission control policy usually performs close to the optimal general admission control policy.
We assume that a service provider applies admission control on SUs only and PUs are always admitted unless the system is full. The possible controls on an arriving SU are acceptance or rejection. An occupancy-based admission control policy on SUs makes a decision based on the number of ongoing flows in the network, denoted x (i.e., x = x1 + x2). Therefore, the state space which defines the allowable values of state x can be formulated as:
We define a subspace Sc ⊂ S that includes all the states for which the total bandwidth demand (x1 + x2)R exceeds the total capacity C, such that flows are forced to reduce their rate: Sc = {x | x>xc, x ∈ S}. We refer to the states belonging to Sc as "congestion states" since in these states elastic flows reduce their rates to avoid congestion.
At any state x ∈ S \ M , the control u(x) ∈ U takes the value 0 or 1, which corresponds to rejecting or accepting an SU, respectively. We define an occupancy-based admission control policy p = [u(0), u(1), ..., u(M − 1)] which is a collection of controls u(x) ∈ U for all states x ∈ S \ M . We denote the set of states in which an SU is admitted by Sa.
Next, we formulate the average profit function. The profit function consists of the following components: the rewards (including penalties) collected from the arrivals of PU sessions and admission of SU sessions. Then, the average profit rate, under a given policy p, is given as follows:
where πp(x) is the steady state probability of finding x ongoing flows in the network. Due to the Poisson Arrivals See Time Averages (PASTA) property, the probability that a session arrival finds x ongoing flows in the network is also πp(x). The first and second terms in (5) represent the average profit collected from PUs and accepted SUs respectively.
Given the profit function, the objective function can be mathematically defined as follows. We are looking for the optimal admission control policy p
The optimal profit under policy p * is denoted by V , i.e., V = V p * .
Insensitivity Property
In this section we show that under a balanced bandwidth allocation scheme and session arrivals following a Poisson process, the steady state distribution of the number of ongoing flows in the network is insensitive to the traffic characteristics except through the traffic intensities. For this purpose, we show that the bandwidth allocation given by (1) is a sufficient condition for insensitivity.
Theorem 2 of [7] shows that partial reversibility of a network is a necessary and sufficient condition for the insensitivity property to hold. Moreover, [7] states that the reversibility of the arrival and service processes of a network is a sufficient condition for partial reversibility. It is also argued that the arrival process is reversible if and only if the arrival rates are balanced, and similarly the service process is reversible if and only if the service rates are balanced. Balanced arrival and service rates are defined as follows for a queue with multiple classes of users: Definition 1. Consider K class of users. Let define the state vector x = (x1, x2, ..., xK ), where xi corresponds to the number of ongoing flows of class i, with i ∈ 1, 2, ..., K. The state-dependent arrival rates λ( x) and service rates ψ( x) at state x are balanced if and only if there exist positive functions Λ( x) (with Λ(0) = 1) and Ψ( x), such that the arrival and service rates satisfy the following conditions:
where ei is a vector whose i th entry is 1 and all other entries are 0, and xi > 0 in Eq. (7).
We next show that for our network the bandwidth allocation given by (1) is a sufficient condition for partial reversibility. Hence, steady state distribution of the number of flows is insensitive to the traffic distributions. Theorem 1. For any admission control policy, the steady state probability distribution of the number of ongoing flows in the network is insensitive to the flow arrival and flow size distributions except through their means, provided that PU and SU session arrivals follow independent Poisson processes and the bandwidth allocation satisfies (1).
Proof. We consider a network model, where PU and SU flows arrive according to independent Poisson processes, with rate λ1 and λ2 respectively. We assume that both PU and SU flows have a peak rate R and exponentially distributed size with mean µ −1 . We refer to this network model as the "Poisson flow arrival" model. We recall that a session is defined by consecutive "on" and "off" periods, where an "on" period corresponds to transmission of a flow. Then, the Poisson flow arrival model can be viewed as a special case of the Poisson session arrival model where each session consists of a single "on" period that is exponentially distributed.
Due to the homogeneous traffic assumption, PUs and SUs are indistinguishable once in the network. This assumption allows us to view the PU and SU flows as belonging to the same class with the following arrival rates (1), the total bandwidth allocated for PU and SU flows at state x becomes:
Then the service rates are ψ(x) = µφ(x) for all x ∈ S. For a single-class network, the balance functions exist for any admission control policy p and are given as follows:
. By Definition 1, the existence of positive functions Λ(x) and Ψ(x), is a sufficient condition for balanced arrival and service rates. Thus, both arrival and service processes are reversible [7] . Therefore, when bandwidth allocations satisfy (1), the network is partially reversible [7] . Then, by Theorem 2 of [7] the steady state distribution of the number of flows in the network is insensitive to traffic characteristics, except through traffic means, provided that PU and SU sessions arrive according to independent Poisson processes.
Note that, from the outset, it is not obvious that the conditions of Definition 1 hold for our problem since PUs and SUs represent two different classes of users. However, we exploit the facts that PUs and SUs have identical service statistics and that the results of [7] on partial reversibility hold for state-dependent exogenous Poisson arrival processes. In this manner, we reduce the problem at hand into a single dimensional one (i.e., as if there were a single class of users). This result holds for any given admission control policy p on SUs (including the optimal policy).
Characterizing the Optimal Admission Control Policy
We next characterize the optimal occupancy-based admission control policy of SUs that maximizes the average profit rate. The insensitivity property guarantees that the steady state probabilities of the number of ongoing flows do not depend on the number of flows generated in the network and the distribution of the flow sizes. Therefore, we analyze the network under the Poisson flow arrival model. Under this model the evolution of the number of ongoing flows in the network can be modeled as a Markov process. Remarkably, the general optimal admission control policy for the Poisson flow arrival model is the same as the optimal occupancybased policy for the Poisson session arrival model.
Dynamic Programming Formulation
We formulate the profit maximization problem as a discounted discrete-time, finite-horizon stochastic dynamic programming problem. We apply standard techniques to generalize the results obtained for total discounted profit to analyze the infinite-horizon average profit case and characterize its properties. We note that the structural properties of the discrete-time, finite-horizon problem are the same as the continuous-time, infinite-horizon problem since the state space and control space are finite [6] .
We consider a discount factor β > 0 such that the profit earned at time t is scaled by exp(−βt) [6] (page 254). This problem is a β-discounted, continuous-time, infinite-horizon Markov decision process (note that applying a discount factor to a process with an exponential rate β is equivalent to terminating the process at an exponential rate β [24] ). Next, we use uniformization as described in [6] (page 254) to obtain the discrete-time equivalent of the continuous-time process. We normalize the transition rates and profit rate functions with a rate v, which is a transition rate that is no less than the maximum possible rate out of any state x ∈ S under any control u(x). Without loss of generality, we set the maximum possible rate out of any state to 1, i.e., v = λ1 + λ2 + Cµ + β = 1. Then, by following the techniques given in [6] , the β-discounted continuous-time, infinite-horizon Markov decision process is converted into an α-discounted discrete-time, infinite-horizon Markov decision process, where α = v/(β + v) and 0 < α < 1.
Next, we convert the infinite-horizon problem into a finitehorizon for ease of analysis of the properties of the profit function. Let V α n (x) be the optimal total expected α-discounted profit function for the finite horizon, discrete-time, n stage problem starting from state x. Then, Bellman's equations yielding the optimal policy for the finite-horizon, discounted problem can be written as:
and
. The boundary conditions are set as Vn(−1) = Vn(0) .
Properties of the Optimal Admission Control Policy
In this section we analyze the properties of the optimal admission control policy. First, one can show by induction on n that V α n (x) satisfies the following concavity property. The proof appears in our technical report [15] . We return to the discrete-time, infinite-horizon average-profit problem. Given bounded profits and a compact control space, the infinite horizon discounted value function V α (x) = limn→∞ V α n exists [6] , and it is concave.
For finite state and control spaces, it can be shown that, as α goes to 1 (i.e., as β goes to 0), the optimal profit for the discounted problem converges (under proper scaling) to the optimal profit for the average problem, that is, V = limα→1(1−α)V α (x) (the limit is independent of the initial state x), see [6] (page 194). These facts allow us to continue our analysis on the optimal admission control policy by focusing on the infinite-horizon average-profit problem.
For any x ∈ S, let h(x) = limα→1(V α (x) − V α (0)). Then, Bellman's equations which yield the optimal admission control policy for the average profit problem can be written as:
• For xc < x < M :
. As before, we set v to the maximum possible rate out of any state, i.e. v = λ1 + λ2 + Cµ.
By definition h(x) inherits the properties of V α n (x). So, it is monotonically non-increasing and concave in x for x ∈ S. Theorem 2. The optimal admission control policy p * of SUs is a threshold type policy, which depends only on the total number of ongoing flows in the network.
Proof. We first note that h(x) − h(x + 1)) ≤ h(x + 1) − h(x + 2) by concavity of h(x). Thus, h(x) − h(x + 1) is monotonically non-decreasing in x for all x ∈ S. From (11) and (12), we observe that an arriving SU is accepted if h(x) ≤ h(x + 1) + r2 − f2(x) and rejected otherwise. Define x * = min{x|h(x) ≥ h(x + 1) + r2 − f2(x)}. For any x > x * such that x ∈ S, h(x) > h(x + 1) + r2 − f2(x) holds by concavity of h(x). Then for any x > x * the optimal decision is to reject an arriving SU and for any x ≤ x * the optimal decision is to accept it. Thus, there exists a thresholds x * such that the optimal admission control policy of SU p * (x) in state x can be written as:
Numerical Results
In this section we provide numerical results. Throughout this section, we assume that an arriving PU brings a reward r1 = 10 units and an accepted SU brings a reward r2 = 2 units. We consider state dependent penalty functions such that it is guaranteed that 0 ≤ f1(x) ≤ r1 and 0 ≤ f2(x) ≤ r2 for all states x ∈ S. We also assume that the penalty on an arriving PU to a "congestion state" is not higher than the penalty on an accepted SU to a "congestion state", i.e. f1(x) ≤ f2(x) for all x ∈ S. Thus, the expected profit from an arriving PU at a given state is always higher than the expected profit an accepted SU would bring at the same state. These assumptions guarantee that PUs have higher priority than SUs.
First, as a sanity check, we confirm numerically the optimality of the threshold policy for different data traffic parameters by using policy iteration on the α-discounted profit problem. For all examples, we consider a discount factor α = 1 − 10 −9 and we use the following penalty functions f1(x) and f2(x) (referred to as set 1): f1(x) = r2(
and f2(x) = r2(
there is no penalty otherwise. The results obtained under different sample sets verify that the optimal policy is of threshold type. We also verify that the the maximum average profit obtained for the α-discounted profit problem as α tends to 1 is the same as the results obtained for the average-profit problem.
Next, we present an alternative method which improves the running time performance of finding the optimal policy and the corresponding optimal average profit, given that the optimal occupancy-based policy is of threshold type. We find the optimal threshold and corresponding average profit by solving (5) for every possible threshold value and doing a linear search among the corresponding average profits to obtain the optimal threshold that gives the maximum average profit. Linear search on (5) yields the same optimal average profit as the policy iteration. To provide an insight on the advantage of using linear search over policy iteration, we consider the following example: For a network with the following parameters: λ1 = 150, λ2 = 50, µ = 1, C = 200, R = 1, M = 3000, and the penalty functions as given by set 1. We compare the running times of linear search and policy iteration on a Dell x64-based PC with Intel Core i7-2600 CPU at 3.40 GHz and 8 GB RAM. We find that the average running time of policy iteration is 3.8 sec whereas linear search is 0.75 sec. Therefore, for practical purposes linear search method can be used to obtain the optimal threshold and expected profit. Our results also validate that linear search and policy iteration yield the same optimal threshold and corresponding average profit.
We next analyze the effect of the SU arrival rate λ2 on the optimal threshold and the corresponding average profit for two different sets of penalty functions. We consider a network model where λ1 = 10, µ = 1, C = 20 units, R = 1 unit, M = 100 and analyze the change in optimal threshold and the corresponding average profit as λ2 varies in the range [5, 10] .
For the first set of penalty functions, we assume that the penalty functions f1(x) and f2(x) are defined as in set 1. For the second set, we assume that both penalty functions f1(x) and f2(x) are a constant defined as: f1(x) = f2(x) = 1 if xc < x ≤ M and there is no penalty otherwise. We refer to these penalty functions as set 2. Figure 1 and Figure 2 show the dependence of the optimal threshold and the corresponding average profit upon λ2. We observe that for both set 1 and set 2, the optimal threshold decreases with increasing λ2 as the network saturates faster and the reward gained from PUs and SUs starts decreasing due to the non-zero penalty functions. We note that the optimal threshold and the corresponding average profit values obtained under set 1 are higher than those obtained under set 2. This is due to the lower penalty values of set 1 for most of the states. In addition, the gap between the optimal average profits obtained under set 1 and set 2 increases with λ2 since under set 1 the optimal threshold decreases significantly as λ2 increases. We note that, for both models, the optimal average profit increases sub-linearly with λ2 since the optimal threshold decreases with λ2. 
PROFITABILITY ANALYSIS
So far, we have assumed that the arrival rate of SUs λ2 is known and given. In practice, however, λ2 is a function of the secondary price r2. This function, referred to as the demand function, is not always easy to characterize. In this section, we analyze the conditions under which secondary spectrum provisioning generates additional profit, irrespective of the shape of the secondary demand function.
We investigate profitable prices under the Poisson flow arrival model. By the insensitivity property, the profitability conditions obtained for the Poisson flow arrival model hold for the original Poisson session arrival model.
We first consider a system where all SUs are rejected, thus, the system only serves PUs. We define this regime as the lockout policy. Under the lockout policy the total number of ongoing flows in the network, denoted by x, evolves as a Markov process and the steady state probabilities can be obtained by solving the detailed balance equations.
The steady state probabilities πx to find the network in state x under the lockout policy is as follows:
where the normalization constant G LO is Then the average profit collected from the lockout policy is:
An admission control policy of SU is profitable for a given price r2 and secondary demand λ2 if the average profit collected by admitting SUs under this policy is larger than the average profit obtained by the lockout policy. Then the profitability region can be defined as the set of (r2, λ2) pairs that are profitable under this policy.
Next, for each secondary demand λ2 we search for a secondary price r * 2 such that there exists no profitable admission control policy with a secondary price lower than r * 2 . To accomplish this, we search for the conditions when it is profitable to admit an SU request.
We formulate the problem as an infinite horizon average profit optimization problem to analyze the optimal conditions for admitting SU requests. As before, let V denote the discrete-time, infinite-horizon average-profit. Then, Bellman's equations for the discrete-time, infinite-horizon average-profit problem that yields the optimal admission control policy of SUs is given by (11) and (12) .
We use policy improvement arguments to find the secondary prices that are profitable for a given secondary demand λ2. We start with the lockout policy and search for the secondary price r2 that improves the average profit. Under the lockout policy, Bellman's equations are:
By policy improvement, an SU is admitted at state x only if max{h LO (x), h LO (x + 1) + r2 − f2(x)} = h LO (x + 1) + r2 − f2(x). Thus, to admit an SU request at state x the secondary price r2 needs to satisfy the following condition:
The above condition on r2 can also be deduced intuitively by realizing that h LO (x) − h LO (x + 1) gives the difference in the profit rate of the lockout policy for starting at state x instead of state x + 1. Therefore, r2 needs to exceeds h LO (x) − h LO (x + 1) + f2(x) which represents the cost of adding an SU when the network is in state x.
A profitable price should satisfy this condition independent of the system state. We define this price as the breakeven price denoted by r * 2 ≥ 0, where.
By definition, for a given secondary demand λ2, there exists no profitable price that is lower than r * 2 . In addition, we note that r * 2 is independent of the secondary demand λ2. Therefore, for any secondary price r2 ≥ r * 2 there exists a profitable admission control policy, irrespective of the shape of the secondary demand function.
The next theorem explicitly computes the break-even price and associated demand-insensitive profitable admission control policy.
Theorem 3. The break-even price for admitting SUs to the network is
The admission control policy, which is profitable for any secondary price r2 that exceeds the break-even price r * 2 , admits secondary traffic when x = 0. Furthermore, this admission control policy is robust to variations in the secondary demand function λ2.
Proof. We apply policy improvement on the lockout policy to find the break-even price, using a similar approach to [2, 3] . To characterize the break-even price, we consider an admission control policy that provides secondary spectrum access to improve the lockout policy. We refer to this policy as the "sharing policy" since the profit is improved by sharing the network resources with SUs. We adopt a threshold type occupancy-based admission control policy since it has been shown in Section 4 to be optimal among all occupancy-based admission control policies. This policy suggests that an SU request is accepted if the total number of ongoing flows in the system is less than or equal to T . Thus, this policy guarantees that there can be at most T + 1 ongoing SU flows in the network. Equation (17) shows that the break-even price r * 2 is independent of the secondary demand λ2. Therefore, we can set λ2 = ∞. Then, the total number of the ongoing flows in the network evolves as a Markov process.
By setting λ2 = ∞, it is guaranteed that there are always T + 1 SUs in the network. Thus the number of ongoing flows in the network can only take values in the range [T + 1, M ]. The steady state probabilities πx to find the system in state x under this policy is:
• For T < xc
where 1 {.} is the indicator function and the normalization constant G SP is
where the normalization constant G SP is
Then the average profit collected from this policy is:
The first and second terms correspond to the profit collected from SUs and PUs respectively. With the λ2 = ∞ assumption, the profit collected from SUs becomes λ2(r2 − f2(T ))π SP T = ∞ * 0. We use the balance equations at state T to obtain the average profit collected from SUs, which is:
The policy improvement argument adopts the sharing policy if it is more profitable than the lockout policy. In other words service provider provides secondary spectrum access if the profit rate of the sharing policy exceeds the profit rate of the lockout policy, i.e.
We analyze the range of the profitable secondary prices as a function of T and prove that the lowest is reached for T = 0. Since the profit rate under sharing policy V SP changes depending on the relationship between T and xc, we analyze the profitable prices for T < xc and T ≥ xc separately. First, we investigate the profitable secondary prices when T < xc. Under this assumption Eq. (22) becomes
We are interested in finding the largest profitable region. We search for the optimum T that minimizes r2 satisfying Eq. (23) . As defined in Section 3, the penalty functions f1(x) and f2(x) are introduced when the system is in a congestion state, therefore, f2(T ) = 0 for T < xc. Then, the minimum secondary price can be defined by combining the steady state probabilities given by (14) and (18) and regrouping the terms, as follows:
where a = r1π
is a constant independent of T .
By using induction we observe that (24) is increasing in
Next, we analyze the second case where T ≥ xc. Under this condition (22) becomes
Similar to the previous case we search for the optimal T that results in the minimum r2. After rearranging the terms, (25) can be written as follows:
We verify that each term of (26) is increasing in T and conclude that the minimum is reached at T = xc in the range [xc, M − 1].
Next, we investigate the optimal value of T in the range [0, M − 1]. We analyze the maximum secondary price obtained for T < xc and the minimum secondary price obtained for T ≥ xc and show that r * 2 is increasing in T for all T in the range [0, M − 1]. We remind that both (24) and (26) increase in T . Thus, the maximum secondary price for T < xc is obtained at T = xc − 1 and it is given by
whereas, the minimum secondary price for T ≥ xc is obtained at T = xc and is given by
We rearrange the terms in Eq. In Section 3 it is assumed that ρ1 < C. This assumption guarantees that R * 2,2 > R * 2,1 . Therefore, r * 2 is increasing in As long as the secondary price r2 is higher than the break even price, i.e. r2 > r * 2 , then the optimal occupancy-based admission control policy with threshold T = 0 is always profitable, independent of the secondary demand λ2. This policy achieves the largest profitability region.
We illustrate the optimal threshold that results in the largest profitable region under two penalty sets set 1 and set 2 as defined before. Figure 3 demonstrates that the breakeven price is reached at T = 0 for both sets under a network model where M = 100, λ1 = 15, µ = 1, C = 20 units, R = 1 unit and r1 = 10.
CONCLUSIONS
We studied the problem of admission control and pricing of secondary users in DSA networks. Our main contribution is in the derivation of results that are insensitive to traffic characteristics, except for the traffic intensity (average load), and to the relationship between price and demand. Thus, these results provide important guidelines for providers wishing to enter secondary spectrum markets.
Specifically, we first analyzed a two-class revenue maximization problem in a DSA processor sharing network with homogeneous, elastic data traffic. We showed that the value of an additional PU or SU flow is non-increasing and concave in the number of initial ongoing flows in the network. Using this property, we proved that the optimal occupancybased admission control policy on SUs is of threshold type and depends only on the total number of ongoing flows in the network. We demonstrated that once the optimality of threshold type policy is known, a simple linear search procedure outperforms policy iteration. We note that these results hold for general forms of penalty functions satisfying mild conditions (cf. Assumption 1). This leaves room for providers to optimize their system performance and profit, though the issue of how to properly set these functions remains open.
We next leveraged our results on the structure of optimal admission control policies to analyze profitability of secondary spectrum leasing under uncertain demand. We provided an analytical formula for the break-even price. We observed that the break-even price is smaller than the primary reward and corresponds to the opportunity cost of the lockout policy to start with one user in the network versus none. We proved that for any price above the break-even price it is always profitable to accept secondary users when no user is present in the network. Therefore, for any price above the break-even price profitability is guaranteed, regardless of the secondary demand function.
Remarkably, the optimal admission control policy and the profitability conditions obtained for general data traffic models and processor sharing networks resemble those obtained for inelastic streaming traffic in loss networks. Thus, we expect that results obtained in [2, 3, 13, 19, 20] can be generalized to a much larger class of traffic and resource allocation models than considered therein.
