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ABSTRACT 
 
X-rays have a long-standing history as an investigative probe in the sciences, and in 
particular their application to the biological and biomedical sciences has provided an 
enormous contribution to these fields. Indeed structural biology, the study of the 
molecules of life at an atomic scale via macromolecular crystallography, has been a 
major benefactor of advances in x-ray radiation sources. Currently two major 
bottlenecks exist within this field, the need for well diffracting crystals and radiation 
damage limitations. 
 The advent of fourth generation x-ray sources, X-ray Free-electron Lasers 
(XFEL) heralds a shift in the way such experiments are performed. XFELs, due to 
their high brilliance and ultra short (fs) pulses, hope to decouple radiation dose 
limitations from spatial resolution by outrunning this radiation damage in short 
exposures, ‘diffraction before destruction’. This thesis is concerned with exploring 
experimental methodologies made possible by XFELs, including establishing the 
experimental infrastructure required at the worlds second XFEL, SACLA, and 
performing initial experiments. 
 Firstly the potential of performing gas-phase small angle x-ray scattering 
experiments (gSAXS) is investigated. The current need for gas-phase structural 
information will be presented and the experimental parameters and projected signal 
requirements will then be explored. The results of experiments at a synchrotron 
radiation source with various biomolecules will be presented. It is shown that with the 
current experimental set-up experiments are fundamentally limited by the signal to 
noise ratio (SNR) pointing to the necessity of XFEL. 
 Secondly the application of coherent diffractive imaging (CDI) to biological 
systems at synchrotron and XFEL sources is explored, and the development of 
experimental systems at both sources is outlined. A method for combining 
complimentary scattering experiments at both sources is demonstrated and the results 
of its application to the assembly mechanism of the self-assembling, non-crystalline, 
macromolecule, the RNAi microsponge, are presented. The microsponge is found to 
have a nucleating origin leading to a core-shell like nanostructure in the fully formed 
molecule.  
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Chapter 1: Introduction 
 
Whilst true in all aspects of nature, the tight knit relationship between structure and 
function is one that resonates strongly with discussions of biological macromolecules. 
The building blocks of life; proteins, carbohydrates and lipids, have a tendency to 
form large multimeric complexes with structural motifs acting over a range of length 
scales.  To gain a full appreciation of how important understanding this relationship is, 
the sheer number of Nobel prizes awarded for structural biology provide compelling 
evidence (proteinstructures.org). Most recently the 2013 award in chemistry was 
presented to Martin Karplus, Michael Levitt and Arieh Warshel for their work in 
simulating the chemistry of large multi-scale systems (Warshel and Levitt, 1976; 
MacKerell et al, 1998). Their work has led to a deeper understanding of how the 
chemistry of atoms within the active sites of macromolecules influences changes in 
their global structure, tying together the quantum physics of the electrons and nuclei 
with the classical mechanics of atomic and molecular motion. 
 
1.1: A history of x-rays in structural biology 
 
No discussion of structural biology would be complete without first discussing x-ray 
radiation. Whilst the effects of x-rays, emitted from electrical discharge tubes, had 
been observed on several occasions, Wilhelm Röntengen was the first to study them in 
a systematic fashion. His well-documented discovery, made in 1895, earned him the 
Nobel Prize in 1901 (nobelprize.org). He was the first to study this new form of 
radiation in great depth and is also responsible for the name, from the mathematical 
designation of an unknown variable due to their mysterious properties. The differential 
properties of x-rays to pass through matter was quickly realised and the first x-ray 
radiographs were published a mere two months after the initial discovery (Lodge, 
1896). Since then x-rays have been an indispensible tool for the biomedical sciences. 
 
The crucial role that x-rays have in structural biology, however, was to take a 
somewhat longer period of time to be realised and was contingent on several major 
discoveries, beginning in the early 1900s. The first of these being the discovery by 
Charles Barkla that x-rays could be polarised (Barkla, 1905), suggesting that x-rays 
 2 
are a form of electromagnetic radiation and therefore governed by the same physical 
laws as other forms of light. At the same time he also noted that x-rays produced a 
secondary emission when interacting with matter and that the energy was subtly 
different depending on the element he had illuminated. He related this to the number 
of electrons in an element (Barkla, 1911). This property, x-ray fluorescence, has since 
been used as the foundation of many x-ray spectroscopies and earned him a Nobel 
Prize in 1917 (Allen, 1947). 
 
The next key discovery, made by Max von Laue, is that when exposed to a crystal, x-
rays will form an interference pattern similar to light passing through a grating. This 
early discovery earned him the Nobel Prize in 1915 (nobelprize.org). There was still 
one thing that remained unclear however, how did the interference patterns produced 
relate to the internal structure of the crystals? This was elucidated by the Father-Son 
pairing of William Henry and William Lawrence Bragg. This realisation was not only 
summarised in an eloquently simple law, Bragg’s Law (Bragg, 1913), but also opened 
up the field of crystallography and diffractive analysis, earning the Nobel Prize in 
1915 (Liljas, 2013). 
 
Crystallography has since become arguably one of the most prolific techniques in 
science, and it still the most accurate way of determining atomic structures of 
biological macromolecules. Proteins, which are responsible for a large proportion of 
cellular processes, had always seemed ‘invisible’ to standard microscopy. When in 
1953 Max Perutz demonstrated that it was possible to produce well diffracting crystals 
from protein, it was realised that they could be studied by x-ray crystallography and by 
virtue of the short x-ray wavelength, proteins could be seen for the first time (Perutz, 
1956).  
 
The first structures solved, of myoglobin (Kendrew et al, 1960) and haemoglobin 
(Perutz et al, 1960), also provided a link between structure and function, as the 
conformational changes that occurred upon the binding of oxygen could be observed 
for the first time. Perhaps the most striking example of this relationship is the work of 
Crick and Watson on the structure of DNA (Watson and Crick, 1953). For some time 
before it was known that DNA acts as the carrier of the genetic information. However, 
it was not until, using the x-ray fibre diffraction patterns of Rosalind Franklin, Crick 
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and Watson realised DNA’s double helical structure (Watson and Crick, 1953), with 
an interlocking base pairs motif that brings the two chains together. Once known the 
reason for DNA’s ability to act as an information store could be truly understood. This 
discovery eventually gave rise to the field of molecular biology and fundamentally 
changed the way genetics was studied. 
 
1.2 Crystallography and its application to structural biology 
 
As mentioned previously, the contribution of macromolecular crystallography (MX) to 
structural biology cannot be overstated. Since its initial demonstration 54 years ago the 
number of structures solved and deposited in the Protein data bank (PDB), the central 
archive of experimentally derived bimolecular structures, has swelled to over 98,000 
with a large majority of these arising from MX (rcsb.org). 
 
MX is fundamentally based upon the wave like properties of x-rays. When x-rays 
interact with the electrons within the molecular bonds of the molecule under study 
they are scattered, either elastically of inelastically, to a certain extent. The extent of 
the elastically scattered x-rays, as well as the distance they travel to the point of 
detection, will be related to the differential positioning of the atoms in three-
dimensional space. As x-rays are a form of electromagnetic radiation they will 
interfere with each other in a phase dependent manner, either constructively or 
destructively, resulting in interference fringes of varying intensity (Rhodes, 2010). In 
the case of parallel planes where the spacing between the planes is a multiple of the 
wavelength then the light scattered by these planes will remain in phase (this is 
summarised in Braggs law which will be given a full treatment in chapter 3 of this 
thesis).  
 
The practical result of this is that the atoms within molecules that form crystals lie on 
lattice planes that act analogously to parallel planes, and thus for certain scattering 
angles the scattered x-rays will interfere constructively. In a large crystal this will 
occur many times, resulting in a point of high intensity at that this particular scattering 
angle, a so-called Bragg peak. The amplification of intensity is proportional to the 
number of molecules within a crystal, which for protein crystals used in MX can be in 
the millions (Rhodes, 2010). For proteins and other biological material, mostly 
 4 
composed of hydrogen, carbon, nitrogen, oxygen and phosphorous, the scattering 
cross-section for x-rays is low, resulting in a poor scattering signal. By exploiting the 
amplification provided by a crystalline lattice it is possible to overcome this barrier 
and study their structure at atomic resolution. 
 
 Still, this ignores one fundamental problem with MX, that is the production of crystals 
from protein, and other bimolecular solutions, something that does not occur naturally 
for the vast majority of them. Whilst protein crystallisation has been recorded for over 
150 years (McPherson, 1991) it was not until work on Pepsin crystals that it was 
realised that hydrated, rather than dehydrated, protein crystals diffracted x-rays much 
more strongly (Bernal and Crowfoot, 1934). Whilst the complete mechanisms of this 
crystallisation process are not well understood it has been the subject of intensive 
study and now many of the basic principles have been well characterised (Durbin and 
Feher, 1996). 
 
The crystallisation process requires a concentrated protein solution mixed with a 
precipitant, such as a salt or polyethylene glycol. Water within the solution will then 
be removed by controlled evaporation to produce a solution supersaturated with 
protein, at which point the protein will begin to exit solution. The crystals then form 
through formation of intermolecular bonds; hydrogen bonding, hydrophobic, van der 
Waal’s and electrostatic interactions. This process is very much dependent on the 
speed at which super saturation is achieved, too fast and the protein simply aggregates, 
and has led to many different methods being examined to control this process, even 
including forming crystals in microgravity (DeLucas et al, 1989). MX was initially 
hampered by the difficulty in producing protein at the desired purity and quantity for 
crystal trials, a difficulty that has been significantly overcome by recombinant protein 
production and advanced purification methodology (Cohen et al, 1973). 
 
This has caused a shift in the MX bottleneck and now the most challenging step is to 
produce crystals of a sufficient quality and size to give high-resolution diffraction.  
The reason this step is so challenging is the large number of variables that influence 
protein crystallisation; pH, salinity, temperature, vibration, amongst many others, all 
have a subtle interplay in the crystallisation process (Durbin and Feher, 1996). Some 
basic information about the protein, such as its solubility, PI, its aliphatic index and so 
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on, can go some way in predicting initial conditions for screening. The predominant 
method, however, is still to scan a wide variety of variables and gradually refine to an 
optimum condition. In recent years the workload involved has been greatly reduced 
thanks to the availability of commercial screening kits as well as multiple 
developments in high-throughput automation (Azarani et al, 2006). 
 
Once crystals of the correct size have been grown they can be used for diffraction 
experiments with x-rays. Diffraction patterns are recorded from the crystal in several 
different angular orientations to ensure complete sampling of the reciprocal lattice. 
Provided the crystal survives a complete exposure a list of intensities and their 
corresponding indices (hkl) will be recorded at an upstream x-ray detector. This is 
followed by various computational refinement steps; unit cell determination, intensity 
refinement to ensure consistency and removal of partial reflections derived from 
crystal mosaicity (Rhodes, 2010).  
 
The next step in structure determination is the interconversion of the measured 
intensities, in reciprocal space, to the crystals electron density, in real space. In 
classical optics this is performed utilising a lens, in crystallography the lens is 
simulated through the computed Fourier transforms of the reciprocal intensities. The 
intensity is directly related to the electron density via the structure factor of the atom 
with which a given x-ray photon interacts. This factor describes a diffracted wave that 
will give rise to a single reflection in reciprocal space and contains three terms; an 
amplitude (the square root of the intensity), a frequency (defined by the indices h k 
and l) and a phase (which cannot be recorded directly) (Hendrickson, 2013). With all 
three assembled it is possible to compute a protein structure by using the inverse 
relationship between the structure factor and the electron density to calculate the 
Fourier sum of one and convert it to the other (Pavelcik, 2006). For a structure as 
complex as a protein, containing many thousands of atoms, this task is non-trivial. 
Fortunately it is now possible to shift a large portion of this work to computer 
programs, which will also perform many data processing and refinement steps, greatly 
reducing the timeframe of structure determination (Winn et al, 2011). 
 
The final stage is then the production of an atomic model that both fits to the 
constraints of the experimental data and to any a priori knowledge of the molecules 
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structure and chemical makeup (Vagin et al, 2004). This again is now the task of 
computer software, which typically will calculate the electron density from the 
experimental data and algorithmically update it until an atomic model of the 
biomolecule can reasonably be placed within it at the required resolution. Much of this 
is automated though the final refinement still typically requires the input of the 
researcher depending on the achieved resolution (A more complete introduction to all 
these processes can be found in Rhodes (2010)).   
 
These structures have gone on to provide many valuable insights within all fields of 
biology. They have helped to elucidate the mechanisms of enzymatic activity (Blake et 
al, 1965), something that has promoted the development of synthetic biology and 
rational design (Goldsmith and Tawfik, 2012). MX has also deepened the 
understanding of signalling pathways (Babu et al, 1985), cellular energetics 
(Deisenhofer et al, 1995), trafficking (Kozielski et al, 1997), replication (Ban et al, 
2000), amongst a whole host of other cellular activities. Perhaps its most direct impact 
has been to human health. With a greater understanding of the proteins that underlie 
the symptoms of diseases it is hoped that new strategies for treating and curing them 
can be found (Chiti and Dobson, 2006). In particular the search for new therapeutics 
relies heavily on MX derived structures, where new drugs are ‘fit’ into the active site 
of their target molecules to find the most suitable candidates, known a structure based 
drug design (Congreve et al, 2011). The ability to ‘view’ the molecular machines 
involved in signalling has also improved our knowledge of the body’s homeostasis and 
regulation (insulin receptor). This is exemplified by the keen interest in G protein 
coupled receptors (gPCR), membrane proteins that play key roles in several important 
signalling cascades (Lebon et al, 2012). 
 
1.3 Synchrotron radiation and its application to structural biology 
 
A critical requirement for any crystallography experiment to be successful is a stable 
and sufficiently intense source of x-ray radiation. This was traditionally provided by 
Crookes tube based technologies, where high energy electrons are fired from a ‘hot’ 
cathode to an anode, either fixed or rotating, made of a metal such as molybdenum or 
copper to produce x-rays via the Bremsstrahlung effect (Larmor, 1897). These sources 
were fine in the early days of crystallography where the molecules under study, and 
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correspondingly their unit cells, were small, meaning that the total diffractive power of 
medium sized crystals was high. When looking to protein crystals however it could 
typically take several days to collect a full set of reflections from a medium sized 
crystal (Dauter et al, 2010). This was a major restriction to the numbers of proteins 
investigated by this technique and is reflected in the fact that fifteen years after the 
first protein structure publication only a further 78 had been published (Hendrickson, 
2000). 
 
The major breakthrough that opened up the field of crystallography, to make it the 
gold standard for bimolecular structural investigation that it is today, was the 
introduction of synchrotron radiation (SR) (Helliwell, 2005). This form of radiation is 
formed as a by-product of particle storage at high-energy spherical accelerators 
originally used for the study of subatomic matter (Elder et al, 1947). In such facilities 
fundamental particles, such as electrons and positrons, are accelerated to relativistic 
speeds whilst maintaining a spherical path. To maintain such a path the particles must 
be simultaneously accelerated and deflected through a series of electromagnets, 
termed bending magnets.  At each deflection energy is lost in the form of 
electromagnetic radiation, in a broad spectrum from microwave to x-ray wavelengths 
(Swinger, 1949). 
 
The brilliance of radiation emitted from the bending magnets of synchrotrons was 
several hundred times brighter than the conventional x-ray tubes of the time. The 
potential was quickly recognised by the scattering community at the time, whom 
developed the original ‘beamlines’, experimental hutches designed to utilise the 
emitted SR for their own purposes (Rosenbaum et al, 1971). It was not much later that 
synchrotron radiation was recognised for its potential contribution to structural biology 
and dedicated beamlines were established at synchrotrons in France, UK and the USA. 
This potential was fully realised with the establishment of second and third generation 
synchrotron sources, dedicated to the production of SR, with 80000 to 20 million fold 
improvements in peak intensity compared to traditional sources (Heliwell, 2005). 
These improvements arise as a result of new technologies such as undulator and 
wiggler insertion devices. These amplify the flux through precisely tuned 
electromagnets within the device, whereby the poles of the magnets act as local 
bending magnets such that all photons produced there are in phase with each other and 
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thus interfere to produce a monochromatic spike in the emitted radiation (Mythen et al, 
1992). 
 
The impacts of such improvements have been revolutionary. It was only with the aid 
of SR that the first true sub atomic resolution data sets could be recorded (Jelsch et al, 
2000), and that the upper limits on unit cell size could be pushed beyond 1000 Å 
(Heldwin et al, 2004). Further to this improvements in x-ray focussing optics have 
more recently allowed diffraction from protein crystals measuring only several µm in 
size to be reasonably recorded (Smith et al, 2012). This technique, known as micro-
crystallography, relies on focussing x-ray beams, using novel x-ray mirrors and 
apertures, to focal spots µms in size. By virtue of the fact the beams are now smaller 
than the crystals the background noise is greatly reduced, allowing good quality 
diffraction data to be collected (Moukhametzianov et al, 2008). This has not only been 
important in dealing with challenging systems but also, when coupled with beamline 
automation systems, has vastly increased the through-put of crystallographic studies, 
paving the way for ambitious projects in structural genomics (Furnham et al, 2012). 
 
MX is not the only technique that has benefited greatly from the advent of SR. The 
intensity at synchrotron sources has also allowed many fields that were originally only 
found in the realms of theory to be a practical reality. These include, but are not 
limited to; Extended X-ray Absorption Fine Structure (EXAFS), which allows local 
atomic geometry and composition of materials to be investigated based on extended 
features in their absorption spectrum (Hasnain and Strange, 1990), Small and Wide 
Angle X-ray Scattering (SAXS/WAXS), which seeks out information on the global 
conformation of proteins in solution (Svergun and Koch, 2003) and advanced medical 
imaging, where the beam is used to take high detail x-ray images of whole tissue far 
beyond the resolution achieved in a more traditional setting (Lewis, 1997). 
 
It is not only the great improvements in intensity at synchrotrons that have opened the 
doors to novel experimentation. The bunched nature, rather than a continuous stream, 
of the particles that are accelerated is an equally important property. This leads to the 
SR being emitted in bunches, lasting several picoseconds and spaced several 
nanoseconds apart which lends itself very well to time-resolved studies of bimolecular 
dynamics and kinetics (Neutze and Moffat, 2012). One technique in particular that this 
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time structure has given rise to is that of Laue diffraction, where crystals are exposed 
to the raw, polychromatic synchrotron beams to obtain complete diffraction patterns in 
several nanoseconds (Moffat et al, 1984). This technique proved even more powerful 
with the introduction of fast pump-probe laser systems allowing photoinduced changes 
to be measured occurring on pico to nanosecond time scales (Schotte et al, 2003). 
Such time resolved studies could be extended to proteins in solution via SAXS and 
WAXS. As the molecules under study are now in solution they are free of the steric 
restrictions enforced by crystals and can reveal large scale conformational changes 
that occur, such as subunit rotation during substrate entry and binding (Kim et al, 
2012). 
 
Another key property of SR is that it has a wide range of accessible wavelengths that 
are readily tuneable thanks to modern monochromator design. This allows a novel 
solution to the crystallographic phase problem. By tuning x-rays to the specific 
absorption edges of particular elements it is possible to exploit the anomalous 
scattering that arises from these atoms, typically sulphur or selenium, due to the 
resonance between the x-ray waves and electronic transitions from bound atomic 
orbitals (Dauter et al, 1999). These resonances affect the scattering factor terms 
causing a shift in intensity and a loss of symmetry in peaks corresponding to the 
anomalous scatterer. By measuring at two or more wavelengths it is possible to 
determine this difference and then recover the associated phase information of the 
anomalous atoms, and subsequently the whole molecule. 
 
The increase in intensity and brightness of X-rays have been accompanied in 
improvement in X-ray detectors going from photographic plates to image plates to 
Charge coupled detectors. The most recent advance has been the photon counting 
silicon pixel detectors, PILATUS.    
 
1.4: Current major bottlenecks in crystallography 
 
1.4.1: Crystal quality and production 
 
Whilst unquestionably the most accurate and high-resolution technique for 
determining 3D structure of biological macromolecules, crystallography is not without 
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its limitations. One of the most prominent of these is obtaining crystals that are 
suitable for performing diffraction experiments. A common problem for many 
researchers is that whilst sizeable crystals can be produced they may have a high 
degree of mosaicity, a measure of disorder within the packing of unit cells within the 
crystal lattice. This has a detrimental effect on the diffractive power of a crystal 
limiting the achievable resolution (Nave, 1998). An extension of this is twinning, 
where one or several orientations of the unit cell fit equally well within a given 
packing arrangement. This causes the recorded intensities to be a convolution of the 
twinned states, which has implications for phasing by isomorphous replacement as it 
raises the errors within the measurements as well as atomic refinements (Chandra et al, 
1999). Furthermore if the twinning is perfect, i.e. exactly half the crystal is one 
orientation and half the other, then refinement can be impossible as the symmetry will 
be erroneously high and the true symmetry cannot be determined (Yeates and Fam, 
1999). 
 
The above problems are intrinsically linked to crystals, however there are whole 
classes of proteins where even the production of crystals is challenging, especially as 
this is the least well-understood step in a crystallography experiment. This is most 
evident when attention is turned to integral membrane proteins, the structures of which 
account for less than 1% of all structures currently found in the PDB (Moreas et al, 
2013). There is a great interest in such proteins as these constitute a significant portion 
of all genome encoded proteins as well as accounting for about 60% of all drug targets 
(Terstappen and Reggiani, 2001).  Whilst there are several high profile examples of 
atomic structures of such proteins there are two major problems that preclude their 
study. Firstly the nature of these proteins, being bound to the membrane, makes them 
very difficult to express heterologously and as such the milligram quantities necessary 
for a series of crystal trials may not be feasible. Furthermore these proteins tend to 
have extensive post-translational modifications (PTMs), which may not be 
incorporated upon heterologous expression, leading to a loss in function (Wagner et al, 
2008). The second problem arises from the necessity to include a lipid-based detergent 
when purifying to keep the proteins soluble. These lipids, as well as PTMs, may 
interfere with the formation of crystal contacts that allow the regular packing of 
proteins in a crystal (Arachea et al, 2012). 
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These problems are also associated with other classes of proteins such as large 
multimeric complexes, and intrinsically disordered proteins (IDPs). In the case of 
large complexes not only can the nature of PTMs be variable, but they can also 
interfere with crystal contact formation (Mueller et al 2007). Furthermore the transient 
nature of many of these complexes may make it difficult to crystallise the entire 
complex, in many cases solved structures arise from arranging crystal structures of 
individual subunits (Allen and Stokes, 2013). This is compounded by the fact that the 
unit cells for large complexes will also be very large; meaning to get comparable 
diffraction amplification to smaller molecules the crystal sizes must be equivalently 
large. IDPs are faced with a slightly different problem. The inherent flexibility of their 
disordered domains means that several orientations and conformations will be equally 
stable. In crystals this can at best lead to a bias of one or two conformations or at worst 
be absent from a crystal structure altogether (Wright and Dyson, 1999). 
 
1.4.2: Radiation damage 
 
Once a crystal has been obtained there is a second major challenge to be overcome, 
one which has become significantly more prominent since the introduction of SR. This 
is the issue of radiation-induced damage. As the vast majority of x-rays that interact 
with a protein crystal will be absorbed rather than scattered, the excess energy 
imparted to the atoms must be dissipated in some way. This energy is typically 
absorbed by the electrons within the protein that, if a specific threshold is reached, will 
be emitted (Holton, 2009). This in itself will destabilise the atomic structure due to 
disturbance of atomic bonds. The liberated electrons may then go on to interact with 
the solvent, which typically composes 50 - 80% of the protein crystal, leading to the 
production of reactive free radical species that will cause further perturbations to the 
native structure (O’Neill et al, 2002). These perturbations can manifest as either global 
changes, where large-scale changes in structure reduce a crystals ability to diffract, or 
local changes, which manifest as changes to the observed electron density 
(Burmeister, 2000). Whilst not immediately evident the latter is critical as this can lead 
to subtle changes from native structure that can lead to improper conclusions being 
reached. 
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There are several methods for reducing this damage such as the use of fast shutters to 
increase periodicity of exposure, attenuation of the beam, focussing of the beam to 
expose a smaller region and arguably the technique that has had the largest impact, 
cooling samples to cryogenic temperatures (Massover, 2007). Samples are typically 
flash frozen in liquid nitrogen bathed in a cryo-protectant and kept at close to 100 K 
(or 15 K if helium is used as the cryo-coolant). This largely restricts the diffusion of 
generated free radical species and also movement of individual molecules in the 
crystal. In this state the tolerable dose becomes a function of fluence, the number of 
photons per unit area, rather than flux, the number of photons per unit time (Holton, 
2009). The tolerable dose is then proportional to the total dose in MGy imparted on the 
crystal, irrespective of the time course of the experiment (Kmetko et al, 2006). The 
upper limit of this, known as the Henderson limit, is defined as the dose a cryo-cooled 
crystal can absorb before its diffraction pattern decays to half of its original intensity, 
and has a value of 2 x 107 Gy (Henderson, 1990).  
 
It has been demonstrated that for roughly every 10 MGy of exposure there will be a 
corresponding 1 Å drop in resolution using a cryo-cooled ribosome crystal of 
dimensions 685 x 685 x 2690 Å, initially diffracting to a resolution of 10 Å (Howells 
et al, 2009). For crystallography this effect can be alleviated in large crystals by 
rastering of the beam along the crystal as the ‘spread’ of x-ray damage has been shown 
to be typically around 3 µm (MacDowell et al, 2004). What is typically harder to 
reconcile is the local damage, as this does not have a clear-cut relationship with dose. 
This is a much greater problem in sensitive samples such as heavy atom derivatives or 
metalloproteins, where the presence of a metal ion will cause a greater amount of 
absorbance at a given dose (Schiltz et al, 2004). Some reports have indicated that the 
inclusion of free radical scavengers can partially alleviate this (Southworth-Davies and 
Garman, 2007), though radiation damage still remains a severe barrier to obtaining 
native, high-resolution structures.  
 
1.4.3: The phase problem 
 
While not quite as damning as problems concerning obtaining well diffracting crystals 
and radiation damage, the phase problem in crystallography is still significant. As 
noted earlier in this chapter the diffraction data collected in a crystallography 
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experiment is under sampled, it lacks one third of the required information necessary 
to compute electron density from the structure factors, the phase of the diffracted beam 
(Rhodes, 2010). The phase represents the angle that a wave of diffracted light makes 
with the real space axis at a given point in its path. As detectors can only measure the 
intensity this information is therefore lost. 
 
Since Crystallography’s inception this problem has been recognised and there have 
been several methods devised to retrieve the lost phase information. The first of these 
is the direct method, which seeks to estimate phases directly from the magnitudes of 
the reflections (Schenk, 1979). This method works well for small macromolecules, 
less than 100 atoms, but rapidly becomes overwhelming as the complexity increases, 
though recent developments in algorithmic computation and high-resolution data sets 
make this more feasible for somewhat larger systems. Another non-experimental 
method is the technique of molecular replacement (MR). Here a predetermined 
structure with significant homology to the one under study, typically 30% or greater, is 
orientated into the unit cell determined by the recorded intensities and used as a 
starting point for estimating phases (McCoy et al, 2007). This technique is now the 
major route for phase determination and is becoming stronger and stronger as more 
entries are deposited into the PDB. This is however also leading to a problem of model 
bias, as the calculated density may end up resembling the model used for MR too 
closely (Hodel et al, 1992). 
 
The other set of methods make use of the Patterson function to determine the position 
of an anomalous scatterer located within the molecule. Experimental methods that 
utilise the Patterson function can be divided into two categories; those that chemically 
add, or make use of naturally occurring, heavy atoms, or those that use tuneable 
wavelengths to create anomalous signal. The first of these is known as isomorphous 
replacement (IR) and requires the production of crystals ‘derivatives’ with a heavy 
atom. Diffraction experiments will then be performed with both crystals and the 
difference in signal will then correspond to that arising from the heavy atom (Rossman 
and Blow, 1961). This can be used to determine the phase of the heavy atom directly 
and subsequently phase the rest of the reflections. The main challenges with this 
technique are the fact that it essentially involves a second set of crystal trials to find 
derivative crystals that diffract, and are isomorphous without the native structure of 
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the molecule not being disturbed by the presence of the heavy atom (Garman and 
Murray, 2003). More recently the potential for using endogenous metal ions as a 
means for isomorphous replacement has been explored (Hendrickson, 2013). 
 
The next method was alluded to in the previous section, as it requires the use of 
tuneable x-rays provided by synchrotron radiation. Here diffraction patterns are 
recorded at multiple wavelengths from the same crystal to exploit the anomalous 
diffraction that occurs close to elements absorption edges (Hendrickson and Ogata, 
1997). These methods are termed Multiple-wavelength or Single-wavelength 
Anomalous Diffraction (MAD or SAD) and have greatly overtaken IR for phase 
determination. These experiments can exploit the native sulphur containing side chains 
within the proteins (Dauter et al, 1999) however it is more common to engineer 
proteins so that their methionines are replaced by selenomethionine, as the anomalous 
signal is much stronger for selenium compared to sulphur (Walden, 2010). Provided a 
well-characterised beamline and carefully recorded amplitudes, the phases of the 
anomalous scatterer can be determined in a similar way to IR. 
 
The densities that are estimated by all of these methods will still contain some error 
and a degree of refinement is necessary before a final structure can be solved. This 
typically involves (i) Solvent flattening, which reduces all density estimated to be 
solvent derived to zero, (ii) Histogram matching, where density is redistributed based 
upon the calculated density of refined atomic coordinates, and (iii) Non-
crystallographic symmetry averaging, which imposes identical densities to duplicate 
molecules within a unit cell. These refinements whilst they do improve the quality of 
the map they may actually introduce underestimates for things such as heterogeneity 
and flexibility within the resolved structures (Kuzmanic et al, 2014). 
 
1.5: Beyond Crystallography: complementary methods in structural biology 
 
As the targets of structural biology are becoming ever more challenging, the amount of 
information accessible from a crystallography experiment may be limited or partial. 
To alleviate some of these issues structural biologists must take a combinatorial 
approach to obtain the relevant information (Lander et al, 2012). Over the past several 
decades many alternative techniques have arisen for the study of protein structure. 
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Whilst each has limitations by itself, when combined judiciously they offer a means to 
fill the gaps in structural biology left by crystallography’s shortcomings. 
 
1.5.1: Nuclear Magnetic Resonance (NMR) spectroscopy 
 
Nuclear Magnetic Resonance Spectroscopy (NMR), with it's ability to determine the 
local molecular environment of atoms within a complex molecule has been an 
important analytical tool in biology since the sixties (Wuthrich, 2001). Initially it was 
applied to the study of coordination states of metal ions in protein active sites 
(Shulman et al, 1969) and the nature of short peptide and nucleotide chains in solution 
(Altona et al, 1976). By the 1980s the technique had really come of age with the first 
de-novo structure solved by NMR, as well as being the first solution structure solved 
of a protein (Williamson et al, 1985). A typical NMR study extracts a series of 
distance, angular or rotational restraints for residues within a macromolecule, based on 
the elementally and environmentally dependent chemical shifts in the resonance 
frequencies of atomic nuclei. These restraints can then be used to describe three-
dimensional positions of residues within a macromolecule and produce an atomic 
model. As they exist in solution an ensemble of structures, rather than a single model, 
is produced (Wuthrich, 2001). 
 
This ability to visualise flexibility is one of the great strengths of NMR and has 
allowed it to obtain structural information from regions usually inaccessible to 
crystallography and is now the second major contributor to the PDB (rcsb.org). Whilst 
initially restricted to small molecules, less than 10 kDa, NMR has been well applied to 
structural investigation of larger systems with the implementation of cryoprobes and 
higher frequency (>900MHz, made possible by magnetic fields of ~20 Tesla) 
including complexes with carbohydrate and nucleotide chains, where it accounts for 
up to half of the known structures (Toukach and Ananikov, 2013). Conformational 
data extracted in an NMR experiment is intrinsically linked to the dynamics of the 
structure and, when combined with MD simulations, NMR has been well applied to 
monitoring the range of local and global conformational changes such molecules 
undergo on time scales ranging from nanoseconds to milliseconds (Markwick et al, 
2008). In particular such work has greatly expanded our understanding of IDPs and the 
central role they play in many signalling cascades (Jenson et al, 2013). 
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Classically the major weakness of NMR was the accessible size range. This was in 
large part due to the difficulty in analysing the complex spectra that arose from larger 
molecules coupled with the faster relaxation times observed in such molecules, 
resulting in weaker signals. Nevertheless improvements in detectors, experimental 
schemes and data analysis software allowed larger complexes to be analysed, a 
significant step being the experimentally determined structure of the GroEL-GroES 
complex (Flaux et al, 2002). Recent developments in solid-state NMR had allowed 
experiments to move away from solution-based molecules to investigate membrane 
bound molecules through the use of a crystalline lipid membrane. This technique has 
gone so far as to characterise membrane bound proteins within the lipids they are 
inserted into during translation, without purification or artificial detergents (Miao and 
Cross, 2013).  
 
1.5.2: Small Angle X-ray Scattering (SAXS) 
 
The next major technique that has shown great promise, particularly for its ability to 
assess changes of conformation of proteins in solution on rapid timescales, is Small 
Angle Scattering (SAS), either using x-rays (SAXS) or neutrons (SANS) though here 
for the most part x-rays will be the focus. Similar to NMR, SAXS experiments are 
performed on macromolecules and complexes in solution. Though it has existed as an 
analytical tool for almost 80 years (Gunier, 1938), it was only with the introduction of 
dedicated synchrotron sources that it became a viable tool for structural biology, as it 
relies upon the scattering contrast between the molecule under analysis and its 
surrounding solvent (Feigin and Svergun, 1987).  
 
Whilst lacking in resolving power when compared to MX and NMR due to the radial 
averaging of all possible conformations of a molecule in solution leading to blurring of 
atomic coordinates, SAXS nevertheless has some unique properties that provide it a 
niche place in structural biology. Firstly the experimental set up of SAXS is relatively 
straightforward. Provided an intense monochromatic x-ray beam and a monodisperse, 
solution of biomolecules at a reasonable concentration, 0.1 – 10 mg/ml, in a well 
matched solvent, it should be feasible to obtain a background subtracted scattering 
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curve. This makes it much more accessible for challenging targets, where the total 
amount of pure sample can be inhibitive (Svergin and Koch, 2003).  
 
The buffer requirements are far less stringent than NMR, allowing the effects of 
solvent, salinity, pH, temperature and a whole host of other parameters that may cause 
conformational changes to be examined with minimal alterations to experimental 
setup. For these reasons SAXS is highly amenable to high-throughput experimentation 
and automation (Hura et al, 2009).  Sub nm resolutions are very really achieved in 
SAXS, however the maximum accessible length scale is limited only by the 
experimental set-up, and lengths scales between 1 and 1000 nm can be probed 
routinely. This can give information not only on the particle under investigation but 
also on interactions with other particles residing within the solution. This makes 
SAXS an excellent technique for investigating complex formation (Brunotte et al, 
2011) and fibrous assembly (Giehm et al, 2011) . 
 
The major challenge in SAXS is then one of data analysis. The initial data processing 
involves the collapsing of a 2D scattering pattern to a 1D scattering curve, before 
extracting the weak macromolecular scattering from the bulk solvent. This not only 
creates a partial loss of information but also adds some degree of ambiguity to the data 
(Pauw, 2014). In spite of this if treated carefully it is possible to extract robust 
parameters from a SAXS curve. SAXS is most sensitive to global features of the 
macromolecule under investigation, in particular; the radius of gyration (Rg), a 
measure of the molecules overall size, the maximum intermolecular distance (DMax) 
and, provided suitable calibration, the molecular weight (Rambo and Tainer, 2013). 
This alone can be very powerful when investigating unfolding or aggregation, for 
example, and SAXS has proven an excellent tool in such studies, where it has shown 
the ensemble of unfolded structures can deviate considerably from those predicted by 
molecular dynamics (Rambo and Tainer, 2010). 
 
More recently it has been possible to move past these simple parameters and simple 
shape functions to extract more complex 3D shapes from SAXS curves. This involves 
first interpreting the scattering curve as a pair-distance distribution function of 
intermolecular sizes (P(r), from 0 to DMax), which involves an indirect Fourier 
transform of the curve (Debye and Bueche, 1949). From this information it is possible 
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to produce a 3D structure utilising one of the many ab intio algorithms developed for 
this task, typically using the P(r) function to create histograms of pair distances to be 
used as a set of constraints for arranging dummy atoms or pseudo-chains in 3D space 
(Svergun and Koch, 2003). Unlike NMR the pair distances cannot be traced to 
individual atoms making atomic resolution impossible, though resolutions lower than 
5 Å have been recorded (Hong and Hao, 2009). This 3D model can then be put to use 
as an extra constraint, along with the scattering curve, to guide models produced by 
other techniques such as MD (Guttman et al, 2013), or as a means for settling 
ambiguities that arise when different conformations are found for the same molecule 
in crystallography (Zimanyi et al, 2012). Like NMR, SAXS does not provide a single 
unique structure but rather an ensemble of structures. In the case of SAXS, quite 
distinct structures can be compatible with the same scattering data thus additional 
independent information is a major advantage. It is important that careful validation of 
any 3D structure produced by SAXS is undertaken before they can be used for 
interpretation of functional data (Volkov and Svergun, 2003).  
 
The simplistic set-up of SAXS, particularly when combined with Synchrotron 
radiation, make it an excellent technique for investigating dynamics and stimulus 
response in macromolecules. The ability to obtain a molecule’s Rg as a function of 
temperature or time, for example, can give an insight into a molecules folding process 
(Konuma et al, 2011). Great progress has been made in this area as applied to 
functional RNA molecules (Grishaev et al, 2008) and assessing the functional nature 
of IDPs, particularly with the relative ease that structural changes as a result of ligand 
binding can be measured (Mylonas et al, 2008). Further more by careful assessment of 
the Kratky plots, which give a measure of unfolding, and weighted P(r) distributions it 
has been possible to estimate the numbers of conformers of a molecule available in 
solution through SAXS (Bernando et al, 2007). 
 
As a technique SAXS is very sensitive to oligomerisation, which will show up clearly 
in a P(r) function if mixed states exist. The study of dynamic complex formation in 
solution is an area that has recently gained much attention in the SAXS community 
(Petoukhov et al, 2008). In particular the combination of SAXS with size exclusion 
chromatography has provided insight into the nature of homo and hetero-
oligomerisation in solution. The chromatography step allows separation of the 
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multiple complexes that form in solution before they are investigated by SAXS 
(Jenson et al, 2010). Typical values such as the Rg and MW can be used to estimate 
the constituents as well as conformational information provided by P(r) and ab initio 
modelling. If a crystal structure is known for one or more of the constituents it can be 
‘docked’ into the low-resolution model for added refinement as well as a greater 
insight into the complex architecture (Petoukhov and Svergun, 2005). 
 
SAXS has typically been hampered when investigating membrane proteins due to the 
difficulty of removing the scattering contribution of the solvent micelles. Here the use 
of neutrons and careful contrast matching has been much more successful. Typically 
using deuterated molecules, as well as altering the D2O:H2O ratio, it has been possible 
to isolate the scattering contributions  of each molecular species from the complex 
curve (Feigin and Svergun, 1987). Low-resolution structures can then be produced for 
both membrane micelle and the protein, which when combined give a greater insight 
into the membrane docking process (Skar-Gislinge et al, 2010). Recently with the use 
of novel fitting procedures it has been possible to separate the contributions from the 
raw SAXS curve, without the need for solvent matching (Koutsioubas et al, 2013). 
 
1.5.3: Electron Microscopy (EM) 
 
Another technique that is seeing its application to structural biology broadening, in 
particular with its application to large complexes, is Electron Microscopy (EM). 
Initially the radiation doses imparted by high-energy electrons were severely limiting, 
however the development of cryogenic sample handling platforms (Cryo-EM) have 
expanded its use in biology (Henderson, 2004). Cryo-EM benefits from the improved 
scattering cross section of electrons compared to x-rays and allows a greater sample 
size range, from 0.2 nm to several tens of nm, to be studied on the same platform.  
Unlike the other techniques mentioned Cryo-EM has the ability to study individual 
particles, rather than averaging ensembles. This gives Cryo-EM a unique perspective 
on heterogeneity in populations of biological macromolecule, and the need for well-
dispersed single particles reduces its demand for sample volume. There are three main 
methods for obtaining medium to high resolution information via EM and these are; 
Electron Tomography (ET), Single Particle Analysis (SPA) and electron 
crystallography (Kourkoutis et al, 2012).  
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In ET samples with a fixed orientation will be rotated around a tilt axis, typically 60 – 
700, with images captured at periodic angular steps. As these images relate to the 
elastic scattering of electrons they are directly related to the electron density of the 
object (Rosier and Klug, 1968; Koster et al, 1997). The image can then be aligned at a 
common axis about the beam direction and a 3D density can be reconstructed, as each 
projection image represents the 3D electron density compressed into 2 dimensions. 
This technique works exceptionally well for symmetrical molecules, such as pore 
complexes within the cellular membrane (Bartesaghi and Subramaniam, 2009) or 
tubular molecules of the cytoskeleton (Fujii et al, 2010). Whilst this technique can be 
extended to non-symmetric objects this tends to be accompanied to a loss in 
resolution, as more projections are required with a lower dose per projection. It also 
suffers from a ‘missing wedge’ of data as certain projections are blocked by the 
sample stage (Henderson, 2004). These limitations are offset by the fact that the 
reconstructed images are essentially a snapshot of cellular activity, giving fantastic 
insights into structure and function, as has been exemplified by extensive work on the 
nuclear pore complex (Beck et al, 2007). 
 
Electron crystallography follows more or less the same principles of MX with the 
main difference being the nature of the crystals being studied. Electron 
Crystallography typically employs crystals too small for use with x-rays, less than 100 
nm crystals that form 2D assemblies, sheets or helices as seen frequently with 
membrane proteins (Yonekura et al, 1997). Electron crystallography does come with a 
distinct advantage over traditional x-ray methods, the phases can be directly extracted 
from the recorded data (Unwin and Henderson, 1975). The crystal itself is a weak 
phase object and, when imaged at the appropriate defocus, the resultant high-
resolution image can be directly related to the atomic structure factors of the crystal by 
Fourier transformation, the phases of which can be used for phasing the recorded 
diffractions (Unwin and Henderson, 1975). This is not without challenges however as 
the 2D crystal, being only one molecule thick, is apt to bend at high tilt angles, causing 
changes in long-range order that can distort or terminate diffraction (Bellinda and 
Stokes, 2010). Also a major problem is the charging of the crystals by extensive 
exposures to the electron beams.  
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SPA analysis relies on the assumption that individual molecules in solution or within 
membranes are essentially identical, or occupy a limited number of conformations. 
Here a large number of Cryo-EM images of mono-dispersed macromolecules are 
captured, classified to determine orientation, aligned and then class averaged to 
improve SNR and finally used to reconstruct a 3D density (Kourkoutis, 2012). 
Contrary to what its name implies SPA requires the use of many individual particles to 
create an image, relying on their random orientation to provide all of the necessary 
tomographic projections. This process is quite computationally intense and has seen 
great improvements as algorithms and software for classification and alignment have 
been developed (Scheres et al, 2008; Patwardhan et al 2012). The typical reconstructed 
density is of middling resolution, except in special cases where molecules contain a 
significant amount of symmetry (Cong et al, 2010). The electron density map can then 
be used in a similar way to SAXS models as a ‘dock’ for higher resolution structures, 
or combining subunits of a larger complex (Lander et al, 2012). More recently, with 
improvements in both microscope design and analytical software, SPA alone is 
providing structures that approach atomic resolution and are of sufficient quality to 
explore new biology (Becker et al, 2011). This is reflected in its increased contribution 
to the PDB. 
 
1.5.4: X-ray Microscopy (XM) 
 
The final technique of note in the context of this thesis is x-ray microscopy (XM). This 
technique currently sits somewhere between light microscopy and EM in its 
resolution, 30 - 60 nm, and as such cannot yet resolve structures of individual 
molecules or complexes. XM however does maintain some other unique advantages 
over these other microscopies by virtue of the radiation used as its probe. One of the 
biggest benefits of using x-rays is their high penetrance, allowing the study of intact, 
unstained samples in a quantitative manner, in contrast to EM, which requires thin 
sectioning, or high resolution light microscopy which is dependent upon fluorescent 
labelling (Sayre and Chapman, 1995). XM therefore excels in the quantitative analysis 
of density fluctuation from whole unstained cells and tissues (Larabell and Nugent, 
2010). 
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It was not until the 1990s that, with the increased flux provided by synchrotrons and 
advances in x-ray focussing, XM’s application to biology became practical (Ford et al, 
1991). A critical component in XM is the zone plate, which focuses x-rays via 
diffraction through increasingly thin circular gratings or zones, the width of the outer 
most zone will then be the determiner of an x-ray microscopes finest possible 
resolution (Chao et al, 2005). Once they could be manufactured with nanometre 
widths it became possible to produce high contrast projection images of whole cells 
and organelles (Meyer-Ilse et al, 2001). This contrast is further enhanced at the short 
x-ray wavelengths employed in XM in a region known as the ‘water window’ that lies 
between the absorption edges of carbon (284 eV, λ = 4.4 nm) and oxygen (543 eV, λ = 
2.3 nm). In this region carbon and nitrogen containing compounds will absorb x-rays 
an order of magnitude more strongly than water, giving very crisp boundaries between 
membrane bound regions of the cell (Attwood, 1999). 
 
Once dedicated microscopes for XM were established at synchrotrons (Guttmann et al, 
2001; Denbeaux et al, 2003) it became possible to move beyond simple 2D projections 
to reconstruct full 3D tomographic images (Le Gros et al, 2005). Similar to EM this 
was also greatly enhanced by the introduction of cryogenic stages and sample 
handling, alleviating dose related problems and allowing for projections to be captured 
from full 1800 tilt series (McDermott et al, 2009). Once the 3D image has been 
reconstructed and quantified, regions of specific density can be assigned to cellular 
organelles. This has helped to further the understanding of both spatial and temporal 
organisation of various cellular processes such as; division in fission yeast (Parkinson 
et al, 2008), pathogenic invasion of erythrocytes (Hanssen et al, 2012) and nuclear 
architecture of advanced eukaryotic cells (Larabell and Nugent, 2010). More recently 
scanning XM has been used to not only extend the accessible field of view but also, by 
simultaneous combination with fluorescence microscopy, trace protein localisation in 
cellular compartments (McDermott et al, 2012). 
 
1.6: Scope of this thesis 
 
This introduction has served to give a brief outline of the current state of techniques 
available for the structural analysis of biological systems. As can be seen there are 
many different routes to structural information at a broad range of size scales (Å to 
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µm) and by the careful combination of these techniques the depth of knowledge that 
can be obtained is greatly enhanced. Nevertheless there are still major barriers to each 
technique, the most significant of course being the radiation damage conferred to the 
molecules from the probe and the difficulties in phase resolution. 
 
What can be seen from this brief overview is that some of the most significant 
advances in structural biology have occurred as a result of new technologies. This 
thesis will introduce work currently being carried out at a 4th generation x-ray light 
source, an X-ray Free-Electron Laser (XFEL), that hope to address some of these 
issues. Specifically developments in sample delivery and experimental design for 
scattering and imaging experiments at the SPring-8 Angstrom Compact Laser 
(SACLA), the second fully operational XFEL, will be described. 
 
In chapter 2 an introduction to XFEL, their properties, their potential for structural 
biology and current developments in the field will be described. Chapter 3 will then 
outline the aspects of x-ray diffraction and scattering theory that are relevant to work 
carried out in this thesis. Chapter 4 will describe the issue of gas-phase protein 
structure in the context of mass-spectrometry and present work towards using a Digital 
Ion Trap (DIT) mass spectrometer as a platform for gas-phase Small Angle X-ray 
Scattering (gSAXS) experiments. Chapter 5 will introduce Coherent Diffractive 
Imaging (CDI), a lensless microscopy technique that seeks to overcome the phase 
problem through direct methods. The development of platforms for performing such 
experiments at both a synchrotron and XFEL will be presented, with a focus on 
biological specimens, with description of both data acquisition and analysis. The 
results of these experiments will be discussed in chapter 6 and chapter 7 will discuss 
progress that has been made and potentials for future experimentation. 
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Chapter 2: XFELs: potential application in Structural Biology 
 
As noted in chapter one the development of new technologies is a prerequisite for 
major paradigm shifts in structural biology. Currently the two major bottlenecks - the 
need for diffracting crystals and radiation damage - cannot be overcome by the current 
generation of x-ray sources. X-ray Free Electron Lasers (XFELs) represent the fourth 
and latest generation light sources. With them the possibility to overcome these 
bottlenecks becomes more achievable and there has been great progress made in this 
direction since the first XFEL, the Linac Coherent Light Source (LCLS) at Stanford, 
became operational (Emma et al, 2010). 
 
2.1: Introduction to FELs: History, Operation and Current Institutions 
 
Free Electron Lasers (FELs) share many of their optical properties with other laser 
sources. They produce intense, pulsed and fully coherent radiation within a very short 
bandwidth (National Research Council, 1995). Unlike conventional lasers however, 
they do not rely upon the stimulated emission of radiation from excited electrons in 
bound atomic states as their source. Instead they employ a beam of electrons 
accelerated to relativistic speeds, similar to electron sources, which pass through a 
periodic magnetic field generator, known as an undulator (Neil, 2003). The magnetic 
field of the undulator will lie along the Y axis to the electron beam and will vary 
sinusoidally along the Z axis, causing the electrons to oscillate periodically, or 
‘wiggle’, as they are accelerated along the X axis (Figure 2.1).  
 
At the turning points of these oscillation the electrons will emit electromagnetic 
radiation, as predicted by Maxwell in the 1860’s, similar to the mechanism of 
synchrotron radiation (Huang and Kim, 2007).  The electromagnetic wave then co-
propagates with the electron beam in the forward direction allowing an exchange of 
energy between them. Whilst the initial energy is weak and incoherent, due to the 
random distribution of electrons that enter the undulator, as both beams propagate 
electrons either gain or lose energy as a function of the undulator period, which should 
be a multiple of the emitted radiation’s wavelength (Huang and Kim, 2007). This will, 
given sufficient time and distance, cause the electrons to come together in ‘micro-
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bunches’ spaced along the undulator period (Figure 2.1). The electron bunches will 
emit radiation that is in phase and so coherent interference can occur leading to 
amplification of the propagating electromagnetic wave. As the intensity grows more 
energy transfer will occur, until all the electrons are micro-bunched and a saturated 
intensity is reached, several orders of magnitude greater than that of typical undulator 
radiation (Margaritondo and Ribic, 2011). 
 
 
 
 
Figure 2.1: Illustration of the SASE process in an FEL undulator. Electrons of 
charge (e) and energy (ϒ0) enter the undulator where they oscillate in the 
horizontal direction within an undulator period (λu). These oscillations give rise to 
undulator radiation with a resonant wavelength (λr).    
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This process is known as Self-Amplified Stimulated Emission (SASE) and was 
originally proposed by John Madey of Stanford University (Madey, 1971). Just a few 
years later the first FEL, operating in the infrared regime, was constructed (Deacon et 
al, 1977). The wavelength of photons that FELs emit (λr) is dependent upon a 
resonance condition that interrelates the strength of the electron beam (γ0), the 
periodicity of the undulator magnets (λu) and the strength of the magnetic field (Ko). 
This is summarised in Huang and Kim (2007) as: 
 
                                                                                          (2.1) 
 
where ϒ0 is a relativistic Lorentz factor that describes the electron energy, ϕ is the 
observation angle of the electron beam relative to the Z-axis of the undulator and K0 is 
the dimensionless undulator strength parameter defined by: 
 
                                                                                               (2.2) 
 
where B0 is the undulator’s peak magnetic field, e is the electron charge, m is the 
resting electron mass, c is the speed of light in a vacuum and Ku is the undulator wave 
number defined by:                          
 
                                                             
                                                       (2.3) 
The practical result of this is that an FEL’s resonant wavelength is highly tuneable due 
to the relative ease with which three of its dependent parameters can be altered. As the 
lasing media are free electrons in vacuum, as opposed to atom bound electrons, FELs 
do not suffer from the usual heat load effects of conventional lasers and can operate at 
much higher gains, leading to incredibly high peak powers (Feldhaus et al, 2005). For 
these reasons there has been great interest in the development of FEL facilities around 
the world; including several in the USA, Europe, Japan and China, with many more 
either proposed or under development (sbfel3.ucsb.edu). 
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Initial FEL sources operated at long wavelengths, typically in the microwave to 
infrared region, as at these wavelengths the required electron energies were lower, 
reducing the costs of the systems (National Research Council, 1995). Furthermore by 
utilising mirrors it is possible to reflect the resonant beam back through the undulator 
to produce increasing gain over several passes, provided that the energy lost on the 
reflective substrate is minimal (Neil, 2003).  For FELs that operate in the extreme UV 
(EUV) and x-ray regime however there is no suitable mirror technology and so all of 
the gain must be made in a single pass.  
 
For such FELs large-scale facilities are a necessity, as high power linear accelerators 
and long undulators are required (Feldhaus et al, 2005). Coupling this with the extra 
infrastructures required for operation it is clear the cost of operating FEL will vary as a 
function of its wavelength. Nevertheless such facilities are currently being operated, 
the first being the Free-electron LASer in Hamburg (FLASH), operating at EUV and 
soft x-ray wavelengths (Andruszkow et al, 2000). This was followed by the LCLS at 
Stanford (Emma et al, 2010) and the Spring-8 Angstrom Compact free-electron Laser 
(SACLA) in Harima (Tanaka et al, 2012), both operating at hard x-ray wavelengths. 
Their short wavelengths coupled with high peak power and femtosecond pulse 
duration stand to revolutionise many areas of science, from solid-state physics to 
medical biology (Waldrop, 2014). 
 
Whilst using free electrons as a lasing source does provide many benefits, there are 
also some negative consequences. The major one is that whilst FELs and XFELs have 
a very high transverse coherence, with a bandwidth of about 0.1%, they are not 
temporally coherent like solid-state lasers (Feldhaus et al, 2005). This is due to the 
initial stochastic nature of radiation emitted by the un-bunched electrons at the point of 
injection. The random arrival of any particular electron into the undulator gives rise to 
variation in the microbunches. This leads to pulse-by-pulse variations in intensity, 
energy and position around a normal distribution (Huang and Kim, 2007). Whilst this 
energy variation is slight, the intensity and positional variation can have a severe 
impact on experimentation if not well considered.              
 
Seeding is one of the proposed methods for improving temporal coherence to provide 
fully coherent FELs that has gained the most attention.  For FELs operating at long 
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wavelengths this can be achieved with a laser, produced by different lasing methods, 
that is tuned to the resonant wavelength of the FEL. This can be used to guide the 
formation of microbunches before entering the undulator to undergo SASE. As the 
initial bunches are now correlated temporally, the pulses of radiation finally emitted 
by the FEL will be also (Yu et al 2000). For IR through UV FELs such laser sources 
are readily available however for those operating at shorter wavelengths, such as 
XFELs, this presents a challenge. More recently this problem has been potentially 
addressed through the process of “Self-seeding” (Amann et al 2012).  
 
Here the FEL is separated into two undulators. The first will produce an FEL beam far 
from saturation, which can then be filtered by either grazing incidence mirrors or a 
diamond monochromator, to give a low intensity but fully coherent beam (Yang and 
Shvyd’ko, 2013). This can then be used as a seed in a second undulator to produce the 
final, fully coherent FEL. There are many benefits to this including: increase in the 
overall brilliance of the source due to a much tighter bandwidth; easing the challenge 
of synchronising external signals to individual pulses for time dependent studies, due 
to a more even pulse spacing; improvements in overall beam stability, eliminating 
much of the shot-to-shot ‘jitter’ that is characteristic of the current generation of 
XFELs (Amann et al, 2012). 
 
2.2: Comparison of XFEL and Synchrotron light sources 
 
As both XFELs and Synchrotrons have been utilised as sources of x-ray photons in 
this work, it is important to give a comparison of the strengths and weaknesses of 
each. The first parameter that should be considered is that of spectral flux density (also 
known as peak brilliance), the measure of photons emitted per unit time, at a unit of 
solid angle, per surface area of the source, within a unit bandwidth. For third 
generation Synchrotron sources, values as high as 1024 photons/s/mrad2/mm2/0.1% 
have been noted and this maybe extended further with the advent of ‘diffraction 
limited’ synchrotrons (Altarelli, 2010).  XFELs by contrast can have peak brilliances 
approaching 1x1033 photons/s/mrad2/mm2/0.1% (Wiik, 1998). Based on this parameter 
it would seem that XFELs are vastly superior to current generation synchrotrons, 
however, peak brilliance alone does not give a complete picture. Another key property 
is the time structure. 
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Synchrotrons are DC sources that deliver polychromatic photons, of middling 
intensity, in evenly spaced pulses of about 30 - 100 ps, though shorter pulses can be 
produced with a severe loss of flux (Schoenlein et al, 2008). XFELs provide 
essentially monochromatic, ultra short, 10 – 100 fs, high intensity pulses, 1011~13 
photons per pulse, though at a much lower repetition rate, currently between 30 ~ 120 
Hz though with the possibility to extend to 27 kHz at the European XFEL (xfel.eu). 
These very different time structures give access to molecular dynamics on distinct 
time scales and are amenable to differing techniques. Furthermore they correspond to 
divergent levels of radiation loading. Synchrotrons are a relatively steady state, stable 
source. This stability makes them ideal for measuring ps dynamics over long time 
scales (seconds to minutes), due to their minimal pulse to pulse variation (Kim et al, 
2009), tomographic imaging, where fluctuations in the probe must be avoided as it 
accompanies errors in the final 3D image reconstructed from individual frames (Wilke 
et al, 2012).  
 
XFELs on the other hand present new possibilities for measuring transient, fast 
dynamics (Neutze and Moffat, 2012). The fs pulse length is on a similar time scale to, 
and in some cases faster than, many chemical reactions. When this is coupled with the 
high intensity of individual pulses gives XFELs the unique opportunity to perform 
single shot experiments (Spence et al, 2012).  With XFELs a radiation dose much 
higher than the tolerable dose can be imposed on samples on a timescale faster than 
the propagation of the damage it induces, presenting the prospect of  ‘radiation-
damage free’ structures to be captured at the cost of destroying the sample (Neutze et 
al, 2000). The stochastic nature of XFELs, without seeding, coupled with the sparse 
separation of pulses does add a complication for experiments were more than one 
exposure is necessary as combining frames will be challenging. 
 
2.3: Coherence properties of Synchrotron and XFEL sources 
 
When considering diffraction experiments it is important to address one of the key 
properties of both synchrotron and XFEL sources, namely the coherence of the 
photons they produce. Typically photons are considered in terms of their temporal 
coherence, the relation of the phases in time related by their mutual coherence 
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function, and their spatial coherence, the distance over which a photon maintains a 
certain degree of coherence. The final coherent area of the beam will be a result of the 
interplay between these two properties. Here the difference in both production and 
final properties of photons emitted by XFEL and synchrotrons and the impacts these 
have on experimentation will also be discussed. 
 
For 3rd generation synchrotrons, light at the point of emission is fundamentally 
incoherent. However, with improvements in both intensity and focusing optics, to give 
beams with exceptionally low divergence, it is possible to produce coherent light of 
significant brilliance, provided a long distance from the source to allow sufficient 
distance for constructive interference to occur (Takayama et al, 1998). This is typically 
achieved using insertion devices, referred to as undulators, installed in the straight 
sections of synchrotrons (Kim, 1986). As the electrons that enter the undulator are 
uncorrelated in terms of their separation these beams are considered incoherent. 
However, due to the limited angle into which the electrons emit photons in the forward 
direction, due to low divergence, there is a chance for stochastic correlations to occur 
leading to several coherent modes emerging i.e. partial coherence (Attwood and Kim, 
1986). The different divergence in the horizontal and vertical direction at synchrotrons 
leads to different outcomes of transverse coherent lengths. Typically the coherence in 
the vertical direction increases linearly with increasing distance from the source, 
whereas in the horizontal direction the coherence length changes very little. 
 
XFELs by contrast emit radiation from select ‘bunches’ of highly correlated electrons, 
therefore producing highly coherent x-rays. The bunches themselves, however, may 
not be fully correlated, particularly in a non-seeded FEL, and the initial starting point 
will be similar to the case at synchrotrons. This leads to a certain degree of noise 
propagation through the SASE process and so current XFELs, whilst having a high 
transverse coherence, cannot be considered fully coherent (Vartanyants et al, 2011). 
Nevertheless the transverse coherence length is still considerably larger than the 
source size and increases linearly with distance in both the horizontal and vertical 
direction (Vartanyants and Singer, 2010).  
 
For experimentation these differences are crucial. The high level of coherence at 
XFELs in both directions allow almost the full beam to be used when illuminating 
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samples for coherent scattering experiments. With adequate focussing the density of 
coherent photons that can impinge upon a sample will be incredibly high (Boutet and 
Williams, 2010). For similar experiments at synchrotrons typically only a small 
portion of the beam, restricted using a pinhole, can be used; reducing flux by a few 
orders of magnitude (Xu et al, 2011).  The key differences of the two sources are 
summarised in table 2.1. 
 
Source type 3rd generation Synchrotron Current hard X-ray FEL 
Energy (GeV) 4 -8 8 - 15 
Wavelength (Å) 0.12 - 1200 1 - 10 
Pulse Duration (ps) 30 - 100 0.01 – 0.1 
Repetition rate (Hz) 106 - 109 30 -120 
Peak Brilliance 
(Ph/s/.1%/m2/mrad2) 
1024 1033 
Average Flux (Ph/s/.1%) 1015 2.4*1014 
Peak power (W) 103 1010 
Transverse coherence 
length horizontal/ vertical 
(µm) 
~ 25/190 ~ 48 
Normalised degree of 
coherence 
horizontal/vertical 
0.008/0.38 0.63 
 
 
The benefits of using a coherent source is that the photons are correlated and so upon 
scattering will remain correlated. Scattering from an incoherent source produces 
diffuse scattering rings – as is the case with SAXS – where the spacing of the rings is 
representative of the average molecular spacing of all the material under illumination; 
leading to a certain degree of information loss (Svergun and Koch, 2003). With 
coherent illumination photons scattering from correlated length scales will interfere 
constructively giving rise to fringe or speckle patterns. Individual speckles then 
represent the size of a particular object, or area of illumination. Unlike the isotropic 
ring patterns these speckles have an angular dependency and so hold extra information 
Table 2.1: Comparison of key properties between 3rd generation synchrotrons and 
hard X-ray FELs. Data derived from Vartanyants and Singer, 2010 and Altarelli, 
2010. 
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on inter and intra-molecular distances (Veen and Pfeiffer, 2004).  Such angular 
dependencies are exploited to track changes in equilibrium states, such as atomic 
movements through condensed matter as monitored by X-ray Photon Correlation 
Spectroscopy (XPCS) an x-ray analogue of more traditional light based techniques 
(Wochner et al, 2009). Other applications of coherence are in the reconstruction of real 
space images using the diffuse scattering between speckles as a constraint for phase 
retrieval (Miao et al, 1999); a technique known as Coherent Diffractive Imaging (CDI) 
that will be discussed in greater depth in Chapter 5. 
 
2.4: “Diffraction before destruction” 
 
The concept of solving radiation-damage free structure through the process of 
“diffraction before destruction” is one that has been well explored in the literature, as 
it holds the key to overcoming one of the major barriers in structural biology (Howells 
et al, 2009). As early as 1986 is was realised that conventional radiation exposure 
limits, of about 200, 12 keV x-ray photons per Å2 before resolution limiting x-ray 
induced damage occurs, could be overcome provided significantly intense x-rays 
(Solem, 1986). A seminal study into these effects was published in 2000 where, using 
a modified form of the GROMACS MD simulation package (Berendsen et al, 1995) 
the authors estimated key parameters for single-shot experiments on biological 
molecules (Neutze et al, 2000).  The progression of coulombic explosion of individual 
lysozyme molecules were monitored following exposure to 12 keV XFEL pulses; with 
a 100 nm spot size, 3x1012 photons per pulse and varying pulse lengths. For pulse 
lengths shorter than 5 fs the movement of atomic nuclei were insignificantly different 
to their native positions, in fact for their defined level of tolerable damage this 
extended to 20 fs (Neutze et al, 2000). 
 
When damage to electron density is considered however, things become much more 
complicated. In single shot experiments the predominant damage pathways are the 
photoelectric effect and Auger excitation (Hau-Riege et al, 2004). In fact based upon 
these observations it is likely that this electron damage will ultimately limit single-
shot, single molecule imaging experiments (Hau-Reige and Chapman, 2008). As 
photoelectrons and Auger electrons have average velocities of 43 nm/fs and 7 nm/fs 
respectively it is likely that they will escape the protein within the time frame of a 
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single XFEL pulse. One in five of these electrons will collide with atom-bound 
electrons, causing further Auger excitation events, eventually leading to an ionisation 
cascade and coulombic explosion of the molecule. As the process is predominantly 
inertia driven it is highly time dependent and in pulses less than 5 fs there is not 
enough time for the effects to propagate significantly (Hau-Riege et al, 2004). 
 
More recently the precise role of this electronic damage has been explored, in 
particular the impact these changes have upon the coherence of scattered x-rays. By 
taking into account the effects of partial coherence on the final diffraction, and 
focussing on the position of atomic nuclei, through localised rather than total electron 
density, it is possible to recover these atomic coordinates (Quiney and Nugent, 2010). 
This relies on the fact that density changes are site specific rather than global, as 
observed by comparison of simulated diffraction patterns from bacterial Rhodopsin 
where electronic damage was ignored (fully coherent diffraction) and included 
(partially coherent diffraction). The partial coherence can be used to add extra 
constraint when performing phase retrieval, improving the chances of arriving to a 
reasonable solution (Williams et al, 2007). It should be noted however that this work 
was based on simulated data from known structures, and as such the modelling of 
unknown structures from noisy data may present more of a challenge.  
 
When using crystalline material, such as nanocrystals, in these single shot experiments 
the constraints on pulse length are relaxed even further. As crystals rely on Bragg 
diffraction from correlated structures within the lattice any changes to these structures 
will decrease the intensity of a Bragg spot (Lomb et al, 2011). This means that high-
resolution diffraction from the start of the pulse will contribute much more 
significantly than diffraction towards the end. In this way the damage “gates” the total 
diffraction from the crystal lattice and under this “diffract during destruction” scheme 
the length of pulses can be extended beyond the 5 fs initially proposed (Barty et al, 
2012). 
 34 
2.5: Applications of XFELs to structural biology: Sample delivery and data analysis. 
 
The initial groundwork for structural biology experimentation at XFELs was laid at 
the FLASH soft x-ray FEL facility. Here the first proof-of-principle experiment of 
single shot imaging was performed; diffraction from a pattern etched into a Si3N4 
membrane was recorded after exposure to a single 25 fs pulse, and an image recovered 
to a resolution of 62 nm (Chapman et al, 2006). Further to this the potential of 
performing crystallography, in particular 2D crystallography, at such a source was 
explored by imaging of finite, periodic structures, again etched into Si3N4 (Mancuso et 
al, 2009).  
 
It was also at this time that much of the experimental apparatus that would be crucial 
in later experiments were developed. This includes: the CFEL – ASG Multi-Purpose 
instrument (CAMP), a vacuum chamber that allows for many different diffraction 
experiments to be performed (Struder et al, 2010); novel PnCCD detectors, with high 
dynamic ranges and fast read-out times to match the short pulses and high intensity of 
XFELs (Struder et al, 2010); new particle beam injectors that can deliver individual 
samples to XFEL pulses either in solution, utilising a gas-focussed liquid jet (DePonte 
et al, 2008), or in the gas-phase, via an aerodynamic lens stack (Benner et al, 2008). 
  
Other crucial steps being taken towards single-shot XFEL experiments were towards 
the development of the analytical schemes that would be important for realising the 
technique’s potential. One of the chief difficulties of these experiments is the limited 
number of photons that will scatter from individual biological samples and ultimately 
be detected. Another challenge with the vast majority of sample delivery schemes is 
that the orientations of individual particles when they intersect with XFEL pulses will 
be random. This leads to a series of sparse diffraction patterns, of random orientation 
that will need to be combined and aligned to produce a complete, high-resolution 3D 
image (Spence et al, 2012).  
 
One proposed solution is the Expansion Maximisation Compression (EMC) method 
(Loh and Elser, 2009). Here randomly orientated, noisy diffraction patterns are first 
assigned to an orientation within a tomographic grid, based on the probability of their 
intensity information lying in that orientation. Following this more precise orientations 
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are derived based on an Expectation Maximisation step to narrow down the probability 
range in which the intensities lie (Figure 2.2a). Following this the intensities are 
compressed back into a 3D grid and the complete aligned diffraction reconstructed 
through interpolation. The feasibility of this scheme was demonstrated at FLASH 
using Iron nanorods (Loh et al, 2010).  
 
An alternative proposal is the common line method (Schneerson et al, 2008). This is 
based upon a methodology already used to extract 3D information from randomly 
orientated electron micrographs (Frank, 2006). For any given set of 2D projections in 
Fourier space of the same object, at random orientations, there must be at least one 
common line through the intensities shared between them, allowing the two diffraction 
images to be aligned relative to one another. Provided enough projections it is possible 
to determine the Euler angles of the diffraction and thus its orientation in reciprocal 
space (Figure 2.2d). In the case of short wavelengths, such as those produced by an 
XFEL, this technique faces some issues as a flat Ewald sphere must be assumed and, 
due to Friedel's law, the diffraction pattern will be Centro-symmetric, causing 
ambiguities in orientations that are translated 1800 relative to each other (Friedel, 
1913). This will not occur at either longer wavelengths or high resolution were the 
Ewald sphere is curved, thus removing translational ambiguity. This method has been 
proposed as a means for sorting diffraction from conformational isomers of 
macromolecules that may be present, as they will not share common lines (Schneerson 
et al, 2008). 
 
Another approach developed at this time exploits the fact that for diffraction patterns 
collected at XFELs there are only three degrees of freedom for their rotational 
orientation. Thus there are a finite number of potential 3D orientations for a given 
diffraction pattern (Fung et al, 2008). By assigning individual patterns to a region 
within a manifold of potential orientations based on Bayesian statistics it should be 
possible, given enough diffraction patterns and computing power, to obtain the relative 
orientations of all recorded patterns in 3D (Figure 2.2b). This approach, known as 
“Geometric Topographic mapping” (GTM), was employed to successfully recover the 
3D structure of an 8 residue peptide from thousands of simulated, randomly orientated 
diffraction patterns with signals as low as 10-2 photons/pixel (Fung et al, 2008). The 
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technique shows the feasibility of reconstructing 3D images from low signal to noise 
datasets, though it has yet to be shown experimentally.  
 
The two final methods of note are x-ray cross correlation analysis (XCCA) and 
ankylography. XCCA is an idea that was initially anticipated in the 1970s, where it 
was proposed that if a number of molecules could be frozen in either in time or space, 
then the recorded diffraction would contain snapshots of the molecule in a finite 
number of orientations (Kam, 1977). In this situation, with sufficient coherent 
illumination, the diffraction patterns would contain angular fluctuations in intensity, 
relating to the different orientations. By averaging the angular correlations of intensity, 
rather than just the intensity, over multiple diffractions patterns it should be possible to 
recover the Fourier modulus of an individual particle (Saldin et al, 2010) (Figure 2.2c). 
Initially experiments were hampered by weak flux, however, these principles have 
since been demonstrated experimentally at both synchrotrons and XFELs (Starodub et 
al, 2012; Pedrini et al, 2013). This technique benefits not only from increased 
scattering power from multiple particles, but also an improved hit rate as ‘good’ hits 
from isolated particles is challenging (Kirian and Saldin, 2013). Finally, given 
sufficiently symmetric particles, such as viruses, it should be possible to reconstruct 
complete 3D images from the angular correlations (Saldin et al, 2011). 
 
Ankylography, in contrast to the previously mentioned techniques, seeks to extract 3D 
information from a single, rather than from multiple, diffraction patterns (Raines et al, 
2010). This relies upon the oversampling of a diffraction pattern to high enough 
resolution that the Ewald sphere becomes curved. In this case, it is argued that the 3D 
information is contained within this curved diffraction pattern, and thus a 3D structure 
may be reconstructed via iterative phase retrieval (Raines et al, 2010) (Figure 2.2e). 
This is currently a source of much controversy, however, as the current voxel 
resolution is severely limited, the 3D data produced may be an external surface 
rendering rather than a true 3D density, and the scope of application may be limited 
due to highly restrictive constraints enforced on the reconstruction (Wang et al, 2011). 
Nevertheless, should these issues be overcome it presents an attractive solution for 
resolving 3D structure.  
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It was not until 2011, two years after the LCLS became fully operational, that two 
high impact studies were published demonstrating the realisation of XFELs as a tool in 
structural biology. The first of these introduced an entirely new experimental scheme, 
serial femtosecond crystallography (SFX), which was applied to solve the structure of 
Photosystem I from millions of 200 nm ~ 2 µm sized crystals at room temperature 
(Chapman et al, 2011). The final resolution was 8.5 Å, a vast improvement on earlier 
work, where only powder ring diffraction had been observed from such tiny crystals 
(Hunter et al, 2011).  
 
The second study demonstrated the imaging of a non-crystalline biological sample, the 
0.45 µm giant Mimivirus; delivered to XFEL pulses using the aerodynamic lens stack 
(Seibert et al, 2011). This work did not represent the first example of FEL imaging of 
biological material, earlier work had been performed on bacterial cells at FLASH 
(Seibert et al, 2010), however it was the first time sub-nm wavelength radiation had 
been used for single-shot imaging. Although the resolution here was limited to 32 nm, 
and there was much ambiguity in the final image due to low frequency data being lost 
through the hole of the pnCCD detector, it was a key demonstration of 
experimentation under many of the conditions outlined in previous, theoretical single-
molecule experiments.  
 
Figure 2.2: Analytical methods developed for processing single-shot diffraction 
data produced at XFELs. (a) Expansion Maximisation Compression (Loh and 
Elser, 2009). An initial guess is made of a sparse diffraction pattern and compared 
to the experimental data in several orientations. The best of the orientations will 
then be used to update the next guess until the final orientation is determined (b)  
Geometric Topographic mapping (Fung et al, 2008). Non-noise pixels will be 
assigned to a particular xyz coordinate within a 3D manifold. By comparing pixels 
across several tens of thousands of diffraction patterns it should be possible to 
reconstruct a full 3D diffraction. (c) X-ray cross correlation analysis (Kirian and 
Saldin, 2013). Angular correlations of intensity are performed over several 
thousand randomly orientated diffraction patterns arising from multiple particles 
(left). These are used to reconstruct the diffraction pattern of a single molecule 
(middle). This can then be inverted to produce a real space image (right), (d) 
Common line method (Schneerson et al, 2008). Diffraction patterns arising from a 
single particle represent cross sections of the Ewald sphere, as such they will 
contain common arcs in Fourier space (represented by C in the image) which can 
be used to align individual patterns. (e) Ankylography (Raines et al, 2010). Here 
the fact that at very high angles the diffraction pattern of an object becomes 
curved is used to extract 3D information of the object. 
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Single-molecule imaging still had many areas for improvement before sub-nm 
resolutions could be achieved. By contrast SFX held much more immediate promise, 
with the initial experiments limited predominantly by the detector geometry and 
incident wavelength (Chapman et al, 2011). In SFX experiments millions of µm to 
sub-µm crystals are ‘injected’ into the path of XFEL pulses via a liquid jet, produced 
by a Gas-dynamic Virtual Nozzle (GDVN) (Figure 2.3a) (DePonte et al, 2008). The 
timing of the jet with pulses is very challenging leading to the majority of crystals not 
interacting with individual pulses. Still, given enough time it is possible to collect 
millions of partial diffraction patterns which can be combined, using a novel suite of 
computer programs, known as CrystFEL, to create a complete pattern that can be 
treated in the same way as diffraction patterns collected by other crystallography 
methods (White et al, 2013).  
 
Initial experiments were somewhat inhibitive due to the very large quantities of 
crystals required, about 109 crystals/ml in several ml, to obtain a complete set of 
reflections (Chapman et al, 2011). Shortly after the work on Photosystem I high-
resolution SFX, to 1.9Å, was performed using crystals of lysozyme (Boutet et al, 
2012). The room temperature structure was almost identical to those captured from 
large crystals at synchrotrons under cryogenic conditions, demonstrating the feasibility 
of damage-free, high-resolution, room-temperature structures. Earlier work on 
Photosystem I was further improved by combining the GDVN with a visible light 
pump-laser for time resolved experiments (Aquila et al, 2012). Similar work was 
performed on Photosystem II with an improved resolution of 6.5Å (Kern et al, 2012). 
The ability to perform such experiments on small crystals with large unit cells makes 
SFX very attractive as a method to perform structural analysis of membrane-bound 
protein complexes, where obtaining large crystals is challenging (Moraes et al, 2014), 
and also enzymes containing metal ion redox centres, where cryoprotection or 
prolonged x-ray exposure can often disrupt the metal co-factor’s oxidation state 
(O’Neil et al, 2002).   
 
The next major landmark came alongside a new method of protein crystallisation, in-
vivo crystallography. Here, insect recombinant protein being over-expressed in insect 
cells will spontaneously form crystals within the cell (Koopmann et al, 2012). These 
crystals are incredibly robust and can be extracted from the cells with very little 
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special consideration. Using this method of crystal production in combination with 
SFX it was possible to solve the natively inhibited and fully glycosylated form of 
capthesin B from Trypanosoma brucei, which represented the first novel structure to 
be solved by SFX (Redecke et al, 2013). Further to this the structure of a bacterial 
photosynthetic reaction centre was resolved to 3.5Å from microcrystals produced in 
the lipidic sponge phase (LSP) (Johansson et al, 2012). This was achievable as the 
GDVN can handle a wide range of viscosities. Of the 2,000,000 diffraction patterns 
captured in this experiment, only 1,000 were actually indexed, suggesting a big 
problem for these experiments was still hit rate (Weierstall et al, 2012). Recent work 
has focussed on computationally reducing this constraint by reducing the number of 
frames required to produce a high-resolution, accurate structure (Hattne et al, 2014).     
 
Recent developments in injector technology have opened up a new avenue in SFX. 
The Lipidic Cubic Phase (LCP) represents a novel means for producing crystals in a 
mesophase lipid that mimics the lipid bilayer of cells (Caffery, 2009). This bilayer can 
form lamella-like sheets that help to order the membrane bound proteins in such a way 
that crystal contacts can be formed (Caffery, 2008). This typically forms small micron 
sized crystals making it a challenge for traditional synchrotron based study but ideal 
for SFX. The major problem, however, was the high viscosity of LCP making it 
difficult to handle with current injector systems. A modification was made to 
incorporate a high-pressure hydraulic stage, which would allow LCP to be forced out 
of the injector at over 68 MPa (Weierstal et al, 2014). This system comes with the 
benefit of operating at a very low flow rate, corresponding to a dramatic improvement 
of hit rate and a reduction in quantity of crystals required (Liu et al, 2013). This set-up 
has been used to determine structures from a variety of membrane proteins, including 
some from the family of GPCRs (Liu et al, 2013); many of which have important roles 
in human disease (Congreve et al, 2011). Interestingly it was noted that for one such 
protein the room temperature structure was be subtly different to that which had 
previously been resolved under cryogenic conditions (Liu et al, 2013). 
 
Another new innovation in the field of SFX is the analysis of 2D crystals, previously 
only possible in EM. Here 10 nm thick 2D nanocrystals, derived from both soluble and 
membrane bound proteins, were fixed to Si3N4 membranes and aligned to XFEL 
pulses for diffraction experiments at room temperature (Frank et al, 2014). Single 
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exposures on the nanocrystals produced diffraction up to a resolution of close to 8 Å 
and it was possible to resolve the 2D projection densities via molecular replacement 
with previously solved crystal structures. Another critical step in SFX's development 
as a technique is the recent publication of a de novo structure determination of a 
protein from SFX derived data alone (Barends et al, 2014). Here SFX was performed 
on derivitised samples of lysozyme and the phases were recovered using SAD, 
demonstrating that de novo phasing techniques applicable at synchrotrons are equally 
applicable at XFELs. 
 
Like synchrotron-based crystallography before it, SFX may present some novel 
opportunities for solving the phase problem. Provided that the crystal being 
intercepted by the x-ray pulse is smaller than the focussed beam size then diffraction 
fringes will form at the Bragg peaks, as noted with Photosystem I (Chapman et al, 
2011). It was possible to use this extra frequency information to reconstruct real space 
images of the nanocrystals via iterative phase retrieval. It has been proposed that this 
can be extended further by exploiting the gradient of intensity that the fringes 
represent, as well as the direct intensity at the peak location, as a means of phasing the 
entire pattern (Chen et al, 2014a). An important consideration here is the disorder 
present in the nanocrystals themselves, arising from the large surface to volume ratio 
and low number of unit cells in nano-sized crystals (Dilanian et al, 2013). It is thought 
that the contribution of such disorder will be negligible however, diffuse background 
scattering from disordered domains at the surface of crystals will be much diminished 
compared from the diffraction from correlated domains in the crystal (Chen et al, 
2014b). The potential applications of this phenomenon are far from being realised and 
as such this is still an area of intensive research.    
 
Single particle imaging has not enjoyed such success however, at least in relation to its 
application to structural biology. Following the experiments on Mimivirus, several 
other viral particles were investigated and whilst no real improvements were made in 
terms of resolution, improvements in sample delivery meant that a much larger 
number of data sets could be collected (Kassemeyer et al, 2012). These data sets were 
made freely available in a new net-based database, similar to the PDB, called the 
Coherent X-ray Imaging Databank (CXIDB) in the hopes that it would aide in 
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algorithm development for all of the data processing steps required for single particle 
imaging (Maia, 2012). 
 
For all of these experiments a gas-phase particle injector has been used (Figure 2.3c). 
Whilst this has the benefit of low background noise, it does suffer from a low hit rate 
due to the difficulty in aligning the mm-sized particle beam with the µm-sized XFEL 
pulses. In an attempt to improve on this hit rate other sample delivery systems based 
on a fixing the sample upon a substrate have been explored (Figure 2.3b). This 
includes a system based upon cryo-stages typically employed in cryo-EM, called 
Kotobuki-1, which has been applied to single-shot imaging of frozen hydrated 
organelles (Nakasako et al, 2013). Another method involves the encapsulation of 
samples in solution between two Si3N4 membranes in a micro, liquid enclosure and 
imaging the hydrated samples at room temperature (Kimura et al, 2014). 
 
More progress has been seen in the field of materials science and condensed matter 
where single-shot imaging has been used to map femtosecond changes in the strain 
fields of nanocrystals (Clark et al, 2013), and investigating the size distributions of 
nanoparticles produced via different methods (Takahashi et al, 2013). The use of 
single-shot imaging here has a unique benefit over techniques such as EM as it can 
record not only statistical information on the size distribution within a population, but 
also correlate this to fluctuations in the internal density of particles (Takahashi et al, 
2013). Similar studies have also been performed on clusters of soot (Loh et al, 2012) 
and core-shell Co-SiO2 aerosol particles (Pedersoli et al, 2013). The ability to study 
these molecules in the gas phase, the environment in which they are produced is a key 
benefit, as typically they must be fixed to a substrate, a process that may disturb their 
morphology (Loh et al, 2012). These studies sought to extract as much information as 
possible from recorded ‘hits’ by applying SAXS methodologies to explore the fractal 
dimensions of clusters that were too large to undergo image reconstruction. Whilst 
these studies are not directly related to biology it is important that the experimental 
methods they encompass are developed as they are likely to be just as valid for studies 
of biological matter. 
 
Other work pertaining to biology at XFELs has focussed on theoretical methods for 
improving the weak scattering of biological molecules, or extending the lifetime of 
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molecules exposed to individual XFEL pulses. One method involves the use of a 
highly diffracting reference particle, such as a gold nanoparticle, to produce an intense 
reference wave (Shintake, 2008). The weak scattering from the biological sample will 
interfere with the reference wave to give a new interference pattern that consists of 
information derived from both the biomolecule and the reference particle, similar to 
techniques employed in holography (Charriere et al, 2006). This should dramatically 
increase the number of photons that arrive at the detector to improve the resolution of 
image recovery. In practice, however, this may not be so straightforward as the intense 
scattering from the reference particle may distort the final image. Strategies for 
deconvoluting the scattering of both objects, as well as taking into account the effect 
of shot noise, will need to be developed for this technique to be feasible. 
 
Extending the length of time a molecule can withstand an XFEL pulse is another 
means to increase the number of photons it will scatter. One method to achieve this is 
to incorporate a ‘sacrificial tamper layer’. This acts as a barrier to thermodynamic 
expansion of the macromolecule following exposure to XFEL pulses, extending the 
exposure time scale (Hau-Riege et al, 2010). The idea was demonstrated 
experimentally at FLASH using with nm-sized Al pillars coated with a layer of Si. The 
particles with a tamper layer were shown to diffract to a higher resolution than those 
without coating for the same pulse duration (Hau-Reige et al, 2010). Whilst the shape 
of the objects was not altered dramatically there was still a large perturbation to the 
electron density and this still needs to be resolved. It was proposed here, and later 
confirmed in SFX experiments, that water or vitreous ice could act as a tamper layer in 
single biomolecular imaging experiments (Fromme and Spence, 2011). 
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Figure 2.3:  Principle sample delivery schemes used for SFX and single particle 
experiments at XFELs. (a) Gas-dynamic Virtual Nozzle (GDVN). Arrows indicate 
the flow direction of focussing gas and a light microscope image of a focussed 
liquid beam is shown inset. Adapted from Spence, (2012). (b) Fixed target 
scheme. Dehydrated, hydrated or frozen hydrated samples can be fixed to a 
substrate and exposed to XFEL pulses by raster scanning (red arrows). A 
microscope image of one such substrate following exposure to XFEL pulses at 
SACLA is shown inset. (c) Aerodynamic lens stack. Neutralised particles are 
vaporised using a nebuliser and then focussed via a pressure gradient, indicated by 
the top black arrow. Adapted from Benner et al, (2008).      
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2.6: Current challenges faced by structural biology experiments at XFELs 
 
The challenges that structural biology experiments are currently facing at XFELs can 
broadly be described as either technology derived or physical phenomena derived. So 
far much of the developments have been involved in practical aspects of actually 
performing experiments with a new light source. A critical challenge with XFELs is 
that due to the way in which they are produced it is currently only possible to have one 
beamline, and therefore one experiment, running at any given time. This is in contrast 
to synchrotrons where several end stations are available simultaneously. For this 
reason it is essential that experimental platforms to be used at XFEL end stations 
should either be flexible enough to perform a wide variety of experiments, or portable 
enough that they can be easily be moved in and out of an experimental hutch, without 
wasting a considerable amount of allotted beamtime (Song et al, 2014; Boutet et al, 
2010).   
 
The single beamline problem actually poses a significant challenge to development; 
new instruments typically require considerable commissioning time, but it is difficult 
to allot such time when competition for the two currently operational XFELs is so 
high. Solutions under development are the employment of fast beam switching 
systems, where pulses can be siphoned off to alternate end stations whilst experiments 
are experiencing periods of downtime (Hara et al, 2013). Alternately the use of beam 
splitters, to create multiple pulses from a single original, will allow for multiple 
experiments to run simultaneously (Osaka et al, 2013). This was demonstrated 
recently at the LCLS, where the loss of intensity caused by the splitting did not 
significantly diminish experimental results (www6.sla.stanford.org). Clearly there is a 
need to actively pursue and characterise optical components necessary for such 
specialised operation. This will become even more critical at the European XFEL, 
which will operate at several KHz, to ensure that the pulses are used in the most 
efficient manner, particularly as performing single-shot experiments at such a 
repetition rate will be challenging. 
 
Another major challenge to overcome for the life sciences is the poor scattering cross 
section of biological molecules with hard x-rays. This challenge is evident when 
looking at the relative success of SFX compared to single-shot imaging. Improvements 
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in the quality of XFEL beams, through self-seeding, will result in greater stability and 
intensity of the source. This can provide a boosted SNR through the combination of 
frames, a task that is currently very computationally expensive due to the large number 
of variables to be accounted for. With improvements in stability will also come 
improvements in focussing, and subsequently a greater photon density at the sample 
position. This should increase the number of observed scattering events. 
 
There are still several improvements that need to be made in sample preparation and 
handling to fully exploit any improvements in the source. Paramount in this is sample 
delivery. SFX experiments, in particular those that use the LCP injector, are fast 
approaching the theoretical hit-rate limit for single particles, 37 ~ 40% (Liu et al, 
2013). For non-crystalline material, however, this is still much lower, 0.2 ~ 3% 
(Kimura et al, 2014). Clearly an improvement in sample delivery and orientation will 
play a significant role in future single-shot experiments. Arranging samples into 
nanoclusters, or the use of reference particles are potential methods for improving the 
currently weak scattering directly. Development of analysis schemes that can deal with 
superposition of multiple scattering particles (such as XCCA) or analysis schemes that 
exploit the multiple sources of sample information that XFELs produce will also be 
important. For this to happen large numbers of datasets need to be available to close 
the gap between simulation and reality, which again puts increased pressure on 
improving sample delivery and alignment. Finally fine sample alignment will 
overcome some of the challenges currently faced in 3D density reconstruction as it 
allows knowledge of a particle’s orientation to be known a priori. 
 
Another key challenge that will face XFEL based experiments is one of computation. 
The European XFEL operating at full capacity will provide over 800 TBs of data a day 
(Coughlan et al, 2012). This is far more than can be handled manually and it will 
require much advancement in not only acquisition, but also in storage and 
management (Kameshima et al, 2014). Currently the vast majority of frames are 
empty, so it is important that there is development of software for the automated 
recognition and classification of diffraction patterns (Tokuhisa et al, 2013), and 
systems for unsupervised detection, processing and reconstruction of large numbers of 
single-shot data sets (Park et al, 2013). Automation of many data processing steps has 
been a boon to both crystallography and EM experiments and this will also be the case 
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at XFELs. Such sorting algorithms will be particularly useful is single-shot imaging 
reaches a stage similar to that currently achieved in SPA with electron microscopes. 
 
One final challenge will be dealing with the unexpected ways that matter will interact 
with the XFELs. This is the first time in history that such single-shot experiments have 
been feasible with hard x-rays. Exposing biological molecules to such intense pulses, 
far beyond the tolerable radiation dose will have a wide variety of new consequences. 
These will need to be properly modelled and observed to help understand the data that 
is acquired, and how it should best be interpreted. Such unexpected effects, such as the 
diffuse intensity recorded around Bragg peaks in SFX, have already led to novel 
analysis schemes (Chen et al, 2014b). Better characterisation of the damage dynamics 
that occur following exposure will be important in guiding methodology development 
to diminish such effects. For example the observation that primary density loss 
occurred through a positively charged surface in simulated single-shot experiments is 
what led to the potential of a sacrificial tamper being recognised (Hau-Riege et al, 
2010). These studies are also crucial for benchmarking the ideal photon energy and 
pulse length to be used in a given experiment to provide both the maximum resolution, 
with the minimum sample damage effects (Spence et al, 2012).   
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Chapter 3: Physical and mathematical background  
 
3.1: X-rays’ interaction with matter 
 
This thesis deals extensively with the scattering of X-rays from soft matter and as such 
it is important to address the underlying physical basis for such interactions. When X-
rays impinge upon matter there are several interactions that can occur. Of primary 
interest here is the process of elastic scattering, whereby an X-ray photon interacts 
with a particle causing it to accelerate and emit radiation at the same wavelength as the 
incident photon. In the case of coherent illumination this will result in interference and 
therefore diffraction. The second type of scattering that may occur is inelastic, or 
Compton, scattering. Here, by contrast, the wavelength of the scattered radiation is 
altered, known as the Compton shift. The resulting radiation is always incoherent and 
typically causes increases in the background noise. Whilst important, the Compton 
scattering cross section of biological materials is close to insignificant at the hard X-
ray energies (5 – 10 keV) involved here and its contribution may be ignored. 
 
Another possible outcome for an X-ray photon interacting with matter is absorption. 
This interaction causes energy to be transferred to an electron so that it becomes 
excited and ejected as a photoelectron; typically occurring in tightly bound K-shell 
electrons. To conserve the energy of the system an electron from an outer energy level 
will drop down to fill the core hole and in doing so will a emit a fluorescent photon of 
lower energy than the incident photon. Fluorescence is a process of significance in 
heavier atoms, however, for the lighter atoms of biological material it is much less 
frequent. Nevertheless photoabsorption plays an important role when investigating 
biological molecules due to its major contribution to radiation damage, as alluded to in 
chapter 2, through Auger emission (Hau-Riege and Chapman, 2008).  
 
For hard X-rays, of the of photons that will interact with the material under 
investigation, the vast majority of these interactions occur through the photoelectric 
effect and as such radiation damage is always a major concern; particularly as only 8% 
of the remaining interactions will result in useful, elastic scattering (Holton, 2009). 
Another important consideration for X-ray experiments is attenuation, whereby the 
 49 
intensity of the incident X-ray beam is reduced as it passes through matter. The 
attenuation length denotes the distance at which the transmitted intensity drops by a 
factor of 1/e. For biological molecules consisting predominantly of H, C, N and O, this 
is typically on the order of hundreds of µm for hard X-rays. As the material under 
investigation is typically one or two orders smaller than this the attenuation is 
negligible and does not need to be considered in the following analysis. 
 
3.2: Kinematical, Far-field diffraction and approximations 
 
As X-rays are a form of electromagnetic radiation they are subject to the same 
particle/wave duality as other forms of light; either existing as a particle of energy ε or 
as a wave of wavelength λ. These can be interrelated through   
                                 (3.1) 
where h is Planck’s constant and c is the speed of light. This shows that it is possible 
to convert between the two forms  however when describing different phenomena it is 
more convenient to choose one nature over the other. For scattering phenomena X-
rays are most conveniently thought of as waves and this formality will be maintained 
in the following discussions. The experiments to be discussed later involve single, 
elastic scattering events from non-crystalline soft matter in the far-field. As such the 
first-order Born approximation, that the scattered wave can be considered a plane 
wave, is assumed. Further to this the Fraunhoffer (or far-field) approximation, which 
states that phase contributions from waves scattered by an object vary linearly with 
distance, is also assumed in the following discussions. This section serves merely as 
an introduction to the background theory and more detailed treatment and dervitisation 
can be found in the literature upon which it has been based (Jackson, 1999; Glatter and 
Kratky, 1982; Svergun and Koch, 2003; Veen and Pfeiffer, 2004).  
 
3.3: Scattering from a single charged particle 
 
When matter is exposed to electromagnetic radiation, such as X-rays, the charged 
particles contained therein will interact with the electric field of the propagating 
radiation wave. This interaction causes the particle to accelerate and oscillate along the 
propagation direction of the electromagnetic wave, the transverse direction. This 
  
ε =
hc
λ
 50 
oscillation allows the particle to act as a secondary radiation source, emitting a 
scattered wave (Jackson, 1999). It is important to note here that because these events 
require the acceleration of a particle the contribution of protons is negligible when 
discussing X-rays, due to their mass being 2000 times that of electrons. For this reason 
in following discussions “charged-particles” and “density” can be assumed to refer to 
electrons. 
 
The incident and scattered waves can be described as wave vectors denoted by ki and 
ko respectively. By taking a classical electrodynamic description the electric field of 
the particle at a position in space r and at time t is 
 
    E  (3.2) 
 
where k = k = 2π / λ , λ is the X-ray wavelength and v is oscillation frequency, which 
can be denoted as v = ck, with c being the speed of light. û is the vector representing 
the polarization of the electromagnetic radiation, where  for a transverse 
electromagnetic wave. The geometry of these scattering vectors is summarised in 
Figure 3.1. 
 
Figure 3.1: Geometry of a single elastic scattering event placed at the origin and 
observed at a distance R from the event. 
E(r,t) = uˆEe2πik⋅re2πivt
uˆ ⋅ kˆ = 0
 51 
The magnitude of the wavevector observed at point R is then proportional to the 
electrons acceleration at a retarded time t’ = t-R/c (Jackson, 1999) 
                                        (3.3) 
where ε0 is the permittivity of free space and a(t’) is the observed acceleration, which 
can be evaluated as 
                                                                                                                                                   (3.4) 
where me is the electron mass and sinθ is the angle formed between û and ko (Figure 
3.1), Substituting this back into equation 3.2 then gives 
                                         (3.5) 
where re is the classical electron radius and ω is the oscillation frequency replacing 
2πv. 
 
In a typical scattering experiment however it is not possible to measure the electric 
field directly. Instead detectors will record a time-averaged intensity, which is 
proportional to the square of the radiated electric field E. This can be described by 
                                                                                               (3.6) 
Here the exponential term, which is a complex phase factor, will disappear when 
measuring intensity, as noted in chapter 1. 
  
3.4: Scattering from bounded electrons in atoms and molecules 
 
For an atom or molecule scattering can be thought to derived from a continuous 
distribution of charges, or rather a time averaged electron density p(r). The resulting 
scattered wave will be an integration over the contributions from all points within the 
bounded volume, separated from the origin point by a distance r (Figure 3.2). Here the 
outgoing vectors, ko, are assumed parallel under the Fraunhoffer approximation. The 
scattered amplitude is then a function of the momentum transfer between the incident 
and outgoing vectors about the scattering angle θ denoted q = k0 – ki. Integrating this 
across all points then gives the Fourier transform 
Eo(R,t) = − e4πε0c2R
⎛
⎝⎜
⎞
⎠⎟
a(t ')
a(t ') = eme
Eoe−2πivt ' sinθ
Eo = − e
2
4πε0mec2
⎛
⎝⎜
⎞
⎠⎟
eikR
R Eie
− iωt sinθ = re e
i2πkR
R Eie
− iωt sinθ
I = E2 = Ei2 re
2
R2 sin
2θ
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f (q) = p(r)ei2πqird 3r∫                                             (3.7) 
 
which is known as the atomic form factor. Typically the polarization factor of the X-
ray wave, sin2θ, should also be considered in discussions of scattering. However in the 
cases to be discussed here θ is very small leading sin2 θ to have a value close to one 
and it can therefore be removed. For a collection of atoms located at position ri relative 
to one another, each atom will act as an independent radiator and the scattered electric 
field can then be considered the aggregate of all the atomic form factors, provided 
each atom radiates coherently with respect to its neighbour. This electric field can be 
expressed as  
 
E0 = Ei
re
R fi (q)e
i2πqiri
i
∑                                      (3.8) 
 
The atomic form factors for the 92 most common elements have been calculated and 
tabulated in the international tables for crystallography (Henke et al., 1993). 
 
Figure 3.2: Scattering geometry from a point within a continuous distribution of 
electron density p(r). 
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To calculation of molecular form factors then requires the convolution of atomic form 
factors for each atom present within a molecule, along with the atom type’s 
distribution within the molecule. According to the convolution theorem of Fourier 
Transforms (FT), the FT of a convolution of two functions is the product of the two 
functions  (Goodman, 1996), or formulaically 
 
                     (3.9) 
 
where ,  and the operator represents the 
convolution of two functions. Using this the electron density of a molecule can be 
expressed as  
                                      (3.10) 
Where pj(r) is the density of an atom with atomic number j and  is the 
distribution of the atom type within the molecule. With the electron density written in 
this convoluted form the molecular form factor can be written as the product of two 
functions  
               (3.11) 
where fj(q) is the atomic form factor defined in equation 3.6. 
 
3.5 Small angle X-ray scattering 
 
SAXS is a useful technique for studying amorphous material and in particular solution 
SAXS has been steadily gaining interest as a powerful tool for investigating non-
crystalline biological material (Rambo and Tainer, 2013). In such experiments the 
measured intensity will arise from the difference in electron density between the 
solvent (p(r)s) and the solute particles (p(r)p), known as the scattering contrast (Glatter 
and Kratky, 1982) and can be represented as 
 
                                          (3.12) 
 
 F(g(x))× F(h(x)) = G( f )× H ( f ) = F(g(x)⊗ h(x))
 G( f ) = F g(x)( )  H ( f ) = F(h(x)) ⊗
p(r) = pj (r ) ⊗
j=1
N
∑ pmol j (r)
pmol j (r)
Δp(r) = p(r)p − p(r)s
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This intensity is the result of the interference between scattered waves from point 
scatterers within an object such that, with an incident beam of ko=2π/λ and a scattering 
angle of 2θ, the intensity will vary simply as a function of the momentum transfer q, 
alternatively denoted s in the literature (Svergun and Koch, 2003). Given a 
monochromatic beam of fixed wavelength λ that is scattering over small angles, q may 
be defined as 
                                               (3.13) 
The relationship between the measured intensity and the scattering density is then 
expressed as 
 
I(q) = (Δp(r)ei2πqir dr)2
0
∞
∫                                     (3.14) 
Here the pointed brackets represent the fact the scattering density is not fixed but 
rather a rotational average over all possible conformations of all particles within the 
scattering volume (Glatter and Kratky, 1982). This results in, provided a monodisperse 
sample with little to no interparticle interference, a radially symmetric, diffuse 
scattering pattern (Figure, 3.3). 
q = 4π sinθ
λ
Figure 3.3: Scattering geometry for small angle scattering experiments. 
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This averaging also leads to a smearing of the density information such that p(r) does 
not relate to discrete positions but rather a distance distribution function. Typically the 
2D scattering pattern will be collapsed in a 1D scattering curve. This curve can then be 
used to obtain several parameters related to the particles size and shape (Glatter and 
Kratky, 1982). This is particularly relevant at low q where two model free structural 
parameters can be readily calculated. The first of these is the radius of gyration (Rg), 
which is the root-mean square of the distances of all electrons within the particle from 
its centre of mass. The second is the intensity at the origin (I0), typically lost behind a 
beamstop in experiments. These two parameters are related through the Guinier 
approximation, which assumes that the gradient of the curve is linear at very low Q 
(Guinier, 1939), such that 
                         (3.15) 
From here Rg is readily calculated from the slope of the curve, and I(0) by 
extrapolation to the Y intercept. Provided that the data has been obtained on an 
absolute scale, by calibrating the measured intensity against a standard, it is possible to 
calculate the MW of the particle by 
                                               (3.16) 
where C is the mass per unit volume, v is the partial specific volume and Na is 
Avogadro’s number. This is particularly informative where a priori information about 
the molecule under investigations MW is known, as significant deviation from this 
value will be indicative of truncation or aggregation (Svergun and Koch, 2003).  In 
fact his low q region can be used directly to infer several things as an upturn or 
downturn from a linear slope in the Guinier region indicate aggregation and 
interparticle interference respectively (Figure 3.4(a)). 
 
Another key parameter that can be obtained from the curve without additional 
information is the excluded volume, or Porod volume, which can be obtained by the 
Porod equation (Porod, 1951) 
                                         (3.17) 
 
I(q) = I(0)[1− 13Rg
2q2 +…]≅ I(0)e−
Rg2q2
3
MW = I(0) ⋅NaC ⋅(Δp ⋅v)2
V = 2π
2I(0)
[I(q)− K4 ]⋅q2 dq
0
∞
∫
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Where K4 is a constant determined to ensure the intensity decay is asymptotic, 
proportional to q-4 for higher angles following Porod’s law for homogenous particles. 
The denominator can alternatively be written as Q, which is known as the Porod 
invariant. The final piece of information that can be extracted from a curve directly is 
through the Kratky plot, which is a plot of q2I(q) vs. q (Glatter and Kratky, 1982). A 
prominent peak in this plot at low q indicates that a particle is highly compact, in the 
case of proteins this is a good indicator of the level of folding of the protein (Svergun 
and Koch, 2003). A Kratky plot that increases continuously in q2I(q) indicates an 
extended conformation, or for proteins an unfolded conformation (Figure 3.4(b)). 
 
Typically analysis of a SAXS curve can consist either of analysis in reciprocal or real 
space. For analysis in reciprocal space this typically involves the fitting of predefined 
shape form factor functions to the scattering curve to extract real space parameters 
(Figure 3.4(c)). The simplest of these is the sphere, which can be defined as 
                        (3.18) 
where Δp and V are the scattering contrast and volume as previously defined, and R is 
the spherical radius. This will typically be combined with a structure factor (s(q)) that 
describes the interaction and packing of particles within a system such that 
 
I(q) = p(q) ⋅ s(q)                                               (3.19) 
 
These models will typically contain a range of free parameters that can be fit to 
intensity data via iterative methods such as least chi squared fitting or Monte-carlo 
fitting. For a more complete overview of this approach the online manuals of program 
suites specifically developed for such fitting, such as Sasview (sasview.org) and Sasfit 
(sasfit.ingobressler.net) contain an extensive collection of form and structure factors 
for model shapes and systems, as well as a more detailed explanation of the fitting 
procedure. 
 
An alternative approach is to perform an indirect Fourier transform of the measured 
intensities to obtain the p(r) function directly 
I(q)sphere = (Δp2 )V 2 3
sin(qR)− qRcos(qR)
(qR)3
⎡
⎣⎢
⎤
⎦⎥
2
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	 	 	 	 	 	 	 	 	 	 	     	                	   (3.20) 
This function then represents a distribution of all the pair-wise distances within the 
particle up to the maximum dimensions of the particle, Dmax. The shape of this 
function can be very informative. Typically symmetrical particles will have a bell 
shaped distribution with a maximum at Dmax/2. For particles with multiple domains 
there are generally multiple peaks within the p(r) distribution and extended particles 
will display a p(r) distribution that is skewed (Figure 3.4(d)). 
 
This method is particularly useful for the analysis of biomolecules by SAXS as the 
complex nature of their structure typically renders the 1D scattering curve they 
produce featureless. This distribution has been notably well exploited in the 
production of low-resolution models from scattering curves by modelling the structure 
as a series of independent substructures, representing a collection of discrete spherical 
harmonics (Harrison, 1969), which is expressed as 
                                         p(r) ≈ pL (r) = plm (r)Ylm (ω )
m=−1
l
∑
l=0
L
∑                                 (3.21) 
where plm(r) and Ylm(ω) are radial functions, L is a truncation value defining the 
accuracy of the expansion and (r, ω) are spherical coordinates. The intensity can then 
be calculated from the partial amplitudes by 
                                       I(q) = Il (q) = 2π 2 Alm (q)
2
m=−1
l
∑
l=0
L
∑
l=0
L
∑                                (3.22) 
and the partial amplitudes (Alm) are related to plm(r) via the Hankel transformation 
                                         Alm (q) = il
2
π
jl (qr)plm (r)r2 dr
0
∞
∫                                    (3.23) 
where jl(qr) are spherical Bessel functions. 
 
This method is not only useful for estimating particle shapes in real space, given that 
constraints are provided by both the p(r) function and the measured I(q), but also for 
estimating the theoretical 1D scattering curve from a known crystal structure, as in the 
software package CRYSOL (Svergun et al., 1995). 
p(r) = r
2
2π 2 q
2I(q) sin(qr)qr dq0
Dmax
∫
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Figure 3.4: Analysis schemes for SAXS data in reciprocal and real space. (a) 
Guinier analysis in the low q region. (b) Kratky plot demonstrating a highly 
folded molecule. (c) Scattering curves from simple objects, colours for curves 
correspond to the coloured object (inset). (d) p(r) distribution calculated from 
model functions in (c). (e) Outline of the dummy atom modelling approach. A 
spherical distribution of dummy atoms with diameter Dmax randomly switch 
between solvent and molecule desity. Eventually an envelope structure is 
produced representing the best fit to the experimental scattering curve (inset is a 
model of the protein fkb52 produced in DAMMIF). 
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This method was later developed further by replacing the spherical harmonics with 
dummy atoms that are then placing these inside a sphere with a diameter set equal to 
the Dmax obtained from the measured scattering curve (Figure 3.4(e)). This process of 
Dummy Atom Modelling (DAM), or bead modelling, then allows for a structure to be 
produced ab initio by an iterative simulate annealing algorithm. Here the beads within 
the sphere are initially at a “High temperature” and permitted to change freely, and 
randomly, between solvent and solute states. Changes that minimise the goal function, 
typically the goodness of fit between the experimental intensity and that calculated 
from the current model, will be kept. After a set number of successful changes the 
temperature will “drop” and the freedom of the bead movement will become more 
restricted.  
 
This method is employed in many of the current ab initio modelling software, 
including DAMMIN (Svergun, 1999), GASBOR (Svergun et al., 2001) and DAMMIF 
(Franke and Svergun, 2009) all of which can found in the ATSAS analysis suite, 
which is widely used in structural biology (www.embl-hamburg.de). It should be 
noted that due to the ambiguity inherent in SAXS data it is not unusual to obtain 
multiple structures that fit a given curve equally well, so care must be taken when 
drawing conclusions. 
 
3.6: Coherent X-ray scattering 
 
For experiments discussed in chapter 5 ad 6 of this thesis, the scattering arises from 
samples exposed to a beam that is fully coherent, i.e., all of the incident photons are in 
phase. This has important consequences, as the scattering process will give rise to 
interference effects within the scattered beam. This interference will eventually lead to 
a speckle pattern, which, in contrast to the diffuse scattering of SAXS, contains 
information not only relating to a particles shape, but also its internal structure (van 
der Veen and Pfeiffer, 2004). This key difference is summarised in Figure 3.5. 
 
As can be seen here, in the case of incoherent illumination the resulting scattering will 
depend upon the distances between the point scatterers within the illuminated matter, 
d, with the major peaks in scattered intensity arising at the spacing λ/d. For coherent 
illumination this will also be the case but finer features, or speckles, will also be 
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present, dependent upon the illumination area, a, and with an angular spacing of λ/a. 
As these speckles correspond to the interference within the scattered wavefront they 
have an angular dependency and their positions are representative of all point 
scatterers within the illuminated area (van der Veen and Pfeiffer, 2004).  For this 
reason the speckle pattern will contain inherently more information than the diffuse 
scattering pattern. With incoherent illumination the pattern represents an average over 
all conformations and distances. The coherent speckle pattern, by contrast, reveals 
information of just one state of the system, as altering one point scatterer will alter the 
whole system (van der Veen and Pfeiffer, 2004). 
 
Whilst this phenomenon has multiple different applications, the focus here will be on 
coherent scattering from well-isolated single molecules. For a well-isolated object it is 
possible to determine its real space structure from the observed speckle pattern by a 
process of direct phase retrieval in a lensless imaging technique known as Coherent 
Diffractive Imaging (Miao et al., 2011). 
 
Figure 3.5: Comparison of far field diffraction from an inhomogenous scatterer 
with incoherent (top) resulting in diffuse, continuous scattering, and coherent 
(bottom) illumination, resulting in a speckled diffraction pattern (adapted from van 
der Veen and Pfeiffer, 2004). 
 61 
3.7: Coherent Diffractive Imaging 
 
In typical crystalline diffraction, different intensities are confined to areas in reciprocal 
space where Bragg’s law is satisfied (Bragg, 1913), i.e., areas where 
 
                                                      λ = 2d sin(θ )                                                   (3.24) 
 
where d is the lattice spacing, 2dsin(θ) is the path-length difference between the two x-
rays that interfere constructively and λ is the wavelength. In a typical diffraction 
experiment this results in very sharp peaks at 1/a for an infinite array of objects where 
the spacing between them is equal to the inverse of the objects size, a (Figure 3.6). 
These peaks then represent the square of the amplitude, the Fourier modulus of p(r)2, 
however as noted earlier in this chapter the complex phase term, ei2πkR, is lost. This is 
the phase problem discussed in chapter 1. As the amplitudes are measured at a spacing 
of 1/a but are zero otherwise, only half the necessary information is available, as now 
for each value in reciprocal space there are two unknown values in real space (van der 
Veen and Pfeiffer, 2004). 
 
For an isolated object that is illuminated coherently, in an area at least twice the 
objects size, the diffraction pattern will still contain maxima at 1/a but will also 
contain a continuous speckled distribution of intensity with a width of 1/2a (Figure 
3.6).  The consequence of this is that the diffracted intensity is now sampled in 
reciprocal space by a factor of two. In this case the number of known values is equal to 
the number of unknowns and so unique solutions can be found to the inverse Fourier 
transform of the measured amplitude (van der Veen and Pfeiffer, 2004). 
 
According to Shannon’s theorem these patterns are now ‘oversampled’ as the intensity 
will be measured at twice the frequency of the amplitude, or twice the Nyquist 
frequency. That the phase problem could be solved in this manner was first suggested 
by D. Sayre (1952), who observed that if crystal diffraction could be measured at the 
midway point between Bragg reflections, the half Miller indices, then the phase would 
be uniquely encoded in the diffraction provided it was centrosymmetric and the object 
existed within a finite support area. This idea became known as the oversampling 
 62 
method and relies on the fact the autocorrelation function of an objects electron 
density is twice the size of the object itself (Miao et al., 1998)  
 
              F
−1[I(q)]= F−1[F*(q)F(q)]= F−1[F*(q)]⊗F−1[F(q)]= p(r)⊗ p(−r)        (3.25) 
 
As a result if an object is illuminated in an area at least twice its size then a significant 
portion of the density must be equal to zero, whilst a specified support region will 
contain the non-zero density. Information is now available in both reciprocal, the 
measured intensities, and real space, the zero density outside of the support region, and 
so it should be possible to retrieve the phases of the diffraction pattern iteratively and 
reconstruct a real space image. 
Figure 3.6: Coherent diffraction from an infinite array of objects (top) and from 
an isolated object contained within a zero density region twice its size (bottom). 
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3.8: Iterative phase retrieval 
 
In the previous section the basis for direct phase recovery was outlined. Here the 
methods that have been developed to achieve this based on those ideas will be 
discussed. The earliest algorithms developed for direct phase retrieval were conceived 
by Gerchberg and Saxton for the analysis of electron microscopy and astronomical 
data (Gerchberg and Saxton, 1972). These algorithms switch between real and 
reciprocal space whilst enforcing the known restraints of both; the measured intensity, 
non-negativity and zero density outside of the support region (Figure 3.7). Through the 
use of computers and the FFT method it was possible to rapidly recover the phases 
from diffraction images by finding the best possible phase solution that fits both sets 
of constraints.  
 
Figure 3.7:  General outline of an iterative phase retrieval algorithm. 
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This algorithm was termed the error reduction algorithm and can be transcribed as 
follows for the ith iteration: 
 
1. Calculate the Fourier modulus of the current reconstructed image. 
                                          Fi (q) = F{pi (r)}                                                 (3.26) 
2. Combine the calculated phases with the measured Fourier magnitude. 
                                     Fi+1(q) = I(q)
Fi (q)
Fi (q)
                                            (3.27) 
3. Reconstruct a new real space image from the updated Fourier modulus. 
                                      pi '(r) = F
−1{Fi+1(q)}                                               (3.28) 
4. Apply real space support constraints to update the real space image. 
                        pi+1(r) =
pi '(r)
0
⎧
⎨
⎪
⎩⎪
r ∈S(pi '(r) ≥ 0)
r ∉S(pi '(r) < 0)
                                (3.29) 
where S is a binary support region, which may be defined from a priori knowledge of 
the object under investigation or from the autocorrelation function.  
 
The progress of the algorithm is monitored in a manner similar to crystallography by 
calculating the error, or R factor, of the reconstruction, which is given by 
                                              RF =
I(q) − Fi+1(q)
q
∑
I(q)
q
∑
                                        (3.30) 
The error reduction algorithm suffers from the problem of sometimes becoming stuck 
within local minima with considerably different appearances, leading to slow 
convergence and difficulty in determining which is the true image. In 1982 an 
alternative approach was developed to better address the problem of reconstructing 2D 
images based on non-linear feedback control theory and termed the Hybrid Input-
Output (HIO) algorithm (Fienup, 1982). Here step 4 is replaced such that 
	 	 	 	 	 	 	 pi+1(r) =
pi '(r)
pi (r)− β pi '(r)
r ∈S(pi '(r) ≥ 0)
r ∉S(pi '(r) < 0)
⎧
⎨
⎪
⎩⎪
	 	 	 	 	 	 (3.31) 
Here β is a parameter typically set between 0.5 and 1 and is added so that the density 
outside of the support is gradually pushed towards zero, reducing the occurrence of 
local minima. This has been very successful and many newer algorithms have been 
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built around this alteration, including the difference map (DM) (Elser, 2001), relaxed 
alternating averaged reflections (RAAR) (Luke, 2005), and noise tolerance algorithm; 
which explicitly accounts for the propagation of noise within experimental data 
(Martin et al., 2012). Another innovation has been the introduction of the shrinkwrap 
algorithm, which continuously updates the size of the support region leading to a much 
tighter boundary between zero and positive density (Marchesini et al., 2003).  
 
Two other alternative methods will be presented here as they have been used 
extensively for reconstructed images presented in chapters 5 and 6. The first is the 
guided Hybrid Input-Output Algorithm (GHIO) (Chen et al, 2007). This method 
follows closely to the original except after a certain number of iterations step 4 
becomes  
                                      pi+1(r) =
pi '(r)
α pi '(r)
r ∈S(pi '(r) ≥ 0)
otherwise
⎧
⎨
⎪
⎩⎪
                           (3.32) 
where α is linearly changed from 1 to 0 over a given number of iterations applying a 
stronger non-negativity constraint to the data within the support region. After a set 
number of iterations the image with the lowest error will be selected from several 
initial seeds, all starting with random phases, and used as a template (pg,temp(r)) for the 
starting point of the next generation of images. This can be written as 
	 	 	 	 	 	 	 	 	 	 	 pg+1,n (r) = pg,temp (r)× pg,n (r) 	 	 	 	 	 	 	 	 (3.33) 
where g represents the generation number and n the seed number. 
 
The second alternate reconstruction method employed in this thesis is termed 
oversampling smoothness (OSS) (Rodriguez et al., 2013). Similar to the noise 
tolerance algorithm, OSS seeks to address the issue of noise within the data, 
particularly its effect upon the high frequency data. Here an extra “smoothness” 
constraint is added to the density outside of the support to reflect the non-zero density 
that results from the noise profile of the experimental data. This smooth density profile 
outside of the support theoretically results in more faithful density within. To achieve 
this a smoothing filter is applied in an extra step after step 4 of the HIO algorithm, 
expressed as 
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pi+1 '(r) =
pi+1(r)
F−1 Fi+1(q)w(q)[ ]
r ∈S
r ∉S
⎧
⎨
⎪
⎩⎪
                           (3.34) 
where Fi+1(q) is the Fourier transform of pi+1(r) and w(q) represent a normalised 
Gaussian function in reciprocal space defined by 
                                                            w(q) = e
−12
q
α
⎛
⎝⎜
⎞
⎠⎟
2⎡
⎣
⎢
⎢
⎤
⎦
⎥
⎥                                            (3.35) 
This therefore influences only the density outside of the support region, leaving 
density inside the support untouched. Α represents a linear step function with an initial 
value of N, decreasing to 1/N over ten steps. The purpose of this is to gradually 
suppress the influence of the high frequency data as the reconstruction progresses.  
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Chapter 4: Development of a Digital Ion Trap Mass Spectrometer 
as an Experimental Platform for Gas Phase Small Angle X-ray 
Scattering 
 
As mentioned in chapter 2, one of the critical developments needed for the proper 
utilisation of XFEL sources are experimental platforms that can deliver samples 
precisely and efficiently to individual pulses. This chapter presents developments 
towards adapting a Digital Ion Trap mass spectrometer (DIT) as an instrument for 
performing X-ray scattering experiments in the gas phase, with the ultimate aim of 
adoption as an experimental platform at XFELs. First, mass spectrometry’s role in the 
biosciences will be outlined, with an emphasis on its application to structural biology. 
The motivations for using the platform for XFEL applications and proof of principle 
experiments conducted at a synchrotron will then be presented, and finally the 
outcomes and potential for future work in this direction will be discussed. 
 
4.1: Mass spectrometry as a tool for the biosciences 
 
Mass Spectrometry (MS) is an analytic technique that is used to determine the atomic 
mass and composition of matter, by measuring the mass to charge ratio (m/z) of 
charged particles produced from the material under study. It has a long history of use 
in the physical sciences, particularly analytical chemistry, however it is only really in 
the pasty thirty years that it has been a readily accessible tool to the biological sciences 
(Hillenkamp and Karas, 2000). 
 
In particular, it was the introduction of two key techniques in that late 1980’s, for 
which the Nobel Prize was awarded in 2002 (nobelprize.org), that completely opened 
up MS applications to biological problems. These were the “soft” ionisation methods 
of electrospray ionisation (ESI) (Fenn et al, 1989), and Matrix Assisted Laser 
Desorption Ionisation (MALDI) (Koichi et al, 1988, Karas and Hillenkamp, 1988). 
Using these techniques it was possible for the first time to ionise biological 
macromolecules without the need to break covalent bonds. 
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While they share the  ability to form ions from intact, large biomolecules, the two 
techniques differ quite considerably in their methods of ion production. In MALDI, 
originally known as Soft Laser Desorption (Koichi et al 1988), proteins are fixed into 
a crystalline matrix with a mixture of water, an organic solvent and a small amount of 
trifluoroacetic acid (Beavis and Chalt, 1989). A small amount of this mixture is then 
placed onto a substrate to form a dried spot, which upon excitation by laser pulses, 
typically in the UV or IR spectrum, becomes ionised. The resultant charge is then 
passed from the substrate to the proteins within the matrix, which are then drawn into 
the mass spectrometer (Knochenmuss, 2006). One of the key benefits of this technique 
is that it produces ions with very low charge states, particularly important where 
proteins are sensitive to charging.  
 
By contrast, ESI relies on the suspension of analytes in a volatile carrier solution that 
is dispersed via a nebulising electrospray nozzle (Fenn et al, 1989). A potential 
difference applied to a solution as it exits the nozzle results in a fine aerosol of charged 
droplets. These gradually evaporate until a critical radius is reached, where only single 
molecules exist within the droplet, and upon complete desolvation the charge will be 
passed on to the previously encapsulated molecule (Dole et al, 1968). In this case, as 
the charge is conferred from the solvent to the pseudoions, they are believed to retain 
some of their solution characteristics, including the maintaining of noncovalent bonds 
(Ganem et al, 1991). Also, by virtue of the ionisation mechanism many more charges 
are transferred to the proteins and as such this can extend the effective mass range of a 
spectrometer by decreasing the m/z of large, heavy complexes, which has lead to some 
important methodological advances (Hernandez and Robinson, 2007) and has been 
crucial for work on large protein complexes (Li et al 2013).  
 
These two techniques caused a revolution in the way that scientists studied proteins. 
By coupling MS with traditional methods of protein separation, such as two-
dimensional gel electrophoresis (Wilkins et al, 1996) or liquid-phase chromatography 
(Washburn et al 2001), it now became possible to identify close to the whole 
complement of proteins being expressed in a cell. As MS extracts the masses of ions 
that are analysed it is also possible to gain insight into the metabolites, ligands or 
cofactors, or post-translational modification of the proteins under study (Mano and 
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Goto, 2003). Due to the similarity of this approach to the global study of genes 
(Genomics), this new field became known as Proteomics (Wilkins et al, 1996). 
 
Since its introduction there have been many advances in ionisation methods, inline 
purification, mass selection, trapping and a whole host of other instrumentation and 
analytical developments that together have made MS an important tool in the 
biological sciences. Whilst much of this is well beyond the scope of this thesis there 
have been several developments pertinent to structural biology (Zhou and Robinson, 
2010), in particular related to the effects of the gas phase and vacuum on protein 
structure. 
 
4.2: Gas-phase Protein Structure and MS Contributions to Structural Biology 
 
Mass Spectrometry’s earliest contributions to protein structural elucidation were 
related to the primary sequences of amino acids, however, this was by no means the 
limit to its useful contribution. By accurately determining the masses of fragmented 
proteins, either by enzymatic digestion in “bottom-up” proteomics (Pappin et al, 1993) 
or by bombarding intact proteins with high-energy electrons in “top-down” proteomics 
(Zubarev et al, 1998), the nature of covalent bonds within proteins can be interrogated. 
By careful analysis of MS spectra the location and composition of post-translational 
modifications (PTMs) to various side chains can be mapped and quantified (Witze et 
al, 2007). The key method for this, Electron Capture Dissociation (ECD), targets the 
peptide backbone and as such the bonds between side chains and their PTMs are left 
intact. 
 
The introduction of novel labelling techniques in MS has allowed such insights to be 
greatly improved (Mendoza and Vachet, 2009). For example, by incubating a protein 
in solution with a labelling compound and subsequently fragmenting and analysing the 
masses of those fragments via MS, information on the solvent accessibility of residues 
can be gained. Furthermore, by combining this with careful ion selection strategies, 
the structural changes that occur at different charge states can be inferred 
(Chanthamontri et al, 2009).   
 
 70 
Some labelling techniques, in particular deuterium:hydrogen exchange exploited in 
neutron scattering experiments (Zhang et al 1996) and hydroxyl radical labelling 
(Hambly and Gross, 2005), have been combined to great effect with MS experiments 
The sensitivity of MS to even slight mass variance enables it to sort ions where the 
amide residues have exchanged one or more of their hydrogens for deuterium, and are 
therefore solvent accessible, from those that are not, and are therefore buried within 
the tertiary structure (Booth et al, 1997). Such techniques have further been extended 
by the introduction of soft unfolding techniques, such as heating by an IR pump laser 
(Chen et al 2010). Here the an IR laser provides a “temperature-jump” to proteins in 
solution at a set time point before entering the mass spectrometer that causes them to 
unfold. A second optical laser causes the lysis of hydrogen peroxide to hydroxyl 
radicals that can bind to exposed residues in the protein, which will show up as a mass 
shift in the MS spectrum. This combination of two different laser sources has 
improved the time scale of the methodology, such that protein-folding dynamics can 
be studied on a sub millisecond time frame. 
 
This gives researchers valuable insights into the nature of re-folding pathways, as 
those residues that become quickly buried will be resistant to labelling very shortly 
after the unfolding step. Whilst these data alone do not provide enough information to 
infer tertiary structure they can be used to add constraints in molecular modelling and 
dynamics simulations, where solvent effects must be carefully considered (Politis et al, 
2014). 
 
Whilst these studies are important it is still ideal to study the intact protein when 
making new claims to its structural characteristics, and here in lies one of MS’s main 
criticisms. The main reason for the gap between traditional MS approaches and these 
soft ionisation methods is that the unfolding necessary to locate sites of PTMs, or to 
perform labelling, precludes information on their spatial location (Zhou and Robinson, 
2010). Transferring proteins from their native solution state into the harsh environment 
of vacuum is not something that is typically desirable. 
 
Nevertheless, as the methods of ionisation have become even “softer”, in particular 
with developments in ESI (Jecklin et al, 2008), the size and complexity of proteins that 
can be transferred to the gas phase and analysed intact by MS has rapidly increased. It 
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is not just individual proteins but large oligomeric complexes of macromolecules that 
can be ionised without separation, some of the earliest such studies were performed on 
the GroEL chaperone in complex with its substrates (Robinson et al, 1994) and also 
the ribosome (Rostom et al, 2000). This has even been extended recently to encompass 
the most difficult class of proteins, those associated with biological membranes, which 
can be ionised within micelles of a suitable lipid (Barrera et al, 2008). 
 
Given then that such a wealth of information has been drawn from proteins in the gas 
phase it is important to address the relevance of using ESI to study non-covalent 
interactions (Loo, 1997). The current problems concerning ESI can be summarised by 
asking the following; “For how long, under what conditions, and to what extent can 
solution structure be retained without solvent?” (Breuker and McLafferty, 2008). The 
answers to this require a deep understanding of the processes that occur when 
biological molecules are ionised into the gas phase. The first major issue is that to 
enter into the gas phase there must be a loss of water from the globular protein, which 
will impact on the balance of hydrophilic/hydrophobic interactions within the protein 
(Steinberg et al, 2007). The second is the presence of additional charge residues to the 
surface of the protein that may disrupt native electrostatic interactions (Lavarone et al, 
2005). 
 
The question of solution structure retention into the gas-phase is of course a difficult 
one to address. The small size of droplets in the final stages of desolvation make 
experimental measurements a real challenge. Nevertheless the advent of computational 
biology, in particular molecular dynamics simulations, and much-improved 
experimental platforms have given a much clearer picture of the events that take place 
during ionisation and the impacts upon protein structure (Meyer et al, 2009). Some of 
the key ionisation/physical/chemical events that occur to a biological molecule, from 
the initial few nanoseconds after ionisation to several seconds later, when stable gas-
phase structures are formed, are summarised in Figure 4.1. 
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One of the first key insights was that complete loss of water is a longer-time process 
than previously imagined (Marklund et al, 2009). Under the charge residue model 
water will evaporate from nanometre size droplets that surround the protein until 
eventually only the “dry” ion is left (Kebarle and Peschke, 2000). Whilst this is 
initially a rapid process, at each evaporation step the temperature will be reduced, 
therefore slowing evaporation. In fact a 3Å shell of water (4.1 A), sufficient to hold a 
protein in its native fold, can be maintained for several tens of nanoseconds following 
ESI, as shown by MD simulations (Marklund et al, 2009). Furthermore, as this shell is 
gradually lost the remaining water residues will cluster to charged surface residues 
(4.1 B), protecting them from collapse and thus maintaining the solution-state protein 
structure (Steinberg et al, 2007).     
 
Once these final water molecules have been lost, however, the charged protein side 
chains will partially collapse (4.1 C - D), creating a conformational change at the 
Figure 4.1: Time scale of ionisation events following electrospray ionisation. 
(Adapted from Breuker and McLafferty, 2008). 
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protein’s surface (Steinberg et al, 2008). The additional charged residues conferred 
from the ESI process may, however, here serve as a protective agent. MD simulations 
and ECD have shown that the charged side chains will form additional salt bridges 
with residues close to the surface, or ionic hydrogen bonds with heteroatoms in the 
peptide backbone (Breuker et al, 2002). This effect can be quite dramatic, with the 
number of electrostatic interactions increasing from 11 to greater than 35 in a small 
protein such as cytochrome c (Steinberg et al, 2008). This is larger than the overall 
number of charged side chains in the native protein and would suggest a “Network” of 
electrostatic interactions forms between multiple residues at the protein’s surface, 
stabilising the native fold, indicated by a slight size reduction in the protein during 
simulation studies (Breuker and McLafferty, 2008). 
 
The final stages of desolvation are far more damaging to the protein’s tertiary 
structure, however it occurs over a much longer timescale. The partially collapsed 
form may be maintained for several milliseconds in the gas phase, as shown by 
monitoring the different fragment profiles that are produced by ECD at different time 
points after ionisation (Robinson et al, 2006). The time dependent presence of 
fragments from different regions of the protein suggests the probable order of events 
through which unfolding progresses. As drying proceeds there will be a gradual 
inversion of the order of regional protein stability. Hydrophobic interactions that are 
usually the strongest non-covalent interactions in native solution are weakened (4.1 E) 
and begin to unfold in favour of more thermodynamically stable electrostatic bonds 
(Breuker and McLafferty, 2008). This reduces the overall thermodynamic stability of 
the protein, causing extensive unfolding (4.1 F). As this process continues, on a time 
scale from milliseconds to seconds, proteins begin to adopt entirely new, stable gas-
phase conformations that may be significantly different from their solution-state fold 
(Badman et al, 2005).  
 
Assessing the folded state of proteins by MS is a challenge that has relied heavily on 
MD simulations and fragmentation studies. An ideal would be to look at these effects 
on intact protein structures. This has required technologies that allow access to much 
greater m/z ranges to be developed, as intact proteins and their complexes can 
typically have m/z values in excess of 32000 (Robinson, 2012). With modern 
spectrometers the upper size limits of protein complexes has yet to be reached, with 
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MDa complexes such as viral capsids (Siuzdak et al, 1996) and the ribosome (Rostom 
et al, 2000) becoming routine. Improvements in detection, such as in Fourier transform 
ion cyclotron resonance (FT ICR) mass spectrometry, have enhanced the resolution of 
spectra, making it easier to identify individual charge states of intact proteins (Laskin 
and Futrell, 2005). Finally, the combination of Ion Mobility Spectrometry (IMS) with 
MS has provided an extremely sensitive tool for studying both the unfolding/folding 
reactions of proteins and also probing the nature of intact protein complexes in the gas 
phase (Morgner et al, 2012). 
 
IMS can trace its roots back to the early 1960s when the first drift cells were created 
by E.W. McDaniel and used to study ionic reactions in gases. It wasn’t until the 1990s 
that its potential for application in the biosciences, through combination with MS was 
realised (Kanu et al, 2008). The Ion Mobility Mass Spectrometer  (IMMS) consists of 
three major components; an ambient ion source such as ESI, a drift tube where ions 
must pass through a buffer gas and are separated based on their cross sectional area, 
and finally one of many types of MS where ions can be analysed based on their m/z. 
This essentially adds an extra dimension of information that can be obtained, as now 
not only the mass but also the overall size of a molecule can be determined. 
 
This property, known as the collision cross section (CCS) has been fundamental to the 
extraction of topological information from protein ions that pass through a drift 
chamber. The CSS is the area of an ion that can collide with the gas molecules inside 
the drift tube, causing its migration to be impeded. The larger the CSS, the longer it 
will take for an ion to move through the chamber. The magnitude of a protein’s CSS 
gives an idea of its compactness, since as the CSS increases so too must the vertical 
and/or horizontal dimensions of the protein (Ruotolo and Robinson, 2006). It was this 
property that was used to experimentally assess the progress of the unfolding of 
proteins as they enter the gas phase (Badman et al, 2005). 
 
The application of this technique has expanded as the upper limits of mass detection 
has increased. Where this technique really shines is in its ability to resolve a key issue 
in the study of large macromolecular assemblies; the polydispersity and heterogeneity 
that exists in both the size and composition of these complexes (Aquilina et al, 2003). 
Due to the transient nature of bonds between the subunits of these complexes, it is 
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very difficult to form the intermolecular contacts that are necessary for crystal growth. 
Furthermore, the requirement of these contacts for crystallisation can bias solvable 
complex structures to only those where these contacts are most stable, potentially 
leading to structures that are not true to nature being reported (Radaev and Sun, 2002). 
 
The combination of Tandem-MS with IMS has provided a means to truly characterise 
these transient complexes (Marcoux and Robinson, 2012). Utilising both these 
techniques allows the location of contacts between subunits, the influence of PTMs, 
the overall topology of different complexes and the predictions on assembly pathways 
to be made (Taverner et al, 2008). This information can then be used to 
computationally fit atomic information to low resolution data sets extracted from other 
techniques such as EM (Pukala et al, 2009). The viability of this technique was first 
demonstrated through studies of the TRAP (tryptophan RNA attenuation binding 
protein) complex, where the extracted topology closely resembled the well-
characterised crystal structure (Ruotolo et al, 2005). This was later extended to even 
larger complexes such as the 12-mer ornithine Carbomyl transferase and the 27-mer 
eukaryotic initiation factor-3 (Pukala et al, 2009). 
 
One thing that was noted early in these experiments was the need for well-defined 
buffering conditions as these could have a significant impact on the stability of ions as 
they entered the gas phase (Benesch et al, 2007). It was this discovery that allowed 
researchers to study membrane proteins in the gas-phase. The initial challenge was to 
carefully characterise lipid micelles, a critical buffer component for the solubility of 
membrane proteins, as these would dominate any spectra produced, making peak 
assignment a challenge (Sharon et al, 2007). By a combination of IMMS and Tandem-
MS it was possible to characterise the ion peaks arising from gas-phase micelles, 
information later used to deconvolute spectra containing signals from both ionised 
membrane protein complexes (Barrera and Robinson, 2011). 
 
This work was later built upon when it was realised the introduction of the lipid co-
factor into the ionisation buffer promoted the stability of the complexes as they 
entered the gas-phase (Barrera et al, 2008). In these experiments a lipid solution, 
micellular n-dodecyl-ß-D-maltoside, was incorporated into the ionisation buffer and 
was found to protect the BtuC2D2, a vitamin B12 transporter complex from E. coli, 
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against dissociation upon its entry into the gas-phase. The mechanism for this 
protection is believed to be two-fold. Firstly the micelle acts to preserve many of the 
hydrophobic interactions that are core to the protein’s structure. The second is that the 
micelle acts as a ‘buffer’ to charging during the acceleration process, thus protecting 
against many of the denaturing processes associated with high charge states of proteins 
(Rouse et al, 2013).  
 
Similar techniques have been applied to studies of the rotary ATPase of Thermus 
thermophilus in complex with both membrane and soluble subcomplexes (Zhou et al, 
2014). The extracted CSS corresponded well with measurements from EM suggesting 
that these giant complexes remained intact even when free of both solvent and 
detergent. By carefully monitoring the drift times of different mass peaks it was 
possible to gain new insights in the flexibility of the ATPases stalk region in response 
to the presence or absence of different subunits. This indeed shows the power of MS 
as a complementary tool in structural analysis and, with no apparent upper limit on the 
size of complexes that can be captured, it is surely going to grow as a key tool for 
deciphering large macromolecular assemblies. 
 
4.3 Combining X-ray Scattering with MS 
 
Whilst much can be inferred from the results of IMMS experiments, that focus on 
global features, such as the CCS, it is still difficult to make full assumptions on the 
finer structural details. The locations of individual residues, for example, still remains 
firmly in the domain of x-ray or NMR based studies. Given the obviously valuable 
insights provided by MS it seems logical to directly combine this platform with an 
experimental technique that offers complementary information, such as SAXS. 
 
The idea of combining MS with external light based probes is not a new one. 
Experiments have been performed using IR (Valle et al, 2005) or fluorescence based 
(Chingin et al, 2009) spectroscopy to successfully determine the nature of ions in the 
gas phase. Working with shorter wavelengths is a challenge, as the scattering cross 
section will be reduced making visible signal more difficult to record. 
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Nevertheless, there has been some progress in this direction. Studies on the 
photodissociation effects of vacuum ultraviolet (VUV) radiation on peptides in 
vacuum were performed at the BESSY II synchrotron facility using a modified Paul 
trap TOF mass spectrometer installed at the VUV photon beamline (Bari et al, 2011). 
This study not only demonstrates the feasibility of combining MS with synchrotron 
radiation for the study of bioorganic material, but also successfully determined new 
routes of photodissociation by VUV radiation. This work has been carried further by 
utilising similar equipment at the soft X-ray beamline of BESSY II to observe inner 
shell excitations and ionisations of peptides following x-ray irradiation (Gonzalez-
Magana, 2012).  
 
The gas phase has also proved an excellent delivery medium for single shot imaging 
experiments as it allows the weak scattering of biological molecules to be offset by the 
very low background noise in vacuum, a distinct advantage over imaging in solution. 
This was shown in some of the earliest imaging experiments at FLASH and LCLS 
where an aerodynamic lens stack was used to deliver inorganic (Bogan et al, 2010) 
and viral particles (Siebert et al, 2011) to FEL pulses. More recently a similar system 
was employed at the LCLS in conjunction with a Mass Spectrometer to study both the 
morphology and chemical composition of soot particles (Loh et al, 2012) and core-
shell nanoclusters (Pedersoli et al, 2013). 
 
One of the limiting factors in these single shot experiments is the severely low hit rate, 
currently in the region of 0.5 – 3%. The challenge of aligning a millimetre sized 
particle beam to the micron sized XFEL pulses is considerable and this situation will 
become even more so as XFEL focussing technologies improve and the size of 
samples decreases. 
 
In light of these challenges it has been proposed to employ a Digital Ion Trap (DIT) 
mass spectrometer as a platform for X-ray scattering experiments of ionised 
biomolecules in the gas phase (McCullough et al, 2009). SAXS experiments 
performed on proteins, where one of the main parameters extracted is the radius of 
gyration, are very complementary to modern MS structural biology. Thus, by 
combining the two approaches deeper insights are possible into gas-phase protein 
behaviour as well as the ionisation effects of interaction with the intense x-rays 
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produced at XFELs. Furthermore, there are several advantages to the use of the DIT, 
namely low background noise, by virtue of the vacuum within the trap, improved hit 
rate due to the small area in which ions are confined, and lower sample consumption 
as a result of higher hit rates, and low sample concentration requirements of the 
electrospray. 
 
The pioneering work for this sample platform was performed first at the Synchrotron 
Radiation Source at Daresbury Laboratory and then at the Diamond Light Source in 
the UK, and to this date thiswork remains the sole publication involving gas-phase 
scattering from individual proteins (McCullough et al, 2009). In the following sections 
I will present my contributions to further developments of this platform at Spring-8 (a 
more intense synchrotron source) including the extension of the technique to several 
different biomolecular samples. 
 
4.4: Sample Preparation, Delivery and Trapping in gas-phase SAXS (gSAXS) 
Experiments 
 
At the front end the DIT works very similarly to other modern quadrupole mass 
spectrometers (Figure 4.2). Samples at a concentration of 1 mg/ml are mixed with a 
volatile buffer, typically 50mM sodium acetate or a 50:50 methanol:water mixture, 
and a low concentration (0.001%) of formic acid before being nebulised and charged 
via electrospray, using an inert carrier gas such as nitrogen. A negatively charged 
sample cone draws the ions into the trap via a charge and pressure gradient, before 
passing a small Q-array that guides ions into a secondary skimmer cone, which acts as 
both a filter for large contaminants and a crude guide for entry into the linear 
quadrupole. Here, ions are further accelerated and undergo partial mass selection 
before entry into the 3D digital ion trap (DIT). The whole system is maintained under 
low vacuum via a series of rotary and vacuum pumps (Figure 2). 
 
The DIT differs from traditional Paul-traps in the way it controls the voltage 
responsible for ion trapping. Typical ion traps will perform a sinusoidal sweep of 
voltage, driven by an RF generator (March, 2000). The DIT by contrast employs a 
square-wave form function by rapid on off switching of a specific DC voltage (Ding et 
al, 2004). The trap itself consists of three electrodes; two end caps which rapidly 
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switch between “on” and “off” at a set frequency to stabilise particular masses of ions 
within the trap, and a ring electrode that performs digital “sweeps” along its 
circumference and focuses ions towards the centre of the trap, minimizing the size of 
the interaction zone, which is critical in single shot experiments  (Figure 4.3). 
Furthermore, by employing a digital waveform the resolution of mass selection of ions 
is greatly enhanced, again critical for SAXS experiments on proteins where 
monodispersity is a prerequisite for accurate data analysis. The whole process, from 
entry to final ejection to detector, is controlled by via customized programs created in 
the ‘Beta5’ console control package (Shimadzu Research Laboratory (Europe) Ltd.) in 
a series of microsweeps that control microsecond changes in voltage. 
 
The specially designed Shimadzu Beta5 model DIT used for these experiments, 
contains a final modification; the inclusion of two bore holes at either side of the ring 
electrode that act as x-ray windows (McCullough et al, 2009) (Figure 4.2). These 
windows, which can either be connected directly to vacuum or blocked off by x-ray 
permeable materials such as beryllium or Kapton®, allow access to scattering angles of 
+/- 80, which is enough to obtain structural information at a resolution typically 
associated with SAXS. 
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Figure 4.2: Cross-sectional layout of the Beta5 Digital Ion Trap Mass 
Spectrometer (DIT). Key components are highlighted as follows: 
a) ESI nozzle, b) Sample cone, c) Q-array, d) Skimmer cone, e) Linear 
Quadrupole, f) End-cap electrodes, g) Ring electrode with bore holes for x-rays, h) 
Dynode for mass detection. 
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4.5: Experimental Considerations and Set-up at Spring-8 Beamline BL45XU 
 
Before performing these experiments an estimate was made of the number of ions 
within the trap that would be available for scattering experiments. Using the Shimadzu 
software AXSIM, the focal volume of ions within the trap under helium cooling was 
estimated to be 0.5 mm3, based on the upper trapping limit of ions of 2 x 106 ions 
(Figure 4.3). This then corresponds to 2 x 106 ions in the cross sectional area of 1 mm2 
available for exposure to x-rays. Given the focal spot size at the beamline of 0.4 mm x 
0.05 mm, or 0.02 mm2, at FWHM it can be estimated that about 4 x 104 ions will be 
present at any given exposure. Given that the scattered intensity is proportional to the 
number of particles exposed, an estimation of intensity from gas phase molecules of 
BSA was extrapolated from data collected at the beamline using a 1 mg/ml BSA 
sample (Figure 4.4). The scattering intensity estimate from a 1 second exposure of 
protein ions at concentrations expected to be present within the DIT is approximately 
6 orders of magnitude lower than that from a typical protein solution. This indicates 
that the low ion concentration could present a huge roadblock for synchrotron studies. 
 
Nevertheless, since the scattering contrast between protein and vacuum is 20 to 100 
times higher than that of solution it should be possible to overcome these barriers, 
given a high enough flux, an exceptionally low background signal and long enough 
exposure times. 
 
In an effort to overcome the predicted low-level signal a variety of improvements were 
made to the beamline optics. Firstly the double crystal monochromator (DCM) was 
upgraded from a Laue-Bragg DCM (diamond 100-111) to a Bragg-Bragg DCM 
(diamond 111-111). This doubled the available photon flux from 2.5x1012 
photons/second to 5x1012 photons/second at X-ray wavelengths of 1Å. This 
corresponded to a cross sectional photon flux of 2.5x108 photons/ second/ µm2 at the 
sample position with a focused beam size of 400 µm x 50 µm, an order of magnitude 
higher than previous experiments. A new set of scatterless slits, used to define the 
beam and remove parasitic scattering, fabricated from Ge crystals were also installed, 
which greatly reduced the background noise at the detector, increasing visibility of 
weak scattering (Figure 4.5).  
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For scattering experiments the DIT was installed directly onto the beamline at 
BL45XU at SPring-8 using an in house X-Y-Z stage (Figure 4.6). The two DIT x-ray 
windows were connected directly to both the upstream optics and downstream flight 
path. The camera length was set at 2000 mm and the x-ray wavelength was fixed at 1.5 
Å. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.3: Simulations of ion focussing within the DIT. Simulations were 
performed using the in house Shimadzu program AXSIM with 10000 ions of a 300 
kDa protein. The ion distribution after 300 μs is shown on the left and after 300 
ms on the right.  
Figure 4.4: Estimation of the scattering power of ions within the DIT. The 
scattering from a 1 mg/ml (approx 1012 ions) solution of BSA in buffer solution 
(blue) was used to calculate the scattering of BSA alone (upper red curve) by 
subtracting the buffer background (green). This was then used to estimate the 
scattering power of 106 ions within the DIT (lower red curve). 
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 Figure 4.5: Reduction of parasitic scattering at the beamline. Background at the sample position before (left) and after (right) installation of Ge 
crystal slits. Yellow represents saturated pixels. 
4.6: Installation of the DIT at BL45XU. A photograph of the experimental 
set up is presented with a simplified schematic representation below. Key: 
XD = Pilatus X-ray Detector, PH = Pinhole, DIT = Mass spectrometer, S1 
and S2 = First and second beam defining slit. Grey regions represent the 
vacuum chambers. Orange is the final Kapton window with the beamstop 
(black square) installed. 
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4.6 Workflow of gSAXS Experiments at BL45XU 
 
Samples were introduced into the trap by first diluting from stock solutions to a 
concentration of 1 mg/ml in an ionisation buffer (50mM ammonium acetate, 0.001% 
formic acid). Diluted samples were then loaded into 2.5 ml syringes (Hamilton) and 
connected to the ESI probe. Samples were introduced into the probe at a flow rate of 
28 µl/min using a syringe driver and upon entry into the probe the sample was ionised 
at 4keV. Ions were focused in the centre of the 3D trap via customized microsweep 
programs created in the Beta5 console control package (Shimadzu Research 
Laboratory (Europe) Ltd.). Within these run files are a series of electronic triggers that 
can be used to synchronize the introduction of ions into the trap with acquisition of 
scattering signal using a PILATUS 300K-W detector (Heinrich et al, 2009)  located at 
the far end of the flight path (Figure 4.6). 
 
This set-up was used to take data in a series of 1-second acquisitions (1 second of 
sample, 1 second of background) and synchronised with the movement of ions into 
and out of the trap to account for small instabilities within the X-ray beam over the 
long acquisition times that may influence the recorded signal. After ejection from the 
trap MS spectra were collected to monitor the quantity and charge status of ions 
present in the 3D trap at each acquisition. Samples of Cytochrome C (12.5 kDa), 20nm 
Au colloid (48.6 mDa), and lys-tRNA (28 kDa), were captured in the trap at a density 
of approximately 106  ions/mm3, estimated from the area under the m/z peaks. For 
tRNA the polarity of sample, skimmer and end caps was reversed to allow negative 
ions (Figure 4.7). Samples were exposed to x-rays for a total exposure time of 90 
minutes and diffraction patterns were collected on the PILATUS detector in photon 
counting mode. Scattering data were then radially averaged using Fit2D (Hammersley, 
1987) and analysed using Primus (Konarev et al, 2003). 
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Figure 4.7: Sample mass spectra acquired during x-ray exposures. Mass spectra 
acquired from tRNA (left), 20nm gold colloid (middle) and cytochrome c (right) 
following 1 second exposures to x-rays. 
Figure 4.8: SAXS curve obtained from gas-phase ions of lys-tRNA. A 1D, 
background subtracted SAXS curve obtained after 90 minutes of exposure to x-
rays at BL45XU (blue). For comparison the scattering curve from a similar lys-
tRNA was simulated in crysol (red) with the utilised crystal structure inset (PDB 
ID: 1FIR). 
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4.7: Results of gSAXS Experiments  
 
Disappointingly neither the cytochrome c, which had previously shown to scatter 
(McCullough et al, 2009), nor the gold colloid, which should theoretically have given 
very strong scattering, resulted in any noticeable signal. This is likely due to the size 
of the colloid particles being inhibitively large and therefore not enough of them 
actually entering the trap. It is more likely that the m/z peaks recorded during the x-ray 
exposures (Figure 4.7) are the result of extensive fragmentation of the particles before 
entering through the sample cone, leading to the broadening of the m/z peak. If this is 
the case it is likely the number of ions here was overestimated, and as such the chance 
of an x-ray event severely lowered. 
 
After subtraction of the instrument background, weak scattering, high enough to be 
considered non-background, could be observed from ionised samples of tRNA at very 
low angles (Figure 4.8). The intensity observed is approximately 5 orders of 
magnitude weaker than that seen in standard SAXS experiments, matching well with 
the predictions (section 4.5). By comparison with a simulated SAXS curve obtained 
using the program ‘crysol’ (Svergun et al, 1995), based on the crystal structure of a 
lyseine tRNA (Benas et al, 2000, PDB ID: 1FIR), it would appear that the vast 
majority of signal is buried within noise. Nevertheless using PRIMUS it was possible 
to extract a value for its Rg of 21 (±2) Å. This is slightly lower than the Rg of 23.58 Å 
calculated from the crystal structure and would suggest some degree of compaction of 
the molecules within the trap. Given the inherent uncertainty present in the 
measurement, due to low signal to noise, this difference cannot be concluded to be 
significant. However, if true, this is well inline with earlier predictions of more 
compact, stable structures forming within the gas phase (Breuker and McLafferty, 
2008). 
 
4.8 Discussion  
 
These experiments represents a proof-of-principle for gas-phase SAXS (gSAXS) of 
biological molecules, though there still remain many challenges for this method to be 
employed in a way that will yield more meaningful data. The biggest limiting factor in 
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these synchrotron-based experiments is the signal to noise ratio (SNR) due to the weak 
scattering of biological samples. There are three principle ways in which this can be 
improved; firstly the number of molecules within the interaction zone could be 
increased, secondly the upper limit for m/z of the instrument could be increased 
(increasing the size of molecules in the interaction zone) as the scattered intensity is 
proportional to the scattering cross section, finally the incident photon flux could be 
increased. The last of these improvements points towards the XFEL and a more 
detailed look at ways in which these improvements can be implemented will be 
presented in chapter 7. 
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Chapter 5: Coherent Diffractive Imaging of Biological 
Macromolecules using Synchrotron and XFEL Radiation 
 
The strategies for direct phase retrieval outlined in chapter 3 forms the basis of the 
Coherent Diffractive Imaging (CDI) technique. Whilst the theory behind the 
oversampling method has been understood for some time (Sayre, 1952), its practical 
realisation was to take much longer, and in fact as a microscopy technique it is now 
only 15 years old (Miao et al, 1999). Whilst still young the technique itself holds great 
potential for overcoming some of the resolution barriers experienced in current light 
and x-ray microscopies (Miao et al, 2012). This chapter will briefly outline the CDI 
technique, from its initial demonstration to the current state of the field, with a 
particular emphasis on biological applications. The focus will then switch to recent 
experimental efforts seeking to combine the benefits of CDI, at Synchrotron and 
XFEL radiation sources, as a probe for investigating the structure of functional 
biomolecular assemblies. 
 
5.1: Development of a lens-less microscopy technique 
 
The first practical demonstration of imaging using the oversampling technique was 
performed by Miao et al, (1999). Here, several of the problems that had precluded 
such experiments, such as high background noise, missing low frequency data and low 
signal counts, were overcome and a real space image of a test sample pattern was 
reconstructed from its diffraction pattern alone. Since this initial demonstration 
interest in the technique has grown steadily. Part of the reason for this is that, by virtue 
of using phase retrieval algorithms, no focussing optics or lenses are required between 
the sample and the detector (Miao et al, 1998). 
 
 Unlike conventional x-ray microscopy, CDI’s ultimate resolution is not limited by the 
optical components of the experiment but rather by the wavelength of the incident 
radiation (Miao et al, 2012). Also, the absence of any focussing optics, which are 
typically expensive and difficult to manufacture for hard x-rays (Sayre and Chapman, 
1995), also makes the experimental set-up of CDI relatively straightforward - provided 
a high quality source of coherent x-rays is available (Figure 5.1). 
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Following this initial proof there have been several developments to the CDI 
technique, involving both experimental set-up variants and analysis schemes.  The 
major technique employed in CDI is termed ‘plane-wave’ CDI. This utilises, as the 
name suggests, an incident wave of uniform magnitude and phase to illuminate the 
sample, typically achieved by confining the coherent portion of a beam of radiation 
with a sorting aperture such as a pinhole (Mancuso et al, 2010) (Figure 5.2 (a)). The 
relative simplicity of this set-up makes it equally applicable to both soft and hard x-
rays produced at in-house sources as well as at large-scale facilities, such as 
synchrotrons and XFELs (Miao et al, 2012). 
 
Plane-wave CDI typically has a limited field of view, due to a need for an isolated 
object and the oversampling constraint limiting the size of the illuminated zero density 
region (Mancuso et al, 2010). Two techniques that have been proposed in an attempt 
Figure 5.1: Basic workflow of a CDI experiment. Particles illuminated by fully 
coherent radiation produce oversampled diffraction patterns in the far field (top 
panel). A computer then acts as a ‘virtual lens’ to obtain the real space image via 
an iterative phase retrieval algorithm (bottom panel).  
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to counteract this are Fresnel CDI and Ptychography. In Fresnel CDI, a focussing 
optic, such as a Fresnel zone-plate is placed upstream of the sample position. The 
sample is then placed just beyond the focal plane, resulting in illumination by a curved 
wave and producing Fresnel diffraction at low angles, due to interference between the 
curved wavefront and scattered waves from the sample, whilst giving typical 
Fraunhoffer diffraction at higher angles (Williams et al, 2006) (Figure 5.2 (b)). 
Provided the incident wave is well characterised, so its contributions can be removed, 
it is possible to use the holographic image at low angles as an extra support constraint 
when performing reconstructions using the higher angle diffraction. This removes 
some of the positional ambiguity that can cause issues in plane-wave CDI, resulting in 
a faster convergence during phase retrieval (Nugent at al, 2005). This technique has 
been further extended through ‘keyhole’ CDI where, by translating the sample position 
within the defocused region, images can effectively be “zoomed” in and out, allowing 
for extended sample sizes to be imaged (Abbey et al, 2008). Additionally, in this 
experimental geometry the beamstop may be placed upstream of the samples, meaning 
that low spatial frequency data is retained in the diffraction pattern, allowing for faster 
convergence of phase retrieval algorithms (Abbey et al, 2008). 
 
 
As the illumination area in Fresnel CDI is predetermined by the probe size, the field of 
view is not limited by the need for an isolated sample. This also means that by 
translating the object within the focal position and combining the images a larger field 
of view can be observed. An alternative method for obtaining such large fields of view 
is presented by Ptychography (Figure 5.2 (c)). This technique involves exposing a 
sample to a beam that has been restricted by an aperture or other focussing optic. The 
resulting diffraction pattern arises as a convolution of scattering from both the aperture 
and the illuminated sample (Rodenburg et al, 2007). By imaging over multiple 
overlapping areas of an extended object it is possible to gain extra constraints, from 
the probe as well as overlap consistency, which can be applied to the image 
reconstruction (Faulkner and Rodenburg, 2004). Provided the wavefront of the probe 
is well characterised, the size of the object that can be observed is greatly increased.  
 
These techniques both show great promise in the field of cellular biology, where cells 
several microns in diameter would need to be observed. However, there are still some 
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drawbacks, namely the high sensitivity of both techniques to positional and 
translational instabilities, which can severely impact the quality of reconstruction 
(Miao et al, 2012). Owing to the small samples sizes considered in this work, and also 
the unstable nature of (current) XFEL pulses, plane-wave CDI was deemed the most 
suitable methodology for these experiments. The insensitivity of plane-wave CDI to 
sample translation within the illumination area, normally considered a weakness for 
unambigous reconstructions, is in this case a strength. 
 
 
Another modification to CDI of note is Bragg CDI (Figure 5.2 (d)). In this case 
nanometre sized crystalline material is illuminated by coherent radiation and, provided 
the object is smaller than the exposed area, fringe patterns can be recorded at the 
Bragg peak positions (Williams et al, 2003). These experiments are typically 
performed in a reflective geometry, as the Bragg peaks tend to form at higher angles, 
so there is no need for a beamstop as the main beam will never enter the detector 
plane. The intensity distribution around these peaks contains information not only 
about the shape of the nanocrystal under study but also about its internal strain fields, 
and this information can be extracted through inverse Fourier transformation of the 
intensities (Vartanyants and Robinson, 2001). If such patterns are collected at several 
points across a rocking curve then it is possible to reconstruct the 3D density and 
strain fields of the crystal (Williams et al, 2003). The narrow angle in which rocking 
curves are captured makes 3D image reconstruction in Bragg CDI almost trivial and so 
experiments will almost always produce a 3D structure. This technique has primarily 
been employed in material sciences (Borbely and Kaysser-Pyzalla, 2013), however, 
given the recent rise in interest in using protein nanocrystals through SFX, it is 
possible that some interesting combination of Bragg CDI and SFX techniques may 
arise. 
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A major extension of plane-wave CDI was the move from two to three dimensional 
image reconstructions (Miao et al, 2002). This was achieved by rotating a well-
isolated sample relative to the probe and capturing diffraction patterns at each point 
within the tilt series. The resulting patterns are aligned along their common axis and a 
3D diffraction pattern is formed by mapping pixels to a 3D voxel array via 
interpolation and using this to iteratively retrieve the object’s 3D electron density 
(Miao et al, 2002; Chapman et al, 2006). Like x-ray tomography, tomographic CDI is 
non-invasive and so a thick object’s 3D density can be captured without the need for 
sectioning. This provides a means to not only image an object’s internal 3D density 
5.2: Various experimental configurations for CDI. a) Plane wave CDI, where 
samples are exposed to a planar, coherent wavefront. b) Fresnel CDI, where 
samples are exposed to a curved, coherent wavefront to produce Fresnel 
diffraction at low angles (dotted lines) and typical Fraunhoffer diffraction at 
higher angles. c) Ptychography, where samples are exposed to an aperture-
restricted, coherent planar wavefront that is smaller than the sample size. 
Translation of the aperture relative to the sample provides a means to obtain a 
larger field of view. d) Bragg CDI, where nanocrystals are exposed to a planar, 
coherent wavefront resulting in diffraction fringes at the Bragg peak positions 
(dotted lines).       
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but to also reveal buried features of objects via their density contrast (Jiang et al, 2008; 
Song et al, 2008). 
 
Improvements to CDI have also come from analytic advances. As noted in chapter 3 
there have been several adaptations and improvements to the phase-retrieval 
algorithms. These include the introduction of guiding algorithms such as 
SHRINKWRAP, an algorithm that periodically updates the real space support 
constraint as image reconstruction progresses (Marchesini et al, 2003) as well as the 
GHIO previously mentioned (Chen et al, 2007), Some other key improvements 
involve the post processing of experimental data. The earliest of these was method 
developed to convert the relative electron density values, calculated via iterative phase 
retrieval, to the absolute density values for more quantitative investigation (Miao et al, 
2003). As the diffracted intensity is directly related to the Fourier transform of the 
electron density, provided the phase information is recovered, it is possible to recover 
the absolute density from a well-calibrated diffraction pattern (Miao et al, 2003). This 
can be expressed as: 
 
             (5.1) 
 
where I0 is the incident photon flux density (photons µm-1 s-1), re is the classical 
electron radius, Ne is the total number of electrons interacting with the incident x-ray 
beam,  is a normalised atomic form factor set to 1 at q = 0 and dΩ is the solid 
angle subtended by the detector, written as: 
 
                  (5.2) 
 
where r is the distance between the sample and the detector and ds represents the 
detector area covered. For typical plane wave CDI experiments a CCD area detector is 
used, which produces a relative, rather than absolute, photon count rate. This can be 
calibrated by: 
              (5.3) 
dI(q) = I0re2Ne2 f (q) 2 dΩ
f (q)
dΩ = 1r2 dxdy =
1
r2 ds
M = Qh1h2Nc
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where M is the number of CCD counts per x-ray photon, Q is the quantum efficiency 
of the detector, h1 is the number of hole pairs created by a single photon, h2 is the ratio 
of electrons that actually reach the CCD electrodes and Nc is the average number of 
electrons needed to produce one count. To measure I0 an x-ray photodiode should be 
placed close to the sample position and measurements taken both before and after data 
acquisition and the average value used (Miao et al, 2003). This can be used along with 
the calibrated Fourier modulus at q = 0, the central pixel reconstructed through the 
oversampling method, to determine the absolute electron density of the reconstructed 
image. 
 
The next development sought to overcome the inability of current CCD detectors to 
exactly sample diffracted intensities. Modern CCD detectors will integrate intensity 
over a specified area bounded by individual pixels, giving a discrete, rather than 
continuous, intensity distribution, which reduces the contrast of the interference 
fringes (Song et al, 2007). This results in the recorded intensity at a given q vector 
being the convolution of the object’s autocorrelation function with a sine function that 
denotes the integration period bounded by the solid angle of the detector. By removing 
this function through deconvolution it has been shown that an exactly sampled pattern 
can be recovered and, when such a pattern is used, the quality of phase retrieval 
improves considerably (Song et al, 2007). 
 
Another advance involves the treatment of tomographic data. The technique, known as 
Equally Sloped Tomography (EST), seeks to overcome two of the problems 
commonly observed in tomographic experiments, namely those of radiation damage 
and the missing wedge of data due to rotation limitations (Miao et al, 2005). This is 
achieved by taking projections at equal slope, rather than equal angular, increments. In 
this case the Cartesian grid coordinates of the object in real space are directly 
correlated to pseudo-polar grid coordinates in Fourier space through a Pseudo-polar 
Fast Fourier Transform (PFFT) (Averburch et al, 2006). This removes the need for the 
interpolation typically required in tomographic reconstructions and thus the 
conversion between the two coordinate systems has a greater level of precision (Miao 
et al, 2005). 
 
 95 
The process of EST consists of first obtaining Fourier slices from a limited set of 
equally sloped projections. These slices contain correlated information that can be 
exploited to iteratively reconstruct the missing projection within the pseudo-polar grid, 
provided the object is of a finite size (Miao et al, 2005). The aligned Fourier slices can 
then be used to produce a 3D image in a similar way to methods described previously. 
This updated 3D model is then used to produce angular projections missing from the 
experimentally acquired dataset. The projections are Fourier transformed to produce 
the missing Fourier slices, which can in turn be combined with the measured data to 
start the next iteration. Constraints are added by both the measured intensities and their 
2D reconstructions, resulting in a more reliable reconstruction. This technique requires 
fewer projections at a given resolution, at the cost of requiring an increased angular 
range (Mao et al, 2010). This has led to the successful adoption of EST for biological 
and biomedical imaging, which then benefits in a lower overall radiation dose on the 
material under investigation (Fahimian et al, 2010). 
 
Finally there has been some effort to further automate and increase the accessibility of 
phase retrieval process by bringing together some of the available reconstruction 
algorithms into a single software package, HAWK (Maia et al, 2010). This includes 
not only phase retrieval algorithms but also all of data processing steps for the raw 
diffraction data necessary for successful image reconstruction. 
 
5.2: Application of the CDI technique to biological imaging 
 
Since its initial demonstration the range of applications of CDI and its derivative 
techniques have greatly expanded (Miao et al, 2012). Some of the most successful 
applications, particularly in terms of resolution, have been seen in material sciences; 
including a 2 nm 2D resolution with x-rays (Takahashi et al, 2009) and a 2.4 Å 3D 
resolution with electrons (Scott et al, 2012). Biological material, however, which is 
inherently a much weaker scatterer and more susceptible to radiation damage, has 
proven a much more challenging target for CDI experiments. 
 
The very nature of most biological material, typically existing within a hydrated 
environment, meant that initial samples could not be observed by CDI in their native 
state, and instead required chemical preservation similar to early EM. The first 
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demonstration of ‘Bio-CDI’ was performed on E-coli cells labelled and fixed with 
KMnO4 (Miao et al, 2003). The use of heavy atom labelling here enhanced the 
scattering signal as well as providing additional contrast, revealing regions of high 
protein localisation that were also confirmed by fluorescent microscopy (Miao et al, 
2003). A later experiment demonstrated that CDI could be performed on unstained 
material by retrieving images of a freeze-dried yeast cell. Here, soft rather than hard x-
rays were employed, however, in both cases the final resolution, of about 30 nm, was 
comparable (Shapiro et al, 2005). The main limitations at this stage were the necessity 
for sample dehydration, which can lead to artefacts and reduce the biological 
relevance of observations, and the fact that reconstructed images consisted of the cell’s 
3D density being compressed into 2D, meaning a loss of much important spatial 
information. 
 
Following a period of technique development, attempts were once again made to apply 
CDI to biology. The ability of CDI to obtain information on the internal organisation 
within samples that are several microns thick was applied to the study of 
mineralisation within bone fragments. From the reconstructed images of bones at 
different stages of mineralisation a dynamic mechanism of biomineralisation between 
collagen fibrils was proposed (Jiang et al, 2008). The same year a single murine herpes 
virus capsid was imaged to a spatial resolution of 22 nm (Song et al, 2008). At 200 nm 
this currently represents the smallest biological sample to be imaged via plane-wave 
CDI. Furthermore by applying the quantitative methods outlined earlier it was possible 
to determine the general localisation of the genetic information within the capsid 
(Song et al, 2008). 
 
For CDI to become a tool for biological sciences however, it is important to show its 
ability to reveal novel information about specimens and problems under investigation. 
One such example is the use of FCDI, in combination with x-ray fluorescence, to 
study the localisation of malarial parasites within red blood cells. This demonstrated 
CDI’s ability to reveal both surface and interior features, as well as provide elemental 
information based on the phases of the reconstruction, mapping well with the 
fluctuations observed in the x-ray fluorescence measurements (Williams et al, 2009). 
Further to this, in this study the use of Immuno-gold labelling allowed information 
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regarding cellular trafficking to be extracted from the reconstructed image (Williams 
et al, 2009). 
 
As mentioned the sample preparation in previous examples required some form of 
fixation, either chemical or through freeze-drying. For the majority of biological 
samples it is much more favourable to perform such experiments in a hydrated 
environment. The first steps towards this direction were taken at the ESRF through the 
development of a cryogenic CDI (cryo-CDI) platform, following methodologies 
established in both EM and cryo-crystallography (Huang et al, 2009). Using this 
platform cryo-CDI not only has the benefit of preserving a native-like hydrated 
environment by encapsulating samples in vitreous ice, but also the cryogenic 
temperatures protect against radiation damage, allowing for much longer exposure 
times (Lima et al, 2009). This experimental configuration has been successfully 
applied to the imaging of D. radiodurans (Lima et al, 2009) and yeast (Huang et al, 
2009) cells to resolutions of 30 nm and 25 nm, respectively. One major complication 
in this technique is the high background produced by the amorphous ice, which can 
interfere with the reconstruction process. 
 
Knowledge of an object’s electron density is important, however only somewhat 
limited information is available when confined to a 2D image. Much more useful 
information can be extracted when the spatial organisation of this density is recovered 
in 3D, using the techniques previously mentioned. The first demonstration of 3D CDI 
from a biological specimen was the 3D reconstruction of a gluteraldehyde fixed, 
unstained human chromosome with hard x-rays (Nishino et al, 2009). For the 
reconstruction, 38 independent diffraction patterns were captured at evenly spaced 
incident angles between -700 and +700 and the 3D density was reconstructed following 
a similar method to Miao et al (2002). The 2D reconstructions revealed an axial 
dependence of density within the chromosome, which mapped well to the previously 
observed location of the chromosome scaffold and centromere (Nishino et al, 2009). 
These features were also observed in the 3D reconstruction, demonstrating again 
CDI’s ability to discern both internal and external features. 
 
The resolutions for these reconstructions were 38 nm for 2D and 120 nm for the 3D, 
still somewhat low. A resolution improvement was seen with the imaging of a yeast 
 98 
spore, fixed in a similar manner to the chromosome (Jiang et al, 2010). Here, due to 
concerns of radiation damage a limited number of projection images, 25, were taken 
and reconstructed using the EST method. The 2D resolution in this case was similar at 
40 nm but a greatly improved 3D resolution of 60 nm was achieved. Furthermore, by 
converting the observed density to absolute electron density it was possible to relate 
this to the mass density of the spore. Using this now calibrated 3D density map 
quantitative information concerning organelle location, mass density and volume 
could be extracted (Jiang et al, 2010). 
 
Similar attempts at 3D imaging have also been made using both the FCDI and 
Ptychography techniques, allowing for 3D volume data to be obtained from similar 
test specimens to those that had been studied in the 2D experiments presented before. 
The tomographic Ptychography experiments followed a similar acquisition scheme to 
Cryo-EM (Wilke et al, 2012), whilst the FCDI tomography followed a closer scheme 
to more conventional x-ray tomography (Jones et al, 2013). Neither of these 
experiments managed to significantly improve on the resolution of earlier work but 
they do demonstrate the potential for obtaining quantitative information from larger 
cell types. While in these experiments resolution limitations result from either the 
small number of projections, in the case of FCDI, or the mode of 3D reconstruction, in 
Ptychography, it is likely that improvements will seen with more advanced data 
analysis schemes. 
 
More recently, further attempts have been made to perform CDI under more 
physiologically relevant conditions. The first of these involves the imaging of fully 
hydrated cells, within a standard biological buffer, at room temperature via a technique 
known as ‘wet-CDI’ (Nam et al, 2013). The technique was demonstrated on yeast, a 
traditional test specimen, as well as the cyanobacterium Microcystis aeruginosa, an 
organism of particular interest due to some of the unique chemistry performed in its 
carboxysomes. This represented the first demonstration that CDI could be used to 
monitor cellular events at nm resolution without the requirement for any special 
sample handling or labelling. This technique was extended further to single shot 
imaging using a special Micro-Liquid Enclosure Array (MLCA) at the SACLA XFEL 
(Kimura et al, 2014). The use of an XFEL here allows the imaging of live, hydrated 
cells without the concern of radiation damage, as the diffraction will outrun the 
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radiation damage. Recently, the possibility of 3D cryo-CDI has been established with 
the imaging of a protozoan parasite, Neospora caninum, to a 3D resolution of between 
75 – 100 nm (Rodriguez et al, 2014). Whilst this resolution is still low, it is more a 
limitation of the current experimental set-up than the technique itself, which should in 
future push past the current barriers on resolution that are imposed by radiation 
damage.    
 
The problem of radiation-induced damage is one that has frequently been referred to 
within this thesis and it is this, rather than the wavelength of incident x-rays, that will 
ultimately limit the resolution of a bio-CDI experiment. This problem was addressed 
systematically by Howells et al, (2009) to propose a theoretical limit of achievable 
resolution. Based on observations from x-ray microscopy and crystallography, a 
maximum tolerable dose for a non-crystalline biological sample being imaged to a 
given resolution, the point at which features at that resolution change due to radiation 
damage, was derived. This was contrasted to the required dose for diffraction to occur 
at a given spatial resolution, calculated via the Rose criterion, and the typical 
resolution dependent signal decay from a biological molecule consisting of simple 
shapes. The intersection of these two dependencies then lead to a theoretical resolution 
limit of 10 nm for a cryo-cooled sample (Howells et al, 2009). 
 
As outlined here, some of the major challenges for CDI that remain are those of 
sample preparation, resolution and the radiation damage limit. Cryo-CDI and Wet-CDI 
here, at least to some extent, overcome restrictions on sample preparation. The 
theoretical resolution limit is still far from being reached and currently it is the weak 
scattering of biological material that is holding such imaging experiments back. Both 
the dose limit and the weak scattering issue can potentially be overcome with XFELs 
(Schlichting and Miao, 2012), yet at the same time information is limited to only a 
single view, though there have been methods proposed to overcome this (Kirian and 
Saldin, 2013; Xu et al, 2014). 
 
The remainder of this section will focus on the method developed during the course  of 
this PhD for combining the low resolution, but three dimensional, information that can 
be collected at synchrotrons with higher resolution data that can be captured at XFELs, 
as well as employing other imaging techniques (Gallagher-Jones, 2014). This scheme 
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combines the benefits of each source that, due to their complementary nature, provides 
a robust analysis framework for making new discoveries. 
 
5.3 Coherent Diffraction chambers at SPring-8 BL29XU and SACLA BL3 
 
The coherent diffraction experiments that will be discussed in this section were 
performed in diffraction chambers developed and commissioned in house. The 
synchrotron based diffraction microscope consists of two main chambers, the 
diffraction chamber and the detector chamber (Figure 5.3). A brief description will be 
presented here and a more detailed outline of the chamber can be found in Nam et al, 
(2013). The diffraction chamber consists of several upstream optical components 
including (i) an interchangeable pinhole, (ii) silicon guard slits and (iii) a rotating 
sample stage (Figure 5.3). The circular pinhole ensures the sample is illuminated under 
fully coherent conditions and the silicon guard slits are used to ensure that parasitic 
scattering from upstream components is removed. All components are mounted on 
micrometer precision, motorised linear stages (Kohzu Inc.) allowing horizontal and 
vertical translation (Figure 5.4). Additionally the guard slit distance from the sample 
position can be adjusted along the beam direction and the sample stage also 
incorporated a rotation stage to facilitate tomography experiments. The entire chamber 
is housed within an acrylic enclosure and may operate from low vacuum to ambient 
pressures under helium. 
 
The detector chamber incorporates a CCD detector, beam stop, photodiode and beam 
attenuator (Figure 5.3). The detector is a single-chip, direct illumination CCD 
consisting of a 1340 x 1300 pixel array and cooled to 120k via liquid nitrogen (PILCX 
1300, Princeton Roper Inc.). The detector is kept under high vacuum, < 10-3 Pa, to 
prevent water condensation and is separated from the rest of the detector chamber via 
a Berylium window. The detector chamber is also kept under vacuum. The chamber 
houses a linear xyz stage used to manipulate a wedge-shaped, Tantalum beamstop, 
which has a micro-polished 50 bevelled edge. Further to this a linear manipulator is 
attached to the side of the chamber and is used to translate a Si photodiode and an x-
ray attenuator in and out of the beam path (Figure 5.4). 
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5.3: Synchrotron based coherent diffraction microscope. Photograph of the 
diffraction microscope as installed at BL29XU (above). Schematic representation 
of the key components of the two chamber of the microscope (bottom). 
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Figure 5.4: Key components within the diffraction (top) and detector (bottom) 
chambers. The components are labelled as follows: 1) Pinhole motor stages. 2) 
Corner slit motor stages. 3) Sample stage and holder. 4) Snout entrance window. 
5) Linear manipulator for attenuator and photodiode. 6) Motor stage for beamstop. 
7) CCD detector. 
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Scattering experiments performed at the SACLA XFEL facility took place within the 
Multi-Application X-ray Imaging Chamber (MAXIC) (Figure 5.5). Here only a brief 
outline of the key components will be presented, a detailed explanation of the chamber 
can be found in Song et al, (2014). The chamber is designed to facilitate both 
experiments frequently performed at XFELs such as SFX and single-shot imaging, as 
well as being able to easily adapt to new experimental configurations. The main 
chamber contains various components to facilitate precise alignment of samples to µm 
focused XFEL pulses, as well as ensuring a high beam quality. The first of these is a 
four way cross slit composed of four 700 µm thick, micro-polished and bevelled Si slit 
blades attached to linear motor stages (Kohzu Co.) (Figure 5.5). The aperture created 
can go from full closure to an 8 mm opening. These slits are essential for removal of 
parasitic scattering fringes created by the upstream focussing mirrors. A second set of 
slits may also be placed just upstream of the sample position and in this way they 
function in a similar manner to the corner slits in the synchrotron-based chamber. 
 
The next component is an inline reflection mirror, employed when using a vertically 
mounted, long-distance microscope (Union Optical Co. Ltd.) to align solid mounted or 
injected samples to XFEL pulses (Figure 5.5). This allows samples to be viewed from 
upstream; though the second cross slit stage must be open. At the centre of the mirror 
is a 2 mm bore hole that acts as a beam pass for XFEL pulses. A second microscope, 
with the same specification, is located downstream of the sample at a 450 viewing 
angle to monitor sample delivery during experiments, where the second cross slit will 
be closed. 
 
The sample stage consists of a long-stroke XY linear stage (Kohzu Co.) upon which is 
mounted a 50 µm gold cross wire and a CE:Yag screen, which are used to confirm the 
XFEL pulse positions and the size at the focal position. Alongside this various sample 
holders may be mounted. For the experiments addressed here this will be exclusively a 
fixed target holder designed to accommodate two SiNO4 membranes consisting of 36 
by 36, 500 µm2 windows (Figure 5.5), however it is possible to attach other sample 
mounts for use with liquid jet and aerosol based injectors. The chamber also contains 
multiple ports, flanges and windows to allow other instruments to be attached, 
including but not limited to an octal-MPCCD detector developed at SACLA 
(Kameshima et al, 2014) and an optical pump probe laser. Several other detector 
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configurations are also available, such as a detector with a 300 vertical offset for 
simultaneous measurement of transmission and Bragg angle data, a close working 
distance (CWD) detector for wide-angle information and crystallography and also dual 
port detectors for when a large area is not necessary. The motor stages of both 
chambers are driven by control software written in Labview that was developed in 
house. 
 
 
Figure 5.5: Installation of the MAXIC chamber at BL3 of SACLA. (Top) A 
photograph of the full experimental installation of the MAXIC chamber in EH3 of 
BL3 of SACLA with key components highlighted. (Bottom) Close up image of the 
inside of the MAXIC chamber (Left) with key components numbered as follows: 
1) 4-way cross slit. 2) Reflection mirror for the LWD microscope. 3) Sample stage. 
Close up photograph of the 4-way cross slit (centre). Close up photograph of the 
sample stage (right). 
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5.4: CDI as a probe for novel biological nanostructures 
 
Currently the resolution of CDI experiments is limited to about 10 nm in theory and 
close to 25 – 30 nm in practice (Howells et al, 2009). This is still a long way from the 
size range of single molecular imaging hoped to be achieved by XFELs (Schlicting 
and Miao, 2012). Nevertheless this resolution still represents an important middle 
ground between electron and optical microscopes, particularly where samples are 
either too large or too sensitive to be viewed by EM. The focus here will be on using 
CDI as an imaging probe for novel structures currently being created in the emerging 
field of Bionanotechnology. The term ‘Bionanotechnology’ covers a broad range of 
topics but in this case the structures of interest are created via a ‘bottom-up’ approach 
by exploiting the inherent self-assembly properties of many biological molecules. 
 
Nanotechnology, particularly in this silicon age, seeks to push the limits of fabrication 
to ever-smaller sizes. However current “top-down” fabrication technology, whilst able 
to achieve high resolution is complex and limited in its application. Instead a “bottom-
up” approach, where devices are fabricated through self-assembling molecules at the 
nanoscale, is an attractive alternative (Drexler, 1981). Biological polymers, such as 
amino acids and nucleic acids, exist as a class of molecules that naturally self 
assemble to form complex structures; such as sheets, fibrils, bilayers, nanospheres, and 
vesicles etc. This combined with their high specificity in terms of binding affinity for 
other molecules, the routes through which they self-assemble and their high bio-
compatibility make them promising candidates for therapeutic applications, such as 
drug delivery and 3D scaffolds in tissue engineering (Gazit, 2007). 
 
Some of the earliest ventures into this field can be traced back to the pioneering work 
of Nadrian Seeman. He proposed a system where interacting strands of DNA would 
form a tight, ‘crossroad-like’ junction, as opposed to the more natural duplex, 
provided each overlapping region in the junction contains unique base-pairing to 
prevent migration of the strands through competing base pairings (Seeman, 1982). 
These junctions could then be built up into large 3D networks by joining the junctions 
in a controlled manner via overlapping ‘sticky-ends’. It was hoped that these networks 
could be employed to create pseudo-crystals of difficult to crystallise proteins by 
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inserting binding regions at specific locations in the network, thus creating periodic 
arrays of the protein (Seeman, 1982). 
 
The ability to form complex structures in this way was later demonstrated by 
producing a nm-sized cube from complementary DNA strands alone (Chen and 
Seeman, 1991). The junction points of the cube proved too flexible to form the 
periodic lattice required for crystallography experiments, however, this work did 
demonstrate the potential of manufacturing complex shapes in a programmable 
manner from DNA strands alone, giving rise to the field of DNA nanotechnology 
(Seeman, 2010). By using DNA junctions, as well as other complex motifs of DNA 
such as double crossovers, it has been possible to build up a whole palette of DNA-
based nano and meso structures, such as tile-based arrays in DNA origami 
(Rothemund, 2006), complex geometric shapes (Wei et al, 2012) and hydrogels (Lee 
et al, 2012). Further to this, the coupling of these structures to heavy metal 
nanoparticles, enzymes or other molecular moieties greatly enhances the functionality 
of such materials; for example, the formation of electronic wires by coupling Au 
nanoparticles to DNA fibrils (Le et al, 2004). 
 
Whilst it is possible to produce self-assembling, nano-structures from proteins through 
the use of actin, tubulin, fibrilin e.t.c (Wilner and Wilner, 2010); DNA, and other 
nucleotides have some distinct advantages. They have been the focus of study in 
molecular biology for over 50 years and the synthesis of novel nucleotides, as well as 
their controlled manipulation through various enzymes is very well characterised. The 
relative simplicity of assembly from these nucleotide building blocks, where base 
pairing occurs in a fairly rigid and predefined manner, make nucleotide strands highly 
programmable; by contrast protein molecules have extremely complex folding 
landscapes (Marsh et al, 2012). 
 
Closely related to this field, by virtue of the chemical similarities between the basic 
components, is RNA nanotechnology. RNA has a greater promiscuity than DNA in the 
way it base pairs and as such there is a greater complexity in the number of structures 
it can produce (Guo, 2010). Furthermore, RNA’s ability to act as both a scaffold and 
an enzymatic agent (Altman, 1989) make it very attractive or the formation of 
nanoscale self-assembling machines. Perhaps one of the most striking potential 
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applications for RNA however is its use as a therapeutic through the RNA interference 
(RNAi) pathway. 
 
RNAi is a well-conserved gene regulatory mechanism that can be seen in almost all 
eukaryotic cells and functions post-translationally by up regulating the degradation of 
mRNA (Hannon and Rossi, 2004).  Since its initial discovery (Fire et al, 1998) RNAi 
has been employed prolifically in the study of gene function due to its ability to 
specifically knock down a target gene. More recently there has been a huge amount of 
interest in using RNAi as a novel, targeted therapeutic for a wide variety of diseases 
(Mok et al, 2010), however the techniques currently employed for their delivery in 
genetic studies are inappropriate for medicinal purposes.  
 
Typically the movement of RNA in cells is tightly regulated, as a defence against viral 
pathogens. The introduction of small-interfering RNAs (siRNAs) must therefore be in 
large excess, or directly into the genome via cloning techniques, to overcome these 
degradation pathways. Neither of these strategies is appropriate in a therapeutic agent 
and so a better means of delivery is necessary. The materials created in 
bionanotechnology are attractive potential carriers of siRNA as they can protect the 
siRNA from degradation, act to target specific cell types and pathways, to prevent 
unwanted side effects, and have a very low toxicity, as they are biocompatible (Gazit, 
2007).   
 
To fully realise the potential of these assemblies in such applications, as well as many 
of the others mentioned, it is critical to gain a better insight into their structure. For 
such nanostructures, currently the highest resolution information is obtained via EM 
and Scanning Probe Microscopies (STM and AFM). In these cases the view whilst 
informative, will be lacking in depth information related to the internal organisation of 
such assemblies. For smaller objects (less than a few hundred nms) TEM may provide 
sufficient depth information, otherwise sectioning will be necessary, which may 
introduce unwanted artefacts. For macromolecular assemblies designed with drug 
delivery in mind, information on how these moieties are packaged within the 
structures is essential for understanding their assembly and encapsulating mechanism. 
MD simulations have proven a useful tool in these studies (Leung et al, 2012), 
however a means to quantifiably image such structures would be ideal. For this reason 
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CDI, as a non-invasive probe of internal organisation in non-crystalline material (Miao 
et al, 2012), is well poised to fill this gap. 
 
As a test sample a recently introduced material, the RNAi microsponge was selected 
(Lee et al, 2012). The microsponges are products of rational design, a technique 
employed frequently in the construction of nanostructures using well-defined 
knowledge of base-pairing to produce nucleotide sequences that will fold into 
assemblies with desired properties. The sponges themselves are made of high 
molecular weight RNA strands, produced from a circular DNA template via rolling 
circular amplification (RCA) with the T7 RNA polymerase. The strands then form into 
lamellar sheets, which assemble into large micron sized structures (Lee et al, 2012). 
Within the strands are multiple copies of a hairpin loop structure that can be cleaved to 
release siRNAs; thus the microsponge acts both as a carrier and a therapeutic. 
 
As this material is at the interface between RNAi therapeutics and macromolecular 
self-assembly it is of great interest to understand both its assembly and siRNA 
packaging mechanism in the final structure. The following sections describe the work 
that formed the basis of a paper by Gallagher-Jones et al, (2014). 
 
5.5: Preparation of RNAi microsponges for CDI experiments 
 
RNAi microsponges were synthesised following the method originally published by 
Lee et al, (2012) with the following modifications. The circular DNA template was 
prepared by hybridising a 92 base 5’- phosphorylated single stranded DNA sequence 
with a shorter 22 base complementary strand containing the T7 promoter sequence 
(Life technologies) (full sequences in Appendix 1). Hybridisation was performed in a 
200 µl reaction mixture containing; 0.5 µM of each DNA sequence, 1mM Tris-HCL 
(pH 8.0) and 20mM KCl. The reaction mixture was heated to 950C for two minutes 
before being gradually cooled to 250C over one hour and then left to fully hybridise 
for a further hour. The nick in the circular template was closed by ligation with T4 
DNA ligase (Promega), following the commercially available protocol. The template 
was then purified using a Zymo ssDNA clean and concentration kit (Zymo Research).  
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The RCA reaction was performed in a 50 µl reaction mixture composed of; 40 mM 
Tris-HCl (pH 8.0), 1 mM Spermidine, 5 mM MgCl2, 10 mM dithiothreitol (DTT), 8 
mM rNTP’s, 0.1 µM purified template and 5 units per µl of T7 RNA polymerase 
(Promega). The reaction was incubated at 370C for 16 hours. Following RCA, the 
reaction mixture was centrifuged at 12000 rpm for 8 minutes to pellet the fully formed 
microsponges. The supernatant was discarded and the pellet resuspended in 500 µl 
RNase free water. This step was repeated and then the pellet resuspended in 50 µl 
RNase free water to remove excess salt. Before imaging experiments the 
microsponges were sonicated for 5 minutes to reduce the number of aggregated 
particles.  
 
To confirm the success of the RCA reaction a 1 µl sample of the reaction mixture was 
dispersed upon a siliconised glass slide before air drying and sputter coating with Au 
using a E-1010 ion sputter (Hitatchi). Coated samples were observed using a JSM-
7401F field emission scanning electron microscope (JEOL Ltd.) operating in 
secondary electron imaging (SEI) mode with an electron acceleration voltage of 5 kV. 
Representative micrographs are displayed in figure (5.6). 
 
Figure 5.6: Electron micrographs of Au sputter coated RNAi microsponges. (Left) 
Low-resolution micrograph of an aggregate of RNAi microsponges, scale bar 
represents 2 µm. (Right) Close up micrograph of an individual microsponge, scale 
bar represents 300 nm. 
 111 
For x-ray imaging experiments samples were suspended on a Si3N4 membrane 
windows with thickness’ ranging between 30 to 100 nm, dependent upon the imaging 
strategy. For synchrotron experiments under vacuum a 1 µl aliquot of sample, diluted 
to a low particle density in RNase free water, was first dispersed upon a 2 mm by 5 
mm, 30 nm, Si3N4 membrane, mounted upon a 10 mm by 7.5 mm, 200 µm thick Si 
frame (Silson Ltd.). The droplet was then spread across the membrane carefully using 
a MiTeGen microloop (MiTeGen) and finally removed with blotting paper, to ensure 
single, isolated samples could be found on the membrane (Figure 5.7 (a)). For 
hydrated samples a dilute aliquot of microsponges was encapsulated between two 
membranes consisting of a 5 by 5 array of 500 µm by 500 µm, 30 nm thick, Si3N4 
windows supported upon a 10 mm by 10 mm 200 µm thick Si frame (Silson Ltd.). The 
two membranes are further encapsulated within an aluminium wet cell enclosure to 
ensure tight compression and marinating the hydrated environment for up to 48 hours 
(Figure 5.7 (b)). After preparation, sample locations relative to the edge of the 
membrane window where mapped using an optical microscope. 
 
For XFEL experiments, high-density microsponge suspensions were dispersed onto 
membranes similar to those used for SPring8 experiments but much larger in scale; 
consisting of 36 by 36, 100 nm thick windows on a 25 mm by 25 mm. Si frame (Silson 
Ltd.). Here the particle density must be considerably higher to ensure a good hit rate 
with single XFEL pulses, as sample locations cannot be located prior to experiments, 
making data acquisition somewhat stochastic (Figure 2.3 (b)). 
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Figure 5.7: Sample preparation methods for CDI experiments. a) Dehydrated 
specimens were prepared by pipetting a small droplet onto a Si3N4 membrane (left) 
then gently spreading it across the surface using a crystal loop (centre). The droplet 
was then removed and membranes allowed to air dry (right). b) Hydrated samples 
were prepared by sandwiching a small droplet of particle suspension between two 
multi-window Si3N4 membranes, which were further compressed inside a liquid 
sample holder. A photograph of the fully assembled holder is displayed on the 
right. 
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5.6: Data acquisition at SPring8 and SACLA 
 
CDI experiments at SPring8 were performed at EH1 of BL29XU. The source for this 
beamline is a standard in-vacuum undulator, and EH1 is positioned 50 m from the 
source, just preceding the optics hutch. The x-ray wavelength is tuneable from 4.4 to 
37.8 keV via a Si 111 DCM and for CDI experiments the wavelength was fixed at 5 
keV. Experiments on samples prepared as outlined above were performed in the 
diffraction microscope outlined in section 5.3 (Figure 5.8 (a)). The direct beam was 
filtered through a 10 µm diameter pinhole placed 300 mm upstream of the sample 
position to ensure complete coherent illumination. Diffraction patterns were recorded 
at the CCD detector  (Roper Inc.) placed 1230 mm downstream from the sample 
position.  
 
X-ray exposures were performed at two different regions of interest (ROI), high (H) 
and low (L), to artificially enhance the dynamic range of the detector. HROI exposures 
were performed by blocking a greater portion of the detector with the beamstop and 
exposing samples to x-rays for several minutes in short 1 – 10 second bursts. For 
LROI exposures the beamstop was retracted further to capture the high intensity, low 
frequency information close to the main beam. Here the exposure times were shorter, 
0.01 – 0.05, to avoid overexposure of the CCD detector. 
 
Samples were located on the membrane based on the mapping information from 
optical microscopy. First the membrane edges were located, based on the differential 
transmission of x-rays through the Si frame and the Si3N4 membrane, by monitoring 
the photon count at the photodiode in the diffraction chamber. Once edge positions 
were known the motor stages could be moved so that the direct beam was now at the 
mapped position on the membrane and a fine scan of the sample location was 
performed based on recorded intensity at the CCD detector. Incident photon flux was 
measured before and after sample exposure and the average value used for calculations 
of absolute electron density. For dehydrated samples experiments were performed in 
low vacuum (~1x10-3 Pa) and for hydrated specimens experiments were performed in 
a helium environment. Projection and tomographic imaging was performed by rotating 
the sample stage relative to the incident x-rays. 
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Figure 5.8: Experimental layout of CDI experiments at SPring8 (a) and SACLA 
(b). The key components and relative positions are illustrated. 
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Single-shot experiments were performed at the SACLA XFEL facility in EH3 of BL3 
(Tono et al, 2013). Samples were mounted in the MAXIC chamber outlined in section 
5.3. The chamber was installed such that samples would lie at the focal point of a pair 
of focussing KB mirrors located upstream of the chamber (Figure 5.8 (b)). The XFEL 
pulse energy was fixed at 5.5 keV and the repetition rate was set to 10 Hz. Individual, 
10 fs duration pulses were focussed to ~1.5 µm with a 10% pulse-by-pulse fluctuation 
in intensity. Membranes were aligned to individual pulses by exposing the Si frame to 
a pulse, leaving a burn mark at the surface visible by optical microscope. The position 
was noted on the microscopes monitor and this point used for aligning individual 
membrane windows. Exposures were performed by raster scanning the membranes 
through the interaction zone, synchronised with the fast shutter of BL3 via control 
software developed in labview. Patterns were captured on the multiport CCD 
(MPCCD), located 1470 mm upstream of the sample position. The detector consists of 
8 chips, with each chip having a 1024 by 512, 50 µm2 pixel arrays, giving a total 
detector area if 2048 by 2048 pixels. The detector also has an adjustable central 
aperture to allow the main beam to pass through.   
 
5.7: Data treatment prior to image reconstruction 
 
The diffraction images captured during CDI experiments are not suitable for direct 
analysis and so must go through a series of treatments before reconstruction, following 
a similar methodology to that described in Xu et al, (2011). The first step is 
background subtraction to account for readout noise, thermal fluctuation and stray 
scattering at the CCD. Typically a background measurement is taken from an empty 
region of the membrane close to the sample position. When the exposure time is of 
equal length to the sample exposure then this can be subtracted directly and the 
resulting intensity normalised with respect to exposure time to give a time average 
diffraction pattern. In cases were the exposure times do not match, a scaling factor is 
calculated using least squares minimisation by comparing the intensity measurements 
behind the beamstop; as here the intensities should be independent of any diffraction 
features and merely be dependent on exposure time (Figure 5.9). Following 
subtraction the intensity behind the beamstop is set to -1. 
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The next step is the combination of the HROI and LROI datasets. This is achieved by 
first roughly aligning the two data sets to the beam centre. Then an overlapping L 
shaped region of the two data sets is compared over a range of possible alignments and 
an error map produced by an integer shift method to locate the best overlap. A scale 
factor is also calculated in a similar way to the background to account for the different 
exposure times (Figure 5.10). After combining the two patterns a new best centre is 
calculated, again using the integer shift method (Figure 5.10). 
 
 
 
 
With the central pixel located the centrosymmetry of the pattern can be exploited to 
recover the data in the third quadrant that is blocked by the beamstop. The missing 
quadrant is recovered by rotating the data in the second quadrant through 1800 about 
the central pixel (Figure 5.11 (a)). Following this any data deemed to be poor quality 
will be removed by setting it to a value of -1 and remaining negative values after 
background subtraction are set to 0 (Figure 5.11 (b)). Finally the square root of the 
intensities is taken to convert them to the Fourier modulus. 
 
To further enhance the signal to noise ratio, highly oversampled data may be binned. 
To do this the missing central data must first be recovered through iterative methods 
outlined previously and this data patched into the measured intensities (Figure 5.11 
Figure 5.9: Background correction of raw 2D diffraction patterns. To obtain a 
clean diffraction pattern (right) data acquired from an empty region on the sample 
membrane (middle) is subtracted from data acquired at the sample position (left). 
If uneven exposure times have been performed then the background data is 
multiplied by a scaling factor determined by comparison of data behind the 
beamstop (white dotted rectangles). Intensity is represented on a logarithmic scale 
via a colour map where red is high intensity and blue is low.  
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(c)). Binning is then performed by merging m by n pixels into a single pixel. To 
preserve the central pixel it is important that both m and n are odd numbers. Following 
binning patterns are typically deconvoluted, as described in section 5.1 and the 
missing central data is removed once more (Figure 5.11 (d)). 
 
 
 
For single-shot data sets the data processing was fairly similar with the exception that 
no LROI data needed to be merged. The background subtraction was performed by 
averaging several single shot images taken from empty regions of the membrane in an 
attempt to account for the shot by shot fluctuations of XFEL pulses. After this all 
binning and deconvolution steps were the same. For single-shot cSAXS data sets from 
Figure 5.10: Combining the two regions of interest. An overlapping L-shaped 
region in the HROI and LROI is compared by an integer shift method (top left) to 
produce an error distribution map (right), with the overlapping best centre being 
the region of least error. The centre of the combined diffraction pattern is found 
by a similar integer shift method comparing a region in the first quadrant with 
several regions in the forth (bottom left).  
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aggregated particles the background subtraction was performed as described and the 
centre of the pattern determined in a similar manner also. 2D patterns were then 
radially averaged about the centre at a specified angular step (typically about 600) and 
fitting of the 1D patterns was performed in SasView (sasview.org). All data processing 
steps were performed using custom scripts written in MATLAB (The MathWorks. 
Inc.), with the exception of binning and deconvolution, which were performed in IDL 
(EXELIS, Visual Information Solutions). 
 
 
Figure 5.11: Filling in the missing quadrant and binning. a) The missing third 
quadrant is filled in by rotating the second quadrant 1800 through the centre. b) A 
fully centro-symmetric diffraction pattern. c) Diffraction pattern with the central 
data reconstructed via iterative phase retrieval and patched into the missing centre 
of the experimental data. d) The diffraction pattern in (c) after 3 by 3 binning, 
deconvolution and the missing central data removed once more. 
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Chapter 6: Probing the internal architecture of RNAi 
microsponges with coherent X-rays 
 
6.1: Synchrotron based CDI 
 
CDI was applied to the investigation of the internal density organisation of intact 
RNAi microsponges. A coherent diffraction pattern captured from a dehydrated, 
isolated microsponge (Figure 6.1(a)) was processed as outlined in section 5.7 and the 
real space image reconstructed via the GHIO phase retrieval algorithm (Chen et al, 
2007) and cross-validated with the OSS phase retrieval algorithm (Rodriguez et al, 
2013), as introduced in section 3.8. Here, only the results from the GHIO algorithm 
reconstructions will be presented as this algorithm produced reconstructions with 
slightly lower Rfactor errors. The reconstruction process was initiated with 16 random 
phase seeds and run for a total of 12 generations, with each generation consisting of 
3000 iterations. The five best image reconstructions (ie those with the lowest Rfactor 
errors) were averaged, to account for the small fluctuations in density that arise from 
ambiguities in the phase retrieval process (appendix 2), to give a final 2D electron 
density map (Figure 6.1(b)). This procedure was followed for all of the reconstructions 
displayed here.  
 
The RNAi microsponge is close to 1.5 µm in diameter, based upon the reconstructed 
images pixel size of 33 nm, and shows a radial density distribution consistent with a 
close to spherical morphology. The overall shape of the reconstructed image is 
consistent with observations made during SEM imaging (Figure 6.1(c)) and the porous 
nature observed by SEM is reflected in the uneven distribution of density in the 
reconstructed image. In contrast to SEM, the CDI image provides more information 
about internal density fluctuations, by virtue of it being a 2D projection of the 
microsponge’s total 3D electron density. A region of approximately 200 – 300 nm in 
diameter that is of significantly higher than average electron density is visible towards 
the centre of the microsponge (Figure 6.1(b)).   
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To confirm that this region is a true feature of the microsponge, and not an artefact of 
the dehydration process, similar CDI experiments were also performed on a fully 
hydrated RNAi microsponge (Figure 6.2(a)). The reconstructed image, whilst slightly 
larger in size, compares favourably to the dehydrated sample both in terms of shape 
and absolute electron density (Figure 6.2(b)). As a final check, the quality of the two 
reconstructions were compared based on their respective Phase Retrieval Transfer 
Functions (PRTF), calculated by: 
                                               PRTF(q) =
Fc(q) dq
0
qmax
∫
Fm (q) dq
0
qmax
∫
                                           6.1 
 
where Fc is the Fourier modulus calculated from the reconstructed image and Fm is the 
measured Fourier modulus. The resultant PRTF functions demonstrate that in both 
hydrated and dehydrated sample preparations, the resolution extends reliably to a half 
period resolution of greater than 40 nm (Figure 6.2 (c)). Given the consistency of the 
reconstructions at this resolution for both states, the 200 – 300 nm sized core region 
can be deemed a real feature that is also unaffected by differential sample preparation. 
Given the greater ease of sample handling in a dehydrated state all subsequent 
experiments were performed on dried RNAi microsponges. Several other 
microsponges were independently prepared and investigated in the same manner, 
confirming that the radial spread of density from a high-density internal region is a 
consistent feature of the microsponges (Figure 6.3). 
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Figure 6.1: CDI of an isolated RNAi microsponge. a) Diffraction pattern captured 
from an isolated microsponge. The colour map represents relative scattering 
intensity on a logarithmic scale. b) Reconstructed image from (a). The colour map 
represents the absolute electron density in units of 105 e- per nm2. c) An SEM 
image of an isolated microsponge from the same reaction mixture as (b). Scale 
bars represent 5 µm-1, 500 nm and 500 nm respectively. 
Figure 6.2: CDI of a fully hydrated RNAi microsponge. a) Diffraction pattern 
captured from an isolated microsponge in solution. The colour map represents 
relative intensity on a logarithmic scale. b) Reconstructed image from (a). The 
colour map represents the absolute electron density in units of 105 e- per nm2. c) 
Phase retrieval transfer function calculated from the reconstructed images 6.1(b) 
and 6.2(b). Scale bars represent 5 µm-1 and 500 nm respectively. 
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Figure 6.3: Additional synchrotron based CDI experiments on RNAi 
microsponges. Diffraction patterns captured from isolated RNAi microsponges 
(top row). The colour map represents intensity on a logarithmic scale. 
Reconstructed images from captured diffraction patterns (middle row). The 
colour map represents the relative 2D electron density. SEM images of 
microsponges from the same reaction mixture with resembling morphology 
(bottom row). The scale bars represent 5 µm-1 (top row) and 500 nm (middle 
and bottom rows) respectively. 
 
 123 
The images reconstructed via CDI represent the total 3D electron density of an object 
projected into two dimensions. As such, the observed density variation is a 
convolution of both differential thickness and differential density of the sample. In an 
effort to clarify the observed high density region as arising from an internal feature, 
independent of the samples morphology, the density variation of the reconstructed 
image was compared to projection images calculated from two density models: a core-
shell, spherical model, with an internal region of higher density (Figure 6.4 (b)) and a 
simple sphere of even density (Figure 6.4 (c)).  A line cut comparison between the 
reconstructed image and the two models in the X and Y direction shows the density 
variation of the microsponge is in good agreement with the core-shell model (Figure 
6.4 (d - e)). Details of the simulation process and code can be found in appendix 3. 
 
To further verify the high-density region, and confirm its distinction from sample 
morphology, stereographic imaging was performed by taking diffraction patterns at 
three different tilt angles, 00, +450 and -450, relative to the x-ray direction (Figure 6.5). 
Each pattern was reconstructed to obtain a projection image at the respective angle 
(Figure 6.6). The region of high density is consistently visible across each image, 
suggesting that it is not linked to sample thickness or shape. To understand the density 
changes more clearly a 3D model was created from the three projections via the 
Algebraic Reconstruction Technique (ART) with blobs algorithm implemented in 
Xmipp (Sorzano et al, 2004). Images were aligned along the Y-axis with the top and 
bottom ‘tips’ of the density distribution applied as constrains (Figure 6.5). Based upon 
the stereo projections, the core region appears to occupy approximately 15% of the 
total projected area and incorporates 21% of the RNAi microsponge’s electron density. 
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Figure 6.4: Modelling of the dense core region within RNAi microsponges. a) 
Reconstructed 2D electron density of an RNAi microsponge as shown in Figure 
6.1.(b). b) 2D projected density of a core-shell spherical model with two 
differential regions of electron density. c) 2D projected density of a simple sphere 
model with homogenous electron density. d) and e) Line plots of the electron 
density extracted from the regions highlighted by dashed lines in (a - c) across the 
x (d) and y (e) axes, confirming that the observed density variation of the 
microsponge can best be explained by the presence of a dense core. Scale bars 
represent 500 nm. 
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Figure 6.5: Stereographic imaging of an RNAi microsponge. An illustrative 
representation of the stereographic imaging process with the 3D model created 
from the projection images at the centre. Dashed lines highlight the core region in 
each projection and the images are shown as contour plots for improved visibility.   
Figure 6.6: Reconstructed projection images. These were used to create the 3D 
model shown in figure 6.5. Scale bars represent 500 nm in each image. 
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For a more complete understanding of the RNAi microsponge’s core-shell like 
structure, a better resolution of 3D imaging is required. To this end, 3D tomographic 
CDI was performed on an isolated RNAi microsponge using the EST method (Miao et 
al, 2005), described in section 5.1. A total of 27 diffraction patterns were recorded 
over an equally sloped tilt series between -690 and +690 and their images reconstructed 
(appendix 4). These images were then used to reconstruct the 3D electron density map 
displayed in Figure 6.7. The core-shell morphology is emphasised using a simple 
colour scheme, with regions above a certain density threshold outlined in red and the 
remainder rendered as a semi-transparent surface (Figure 6.7).  
 
The average density of this core region is 2.3 times that of the average shell and 
occupies 10% of the total volume, in good agreement with the projection imaging. 
Furthermore through quantitative density analysis the core region is revealed to have 
an average electron density of 0.54 electrons per Å3 whilst the shell has an average 
density of 0.23 electrons per Å3. The density of the core is close to the nominal 
electron density for nucleic acids of 0.55 electrons per Å3 (Svergun and Koch, 2003) 
suggesting that the core consists almost exclusively of tightly packed RNA strands. 
This can further be confirmed by considering the that typical base pair in RNA spans 
approximately 3.4 Å in a helix of radius 10 Å, giving a rough volume of 1068 Å3. A 
typical RNA base pair has a MW of 643 Da, corresponding to 680 electrons, giving a 
final electron density of  ~0.6 electrons per Å3, again close to the observed values. 
 
Due to the limited resolution of around 70 nm, it was not possible to visualise the 
individual lamellar sheets that were noted via SEM imaging. This may also be an issue 
of contrast, rather than resolution, as the density difference between the tightly packed 
lamellar sheets may be too small to visualise. Virtual sectioning of the 3D density 
map, however, reveals a very low-density region close to the surface of the 
microsponge, less than 0.19 electrons per Å3, suggesting an extremely porous surface 
layer (Figure 6.8 (a - d)). This, when combined with the low average density of the 
shell layer, indicate that as much as 58% of this region is empty space, which would 
facilitate improved access to RNase enzymes. Given that this region spans about 40% 
of the microsponge’s total volume, it is possible that access to RNA polymers in over 
half of the microsponge will be sterically hindered.   
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Figure 6.7: Tomographic imaging of an RNAi microsponge. The total 3D electron 
density of an RNAi microsponge reconstructed via the EST method is shown with 
a simple two-colour map, with the core region depicted in red and the shell region 
shown as a semi-transparent layer. The total density projected along the xz and yz 
planes are also shown, with the standard jet colour scheme for reference. The 
direction of incident x-ray is parallel to the x-axis at zero degree, and sample 
rotation is performed about the y-axis. 
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Figure 6.8: Mathematical sectioning of the reconstructed 3D electron density. 
Sliced images are obtained directly from the 3D density by summing two pixel 
layers in a 65 nm thin slab, along the z-direction. The order of sectioning, going 
from the front (a) to back (d), is shown by orange rectangles in figure 6.7. The 
diffuse density close to the surface of the sections, which spans 4 ~ 5 pixels or 130 
~ 160 nm (arrows), is indicative of the lamellar layers of the microsponge. The 
colour map represents the absolute electron density in e- per Å3 and scale bars 
represent 500 nm. 
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6.2: XFEL based single-shot CDI 
 
For a better understanding of the progressive assembly mechanism of the RNAi 
microsponges it is necessary to obtain images of smaller, less well formed specimens, 
alongside those that are fully assembled. However, the smaller size and lower 
structural rigidity of such samples will have a dramatic impact on their ability to 
scatter x-rays. This would necessitate longer exposure times and the resulting radiation 
damage would become a severe limiting factor on achievable resolution. To overcome 
this barrier, rapid single-shot imaging experiments were performed at the SACLA 
XFEL facility under the “diffraction before destruction” methodology (Chapman et al, 
2014), enabling a radiation-damage free diffraction pattern of a smaller sized RNAi 
microsponge to be obtained (Figure 6.9(a)). This was reconstructed in the same way as 
the other diffraction patterns to give a real space image of a small RNAi microsponge 
(Figure 6.9(b)). 
 
Based on the 17 nm pixel size of the image, the microsponge is about 500 nm by 300 
nm in size and its overall morphology reflects that of larger sized microsponges as 
observed by SEM (Figure 6.9(c)). This is a stark improvement over imaging 
experiments performed at synchrotrons, as can be see from its PRTF, which shows 
that reliable phase retrieval extends to a full period resolution of 40 nm and a half 
period resolution of 20 nm (Figure 6.9(d)). It is important to note that due to the pulse-
by-pulse instability inherent in XFELs it was not possible to gain an accurate enough 
recording of pulse flux and energy. For this reason density values have been left on a 
relative rather than absolute scale. This small sized sponge also displays a high density 
central region, spanning between 5 – 7 image pixels, corresponding to a real space size 
of 80 – 120 nm, suggesting that this core-like structure is inherent to the RNAi 
microsponge formation process. 
 
For a better understanding of the changes in electron density between underdeveloped 
and fully formed microsponges, histograms were produced of the electron density 
distribution within the two structures (Figure 6.10). As the different thickness profiles 
of the two objects will have a strong influence on the observed 2D density 
distributions, it is important that this be accounted for so that they may be compared 
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on the same scale. To achieve this, objects of similar size to the two microsponges 
were simulated using the same methodology as the models used to confirm the 
presence of a core region (appendix 3). The value of individual voxels of the 3D object 
were set to 1 and the density collapsed along one axis to produce a 2D map, where the 
value of each pixel represents the number of voxels at that point along the collapsed 
axis. This was carefully matched with the boundaries of the reconstructed images to 
create a thickness mask. Normalisation to this mask then gave the thickness corrected 
densities used to produce the distribution histograms. 
 
The smaller RNAi microsponge (dark blue) shows a similar electron density 
distribution to that of the fully formed microsponge (cyan), with an asymmetric 
distribution profile starting from a rapid development at lower density and a slow taper 
towards high density (Figure 6.10). The large microsponge has a slightly extended 
profile, implying that the high-density core region forms gradually through a dynamic 
compaction of chains as the microsponges increase in size. Overlaid on the graph is 
the average density profile derived from the large size microsponges imaged at 
Spring8 (dotted red line), which indicates that these observations are a general 
tendency.  
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Figure 6.9: Femtosecond, single-shot imaging of an RNAi microsponge. a) 
Diffraction pattern captured from a microsponge during a single 10 fs exposure 
from SACLA. The colour map represents the relative intensity on a logarithmic 
scale b) Image reconstructed from (a), the colour map represents electron density 
in units of 105 e – per nm2. c) An SEM image of a microsponge with a similar 
morphology to (b). d) The PRTF calculated from (b). Scale bars represent 10µm-1, 
250 nm and 500 nm respectively.  
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Figure 6.10: Comparison of the electron density distribution between the large 
and small sized RNAi microsponges. Histogram of the thickness corrected 
electron density within the small RNAi microsponge in Figure 6.9(b) (dark blue) 
overlaid on the thickness corrected electron density in a larger RNAi microsponge 
from Figure 6.1(b) (cyan). The broken red line represents the averaged corrected 
electron densities from other large microsponges imaged by synchrotron radiation 
(Figures 6.2 and 6.3). 
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6.3: XFEL based single shot coherent SAXS 
 
Whilst CDI can provide a lot of detailed information on individual samples, it can be 
limited when trying to make general observations about a noted structural motif. 
SAXS provides access to average information of many particles in several 
orientations, allowing for a better overview of trends within their structure. Given the 
shared geometry of SAXS and CDI experiments, as well as the difficult in ensuring 
only single particle interactions in current single-shot experiments, it seems logical to 
combine the two techniques to maximise the information that can be extracted from 
the large data sets produced at XFELs.  
 
A representative coherent SAXS (cSAXS) pattern, captured from a cluster of RNAi 
microsponges is shown in figure 6.11(a). The scattering pattern covers most of the 
detector area with good signal to noise extending out to a q vector of 0.16 nm-1, or a 
real space resolution of about 6.3 nm. A simplified core-shell ellipsoid model (Figure 
6.11(b)) was selected to fit the experimental data, based upon the 3D architecture 
observed by synchrotron-based CDI experiments. In this model the scattering volume 
is defined by two ellipsoids of rotation, with three axis R, R and εR such that: 
 
                                                                6.2 
where: 
                                              6.3 
 
and Φ is the normalised form factor of a sphere. The amplitude can then be defined 
by: 
 
         6.4 
 
where ΔPcore and ΔPshell are the excess scattering length density of the core and shell, 
using the previously determined values as starting points for the model. Vout and Vin 
are the volumes of the outer and inner ellipsoids defined as: 
 
P(q) =
2
Φ(qR ')[ ]∫ sinαdα
R ' = R(sin2+ ε 2 cos2α )
Acore−shell (q) = ΔPcore ΔPshellVoutΦ(qR 'out )− (ΔPshell − ΔPcore )VinΦ(qR 'in )[ ]
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                                                  6.5 
 
                                                    6.6 
 
The scattering intensity can then be defined as: 
                                                  6.7 
 
Where P(q) is the form factor outlined above and S(q) is a the hard sphere structure 
factor (Ding et al, 1989). 
 
The 1D scattering curve produced by the radial average of the scattering pattern in 
figure 6.11(a) was fit to this core-shell ellipsoid model (red). The model shows good 
agreement with the experimental data with a normalised root mean square error (r.m.s) 
of 0.8% (Figure 6.11(c)). For comparison a fit was also performed to a simple 
ellipsoid model, with no density contrast (blue). Whilst this model follows the overall 
trend of the experimental data it fails to pick out some of the finer modulations, 
suggesting that the core shell structure is a generic feature of the RNAi microsponges. 
This model was fit to several other cSAXS patterns captured during single shot 
exposures (appendix 5) and the final fitting parameters are summarised in figure 
6.9(d). The average radii lengths of the shell and core were found to be; 820 nm (±60) 
and 650 nm (±70) in the long axis, and in the short axis 130 nm (±50) and 100 nm 
(±30). The numbers in brackets represent the standard deviation of the range of fitting 
values based on the error of the fits. The final core density estimated from the fits was 
about 2.4 times that of the shell, which is consistent with observations from CDI. 
 
Vout =
4πRout2 εRout
3
Vin =
4πRin2εRin
3
I(q) = P(q)S(q)
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Figure 6.11: Femtosecond single-shot SAXS of RNAi microsponge clusters. a) A 
zoomed in image of the central portion of a single-shot cSAXS pattern captured 
from a cluster of microsponge. The colour map represents the relative intensity on 
a logarithmic scale and the scale bar represents 10 µm-1. b) Illustration of the core-
shell ellipsoid model used to fit the cSAXS patterns. c) The cSAXS curve 
obtained from the radial average of (a) (circles) with the fits to the core-shell 
model (red) and a plain ellipsoid (blue) overlaid. d) Results of model fitting to all 
of the recorded cSAXS data sets (appendix 5). The median values are displayed 
through the centre-line (red) whilst the black lines show the range of the fit-
values. Cl = core size in the long axis, CS = core size in the short axis, Sl = shell 
size in the long axis, and SS = shell size in the short axis. 
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6.4 Hierarchical organisation of RNAi microsponges 
 
The multimodal analysis scheme presented here has been successfully applied to the 
investigation of internal structure within the novel macromolecular assembly, the 
RNAi microsponge. In general the microsponges are spheroid structures consisting of 
lamellar layers extending in a tessellated fashion from a dense central region, which is 
noted to vary relative to the overall size of the microsponge. When combined with 
observations of the electron density distribution of both large and small structures, this 
suggests that the core-shell like motif arises as a result of a dynamic compaction 
during the growth of the microsponge. This is in support of the growth of 
microsponges from tightly packed RNA fibres/sheets through the addition of RNA 
polymers at the surface, similar to spherulite formation (Basset, 2003), first proposed 
by Lee et al, (2012). 
 
Another possibility is that the microsponge displays a fractal growth model. In this 
case however there would be a radially dependent decrease in density that can be 
characterised by a power law. This however was not observed, suggesting that a core-
shell motif is more likely. A possible way to confirm this would be to grow 
microsponges with an altered RNA sequence or counter ion concentration. This would 
alter the packaging of individual strands. If the motif is indeed related to two distinct 
regions of density then there should be only a slight difference in the observed density 
distributions. In the case of a fractal structure however this would be altered much 
more dramatically.  
 
As discussed previously, the analysis scheme revealed a low-density layer at the 
surface of the sponge that comprises 40% of the total volume. Since this region will 
have a low level of steric hindrance it is very likely that the large majority of RNase 
cleavage will occur within this region, and this may go some way to explain the 
reported cleavage efficiency of 21%. Given the presence of a dense core, a means to 
improve this cleavage efficiency would be to first reduce the core size to increase the 
number of accessible cleavage sites. Also, as up to 58% of the microsponge’s total 
volume is made up of empty space an alternative strategy would be a growth condition 
that promoted a radial expansion from a small core, ensuring multiple branch points to 
fill the space between the lamellar sheets with RNA fibres, similar to structures 
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observed in spherulites formed from bovine insulin (Krebs et al, 2005). This would 
produce a smaller sized microsponge with a greater surface to volume ratio and 
facilitate better cellular uptake. 
 
The multimodal analysis scheme here shows the potential of CDI as a complementary 
technique in the ab-intio structural analysis of non-crystalline matter. Alongside this, 
the ability of data generated by single-shot XFEL experiments to contribute in the 
resolution of real biological problems has also been achieved. Given the prevalence of 
similar self-assembling molecules in nature, the potential applications of this strategy 
are large. The study of aggregation, such as amyloidal fibrosis and plaque formation in 
neurodegenerative diseases, and bionanotechnology, in particular with the rise of 
novel liposome and hydrogel based therapeutics where the study of encapsulation 
efficiencies is important, could benefit from these methods. In this multimodal 
analysis scheme the prevelance of disorder and non-resembling structures that can 
complicate other structural biology techniques are not a significant barrier to 
functional analysis. As the stability, intensity and number of XFEL sources increases it 
is hoped that the methods developed here will find good application to other systems 
in the future. 
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Chapter 7: Conclusions and future prospects 
 
This thesis has been focussed on the exploration of new opportunities in structural 
biology opened up through the use of intense, femtosecond pulses provided by XFELs. 
The goals were two-fold and interrelated; the development of novel experimental 
platforms for structural biology at XFELs, namely for the delivery of single particles 
to individual pulses, and the application of analytical methods to the single-shot data 
that would result from such experiments, CDI. 
 
The results from the gas phase SAXS experiments were somewhat disappointing 
though not altogether surprising given the limitations of both the experimental set-up 
and the radiation source (SR) employed. As discussed, to improve the weak S/N 
witnessed in these proof-of-principle experiments there are two main solutions: 
improve the number of ions within the interaction zone or/and improve the photon flux 
density at the interaction zone.  
 
The first solution is impractical on the current instrument as the number of ions is 
limited by Coulombic repulsion within the 3D trap. Whilst it may be possible to 
introduce more ions, the volume that they would occupy would also expand and thus 
the number of ions at the sample position would not change significantly. There have 
been many developments in MS, particularly in IMMS, since these initial proof-of-
principle experiments, with modern spectrometers able to trap ions with m/z in excess 
of 80000 Da. Here it may be possible to overcome some of the weak scattering due to 
sample size by introducing MDa-sized particles to the interaction zone. Furthermore, 
an alternative scheme, whereby particles pass through the interaction zone in a finely 
focused ion beam, rather than held within a trapped cloud, may be a suitable means to 
improve sample hit-rate. 
 
Now that XFELs have become open to user operation it is much more feasible to 
improve the photon flux at the sample position instead. For example, the flux density 
at the sample position in the SR-based experiments presented in chapter 4 was 2.5x108 
photons/µm2/s, whereas pulses from SACLA are capable of delivering ~ 1011 
photons/µm2/pulse; an improvement of close to 3 orders of magnitude. This increases 
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the number of photons in the interaction zone and also reduces the restrictions on ion 
density, as scattering from single particles is feasible with an XFEL, as demonstrated 
in Chapter 6. XFELs also have another benefit over synchrotrons in that the available 
flux is almost 100% spatially coherent. 
 
The scattering efficiency for a particle illuminated by an X-ray beam of given photon 
flux can be defined as follows (from Dierker et al 1995): 
 
P/Po = ro2Ntot Z2∆Ω/Ai                           7.1 
 
Where: P/P0 is the scattering efficiency (Photon count at detector/ Incident photon 
count), ro is the classical Thomson electron radius, expressed as ≈ 2.82 x 10-13 cm, Ntot 
is the total number of uncorrelated atoms (here taken as number of C12 atoms in the 
peptide backbone), Z is the number of charges in each atomic nucleus, ∆Ω is the solid 
scattering angle and Ai is the beam cross sectional area in cm2. For speckle-based 
experiments, ∆Ω of a speckle corresponds to ≈ λ2/Ai, where λ is the wavelength in 
units of cm.   Ntot can be expressed as a function of molecular mass (M) and scattering 
volume (V) such that:  
                                                          Ntot =
ρVNa
M                                                       7.2 
Where ρ is the density and Na is Avagadro’s constant. For a sample of thickness 1/µ 
(reasonable for the small sizes of biological molecules), V = Ai/µ, where µ is the 
absorption length expressed as µ =  ρ/µm. µm is the mass absorption coefficient 
approximated as: 
                                                         
 
µm !
CZλ 3Na
M                                                    7.3 
Where C is a constant with units cm-1. Substituting this back into equation 7.1 gives: 
   
 
P / P0 !
7.95 ×10−26Z
CλAi
                 7.4 
From this equation it can be seen that the count rate detected from single, small and 
predominantly carbon, molecules is unfeasibly low at incoherent synchrotron sources. 
This changes however in the case of a coherent beam. Here the scattering is not only a 
function of the atoms within a molecule (Nato) but also the number of molecules within 
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the illuminated area (Nmol), as photons scattering from equivalent atoms of different 
molecules will interfere coherently. In this case Ntot can be re-written as Ntot = 
NmolNato. The introduction of atoms with high Z values, similar to the labeling process 
in isomorphous replacement, would also contribute to the overall scattering efficiency 
of a particular sample. Thus there are multiple factors that can be considered to 
improve signal from weakly scattering particles illuminated by an XFEL beam. 
 
The advent of the XFEL has allowed many novel experimental techniques to be 
explored. Amongst them has been a revival of an idea, first proposed in the late 70s, 
for using the angular fluctuations that arise from snapshots of multiple particles that 
are frozen in time or space (Kam, 1977). Because the particles are fixed in random 
orientations, rather than allowed to rotate freely, sampling in a single acquisition will 
be over a finite number of orientations giving rise to angular fluctuations in intensity, 
termed correlated fluctuation SAXS (CFSAXS). Whilst at the time this was practically 
unattainable due to limitations on light sources, with the advent of XFELs it becomes 
much more reasonable to perform these experiments, as not only is flux increased but 
now the exposure time (tens of fs) outruns both rotational diffusion and radiation 
damage. These fluctuations contain a wealth of information and this can be obtained 
through the correlation, rather than the time average, of multiple scattering patterns 
(Saldin et al, 2010). 
 
More recently this technique has moved from the realms of theory and simulation to 
that of experimental reality at both XFEL and synchrotron sources (Saldin et al, 2011) 
(Pedrini et al, 2013). However, the samples were of a material nature, rather than 
biological, and therefore have much greater scattering power. It has been suggested 
that for CFSAXS the scattering intensity is squarely, rather than linearly proportional 
to the particle size, and that for small biological samples the greatest limiting factor 
will be reduction of solvent scattering (Kirian et al, 2011).  
 
As demonstrated in chapter 6 it is entirely feasible to obtain single-shot cSAXS 
patterns from clusters of biological macromolecules. One possible future improvement 
then could be a combination of the analytical scheme of CFSAXS with the 
experimental set-up presented in chapter 4, provided a suitable spectrometer platform 
capable of trapping or at least focusing mDa sized macromolecular complexes is 
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available. Here multiple ions of large protein complexes would be presented to XFEL 
beams in a very low solvent environment to overcome the solvent scattering barrier. 
 
CDI experiments, however, present an entirely different challenge. Single particle 
imaging, whilst possible, is still severely limited by resolution, the best achieved in 
this work was 17 nm. Given developments in sample presentation and data acquisition 
it is possible to collect several hundreds of thousands of diffraction patterns from 
randomly orientated samples and improve the S/N ratio via averaging in a similar 
manner to single particle imaging in cryo-EM.  
 
Given the difficulties in indexing and combining such patterns, particularly for 
creating full 3D datasets, an alternative approach could be envisioned following a 
similar method to the multimodal scheme described here, given a sample of sufficient 
homogeneity. Firstly a full, but low resolution, 3D data set could be captured at a 
synchrotron source, made feasible with the advent of ‘diffraction limited’ synchrotron 
sources. This 3D density could be used as a means to align and combine randomly 
orientated and sparse diffraction patterns, either by reconstructing the individual 
patterns or using the calculated 3D FT. This would result in a new 3D density of much 
higher resolution provided enough randomly orientated patterns are collected. It may 
then be possible to use this 3D density along with cSAXS patterns that extend to an 
even higher resolution, to construct molecular models via MD simulations, something 
already performed routinely with synchrotron data (Koutsioubas et al, 2013). The 
cSAXS data would certainly benefit from a more complex analysis scheme as there is 
more information inherent in the speckle patterns than was extracted here under the 
simple modelling scheme.  
 
These possibilities are of course based on the assumption that single molecules will be 
able to scatter well enough to record a diffraction signal of significant resolution. 
Currently, SFX is proving much more successful for structural biology due to the 
several orders of magnitude increases in scattering power provided by crystalline 
samples compared to single molecules. Improvements in source stability, flux and 
focussing will contribute to some extent in alleviating these problems, however, an 
alternative approach would be to bridge the gap between SFX and single molecule 
imaging through the use of nanoclusters, particularly of macromolecular complexes 
 142 
containing metal ion clusters, such as ferritin cages (Flenniken et al, 2009). Here by 
creating a complex containing multiple repeats of a protein it will be possible to obtain 
diffraction data of much higher resolution, whilst still gaining information from an 
individual molecule. 
 
As most biological molecules do not naturally form such clusters I propose a system 
that employs some of the current advances in DNA/RNA nanotechnology. Here a 
nucleic acid scaffold would be produced in a predefined geometric shape with binding 
sites specific to the target macromolecule placed periodically along the backbone, 
similar to the idea originally proposed by Nadrian Seeman, (1982). In this case 
however the rigid structure originally proposed is not necessary as the source is 
coherent and Bragg diffraction is not necessary. Such constructs were shown to 
diffract well in experiments performed for this thesis and such a scheme would expand 
the number of targets available for XFEL studies. 
 
An alternative approach to this would be to exploit the natural lipid environment of the 
lipid-encapsulated, enveloped viruses. This class of virus has already proved an 
excellent model system for the study of cellular processes involving lipid membranes. 
In this instance one approach would be to alter the viral genome to express target 
membrane proteins of interest within the viral envelope. The particles could then be 
imaged following similar approaches to those currently employed in single-shot 
imaging and CDI experiments, where resolutions are now approaching the 100 Å 
range. Such studies would also benefit from combination with cryo-ET studies and the 
complimentary nature of the two methods would no doubt benefit from future 
developments in analysis schemes. 
 
As a final note it is clear that there is still much more excellent science to come from 
XFEL based experiments. It has now been just five years since the first commissioning 
experiments at LCLS and there has already been groundbreaking work performed, 
including damage-free room temperature structures of redox enzymes (Hirata et al, 
2014), and new insights into the phase landscape of super cooled water (Selberg et al, 
2014). At the same time, much of the preliminary experiments were focussed upon 
proof-of-principle work.  With only two sources currently available there may yet still 
be some lag in breakthroughs in structural biology from XFELs, however, with several 
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more machines either under construction or in the planning phases this situation 
should rapidly improve. Given the current rate of development I am confident that the 
next five years should see more groundbreaking discoveries using these amazing light 
sources. 
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Appendix 1 
Sequence of the RCA DNA template 
 
 
 
 
 
 
Primer Sequence 
ssDNA 
5’-Phosphate-ATAGTGAGTCGTATTAACGTACCAACAACTT 
ACGCTGAGTACTTCGATTACTTGAATCGAAGTACTCAGCGTAAGTTTA
GAGGCATATCCCT-3’ 
T7 promoter TAATACGACTCACTATAGGGAT 
 
Table A1.1: Oligonucleotide sequences of primers used to construct the circular 
template for RCA. Complimentary regions are highlighted in green (promoter 
sequence) and blue (hairpin loop sequence containing siRNA). 
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Appendix 2:  
Density fluctuation inherent in phase retrieval reconstruction 
 
 
 
 
 
 
 
Figure A2.1: Image fluctuation in phase-retrieval. A selection of 12 reconstructed 
images from the final generation of the GHIO algorithm used in Figure 6.1(b). As 
can be seen there is a small amount of variation in the internal density between 
each images, though overall size and shape remains consistent. Averaging across 
the images with the lowest errors is performed to produce a final, best, image.  
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Figure A2.2: Error distribution between images in the final generation. Error is 
calculated as the averaged difference between two images by: 
 
Error =
Pi (xy)− Pj (xy)
xy
∑
Pi (xy)+ Pj (xy)
xy
∑
 
where Pi and Pj are the ith and jth reconstructed images respectively. As only the 
best five images were considered in the averaging it is clear from this distribution 
that the error is less than 3%.   
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Appendix 3 
 
Sample matlab code for projected density simulation 
 
As images produced in CDI experiments are projections of the total electron density in 
two dimensions the density variation in the image arises from sample thickness as well 
as from highly dense regions. To distinguish that the observed region of high density 
within the sponge was just that we simulated spheroids and compared their projected 
2D density to the reconstructed image. These objects are defined with radii along three 
axis; a, b and c, with assigned real space values based on the dimensions of the 
observed RNAi microsponge. The volume is then filled with voxels with a xyz size 
defined by the reconstructed image pixel resolution. Each voxel is assigned a nominal 
density value based, either based on the observed microsponge for comparison or 1 
when producing a thickness map. The object is then assigned a tri-axial tilt, to account 
for different orientations of the sponges may occupy upon the Si3N4 membrane, before 
the voxels along the z direction are summed to produce a 2D projection image. 
To simulate the core region a second spheroid is defined by the parameters; a2, b2 and 
c2. Assigning the voxels within this spheroid to a different nominal density value 
allows the creation of two different density regions, Dshell and Dcore, by: 
€ 
Dcore ≡ 43 π ⋅ a2 ⋅ b2 ⋅ c 2 
€ 
Dshell ≡ 43 π ⋅ a ⋅ b ⋅ c
% 
& 
' 
( 
) 
* −
4
3 π ⋅ a2 ⋅ b2 ⋅ c2
% 
& 
' 
( 
) 
* 
,
 
where: a  ≥  b  ≥  c and a > a2,  b > b2, c > c2. A short script for performing this 
simulation in matlab is given below alongside the outputted data as images. 
 
 
%% objectsim.m minimal code to simulate a 3D core-
shell density object 
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%% initial parmeters 
 
% Total pixel number along 1D in m 
s = 500E-9;     
% Radius of core 
core = [0.8*s; 0.8*s; 0.8*s;];  
% Radius of shell 
shell = [2*s; 2*s; 2*s;];  
% Relative density 
d = 1; 
% Density of core and shell 
density = [2.3*d, d]; 
% Relative tri axial tilt in degrees 
angle = [0; 0; 0]*pi/180.;  
 
% real space pixel resolution in m 
reso = 3E-8;  
% Field of view based on the sample size 
n = int16(max(shell)/reso*2+5);  
 
%% Set up object coordinates 
 
[x, y, z] = meshgrid(-n/2:1:n/2-1, -n/2:1:n/2-1, -
n/2:1:n/2-1); 
        x = double(x)*reso; 
        y = double(y)*reso; 
        z = double(z)*reso; 
         
% Set up rotational coordinates in xyz axis 
 
rx = [1 0 0; 0 cos(angle(1)) -sin(angle(1)); 0 
sin(angle(1)) cos(angle(1))]; 
ry = [cos(angle(2)) 0 sin(angle(2)); 0 1 0; -
sin(angle(2)) 0 cos(angle(2))]; 
rz = [cos(angle(3)) -sin(angle(3)) 0; sin(angle(3)) 
cos(angle(3)) 0; 0 0 1]; 
 
r_t = rz*ry*rx; 
 
% define 3D coordinate matrix   
 
xr = r_t(1,1)*x + r_t(1,2)*y + r_t(1,3)*z; 
yr = r_t(2,1)*x + r_t(2,2)*y + r_t(2,3)*z; 
zr = r_t(3,1)*x + r_t(3,2)*y + r_t(3,3)*z; 
 
%% Build up the 3D object 
 
rin1 = (xr/ core(1)).^2 + (yr/core(2)).^2 + 
(zr/core(3)).^2 - 1; 
rin2 = (xr/ shell(1)).^2 + (yr/shell(2)).^2 + 
(zr/shell(3)).^2 - 1; 
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% Fill core density 
tmp1 = zeros(n, n, n); 
tmp1(rin1<=0) = density(1); 
 
% Fill shell density 
tmp2 = zeros(n, n, n); 
tmp2(rin2<=0 & rin1 > 0 ) = density(2); 
 
% create full object 
object = tmp1 + tmp2; 
 
%% Display simulation results 
 
% plot projected density 
subplot(1,2,1); 
imagesc(sum(object,3)); axis equal tight 
 
% plot 3D object 
subplot(1,2,2); 
p2 = patch(isosurface(object,.5),... 
    'FaceColor','blue','EdgeColor','none'); 
isonormals(smooth3(object),p2); 
view(3); daspect([1 1 1]);  
axis equal tight; 
camlight;  camlight(-80,-10); lighting phong;  
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Figure A3.1: Figure generated by the matlab script objectsim.m. The 
simulated 3D spheroid is shown on the right as a rendered 3D surface and the 2D 
projected electron density resulting from its compression in the z direction is 
shown on the left. 
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Appendix 4 
 
 
 
 
 
 
Figure A4.1: Projection images used to reconstruct 3D electron density.  27 
diffraction patterns were captured at the angular tilt denoted in the top left corner 
and reconstructed. Real space and diffraction images were used to reconstruct the 
3D density displayed in Figure 6.7. 
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Appendix 5 
 
 
 
 
 
 
 
 
Figure A5.1: Complete set of cSAXS curves (circles) and their fit to the core-
shell model. The obtained parameters were used to generate figure 6.11(d). 
The error of the fit is given in the top left corner. 
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Figure A5.2: Single shot cSAXS patterns. The radial average of these patterns 
was used to calculate the scattering curves in the corresponding positions of 
Figure A5.1.  
 154 
References 
 
Abbey, B., Nugent, K. a., Williams, G. J., Clark, J. N., Peele, A. G., Pfeiffer, M. a., de 
Jonge, M. and McNulty, I. (2008) ‘Keyhole coherent diffractive imaging’, 
Nature Physics, 4(5), pp. 394–398. 
Allen, G. S. and Stokes, D. L. (2013) ‘Modeling, Docking, and Fitting of Atomi 
Strucutures to 3D Maps from Cryo-electron Microscopy’, Schmidt-Krey, I. and 
Cheng, Y. (eds.), Methods in Molecular Biology, Methods in Molecular 
Biology, 955, pp. 229–241. 
Allen, H. S. (1947) ‘Charles Glover Barkla. 1877-1944’, Obituary Notices of Fellows 
of the Royal Society, 5(15), pp. 341–366. 
Altman, S. (1989) ‘Enzymatic cleavage of rna by rna’, In Nobel Lecture, pp. 626–646. 
Altona, C. (1976) ‘Conformational Analysis of a DNA Triplet in Aqueous Solution’, 
European Journal of Biochemistry, 562(71), pp. 557–562. 
Amann, J., Berg, W., Blank, V. and Decker, F. (2012) ‘Demonstration of self-seeding 
in a hard-X-ray free-electron laser’, Nature Photonics, 6, pp. 693–698. 
Andruszkow, J., Aune, B., Ayvazyan, V., Baboi, N., Bakker, R., Balakin, V., Barni, 
D., Bazhan, A., Bernard, M., Bosotti, A., Bourdon, J. C., Brefeld, W., 
Brinkmann, R., Buhler, S., Carneiro, J.-P., Castellano, M., Castro, P., Catani, 
L., Chel, S., Cho, Y., Choroba, S., Colby, E. R., Decking, W., Den Hartog, P., 
Desmons, M., Dohlus, M., Edwards, D., Edwards, H. T., Faatz, B., Feldhaus, 
J., Ferrario, M., Fitch, M. J., Flöttmann, K., Fouaidy, M., Gamp, A., Garvey, 
T., Gerth, C., Geitz, M., Gluskin, E., Gretchko, V., Hahn, U., Hartung, W. H., 
Hubert, D., Hüning, M., Ischebek, R., Jablonka, M., Joly, J. M., Juillard, M., 
Junquera, T., Jurkiewicz, P., Kabel, A., Kahl, J., Kaiser, H., Kamps, T., 
Katelev, V. V., Kirchgessner, J. L., Körfer, M., Kravchuk, L., Kreps, G., 
Krzywinski, J., Lokajczyk, T., Lange, R., Leblond, B., Leenen, M., Lesrel, J., 
Liepe, M., Liero, A., Limberg, T., Lorenz, R., Hua, L. H., Hai, L. F., Magne, 
C., Maslov, M., Materlik, G., Matheisen, A., Menzel, J., Michelato, P., Möller, 
W.-D., Mosnier, A., Müller, U.-C., Napoly, O., Novokhatski, A., Omeich, M., 
 155 
Padamsee, H. S., Pagani, C., Peters, F., Petersen, B., Pierini, P., Pflüger, J., 
Piot, P., Phung Ngoc, B., Plucinski, L., Proch, D., Rehlich, K., Reiche, S., 
Reschke, D., Reyzl, I., Rosenzweig, J., Rossbach, J., Roth, S., Saldin, E. L., 
Sandner, W., Sanok, Z., Schlarb, H., Schmidt, G., Schmüser, P., Schneider, J. 
R., Schneidmiller, E. A., Schreiber, H.-J., Schreiber, S., Schütt, P., Sekutowicz, 
J., Serafini, L., Sertore, D., Setzer, S., Simrock, S., Sonntag, B., Sparr, B., 
Stephan, F., Sytchev, V. A., Tazzari, S., Tazzioli, F., Tigner, M., Timm, M., 
Tonutti, M., Trakhtenberg, E., Treusch, R., Trines, D., Verzilov, V., Vielitz, T., 
Vogel, V., Walter, G. v., Wanzenberg, R., Weiland, T., Weise, H., Weisend, J., 
Wendt, M., Werner, M., White, M. M., Will, I., Wolff, S., Yurkov, M. V., 
Zapfe, K., Zhogolev, P. and Zhou, F. (2000) ‘First Observation of Self-
Amplified Spontaneous Emission in a Free-Electron Laser at 109 nm 
Wavelength’, Phys. Rev. Lett., 85(18), pp. 3825–3829. 
Aquila, A., Hunter, M. S., Doak, R. B., Kirian, R. a., Fromme, P., White, T. A., 
Andreasson, J., Arnlund, D., Bajt, S., Barends, T. R. M., Barthelmess, M., 
Bogan, M. J., Bostedt, C., Bottin, H., Bozek, J. D., Caleman, C., Coppola, N., 
Davidsson, J., DePonte, D. P., Elser, V., Epp, S. W., Erk, B., Fleckenstein, H., 
Foucar, L., Frank, M., Fromme, R., Graafsma, H., Grotjohann, I., Gumprecht, 
L., Hajdu, J., Hampton, C. Y., Hartmann, A., Hartmann, R., Hau-Riege, S., 
Hauser, G., Hirsemann, H., Holl, P., Holton, J. M., Hömke, A., Johansson, L., 
Kimmel, N., Kassemeyer, S., Krasniqi, F., Kühnel, K., Liang, M., Lomb, L., 
Malmerberg, E., Marchesini, S., Martin, A., Maia, F. R. N. C., Messerschmidt, 
M., Nass, K., Reich, C., Neutze, R., Rolles, D., Rudek, B., Rudenko, A., 
Schlichting, I., Schmidt, C., Schmidt, K. E., Schulz, J., Seibert, M. M., 
Shoeman, R. L., Sierra, R., Soltau, H., Starodub, D., Stellato, F., Stern, S., 
Strüder, L., Timneanu, N., Ullrich, J., Wang, X., Williams, G. J., 
Weidenspointner, G., Weierstall, U., Wunderer, C., Barty, A., Spence, J. C. H. 
and Chapman, H. N. (2012) ‘Time-resolved protein nanocrystallography using 
an X-ray free-electron laser’, Opt. Express, 20(3), pp. 2706–2716. 
Aquilina, J. A., Benesch, J. L. P., Bateman, O. a, Slingsby, C. and Robinson, C. V. 
(2003) ‘Polydispersity of a mammalian chaperone: mass spectrometry reveals 
the population of oligomers in alphaB-crystallin.’, PNAS, 100(19), pp. 10611–
 156 
10616. 
Arachea, B. T., Sun, Z., Potente, N., Malik, R., Isailovic, D. and Viola, R. E. (2012) 
‘Detergent selection for enhanced extraction of membrane proteins.’, Protein 
expression and purification, 86(1), pp. 12–20. 
Attwood, D. (1999) Soft X-Rays and Extreme Ultraviolet Radiation: Principles and 
Applications, Cambridge, Cambridge University Press, [online] Available 
from: http://books.google.co.uk/books?id=clAANTKBStcC. 
Attwood, D. and Kim, K.-J. (1986) ‘Spectral Brightness and Coherent Power of 
Radiation from High Brightness 1-6 GeV Storage Rings’, Nuclear Instruments 
and Methods in Physics Research Section A: Accelerators, Spectrometers, 
Detectors and Associated Equipment, 246, pp. 86–90. 
Averbuch, A., Coifman, R. R., Donoho, D. L., Elad, M. and Israeli, M. (2006) ‘Fast 
and accurate Polar Fourier transform’, Applied and Computational Harmonic 
Analysis, 21(2), pp. 145–167. 
Azarani, A., Segelke, B. W., Toppani, D. and Lekin, T. (2006) ‘High-Throughput 
Protein Crystallography’, Journal of the Association for Laboratory 
Automation, 11(1), pp. 7–15. 
Babu, Y., Sack, J. and Greenhough, T. (1984) ‘Three-dimensional structure of 
calmodulin’, Nature, 315(2), pp. 37–40. 
Badman, E. R., Myung, S. and Clemmer, D. E. (2005) ‘Evidence for unfolding and 
refolding of gas-phase cytochrome C ions in a Paul trap.’, Journal of the 
American Society for Mass Spectrometry, 16(9), pp. 1493–1497. 
Ban, N. (2000) ‘The Complete Atomic Structure of the Large Ribosomal Subunit at 
2.4 A Resolution’, Science, 289(5481), pp. 905–920. 
Barends, T. R. M., Foucar, L., Botha, S., Doak, R. B., Shoeman, R. L., Nass, K., 
Koglin, J., Williams, G. J., Boutet, S., Messerschmidt, M. and Schlichting, I. 
(2014) ‘De novo protein crystal structure determination from X-ray free-
electron laser data.’, Nature, 505(7482), pp. 244–247. 
 157 
Barker, G. F., Röntgen, W. C., Stokes, G. G. and Thomson, J. J. (1899) Röntgen rays: 
memoirs, Harper’s scientific memoirs, Harper & Brothers Publishers, [online] 
Available from: http://books.google.co.uk/books?id=WboQAQAAMAAJ. 
Barkla, C. G. (1905) ‘Polarised Rontgen Radiation’, Philosophical Transactions of the 
Royal Society A: Mathematical, Physical and Engineering Sciences, 204(372-
386), pp. 467–479. 
Barkla, C. G. (1911) ‘Secondary rays produced by Röntgen rays.’, Journal of the 
Röntgen Society, 7(29), pp. 87–98. 
Barrera, N., Di Bartolo, N., Booth, P. J. and Robinson, C. V. (2008) ‘Micelles protect 
membrane complexes from solution to vacuum.’, Science, 321(5886), pp. 243–
246. 
Barrera, N. P. and Robinson, C. V. (2011) ‘Advances in the mass spectrometry of 
membrane proteins: from individual proteins to intact complexes.’, Annual 
review of biochemistry, 80, pp. 247–271. 
Bartesaghi, A. and Subramaniam, S. (2009) ‘Membrane protein structure 
determination using cryo-electron tomography and 3D image averaging.’, 
Current opinion in structural biology, 19(4), pp. 402–407. 
Barty, A., Caleman, C., Aquila, A. and Timneanu, N. (2012) ‘Self-terminating 
diffraction gates femtosecond X-ray nanocrystallography measurements’, 
Nature Photonics, 6, pp. 35–40. 
Beavis, R. (1989) ‘Matrix-assisted Laser-desorption Mass Spectrometry Using 355 nm 
Radiation’, Rapid Communications in Mass Spectrometry, 3(12), pp. 436–439. 
Becker, T., Armache, J.-P., Jarasch, A., Anger, A. M., Villa, E., Sieber, H., Motaal, B. 
A., Mielke, T., Berninghausen, O. and Beckmann, R. (2011) ‘Structure of the 
no-go mRNA decay complex Dom34-Hbs1 bound to a stalled 80S ribosome.’, 
Nature structural & molecular biology, 18(6), pp. 715–720. 
Beck, M., Lucić, V., Förster, F., Baumeister, W. and Medalia, O. (2007) ‘Snapshots of 
nuclear pore complexes in action captured by cryo-electron tomography.’, 
 158 
Nature, 449(7162), pp. 611–615. 
Benas, P., Bec, G., Keith, G. and Marquet, R. (2000) ‘The crystal structure of HIV 
reverse-transcription primer tRNA ( Lys , 3 ) shows a canonical anticodon loop 
.’, Rna, 6, pp. 1347–1355. 
Benesch, J. L. P., Ruotolo, B. T., Simmons, D. a and Robinson, C. V. (2007) ‘Protein 
complexes in the gas phase: technology for structural genomics and 
proteomics.’, Chemical reviews, 107(8), pp. 3544–3567. 
Benner, W. H., Bogan, M. J., Rohner, U., Boutet, S., Woods, B. and Frank, M. (2008) 
‘Non-destructive characterization and alignment of aerodynamically focused 
particle beams using single particle charge detection’, Journal of Aerosol 
Science, 39(11), pp. 917–928. 
Berendsen, H. J. C., van der Spoel, D. and van Drunen, R. (1995) ‘GROMACS: A 
message-passing parallel molecular dynamics implementation’, Computer 
Physics Communications, 91(1-3), pp. 43–56. 
Bernadó, P., Mylonas, E., Petoukhov, M. V., Blackledge, M. and Svergun, D. I. (2007) 
‘Structural Characterization of Flexible Proteins Using Small-Angle X-ray 
Scattering’, Journal of the American Chemical Society, 129(17), pp. 5656–
5664. 
Blake, C., Koenig, D. and Mair, G. (1965) ‘Structure of hen egg-white lysozyme A 
three-dimensional Fourier Synthesis at 2 A Resolution’, Nature, 206, pp. 757–
761. 
Bogan, M. J., Boutet, S., Chapman, H. N., Marchesini, S., Barty, A., Benner, W. H., 
Rohner, U., Frank, M., Hau-Riege, S. P., Bajt, S., Woods, B., Seibert, M. M., 
Iwan, B., Timneanu, N., Hajdu, J. and Schulz, J. (2010) ‘Aerosol Imaging with 
a Soft X-Ray Free Electron Laser’, Aerosol Science and Technology, 44(3), pp. 
i–vi. 
Booth, D., Sunde, M. and Bellotti, V. (1997) ‘Instability, unfolding and aggregation of 
human lysozyme variants underlying amyloid fibrillogenesis’, Nature, 385, pp. 
787–793. 
 159 
Borbély, A. and Kaysser-Pyzalla, A. R. (2013) ‘X-ray diffraction microscopy: 
emerging imaging techniques for nondestructive analysis of crystalline 
materials from the millimetre down to the nanometre scale’, Journal of Applied 
Crystallography, 46(2), pp. 295–296. 
Boutet, S. and J Williams, G. (2010) ‘The Coherent X-ray Imaging (CXI) instrument 
at the Linac Coherent Light Source (LCLS)’, New Journal of Physics, 12(3), 
pp. 035024–035024. 
Bragg, W. L. (1913) ‘The Diffraction of Short Electromagnetic Waves by a Crystal’, 
proceedings of the Cambridge Philosophical Society, 17(17), pp. 43–57. 
Brancia, F. L., McCullough, B., Entwistle, A., Grossmann, J. G. and Ding, L. (2010) 
‘Digital asymmetric waveform isolation (DAWI) in a digital linear ion trap.’, 
Journal of the American Society for Mass Spectrometry, 21(9), pp. 1530–1533. 
Breuker, K. and McLafferty, F. (2008) ‘Stepwise evolution of protein native structure 
with electrospray into the gas phase, 10-12 to 102 s, PNAS, 105(47), pp. 18145–
18152. 
Breuker, K., Oh, H., Horn, D. M., Cerda, B. a and McLafferty, F. W. (2002) ‘Detailed 
unfolding and folding of gaseous ubiquitin ions characterized by electron 
capture dissociation.’, Journal of the American Chemical Society, 124(22), pp. 
6407–6420. 
Burmeister, W. P. (2000) ‘Structural changes in a cryo-cooled protein crystal owing to 
radiation damage’, Acta Crystallographica Section D, 56(3), pp. 328–341. 
Caffrey, M. (2009) ‘Crystallizing membrane proteins for structure determination: use 
of lipidic mesophases.’, Annual review of biophysics, 38, pp. 29–51. 
Caffrey, M. (2008) ‘On the Mechanism of Membrane Protein Crystallization in 
Lipidic Mesophases †’, Crystal Growth & Design, 8(12), pp. 4244–4254. 
Chandra, N., Acharya, K. R. and Moody, P. C. E. (1999) ‘Analysis and 
characterization of data from twinned crystals’, Acta Crystallographica Section 
D Biological Crystallography, 55(10), pp. 1750–1758. 
 160 
Chanthamontri, C., Liu, J. and McLuckey, S. a (2009) ‘Charge State Dependent 
Fragmentation of Gaseous α-Synuclein Cations via Ion Trap and Beam-Type 
Collisional Activation.’, International journal of mass spectrometry, 283(1-3), 
pp. 9–16. 
Chapman, H N., Barty, A., Bogan, M. J., Boutet, S., Frank, M., Hau-Riege, S. P., 
Marchesini, S., Woods, B. W., Bajt, S., Benner, W. H., London, R. a., Plönjes, 
E., Kuhlmann, M., Treusch, R., Düsterer, S., Tschentscher, T., Schneider, J. R., 
Spiller, E., Möller, T., Bostedt, C., Hoener, M., Shapiro, D. a., Hodgson, K. O., 
van der Spoel, D., Burmeister, F., Bergh, M., Caleman, C., Huldt, G., Seibert, 
M. M., Maia, F. R. N. C., Lee, R. W., Szöke, A., Timneanu, N. and Hajdu, J. 
(2006) ‘Femtosecond diffractive imaging with a soft-X-ray free-electron laser’, 
Nature Physics, 2(12), pp. 839–843. 
Chapman, H N, Barty, A., Marchesini, S., Noy, A., Hau-riege, S. P., Cui, C., Howells, 
M. R., Rosen, R., He, H., Spence, J. C. H., Weierstall, U., Beetz, T., Jacobsen, 
C. and Shapiro, D. (2006) ‘High-resolution ab initio three-dimensional x-ray 
diffraction microscopy’, J. Opt. Soc. Am. B, 23(5), pp. 1179–1200. 
Chapman, H. N., Fromme, P., Barty, A., White, T. A., Kirian, R. A., Aquila, A., 
Hunter, M. S., Schulz, J., DePonte, D., Weierstall, U., Doak, R. B., Maia, F. R. 
N. C., Martin, A. V., Schlichting, I., Lomb, L., Coppola, N., Shoeman, R. L., 
Epp, S. W., Hartmann, R., Rolles, D., Rudenko, A., Foucar, L., Kimmel, N., 
Weidenspointner, G., Holl, P., Liang, M., Barthelmess, M., Caleman, C., 
Boutet, S., Bogan, M. J., Krzywinski, J., Bostedt, C., Bajt, S., Gumprecht, L., 
Rudek, B., Erk, B., Schmidt, C., Hömke, A., Reich, C., Pietschner, D., Strüder, 
L., Hauser, G., Gorke, H., Ullrich, J., Herrmann, S., Schaller, G., Schopper, F., 
Soltau, H., Kühnel, K.-U., Messerschmidt, M., Bozek, J. D., Hau-Riege, S. P., 
Frank, M., Hampton, C. Y., Sierra, R. G., Starodub, D., Williams, G. J., Hajdu, 
J., Timneanu, N., Seibert, M. M., Andreasson, J., Rocker, A., Jönsson, O., 
Svenda, M., Stern, S., Nass, K., Andritschke, R., Schröter, C.-D., Krasniqi, F., 
Bott, M., Schmidt, K. E., Wang, X., Grotjohann, I., Holton, J. M., Barends, T. 
R. M., Neutze, R., Marchesini, S., Fromme, R., Schorb, S., Rupp, D., Adolph, 
M., Gorkhover, T., Andersson, I., Hirsemann, H., Potdevin, G., Graafsma, H., 
Nilsson, B. and Spence, J. C. H. (2011) ‘Femtosecond X-ray protein 
 161 
nanocrystallography.’, Nature, 470(7332), pp. 73–77. 
Charrière, F., Kühn, J., Colomb, T., Montfort, F., Cuche, E., Emery, Y., Weible, K., 
Marquet, P. and Depeursinge, C. (2006) ‘Characterization of microlenses by 
digital holographic microscopy’, Appl. Opt., 45(5), pp. 829–835. 
Chen, C.-C., Miao, J., Wang, C. and Lee, T. (2007) ‘Application of optimization 
technique to noncrystalline x-ray diffraction microscopy: Guided hybrid input-
output method’, Physical Review B, 76(6), pp. 064113–064113. 
Chen, J. P. J., Spence, J. C. H. and Millane, R. P. (2014a) ‘Direct phasing in 
femtosecond nanocrystallography. I. Diffraction characteristics.’, Acta 
crystallographica. Section A, Foundations and advances, 70(Pt 2), pp. 143–
153. 
Chen, J. P. J., Spence, J. C. H. and Millane, R. P. (2014b) ‘Direct phasing in 
femtosecond nanocrystallography. II. Phase retrieval.’, Acta crystallographica. 
Section A, Foundations and advances, 70(Pt 2), pp. 154–161. 
Chen, J., Rempel, D. L. and Gross, M. L. (2010) ‘T-jump and Fast Photochemical 
Oxidation Probe Sub Millisec Protein Folding’, J Am Chem Soc., 132(44), pp. 
15502–15504. 
Chen, J. and Seeman, N. (1991) ‘Synthesis from DNA of a molecule with the 
connectivity of a cube’, Nature, 350, pp. 631–633. 
Chingin, K., Chen, H., Gamez, G. and Zenobi, R. (2009) ‘Exploring fluorescence and 
fragmentation of ions produced by electrospray ionization in ultrahigh 
vacuum.’, Journal of the American Society for Mass Spectrometry, 20(9), pp. 
1731–1738. 
Clark, J., Beitra, L., Xiong, G. and Higginbotham, A. (2013) ‘Ultrafast three-
dimensional imaging of lattice dynamics in individual gold nanocrystals’, 
Science, 341(6141), pp. 56–59. 
Cohen, S. N., Chang, A. C. Y., Boyert, H. W. and Hellingt, R. B. (1973) ‘Biologically 
Functional Bacterial Plasmids In Vitro’, Construction, 70(11), pp. 3240–3244. 
 162 
Congreve, M., Langmead, C. J., Mason, J. S. and Marshall, F. H. (2011) ‘Progress in 
structure based drug design for G protein-coupled receptors.’, Journal of 
medicinal chemistry, 54(13), pp. 4283–4311. 
Cong, Y., Baker, M. L., Jakana, J., Woolford, D., Miller, E. J., Reissmann, S., Kumar, 
R., Redding-Johanson, A. M., Batth, T. S., Mukhopadhyay, A., Ludtke, S. J., 
Frydman, J. and Chiu, W. (2010) ‘4.0-A resolution cryo-EM structure of the 
mammalian chaperonin TRiC/CCT reveals its unique subunit arrangement.’, 
Proceedings of the National Academy of Sciences of the United States of 
America, 107(11), pp. 4967–4972. 
Coughlan, J., Day, C., Edwards, J., Freeman, E., Galagedera, S. and Halsall, R. (2012) 
‘The TrainBuilder ATCA data acquisition board for the European-XFEL’, 
Journal of Instrumentation, 7(12), pp. C12006–C12006. 
Council, N. R. (1994) Free Electron Lasers and Other Advanced Sources of Light: 
Scientific Research Opportunities, Washington DC, The National Academies 
Press, [online] Available from: 
http://www.nap.edu/openbook.php?record_id=9182. 
Dauter, Z., Jaskolski, M. and Wlodawer, A. (2010) ‘Impact of synchrotron radiation 
on macromolecular crystallography: a personal view.’, Journal of synchrotron 
radiation, 17(4), pp. 433–444. 
Deacon, D., Elias, L., Ramian, G., Schwettman, H. and Madey, J. (1977) ‘First 
Operation of a Free-Electron Laser’, Phys. Rev. Lett., 38(16), pp. 16–18. 
Debye, P. and Bueche, A. M. (1949) ‘Scattering by an Inhomogeneous Solid’, Journal 
of Applied Physics, 20(6), pp. 518–518. 
Deisenhofer, J., Epp, O., Sinning, I. and Michel, H. (1995) ‘Crystallographic 
refinement at 2.3 Å Resolution and Refined Model of the Photosynthetic 
Reaction Centre from Rhodopseudomonas viridis’, Journal of molecular 
biology, 246, pp. 429–457. 
DeLucas, L., Smith, C. and Smith, H. (1989) ‘Protein crystal growth in microgravity’, 
Science, 246(10), pp. 651–654. 
 163 
Denbeaux, G., Fischer, P., Schneider, G., Liddle, J. A., Anderson, E., Pearson, A., 
Chao, W., Larabell, C., Le Gros, M., Attwood, D., Warwick, T., Ade, H., 
Fakra, S., Gilles, M., Hitchcock, A., Kilcoyne, D., Shuh, D., Tyliszczak, T., 
Wang, Y., Rafailovich, M., Araki, T., Lawrence, J. R., Leppard, G. G., Gerion, 
D. and Zaitseva, N. (2003) ‘Soft X‐ray Microcopy at the ALS’, Synchrotron 
Radiation News, 16(3), pp. 16–27. 
DePonte, D. P., Weierstall, U., Schmidt, K., Warner, J., Starodub, D., Spence, J. C. H. 
and Doak, R. B. (2008) ‘Gas dynamic virtual nozzle for generation of 
microscopic droplet streams’, Journal of Physics D: Applied Physics, 41(19), 
pp. 195505–195505. 
DESY (2014) ‘xfel.eu’, [online] Available from: http://www.xfel.eu/ (Accessed 21 
April 2014). 
Dierker, S., Pindak, R. and Fleming, R. (1995) ‘X-Ray Photon Correlation 
Spectroscopy Study of Brownian Motion of Gold Colloids in Glycerol’, 
Physical review …, 75(3), pp. 449–453. 
Dilanian, R. A., Streltsov, V. A., Quiney, H. M. and Nugent, K. A. (2013) ‘Continuous 
X-ray diffractive field in protein nanocrystallography’, Acta Crystallographica 
Section A, 69(1), pp. 108–118. 
Ding, L., Sudakov, M., Brancia, F. L., Giles, R. and Kumashiro, S. (2004) ‘A digital 
ion trap mass spectrometer coupled with atmospheric pressure ion sources.’, 
Journal of mass spectrometry  : JMS, 39(5), pp. 471–484. 
Dole, M. (1968) ‘Molecular Beams of Macroions’, The Journal of Chemical Physics, 
49(5), pp. 2240–2240. 
Drexler, K. E. (1981) ‘Molecular engineering: An approach to the development of 
general capabilities for molecular manipulation.’, PNAS, 78(9), pp. 5275–5278. 
Durbin, S. D. and Feher, G. (1996) ‘Protein crystallization.’, Annual review of 
physical chemistry, 47, pp. 171–204. 
Elder, F., Gurewitsch, A., Langmuir, R. and Pollock, H. (1947) ‘Radiation from 
 164 
electrons in a synchrotron’, Physical Review, 71(558), pp. 829–830. 
Elser, V. (2003) ‘Phase retrieval by iterated projections’, JOSA A, 20(1), pp. 40–55. 
Emma, P., Akre, R., Arthur, J., Bionta, R., Bostedt, C., Bozek, J., Brachmann, A., 
Bucksbaum, P., Coffee, R., Decker, F., Ding, Y., Dowell, D., Edstrom, S., 
Fisher, A., Frisch, J., Gilevich, S., Hastings, J., Hays, G., Hering, P., Huang, 
Z., Iverson, R., Loos, H., Messerschmidt, M., Miahnahri, A., Moeller, S., 
Nuhn, H., Pile, G., Ratner, D., Rzepiela, J., Schultz, D., Smith, T., Stefan, P., 
Tompkins, H., Turner, J., Welch, J., White, W., Wu, J., Yocky, G. and 
Galayda, J. (2010) ‘First lasing and operation of an angstrom-wavelength free-
electron laser’, Nature Photonics, 4(August), pp. 641–647. 
Englander, J. J., Del Mar, C., Li, W., Englander, S. W., Kim, J. S., Stranz, D. D., 
Hamuro, Y. and Woods, V. L. (2003) ‘Protein structure change studied by 
hydrogen-deuterium exchange, functional labeling, and mass spectrometry.’, 
PNAS, 100(12), pp. 7057–7062. 
Fahimian, B. P., Mao, Y., Cloetens, P. and Miao, J. (2010) ‘Low-dose x-ray phase-
contrast and absorption CT using equally sloped tomography.’, Physics in 
medicine and biology, 55(18), pp. 5383–5400. 
Feldhaus, J., Arthur, J. and Hastings, J. B. (2005) ‘X-ray free-electron lasers’, Journal 
of Physics B: Atomic, Molecular and Optical Physics, 38(9), pp. S799–S819. 
Fenn, J. B., Mann, M., Meng, C. K., Wong, S. F. and Whitehouse, C. M. (1989) 
‘Electrospray ionization for mass spectrometry of large biomolecules’, Science, 
246(4926), pp. 64–71. 
Fiaux, J., Bertelsen, E. B., Horwich, A. L. and Wüthrich, K. (2002) ‘NMR analysis of 
a 900K GroEL GroES complex.’, Nature, 418(6894), pp. 207–211. 
Fienup, J. R. (1982) ‘Phase retrieval algorithms  : a comparison’, Applied Optics, 
21(15), pp. 2758–2769. 
Fire, A., Xu, S., Montgomery, M. and Kostas, S. (1998) ‘Potent and specific genetic 
interference by double-stranded RNA in Caenorhabditis elegans’, nature, 
 165 
391(February), pp. 806–811. 
Franke, D. and Svergun, D. I. (2009) ‘{\it DAMMIF}, a program for rapid {\it ab-
initio} shape determination in small-angle scattering’, Journal of Applied 
Crystallography, 42(2), pp. 342–346. 
Frank, J. (2006) Three-Dimensional Electron Microscopy of Macromolecular 
Assemblies  : Visualization of Biological Molecules in Their Native State, 
Oxford University Press, USA, [online] Available from: 
http://books.google.co.uk/books?id=kjGKy2LeWnUC. 
Frank, M., Carlson, D. B., Hunter, M. S., Williams, G. J., Messerschmidt, M., 
Zatsepin, N. A., Barty, A., Benner, W. H., Chu, K., Graf, A. T., Hau-Riege, S. 
P., Kirian, R. A., Padeste, C., Pardini, T., Pedrini, B., Segelke, B., Seibert, M. 
M., Spence, J. C. H., Tsai, C., Lane, S. M., Li, X., Schertler, G., Boutet, S., 
Coleman, M. and Evans, J. E. (2014) ‘Femtosecond X-ray diffraction from 
two-dimensional protein crystals.’, IUCrJ, 1, pp. 95–100. 
Friedel, G. (1913) ‘“Sur les symétries cristallines que peut révéler la diffraction des 
rayons Röntgen”.’, Comptes Rendus, 157, pp. 5331–5536. 
Fromme, P. and Spence, J. C. H. (2011) ‘Femtosecond nanocrystallography using X-
ray lasers for membrane protein structure determination.’, Current opinion in 
structural biology, 21(4), pp. 509–516. 
Fujii, T., Iwane, A. H., Yanagida, T. and Namba, K. (2010) ‘Direct visualization of 
secondary structures of F-actin by electron cryomicroscopy.’, Nature, 
467(7316), pp. 724–728. 
Fung, R., Shneerson, V., Saldin, D. K. and Ourmazd, A. (2008) ‘Structure from 
fleeting illumination of faint spinning objects in flight’, Nature Physics, 5(1), 
pp. 64–67. 
Furnham, N., de Beer, T. a P. and Thornton, J. M. (2012) ‘Current challenges in 
genome annotation through structural biology and bioinformatics.’, Current 
opinion in structural biology, 22(5), pp. 594–601. 
 166 
Gallagher-Jones, M., Bessho, Y., Kim, S., Park, J., Nam, D., Kim, C., Kim, Y., Noh, 
D. Y., Miyashita, O., Tama, F., Joti, Y., Kameshima, T., Hatsui, T., Tono, K., 
Kohmura, Y., Yabashi, M., Hasnain, S. S., Ishikawa, T. and Song, C. (2014) 
‘Macromolecular structures probed by combining single-shot free-electron 
laser diffraction with synchrotron coherent X-ray imaging.’, Nature 
communications, 5(May), pp. 3798–3798. 
Ganem, B. (1991) ‘Detection of Noncovalent Receptor-Ligand Complexes by Mass 
Spectrometry 0.08’, J Am Chem Soc., 113(8), pp. 6294–6296. 
Garman, E. and Murray, J. W. (2003) ‘Heavy-atom derivatization’, Acta 
Crystallographica Section D Biological Crystallography, 59(11), pp. 1903–
1913. 
Gati, C., Bourenkov, G., Klinge, M., Rehders, D., Stellato, F., Oberthür, D., Yefanov, 
O., Sommer, B. P., Mogk, S., Duszenko, M., Betzel, C., Schneider, T. R., 
Chapman, H. N. and Redecke, L. (2014) ‘Serial crystallography on in vivo 
grown microcrystals using synchrotron radiation’, IUCrJ, 1(2), pp. 87–94. 
Gazit, E. (2007) Plenty of Room for Biology at the Bottom: An Introduction to 
Bionanotechnology, Imperial College Press, [online] Available from: 
http://books.google.co.uk/books?id=NHKINRnp1tYC. 
Gerchberg, R. W. and Saxton, W. O. (1972) ‘A practical algorithm for the 
determination of the phase from image and diffraction plane pictures’, Optik, 
35, pp. 237–246. 
Glatter, O. and Kratky, O. (1982) Small Angle X-ray Scattering, New York, Academic 
Press. 
Goldsmith, M. and Tawfik, D. S. (2012) ‘Directed enzyme evolution: beyond the low-
hanging fruit.’, Current opinion in structural biology, 22(4), pp. 406–412. 
González-Magaña, O., Reitsma, G., Tiemens, M., Boschman, L., Hoekstra, R. and 
Schlathölter, T. (2012) ‘Near-edge X-ray absorption mass spectrometry of a 
gas-phase peptide.’, The journal of physical chemistry. A, 116(44), pp. 10745–
10751. 
 167 
Goodman, J. W. (1996) Introduction to Fourier Optics, 2nd ed. New York, McGraw 
Hill. 
Grishaev, A., Ying, J., Canny, M., Pardi, A. and Bax, A. (2008) ‘Solution structure of 
tRNAVal from refinement of homology model against residual dipolar 
coupling and SAXS data’, Journal of biomolecular NMR, 42(2), pp. 99–109. 
Guinier, A. (1939) ‘La diffraction des rayons X aux très petits angles: application à 
l’étude de phénomènes ultamicroscopiques’, Ann. Phys., 12, pp. 161–237. 
Guinier, A. (1938) ‘Structure of Age-Hardened Aluminium-Copper Alloys’, Nature, 
142, pp. 569–570. 
Guo, P. (2010) ‘The Emerging Field of RNA Nanotechnology’, Nature 
nanotechnology, 5(12), pp. 833–842. 
Guttman, M., Weinkam, P., Sali, A. and Lee, K. K. (2013) ‘All-atom ensemble 
modeling to analyze small-angle x-ray scattering of glycosylated proteins.’, 
Structure (London, England  : 1993), 21(3), pp. 321–331. 
Hambly, D. M. and Gross, M. L. (2005) ‘Laser flash photolysis of hydrogen peroxide 
to oxidize protein solvent-accessible residues on the microsecond timescale.’, 
Journal of the American Society for Mass Spectrometry, 16(12), pp. 2057–
2063. 
Hannon, G. J. and Rossi, J. J. (2004) ‘Unlocking the potential of the human genome 
with RNA interference.’, Nature, 431(7006), pp. 371–378. 
Hanssen, E., Knoechel, C., Dearnley, M., Dixon, M. W. a, Le Gros, M., Larabell, C. 
and Tilley, L. (2012) ‘Soft X-ray microscopy analysis of cell volume and 
hemoglobin content in erythrocytes infected with asexual and sexual stages of 
Plasmodium falciparum.’, Journal of structural biology, 177(2), pp. 224–232. 
Hara, T., Tamasaku, K., Asaka, T., Inagaki, T., Inubushi, Y., Katayama, T., Kondo, 
C., Maesaka, H., Matsubara, S., Ohshima, T., Otake, Y., Sakurai, T., Sato, T., 
Tanaka, H., Togashi, T., Togawa, K., Tono, K., Yabashi, M. and Ishikawa, T. 
(2013) ‘Time-interleaved multienergy acceleration for an x-ray free-electron 
 168 
laser facility’, Physical Review Special Topics - Accelerators and Beams, 
16(8), pp. 080701–080701. 
Harrison, S. (1969) ‘Structure of tomato bushy stunt virus. I. The spherically averaged 
electron density.’, Journal of molecular biology, 42, pp. 457–483. 
Hattne, J., Echols, N., Tran, R., Kern, J., Gildea, R. J., Brewster, A. S., Alonso-Mori, 
R., Glöckner, C., Hellmich, J., Laksmono, H., Sierra, R. G., Lassalle-Kaiser, 
B., Lampe, A., Han, G., Gul, S., Difiore, D., Milathianaki, D., Fry, A. R., 
Miahnahri, A., White, W., Schafer, D. W., Seibert, M. M., Koglin, J. E., 
Sokaras, D., Weng, T.-C., Sellberg, J., Latimer, M. J., Glatzel, P., Zwart, P. H., 
Grosse-Kunstleve, R. W., Bogan, M. J., Messerschmidt, M., Williams, G. J., 
Boutet, S., Messinger, J., Zouni, A., Yano, J., Bergmann, U., Yachandra, V. 
K., Adams, P. D. and Sauter, N. K. (2014) ‘Accurate macromolecular 
structures using minimal measurements from X-ray free-electron lasers.’, 
Nature methods, 11(5), pp. 545–548. 
Hau-Riege, S., London, R. and Szoke, A. (2004) ‘Dynamics of biological molecules 
irradiated by short x-ray pulses’, Physical Review E, 69(5), pp. 1–12. 
Hau-Riege, S. P., Boutet, S., Barty, A., Bajt, S., Bogan, M. J., Frank, M., Andreasson, 
J., Iwan, B., Seibert, M. M., Hajdu, J., Sakdinawat, A., Schulz, J., Treusch, R. 
and Chapman, H. N. (2010) ‘Sacrificial Tamper Slows Down Sample 
Explosion in FLASH Diffraction Experiments’, Physical Review Letters, 
104(6), pp. 1–4. 
Hau-Riege, S. P. and Chapman, H. N. (2008) ‘Modeling of the damage dynamics of 
nanospheres exposed to x-ray free-electron-laser radiation’, Physical Review E, 
77(4), pp. 041902–041902. 
Heldwein, E. E., Macia, E., Wang, J., Yin, H. L., Kirchhausen, T. and Harrison, S. C. 
(2004) ‘Crystal structure of the clathrin adaptor protein 1 core.’, PNAS, 
101(39), pp. 14108–14113. 
Helliwell, J. R. (2005) Macromolecular Crystallography with Synchrotron Radiation, 
Cambridge University Press, [online] Available from: 
http://books.google.co.uk/books?id=RqNb241Q484C. 
 169 
Henderson, R. (1990) ‘Cryo-Protection of Protein Crystals against Radiation Damage 
in Electron and X-Ray Diffraction’, Proceedings of the Royal Society of 
London. Series B: Biological Sciences, 241(1300), pp. 6–8. 
Hendrickson, W. a (2013) ‘Evolution of diffraction methods for solving crystal 
structures.’, Acta crystallographica. Section A, Foundations of 
crystallography, 69(Pt 1), pp. 51–59. 
Hendrickson, W. a (2000) ‘Synchrotron crystallography.’, Trends in biochemical 
sciences, 25(12), pp. 637–643. 
Hendrickson, W. A. and Ogata, C. M. (1997) ‘Phase determination from 
multiwavelength anomalous diffraction measurements’, In Charles W. Carter, 
J. (ed.), Macromolecular Crystallography Part A, Methods in Enzymology, 
Academic Press, pp. 494–523, [online] Available from: 
http://www.sciencedirect.com/science/article/pii/S0076687997760749. 
Henke, B. L., Gullikson, E. M. and Davis, J. C. (1993) ‘X-ray interactions: 
photoabsorption, scattering, transmission and reflection at E=50-30000 ev, 
Z=1-92’, Atomic Data and Nuclear Data Tables, 54(2), pp. 181–342. 
Henrich, B., Bergamaschi,  a., Broennimann, C., Dinapoli, R., Eikenberry, E. F., 
Johnson, I., Kobas, M., Kraft, P., Mozzanica,  a. and Schmitt, B. (2009) 
‘PILATUS: A single photon counting pixel detector for X-ray applications’, 
Nuclear Instruments and Methods in Physics Research Section A: 
Accelerators, Spectrometers, Detectors and Associated Equipment, 607(1), pp. 
247–249. 
Hernández, H. and Robinson, C. V. (2007) ‘Determining the stoichiometry and 
interactions of macromolecular assemblies from mass spectrometry.’, Nature 
protocols, 2(3), pp. 715–726. 
Hillenkamp, F. and Karas, M. (2000) ‘Matrix-assisted laser desorption/ionisation, an 
experience’, International Journal of Mass Spectrometry, 200(1-3), pp. 71–77. 
Hodel, A., Kim, S. and Brunger, A. (1992) ‘Model Bias in Macromolecular Crystal 
Structures’, Acta Crystallographica Section A, 48, pp. 851–858. 
 170 
Holton, J. M. (2009) ‘A beginner’s guide to radiation damage.’, Journal of 
synchrotron radiation, 16(Pt 2), pp. 133–142. 
Howells, M., Beetz, T. and Chapman, H. (2009) ‘An assessment of the resolution 
limitation due to radiation-damage in x-ray diffraction microscopy’, J Electron 
Spectros Relat Phenomena, 170(1-3), pp. 4–12. 
Huang, X., Nelson, J., Kirz, J., Lima, E., Marchesini, S., Miao, H., Neiman, A., 
Shapiro, D., Steinbrener, J., Stewart, A., Turner, J. and Jacobsen, C. (2009) 
‘Soft X-Ray Diffraction Microscopy of a Frozen Hydrated Yeast Cell’, 
Physical Review Letters, 103(19), pp. 198101–198101. 
Huang, Z. and Kim, K.-J. (2007) ‘Review of x-ray free-electron laser theory’, Physical 
Review Special Topics - Accelerators and Beams, 10(3), pp. 034801–034801. 
Hunter, M. S., DePonte, D. P., Shapiro, D. a, Kirian, R. a, Wang, X., Starodub, D., 
Marchesini, S., Weierstall, U., Doak, R. B., Spence, J. C. H. and Fromme, P. 
(2011) ‘X-ray diffraction from membrane protein nanocrystals.’, Biophysical 
journal, 100(1), pp. 198–206. 
Iavarone, A. T. and Parks, J. H. (2005) ‘Conformational change in unsolvated Trp-
cage protein probed by fluorescence.’, Journal of the American Chemical 
Society, 127(24), pp. 8606–8607. 
Ishikawa, T., Aoyagi, H., Asaka, T., Asano, Y., Azumi, N., Bizen, T., Ego, H., 
Fukami, K., Fukui, T., Furukawa, Y., Goto, S., Hanaki, H., Hara, T., 
Hasegawa, T., Hatsui, T., Higashiya, A., Hirono, T., Hosoda, N., Ishii, M., 
Inagaki, T., Inubushi, Y., Itoga, T., Joti, Y., Kago, M., Kameshima, T., 
Kimura, H., Kirihara, Y., Kiyomichi, A., Kobayashi, T., Kondo, C., Kudo, T., 
Maesaka, H., Marechal, X. M., Masuda, T., Matsubara, S., Matsumoto, T., 
Matsushita, T., Matsui, S., Nagasono, M., Nariyama, N., Ohashi, H., Ohata, T., 
Ohshima, T., Ono, S., Otake, Y., Saji, C., Sakurai, T., Sato, T., Sawada, K., 
Seike, T., Shirasawa, K., Sugimoto, T., Suzuki, S., Takahashi, S., Takebe, H., 
Takeshita, K., Tamasaku, K., Tanaka, H., Tanaka, R., Tanaka, T., Togashi, T., 
Togawa, K., Tokuhisa, A., Tomizawa, H., Tono, K., Wu, S., Yabashi, M., 
Yamaga, M., Yamashita, A., Yanagida, K., Zhang, C., Shintake, T., Kitamura, 
 171 
H. and Kumagai, N. (2012) ‘A compact X-ray free-electron laser emitting in 
the sub-angstrom region’, Nature Photonics, 6(8), pp. 540–544. 
Jackson, J. (1999) Classical Electrodynamics, New York, Wiley. 
Jecklin, M. C., Touboul, D., Bovet, C., Wortmann, A. and Zenobi, R. (2008) ‘Which 
electrospray-based ionization method best reflects protein-ligand interactions 
found in solution? a comparison of ESI, nanoESI, and ESSI for the 
determination of dissociation constants with mass spectrometry.’, Journal of 
the American Society for Mass Spectrometry, 19(3), pp. 332–343. 
Jelsch, C., Teeter, M. M., Lamzin, V., Pichon-Pesme, V., Blessing, R. H. and 
Lecomte, C. (2000) ‘Accurate protein crystallography at ultra-high resolution: 
valence electron distribution in crambin.’, PNAS, 97(7), pp. 3171–3176. 
Jensen, M. H., Toft, K. N., David, G., Havelund, S., Pérez, J. and Vestergaard, B. 
(2010) ‘Time-resolved SAXS measurements facilitated by online HPLC buffer 
exchange’, Journal of Synchrotron Radiation, 17(6), pp. 769–773. 
Jensen, M. R., Ruigrok, R. W. H. and Blackledge, M. (2013) ‘Describing intrinsically 
disordered proteins at atomic resolution by NMR.’, Current opinion in 
structural biology, 23(3), pp. 426–435. 
Jiang, H., Ramunno-Johnson, D., Song, C., Amirbekian, B., Kohmura, Y., Nishino, 
Y., Takahashi, Y., Ishikawa, T. and Miao, J. (2008) ‘Nanoscale Imaging of 
Mineral Crystals inside Biological Composite Materials Using X-Ray 
Diffraction Microscopy’, Physical Review Letters, 100(3), pp. 038103–038103. 
Jiang, H., Song, C., Chen, C.-C., Xu, R., Raines, K. S., Fahimian, B. P., Lu, C.-H., 
Lee, T.-K., Nakashima, A., Urano, J., Ishikawa, T., Tamanoi, F. and Miao, J. 
(2010) ‘Quantitative 3D imaging of whole, unstained cells by using X-ray 
diffraction microscopy’, PNAS, 107(25), pp. 11234–11239. 
Johansson, L., Arnlund, D. and White, T. (2012) ‘Lipidic phase membrane protein 
serial femtosecond crystallography’, Nature Methods, 9(3), pp. 263–265. 
Jones, M. W. M., van Riessen, G. a, Abbey, B., Putkunz, C. T., Junker, M. D., Balaur, 
 172 
E., Vine, D. J., McNulty, I., Chen, B., Arhatari, B. D., Frankland, S., Nugent, 
K. a, Tilley, L. and Peele, A. G. (2013) ‘Whole-cell phase contrast imaging at 
the nanoscale using Fresnel coherent diffractive imaging tomography.’, 
Scientific reports, 3, pp. 2288–2288. 
Kameshima, T., Ono, S., Kudo, T., Ozaki, K., Kirihara, Y., Kobayashi, K., Inubushi, 
Y., Yabashi, M., Horigome, T., Holland, A., Holland, K., Burt, D., Murao, H. 
and Hatsui, T. (2014) ‘Development of an X-ray pixel detector with multi-port 
charge-coupled device for X-ray free-electron laser experiments.’, The Review 
of scientific instruments, 85(3), pp. 033110–033110. 
Kam, Z. (1977) ‘Determination of macromolecular structure in solution by spatial 
correlation of scattering fluctuations’, Macromolecules, 1(3), pp. 147–148. 
Kanu, A. B., Dwivedi, P., Tam, M., Matz, L. and Hill, H. H. J. (2008) ‘SPECIAL 
FEATURE  : Ion mobility – mass spectrometry’, Journal of mass spectrometry, 
43, pp. 1–22. 
Karadaghl, S. A. (2014) ‘“Introduction to protein structure and structural 
bioinformatics”’, [online] Available from: http://www.proteinstructures.com/ 
(Accessed 22 March 2014). 
Karas, M. and Hillenkamp, F. (1988) ‘Laser desorption ionization of proteins with 
molecular masses exceeding 10,000 daltons’, Analytical Chemistry, 60(20), pp. 
2299–2301. 
Kassemeyer, S. and Steinbrener, J. (2012) ‘Femtosecond free-electron laser x-ray 
diffraction data sets for algorithm development’, Optics Express, 20(4), pp. 
4149–4158. 
Kebarle, P. and Peschke, M. (2000) ‘On the mechanisms by which the charged 
droplets produced by electrospray lead to gas phase ions’, Analytica Chimica 
Acta, 406(1), pp. 11–35. 
Kendrew, J. C., Dickerson, R. E., Strandberg, B. E., Hart, R. G., Davies, D. R., 
Philips, D. C. and Shore, V. C. (1960) ‘Structure of Myoglobin: A Three-
Dimensional Fourier Synthesis at 2 [angst]. Resolution’, Nature, 185(4711), 
 173 
pp. 422–427. 
Kern, J. and Alonso-Mori, R. (2012) ‘Room temperature femtosecond X-ray 
diffraction of photosystem II microcrystals’, PNAS, 109(25), pp. 9721–9726. 
Kim, J., Kim, K. H., Lee, J. H. and Ihee, H. (2010) ‘Ultrafast X-ray diffraction in 
liquid , solution and gas  : present status and future prospects’, Acta 
crystallographica. Section A, Foundations of crystallography, 66, pp. 270–280. 
Kim, K.-J. (1986) ‘Brightness, Coherence and Propagation Characteristics 
Synchrotron Radiation’, Nuclear Instruments and Methods in Physics 
Research Section A: Accelerators, Spectrometers, Detectors and Associated 
Equipment, 246, pp. 71–76. 
Kimura, T., Joti, Y., Shibuya, A., Song, C., Kim, S., Tono, K., Yabashi, M., 
Tamakoshi, M., Moriya, T., Oshima, T., Ishikawa, T., Bessho, Y. and Nishino, 
Y. (2014) ‘Imaging live cell in micro-liquid enclosure by X-ray laser 
diffraction.’, Nature communications, 5, pp. 3052–3052. 
Kirian, R. a. and Saldin, D. K. (2013) ‘Structure Determination from Disordered 
Ensembles of Identical Particles’, Synchrotron Radiation News, 26(2), pp. 20–
25. 
Kmetko, J., Husseini, N. S., Naides, M., Kalinin, Y. and Thorne, R. E. (2006) 
‘Quantifying X-ray radiation damage in protein crystals at cryogenic 
temperatures’, Acta Crystallographica Section D, 62(9), pp. 1030–1038. 
Knochenmuss, R. (2006) ‘Ion formation mechanisms in UV-MALDI.’, The Analyst, 
131(9), pp. 966–986. 
Konarev, P. and Volkov, V. (2003) ‘PRIMUS  : a Windows PC-based system for 
small-angle scattering data analysis’, Journal of Applied Crystallography, 36, 
pp. 1277–1282. 
Konuma, T., Kimura, T., Matsumoto, S., Goto, Y., Fujisawa, T., Fersht, A. R. and 
Takahashi, S. (2011) ‘Time-resolved small-angle X-ray scattering study of the 
folding dynamics of barnase.’, Journal of molecular biology, 405(5), pp. 1284–
 174 
1294. 
Koopmann, R., Cupelli, K. and Redecke, L. (2012) ‘In vivo protein crystallization 
opens new routes in structural biology’, Nature …, 9(3), pp. 259–262. 
Koster,  a J., Grimm, R., Typke, D., Hegerl, R., Stoschek, A., Walz, J. and Baumeister, 
W. (1997) ‘Perspectives of molecular and cellular electron tomography.’, 
Journal of structural biology, 120(3), pp. 276–308. 
Kourkoutis, L. F., Plitzko, J. M. and Baumeister, W. (2012) ‘Electron Microscopy of 
Biological Materials at the Nanometer Scale’, Annual Review of Materials 
Research, 42(1), pp. 33–58. 
Koutsioubas, A., Berthaud, A., Mangenot, S. and Pérez, J. (2013) ‘Ab initio and all-
atom modeling of detergent organization around Aquaporin-0 based on SAXS 
data.’, The journal of physical chemistry. B, 117(43), pp. 13588–13594. 
Kozielski, F., Sack, S., Marx, A., Thormählen, M., Schönbrunn, E., Biou, V., 
Thompson, A., Mandelkow, E. M. and Mandelkow, E. (1997) ‘The crystal 
structure of dimeric kinesin and implications for microtubule-dependent 
motility.’, Cell, 91(7), pp. 985–994. 
Kuzmanic, A., Pannu, N. S. and Zagrovic, B. (2014) ‘X-ray refinement significantly 
underestimates the level of microscopic heterogeneity in biomolecular 
crystals.’, Nature communications, 5, pp. 3220–3220. 
Lander, G. C., Saibil, H. R. and Nogales, E. (2012) ‘Go hybrid: EM, crystallography, 
and beyond.’, Current opinion in structural biology, 22(5), pp. 627–635. 
Larmor, J. (1897) ‘On a dynamical theory of the electric and luminiferous medium 
190, (1897) pp. 205–300’, Philosophical Transactions of the Royal Society, 
190, pp. 205–300. 
Laskin, J. and Futrell, J. H. (2005) ‘Activation of large lons in FT-ICR mass 
spectrometry’, Mass Spectrometry Reviews, 24(2), pp. 135–167. 
Lee, J. B., Hong, J., Bonner, D. K., Poon, Z. and Hammond, P. T. (2012) ‘Self-
assembled RNA interference microsponges for efficient siRNA delivery’, 
 175 
Nature Materials, 11(4), pp. 316–322. 
Lee, J. B., Peng, S., Yang, D., Roh, Y. H., Funabashi, H., Park, N., Rice, E. J., Chen, 
L., Long, R., Wu, M. and Luo, D. (2012) ‘A mechanical metamaterial made 
from a DNA hydrogel’, Nat Nano, 7(12), pp. 816–820. 
Le, J. D., Pinto, Y. and Seeman, N. C. (2004) ‘DNA-templated self-assembly of 
metallic nanocomponent arrays on a surface’, Nano Letters, 4(12), pp. 2–6. 
Leung, A. K. K., Hafez, I. M., Baoukina, S., Belliveau, N. M., Zhigaltsev, I. V., 
Afshinmanesh, E., Tieleman, D. P., Hansen, C. L., Hope, M. J. and Cullis, P. 
R. (2012) ‘Lipid Nanoparticles Containing siRNA Synthesized by Micro fl 
uidic Mixing Exhibit an Electron-Dense Nanostructured Core’, The journal of 
physical chemistry. C, 116, pp. 18440–18450. 
Lewis, R. (1997) ‘Medical applications of synchrotron radiation x-rays.’, Physics in 
medicine and biology, 42(7), pp. 1213–1243. 
Li, H., Wolff, J. J., Van Orden, S. L. and Loo, J. a (2014) ‘Native top-down 
electrospray ionization-mass spectrometry of 158 kDa protein complex by 
high-resolution Fourier transform ion cyclotron resonance mass spectrometry.’, 
Analytical chemistry, 86(1), pp. 317–320. 
Liljas, A. (2013) ‘Background to the Nobel Prize to the Braggs.’, Acta 
crystallographica. Section A, Foundations of crystallography, 69, pp. 10–15. 
Lima, E., Wiegart, L., Pernot, P., Howells, M., Timmins, J., Zontone, F. and Madsen, 
A. (2009) ‘Cryogenic X-Ray Diffraction Microscopy for Biological Samples’, 
Physical Review Letters, 103(19), pp. 198102–198102. 
Liu, W., Wacker, D., Gati, C., Han, G. W., James, D., Wang, D., Nelson, G., 
Weierstall, U., Katritch, V., Barty, A., Zatsepin, N. a, Li, D., Messerschmidt, 
M., Boutet, S., Williams, G. J., Koglin, J. E., Seibert, M. M., Wang, C., Shah, 
S. T. a, Basu, S., Fromme, R., Kupitz, C., Rendek, K. N., Grotjohann, I., 
Fromme, P., Kirian, R. a, Beyerlein, K. R., White, T. a, Chapman, H. N., 
Caffrey, M., Spence, J. C. H., Stevens, R. C. and Cherezov, V. (2013) ‘Serial 
femtosecond crystallography of G protein-coupled receptors.’, Science (New 
 176 
York, N.Y.), 342(6165), pp. 1521–1524. 
Lodge, O. (1896) ‘Photograph showing bullet deeply embedded in wrist.’, British 
Medical Journal, 1(1834), pp. 497–497. 
Loh, N. D., Bogan, M. J., Elser, V., Barty,  a., Boutet, S., Bajt, S., Hajdu, J., Ekeberg, 
T., Maia, F. R. N. C., Schulz, J., Seibert, M. M., Iwan, B., Timneanu, N., 
Marchesini, S., Schlichting, I., Shoeman, R. L., Lomb, L., Frank, M., Liang, 
M. and Chapman, H. N. (2010) ‘Cryptotomography: Reconstructing 3D 
Fourier Intensities from Randomly Oriented Single-Shot Diffraction Patterns’, 
Physical Review Letters, 104(22), pp. 225501–225501. 
Loh, N. D., Hampton, C. Y., Martin,  a V., Starodub, D., Sierra, R. G., Barty, A., 
Aquila, A., Schulz, J., Lomb, L., Steinbrener, J., Shoeman, R. L., Kassemeyer, 
S., Bostedt, C., Bozek, J., Epp, S. W., Erk, B., Hartmann, R., Rolles, D., 
Rudenko, A., Rudek, B., Foucar, L., Kimmel, N., Weidenspointner, G., 
Hauser, G., Holl, P., Pedersoli, E., Liang, M., Hunter, M. S., Hunter, M. M., 
Gumprecht, L., Coppola, N., Wunderer, C., Graafsma, H., Maia, F. R. N. C., 
Ekeberg, T., Hantke, M., Fleckenstein, H., Hirsemann, H., Nass, K., White, T. 
a, Tobias, H. J., Farquar, G. R., Benner, W. H., Hau-Riege, S. P., Reich, C., 
Hartmann, A., Soltau, H., Marchesini, S., Bajt, S., Barthelmess, M., 
Bucksbaum, P., Hodgson, K. O., Strüder, L., Ullrich, J., Frank, M., 
Schlichting, I., Chapman, H. N. and Bogan, M. J. (2012) ‘Fractal morphology, 
imaging and mass spectrometry of single aerosol particles in flight.’, Nature, 
486(7404), pp. 513–517. 
Loh, N.-T. D. and Elser, V. (2009) ‘Reconstruction algorithm for single-particle 
diffraction imaging experiments’, Physical Review E, 80(2), pp. 026705–
026705. 
Lomb, L., Barends, T. R. M., Kassemeyer, S., Aquila, A., Epp, S. W., Erk, B., Foucar, 
L., Hartmann, R., Rudek, B., Rolles, D., Rudenko, A., Shoeman, R. L., 
Andreasson, J., Bajt, S., Barthelmess, M., Barty, A., Bogan, M. J., Bostedt, C., 
Bozek, J. D., Caleman, C., Coffee, R., Coppola, N., Deponte, D. P., Doak, R. 
B., Ekeberg, T., Fleckenstein, H., Fromme, P., Gebhardt, M., Graafsma, H., 
Gumprecht, L., Hampton, C. Y., Hartmann, A., Hirsemann, H., Holl, P., 
 177 
Holton, J. M., Hunter, M. S., Kabsch, W., Kimmel, N., Kirian, R. A., Liang, 
M., Maia, F. R. N. C., Meinhart, A., Marchesini, S., Martin, A. V., Nass, K., 
Reich, C., Schulz, J., Seibert, M. M., Sierra, R., Soltau, H., Spence, J. C. H., 
Steinbrener, J., Stellato, F., Stern, S., Timneanu, N., Wang, X., 
Weidenspointner, G., Weierstall, U., White, T. A., Wunderer, C., Chapman, H. 
N., Ullrich, J. and Str, L. (2011) ‘Radiation damage in protein serial 
femtosecond crystallography using an x-ray free-electron laser’, Physical 
Review B, 84, pp. 214111–214111. 
Loo, J. a (1997) ‘Studying noncovalent protein complexes by electrospray ionization 
mass spectrometry.’, Mass spectrometry reviews, 16(1), pp. 1–23. 
Luke, D. R. (2005) ‘Relaxed averaged alternating reflections for diffraction imaging’, 
Inverse Problems, 21(1), pp. 37–50. 
MacDowell, A. A., Celestre, R. S., Howells, M., McKinney, W., Krupnick, J., 
Cambie, D., Domning, E. E., Duarte, R. M., Kelez, N., Plate, D. W., Cork, C. 
W., Earnest, T. N., Dickert, J., Meigs, G., Ralston, C., Holton, J. M., Alber, T., 
Berger, J. M., Agard, D. A. and Padmore, H. A. (2004) ‘Suite of three protein 
crystallography beamlines with single superconducting bend magnet as the 
source’, Journal of Synchrotron Radiation, 11(6), pp. 447–455. 
MacKerell, A. and Bashford, D. (1998) ‘All-atom empirical potential for molecular 
modeling and dynamics studies of proteins’, The journal of physical chemistry. 
B, 5647(97), pp. 3586–3616. 
Madey, J. M. J. (1971) ‘Stimulated Emission of Bremsstrahlung in a Periodic 
Magnetic Field’, Journal of Applied Physics, 42(5), pp. 1906–1906. 
Maia, F. R. N. C., Ekeberg, T., van der Spoel, D. and Hajdu, J. (2010) ‘ıt Hawk: the 
image reconstruction package for coherent X-ray diffractive imaging’, Journal 
of Applied Crystallography, 43(6), pp. 1535–1539. 
Maia, F. R. N. C. (2012) ‘The Coherent X-ray Imaging Data Bank.’, Nature methods, 
9(9), pp. 854–855. 
Mancuso, A. P., Yefanov, O. M. and Vartanyants, I. A. (2010) ‘Coherent diffractive 
 178 
imaging of biological samples at synchrotron and free electron laser facilities’, 
Journal of Biotechnology, 149(4), pp. 229–237. 
Mancuso, A., Schropp, A., Reime, B., Stadler, L.-M., Singer, A., Gulden, J., Streit-
Nierobisch, S., Gutt, C., Grübel, G., Feldhaus, J., Staier, F., Barth, R., 
Rosenhahn, A., Grunze, M., Nisius, T., Wilhein, T., Stickler, D., Stillrich, H., 
Frömter, R., Oepen, H.-P., Martins, M., Pfau, B., Günther, C., Könnecke, R., 
Eisebitt, S., Faatz, B., Guerassimova, N., Honkavaara, K., Kocharyan, V., 
Treusch, R., Saldin, E., Schreiber, S., Schneidmiller, E., Yurkov, M., Weckert, 
E. and Vartanyants, I. (2009) ‘Coherent-Pulse 2D Crystallography Using a 
Free-Electron Laser X-Ray Source’, Physical Review Letters, 102(3), pp. 1–5. 
Mano, N. and Goto, J. (2003) ‘Biomedical and biological mass spectrometry.’, 
Analytical sciences  : the international journal of the Japan Society for 
Analytical Chemistry, 19(1), pp. 3–14. 
Mao, Y., Fahimian, B. P., Osher, S. J. and Miao, J. (2010) ‘Development and 
Optimization of Regularized Tomographic Reconstruction Algorithms 
Uti;izing Equally-Sloped Tomography’, IEEE. Transactions on Image 
Processing, 19(5), pp. 1259–1268. 
Marchesini, S., He, H. and Chapman, H. (2003) ‘X-ray image reconstruction from a 
diffraction pattern alone’, Physical Review B, 68, pp. 140101–140101. 
March, R. E. (2000) ‘Quadrupole ion trap mass spectrometry: a view at the turn of the 
century’, International Journal of Mass Spectrometry, 200(1-3), pp. 285–312. 
Marcoux, J. and Robinson, C. V. (2013) ‘Twenty years of gas phase structural 
biology.’, Structure, 21(9), pp. 1541–1550. 
Margaritondo, G. and Rebernik Ribic, P. (2011) ‘A simplified description of X-ray 
free-electron lasers.’, Journal of synchrotron radiation, 18(Pt 2), pp. 101–108. 
Marklund, E. and Larsson, D. (2009) ‘Structural stability of electrosprayed proteins: 
temperature and hydration effects’, Physical chemistry chemical physics, 
11(36), pp. 7741–8104. 
 179 
Markwick, P. R. L., Malliavin, T. and Nilges, M. (2008) ‘Structural biology by NMR: 
structure, dynamics, and interactions.’, PLoS computational biology, 4(9), pp. 
e1000168–e1000168. 
Marsh, J. a, Teichmann, S. a and Forman-Kay, J. D. (2012) ‘Probing the diverse 
landscape of protein flexibility and binding.’, Current opinion in structural 
biology, 22(5), pp. 643–650. 
Martin, A. V., Wang, F., Loh, N. D., Ekeberg, T., Maia, F. R. N. C., Hantke, M., 
Schot, G. V. D., Hampton, C. Y., Sierra, R. G., Aquila, A., Bajt, S., 
Barthelmess, M., Bostedt, C., Bozek, J. D., Coppola, N., Epp, S. W., Erk, B., 
Fleckenstein, H., Foucar, L., Frank, M., Graafsma, H., Gumprecht, L., 
Hartmann, A., Hartmann, R., Hauser, G., Hirsemann, H., Holl, P., Kassemeyer, 
S., Kimmel, N., Liang, M., Lomb, L., Marchesini, S., Nass, K., Pedersoli, E., 
Reich, C., Rolles, D., Rudek, B., Rudenko, A., Schulz, J., Shoeman, R. L., 
Soltau, H., Starodub, D., Steinbrener, J., Stellato, F., Str, L., Ullrich, J., 
Weidenspointner, G., White, T. A. and Wunderer, C. B. (2012) ‘Noise-robust 
coherent diffractive imaging with a single diffraction pattern’, Optics Express, 
20(15), pp. 16650–16661. 
Massover, W. H. (2007) ‘Radiation damage to protein specimens from electron beam 
imaging and diffraction: a mini-review of anti-damage approaches, with 
special reference to synchrotron X-ray crystallography’, Journal of 
Synchrotron Radiation, 14(1), pp. 116–127. 
McCoy, A. J., Grosse-Kunstleve, R. W., Adams, P. D., Winn, M. D., Storoni, L. C. 
and Read, R. J. (2007) ‘Phaser crystallographic software.’, Journal of applied 
crystallography, 40, pp. 658–674. 
McCullough, B. J., Entwistle, A., Konishi, I., Buffey, S., Hasnain, S. S., Brancia, F. 
L., Grossmann, J. G. and Gaskell, S. J. (2009) ‘Digital ion trap mass 
spectrometer for probing the structure of biological macromolecules by gas 
phase X-ray scattering.’, Analytical chemistry, 81(9), pp. 3392–3397. 
McPherson, A. (1991) ‘A brief history of protein crystal growth’, Journal of Crystal 
Growth, 110(1-2), pp. 1–10. 
 180 
Mendoza, V. and Vachet, R. (2009) ‘Probing protein structure by amino acid‐specific 
covalent labeling and mass spectrometry’, Mass spectrometry reviews, 28(5), 
pp. 785–815. 
Meyer, T., de la Cruz, X. and Orozco, M. (2009) ‘An atomistic view to the gas phase 
proteome.’, Structure (London, England  : 1993), 17(1), pp. 88–95. 
Miao, J., Amonette, J., Nishino, Y., Ishikawa, T. and Hodgson, K. (2003) ‘Direct 
determination of the absolute electron density of nanostructured and disordered 
materials at sub-10-nm resolution’, Physical Review B, 68(1), pp. 012201–
012201. 
Miao, J., Charalambous, P. and Kirz, J. (1999) ‘Extending the methodology of X-ray 
crystallography to allow imaging of micrometre-sized non-crystalline 
specimens’, Nature, 400(July), pp. 342–344. 
Miao, J., Förster, F. and Levi, O. (2005) ‘Equally sloped tomography with 
oversampling reconstruction’, Physical Review B, 72(5), pp. 052103–052103. 
Miao, J., Hodgson, K. O., Ishikawa, T., Larabell, C. a, LeGros, M. a and Nishino, Y. 
(2003) ‘Imaging whole Escherichia coli bacteria by using single-particle x-ray 
diffraction.’, PNAS, 100(1), pp. 110–112. 
Miao, J., Ishikawa, T., Johnson, B., Anderson, E., Lai, B. and Hodgson, K. (2002) 
‘High Resolution 3D X-Ray Diffraction Microscopy’, Physical Review Letters, 
89(8), pp. 088303–088303. 
Miao, J., Sandberg, R. L. and Song, C. (2012) ‘Coherent Diffraction Imaging with X-
rays’, IEEE J. of Sel. Topics in Quantum Electronics, 18, pp. 399–410. 
Miao, J., Sayre, D. and Chapman, H. N. (1998) ‘Phase retrieval from the magnitude of 
the Fourier transforms of nonperiodic objects’, J. Opt. Soc. Am. B, 15(6), pp. 
1662–1669. 
Miao, Y. and Cross, T. a (2013) ‘Solid state NMR and protein-protein interactions in 
membranes.’, Current opinion in structural biology, 23(6), pp. 919–928. 
Moffat, K., Szebenyi, D. and Bilderback, D. (1984) ‘X-ray Laue Diffraction from 
 181 
Protein Crystals’, Science, 223(4643), pp. 1423–1425. 
Mok, H., Lee, S. H., Park, J. W. and Park, T. G. (2010) ‘Multimeric small interfering 
ribonucleic acid for highly efficient sequence-specific gene silencing.’, Nature 
materials, 9(3), pp. 272–278. 
Moraes, I., Evans, G., Sanchez-Weatherby, J., Newstead, S. and Stewart, P. D. S. 
(2014) ‘Membrane protein structure determination — The next generation’, 
Biochimica et Biophysica Acta (BBA) - Biomembranes, 1838(1), pp. 78–87. 
Morgner, N., Montenegro, F., Barrera, N. P. and Robinson, C. V. (2012) ‘Mass 
spectrometry--from peripheral proteins to membrane motors.’, Journal of 
molecular biology, 423(1), pp. 1–13. 
Moukhametzianov, R., Burghammer, M., Edwards, P. C., Petitdemange, S., Popov, D., 
Fransen, M., McMullan, G., Schertler, G. F. X. and Riekel, C. (2008) ‘Protein 
crystallography with a micrometre-sized synchrotron-radiation beam.’, Acta 
crystallographica. Section D, Biological crystallography, 64, pp. 158–166. 
Mueller, M., Jenni, S. and Ban, N. (2007) ‘Strategies for crystallization and structure 
determination of very large macromolecular assemblies.’, Current opinion in 
structural biology, 17(5), pp. 572–579. 
Mylonas, E., Hascher, A., Bernadó, P., Blackledge, M., Mandelkow, E. and Svergun, 
D. I. (2008) ‘Domain conformation of tau protein studied by solution small-
angle X-ray scattering.’, Biochemistry, 47(39), pp. 10345–10353. 
Mythen, C. S., van der Laan, G. and Padmore, H. a. (1992) ‘The undulator beamline at 
the SRS Daresbury’, Review of Scientific Instruments, 63(1), pp. 1313–1313. 
Nakasako, M., Takayama, Y., Oroguchi, T., Sekiguchi, Y., Kobayashi, A., Shirahama, 
K., Yamamoto, M., Hikima, T., Yonekura, K., Maki-Yonekura, S., Kohmura, 
Y., Inubushi, Y., Takahashi, Y., Suzuki, A., Matsunaga, S., Inui, Y., Tono, K., 
Kameshima, T., Joti, Y. and Hoshi, T. (2013) ‘KOTOBUKI-1 apparatus for 
cryogenic coherent X-ray diffraction imaging.’, The Review of scientific 
instruments, 84(9), pp. 093705–093705. 
 182 
Nam, D., Park, J., Gallagher-Jones, M., Kim, S., Kohmura, Y., Naitow, H., 
Kunishima, N., Yoshida, Ishikawa, T. and Song, C. (2013) ‘Imaging Fully 
Hydrated Whole Cells by Coherent X-Ray Diffraction Microscopy’, Physical 
Review Letters, 110(9), pp. 098103–098103. 
Nam, D., Park, J., Gallagher-Jones, M., Shimada, H., Kim, S., Kohmura, Y., Ishikawa, 
T. and Song, C. (2013) ‘Development of an adaptable coherent x-ray 
diffraction microscope with the emphasis on imaging hydrated specimens.’, 
The Review of scientific instruments, 84(11), pp. 113702–113702. 
Nave, C. (1998) ‘A Description of Imperfections in Protein Crystals’, Acta 
Crystallographica Section D Biological Crystallography, 54(5), pp. 848–853. 
Neil, G. R. (2003) ‘FEL OSCILLATORS’, Proceedings of the 2003 Particle 
Accelerator Conference, pp. 181–185. 
Neutze, R. and Moffat, K. (2012) ‘Time-resolved structural studies at synchrotrons 
and X-ray free electron lasers: opportunities and challenges.’, Current opinion 
in structural biology, 22(5), pp. 651–659. 
Neutze, R., Wouts, R., van der Spoel, D., Weckert, E. and Hajdu, J. (2000) ‘Potential 
for biomolecular imaging with femtosecond X-ray pulses.’, Nature, 406(6797), 
pp. 752–757. 
Nishino, Y., Takahashi, Y., Imamoto, N., Ishikawa, T. and Maeshima, K. (2009) 
‘Three-Dimensional Visualization of a Human Chromosome Using Coherent 
X-Ray Diffraction’, Physical Review Letters, 102(1), pp. 8–11. 
Nobelprize.org. (2013) ‘The Nobel Prize in Chemistry 2013".’, [online] Available 
from: http://www.nobelprize.org/nobel_prizes/chemistry/laureates/2013/ 
(Accessed 22 March 2014). 
Nobelprize.org (2013) ‘“Wilhelm Conrad Röntgen - Biographical”.’, [online] 
Available from: 
http://www.nobelprize.org/nobel_prizes/physics/laureates/1901/rontgen-
bio.html (Accessed 22 March 2014). 
 183 
Nugent, K. A., Peele, A. G., Quiney, H. M. and Chapman, H. N. (2005) ‘Diffraction 
with wavefront curvature: a path to unique phase recovery.’, Acta 
crystallographica. Section A, Foundations of crystallography, 61(Pt 3), pp. 
373–381. 
Pappin, D. J. C., Hojrup, P. and Bleasby, A. J. (1993) ‘Rapid iIdentification of proteins 
by peptide-mass fingerprinting’, Current biology, 3(6), pp. 327–332. 
Park, H. J., Loh, N. D. and Sierra, R. G. (2013) ‘Toward unsupervised single-shot 
diffractive imaging of heterogeneous particles using X-ray free-electron 
lasers’, Optics Express, 21(23), pp. 28729–28742. 
Parkinson, D. Y., McDermott, G., Etkin, L. D., Le Gros, M. A. and Larabell, C. A. 
(2008) ‘Quantitative 3-D imaging of eukaryotic cells using soft X-ray 
tomography.’, Journal of structural biology, 162(3), pp. 380–386. 
Patwardhan, A., Carazo, J.-M., Carragher, B., Henderson, R., Heymann, J. B., Hill, E., 
Jensen, G. J., Lagerstedt, I., Lawson, C. L., Ludtke, S. J., Mastronarde, D., 
Moore, W. J., Roseman, A., Rosenthal, P., Sorzano, C.-O. S., Sanz-García, E., 
Scheres, S. H. W., Subramaniam, S., Westbrook, J., Winn, M., Swedlow, J. R. 
and Kleywegt, G. J. (2012) ‘Data management challenges in three-dimensional 
EM.’, Nature structural & molecular biology, 19(12), pp. 1203–1207. 
Pauw, B. R. (2013) ‘Everything SAXS: small-angle scattering pattern collection and 
correction’, Journal of Physics: Condensed Matter, 25(38), pp. 3201–3201. 
Pavelcik, F. (2006) ‘Phased rotation, conformation and translation function: theory 
and computer program’, Journal of Applied Crystallography, 39(4), pp. 483–
486. 
Pedersoli, E., Loh, N. D., Capotondi, F., Hampton, C. Y., Sierra, R. G., Starodub, D., 
Bostedt, C., Bozek, J., Nelson,  a J., Aslam, M., Li, S., Dravid, V. P., Martin,  a 
V., Aquila,  a, Barty,  a, Fleckenstein, H., Gumprecht, L., Liang, M., Nass, K., 
Schulz, J., White, T. a, Coppola, N., Bajt, S., Barthelmess, M., Graafsma, H., 
Hirsemann, H., Wunderer, C., Epp, S. W., Erk, B., Rudek, B., Rudenko,  a, 
Foucar, L., Kassemeyer, S., Lomb, L., Rolles, D., Shoeman, R. L., Steinbrener, 
J., Hartmann, R., Hartmann,  a, Hauser, G., Holl, P., Kimmel, N., Reich, C., 
 184 
Soltau, H., Weidenspointner, G., Benner, W. H., Farquar, G. R., Hau-Riege, S. 
P., Hunter, M. S., Ekeberg, T., Hantke, M., Maia, F. R. N. C., Tobias, H. J., 
Marchesini, S., Frank, M., Strüder, L., Schlichting, I., Ullrich, J., Chapman, H. 
N., Bucksbaum, P. H., Kiskinova, M. and Bogan, M. J. (2013) ‘Mesoscale 
morphology of airborne core–shell nanoparticle clusters: x-ray laser coherent 
diffraction imaging’, Journal of Physics B: Atomic, Molecular and Optical 
Physics, 46(16), pp. 164033–164033. 
Pedrini, B., Menzel,  a, Guizar-Sicairos, M., Guzenko, V. a, Gorelick, S., David, C., 
Patterson, B. D. and Abela, R. (2013) ‘Two-dimensional structure from 
random multiparticle X-ray scattering images using cross-correlations.’, 
Nature communications, 4, pp. 1647–1647. 
Perutz, M. F. (1956) ‘Isomorphous replacement and phase determination in non-
centrosymmetric space groups’, Acta Crystallographica, 9(11), pp. 867–873. 
Perutz, M. F., Rossmann, M. G., Cullis, A. F., Muirhead, H., Will, G. and North, A. C. 
T. (1963) ‘Structure Of Haeemoglobin: A Three-Dimensional Fourier 
Synthesis of Reduced Human Haemoglobin at 5.5 [angst] Resolution’, Nature, 
199(4894), pp. 633–638. 
Petoukhov, M. V. and Svergun, D. I. (2005) ‘Global rigid body modeling of 
macromolecular complexes against small-angle scattering data.’, Biophysical 
journal, 89(2), pp. 1237–1250. 
Petoukhov, M. V., Vicente, J. B., Crowley, P. B., Carrondo, M. A., Teixeira, M. and 
Svergun, D. I. (2014) ‘Quaternary Structure of Flavorubredoxin as Revealed 
by Synchrotron Radiation Small-Angle X-Ray Scattering’, Structure, 16(9), 
pp. 1428–1436. 
Politis, A., Stengel, F., Hall, Z., Hernández, H., Leitner, A., Walzthoeni, T., Robinson, 
C. V. and Aebersold, R. (2014) ‘A mass spectrometry–based hybrid method 
for structural modeling of protein complexes’, Nature Methods, 11, pp. 403–
406. 
Pukala, T. L., Ruotolo, B. T., Zhou, M., Politis, A., Stefanescu, R., Leary, J. A. and 
Robinson, C. V. (2009) ‘Subunit architecture of multiprotein assemblies 
 185 
determined using restraints from gas-phase measurements.’, Structure, 17(9), 
pp. 1235–1243. 
Radaev, S. and Sun, P. D. (2002) ‘Crystallization of protein-protein complexes’, 
Journal of Applied Crystallography, 35(6), pp. 674–676. 
Raiman, G. (2013) ‘“The World Wide Web Virtual Library: Free Electron Laser 
research and applications.”’, [online] Available from: 
http://sbfel3.ucsb.edu/www/vl_fel.html (Accessed 21 April 2014). 
Raines, K. S., Salha, S., Sandberg, R. L., Jiang, H., Rodríguez, J. A., Fahimian, B. P., 
Kapteyn, H. C., Du, J. and Miao, J. (2010) ‘Three-dimensional structure 
determination from a single view.’, Nature, 463(7278), pp. 214–217. 
Rambo, R. P. and Tainer, J. A. (2013) ‘Accurate assessment of mass, models and 
resolution by small-angle scattering.’, Nature, 496(7446), pp. 477–481. 
Rambo, R. P. and Tainer, J. A. (2010) ‘Bridging the solution divide: comprehensive 
structural analyses of dynamic RNA, DNA, and protein assemblies by small-
angle X-ray scattering.’, Current opinion in structural biology, 20(1), pp. 128–
137. 
Redecke, L., Nass, K., DePonte, D. P., White, T. A., Rehders, D., Barty, A., Stellato, 
F., Liang, M., Barends, T. R. M., Boutet, S., Williams, G. J., Messerschmidt, 
M., Seibert, M. M., Aquila, A., Arnlund, D., Bajt, S., Barth, T., Bogan, M. J., 
Caleman, C., Chao, T.-C., Doak, R. B., Fleckenstein, H., Frank, M., Fromme, 
R., Galli, L., Grotjohann, I., Hunter, M. S., Johansson, L. C., Kassemeyer, S., 
Katona, G., Kirian, R. A., Koopmann, R., Kupitz, C., Lomb, L., Martin, A. V., 
Mogk, S., Neutze, R., Shoeman, R. L., Steinbrener, J., Timneanu, N., Wang, 
D., Weierstall, U., Zatsepin, N. A., Spence, J. C. H., Fromme, P., Schlichting, 
I., Duszenko, M., Betzel, C. and Chapman, H. N. (2013) ‘Natively inhibited 
Trypanosoma brucei cathepsin B structure determined by using an X-ray 
laser.’, Science , 339(6116), pp. 227–230. 
Rhodes, G. (2010) Crystallography Made Crystal Clear: A Guide for Users of 
Macromolecular Models, 3rd Editio. Complementary Science, London, 
Academic Press, [online] Available from: 
 186 
http://books.google.co.uk/books?id=rwnR6qvaWgkC. 
Roberts Jr, G. (2013) ‘“Rapid Beam-switching Allows SLAC X-ray Laser to 
Multitask.”’, [online] Available from: 
https://www6.slac.stanford.edu/news/2013-08-09-Rapid-Beam-switching-
Allows-SLAC-X-ray-Laser-Multitask.aspx (Accessed 28 April 2014). 
Robinson, C. V. (2012) ‘Finding the right balance: a personal journey from individual 
proteins to membrane-embedded motors: based on a lecture delivered at the 
36th FEBS Congress in Torino, Italy, June 2011.’, The FEBS journal, 279(5), 
pp. 663–677. 
Robinson, C. V., Groß, M. and Eyles, S. J. (1994) ‘Conformation of GroEL-bound α-
lactalbumin probed by mass spectrometry’, Nature, 372, pp. 646–651. 
Robinson, E. W., Leib, R. D. and Williams, E. R. (2006) ‘The Role of Conformation 
on Electron Capture Dissociation of Ubiquitin’, Journal of the American 
Society for Mass Spectrometry, 17, pp. 1469–1479. 
Rodenburg, J., Hurst,  a., Cullis,  a., Dobson, B., Pfeiffer, F., Bunk, O., David, C., 
Jefimovs, K. and Johnson, I. (2007) ‘Hard-X-Ray Lensless Imaging of 
Extended Objects’, Physical Review Letters, 98(3), pp. 034801–034801. 
Rodriguez, J. A., Xu, R., Chen, C.-C., Huang, Z., Jiang, H., Kevin, S., Nam, D., Chen, 
A. L., Pryor, A. P. J., Wiegart, L., Song, C., Madsen, A., Chushkin, Y., 
Zontone, F., Bradley, P. J. and Miao, J. (n.d.) ‘Three-dimensional coherent X-
ray diffraction imaging of a whole , frozen-hydrated cell’, Unpublished, pp. 1–
24. 
Rodriguez, J. A., Xu, R., Chen, C.-C., Zou, Y. and Miao, J. (2013) ‘Oversampling 
smoothness: an effective algorithm for phase retrieval of noisy diffraction 
intensities.’, Journal of applied crystallography, 46, pp. 312–318. 
Rosenbaum, G. and Holmes, K. C. (1971) ‘Synchrotron radiation as a source for X-ray 
diffraction’, Nature, 230(16), pp. 434–437. 
Rossmann, M. G. and Blow, D. M. (1961) ‘The refinement of structures partially 
 187 
determined by the isomorphous replacement method’, Acta Crystallographica, 
14(6), pp. 641–647. 
Rostom,  a a, Fucini, P., Benjamin, D. R., Juenemann, R., Nierhaus, K. H., Hartl, F. 
U., Dobson, C. M. and Robinson, C. V. (2000) ‘Detection and selective 
dissociation of intact ribosomes in a mass spectrometer.’, PNAS, 97(10), pp. 
5185–5190. 
Rothemund, P. W. K. (2006) ‘Folding DNA to create nanoscale shapes and patterns.’, 
Nature, 440(7082), pp. 297–302. 
Rouse, S. L., Marcoux, J., Robinson, C. V. and Sansom, M. S. P. (2013) ‘Dodecyl 
maltoside protects membrane proteins in vacuo.’, Biophysical journal, 105(3), 
pp. 648–656. 
Ruotolo, B. T., Giles, K., Campuzano, I., Sandercock, A. M., Bateman, R. H. and 
Robinson, C. V. (2005) ‘Evidence for macromolecular protein rings in the 
absence of bulk water.’, Science (New York, N.Y.), 310(5754), pp. 1658–1661. 
Ruotolo, B. T. and Robinson, C. V. (2006) ‘Aspects of native proteins are retained in 
vacuum’, Current opinion in chemical biology, 10, pp. 402–408. 
Saldin, D. K., Poon, H. C., Shneerson, V. L., Howells, M., Chapman, H. N., Kirian, R. 
a., Schmidt, K. E. and Spence, J. C. H. (2010) ‘Beyond small-angle x-ray 
scattering: Exploiting angular correlations’, Physical Review B, 81(17), pp. 
174105–174105. 
Saldin, D. K., Poon, H., Schwander, P., Uddin, M. and Schmidt, M. (2011) 
‘Reconstructing an Icosahedral Virus from Single-Particle Diffraction 
Experiments’, Macromolecules, 934(1977), pp. 15–25. 
Sayre, D. (1952) ‘Some implications of a theorem due to Shannon’, Acta 
Crystallographica, 5(6), pp. 843–843. 
Sayre, D. and Chapman, H. N. (1995) ‘X-ray Microscopy’, Acta Crystallographica 
Section A, 51, pp. 237–252. 
Schenk, H. (1979) ‘Solving the Phase Problem in Crystal Structure Determination A 
 188 
simple introduction to direct methods’, Journal of Chemical Education, 56(6), 
pp. 383–384. 
Scheres, S. H. W., Núñez-Ramírez, R., Sorzano, C. O. S., Carazo, J. M. and Marabini, 
R. (2008) ‘Image processing for electron microscopy single-particle analysis 
using XMIPP.’, Nature protocols, 3(6), pp. 977–990. 
Schiltz, M., Dumas, P., Ennifar, E., Flensburg, C., Paciorek, W., Vonrhein, C. and 
Bricogne, G. (2004) ‘Phasing in the presence of severe site-specific radiation 
damage through dose-dependent modelling of heavy atoms’, Acta 
Crystallographica Section D, 60(6), pp. 1024–1031. 
Schlichting, I. and Miao, J. (2012) ‘Emerging opportunities in structural biology with 
X-ray free-electron lasers.’, Current opinion in structural biology, 22(5), pp. 
613–626. 
Schoenlein, R. W. (2000) ‘Generation of Femtosecond Pulses of Synchrotron 
Radiation’, Science, 287(5461), pp. 2237–2240. 
Schotte, F., Lim, M., Jackson, T. a, Smirnov, A. V., Soman, J., Olson, J. S., Phillips, 
G. N., Wulff, M. and Anfinrud, P. a (2003) ‘Watching a protein as it functions 
with 150-ps time-resolved x-ray crystallography.’, Science, 300(5627), pp. 
1944–1947. 
Schwinger, J. (1949) ‘On the Classical Radiation of Accelerated Electrons’, Physical 
Review, 1949, [online] Available from: 
http://prola.aps.org/abstract/PR/v75/i12/p1912_1. 
Scott, M. C., Chen, C.-C., Mecklenburg, M., Zhu, C., Xu, Ercius, P., Dahmen, U., 
Regan, B. C. and Miao, J. (2012) ‘Electron tomography at 2.4-ångström 
resolution.’, Nature, 483(7390), pp. 444–447. 
Seeman, N. C. (2010) ‘Nanomaterials based on DNA.’, Annual review of 
biochemistry, 79, pp. 65–87. 
Seibert, M., Boutet, S., Svenda, M., Ekeberg, T., Maia, F. R. N. C., Bogan, M. J., 
Tîmneanu, N., Barty, A., Hau-Riege, S., Caleman, C., Frank, M., Benner, H., 
 189 
Lee, J. Y., Marchesini, S., Shaevitz, J. W., Fletcher, D. a, Bajt, S., Andersson, 
I., Chapman, H. N. and Hajdu, J. (2010) ‘Femtosecond diffractive imaging of 
biological cells’, Journal of Physics B: Atomic, Molecular and Optical 
Physics, 43(19), pp. 194015–194015. 
Seibert, M. M., Ekeberg, T., Maia, F. R. N. C., Svenda, M., Andreasson, J., Jönsson, 
O., Odić, D., Iwan, B., Rocker, A., Westphal, D., Hantke, M., DePonte, D. P., 
Barty, A., Schulz, J., Gumprecht, L., Coppola, N., Aquila, A., Liang, M., 
White, T. A., Martin, A., Caleman, C., Stern, S., Abergel, C., Seltzer, V., 
Claverie, J.-M., Bostedt, C., Bozek, J. D., Boutet, S., Miahnahri,  a A., 
Messerschmidt, M., Krzywinski, J., Williams, G., Hodgson, K. O., Bogan, M. 
J., Hampton, C. Y., Sierra, R. G., Starodub, D., Andersson, I., Bajt, S., 
Barthelmess, M., Spence, J. C. H., Fromme, P., Weierstall, U., Kirian, R., 
Hunter, M., Doak, R. B., Marchesini, S., Hau-Riege, S. P., Frank, M., 
Shoeman, R. L., Lomb, L., Epp, S. W., Hartmann, R., Rolles, D., Rudenko, A., 
Schmidt, C., Foucar, L., Kimmel, N., Holl, P., Rudek, B., Erk, B., Hömke, A., 
Reich, C., Pietschner, D., Weidenspointner, G., Strüder, L., Hauser, G., Gorke, 
H., Ullrich, J., Schlichting, I., Herrmann, S., Schaller, G., Schopper, F., Soltau, 
H., Kühnel, K.-U., Andritschke, R., Schröter, C.-D., Krasniqi, F., Bott, M., 
Schorb, S., Rupp, D., Adolph, M., Gorkhover, T., Hirsemann, H., Potdevin, G., 
Graafsma, H., Nilsson, B., Chapman, H. N. and Hajdu, J. (2011) ‘Single 
mimivirus particles intercepted and imaged with an X-ray laser.’, Nature, 
470(7332), pp. 78–81. 
Shapiro, D., Thibault, P., Beetz, T., Elser, V., Howells, M., Jacobsen, C., Kirz, J., 
Lima, E., Miao, H., Neiman, A. M. and Sayre, D. (2005) ‘Biological imaging 
by soft x-ray diffraction microscopy.’, PNAS, 102(43), pp. 15343–15346. 
Sharon, M., Ilag, L. L. and Robinson, C. V. (2007) ‘Evidence for micellar structure in 
the gas phase.’, Journal of the American Chemical Society, 129(28), pp. 8740–
8746. 
Shintake, T. (2008) ‘Possibility of single biomolecule imaging with coherent 
amplification of weak scattering x-ray photons’, Physical Review E, 78(4), pp. 
1–9. 
 190 
Shneerson, V. L., Ourmazd, A. and Saldin, D. K. (2008) ‘Crystallography without 
crystals. I. The common-line method for assembling a three-dimensional 
diffraction volume from single-particle scattering.’, Acta crystallographica. 
Section A, Foundations of crystallography, 64, pp. 303–315. 
Shulman, R. G., Ogawa, S., Wüthrich, K., Yamane, T., Peisach, J. and Blumberg, W. 
E. (1969) ‘The Absence of “ Heme-Heme ” Interactions in Hemoglobin’, 
Science, 165(3890), pp. 251–257. 
Siuzdak, G., Bothner, B., Yeager, M., Brugidou, C., Fauquet, C. M., Hoey, K. and 
Chang, C. M. (1996) ‘Mass spectrometry and viral analysis.’, Chemistry & 
biology, 3(1), pp. 45–48. 
Skar-Gislinge, N., Simonsen, J. B., Mortensen, K., Feidenhans’l, R., Sligar, S. G., 
Lindberg Møller, B., Bjørnholm, T. and Arleth, L. (2010) ‘Elliptical structure 
of phospholipid bilayer nanodiscs encapsulated by scaffold proteins: casting 
the roles of the lipids and the protein.’, Journal of the American Chemical 
Society, 132(39), pp. 13713–13722. 
Smith, J. L., Fischetti, R. F. and Yamamoto, M. (2012) ‘Micro-crystallography comes 
of age.’, Current opinion in structural biology, 22(5), pp. 602–612. 
Solem, J. C. (1986) ‘Imaging biological specimens with high-intensity soft x rays’, J. 
Opt. Soc. Am. B, 3(11), pp. 1551–1565. 
Song, C., Bergstrom, R., Ramunno-Johnson, D., Jiang, H., Paterson, D., de Jonge, M., 
McNulty, I., Lee, J., Wang, K. and Miao, J. (2008) ‘Nanoscale Imaging of 
Buried Structures with Elemental Specificity Using Resonant X-Ray 
Diffraction Microscopy’, Physical Review Letters, 100(2), pp. 025504–025504. 
Song, C., Jiang, H., Mancuso, A., Amirbekian, B., Peng, L., Sun, R., Shah, S., Zhou, 
Z., Ishikawa, T. and Miao, J. (2008) ‘Quantitative Imaging of Single, 
Unstained Viruses with Coherent X Rays’, Physical Review Letters, 101(15), 
pp. 158101–158101. 
Song, C., Ramunno-Johnson, D., Nishino, Y., Kohmura, Y., Ishikawa, T., Chen, C.-C., 
Lee, T.-K. and Miao, J. (2007) ‘Phase retrieval from exactly oversampled 
 191 
diffraction intensity through deconvolution’, Physical Review B, 75(1), pp. 
012102–012102. 
Song, C., Tono, K., Park, J., Ebisu, T., Kim, S., Shimada, H., Gallagher-Jones, M., 
Nam, D., Sato, T., Togashi, T., Ogawa, K., Joti, Y., Kameshima, T., Ono, S., 
Hatsui, T., Iwata, S., Yabashi, M. and Ishikawa, T. (2014) ‘Multiple 
application X-ray imaging chamber for single-shot diffraction experiments 
with femtosecond X-ray laser pulses’, Journal of Applied Crystallography, 
47(1), pp. 188–197. 
Southworth-Davies, R. J. and Garman, E. F. (2007) ‘Radioprotectant screening for 
cryocrystallography’, Journal of Synchrotron Radiation, 14(1), pp. 73–83. 
Spence, J. C. H., Weierstall, U. and Chapman, H. N. (2012) ‘X-ray lasers for structural 
and dynamic biology.’, Reports on progress in physics. Physical Society 
(Great Britain), 75(10), pp. 102601–102601. 
Starodub, D., Aquila, A., Bajt, S., Barthelmess, M., Barty, A., Bostedt, C., Bozek, J. 
D., Coppola, N., Doak, R. B., Epp, S. W., Erk, B., Foucar, L., Gumprecht, L., 
Hampton, C. Y., Hartmann, A., Hartmann, R., Holl, P., Kassemeyer, S., 
Kimmel, N., Laksmono, H., Liang, M., Loh, N. D., Lomb, L., Martin,  a V., 
Nass, K., Reich, C., Rolles, D., Rudek, B., Rudenko, A., Schulz, J., Shoeman, 
R. L., Sierra, R. G., Soltau, H., Steinbrener, J., Stellato, F., Stern, S., 
Weidenspointner, G., Frank, M., Ullrich, J., Strüder, L., Schlichting, I., 
Chapman, H. N., Spence, J. C. H. and Bogan, M. J. (2012) ‘Single-particle 
structure determination by correlations of snapshot X-ray diffraction patterns.’, 
Nature communications, 3, pp. 1276–1276. 
Steinberg, M. Z., Breuker, K., Elber, R. and Gerber, R. B. (2007) ‘The dynamics of 
water evaporation from partially solvated cytochrome c in the gas phase.’, 
Physical chemistry chemical physics  : PCCP, 9(33), pp. 4690–4697. 
Steinberg, M. Z. and Elber, R. (2008) ‘Early Structural Evolution of Native 
Cytochrome c after Solvent Removal’, chembiochem, 9(15), pp. 2417–2423. 
Svergun, D., Barberato, C. and Koch, M. H. J. (1995) ‘CRYSOL - a Program to 
Evaluate X-ray Solution Scattering of Biological Macromolecules from 
 192 
Atomic Coordinates’, Journal of Applied Crystallography, 28(6), pp. 768–773. 
Svergun, D. I. (1999) ‘Restoring low resolution structure of biological 
macromolecules from solution scattering using simulated annealing.’, 
Biophysical journal, 76(6), pp. 2879–2886. 
Svergun, D. I. and Koch, M. H. J. (2003) ‘Small-angle scattering studies of biological 
macromolecules in solution’, Reports on Progress in Physics, 66(10), pp. 
1735–1782. 
Svergun, D. I., Petoukhov, M. V. and Koch, M. H. (2001) ‘Determination of domain 
structure of proteins from X-ray solution scattering.’, Biophysical journal, 
80(6), pp. 2946–2953. 
Takahashi, Y., Nishino, Y., Tsutsumi, R., Kubo, H., Furukawa, H., Mimura, H., 
Matsuyama, S., Zettsu, N., Matsubara, E., Ishikawa, T. and Yamauchi, K. 
(2009) ‘High-resolution diffraction microscopy using the plane-wave field of a 
nearly diffraction limited focused x-ray beam’, Physical Review B, 80(5), pp. 
054103–054103. 
Takahashi, Y., Suzuki, A. and Zettsu, N. (2013) ‘Coherent Diffraction Imaging 
Analysis of Shape-Controlled Nanoparticles with Focused Hard X‑ray Free-
Electron Laser Pulses’, Nano letters, 13(12), pp. 6028–6032. 
Takayama, Y., Hatano, T., Miyahara, T. and Okamoto, W. (1998) ‘Relationship 
between spatial coherence of synchrotron radiation and emittance.’, Journal of 
synchrotron radiation, 5(Pt 4), pp. 1187–1194. 
Tanaka, K., Waki, H., Ido, Y., Akita, S., Yoshida, Y., Yoshida, T. and Matsuo, T. 
(1988) ‘Protein and polymer analyses up to m/z 100 000 by laser ionization 
time-of-flight mass spectrometry’, Rapid Communications in Mass 
Spectrometry, 2(8), pp. 151–153. 
Taverner, T., Hernández, H., Sharon, M., Ruotolo, B. T., Matak-Vinković, D., Devos, 
D., Russell, R. B. and Robinson, C. V. (2008) ‘Subunit architecture of intact 
protein complexes from mass spectrometry and homology modeling.’, 
Accounts of chemical research, 41(5), pp. 617–627. 
 193 
Terstappen, G. C. and Reggiani, A. (2001) ‘In silico research in drug discovery.’, 
Trends in pharmacological sciences, 22(1), pp. 23–26. 
Tokuhisa, A., Arai, J., Joti, Y., Ohno, Y., Kameyama, T., Yamamoto, K., Hatanaka, 
M., Gerofi, B., Shimada, A., Kurokawa, M., Shoji, F., Okada, K., Sugimoto, 
T., Yamaga, M., Tanaka, R., Yokokawa, M., Hori, A., Ishikawa, Y., Hatsui, T. 
and Go, N. (2013) ‘High-speed classification of coherent X-ray diffraction 
patterns on the K computer for high-resolution single biomolecule imaging.’, 
Journal of synchrotron radiation, 20(Pt 6), pp. 899–904. 
Toukach, F. V. and Ananikov, V. P. (2013) ‘Recent advances in computational 
predictions of NMR parameters for the structure elucidation of carbohydrates: 
methods and limitations’, Chem. Soc. Rev., 42(21), pp. 8376–8415. 
Vagin, A. a, Steiner, R. a, Lebedev, A. a, Potterton, L., McNicholas, S., Long, F. and 
Murshudov, G. N. (2004) ‘REFMAC5 dictionary: organization of prior 
chemical knowledge and guidelines for its use.’, Acta crystallographica. 
Section D, Biological crystallography, 60(Pt 12 Pt 1), pp. 2184–2195. 
Valle, J. J., Eyler, J. R., Oomens, J., Moore, D. T., van der Meer,  a. F. G., von Helden, 
G., Meijer, G., Hendrickson, C. L., Marshall, A. G. and Blakney, G. T. (2005) 
‘Free electron laser-Fourier transform ion cyclotron resonance mass 
spectrometry facility for obtaining infrared multiphoton dissociation spectra of 
gaseous ions’, Review of Scientific Instruments, 76(2), pp. 023103–023103. 
Vartanyants, I. a and Robinson, I. K. (2001) ‘Partial coherence effects on the imaging 
of small crystals using coherent x-ray diffraction’, Journal of Physics: 
Condensed Matter, 13, pp. 10593–10611. 
Vartanyants, I. a and Singer,  a (2010) ‘Coherence properties of hard x-ray 
synchrotron sources and x-ray free-electron lasers’, New Journal of Physics, 
12(3), pp. 035004–035004. 
Vartanyants, I. a., Singer,  a., Mancuso,  a. P., Yefanov, O. M., Sakdinawat,  a., Liu, 
Y., Bang, E., Williams, G. J., Cadenazzi, G., Abbey, B., Sinn, H., Attwood, D., 
Nugent, K. a., Weckert, E., Wang, T., Zhu, D., Wu, B., Graves, C., Scherz,  a., 
Turner, J. J., Schlotter, W. F., Messerschmidt, M., Lüning, J., Acremann, Y., 
 194 
Heimann, P., Mancini, D. C., Joshi, V., Krzywinski, J., Soufli, R., Fernandez-
Perea, M., Hau-Riege, S., Peele,  a. G., Feng, Y., Krupin, O., Moeller, S. and 
Wurth, W. (2011) ‘Coherence Properties of Individual Femtosecond Pulses of 
an X-Ray Free-Electron Laser’, Physical Review Letters, 107(14), pp. 144801–
144801. 
Van der Veen, F. and Pfeiffer, F. (2004) ‘Coherent x-ray scattering’, Journal of 
Physics: Condensed Matter, 16, pp. 5003–5030. 
Volkov, V. V. and Svergun, D. I. (2003) ‘Uniqueness of {\it ab initio} shape 
determination in small-angle scattering’, Journal of Applied Crystallography, 
36(3), pp. 860–864. 
Wagner, S., Klepsch, M. M., Schlegel, S., Appel, A., Draheim, R., Tarry, M., 
Högbom, M., van Wijk, K. J., Slotboom, D. J., Persson, J. O. and de Gier, J.-
W. (2008) ‘Tuning Escherichia coli for membrane protein overexpression.’, 
PNAS, 105(38), pp. 14371–14376. 
Walden, H. (2010) ‘Selenium incorporation using recombinant techniques.’, Acta 
crystallographica. Section D, Biological crystallography, 66(Pt 4), pp. 352–
357. 
Waldrop, M. (2014) ‘X-ray science: The big guns’, Nature, 505, pp. 604–606. 
Wang, G., Yu, H., Cong, W. and Katsevich, A. (2011) ‘Non-uniqueness and instability 
of “ankylography”.’, Nature, 480(7375), pp. E2–3. 
Warshel, A. and Levitt, M. (1976) ‘Theoretical Studies of Enzymic Reactions  : 
Dielectric, Electrostatic and Steric Stabilization of the Carbonium Ion in the 
Reaction of Lysozyme’, Journal of molecular biology, 103(2), pp. 227–249. 
Washburn, M. P., Wolters, D. and Yates, J. R. (2001) ‘Large-scale analysis of the 
yeast proteome by multidimensional protein identification technology.’, Nature 
biotechnology, 19(3), pp. 242–7. 
Watson, J. D. and Crick, F. H. C. (1953) ‘Molecular Structure of Nucleic Acids: A 
Structure for Deoxyribose Nucleic Acid’, Nature, 171(4356), pp. 737–738. 
 195 
Wei, B., Dai, M. and Yin, P. (2012) ‘Complex shapes self-assembled from single-
stranded DNA tiles.’, Nature, 485(7400), pp. 623–626. 
Weierstall, U., James, D., Wang, C., White, T. a, Wang, D., Liu, W., Spence, J. C. H., 
Doak, B. R., Nelson, G., Fromme, P., Fromme, R., Grotjohann, I., Kupitz, C., 
Zatsepin, N. a, Liu, H., Basu, S., Wacker, D., Han, G. W., Katritch, V., Boutet, 
S., Messerschmidt, M., Williams, G. J., Koglin, J. E., Seibert, M., Klinker, M., 
Gati, C., Shoeman, R. L., Barty, A., Chapman, H. N., Kirian, R. A., Beyerlein, 
K. R., Stevens, R. C., Li, D., Shah, S. T. a, Howe, N., Caffrey, M. and 
Cherezov, V. (2014) ‘Lipidic cubic phase injector facilitates membrane protein 
serial femtosecond crystallography.’, Nature communications, 5, pp. 3309–
3309. 
Weierstall, U., Spence, J. C. H. and Doak, R. B. (2012) ‘Injector for scattering 
measurements on fully solvated biospecies.’, The Review of scientific 
instruments, 83(3), pp. 035108–035108. 
White, T. a, Barty, A., Stellato, F., Holton, J. M., Kirian, R. A., Zatsepin, N. a and 
Chapman, H. N. (2013) ‘Crystallographic data processing for free-electron 
laser sources.’, Acta crystallographica. Section D, Biological crystallography, 
69, pp. 1231–1240. 
Wiesemann, U., Thieme, J., Fr, R., Guttmann, P., Niemann, B., Rudolph, D. and 
Schmahl, G. (2001) ‘Construction of a scanning transmission X-ray 
microscope at the undulator U-41 at BESSY II’, Nuclear Instruments and 
Methods in Physics Research Section A: Accelerators, Spectrometers, 
Detectors and Associated Equipment, 468, pp. 861–863. 
Wiik, B. H. (1998) ‘The TESLA Project’, In Proceedings of the 1997 Workshop on RF 
Superconductivit, pp. 54–78, [online] Available from: 
http://accelconf.web.cern.ch/AccelConf/SRF97/papers/srf97a08.pdf. 
Wilke, R. N., Priebe, M., Bartels, M., Giewekemeyer, K., Diaz, A., Karvinen, P. and 
Salditt, T. (2012) ‘Hard X-ray imaging of bacterial cells: nano-diffraction and 
ptychographic reconstruction.’, Optics express, 20(17), pp. 19232–19254. 
Wilkins, M. R., Pasquali, C., Appel, R. D. and Ou, K. (1996) ‘From proteins to 
 196 
proteomes: large scale protein identification by two-dimensional 
electrophoresis and arnino acid analysis’, Nature Biotechnology, 14, pp. 61–65. 
Williams, G. J., Hanssen, E., Peele, A. G., Pfeiffer, M. A., Clark, J., Abbey, B., 
Cadenazzi, G., de Jonge, M. D., Vogt, S., Tilley, L. and Nugent, K. A. (2008) 
‘High-resolution X-ray imaging of Plasmodium falciparum-infected red blood 
cells.’, Cytometry. Part A  : the journal of the International Society for 
Analytical Cytology, 73(10), pp. 949–957. 
Williams, G., Pfeifer, M., Vartanyants, I. and Robinson, I. (2003) ‘Three-Dimensional 
Imaging of Microstructure in Au Nanocrystals’, Physical Review Letters, 
90(17), pp. 175501–175501. 
Williams, G., Quiney, H., Dhal, B., Tran, C., Nugent, K., Peele,  a., Paterson, D. and 
de Jonge, M. (2006) ‘Fresnel Coherent Diffractive Imaging’, Physical Review 
Letters, 97(2), pp. 025506–025506. 
Williamson, M. P., Havel, T. F. and Wüthrich, K. (1985) ‘Solution conformation of 
proteinase inhibitor IIA from bull seminal plasma by 1H nuclear magnetic 
resonance and distance geometry’, Journal of Molecular Biology, 182(2), pp. 
295–315. 
Willner, I. and Willner, B. (2010) ‘Biomolecule-based nanomaterials and 
nanostructures.’, Nano letters, 10(10), pp. 3805–3815. 
Wilner, O., Shimron, S. and Weizmann, Y. (2009) ‘Self-Assembly of Enzymes on 
DNA Scaffolds  : En Route to Biocatalytic Cascades and the Synthesis of 
Metallic Nanowires’, Nano letters, 9(5), pp. 5–8. 
Winn, M. D., Ballard, C. C., Cowtan, K. D., Dodson, E. J., Emsley, P., Evans, P. R., 
Keegan, R. M., Krissinel, E. B., Leslie, A. G. W., McCoy, A., McNicholas, S. 
J., Murshudov, G. N., Pannu, N. S., Potterton, E. a, Powell, H. R., Read, R. J., 
Vagin, A. and Wilson, K. S. (2011) ‘Overview of the CCP4 suite and current 
developments.’, Acta crystallographica. Section D, Biological crystallography, 
67(Pt 4), pp. 235–242. 
Witze, E. S., Old, W. M., Resing, K. A. and Ahn, N. G. (2007) ‘Mapping protein post-
 197 
translational modifications with mass spectrometry’, Nature Methods, 4(10), 
pp. 798–806. 
Wochner, P., Gutt, C., Autenrieth, T., Demmer, T., Bugaev, V., Díaz, A., Zontone, F., 
Gru, G. and Dosch, H. (2009) ‘X-ray cross correlation analysis uncovers 
hidden local symmetries in disordered matter’, Proceedings of the National 
Academy of Sciences of the United States of America, 106(28), pp. 11511–
11514. 
Wüthrich, K. (2001) ‘The way to NMR structures of proteins’, Journal of Molecular 
Biology, 8(11), pp. 923–925. 
Xu, R., Jiang, H., Song, C., Rodriguez, J. a, Huang, Z., Chen, C.-C., Nam, D., Park, J., 
Gallagher-Jones, M., Kim, S., Suzuki, Takayama, Y., Oroguchi, T., Takahashi, 
Y., Fan, J., Zou, Y., Hatsui, T., Inubushi, Y., Kameshima, T., Yonekura, K., 
Tono, K., Togashi, T., Sato, T., Yamamoto, M., Nakasako, M., Yabashi, M., 
Ishikawa, T. and Miao, J. (2014) ‘Single-shot three-dimensional structure 
determination of nanocrystals with femtosecond X-ray free-electron laser 
pulses.’, Nature communications, 5, pp. 4061–4061. 
Xu, R., Salha, S., Raines, K. S., Jiang, H., Chen, C.-C., Takahashi, Y., Kohmura, Y., 
Nishino, Y., Song, C., Ishikawa, T. and Miao, J. (2011) ‘Coherent diffraction 
microscopy at SPring-8: instrumentation, data acquisition and data analysis.’, 
Journal of synchrotron radiation, 18, pp. 293–298. 
Yang, X. and Shvyd’ko, Y. (2013) ‘Maximizing spectral flux from self-seeding hard 
x-ray free electron lasers’, Physical Review Special Topics - Accelerators and 
Beams, 16(12), pp. 120701–120701. 
Yeates, T. O. and Fam, B. C. (1999) ‘Protein crystals and their evil twins’, Structure, 
7(2), pp. R25–R29. 
Yonekura, K., Stokes, D. L., Sasabe, H. and Toyoshima, C. (1997) ‘The ATP-binding 
site of Ca(2+)-ATPase revealed by electron image analysis.’, Biophysical 
journal, 72(3), pp. 997–1005. 
Yu, L.-H. (2000) ‘High-Gain Harmonic-Generation Free-Electron Laser’, Science, 
 198 
289(5481), pp. 932–934. 
Zhou, M. and Robinson, C. V. (2010) ‘When proteomics meets structural biology’, 
Trends in Biochemical Sciences, 35(9), pp. 522–529. 
Zimanyi, C. M., Ando, N., Brignole, E. J., Asturias, F. J., Stubbe, J. and Drennan, C. 
L. (2012) ‘Tangled up in knots: structures of inactivated forms of E. coli class 
Ia ribonucleotide reductase.’, Structure (London, England  : 1993), 20(8), pp. 
1374–1383. 
