ABSTRACT Underwater image datasets are crucial in underwater vision research. Because of the strong absorption and scattering effects that occur underwater, some ground truth such as the depth map, which can be easily collected in-air, becomes a great challenge in underwater environments. To solve the issues associated with the lack of underwater ground truth, we propose a trainable end-to-end system of an underwater multistyle generative adversarial network (UMGAN) that takes advantage of a cycle-consistent adversarial network (CycleGAN) and conditional generative adversarial networks. This system can generate multiple realistic underwater images from in-air images using a hybrid adversarial system and an unpaired method. Moreover, our model can translate in-air images to underwater images that retain the main content and structural information of the in-air images under specified turbidities or water styles through a style classifier and a conditional vector. Furthermore, we define the color loss and include the structural similarity index measure loss for the system to preserve the content and structure of original in-air images while transferring the backgrounds of the images from air to water. Using UMGAN, we can take advantage of the in-air ground truth and convert the corresponding in-air images into an underwater dataset with multiple water color styles. Our experiments demonstrate that our synthesized underwater images have a high score on image assessment against CycleGAN, WaterGAN, StarGAN, AdaIN, and other state-of-the-art methods. We also show that our synthesized underwater images with in-air depths can be applied to real underwater image depth map estimation.
I. INTRODUCTION
Underwater vision is fundamental to marine research. For example, underwater vision systems can provide necessary support to marine biology research in heavily degraded georeferenced underwater images [1] , and marine researchers can use underwater vision devices, such as stereo imaging platforms, to reconstruct high-resolution, large-scale optical 3D maps of underwater areas by studying the distribution and occurrence of submerged objects [2] . Underwater image datasets are necessary for underwater vision research. Compared with in-air image datasets, underwater image datasets are more difficult to collect. The water resistance and flexibility of the devices used must be guaranteed. Furthermore, the underwater environment restricts some widely used in-air vision devices, such as Kinect units [3] and binocular stereo cameras [4] . These devices do not work well for image acquisition or display in underwater environments because of the strong absorption and scattering effects that take place there. For these reasons, underwater image collection is costly, and it is more difficult to measure ground-truth color, shape or depth information in underwater environments. The models used to process underwater images, which perform tasks such as color correction [5] , [6] and image restoration [7] , [8] are based on prior physical models and require additional inherent optical properties or depth parameters collected by devices, and user interactions are required to process the images. Applying these methods to common RGB image datasets, such as the Scene Understanding (SUN) database [9] , is inconvenient. Currently, deep neural network systems that serve as supervised learning models are very popular in vision learning and processing, where these systems are used to carry out tasks such as depth map estimation [10] - [12] and transmission map estimation [13] - [15] . These models must train their neural networks with large amounts of paired data that are difficult to collect. The lack of ground-truth data represents a challenge in building powerful supervised learning models for use in underwater environments and limits further progress in this research field. Therefore, tasks that are easy on land, such as depth map estimation, become difficult to process and investigate because of the limitations of underwater image acquisition.
In this paper, we propose a trainable end-to-end underwater multistyle generative adversarial network (UMGAN)-based system for generating realistic underwater images with multiple specified water turbidities or styles from unpaired in-air images and underwater images. The system includes two generators and three discriminators that are used to synthesize underwater images with multiple different specified styles. Taken together, the generators and discriminators constitute an architecture that can be trained to synthesize underwater images by mapping from in-air scenes to underwater scenes with only unpaired images. More specifically, given an in-air image as the input, our system is able to output an image with the same content and structure as the input that also includes a specified water style. In FIGURE 1, the image farthest to the left is an in-air image, and the images in the other columns are the synthesized results with the 7 different kinds of styles. Our method provides a solution to the problem of obtaining a variety of synthesized underwater images with multiple specified turbidities or water styles. These synthesized underwater images can be used for underwater vision by producing images based on depth map estimation, for example.
The flowchart of our model is presented in FIGURE 2. The model contains two mapping functions G: X → Y and F: Y → X and the adversarial discriminators D G , D S and D F . D G and D F are binary discriminators, which are used to assign values (true or false) to generative results. D S is a style discriminator that is used to distinguish the different styles between real and synthesized underwater images. We take in-air images with different conditional labels as inputs and use a generator to synthesize water images with multiple styles. We prove that the conditional label can represent extra information when synthesizing images using generative adversarial networks (GANs) [16] , [17] . Two discriminators D G and D S distinguish multiple styles between synthesized and real underwater images. D G is used to distinguish true or false, and D S is used to classify the multiple styles of water.
Our main contributions are summarized as follows:
• We present the new UMGAN architecture. This architecture includes a hybrid adversarial system that combines CycleGAN and cGAN with an additional style classifier to synthesize multistyle underwater images using unpaired inputs and real targets. With this framework, the multistyle model can learn real distributions from information collected in underwater environments with the help of cycle-consistency loss.
• We consider multiple types of losses, specifically the style loss, the structural similarity index measure (SSIM) loss and the color loss, to guide the system to focus on underwater image synthesis and the extraction of features, such as color and texture.
• We apply our synthesized underwater images to underwater depth map estimation using different depth estimation models and verify the effectiveness and convenience of our model. We also prove that the use of synthesized underwater images with multiple styles improves the estimation results. The experimental results demonstrate that our UMGAN system yields convincing performance metrics.
II. RELATED WORK A. IMAGE-TO-IMAGE TRANSLATION
Deep neural networks have made progress in many fields [18] - [20] . Many computer vision studies address image-to-image translation problems. Numerous image synthesis methods have been developed in parallel with the development of artificial neural network models in the past several years. Gatys et al. [21] proposed the Neural Style algorithm, which makes use of representations to separate and recombine the contents and styles of images for the creation of artificial images. Huang and Belongie [22] suggested the fast variant method called AdaIN which is based on transferring statistical properties from the style image to the content image in the deep space and then inverting the features using efficient optimization or through a pre-trained decoder. It belongs to unpaired multistyle image-to-image style transfer methods. Variational autoencoders (VAEs) [23] , [24] and GANs [25] are notable generative models that are trained by back-propagation algorithms to generate corresponding images in two domains. Because of the success of GANs, many studies have applied image-to-image translation methods to perform tasks such as image style transference [26] - [29] , image inpainting [20] , [30] - [33] , super-resolution [34] - [36] , and deraining [37] , [38] . Based on the conditional generative model [16] , further GANs have been developed using additional information. Isola et al. [28] explored conditional GANs for a variety of image-to-image translation tasks. Odena et al. [17] proposed that the inclusion of greater amounts of structure in the GAN latent space along with a specialized cost function results in higher quality samples. However, most of the methods mentioned above require paired training examples. For many tasks, collecting paired data is not straightforward. The CycleGAN [29] , Dual-GAN [39] , DiscoGAN [40] , Coupled GAN (CoGAN) [41] , UNIT [42] and MUNIT [43] methods were proposed for unpaired image-to-image translation. These frameworks still use supervised training but need not have exactly paired data to generate results. These methods are based on GANs that attempt to learn the image relationship between different domains. MUNIT [43] and StarGAN [44] are unpaired multistyle image-to-image translations. CoGAN by Liu and Tuzel [41] uses coupled GANs to learn a joint distribution over images from multiple modalities, achieving this by a weight-sharing constraint that favors the joint distribution solution. UNIT by Liu et al. [42] builds on CoGAN by assuming the existence of a shared low-dimensional latent space between the original and target domains. Once the image is mapped to its latent representation, then a generator decodes it into its target domain version. The MUNIT framework by Huang et al. [43] extends this idea to multimodal image-to-image translation by assuming two latent representations, one for style and one for content. The crossdomain image translation is performed by combining different content and style representations. The StarGAN method by Choi et al. [44] creates multiple cycles for mapping between multiple domains. It employs a single generator that receives as input the source image as well as the specification of the target domain and produces the analog fake image from the target domain. Most of the architectures are based on learning to translate images from domain A to domain B via mapping G while they learn to convert images from B to A in mapping F. The cycle-consistency loss [29] can prevent the two learned mappings from contradicting each other.
B. LOW-LEVEL IMAGE SYNTHESIS
Low-level image processing eliminates unwanted attributes from images and extracts primitive features that represent the pertinent information within images [45] . It focuses on the low-level features of images, such as pixels, edges, corners and textures [46] , [47] . These features are essential and meaningful in many tasks, such as denoising, restoration, enhancement and segmentation. In many tasks, images must be synthesized as processing or training data. Cai et al. [14] and Tang et al. [48] dehazed synthesized haze images using an atmospheric scattering model. In performing image deraining, Zhang et al. [37] added rain streaks to images using Photoshop 1 by following the guidelines mentioned in [49] , and Luo et al. [38] proposed a method to simulate rain effects from two composite models. One of these models is an additive composite model, whereas the other is a screen blend model. They synthesized rain images with rain streaks with orientations that varied from 70 • to 110 • .
Regarding underwater image synthesis, Li et al. [50] designed a system called WaterGAN that used in-air images with depth information and transformed such images into underwater images to provide training datasets. The synthesized underwater image datasets can be used to train networks with depth information to achieve image restoration. In [51] , researchers developed an underwater image color correction model based on CycleGAN [29] . They designed a multiterm loss function that incorporates adversarial losses, cycleconsistency losses, and SSIM losses. The weakly supervised color correction method preserves the content and structure of original underwater images. However, their model cannot synthesize multiple types of underwater image datasets.
C. DEPTH MAP ESTIMATION
A depth map is an image or image channel that contains stereo information that describes the distances to the surfaces of scene objects from a viewpoint. The estimation of depth maps from image data is fundamental research in 3D computer vision. Many types of sensors and technologies can easily obtain distance information in air, such as Kinect [3] , binocular stereo cameras [4] , and LiDAR [52] . However, due to the existence of strong absorption, scattering, and color distortion effects, most of these in-air devices display poor performance when applied in underwater environments [53] . Instead, costly and inflexible technologies must be used. Examples include laser line scanning (LLS) [54] , sonar [55] , structured light [56] , and photometric stereo [57] . These technologies are used to measure the depths or 3D information of underwater objects. Compared with in-air devices, these devices lack accuracy, flexibility or speed. The estimation of depth maps at a close range remains challenging. Recently, single-view-based depth map estimation has become an important topic of research [12] , [58] . Without the support of additional physical information, the precise estimation of depth maps is more challenging in the single-view case than when binocular vision is used [59] . Despite the lack of physical information provided by human perceptions of depth from single cues, depth estimation using single RGB images has been investigated. Some early methods of monocular depth estimation rely on handcrafted features and compute probabilistic graphical models [60] - [62] . Because of the development of deep learning, Eigen et al. [11] proposed a multi-scale structure and adopted a deep neural network to estimate depth maps. Laina et al. [10] proposed the fully convolutional residual networks (FCRN) architecture, which is built on ResNet-50, and used the faster up-projection block to enable the network to perform computations at a greater rate. However, none of these researchers applied their deep learning methods to the estimation of depth maps using single underwater images due to a lack of the necessary ground-truth data. To address this problem, Li et al. [51] proposed an adversarial structure called WaterGAN to enable the synthesis of underwater images and provide ground-truth data for the restoration of underwater images. Inspired by this idea, we design an adversarial structure and adopt an end-toend supervised approach [28] to estimate underwater depth maps based on RGB-D images.
III. METHODS
We aim to directly learn a mapping from an input in-air image to an unpaired underwater image with a specified style by constructing a conditional deep neural network called an UMGAN. Similar to normal GANs, our model contains two networks, a generator G and a discriminator D, as shown in FIGURE 3. The generator is a symmetric CNN network with 9-ResNet connections. The generator is intended to synthesize the underwater images using conditional labels from the in-air images. The binary discriminator D G is used to distinguish the synthesized underwater images from the corresponding real underwater images with multiple specified turbidities and styles. The style discriminator D S classifies the water style of each real or synthesized image. The two discriminators also provide a guide for the generator G. To obtain a realistic synthesized underwater image, we define three losses (the style loss, the SSIM loss and the color loss) to enhance the generative ability.
A. NETWORK ARCHITECTURE
As represented in FIGURE 3, we followed the CycleGAN framework in designing the UMGAN model. Generators and discriminators are the two basic components that we use to construct our model.
1) GENERATOR
To synthesize underwater images with multiple turbidities or water styles, the generator must be able to learn different global characteristics of underwater images to the greatest possible degree. The key idea lies in designing a structure that can obtain specific information on multiple styles from conditional labels. The generator G is displayed in FIGURE 3. We design our system based on CycleGAN [29] , which has a similar symmetric network structure, including two generators and three discriminators. Suppose we encode an n × 1 vector as the water condition vector c using one-hot encoding for training. The water condition vector c connects to the conditional map m through a full connection, which represents a bias. To avoid unbalancing effects on size, the conditional map m has the same size as the in-air image x. A summation operation is applied between x and m before the first layer of the encoder network. The input can be expressed as follows:
The generator is a symmetric CNN network with 9-ResNet connections. The residual blocks retain the original features of the previous network layer, such as its size and shape, and act on the next network layer directly. This structure can also retain low-level features through the processing and reduces the deviation of the output from the corresponding original input. The structure of the decoder network is symmetrical to the encoder network. It can restore low-level features from feature vectors via deconvolution layers. The generator network has 9 blocks, consistent with [29] .
2) DISCRIMINATOR
Unlike the traditional GAN structure mentioned in [25] , our model includes two types of discriminators. One is the traditional binary discriminator D G that is directly inherited from the work of Zhu et al. [29] . Moreover, we adopt the AlexNet [18] classifier to design the style discriminator D S to distinguish multiple water styles. We use the softmax activation function in the last layer of D S and the crossentropy function is used as the loss function. The style discriminator D S also provides guidance to the generator G in synthesizing underwater images with the correct water styles by adversarial training.
B. GAN OBJECTIVE FUNCTION
Conditional GAN (cGAN), which was developed by Mirza and Osindero [16] , enables the adversarial network to learn the distribution of data given auxiliary information. By transforming an input image x and auxiliary type information c from domain X into the G(x|c), the cGAN aims to learn a distribution over data y from domain Y that matches a real data distribution P data . The generator model receives an input image x and a water condition vector c to synthesize image G(x|c). The generator is intended to generate images G(x|c) that look similar to images from domain Y to deceive the adversarial discriminator D Y . The discriminator D Y attempts to distinguish between the real image pair (x, y) and the synthesized pair (x, G(x|c)). L cGAN can be expressed as follows:
To stabilize the training process and generate higherquality results, we replace the negative log-likelihood objective function with a least-squares loss function [63] . Equation (2) is modified as follows:
Inspired by CycleGAN, which can employ unpaired data in the training process, we use the cycle-consistency loss [29] to transform unpaired in-air images into underwater images, where an in-air image x is originated from domain X , and a real underwater image y is originated from domain Y . The cycle-consistency loss is built into the mapping function G : X → Y and another mapping function F : Y → X . These mapping functions can cause the reconstructed images F(G(x)) and G(F(y)) to agree closely with the input images x and y, respectively. The relevant equation can be expressed as follows:
The standard CycleGAN [29] uses forward-backward consistency between the generator and the discriminator to control the style transfer effect while maintaining the consistency of the contents between the input and output images. To distinguish underwater images with multiple turbidities or water styles, we append a classifier as the additional style discriminator D S to the process of generator G which can accurately transform in-air images into underwater images. Conversely, we do not use the classifier in the process of generator F to generate different kinds of in-air images, as shown in FIGURE 2. We adopt the style classifier D S with the AlexNet [18] network structure as the forward network. The softmax function is used in the last layer of the style classifier. The inputs to the function are the K results of the linear functions, and the predicted probability for the j th class given a sample x and a weighting w is as follows:
Suppose we define N classes (N = K ). p(n) is then the probability distribution of the ground truth of the n th class; q(n) is the probability distribution of the predicted output P(y = n|x) for the n th class; and H (p, q) is the cross entropy between p and q, which can be expressed as follows:
Then, if we consider n styles, we define the style loss function L style as follows:
The generator can synthesize underwater images G(x|c) with n classes of water styles based on the conditional labels c from the AlexNet structure softmax classifier. Although conditional vector c is given in the generator, the style classifier D S helps the discriminator to focus on distinguishing the multiple synthesized underwater images from the multiple real underwater images.
Similarity measurement plays an important role in object matching [64] . It is a challenge to keep the object feature similarity while we change the scene from the in-air to the underwater style. To maintain the consistency of the contents and structure similarity between the input and output images, we employ the SSIM loss [51] , [65] . To maintain the consistency of the color similarity between the output and target images, we also employ the color loss. Li et al. [51] found that the SSIM loss can be used together with the normal adversarial loss and the cycle-consistency loss. Following the work of Li et al. [51] , we choose a window x of size 13 × 13 of input image X for pixel p and a window y having the same size 13 × 13 from output image G(x|c) for pixel p, with p being the center pixel of the window. The SSIM loss can be expressed as follows:
Here, µ x is the mean of x, σ x is the standard deviation of x, µ y is the mean of y, σ y is the standard deviation of y, and σ xy is the covariance of x and y, where c 1 = 0.01 2 and c 2 = 0.03 2 .
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We compute the loss between the input image X and the synthesized image G(x, c). The loss function for SSIM can be written as follows:
where N is the number of pixels p in the windows x and y. Due to the need to learn turbidity and water style features, we apply the average filter with the sliding window, which we call L color , as the color loss to hold the colors of the generated samples closer to those of real underwater images. Similar to the definition of the SSIM loss, we choose a 13 × 13 sliding window w to calculate the color difference between a synthesized result G(x|c) and a real image y. This loss can be expressed as follows:
The final objective function used in UMGAN is the weighted linear combination of the formulas (3) (4) (7) (9) (10) mentioned above, which is written as follows:
where α, β, γ and δ are hyperparameters that control the effect of each loss in the objective function. During the training process, we optimize our model to obtain good performance using values of 10, 2, 1 and 1 for the weights α, β, γ and δ, respectively. G represents the conversion of in-air images to underwater images, whereas F indicates the reverse process. The model networks learn from the mapping function G: X → Y with a condition c jointly with the mapping function F: Y → X . These losses optimize the model that converts in-air images into underwater images with multiple styles.
IV. EXPERIMENTS
In this section, we first evaluate the generative ability of our model by comparing it with other state-of-the-art models. We then show the effectiveness of our synthesized images by applying them to construct a semi-real RGB-D underwater image dataset for use in underwater depth estimation.
A. DATASETS AND TRAINING DETAILS
Our proposed model is trained in an unpaired system using in-air images based on version 2 of the New York University dataset (the NYUv2 dataset) [66] , which shows indoor scenes, and real underwater images based on the SUN [9] database and the fish 2 database. The NYUv2 dataset includes 1449 images. We choose 60 of these 1449 images to train the model. The rest of the dataset for synthesizing underwater images is 1389. The real underwater images are partly derived 2 http://www.fishdb.co.uk/ FIGURE 4. Real underwater images used in our experiments. The left three columns contain images with 3 different turbidities ranging from clear to muddy. These images were produced in a water tank experiment using an AC-S in situ spectrophotometer. The right four columns include samples of real underwater images derived from the SUN and Fish databases with 4 color styles, specifically blue, green, yellow and white. from the SUN database (these images include blue and green styles) and the fish database (these images include yellow and white styles). To evaluate the ability to generate underwater images with specified turbidities, we also include a selfcollected underwater image dataset that was produced by gradually adding aluminum hydroxide to an indoor water tank to change the water turbidity; the images were captured using a camera.
Meanwhile, we also employ an AC-S in situ spectrophotometer to measure the attenuation and absorption coefficients. We consider average absorption coefficients as a metric in building datasets of underwater images with 3 different types of turbidities that change from clear to muddy. The parameters are detailed in TABLE 1. The underwater image datasets we used are described in FIGURE 4. Finally, we choose 60 × 8 = 480 images for use in the training process. The number of images from each dataset is shown in TABLE 2.
The entire network is trained on an Nvidia GeForce GTX 1070 using the TensorFlow framework. The Adam algorithm is used with a learning rate of 2 × 10 −3 . We use a batch size of 1 and 100 training iterations (epochs). During the training process, we find the best results in the synthesized underwater images. After training, if we have N in-air images in the test dataset, we can use this model to produce 7N synthesized images, independently of the value of N .
B. COMPARISON AGAINST BASELINES
Our method synthesizes different types of underwater images. Using the same datasets, we first compare our proposed method with pix2pix [28] , Neural Style [21] , AdaIN [22] , StarGAN [44] , CycleGAN [29] and WaterGAN [50] for synthesizing underwater images. 
1) QUALITATIVE EVALUATION
FIGURE 5 shows a comparison of the experimental results. This figure shows that pix2pix [28] , which requires paired data for training, loses the structural information stored in the images entirely when learning is performed using unpaired data. Neural Style [21] , which uses neural representations to separate and recombine contents and styles of arbitrary images, requires several seconds to synthesize a single 256 × 256 image. This method consumes considerable time in synthesizing large numbers of underwater images. We note that FIGURE 5 shows that Neural Style [21] produces blurry and chaotic images, such as the furniture, cupboards and bed in the examples of yellow styles. Many objects are deformed, and their synthesized images are so uneven in color and display such incorrect styles that the effects are not realistic. These points are exemplified by the walls in the fourth example of each color style in FIGURE 5. AdaIN [22] is a one-to-many model. It can achieve style transfer results on multiple classes. However, it also produces blurry and chaotic images, similar to Neural Style [21] . Many objects are transferred with an incorrect texture. The edges of most objects are not clear. Entire images appear abrupt and unnatural. StarGAN [44] is also a one-to-many model. It displays better performance in color and contents than the other methods mentioned above, but only relatively. However, upon zooming in, we can find that the synthesized images have noise and are not smooth enough. For the close color styles, such as the blue and green styles, the translated results cannot be distinguished. CycleGAN [29] displays relatively good performance in underwater image synthesizing tasks. We can clearly observe that CycleGAN [29] retains the contents and structures of the original images in the details.This method is able to achieve better visual performance for the green styles than the other color styles, and the results appear similar to natural underwater scenes. However, CycleGAN [29] is still a one-to-one model. It produces color inversions and serious distortions situations, such as in the sample blue and yellow styles shown in FIGURE 5. WaterGAN [50] requires corresponding depth information from underwater areas and in-air images with RGB-D maps. We show the synthesized results for WaterGAN [50] obtained using the Jamaica and MHL datasets and the initial underwater optical parameters given in their paper. The results are somewhat single-hued and dark, and this approach cannot learn water characteristics such as coral textures and precise colors. We also attempt to train the model to synthesize yellow and white underwater images using the initial parameters mentioned in their paper. However, WaterGAN [50] fails to transform in-air images to images with yellow and white styles from the fish dataset because the network cannot converge. The experimental results also prove that the initial parameters are important in training WaterGAN [50] . We observe that the synthesized results from WaterGAN obtained using incorrect initial values of the parameters are similar to the original input images without color changes. Thus, the translation results obtained for images with yellow and white styles using WaterGAN are incorrect in FIGURE 5. For a better visual comparison, we show zoomed versions of the two examples that focus on specific regions of interest below the synthesized results. These regions clearly show that our proposed UMGAN is able to achieve superior results without blurring or deforming background details. TABLE 3 summarizes the comparison between our proposed UMGAN and other synthesis models. In the fifth column, we conclude results by comparing the qualitative and quantitative indicators and depth map estimation results which can be found in the next subsection.
UMGAN is a trainable network that is able to synthesize multiple styles of images and uses an unpaired model that does not require additional optical parameters as inputs. Our results outperform those obtained using other methods when viewed with the naked eye and are similar to real underwater scenes in terms of characteristics such as texture and color. Our model can both transform in-air images to underwater images using unpaired data, and it can synthesize multistyle underwater images with specified optical parameters or styles after one episode of training using a few real underwater images.
2) QUANTITATIVE EVALUATION
To evaluate the performance of multiple synthesized results, we adopt the inception score [67] . This score is based on the Inception v3 network [68] pretrained on ImageNet [18] , and it calculates a statistic reflecting the output from a network that is applied to generated images. It is a widely used metric for automatically evaluating the quality of synthesized images. It is defined as follows: a metric. Specifically, highly diverse images that include large numbers of clear objects should result in a high inception score.
We choose the Neural Style [21] , AdaIN [22] , Star-GAN [44] , WaterGAN [50] , CycleGAN [29] and UMGAN methods to synthesize underwater images using 654 in-air test images from the NYUv2 dataset. We then apply the pretrained inception score model to the ImageNet dataset to evaluate the synthesized results. TABLE 4 lists the scores of the different models. We compare the inception scores obtained by UMGAN, CycleGAN [29] , Neural Style [21] , AdaIN [22] and StarGAN [44] for the 4 color styles and the scores obtained by WaterGAN [50] for 2 styles (Jamaicablue and MHL-green). The UMGAN method displays better performance than the other methods for these styles, due to the presence of clear objects and the scene diversity. Several primary reasons account for the lower scores; CycleGAN [29] results display partial color inversion and serious distortion, leading to the unreasonable characteristics and low assessed human visual effectiveness seen in FIGURE 5, as with the blue and yellow styles. Neural Style [21] produces blurred results and loses the original structure of objects, as seen in the second and third examples of the yellow style. The results from AdaIN [22] are similar to Neural Style [21] results. The texture of water cannot be generated correctly. Images obtained by StarGAN [44] lack detail. They are not smooth and clear enough. With the close color style, such as the blue and green style results, the model could not clearly distinguish. The results obtained using WaterGAN [50] with the specified datasets (Jamaica and MHL) are so dark and monotonous that the score decreases.
We use two no-reference underwater image quality evaluation metrics to evaluate the synthesized images, specifically Underwater Color Image Quality Evaluation (UCIQE) [69] and the Underwater Image Quality Measure (UIQM) [70] , which produce higher correlations between the metrics and observer ratings. Previous work has demonstrated that real underwater images can be modeled as linear combinations of absorbed and scattered components [71] . In addition, the absorption and scattering effects cause chroma, saturation, sharpness and contrast degradation. Therefore, it is reasonable to adopt the linear combination model for underwater image quality measurement. The UCIQE [69] metric employs a linear combination of chroma, saturation and contrast to quantify the nonuniform color cast, blurring, and low contrast that characterize underwater engineering and monitoring images. The UIQM [70] metric represents three attributes of underwater images, specifically their colorfulness, sharpness and contrast. Each attribute is selected for evaluating one aspect of underwater image degradation and is inspired by the properties of human visual systems (HVSs). Higher UCIQE and UIQM values reflect better-quality images.
In our assessment experiments, we use two methods to evaluate the same 654 images used as a test dataset for the different models mentioned previously . TABLE 5 and TABLE 6 list the UCIQE and UIQM results, respectively. According to the no-reference underwater image quality evaluation metrics shown in TABLE 5 and TABLE 6 , we conclude that the values obtained using UMGAN are higher than those of the others. Using the same training sources, our synthesized underwater images are similar to real high-quality underwater images. VOLUME 6, 2018 FIGURE 6. The training datasets include paired semi-real RGB-D in-air images, as well as those produced using WaterGAN, Neural Style, AdaIN, StarGAN, CycleGAN and UMGAN. These images have four styles (blue, green, yellow, and white) and are shown with the corresponding depth maps.
C. APPLICATION TO DEPTH MAP ESTIMATION
In underwater environments, it would be most convenient if underwater vehicles could maneuver accurately using underwater RGB image-based depth map estimation. To complement the synthesized semi-real datasets, we demonstrate the usefulness of depth map estimation. We make use of UMGAN to transform in-air RGB images from the NYUv2 [66] dataset into underwater RGB images while retaining the depth map to construct a semi-real underwater RGB-D dataset. The NYUv2 dataset includes 1449 images. Following the official rules, it can be divided into a training set of 795 images and a test set of 654 images. We choose the popular supervised adversarial network pix2pix [28] and the FCRN depth prediction model [10] to build models for estimating depth maps from RGB images by performing supervised learning using the synthesized underwater RGB-D dataset. We then attempt to estimate depth maps from real underwater images to validate the reliability of our system, which is effective in estimating depth maps from real underwater images.
Considering various kinds of underwater styles in real underwater images, we train the pix2pix [28] model, a typical image translation model, and FCRN [10] , a well-known in-air depth estimation model, to estimate depths. To evaluate their effectiveness for multiple water styles and further investigate their effectiveness in synthesizing underwater images, we prepare six groups of datasets to verify their contributions to the underwater depth map estimation task. These datasets are composed of semi-real underwater RGB-D images. These RGB datasets include in-air images (NYUv2), images synthesized using WaterGAN [50] , and images synthesized using Neural Style [21] , AdaIN [22] , StarGAN [44] , CycleGAN [29] and UMGAN with blue and four color styles. The ground-truth depth maps correspond to the RGB images from the NYUv2 dataset. The four color styles seen in the mixed semi-real underwater RGB-D images, including blue, green, yellow and white, can produce better depth map estimation results for supervised models because real underwater scenes include different colors due to the presence of various corals and aquatic organisms. Sample semi-real RGB-D datasets are shown in FIGURE 6.
The training dataset includes the 795 paired semi-real underwater RGB-D images from the NYUv2 dataset mentioned in Section IV-A. The testing datasets are divided into two parts. The first one contains 229 real underwater images without ground-truth data, and the second one contains 654 paired semi-real RGB-D images with ground-truth data. In Section IV-B, we demonstrated that UMGAN performs better than the other models in generating underwater images with various styles via qualitative and quantitative evaluations. Thus, 654 paired UMGAN-synthesized RGB-D images are chosen, and the ground-truth data from the test dataset are used to evaluate the depth estimation models.
The depth map estimation results obtained using the pix2pix [28] model by applying the 12 different groups of training datasets to the 8 real underwater samples without ground-truth data are shown in FIGURE 7. For the in-air RGB-D dataset, most of the objects in the water scenes are unclear because the in-air environment does not include underwater characteristics. For the RGB-D WaterGAN [50] dataset, the estimated depth maps do not capture the full depth of the scenes shown in the images. Some inaccuracies are present, as in samples A and H. For the RGB-D Neural Style [21] datasets and RGB-D AdaIN [22] datasets, some wrong estimations of objects such as human, mountains, and corals are shown in FIGURE 7, such as in samples C, F, G and H. For the RGB-D StarGAN [44] datasets which are noisy, have a rough surface and lack underwater texture features, the estimated results are not accurate and refined in the depth map estimation on underwater images, such as in samples C, D, E and G. For the RGB-D CycleGAN [29] datasets, as a result of the shortcomings mentioned above, some color inversions and distortion of the background details occur and lead to some errors in depth estimation, such as in samples D and E. Our RGB-D datasets obtained using UMGAN contain more accurate texture and color characteristics. The results reflect better and more precise performance than the others in some details. This improved performance is seen in samples C and E, which show a human body; sample B, which shows fish; samples D and F, which show coral; and samples A and H, which show algae. The results of our model show sharper outlines, and the small objects seen in the depth maps are relatively clear. We can clearly distinguish the contrasts and differentiate the shapes of the objects from the background.
The following measures are used to evaluate the performance of the different datasets relative to the ground-truth depth map: Threshold (δ):
Root mean squared error (rmse):
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where T is the number of valid pixels in all of the images in the validation set, y is the estimated depth map, and y * is the corresponding ground truth. For δ, higher values are better. For the rmse, the rmsle, the abs_rel, and the sq_rel, lower values are better. The visual information fidelity (VIF) [72] , the structural similarity index (SSIM) [73] and the peak signal-to-noise ratio (PSNR) are also used to evaluate the accuracy of the estimated depth map based on the groundtruth data. For the VIF, the SSIM and the PSNR, higher values are better. The results obtained using the pix2pix [28] model are provided in TABLE 7, and the results obtained using the FCRN [10] model are given in TABLE 8. The results of estimating depth maps using the UMGAN dataset reflect better performance than those obtained using the in-air, Water-GAN [50] , Neural Style [21] , AdaIN [22] , StarGAN [44] , and CycleGAN [29] datasets. Better results are obtained for UMGAN with four styles (UMGAN-4) than CycleGAN with 4 styles (CycleGAN-4) [29] . In applications involving depth map estimation, the UMGAN dataset is more effective due to its inclusion of more underwater characteristics, such as color styles and water textures.
V. DISCUSSIONS A. LABEL POSITION IN UNDERWATER IMAGE SYNTHESIS
The introduction of a multistyle condition into the generator is an important aspect of this work. Based on the structure mentioned in Section III, we investigate three possible structures in which style conditional vectors are inserted into the head, bottleneck and bottom. FIGURE 8 shows the detailed positions of these three models. Figure 9 shows the synthesized results obtained using these models. As shown in FIGURE 9, when we input the water condition c using one-hot encoding criteria with the in-air images in Model 1, the model can clearly include label information from the whole generator network, instead of part of the generator network; thus, it can produce visually appealing results without extra objects. When we place the water condition c in the bottleneck position in Model 2, the results attach extra objects from real underwater images before distinguishing multiple styles in the training process; thus, this structure fails to synthesize images with similar styles, such as the images belonging to the medium and muddy groups and the yellow and white groups shown in FIGURE 9 (a). This procedure produces serious color distortions, similar to the green image in Model 2. If we put the one-hot water condition c in the decoder layers, where the generator connects the middle to the bottom in Model 3, deformed objects such as those shown in FIGURE 9 (b) result. The results produced by Model 2 and Model 3 also display some shadows and real underwater objects, such as color checkers. Moreover, object deformation and color distortion are seen in FIGURE 9 (b). In summary, Model 1 performs well when it shares the water condition c with the input images. Consequently, we choose Model 1 for use in our framework.
B. LOSS SELECTION OF UNDERWATER IMAGE SYNTHESIS
As described in Section III, we evaluate the efficiency of each loss, including L cyc , L style , L ssim and L color . We design experiments to validate the effectiveness of these losses, respectively.
As illustrated in FIGURE 1, FIGURE 4 and the first row of FIGURE 10, we can evaluate the performance of the similarity between the real underwater images and the synthesized underwater images. The synthesized images are very similar to the real underwater images in terms of their color styles and textural features.
We also check the effectiveness of the losses defined in Section III. The second row in FIGURE 10 shows only the results for L cGAN . Without any extra loss, the synthesized image cannot retain any information from the in-air image; however, it can still draw the correct underwater image style to replace the original content. In studying the images shown in the third row of FIGURE 10, even without L cyc , UMGAN can still synthesize images with multiple water styles; however, it loses the ability to retain structural information from the original images. Thus, L cyc is key to the synthesizing task. The images in the fourth row show the effectiveness of the style classifier L style . UMGAN generates clearer and more accurate images after adding a style classifier. The results without L style show that it is difficult to distinguish closely similar image styles, such as medium and muddy and the blue and green and the yellow and white color styles. The images in the fifth row show the effectiveness of L ssim . The results add some extra textural features and real objects, such as the color checkers and scale board from the water tank images and the white coral from the underwater images with the white style. The images in the sixth row emphasize the effectiveness of the L color . Compared to the results shown in the second row, we find it difficult to retain the contents of the original images without any extra losses, although the model can draw the correct underwater image style. Without L color , the model cannot both retain the structure and content and learn the correct color style of the dataset precisely, as shown in FIGURE 5. As a consequence, it is necessary to design L color to balance these two requirements and retain the original colors.
To quantitatively analyze the different losses, we employ the AlexNet [18] and Inception v3 [68] classifiers to distinguish 4 and 7 color styles, respectively. In our experiments, the real water group images are divided into two subsets; 500 images are used for training, and 100 images are used for testing. We then transform the NYUv2 654-image test dataset into synthesized images using UMGAN, both without L style , L color and L ssim and with all of the losses. TABLE 9 and TABLE 10 display the accuracy classification results. Although its accuracy rate is lower than the real water group images, our method achieves more precise classification results than the other models when we consider all of the types of loss functions mentioned in Section III. This result confirms that the synthesized images obtained using all of the losses are similar to real underwater images.
Multiple candidate network structures are considered in designing the generator in our system. When we replace 9-ResNet [74] with U-net [75] , the generator cannot synthesize underwater images with specified turbidities or water style. The U-net structure lacks the ability to perform multistyle transformations. It displays poor performance in extracting water texture and turbidity features in underwater images with multiple styles. The results that reflect this failure are shown in FIGURE 10.
The characteristics of the artificial water tank dataset used to produce the first three types of water styles shown in FIGURE 4, FIGURE 9 and FIGURE 10 are uncommon in real underwater environments. Although these three styles are not common, it has been proved by experiments that our model still has the ability to synthesize underwater images with similar styles, even though they display small differences.
C. COLOR AND SSIM LOSS EFFICIENCY
In [29] and [76] , the identity-mapping loss helps preserve the color of the input. It can be written as follows:
The identity-mapping loss provides a pixel-level accuracy for the image translation process. However, we do not need to preserve a pixel-level color of the input image to simulate the underwater styles, but we need to keep the foreground consistency from the input to the target images. To maintain the consistency of the foreground content and structure similarity between the input and output images, we optimize the SSIM loss with a 13 × 13 sliding window w to refine the results as shown in Equation (9) . Similarly, we also choose a 13 × 13 sliding window in the average filter to calculate the color loss and improve the water style translation performance. Please note our color loss is different than the identity mapping loss published in Equation (19) . Instead of a pixel-level calculation, we choose a sliding window and calculate the average color difference in the window between a synthesized result G(x|c) and a real image y. We assess the qualitative and quantitative evaluations to verify the window in color loss and SSIM loss efficiency of the different losses.
FIGURE 11 (a) shows a comparison of the experimental results in the UMGAN model. From top to bottom, the results display the effects training by L identity without L ssim , L identity with L ssim , L color without L ssim and L color with L ssim . Comparing the first row with third row and the second row with the fourth row, we observe the SSIM loss could retain the structure in the results. Comparing the first row with second row and the third row and the fourth row, we also observe the efficiency of the loss function with the sliding window w that can refine the images in the details. In addition, the color loss is also beneficial to help the total objective function to distinguish different styles. Other results in the water tank dataset display relatively good performance in color loss and SSIM loss in UMGAN. For better visual comparison, we show zoomed versions of an example that focus on specific regions of interest below the results. These regions clearly show that our UMGAN is able to achieve good results without blurring background details in FIGURE 11 (b) . TABLE 11 and TABLE 12 list the inception score [67] , UCIQE [69] and UIQM [70] results in four styles and seven styles, respectively. According to the no-reference image quality evaluation metrics, we conclude that the values obtained using color loss and SSIM loss in UMGAN are higher than those of the model without these losses. 
VI. CONCLUSION
In this paper, we develop a multistyle underwater image synthesizing system that is able to transform in-air images to underwater images with multiple specified styles using one-hot encoding. It is difficult to obtain underwater images with ground-truth color, texture or depth information to perform vision research in underwater environments. The trainable end-to-end system called UMGAN can generate large multistyle underwater image datasets via a hybrid adversarial system using in-air color images, and it produces realistic underwater images with multiple turbidities or water styles from a small number of images. We take advantage of CycleGAN and employ it to introduce conditional labels for synthesizing specified kinds of categories. With our model, it becomes much easier to synthesize underwater images for use in further underwater vision research. The experimental results also highlight that our method displays better performance than state-of-the-art methods in underwater image generation. We also show that our method has the ability to provide practical support for underwater depth map estimation.
We would prefer to generate series of underwater images with continuous conditions. Fortunately, InfoGAN [77] and CFGAN [78] have the ability to perform continuous imageto-image translations between two different domains. Combining these methods in our model to synthesize multiple realistic underwater images is another challenge that will be the subject of our future work.
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