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Abstract—We examine a control problem where the states
of the components of a system deteriorate after a disruption,
if they are not being repaired by an entity. There exist a set
of dependencies in the form of precedence constraints between
the components, captured by a directed acyclic graph (DAG).
The objective of the entity is to maximize the number of
components whose states are brought back to the fully repaired
state within a given time. We prove that the general problem
is NP-hard, and therefore we characterize near-optimal control
policies for special instances of the problem. We show that when
the deterioration rates are larger than or equal to the repair
rates and the precedence constraints are given by a DAG, it is
optimal to continue repairing a component until its state reaches
the fully recovered state before switching to repair any other
component. Under the aforementioned assumptions and when
the deterioration and the repair rates are homogeneous across
all the components, we prove that the control policy that targets
the healthiest component at each time-step while respecting the
precedence and time constraints fully repairs at least half the
number of components that would be fully repaired by an optimal
policy. Finally, we prove that when the repair rates are sufficiently
larger than the deterioration rates, the precedence constraints
are given by a set of disjoint trees that each contain at most k
nodes, and there is no time constraint, the policy that targets the
component with the least value of health minus the deterioration
rate at each time-step while respecting the precedence constraints
fully repairs at least 1/k times the number of components that
would be fully repaired by an optimal policy.
I. INTRODUCTION
We focus on a problem where multiple components of a
system have been damaged after a disruption (e.g., a disaster,
cyberphysical attack, etc.) and the states of the components
continue to reduce if they are not being repaired, until they
reach a value referred to as permanent failure. There is an
entity (or a controller) whose objective is to maximize a
performance criteria or reward, e.g., maximizing the number of
components whose states are brought back to their maximum
value (known as the permanent repair state) within a given
time. The states of the components do not change once they
reach permanent failure or permanent repair. There exists a set
of dependencies between the components that are represented
by precedence constraints such that if there is a precedence
constraint between an ordered pair of components (i, j), then
component i needs to be permanently repaired before the
entity can target component j. This problem has relevance
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in multiple applications, e.g., disaster recovery, protection of
cyberphysical systems against attacks, and fire-fighting. For
instance, infrastructure components face accelerated deteri-
oration after disasters due to processes such as corrosion
and flooded roads. If the components are not repaired in
a timely manner, they can deteriorate to such a level that
they become unusable and require full replacement, which
is usually expensive [1]. Furthermore, there can be various
dependencies between infrastructure components; for example,
in order to bring back the functionality of water systems (such
as irrigation pumps), it might be necessary to first repair some
sections of the power network. Similarly, there might be a
limited time before components (e.g., computing elements)
of a cyberphysical system become fully compromised after
an attack [2]. There might be dependencies or hierarchies
between the components such that the components at the top
of the hierarchy may be required to be repaired first in order
to stop the spread of attack to other components [3]. Thus,
the protecting agency would have to make optimal recovery
decisions if there is a repair budget (e.g., manpower and
resources).
This problem can be cast in the general framework of
optimal control and scheduling of switched systems [4], [5].
In switched systems, there are multiple subsystems such that
only one subsystem can be controlled at a time. In our prob-
lem, components correspond to the subsystems of a switched
system. Since the entity can only control one component
at a time, our problem is analogous to optimal control and
scheduling of discrete time linear switched systems [4]. One
of the main complexities that arises in solving switched
controlled systems is the combinatorially large number of
feasible switching sequences [5]. Despite recent advances in
the optimal control and scheduling of switched systems [4],
finding general theoretical results or frameworks for efficiently
solving optimal control and scheduling problems for switched
systems remains an active area of research [6].
At a high level, our problem also has analogies to the
resource (e.g., time slot) allocation problem at a base-station to
time-dependent flows [7], optimal control of robotic systems
[8], switched system control problems such as scheduling
of thermostatically controlled loads [9] and patient triage
scheduling problems [10]. However, these studies do not con-
sider precedence constraints. In addition, some of these studies
[7], [8] do not consider permanent failure of flows/components
being served/targeted. Job scheduling with linear time dete-
rioration and precedence constraints that minimize the total
number of late jobs also have similarities to our problem [11].
However, job scheduling studies typically do not consider the
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notion of permanent failure, as jobs are completely processed
even if their completion times exceed due dates. In addition,
jobs are considered to be late if their completion times exceed
the corresponding due dates; however, in our setting, a repair
agency should start targeting a component before it fails.
Scheduling of real-time tasks [12] also has some high level
analogies to our work. However, these studies focus on tasks
that sporadically become available for processing, in contrast
to the components in our problem that are available for repair
starting at the same time (i.e., immediately after a disruption),
subject to precedence constraints.
Under the setting described before, we focus on character-
izing (near-) optimal switching policies for maximizing the
number of components that are permanently repaired. The
paper [13] characterized optimal policies for this problem
assuming homogeneous rates of repair and deterioration, and
[14] studied the problem for the case when there are het-
erogeneous rates of repair and deterioration. However, these
studies do not consider precedence constraints among various
components and also do not constrain the maximum time that
is available to repair the components. In the conference version
of this paper [15], precedence constraints were considered
among various components but there was no constraint on
the time that is available for repair, and no discussion on the
complexity of the general problem. This paper significantly
expands on the conference paper by addressing those gaps.
Our contributions
First, we prove that when the deterioration rates are larger
than or equal to the repair rates, and the precedence constraints
are given by a directed acyclic graph (DAG), the optimal
switching policy is to permanently repair a component that
is targeted before switching to another component, while
respecting the precedence and time constraints. Second, we
prove that under the aforementioned assumptions and when the
deterioration and the repair rates are homogeneous across all
the components, the switching policy that targets the healthiest
component at each time-step while respecting the precedence
and time constraints is 1/2-optimal.1 We also prove that the
aforementioned policy is optimal when time is constrained but
when there are no precedence constraints. Third, we prove
that when the repair rates are sufficiently larger than the
deterioration rates, the precedence constraints are given by a
set of disjoint trees that each contain at most k nodes, and there
is no time constraint, the policy that targets the component
with the least health value minus the deterioration rate at each
time-step while respecting the precedence constraints is 1/k-
optimal.2 Finally, we prove that the general problem is NP-
hard (even if there is no time constraint).
In the next section, we formally define the problem that we
focus in this paper. After that, we divide the characterization
1For α ∈ (0, 1], a policy is said to be α-optimal if the reward obtained by
that policy is at least α times the reward obtained by an optimal policy.
2The paper [15] characterizes a near-optimal policy with the same factor
(1/k) under the aforementioned assumptions where the root nodes of the trees
are first targeted and other nodes are only targeted when it is not possible to
target any root node; the policy that is characterized in this paper does not
require that condition.
of sequencing policies into two cases, corresponding to the
relative sizes of the rates of deterioration and repair.
II. PROBLEM STATEMENT
There are N(≥ 2) components indexed by the set V =
{1, . . . , N}. A component could represent damaged infras-
tructure in an area, an infected server, etc., depending on the
context. We refer to different components as nodes. There
is a repair agency (also referred to as an entity), which is
responsible for repairing the nodes. We index time-steps by
the variable t ∈ N = {0, 1, 2, . . .}, capturing the resolution at
which the entity decides to repair nodes. Let T ∈ N ∪ {∞}
be the largest time-step that is available for repairing nodes
(when T = ∞ we say that there is no time constraint). The
control action of the entity at time-step t is represented by
ut ∈ V , i.e., the entity targets one node to repair at each
time-step.3 Each node j ∈ V has an associated health value
vjt ∈ [0, 1] at time-step t. We denote the initial health value
of each node j by vj0 ∈ (0, 1). If a node j is being repaired
at a time-step then the health value of that node increases by
∆jinc ∈ (0, 1). A node j is considered to be permanently
repaired at time-step t if vjt = 1 and v
j
t−1 < 1. If a node j
is not being repaired at a time-step, then the health value of
node j decreases by ∆jdec ∈ (0, 1). A node j is considered to
be permanently failed at time-step t if vjt = 0 and v
j
t−1 > 0.
Note that the health value of a node does not change further
once it gets permanently repaired or permanently failed. Thus,
for all j ∈ {1, . . . , N}, the health value of node j dynamically
changes depending on the control action taken by the entity
as follows:
vjt+1 =

1 if vjt = 1,
0 if vjt = 0,
min(1, vjt + ∆
j
inc) if ut = j and v
j
t ∈ (0, 1),
max(0, vjt −∆jdec) if ut 6= j and vjt ∈ (0, 1).
There is a set of dependency constraints between different
nodes, represented by a set E = {(j, k)|j, k ∈ V} consisting
of edges between various nodes. An edge (j, k) ∈ E starting
from node j and ending at node k represents a precedence
constraint that node j needs to be permanently repaired (i.e.,
to full health) before the entity can start targeting node k; j
is an in-neighbor of k. The in-neighbor set of a node k ∈ V
is the set Wk = {j ∈ V|(j, k) ∈ E}. We assume that the
precedence constraints form a directed acyclic graph (DAG)
denoted by G = {V, E}; such graphs are a common form for
representing general precedence constraints in other problems
such as job scheduling [11].
We now define the feasible control set as follows.
Definition 1. Let the health values of all the nodes at time-step
t be given by vt = {v1t , . . . , vNt }. Then, the feasible control
set at time-step t is the set U(vt) ⊆ V containing the nodes
whose in-neighbors are all in the permanently repair state at
time-step t, i.e., U(vt) = {k ∈ V|vjt = 1,∀j ∈ Wk}.
3We keep the analysis of the problem where the entity can simultaneously
target multiple nodes for future work.
We now present the definition of a control sequence that
respects the precedence constraints as follows.
Definition 2. A control sequence u¯0:T = {u¯0, u¯1, . . . , u¯T } is
said to respect the precedence constraints if for all t ∈ [0, T ],
u¯t ∈ U(vt).
We define the reward function as follows.
Definition 3. Given a set of initial health values {vj0} and a
control sequence u¯0:T that respects the precedence constraints,
the reward J(v0, u¯0:T ) is defined as the number of nodes that
get permanently repaired through that sequence. More for-
mally, J(v0, u¯0:T ) = |{j ∈ V | ∃ t s.t. 0 ≤ t ≤ T and vjt+1 =
1}|.
Based on the above definitions, the following problem is
the focus of this paper.
Problem 1 (Optimal Control Sequencing over a DAG).
Consider a directed acyclic graph G = {V, E} consisting of
N(≥ 2) nodes with initial health values {vj0}, along with re-
pair and deterioration rates {∆jinc} and {∆jdec}, respectively.
Given a time constraint T ∈ N∪{∞}, find a control sequence
u∗0:T that respects the precedence constraints and maximizes
the reward J(v0, u∗0:T ).
For our purposes, we also define the concept of a jump.
Definition 4. If the entity starts targeting a node before
permanently repairing the node it targeted in the last time-step,
then the entity is considered to have jumped at that time-step.
Mathematically, if ut−1 = j, v
j
t < 1 and ut 6= j, then a
jump is said to have been made by the entity at time-step t.
A control sequence that does not contain any jumps is called
a non-jumping sequence.
In this paper, we will be obtaining sequences that are
generated by state feedback policies, i.e., we will be providing
a mapping µ : [0, 1]N → V , such that u¯t = µ(vt) for all
t ∈ [0, T ]. Thus, we will use the same terminology defined
above (for sequences) for policies (e.g., a policy respecting
the precedence constraints, a non-jumping policy, etc.). Given
a policy µ that respects the precedence constraints, we denote
the reward (from Definition 3) by Jµ(v0), with the time-
constraint being implicit.
We now define an α-optimal policy as follows.
Definition 5. Let µ∗ be an optimal policy for Problem 1.
For α ∈ (0, 1], a policy µ (that respects the precedence
and time constraints) is said to be α-optimal if Jµ(v0) ≥
αJµ∗(v0),∀v0 ∈ [0, 1]N .
In the next section, we start the analysis of the problem for
∆jdec ≥ ∆jinc, ∀j ∈ {1, . . . , N}.
III. CONTROL SEQUENCES FOR
∆jdec ≥ ∆jinc, ∀j ∈ {1, . . . , N}
In this section, we start by showing the optimality of non-
jumping sequences when ∆jdec ≥ ∆jinc, ∀j ∈ {1, . . . , N}.
A. Optimality of non-jumping sequences
To show that non-jumping policies are optimal when
∆jdec ≥ ∆jinc,∀j ∈ {1, . . . , N}, we first analyze the properties
of sequences containing at most one jump and later generalize
to sequences containing an arbitrary number of jumps. We start
with the following result.
Lemma 1. Let there be N(≥ 2) nodes that have a set
of precedence constraints given by a DAG G = {V, E},
∆jdec ≥ ∆jinc,∀j ∈ {1, . . . , N} and T ∈ N ∪ {∞}. Consider
a control sequence A that respects the precedence and time
constraints and targets N nodes as shown in Figure 1. Suppose
sequence A permanently repairs all the nodes and contains
exactly one jump, where the entity partially repairs node i1
before moving to node i2 at time-step t¯A1 . Sequence A then
permanently repairs nodes i2, i3, . . . , ik, before returning to
node i1 and permanently repairing it. Then, there exists a non-
jumping control sequence B as shown in Figure 2 that targets
nodes in the order {i2, i3, . . . , ik, i1, ik+1, . . . , iN} (which
respects the precedence and time constraints) and permanently
repairs all the nodes. Furthermore, if tAj (resp. t
B
j ) is the
number of time-steps taken to permanently repair node ij in
sequence A (resp. sequence B), then the following holds true:
tAj ≥ tBj +
(
2j−2
)
t
A
1 ∀j ∈ {2, . . . , k}, (1)
tA1 ≥ tB1 + (2k−1 − 2)tA1 , (2)
tAj ≥ tBj +
(
2j−1 − 2j−k) tA1 ∀j ∈ {k + 1, . . . , N}. (3)
Fig. 1: Sequence A with a single jump.
Fig. 2: Non-jumping sequence B.
Proof: Since node i1 is partially repaired by the entity
before it targets the nodes i2, . . . , ik in sequence A, there
cannot be an edge that starts from i1 and ends at a node in the
set {i2, . . . , ik}. Thus, if sequence A follows the precedence
constraints, the non-jumping sequence B also respects the
precedence constraints. We can now leverage the analysis in
[14], which proved that (1)-(3) hold and each node in sequence
B is targeted at an earlier time-step than in sequence A.
Therefore, sequence B permanently repairs all the nodes that
are permanently repaired by sequence A while respecting the
precedence and time constraints. Thus, the result follows.
The above result considered sequences containing exactly
one jump. This leads us to the following key result pertaining
to the optimal control policy when ∆jdec ≥ ∆jinc,∀j.
Theorem 1. Let there be N(≥ 2) nodes that have a set
of precedence constraints given by a DAG G = {V, E},
∆jdec ≥ ∆jinc,∀j ∈ {1, . . . , N} and T ∈ N ∪ {∞}. Suppose
there is a sequence A with one or more jumps that respects
the precedence and time constraints, and permanently repairs
x(≤ N) nodes. Then, there exists a non-jumping sequence that
respects the precedence and time constraints, and permanently
repairs x nodes. Thus, non-jumping sequences are optimal
when ∆jdec ≥ ∆jinc,∀j ∈ {1, . . . , N}.
The proof of the above result follows immediately by
applying Lemma 1 on sequence A to obtain a sequence that
has one less jump than A, and repeating this procedure on the
obtained sequences to get a non-jumping sequence.
Since non-jumping sequences are optimal by the above
result, we will only focus on non-jumping sequences when
∆jdec ≥ ∆jinc,∀j ∈ {1, . . . , N}. We now present the following
NP-hardness result, whose proof is provided in the appendix.
Theorem 2. Problem 1 is NP-hard.
Since Problem 1 is NP-hard, it is unlikely that the optimal
solution can be efficiently computed for all instances of the
problem [16]. Thus, we will characterize optimal or near-
optimal policies for special instances of the problem.
B. Near-optimal policy
In this section, we characterize a near-optimal policy for the
case when ∆jdec ≥ ∆jinc,∀j ∈ {1, . . . , N}. We will make the
following assumption in this section.
Assumption 1. For all j ∈ {1, . . . , N}, suppose ∆jinc =
∆inc, ∆
j
dec = ∆dec, and ∆dec ≥ ∆inc. Also, suppose there
exists a positive integer n such that ∆dec = n∆inc, and for
each node j ∈ {1, . . . , N}, there exists a positive integer mj
such that 1− vj0 = mj∆inc.
Note that the conditions ∆dec = n∆inc and 1 − vj0 =
mj∆inc, ∀j ∈ {1, . . . , N}, in the assumption ensure that no
node gets permanently repaired partway through a time-step.
We now start with the following result.
Lemma 2. Let there be N(≥ 2) nodes with precedence
constraints given by a DAG G = {V, E}. Suppose Assumption
1 holds and T ∈ N∪{∞}. Consider a non-jumping sequence
A that respects the precedence and time constraints, and
permanently repairs x(≤ N) nodes. Suppose there is a node
h from the set of N nodes that has larger initial health
value than the first node of sequence A and the precedence
constraints allow node h to be permanently repaired before the
first node of sequence A. Consider a non-jumping sequence B
where node h is first targeted and then the remaining targeted
nodes of sequence A are targeted after node h. Then, at least
x − 1 nodes are permanently repaired in sequence B while
respecting the precedence and time constraints.
Proof: Let x be the number of nodes that are permanently
repaired in sequence A. Denote the order of nodes in the
sequence A as {i1, . . . , ix}. The proof for the case when x = 1
is trivial because x− 1 = 0; we thus focus on the case when
x ≥ 2. Denote the ordering of the first x−1 nodes in sequence
B as {i′1, . . . , i′x−1}, where i′1 = h. Note that the proof when
x = 2 is also trivial because node i′1 = h in the non-jumping
sequence B is permanently repaired since the time taken to
permanently repair node h in sequence B is less than the time
taken to permanently repair the nodes in sequence A (because
node h has larger initial health than node i1). Therefore, the
non-trivial cases are when x ≥ 3.
We first argue that sequence B permanently repairs at least
x − 1 nodes, regardless of the time it takes to repair the
nodes. We prove the result by contradiction. Suppose sequence
B permanently repairs less than x − 1 nodes. Let i′k be
the first node that permanently fails in sequence B, where
2 ≤ k ≤ x − 1. We first argue that either i′k = ik−1 or
i′k = ik. If node h does not appear in sequence A, then
the first x − 1 nodes of sequence B are ordered as follows
{h, i1, . . . , ix−2} and thus i′k = ik−1. On the other hand, if
node h is permanently repaired in sequence A, let the position
of node h in sequence A be z, where z ∈ {2, . . . , x}. Then,
i′1 = h, i
′
j = ij−1, ∀j ∈ {2, . . . , z} and i′j = ij , ∀j ∈
{z+1, . . . , x−1}. Thus, if the first node that fails in sequence
B (i.e., node i′k) is such that k ≤ z, then i′k = ik−1; otherwise
i′k = ik. We now consider the cases when i
′
k = ik−1 and
i′k = ik one by one.
Suppose i′k = ik−1. If node ik−1 fails in sequence B, then
we show that node ik+1 must permanently fail in sequence A
(where 2 ≤ k ≤ x − 1). Consider k = 2. Let th = 1−v
h
0
∆inc
be
the number of time-steps taken to permanently repair node h
from its initial health to the full health. If node i1 permanently
fails after permanently repairing node h in sequence B, then
vi10 ≤ ∆decth. That is,
1− vi10 ≥ 1−∆decth. (4)
Denote tj =
1−vij0
∆inc
as the number of time-steps taken to
permanently repair node ij from its initial health to full health.
Then,
∆dect1 = ∆dec
(
1− vi10
∆inc
)
= n
(
1− vi10
) ≥ (1− vi10 ) , (5)
as n ≥ 1 and vi10 < 1. Therefore,
∆dect1 ≥ 1−∆decth > 1−∆dect1, (6)
where the first inequality from the left comes by conditions
(4)-(5) and the second inequality comes from the fact that
th < t1 (as node h has larger initial health than node i1). Note
that in sequence A, it takes t1 time-steps to repair node i1, and
nt1 + t2 time-steps to repair node i2 (it takes nt1 time-steps
to repair the health that is lost by node i2 due to deterioration
and it takes t2 time-steps to repair the difference in the initial
health of i2 and full health). By (6), the total reduction in the
health of node i3 after (1 + n)t1 + t2 time-steps in sequence
A satisfies
∆dec ((1 + n)t1 + t2) = ∆dec (nt1 + t2) + ∆dect1
> ∆dec (nt1 + t2) + 1−∆dect1
> 1,
as n ≥ 1 and t1, t2 > 0. Thus, node i3 permanently fails in
sequence A by the time it is reached, contradicting the fact
that A permanently repairs x(≥ 3) nodes.
Now consider the case when k = 3. If node i2 permanently
fails in sequence B, then vi20 ≤ ∆dec((1+n)th+t1). Following
the same arguments as before, we get
∆dect2 > 1−∆dec ((2 + n)t1) . (7)
As before, the total number of time-steps required to perma-
nently repair nodes i1, i2, and i3 in sequence A is equal to
(1 + n)2t1 + (1 + n)t2 + t3. Thus, the total reduction in the
health of node i4 by the time it is reached in sequence A
satisfies
∆dec
(
(1 + n)2t1 + (1 + n)t2 + t3
)
> 1,
by (7), n ≥ 1 and t1, t2, t3 > 0. Thus, i4 permanently fails by
the time it is reached in sequence A, leading to a contradiction.
We can repeat the above arguments to show that if node
ik−1 permanently fails in sequence B, where k > 3, then
∆dectk−1 > 1−∆dec((2 + n)(1 + n)k−3t1+
(1 + n)k−4t2 + . . .+ (1 + n)0tk−2). (8)
Therefore, the total reduction in the health of node ik+1 after
(1 + n)k−1t1 + (1 + n)k−2t2 + . . .+ (1 + n)0tk time-steps in
sequence A is
∆dec
(
(1 + n)k−1t1 + . . .+ (1 + n)1tk−1 + (1 + n)0tk
)
=
∆dec
(
(1 + n)k−1t1 + . . .+ ntk−1 + (1 + n)0tk
)
+ ∆dectk−1.
(9)
Thus, for k > 3, we get
∆dec
(
(1 + n)k−1t1 + . . .+ (1 + n)1tk−1 + (1 + n)0tk
)
> 1
by (8), (9), n ≥ 1 and tj > 0 ∀j. Since, the total reduction in
the health value of node ik+1 before the entity starts targeting
it is larger than one, it is not possible to permanently repair
node ik+1 in sequence A, leading to a contradiction.
We now consider the case when i′k = ik (along with x ≥ 3).
We prove that if node i′k = ik permanently fails in sequence B,
then it is not possible to permanently repair node i′k+1 = ik+1
in sequence A. Recall that the case i′k = ik happens when
node h is permanently repaired in sequence A and k > z.
Since z ≥ 2, we have k > 2. Consider k = 3. Then, z = 2
(i.e., i2 = h) because z < k and z ≥ 2. If node i′3 = i3
permanently fails in sequence B, then
vi30 ≤ ∆dec((1 + n)th + t1) < ∆dec ((2 + n)t1) ,
or equivalently,
∆dect3 > 1−∆dec ((2 + n)t1) . (10)
Therefore, the total reduction in the health of node i4 after
(1 + n)2t1 + (1 + n)t2 + t3 time-steps in A satisfies
∆dec
(
(1 + n)2t1 + (1 + n)t2 + t3
)
= ∆dec
(
(1 + n)2t1 + (1 + n)t2
)
+ ∆dect3 > 1,
by (10), n ≥ 1 and t1, t2 > 0. Thus, node i4 permanently
fails in sequence A, contradicting the fact that A permanently
repairs x nodes.
Similarly, it can be shown that if node i′k = ik permanently
fails in sequence B, where k > 3, then
∆dectk > 1−∆dec((2 + n)(1 + n)k−3t1+
(1 + n)k−4t2 + . . .+ (1 + n)k−1−ztz−1+
(1 + n)k−2−ztz+1 + . . .+ (1 + n)0tk−1). (11)
Therefore, the total reduction in the health of node ik+1 (where
k > 3) after (1 + n)k−1t1 + (1 + n)k−2t2 + . . .+ (1 + n)0tk
time-steps in sequence A is
∆dec
(
(1 + n)k−1t1 + . . .+ (1 + n)1tk−1 + (1 + n)0tk
)
= ∆dec
(
(1 + n)k−1t1 + . . .+ (1 + n)1tk−1
)
+ ∆dectk > 1,
by (11), n ≥ 1 and tj > 0 ∀j. Therefore, it would not be
possible to permanently repair x nodes in sequence A, leading
to a contradiction.
We will now show that sequence B permanently repairs x−
1 nodes in less time than the time taken to permanently repair
x nodes in sequence A. Suppose node h is not permanently
repaired in sequence A. Consider x = 3. Then, the time taken
to permanently repair the first two nodes, i.e., nodes h and i1,
in sequence B is equal to (1 + n)th + t1 and the time taken
to permanently repair three nodes in sequence A is equal to
(1 + n)2t1 + (1 + n)t2 + t3. Note that (1 + n)th + t1 <
(2 + n)t1 < (1 + n)
2t1 + (1 + n)t2 + t3 because th < t1,
n ≥ 1 and t1, t2, t3 > 0. Consider the case when x > 3.
Then, the time taken to permanently repair x − 1 nodes in
sequence B is equal to
(1 + n)x−2th + (1 + n)x−3t1 + . . .+ (1 + n)0tx−2, (12)
and the time taken to permanently repair x nodes in sequence
A is equal to
(1 + n)x−1t1 + (1 + n)x−2t2 + . . .+ (1 + n)0tx. (13)
Then, (1+n)x−2th+(1+n)x−3t1 +(1+n)x−4t2 + . . .+(1+
n)0tx−2 <
(
(2 + n)(1 + n)x−3
)
t1 +(1+n)
x−4t2 + . . .+(1+
n)0tx−2 < (1 + n)x−1t1 + (1 + n)x−2t2 + . . . + (1 + n)0tx
as th < t1, n ≥ 1 and tj > 0,∀j ∈ {1, . . . , x}.
Now consider the case when node h is permanently repaired
in sequence A. When z ≥ x− 1 (and x ≥ 3), the time taken
to permanently repair x − 1 nodes in sequence B and the
time taken to permanently repair x nodes in sequence A are
given by expressions (12) and (13), respectively, and therefore
the proof proceeds in the same way as when node h is not
permanently repaired in sequence A. Thus, the proof for x = 3
follows in exactly the same way as before because z ≥ 2. We
now focus on the case when z ≤ x− 2 and x > 3. Then, the
total time taken to permanently repair x−1 nodes in sequence
B is equal to
(1 + n)x−2th + (1 + n)x−3t1 + . . .+ (1 + n)x−1−ztz−1+
(1 + n)x−2−ztz+1 + . . .+ (1 + n)0tx−1, (14)
and the time taken to permanently repair x nodes in sequence
A is given by the expression (13). Note that the value of
the expression (14) is less than the value of the expression
(13) because th < t1, n ≥ 1 and tj > 0,∀j ∈ {1, . . . , x}.
Therefore, if sequence A permanently repairs x nodes by time-
step T , then sequence B must permanently repair at least x−1
nodes by time-step T . Thus, the result follows.
Using the above result, we now propose a near-optimal
policy for a subclass of Problem 1.
Theorem 3. Let there be N(≥ 2) nodes with precedence
constraints given by a DAG G = {V, E}. Suppose Assumption
1 holds and T ∈ N ∪ {∞}. Then, the policy that targets
the healthiest node at each time-step while respecting the
precedence and time constraints is 1/2-optimal.
Proof: Let A be the optimal (non-jumping) sequence.
Then, we go to the first time-step T ′(≤ T ) in sequence A
at which the healthiest available node (i.e., the healthiest node
that can be targeted at time-step T ′ without violating the
precedence constraints) is not targeted. Denote the portion
of sequence A from time-step 0 to time-step T ′ − 1 as A′
and the portion of sequence from time-step T ′ onwards as
A′′. We modify the sequence A′′ by Lemma 2 to generate
sequence A∗ such that the healthiest available node (while
respecting the precedence and time constraints) is targeted
at time-step T ′ in A∗. Let y be the number of nodes that
are permanently repaired by sequence A′′. Then, at least
y − 1 nodes are permanently repaired in sequence A∗ (while
respecting the precedence and time constraints) by Lemma 2.
Then, a sequence B is generated by concatenating A′ with
A∗. After this, we go to the next time-step in sequence B
at which the healthiest node (while respecting the precedence
and time constraints) is not targeted and repeat this procedure.
We iteratively repeat this procedure, so that we finally get a
sequence in which the healthiest node (while respecting the
precedence and time constraints) is targeted at each time-step.
The number of nodes that are permanently repaired in the
final sequence will be at least half of the number of nodes
that are permanently repaired in sequence A because 1) at
each iteration of this procedure we move one node across the
given sequence and the number of nodes that are permanently
repaired in the modified sequence reduces at most by one, and
2) in the last iteration of this procedure where there is only
one node, there is no reduction in the number of permanently
repaired nodes because if the last node in the given sequence
can be permanently repaired then a healthier node that replaces
it can also be permanently repaired.
We now show that the factor of 1/2 in the above result
is sharp, in that there exist problem instances where targeting
the healthiest node at each time-step repairs only half as many
nodes as an optimal policy.
Example 1. Consider a graph consisting of three nodes as
shown in Figure 3. Let the initial health values of the nodes
1, 2 and 3 be 0.6, 0.3 and 0.8, respectively. The deterioration
and repair rates are homogeneous across all the nodes and
both are equal to 0.1. Suppose T = ∞. The healthiest node
that can be targeted in the first time-step is node 1 (as we need
to permanently repair node 2 before targeting node 3). If node
1 is first permanently repaired then node 2 fails by the time the
entity reaches it and we cannot permanently repair any more
nodes. However, if node 2 is first permanently repaired then
node 3 can also be permanently repaired. Note that although
the policy that targets the healthiest node at each time-step
(while respecting the precedence and time constraints) is not
optimal in this example, it is indeed 1/2-optimal as proved in
Theorem 3.
Fig. 3: Graph for illustrating optimal policies in the presence
of precedence constraints.
Remark 1. In this paper, we consider all the nodes to be
equally important. However, one could also consider weights
on the nodes to signify their relative importance, and the
objective of Problem 1 can be changed to maximize the total
weight of the nodes that are permanently repaired. Then, it is
easy to argue that the policy characterized in Theorem 3 would
be wmin2wmax -optimal, where wmax and wmin are the maximum
and minimum weights of nodes, respectively.
Theorem 3 shows that the feedback policy that targets
the healthiest node at each time-step while respecting the
precedence and time constraints is 1/2-optimal. In the next
section, we show that this policy is, in fact, optimal for special
instances of the problem.
C. Optimal sequencing
The paper [14] showed that the policy that targets the
healthiest node at each time-step is optimal when all the
conditions of Theorem 3 are satisfied but when there are
no precedence and time constraints. We now prove that the
aforementioned policy is also optimal when there is a time
constraint but there are no precedence constraints.
Theorem 4. Let there be N(≥ 2) nodes such that there are
no precedence constraints (i.e., E = ∅). Suppose Assumption
1 holds and T ∈ N ∪ {∞}. Then, the policy that targets the
healthiest node at each time-step while respecting the time
constraint is optimal.
Proof: Consider any optimal (non-jumping) sequence
A = {i1, . . . , ix} that permanently repairs x(≤ N) nodes.
Let T ′(≤ T + 1) be the total number of time-steps taken by
the sequence A to permanently repair all x nodes.4 Then,
T ′ =
1− E1
∆inc
+
1− E2
∆inc
+ . . .+
1− Ex
∆inc
, (15)
where Ej is the health of node ij when it is reached in the
sequence, i.e., E1 = vi10 and Ek = v
ik
0 − n
∑k
j=2 (1− Ej−1)
for k ∈ {2, . . . , x}. Alternatively, Ek = vi10 n (1 + n)k−2 +
vi20 n(1 + n)
k−3 + . . .+ vik−10 n+ v
ik
0 − n (1 + n)k−2 − n(1 +
n)k−3 − . . . − n for all k ∈ {2, . . . , x}. Note that E1 is the
largest when node i1 has the largest initial health; E2 is the
4Note that the total number of time-steps is one larger than the largest
time-step index T because the first time-step in a sequence is time-step 0.
largest when node i1 has the largest initial health and node i2
has the second largest initial health (as the coefficients of vi10
and vi20 are n and 1, respectively); E3 is the largest when node
i1 has the largest initial health, node i2 has the second largest
initial health and node i3 has the third largest initial health
(as the coefficients of vi10 , v
i2
0 and v
i3
0 are n(1 + n), n and 1,
respectively); and so on. Thus, the non-jumping sequence B
that targets the nodes in decreasing order of their initial health
is optimal when time is constrained because it permanently
repairs x nodes in less time in comparison to the time taken
by sequence A to permanently repair x nodes (as the value
of T ′ in (15) for sequence B is less than the corresponding
value for sequence A). Therefore, the policy that targets the
healthiest node at each time-step while respecting the time
constraint is optimal by Theorem 1.
We also show that the policy of targeting the healthiest node
at each time-step (while respecting the precedence and time
constraints) is optimal in certain classes of DAGs. We start
with the following definition.
Definition 6. Given a DAG, the nodes that do not have any
incoming edges are said to belong to the “first level”; after
removing all the nodes in the first level and all the outgoing
edges of the nodes in the first level, the nodes that do not
have any incoming edges are said to belong to the “second
level”, and so on. A DAG in which all the nodes in a level
have incoming edges from all the nodes in the previous level
is termed as a “complete series graph”.
Figure 4 shows a complete series graph that has three levels.
Proposition 1. Let there be N(≥ 2) nodes with precedence
constraints given by a complete series graph G = {V, E}.
Suppose Assumption 1 holds and T ∈ N ∪ {∞}. Then, the
policy that targets the healthiest node at each time-step while
respecting the precedence and time constraints is optimal.
Proof: Due to precedence constraints, we need to perma-
nently repair all the nodes in the first level before targeting
the other nodes in a complete series graph. Since the optimal
policy is to target the healthiest node at each time-step (while
respecting the time constraint) when there are no precedence
constraints (by Theorem 4), we follow this policy for the nodes
in the first level. After permanently repairing all the nodes in
the first level, we need to permanently repair all the nodes
in the second level before targeting other nodes. Thus, the
policy of targeting the healthiest node at each time-step (while
respecting the time constraint) in the second level is followed
after permanently repairing all the nodes in the first level. The
rest of the proof follows the above argument.
So far, we assumed that ∆jdec ≥ ∆jinc,∀j ∈ {1, . . . , N}. In
the next section, we analyze other cases.
IV. CONTROL SEQUENCES FOR
∆jdec < ∆
j
inc, ∀j ∈ {1, . . . , N}
We now consider the case when repair rates are suffi-
ciently larger than the deterioration rates, i.e., ∆jinc > (N −
1)∆jdec,∀j ∈ {1, . . . , N} and ∆jinc >
∑
l 6=j ∆
l
dec, ∀j ∈
{1, . . . , N}. We will use the concept of a modified health value
defined as follows.
Fig. 4: An example of a complete series graph.
Definition 7. The modified health value of a node at a time-
step is the health value of a node at that time-step minus its
deterioration rate.
A. Near-optimal policy
Consider a directed rooted tree where the total number of
nodes is at most equal to k(≥ 1). In the context of disaster
recovery, such a tree can represent damaged infrastructure
components (with dependencies) within a particular neighbor-
hood. We will consider such trees for the representation of
precedence constraints as follows.
Theorem 5. Let there be N(≥ 2) nodes with precedence
constraints represented by a graph G = {V, E}, which is a
set of disjoint rooted trees that each contain at most k(≥ 1)
nodes. Suppose ∆jinc > (N − 1)∆jdec,∀j ∈ {1, . . . , N},
∆jinc >
∑
l 6=j ∆
l
dec, ∀j ∈ {1, . . . , N} and T = ∞.
Then, the policy that targets the node with the least modified
health value at each time-step while respecting the precedence
constraints is 1k -optimal.
Proof: Let R be the set of root nodes of the trees. Let
A denote the sequence that targets the node with the least
modified health value in the set R at each time-step, and let
B denote the optimal sequence. Let the number of nodes that
are permanently repaired by sequences A and B be y and
x, respectively. We will show that y ≥ xk . We prove this by
contradiction. Suppose xk > y. Denote the set of root nodes
that are permanently repaired in sequence B by F ⊆ R, and
let z , |F|. Note that z ≥ ⌈xk ⌉ because the root node in a tree
should be permanently repaired before targeting other nodes in
the tree. Then, z ≥ y+1 because xk > y implies
⌈
x
k
⌉ ≥ y+1.
We now construct a sequence C by modifying sequence B
such that at every time-step of sequence B where a node not
belonging to the set F is targeted, we replace that node with
a node from the set F . Then, sequence C also permanently
repairs all the nodes in the set F because the nodes of set F
are targeted more frequently in sequence C than in sequence
B. Since the optimal policy is to target the node with the
least modified health value at each time-step when there are
no precedence and time constraints (by Proposition 1 of [14]),
we obtain a contradiction because sequence C permanently
repairs z ≥ y + 1 nodes whereas sequence A (which is the
optimal sequence to permanently repair the set of root nodes)
permanently repairs y nodes. Therefore, the assumption that
x
k > y is not true.
Let the sequence that targets the node with the least
modified health value (in the set V) at each time-step while
respecting the precedence constraints be denoted by D. We
now argue that sequence D permanently repairs at least as
many nodes as sequence A. Denote the set of root nodes that
are permanently repaired in sequence A by Z ⊆ R and the
number of nodes in the set Z by y. Then, there exists an
ordering of nodes in the set Z , denoted by {i1, i2, . . . , iy},
such that the initial health values of those nodes satisfy
v
ij
0 > (y − j)∆ijdec, ∀j ∈ {1, . . . , y} (16)
because of the following argument. Let At ⊆ Z denote the
set of nodes that have not been targeted at least once by the
entity prior to time t in sequence A. Note that Z = A0 ⊇
A1 ⊇ . . . ⊇ Ay−1. At time t = 0, |At| = y, where |At|
denotes the cardinality of set At. At t = 1, |At| = y − 1 as
there are y− 1 nodes of the set Z that have not been targeted
at least once by the entity in sequence A and thus each node
k ∈ A1 should have initial health value larger than ∆kdec to
survive until t = 1. At t = 2, |At| ≥ y − 2 as there are at
least y − 2 nodes of the set Z that have not been targeted at
least once by the entity in sequence A and thus each node
k ∈ A2 should have initial health value larger than 2∆kdec.
Repeating this argument for the next y− 3 time-steps, we can
argue that there must be a permutation {i1, . . . , iy} of nodes
that satisfies the conditions (16) in order for y nodes to be
permanently repaired in sequence A.
After this, it can be argued that sequence D permanently
repairs at least y nodes by the same way as in Proposition 1 of
[14]. Let the number of nodes that are permanently repaired
by sequence D be y′. Then, y′ ≥ y and therefore xy′ ≤ xy ≤ k.
Thus, the policy that targets the node with the least modified
health value at each time-step while respecting the precedence
constraints is 1k -optimal.
We now show that the factor of 1k in Theorem 5 is sharp,
in that there exist problem instances where targeting the node
with the least modified health value at each time-step repairs
only 1k times the nodes as an optimal policy.
Example 2. Consider the graph in Figure 3, which is a
set of disjoint rooted trees that each contain at most two
nodes. Let the initial health values of the nodes 1, 2 and
3 be 0.01, 0.02 and 0.8, respectively, and T = ∞. The
deterioration and repair rates are homogeneous across all
the nodes and are equal to 0.1 and 0.25, respectively. The
least healthy node that can be targeted in the first time-step is
node 1 (since deterioration rates are homogeneous across all
the nodes, targeting the node with the least modified health
value is equivalent to targeting the node with least health
value). However, if node 1 is targeted in the first time-step then
node 2 fails by the time the entity reaches it and we cannot
target any more nodes. However, if node 2 is first permanently
repaired then node 3 can also be permanently repaired. Note
that although the policy that targets the least healthy node at
each time-step while respecting the precedence constraints is
not optimal in this example, it is indeed 1k -optimal as proved
in Theorem 5.
We now also provide an example to show that the policy
that is characterized in Theorem 5 need not be 1k -optimal when
T ∈ N.
Example 3. Consider a graph consisting of two nodes without
any precedence constraints (i.e., the graph is a union of
disjoint trees that each contain one node). Let the initial health
values of the nodes 1 and 2 be 0.01 and 0.11, respectively. The
deterioration and repair rates are homogeneous across all the
nodes and are equal to 0.1 and 0.11, respectively, and T = 10.
If the policy of targeting the node with the least health value
at each time-step is followed then no node gets permanently
repaired while respecting the time constraint. However, if the
non-jumping policy that first targets node 2 is followed, then
node 2 can be permanently repaired. Thus, the policy that
is characterized in Theorem 5 is not a 1-optimal policy (or
optimal policy) in this example.
Therefore, characterizing near-optimal policies for this case
under a time constraint is an avenue for future research.
B. Optimal sequencing
The paper [14] proved that the policy that targets the node
with the least modified health value at each time-step is
optimal when there are no precedence and time constraints.
Examples 2 and 3 showed that this need not be true when
there is a precedence or time constraint. However, the policy
of targeting the node with the least modified health value at
each time-step is optimal for special cases such as when the
precedence constraints are given by a complete series graph
(defined in the previous section).
Proposition 2. Let there be N(≥ 2) nodes with precedence
constraints given by a complete series graph G = {V, E}.
Suppose ∆jinc > (N − 1)∆jdec,∀j ∈ {1, . . . , N}, ∆jinc >∑
l 6=j ∆
l
dec, ∀j ∈ {1, . . . , N} and T = ∞. The optimal
policy is to target the node with the least modified health at
each time-step while respecting the precedence constraints.
This result can be proved similarly as Proposition 1 by using
the fact that the policy of targeting the node with the least
modified health at each step is optimal when there are no
precedence and time constraints [14].
V. CONCLUSIONS
We studied the problem of finding (near-) optimal control
policies for targeting different components whose states are
disrupted, when there exist precedence constraints between
the components. We characterized control policies depending
on the relationship between the repair and deterioration rates.
There are several options for future extensions to this work:
introducing stochasticity in the health values, extending the
problem to time-dependent deterioration and repair rates, char-
acterizing policies with improved ratios α, and characterizing
near-optimal policies when for all j ∈ V , ∆jdec < ∆jinc <
(N − 1)∆jdec.
VI. APPENDIX
In this section, we prove that Problem 1 is NP-hard. This
proof is inspired from the paper [17]; however, the job
scheduling problem in [17] does not consider deterioration of
jobs and there are additional differences between the problem
that is considered in [17] and Problem 1 as mentioned in the
review of job scheduling studies in Section I. We start by
defining the NP-complete Clique problem [16] and an instance
of a decision version of Problem 1 referred to as ORd.
Problem 2 (Clique). Given an undirected graph G′ = (V ′, E ′)
consisting of s vertices and q edges, and a positive integer
p(≤ s), does G′ have a complete subgraph of size p, i.e., a
set of p vertices such that each pair of vertices in the set is
connected by an edge in E ′?
Problem 3 (ORd). Given a directed acyclic graph G =
{V, E} consisting of N(≥ 2) nodes with initial health values
{vj0}, along with repair and deterioration rates {∆jinc} and
{∆jdec}, respectively, T = ∞, and an integer z such that
0 ≤ z ≤ N , is there a non-jumping control sequence u∗0:T
that respects the precedence constraints and gives a reward
J(v0, u
∗
0:T ) ≥ N − z?
We now present the proof of Theorem 2.
Proof: Given an instance of Clique we construct an
instance of ORd as follows. We construct a total of N =
s + q + 1 nodes that are of three types as follows: a v-node
is constructed corresponding to each vertex in G′, an e-node
is constructed corresponding to each edge in G′, and a root
node r is constructed. The parameters of these nodes are set
as follows. For each v-node j, set vj0 =
2(2s+q−1)+1
2+2(2s+q−1)+1 and
∆jdec = ∆
j
inc =
1
2+2(2s+q−1)+1 . For each e-node j, set v
j
0 =
2(2
p(p+1)
2 −1)+1
2+2(2
p(p+1)
2 −1)+1
and ∆jdec = ∆
j
inc =
1
2+2(2
p(p+1)
2 −1)+1
. The
root node r has the same parameters as a v-node. We construct
directed edges such that there is an edge starting from a v-
node and ending in an e-node if the vertex corresponding to
the v-node lies at one of the ends of the edge (in graph G′)
corresponding to the e-node. We also construct directed edges
starting from the root node and ending in all the other nodes,
so that a DAG is formed. Finally, set z = q − p(p−1)2 . Note
that the constructed instance of ORd is polynomial in the size
of the given instance of Clique.
We will now prove that the answer to the given instance
of Clique is yes if and only if the answer to the constructed
instance of ORd is yes. Suppose that the answer to the instance
of Clique is yes. Then, we will show that it is possible to
create a non-jumping sequence for the constructed instance of
ORd in which no more than q − p(p−1)2 nodes permanently
fail while respecting the precedence constraints. The first node
in the created sequence is node r because of the precedence
constraints. Note that node r is permanently repaired in the
created sequence because the first node in any non-jumping se-
quence is always permanently repaired (when T =∞). After
permanently repairing node r, p v-nodes whose corresponding
vertices form a complete graph in the Clique are targeted in
the created sequence. Note that it takes two time-steps to
permanently repair node r in the created sequence because
1−vr0
∆rdec
= 2. Also, the health value of each v-node j after two
time-steps is equal to vj2 = v
j
0 − 2∆jdec = 2(2
s+q−1)+1−2
2+2(2s+q−1)+1 .
Thus, the number of time-steps it takes to permanently repair
the first v-node j in the created sequence is equal to 1−v
j
2
∆jdec
= 4.
Thus, the second v-node j starts getting targeted after six
time-steps in the created sequence and at that time its health
value is equal to vj6 = v
j
0 − 6∆jdec = 2(2
s+q−1)+1−6
2+2(2s+q−1)+1 . Thus,
the number of time-steps it takes to permanently repair the
second v-node j in the created sequence is equal to 1−v
j
6
∆jdec
= 8.
Proceeding in this way, it can be shown that the total number
of time-steps taken to permanently repair node r and p − 1
v-nodes is equal to 2(2p − 1) because the ith node in the
created sequence (where 1 ≤ i ≤ p) takes 2i time-steps to
get permanently repaired. Note that v
j
0
∆jdec
= 2 (2s+q − 1) + 1
for all v-nodes j, and represents the number of time-steps
it takes for j to permanently fail if it is not targeted within
the first v
j
0
∆jdec
time-steps. Thus, for all v-nodes j, we define
γv =
vj0
∆jdec
= 2(2s+q − 1) + 1. Note that the time-step at
which the pth v-node starts getting targeted in the created
sequence is less than γv because 2(2p − 1) ≤ 2s+1 − 2 <
2s+1−1 ≤ 2(2s+q−1)+1 (as p ≤ s and q ≥ 0). Thus, all the
p v-nodes are permanently repaired in the created sequence.
After permanently repairing p v-nodes that correspond to the
solution of Clique, p(p−1)2 e-nodes that correspond to the edges
of the complete subgraph in the solution of Clique are targeted.
Note that v
j
0
∆jdec
= 2(2
p(p+1)
2 − 1) + 1 for all e-nodes j. Thus,
for all e-nodes j, we define γe =
vj0
∆jdec
= 2(2
p(p+1)
2 − 1) + 1.
Note that there are 1 + p + p(p−1)2 − 1 = p(p+1)2 nodes
that are targeted before the last e-node among the aforemen-
tioned e-nodes in the created sequence. Thus, the last e-node
among the aforementioned e-nodes starts getting targeted in
the created sequence at time-step 2(2
p(p+1)
2 − 1) because the
ith node in the created sequence (where 1 ≤ i ≤ p(p+1)2 )
takes 2i time-steps to get permanently repaired. Thus, all
the aforementioned e-nodes get permanently repaired because
2(2
p(p+1)
2 − 1) < γe. Finally, the remaining s − p v-nodes
are targeted in the created sequence. Note that there are
1+p+ p(p−1)2 +s−p−1 = s+ p(p−1)2 nodes that are targeted
before the last v-node in the created sequence. Thus, it takes
2(2s+
p(p−1)
2 − 1) time-steps in order to start targeting the last
v-node because the ith node in the created sequence (where
1 ≤ i ≤ s + p(p−1)2 ) takes 2i time-steps to get permanently
repaired. Thus, it is possible to permanently repair all the v-
nodes because 2(2s+
p(p−1)
2 − 1) < γv (as q ≥ p(p−1)2 ). Thus,
except the remaining q − p(p−1)2 e-nodes, all the nodes are
permanently repaired in the created sequence.
Now we show the opposite direction. Suppose the answer
to the constructed instance of ORd is yes. Then, there exists a
non-jumping sequence in which at most z = q− p(p−1)2 nodes
permanently fail. Note that there are at most N − 1 = s + q
nodes that are permanently repaired before the last node that
is targeted in the given sequence. Thus, the largest time-step
at which the last targeted node in the given non-jumping
sequence starts getting targeted is equal to 2(2s+q−1) because
the ith node in the given sequence takes 2i time-steps to get
permanently repaired. Thus, all the v-nodes are permanently
repaired in the given sequence because 2(2s+q−1) < 2(2s+q−
1)+1 = γv. Note that the first node that is targeted in the given
sequence is node r because of the precedence constraints.
Since the first node in the given sequence is permanently
repaired and all v-nodes are also permanently repaired, the set
of all the nodes that permanently fail in the given sequence
is a subset of all the e-nodes. The number of e-nodes that are
permanently repaired in the given sequence is at least equal to
p(p−1)
2 because at most q − p(p−1)2 nodes permanently fail in
the given sequence and the total number of e-nodes is equal
to q. Therefore, at least p v-nodes need to be permanently
repaired before at least p(p−1)2 e-nodes can be permanently
repaired in the given sequence because of the following two
reasons. First, a v-node is an in-neighbor of an e-node if the
vertex corresponding to the v-node lies at one of the ends of
the edge (in graph G′) corresponding to the e-node. Secondly,
among all the undirected graphs that have p(p−1)2 edges, a
complete graph (containing p vertices) has the least number of
vertices. Note that all the e-nodes that are permanently repaired
in the given sequence start getting targeted before time-step
γe = 2(2
p(p+1)
2 −1)+1. Also, the maximum number of nodes
(when the ith node takes 2i time-steps to get permanently
repaired) that can be targeted such that the last node starts
getting targeted before time-step 2(2
p(p+1)
2 − 1) + 1 is equal
to p(p+1)2 + 1. Thus, node r, p v-nodes and
p(p−1)
2 e-nodes
are targeted before time-step 2(2
p(p+1)
2 − 1) + 1 in the given
sequence such that the vertices corresponding to the p v-nodes
form a complete subgraph of size p in graph G′.
Since non-jumping sequences are optimal when the prece-
dence constraints are given by a DAG, ∆jdec ≥ ∆jinc,∀j ∈
{1, . . . , N} and T ∈ N ∪ {∞} by Theorem 1, we conclude
that Problem 1 is NP-hard.
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