The paper deals with the asymptotic behaviour of the differential mean value of divided differences as the interval shrinks to zero by presenting an asymptotic expansion. The coefficients are given by a recurrence formula. For a wide class of analytic functions the differential mean value can be represented by a convergent sum. Our results generalize two recent theorems by Powers, Riedel and Sahoo [R.C. Powers, T. Riedel, P.K. Sahoo, Limit properties of differential mean values, J. Math. Anal. Appl. 227 (1998) 216-226].
Introduction
Consider a function f : I → R, where I is an interval in R. For distinct points x 0 , x 1 , . . . , x n in I , the divided differences of f are defined recursively as 
The mean value theorem for the divided differences (see [6, Theorem 2 .10]) states that if f is n-times continuously differentiable in I and x 0 , x 1 , . . . , x n are n + 1 distinct points in I , then there exists an "intermediate point" (or points) η strictly between min{x 0 , . . . , x n } and max{x 0 , . . . , x n }, such that
Following [5] the value η is referred to as a differential mean value. Recently Powers, Riedel and Sahoo [5] studied the behavior of η as the interval length shrinks to zero. Throughout the paper let a ∈ I and m 0 , m 1 , . . . , m n pairwise distinct reals. If f is n-times continuously differentiable in I , for each sufficiently small x ∈ R, there holds 
Here and in the following e k denote the monomials given by e k (t) = t k (k = 0, 1, 2, . . .). Note that the limit is independent of the function f aside from the constant p. Equation (4) can be written in the form
The main purpose of this paper is to derive, for the intermediate point in (4) , a complete asymptotic expansion of the form
provided that f possesses derivatives of sufficiently high order at a. The factor 1/k! is only for convenience. Formula (6) means that, for all q in N, [6] . We also mention the results obtained by A. Horwitz [4] who used divided differences and their intermediate value property in order to generalize the Stolarsky mean.
The results
The following theorem is our main result. It generalizes Theorem A by giving an asymptotic expansion for the intermediate point η = η(x) in Eq. (2) when x tends to zero. Moreover, we can dispense with the condition 0 m 0 < · · · < m n 1. 
The coefficients c k are given by the recurrence formula
where
. ., and
Recall that the (exponential) partial Bell polynomials are the polynomials
in an infinite number of variables x 1 , x 2 , . . . that are defined by the formal series expansion Remark 2. Equation (7) provides the complete asymptotic expansion (6) , in the case where f is infinitely differentiable at a.
Remark 3.
We remark that asymptotic expressions for [m 0 , . . . , m n ; e n+k ] as k → ∞ can be found in [2] .
Remark 4.
For the convenience of the reader, we list the initial coefficients c k explicitly:
In the special case p = 1 (i.e., f (n+1) (a)[m 0 , . . . , m n ; e n+1 ] = f (n+1) (a) n k=1 m k = 0), formula (9) takes a simpler form, and we obtain the recurrence
If the function f happens to be analytic at a, then the series (6) represents η(x) as a convergent series. 
The coefficients c k are as defined in (8) and (9).
The next theorem deals with the case when the function f (or some of its derivatives) possesses a singularity at the point a.
Theorem 6. Let n, q be natural numbers with q n and 0 < m 0 < · · · < m n . Furthermore, let
p being a polynomial of degree at most n and α ∈ R \ {0, 
with
and
Remark 7. In the special case q = 1 of Theorem 6 we get η(x) = a + c 1 x + o(x) as x → 0 or equivalently
which is the result [5, Theorem 1, Eq. (4)] (see also [6, Theorem 2.14]).
Remark 8.
Under analogous conditions as in Theorem 6 the mean value η = η(x) in (4) can be represented in a certain interval by a convergent series, when the function g is analytic at the point a.
Proofs
Several properties of (exponential) partial Bell polynomials can be found in [3, pp. 133-137]. We mention the formulas B 0,0
1 for all n in N, which will be of use in the next section. 
f (a + m k x).
Under the given assumptions, for sufficiently small x, it is possible to expand f (a + m k x) by the Taylor formula up to the (n + p + q)th power. Using the Peano form of the remainder (see, e.g., [6, Theorem 2.15]) we obtain
with lim t→0 ε(t) = 0. Since (n + 1)-point divided differences vanish for polynomials of degree < n and [m 0 , . . . , m n ; e n ] = 1, we obtain
Then we apply once more the Taylor formula to expand (1/n!)f (n) (η) in (2) up to the (p + q)th power. Thus we obtain
with lim t→0ε (t) = 0. Equating the right-hand sides of the latter formulas in view of Eq. (2) yields
Since |η − a| < |x| max 0 k n |m k |, we conclude that
Using f j andf j as defined in (10), we obtain
Note that the equation implies that [m 0 , . . . , m n ; e n+p ] −1 ((η − a)/x) p > 0 , for all sufficiently small x. The rest of the proof follows the method used in [1] . However, we present the calculations for the sake of completeness.
Taking pth roots of both sides of the latter equation and expanding the results as binomial series, we find that
for all sufficiently small x. This implies that, for each integer m = 0, . . . , q,
In order to establish the asymptotic expansion (7) and the recurrence formula (9) we proceed by mathematical induction with regard to m.
This gives η = a + c 1 x + o(x) with
Now we assume that, for some m with 2 m < q,
with c k as defined in (9). By (16), we can write
with a certain function r that is bounded in a neighborhood of 0. Inserting (17) into (15) and again applying formula (11) we obtain Proof of Theorem 5. As in the preceding proof, we arrive at the identity
for all sufficiently small x. The result analogous to Eq. (15) reads
say, where
Since the partial derivative When we apply once more the Taylor formula to expand g (i) (η), we obtain for the right-hand side of Eq. 
