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Abstract
Two Hamiltonian formulations of General Relativity, due to Pirani, Schild and Skinner (Phys.
Rev. 87, 452, 1952) and Dirac (Proc. Roy. Soc. A 246, 333, 1958), are considered. Both formu-
lations, despite having different expressions for constraints, allow one to derive four-dimensional
diffeomorphism invariance. The relation between these two formulations at all stages of the Dirac
approach to the constrained Hamiltonian systems is analyzed. It is shown that the complete sets of
their phase-space variables are related by a transformation which satisfies the ordinary condition of
canonicity known for unconstrained Hamiltonians and, in addition, converts one total Hamiltonian
into another, thus preserving form-invariance of generalized Hamiltonian equations for constrained
systems.
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I. INTRODUCTION
The Hamiltonian formulation of General Relativity (GR) is an old subject which is still
plagued by some long-standing questions. One of the most important problems, related to
essence of Einstein’s General Relativity, was the disappearance of four-dimensional diffeo-
morphism
δgµν = −ξµ;ν − ξν;µ (1)
in the Hamiltonian formulation of GR “that has worried many people working in geometro-
dynamics for so long” [1]1. According to some authors, in the Hamiltonian formulation of
GR, it is possible to restore only spatial diffeomorphism [2, 3] or, according to others, the so-
called “special diffeomorphism”, for which a non-covariant and field-dependent redefinition
of gauge parameters is needed, can be derived [4–6].
In fact, the two Hamiltonian formulations that preserve four-dimensional diffeomorphism
have been known for a long time. They are the first Hamiltonian formulations of GR due
to Pirani, Schild, and Skinner (PSS) [7] and Dirac [8], both of which allow one to derive
the full diffeomorphism from their constraint structure [9, 10]. These two formulations both
lead to the expected gauge invariance (1). At the same time, they provide an example that
allows us to discuss the conditions under which different Hamiltonian formulations of GR
are equivalent. The study of the conditions for which a change of phase-space variables
preserves the properties of an original Hamiltonian system is of great importance for con-
strained dynamical systems. It is especially important in the Hamiltonian formulations of
General Relativity where it is customary to perform changes of variables or to introduce
new variables. The legitimacy of such changes must be verified. Without showing that a
change of variables is canonical, it is impossible to assert that the Hamiltonian formulation
of a new theory is equivalent to the original one. This what happened with the formulation
that prevailed all others for more than fifty years: the ADM gravity [11]. The introduction
of “lapse” and “shift” functions: N = (−g00)−1/2 and N i = − g0i
g00
, which is in fact nonlin-
ear and non-covariant transformation, leads to the formulation (ADM) that is not related
1 The word “diffeomorphism” is often used as equivalent to the transformation (1) (the semicolon “;” means
a covariant derivative); in this paper the same meaning is employed.
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to Dirac’s (and consequently, to PSS) formulation by any canonical transformation. As we
demonstrated in [10], one Poisson bracket is enough to prove the non-canonicity of the ADM
variables, e.g.
{
N (x) ,Πki (x′)
}
=
{(−g00)−1/2 , pki}
g,p
= − δ
δgki
(−g00)−1/2 = 1
2
(−g00)−3/2 g0kg0i 6= 0
(2)
(where Πki and pki are momenta in ADM and Dirac’s formulations, respectively, conjugate
to the space-space components of the metric tensor, gki).
As the result, the ADM formulation (the only one in which a restoration of gauge invari-
ance from the complete set of first class constraints has even been considered before) does
not produce the expected diffeomorphism invariance (1), as it was recently demonstrated in
[6] using the method [12]. The derivation of [6] is the most complete one in the literature but
it is not new; the gauge transformations of the ADM variables have been discussed in part
previously in [4] and [13]. The gauge transformations that follow from the ADM formulation
can be presented in the form of diffeomorphism only if a field-dependent and non-covariant
redefinitions of gauge parameters are performed
ξ0diff =
(−g00)1/2 ε⊥ADM , ξkdiff = εkADM + g0kg00 (−g00)1/2 ε⊥ADM , (3)
which, according to [6], “demonstrate the unity of the different symmetries involved”. The
transformations of [6] are consistent with transformations obtained in [14] using the La-
grangian approach of [15]. However, as we have already pointed out in [16], the field-
dependent redefinition of gauge parameters contradicts the essence of all known algorithms
of restoration of gauge invariance, as all of them start from the assumption that the gauge
parameters should be independent of fields (for details see [16]). To prevent the situation
where some manipulations are needed to justify non-canonical transformations, it is better
not to perform such transformations from the beginning.
To the best of our knowledge, the equivalence of Hamiltonian formulations of GR, which
differ from each other by a change of phase-space variables, was never been analyzed. What
is only known to us is a brief statement of DeWitt, which he made for PSS formulation:
“four so-called primary constraints could, by a phase transformations, be changed into pure
momenta” (see [2] where the author refers to his unpublished report). The connection be-
tween the linearized versions of the two formulations of [7] and [8] was analyzed in [17] where
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it was demonstrated that the two formulations of linearized GR are connected by a change
of phase-space variables, which is in fact a canonical transformation in the sense of ordinary
Classical Mechanics. Moreover, these formulations, despite having different expressions for
Hamiltonians and constraints, give an equivalent description, i.e. the corresponding genera-
tors built from the first-class constraints allow one to derive the same gauge invariance (the
linearized version of diffeomorphism invariance).
The main goal of this paper is to extend this analysis to the two Hamiltonian formulations
of full GR [7–10]. We investigate the relation between the corresponding phase-space vari-
ables in both formulations and discuss the effects of such a change of variables at all stages
of the Dirac procedure. Another aim is to formulate some general conditions that should
be imposed on transformations of phase-space variables for singular systems to preserve the
equivalence of different Hamiltonian formulations.
II. COMPARISON OF THE TWO HAMILTONIAN FORMULATIONS OF GR
A starting point of the Hamiltonian formulations of GR in both the approaches of [7] and
[8] is the “gamma-gamma” part of the Einstein-Hilbert (EH) Lagrangian which is quadratic
in first-order derivatives of the metric tensor (for more details see, e.g., [18, 19])
L =
√−ggαβ (ΓµανΓνβµ − ΓναβΓµνµ) = 14√−gBαβγµνρgαβ,γgµν,ρ (4)
where
Bαβγµνρ = gαβgγρgµν − gαµgβνgγρ + 2gαρgβνgγµ − 2gαβgγµgνρ. (5)
To find the momenta piαβ, conjugate to the ten components of the metric tensor gαβ, we
rewrite Eq. (4) in a form which explicitly contains the time derivatives of the metric tensor,
i.e. in terms of “velocities”
L =
1
4
√−gBαβ0µν0gαβ,0gµν,0 + 1
2
√−gB(αβ0|µνk)gαβ,0gµν,k + 1
4
√−gBαβkµνtgαβ,kgµν,t , (6)
where the Latin alphabet is used for spatial components and “0” for a temporal one. The
brackets (αβ) indicate symmetrization in two indices, while the notation (... | ...) is used for
symmetrization in two groups of indices, i.e.
B(αβγ|µνρ) =
1
2
(
Bαβγµνρ +Bµνραβγ
)
.
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Momenta conjugate to the metric tensor are defined in standard way, and (6) gives
piγσ =
δL
δgγσ,0
=
1
2
√−gB((γσ)0|µν0)gµν,0 + 1
2
√−gB((γσ)0|µνk)gµν,k . (7)
By using (5), one finds the explicit form of the first term of (7)
B((γσ)0|µν0)gµν,0 = g00Eµνγσgµν,0 (8)
where
Eµνγσ ≡ eµνeγσ − eµγeνσ, eµν ≡ gµν − g
0µg0ν
g00
. (9)
Note that both eµν and Eµνγσ are zero unless all of the µ, ν, γ, and σ indices differ from
0. The notation ekm designates the inverse of the spatial components of the metric tensor,
i.e. gnke
km = δmn , and
δ
δg0α
eµν = δ
δg0α
Eµνγσ = 0. From (8)-(9) it follows that we cannot
express some of the velocities in (7) in terms of momenta, therefore, d primary constraints
arise (here d is the dimension of space-time); they are
φ0σ = pi0σ − 1
2
√−gB((0σ)0|µνk)gµν,k ≈ 0. (10)
If γ and δ indices in (7) are space-like, then (7) is invertible and we find
gmn,0 = Imnpq
1
g00
(
2√−gpi
pq − B((pq)0|µνk)gµν,k
)
(11)
where
Imnpq ≡ 1
d− 2gmngpq − gmpgnq, ImnpqE
pqkl = δkmδ
l
n . (12)
The appearance of a singularity in (12) for d = 2 corresponds to the fact that in two
dimensions none of the components of (7) can be solved for “velocities”. The number of
primary constraints (three) in this case equals the number of independent components of
the metric tensor in two dimensions [20, 21].
The Hamiltonian is defined by H = piαβgαβ,0 − L. After using (11) to eliminate all the
“velocities” gmn,0, one finds the following total Hamiltonian:
HT = Hc + g00,0φ
00 + 2g0k,0φ
0k, (13)
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where the ‘canonical part’2 is
Hc =
1√−gg00 Imnpqpi
mnpipq − 1
g00
Imnpqpi
mnB(pq0|µνk)gµν,k
+
1
4
√−g
[
1
g00
ImnpqB
((mn)0|µνk)B(pq0|αβt) − Bµνkαβt
]
gµν,kgαβ,t . (14)
For the detailed analysis of (13), including the constraint structure and derivation of the
corresponding generators and gauge transformations, see [9].
In this Letter we want to compare the Hamiltonian formulation of GR given by (13) with
that of Dirac [8, 10]. Dirac’s main idea was based on the fact that the Lagrangian, (4) (it is
called below LPSS) can be modified in order to simplify the primary constraints by adding
a non-covariant combination of spatial and temporal derivatives that does not affect the
equations of motion. This modification leads to the following Lagrangian
LD = LPSS − L∗ (15)
where L∗ [8] is taken by Dirac to be
L∗ =
[(√−gg00)
,k
g0k
g00
]
,0
−
[(√−gg00)
,0
g0k
g00
]
,k
. (16)
The explicit form of (16) can be found using the identity F,γ =
δF
δgµν
gµν,γ for the metric-
dependent functional and rewriting the contravariant components of the metric tensor in
terms of eαβ (see (9)). Finally, we find
L∗ =
1
2
√−gAαβ0µνkgαβ,0gµν,k , (17)
where we have introduced the following notation
Aαβ0µνk = eαβekµg0ν − eµνekαg0β + ekαg
0µg0νg0β
g00
− ekµg
0αg0νg0β
g00
. (18)
This relation is obtained by taking into account symmetries αβ ⇔ βα and µν ⇔ νµ in (17)
due to the presence of gαβ,0gµν,k. The important property of A
αβ0µνk is its antisymmetry
with respect to interchange of the two pairs of indices
Aαβ0µνk = −Aµν0αβk. (19)
2 We shall use this standard terminology, or alternatively ‘canonical Hamiltonian’, both of which however,
can be misleading because for the canonical treatment of singular systems the total Hamiltonian, HT , not
its individual parts, is needed to provide the complete description.
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Using the explicit form of (5) we can rewrite the coefficients B(αβ0|µνk) in terms of the Aαβ0µνk
and Eαβµν
B(αβ0|µνk) = Aαβ0µνk + g0kEαβµν − 2g0µEαβkν . (20)
Now, the relation between Dirac’s Lagrangian LD and the Lagrangian of PSS, LPSS,
takes the form
LD = LPSS − 1
2
√−gAαβ0µνkgαβ,0gµν,k . (21)
Note that at the Lagrangian level the difference between the PSS and Dirac formulations does
not affect the equations of motion and, in this sense, the two formulations are equivalent.
Now, we analyze this difference from the point of view of the Hamiltonian formulation. If
we have the two Lagrangians, then we can introduce the two corresponding Hamiltonians
which, as we know, give the same gauge invariance [9, 10]. Let us find the relation between
their phase-space variables and constraints. This will provide a clue about the changes
which can be performed at the Hamiltonian level in a constrained system that will preserve
its properties.
The two Lagrangians in (21) differ from each other by the terms linear in time derivatives
of the metric tensor; this will affect the expression for conjugate momenta in these two
Hamiltonian formulations. For PSS we have
piγσ =
δLPSS
δgγσ,0
, (22)
while for the Dirac formulation the momentum is
pγσ =
δLD
δgγσ,0
=
δLPSS
δgγσ,0
+
δL∗
δgγσ,0
. (23)
To obtain the relation between these two momenta, we subtract the last two equations,
which gives
piγσ − pγσ = δ
δgγσ,0
(
1
2
√−gAαβ0µνkgαβ,0gµν,k
)
(24)
or
pγσ = piγσ − 1
2
√−gA(γσ)0µνkgµν,k . (25)
Equation (25) represents the transformation of phase-space variables for two Hamiltonian
formulations of GR, [7] and [8].
Thus, we have two Hamiltonians with two sets of phase-space variables,
(
gαβ, pi
αβ
)
and(
gαβ, p
αβ
)
; the momenta of these two sets are connected by the transformation of (25) and
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the components of the metric tensor are identical in both formulations. The two sets of
fundamental Poisson brackets (PB) are:
{gαβ, piµν} = 1
2
(
δµαδ
ν
β + δ
ν
αδ
µ
β
) ≡ ∆µναβ , {gαβ, gµν} = {piαβ , piµν} = 0 (26)
and
{gαβ, pµν} = ∆µναβ, {gαβ , gµν} =
{
pαβ, pµν
}
= 0. (27)
Note that the conjugate momenta have to be introduced for all generalized coordinates
irrespective of whether or not the corresponding time derivatives (“velocities”) for particular
fields are present in the Lagrangian. In fact, in the first order, metric-affine, formulations of
GR due to Einstein [22] (for English translation see [23]) some fields enter the Lagrangian
with no derivatives, but nevertheless momenta, conjugate to all of fields, are needed [16, 24].
For regular, i.e. non-singular, systems, the two sets of phase-space variables are related
to each other by a canonical transformation if and only if the following relations are fulfilled
{gαβ, pµν}g,p = {gαβ , pµν (pi, g)}g,pi = ∆µναβ ,
{gαβ, gµν}g,p = {gαβ , gµν}g,pi = 0,
{
pαβ, pµν
}
g,p
=
{
pαβ, pµν
}
g,pi
= 0. (28)
In our case, which is based on the use of phase-space variables of [7] and [8], we have to
explicitly check in detail only one PB (the rest of PBs is obviously fulfilled) to find
{
pγσ, pδρ
}
g,p
=
{
piγσ − 1
2
√−gA(γσ)0µνkgµν,k , piδρ − 1
2
√−gA(δρ)0αβmgαβ,m
}
g,pi
= 0. (29)
Note that for pairs with at least one temporal index this PB was calculated in [7, 9], where
it is just the PB between primary constraints
{
φσ0, φγ0
}
= 0. (30)
However, this result is also valid for all indices. The PB of (29) shows that Dirac’s mod-
ification of LPSS at the Lagrangian level leads to a Hamiltonian formulation in which the
phase-space variables are canonically related to those of PSS.
Our next goal is to consider the effect of such a canonical change of phase-space variables
on all steps of the Dirac procedure. We can utilize the PB of (29), and, by rearranging
terms, present the canonical part of the PSS Hamiltonian in a different, but equivalent form
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by explicitly creating (extracting) combinations that correspond to a canonical change of
variables
φpq = pipq − 1
2
√−gA(pq)0µνkgµν,k . (31)
This simple rearrangement is very convenient to study canonical transformations and
allows us to present two Hamiltonians of [7] and [8] as one expression that will make trans-
parent the effect of such changes on all steps of the Dirac procedure. By substituting Eq.
(31) into the canonical part of the PSS Hamiltonian, (14), and using (18) we obtain the
total Hamiltonian, (13), where Hc written in terms of φ
pq takes the form
Hc =
1√−gg00 Imnpqφ
mnφpq − 1
g00
φmn
(
g0tgmn,t − 2g0αgαn,m
)
+
1
4
√−g
[
1
g00
(
g0kE(mn)µν − 2g0µE(mn)kν) (g0tδαmδβn − 2g0αδtmδβn)− Bµνkαβt
]
gµν,kgαβ,t .
(32)
Note that (13) and (32) simultaneously represent the total Hamiltonians for both formu-
lations, [7] and [8]. In the Dirac case φαβ = pαβ; while for PSS, φαβ is given by (31). Both
equations (13) and (32) manifestly demonstrate the effect of canonical transformations for
the total Hamiltonians:
HPSST (g, pi) |gµν=gµν ; pγσ=piγσ− 12√−gA(γσ)0µνkgµν,k= H
D
T (g, p) ; (33)
and for the generalized Hamiltonian equations:
gαβ,0 =
{
gαβ, H
PSS
T
}
, pi
αβ
,0 =
{
piαβ, HPSST
}
=⇒ gαβ,0 =
{
gαβ , H
D
T
}
, p
αβ
,0 =
{
pαβ , HDT
}
.
(34)
In [9] the PSS formulation was analyzed by considering the combinations of different
orders in piαβ. Here we will work in orders of φαβ which, due to the simple relation{
φαβ (g, pi) , φµν (g, pi)
}
(g,pi)
= 0, makes the amount of calculations absolutely the same for
the PSS and Dirac formulations. It also makes transparent the effect of the considered
canonical transformation.
Now we calculate the time development of the primary constraints,
φ0σ,0 =
{
φ0σ, Hc
}
.
By working with combinations φαβ, we can use associative properties of PB, and therefore
{φ0σ, Hc} = − δHcδg0σ , where the variation is not performed inside the expression for φαβ , since
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{
φαβ, φµν
}
= 0. The variation − δHc
δg0σ
leads to the following secondary constraint
χ0σ = −1
2
1√−g
g0σ
g00
Imnpqφ
mnφpq + δσm
[
φmk,k +
(
φpkeqm − 1
2
φpqekm
)
gpq,k
]
+
1
2
√−gg0σ
[
−gmn,ktEmnkt + 1
4
gmn,kgpq,t
(−Emnpqekt + 2Ektpnemq + Epqntemk)] . (35)
This expression coincides with the secondary constraint in Dirac’s formulation [10] where
φmn = pmn. In order to show the equivalence of (35) to the secondary constraint of PSS [9],
one has to rewrite this result in terms of pikm using (31).
Let us continue the Dirac procedure and consider the time development of the secondary
constraint
χ0σ,0 =
{
χ0σ, Hc
}
+
{
χ0σ, g00,0φ
00 + 2g0k,0φ
0k
}
. (36)
We have found it more convenient to perform the calculations in different orders of momenta
φµν , which are indicated by the numbers in brackets. We start from the PB of χ0σwith the
primary constraint for which the highest order contribution gives
{
χ0σ (2) , φ0γ
}
= −1
2
δ
δg0γ
(
g0σ√−gg00
)
Imnpqφ
mnφpq = −1
2
gσγχ00 (2) . (37)
Using this higher order result, (37), as a guide, we have to verify by calculation that
to all orders of φkm this structure is preserved. The explicit calculation confirms that the
following PB is valid to all orders of φkm
{
χ0σ, φ0γ
}
= −1
2
gγσχ00. (38)
We obtained this relation for both formulations, [9] and [10], and it demonstrates the form-
invariance of the PB among the primary and secondary constraints for canonically related
formulations. Now we proceed and find the PB of the secondary constraints with the canon-
ical part of the Hamiltonian {χ0σ, Hc}. As before, we start from the highest order contribu-
tion, which for this part is of third order in φab,
{
χ0σ, Hc
}
(3) =
{
χ0σ (2) , Hc (2)
}
= − 2√−gg00g
σdφabIabcd
g0c
g00
(
−1
2
1√−gImnpqφ
mnφpq
)
;
(39)
it can be presented as a term proportional to χ00 (2) or χ0c (2), or as a linear combination of
both. So, we have many possible and non-unique ways to present this result, which requires
us to investigate all combinations, to all orders. Such an approach involves a considerable
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amount of calculation. The wrong choice can lead to the erroneous conclusion that the
time development of the secondary constraint χ0σ is not proportional to the secondary
constraints and gives rise to tertiary constraints, etc. The approach that allows one to
perform unambiguous calculations (sort out the contributions uniquely in terms of secondary
constraints) is presented in the Appendix and here we give only the final result:
{
χ0σ, Hc
}
= −
[
2√−g Ipqmk
gσm
g00
φpq + g0σg00,k + 2g
σpg0p,k + g
σp g
0q
g00
(gpq,k + gqk,p − gpk,q)
]
χ0k
− δσ0χ0k,k +
1
2
gσkg00,kχ
00, (40)
which is easy to compare with the results obtained for the Dirac and PSS formulations in
[9] and [10]. Note that again the constraints and structure functions are different for the
two formulations; but the whole structure of (40) is form-invariant. In fact, (40) can be
presented in the following compact form {χ0σ, Hc} = V σγ (g, φ, ∂)χ0γ where upon a canon-
ical transformation not only the constraints, but also the structure functionals V σγ of one
formulation transforms into another independently. Equation (40) proves at the same time
the closure of the Dirac procedure for both formulations. This equation, along with (38) and
(30), is sufficient to find the gauge generators and derive the gauge transformations for both
formulations. We do not want to repeat such calculations here, since they are given in detail
in [9] and [10] using two different methods described in [13] and [12]. The result of such
calculations is the four-dimensional diffeomorphism invariance (1) (for both formulations)
that follows directly using each formalism, without any non-covariant and field-dependent
redefinition of the gauge parameters; and the gauge transformation can be written in the
covariant form (1) for all components of the metric tensor. For completeness we provide the
expression for the canonical part of the Hamiltonian
Hc = −2g0σχ0σ+
(
2g0mφ
mk
)
,k
−
[√−gEmnkigmn,i −√−ggµν,i g0µ
g00
(
gνkg0i − gνig0k)]
,k
. (41)
In both formulations, Hc is the sum of the term proportional to the secondary constraints,
−2g0σχ0σ, and the total spatial derivatives, despite having different expressions for χ0σ and
φmk (for details see [9] and [10]).
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III. CONCLUSION
We have analyzed the relation between the two Hamiltonian formulations of GR, [7] and
[8], which allow one to derive four-dimensional diffeomorphism invariance [9, 10]. It has been
shown that the full sets of phase-space variables for these two formulations are related to each
other by a transformation of (25), which satisfies the condition of canonicity (28) known for
the Hamiltonian formulations of non-singular systems. It also preserves the form-invariance
of the expressions for the total Hamiltonians (33). These properties are well known for
Hamiltonian formulations of systems with regular (i.e., non-singular) Lagrangians. Despite
these similarities with regular systems, the analysis of singular systems has a peculiarity; in
the former, condition (28) is necessary and sufficient for equivalence of the two formulations,
whereas in the latter case (for singular systems) this condition is necessary, but not sufficient.
For singular systems it is also important to preserve the form-invariance of the algebra of
constraints, as is the case for the PSS and Dirac formulations (see (30), (38), and (40)).
As we demonstrated in [10], if one is tempted to convert the ADM variables into canonical
ones then, to satisfy (28) all momenta have to be involved, which leads to the relationships
between “old” and “new” momenta given by Eqs. (163-165) of [10]
p00 = −Π1
2
(−g00)1/2 , (42)
p0m = Π
1
2
(−g00)−1/2 g0m +Πk 1
2
ekm, (43)
ppq = −Π1
2
(−g00)−3/2 g0pg0q +Πk 1
2
(
g0p
g00
ekq +
g0q
g00
ekp
)
+Πpq, (44)
or Eqs. (166-168) for the inverse transformations (see [10], p. 608-609)
Π = −2 (−g00)−1/2 p00, (45)
Πn = 2gmnp
0m + 2g0np
00, (46)
Πpq = ppq +
g0q
g00
g0p
g00
p00 − g
0p
g00
p0q − g
0q
g00
p0p, (47)
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where pαβ and {Π,Πk,Πpq} are momenta conjugate to gαβ and
{
N,Nk, gpq
}
, respectively.
This transformation (Eqs. (163-165) or Eqs. (166-168) of [10]) can be called canonical,
if only the PBs (28) among phase-space variables are concerned. However, as we have
shown for the example of ADM gravity, even if momenta conjugate to the ADM variables
are introduced according to (28), which is a canonical transformation in the ordinary sense,
then these transformations nevertheless destroy the form-invariance of the total Hamiltonian;
the space-space “velocities”, which were eliminated at the first step of the Dirac procedure,
reappear again, and it is not clear what to do with them at this stage of the Hamiltonian
analysis (see Sec. 4.4 of [10] for the detail discussion).
For non-singular systems, the canonicity condition (28) is actually independent of the
particular form of the unconstrained Hamiltonian; and the canonical transformations au-
tomatically convert the Hamiltonian, written in terms of one set of phase-space variables,
into another Hamiltonian. Whereas for singular systems the Hamiltonian (that is, the to-
tal Hamiltonian) consists of two distinct parts namely, the ‘canonical Hamiltonian’ and a
linear combination of primary constraints, both of which play different roles. In particular,
the number of primary constraints corresponds to the number of “velocities” that cannot
be solved in terms of momenta, and, for systems with first-class constraints, it defines the
number of gauge parameters, an important intrinsic characteristic of a theory. Thus, in the
case of singular systems, the explicit form of the total Hamiltonian becomes crucial and only
transformations that preserve this form (as in (33)) keep different formulations equivalent.
This additional condition makes the canonical transformations for singular systems much
more restrictive in comparison to non-singular systems.
We have considered two equivalent Hamiltonian formulations of GR, connected by a rel-
atively simple transformation that involves only a change of momenta. But even from this
simple case, it is possible to make a conjecture that the equivalence of different Hamilto-
nian formulations of singular systems (at least restricted to systems with only first-class
constraints) is preserved if the complete set of their phase-space variables is related by a
canonical, in ordinary sense, transformation, which in addition, must preserve the form-
invariance of the total Hamiltonian and the algebra of constraints. The transformation that
does not satisfy these conditions will not lead to a Hamiltonian formulation equivalent to
the original theory (Einstein’s GR, as well as any other singular system).
Let us demonstrate our conjecture by the simple example, or the toy model recently
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analyzed in [25], which illustrates the importance of the compliance of both additional
conditions: the preservation of the form-invariance of the total Hamiltonian and the algebra
of constraints. The following model is considered in [25]:
L1 = −1
2
aa˙2
N
+
1
2
Na , (48)
which after the change of variables (“parametrization”, according to [25])
N =
√
µ , a = a (49)
becomes
L2 = −1
2
aa˙2√
µ
+
1
2
√
µa . (50)
The Hamiltonian formulations for these two Lagrangians, (48) and (50), are presented in
[25] (Sec. 3) including the restoration of gauge symmetries using the algorithm of [13]. The
two total Hamiltonians are:
H
(1)
T = N˙P −NT1 , H(2)T = µ˙pi − 2µT2 , (51)
where P and pi are momenta conjugate to N and µ, respectively; and T1 and T2 are the sec-
ondary first class constraints of two formulations (all details and explicit form of constraints
can be found in [25]). The PBs among primary and secondary constraints for these two
formulations are:
{P, T1} = 0 , {pi, T2} = 1
2µ
T2 . (52)
This difference in the algebra of constraints is responsible for distinct transformations of
these two formulations, because the generators are built from all the first class constraints
(this is Dirac’s conjecture [27] realized as the algorithm in [13]). Consequently, they depend
on the algebra of PBs among all first class constraints. From the canonicity condition, which
reads for this model
N˙P =
1
2
√
µ
µ˙P = µ˙
(
1
2
√
µ
P
)
= µ˙pi , (53)
and using (49) (in addition to (53)), we obtain the relation between the momenta:
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P = 2
√
µpi. (54)
This phase-space transformation and its inverse leads to
{N,P}µ,pi = {µ, pi}N,P = 1. (55)
(Note that in this simple model, the transformations of N and P are decoupled from the
transformations of a and p.)
The change of phase-space variables (49) and (54) can be called canonical because of (55),
but this is not enough for there to be equivalence of the two Hamiltonians (51) because
the algebra of constraints (52) is different, contrary to the preservation of the constraint
algebra for PSS and Dirac formulations (see the discussion after (40)) that guarantees the
equivalence of gauge transformations. In [25, 26] great attention is paid to the condition of
canonicity (28) and verification of it for different parametrizations is emphasized. However,
the example in [25] provides simple and explicit illustration of our point that the notion
of canonicity is more complicated for constrained Hamiltonian systems and the ordinary
condition on PBs is necessary, but not sufficient. For this simple example the variables
(49) and (54) have canonical PBs (55) and there is no need to use the effective Lagrangian
(Sec. 4 of [25]) if only the PBs are concerned. The canonical transformation between Dirac’s
variables (metric and the corresponding momentum) and ADM is calculated in the extended
phase-space approach, and it was shown that it preserves the canonical structure of PBs.
However, we would like to mention that these transformations, Eqs. (12) and (18) of [26]
and Eqs. (9) and (73) of [25], do not touch the variables from the gauge and ghost sectors
of the extended phase space and are in fact the same as we constructed before for ADM
gravity (see Eqs. (166-168) of [10]) without reference to any extension of a phase space. In
[10] this was done to illustrate that it is possible to make changes from the Dirac to ADM
phase-space variables in such a way that the fundamental PBs preserve a canonical form,
but this change destroys the constraint structure and as such are not sufficient to ensure
the equivalence of the two formulations (see discussion on p. 609 of [10]). In the extended
phase-space approach, presented in [25, 26], this question cannot be analyzed because the
Hamiltonian for the effective action is presented neither in [26], nor in [25]. This was done
only for the simple model described above, where the PBs (55) are canonical. The extended
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phase-space Hamiltonian is written and the gauge transformations are obtained, but they
are different from the transformations that the author calls “correct” [25]; and both are
different from the transformations that should be called “canonical” [28].
The motivation for the approach of [25, 26] was based on the results of the ADM Hamil-
tonian formulation that is not related to the Dirac [8, 10] and PSS [7, 9] formulations by a
canonical transformation [10, 29, 30], and consequently, leads to the gauge transformations
which differ from diffeomorphism. An answer in the affirmative to the question posed by
Shestakova in [25]“Would not it be better to restrict ourself by transformations in phase space
of original canonical variables in the sense of Dirac?” (i.e. metric) cannot be reconciled with
the statement of [25] “the ADM parametrization is more preferable”(but it does not lead
to diffeomorphism when the Dirac method is applied). The solution of this dilemma is pro-
posed in [25]: “we cannot consider the Dirac approach as fundamental and undoubted”, and
one ought to conclude (based on this choice) that the ADM parametrization is, at least,
more fundamental and less doubted. So, as an alternative to the Dirac parametrization-
dependent method, another approach is proposed: the extended phase space; by switching
from the original Lagrangian to another, effective, Lagrangian the equivalence of which to
the original was not proven; further many other questions, related to this proposal, remained
unanswered in [25, 26], e.g.“how to construct a generator of gauge transformations in phase
space” [26]. It is difficult to discuss in detail the alternative approach before, for example,
the equivalence of the EH and effective action is demonstrated. We argue that because
the Dirac approach allows unique selection of the canonical variables, it is more preferable
than approaches (if they exist) that lead to many canonical formulations. Our answer to
the above question (in italic) is “YES” and, because of this, we doubt that the approach
proposed in [25, 26] or any other approach “will restore a legitimate status of the ADM
parametrization” [25]. The detailed discussion of the many attempts to modify the Dirac
method to eliminate, what is, in our opinion, its the most attractive feature, the uniqueness
of a canonical formulation, is left for another paper.
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V. APPENDIX
In this Appendix we describe the calculation of {χ0σ, Hc}, (40), that proves the closure of
the Dirac procedure. This result is also needed to find generators and gauge transformations
which are discussed in detail for both formulations in [9] and [10].
As we have already pointed out, it is more convenient to perform the calculations in dif-
ferent orders of momenta φµν , which are indicated by the numbers in brackets. Comparison
of contributions of the highest order in φkm into the constraints χ0σ, (35), leads to a simple
relation: χ0m (2)− g0m
g00
χ00 (2) = 0. A generalization of this result to all orders gives
χ0m − g
0m
g00
χ00 = ψ0m (56)
where
ψ0m = φmk,k +
(
φpkeqm − 1
2
φpqekm
)
gpq,k . (57)
If the Dirac procedure is closed in terms of the constraints
(
χ00, χ0k
)
, then it is also
closed in terms of
(
χ00, ψ0k
)
, and vice versa, which follows directly from (56). However,
working with the
(
χ00, ψ0k
)− pair allows us to sort terms unambiguously because we have
only the following non-zero contributions in both constraints: χ00 (2), χ00 (0), and ψ0k (1),
so separating terms of different order in φkm simplifies calculations (note that in [9] this
procedure could not be simplified to such an extent).
Let us start with {χ00, Hc}. In the highest order, this PB, (39), unambiguously gives
(there are no derivatives of φkm in this expression, so it cannot be proportional to ψ0k):
{
χ00, Hc
}
(3) =
{
χ00 (2) , Hc (2)
}
= − 2√−g
g0dg0c
g00g00
φabIabcdχ
00 (2) . (58)
In the next order, we have contributions with and without derivatives of the momenta φkm:
{
χ00, Hc
}
(2) =
{
χ00 (2) , Hc (1)
}
(φ∂φ) +
{
χ00 (2) , Hc (1)
}
(φφ) , (59)
which we consider separately starting from the terms proportional to φ∂φ. Such terms might
be presented as proportional to the corresponding orders of the
(
χ00, ψ0k
)− pair through
either derivatives of χ00 (2) or φφmk,k , both of which have a particular structure in the indices.
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Again this allows us to sort such terms uniquely:
{
χ00 (2) , Hc (1)
}
(φ∂φ) = −g
0k
g00
χ00,k (2) (φ∂φ)−
2√−g Imnpqφ
mn g
0p
g00
ψ0q (∂φ) (60)
where
χ00,k (2) = χ
00
,k (2) (φ∂φ) + χ
00
,k (2) (φφ) = −
1√−g Imnpqφ
mnφ
pq
,k −
1
2
φmnφpq
(
1√−gImnpq
)
,k
,
(61)
ψ0m = ψ0m (∂φ) + ψ0m (φ) = φmk,k +
(
φpkeqm − 1
2
φpqekm
)
gpq,k . (62)
By performing the completion of (60) to full expressions χ00,k (2) and ψ
0q (1), and combin-
ing them with the second term of (59), we obtain
{
χ00 (2) , Hc (1)
}
(φφ) +
g0k
g00
χ00,k (2) (φφ) +
2√−g Imnpqφ
mn g
0p
g00
ψ0q (φ)
that, in case of closure, can be proportional only to χ00 (2). For the second order, we finally
have {
χ00, Hc
}
(2) = −g
0k
g00
χ00,k (2)−
2√−g Imnpqφ
mn g
0p
g00
ψ0q
+
[
−g
0kg0αg0β
(g00)2
gαβ,k +
1
2
g0kg00,k −
(
g0k
g00
)
,k
]
χ00 (2) . (63)
Next, the first order
{
χ00, Hc
}
(1) =
{
χ00 (2) , Hc (0)
}
+
{
χ00 (0) , Hc (2)
}− (Eq.(58)) (χ00 (2)→ χ00 (0)) (64)
can be proportional to only ψ0k, where the last term comes from the completion of (58) to
the full (all orders) constraint χ00. Here and in what follows the equations (Eq.(#)) inside
the formulae are used to indicate that the right-hand side of (Eq.(#)) must be substituted
with the change indicated by “→”.
In the last order, by using a similar compensation from the second order, we have
{
χ00, Hc
}
(0) =
{
χ00 (0) , Hc (1)
}− (Eq.(63)) (χ00 (2)→ χ00 (0) , ψ0k → 0) (65)
which, in the case of closure, should give zero. This is confirmed by explicit calculation.
By calculating (64) and combining it with the results of (58) and (63), we obtain:
{
χ00, Hc
}
= − 2√−g Imnpqφ
pq g
0mg0n
g00g00
χ00 − g
0k
g00
χ00,k −
2√−g Imnpqφ
mn g
0p
g00
ψ0q
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+[
−g
0kg0αg0β
(g00)2
gαβ,k +
1
2
g0kg00,k −
(
g0k
g00
)
,k
]
χ00 − ψ0k,k −
g0αg0β
g00
gαβ,tψ
0t, (66)
and in terms of χ00 and χ0k equation (66) gives:
{
χ00, Hc
}
= −
(
2√−g Imnpkφ
mn g
0p
g00
+
g0αg0β
g00
gαβ,k
)
χ0k − χ0k,k +
1
2
g0kg00,kχ
00. (67)
In a similar way, order by order, we consider the PB of ψ0k with Hc, which leads to
{
ψ0m, Hc
}
= − 2√−g Ipqknφ
pqemnψ0k − g
0m
g00
g0k
g00
χ00,k +
g0m
g00
ψ0k,k + 2
(
g0k
g00
)
,k
ψ0k
− g
0p
g00
eqm (gpk,q − gpq,k − gqk,p)ψ0k (68)
+
[
g0m
g00
g0q
g00
eqkgpq,k +
1
g00
(
g0qekm − g0keqm − g0meqk) g0q,k + 1
2
ekmg00,k
]
χ00.
Now, using Eq. (56) and Eqs. (66) - (68) we find {χ0m, Hc} in terms of χ00 and χ0k
{
χ0m, Hc
}
=
{
g0m
g00
χ00 + ψ0m, Hc
}
=
g0m
g00
{
χ00, Hc
}
+ χ00
{
g0m
g00
, Hc
}
+
{
ψ0m, Hc
}
= −
[
2√−g Ipqknφ
pqgmn + g0mg00,k + 2g
pmg0p,k +
g0p
g00
gqm (gpk,q + gpq,k − gqk,p)
]
χ0k+
1
2
gkmg00,kχ
00.
(69)
Finally, Eqs. (67) and (69) which are written in terms of
(
χ00, χ0k
)
can be combined into
one covariant expression expression, Eq. (40), given in the main text.
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