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a b s t r a c t
A minimum volume (MV) set, at level α, is a set G∗α having minimum volume among all
those sets containing at least α probability mass. MV sets provide a natural notion of the
‘central mass’ of a distribution and, as such, have recently become popular as a tool for the
detection of anomalies in multivariate data. Motivated by the fact that anomaly detection
problems frequently arise in settings with temporally indexed measurements, we propose
here a new method for the estimation of MV sets from dependent data. Our method is
based on the concept of complexity-penalized estimation, extending recent work of Scott
and Nowak for the case of independent and identically distributed measurements, and has
both desirable theoretical properties and a practical implementation. Of particular note is
the fact that, for a large class of stochastic processes, choice of an appropriate complexity
penalty reduces to the selection of a single tuning parameter, which represents the data
dependency of the underlying stochastic process.While in reality the dependence structure
is unknown, we offer a data-dependent method for selecting this parameter, based on
subsampling principles. Our work is motivated by and illustrated through an application
to the detection of anomalous traffic levels in Internet traffic time series.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction
Given a probability measure P , defined with respect to a reference measure µ, a minimum µ-volume set with marginal
mass at least α is a set
G∗α = argmin
G∈G0
{µ(G) : P(G) ≥ α} , (1)
where G0 is the collection of all measurable sets. That is, G∗α is effectively a set containing the 100× α% ‘central mass’ of the
measure P . Minimum volume (MV) sets, although perhaps not part of the ‘mainstream’ collection of tools for the common
practitioner, nevertheless have a history going back to at least the 1970s. Early on they were used to obtain robust estimates
of location and scale (e.g., [32,33]), and later theywere used in the study of themodality of a distribution (e.g., [17,22]). More
recently, they have received a good deal of attention in the literature on anomaly detection (e.g., [41,34,40,37]).
It is this last application – anomaly detection – that motivates the work in this paper. Of particular interest to us is
the problem of detecting anomalous levels of traffic load in Internet networks. Security concerns, for everyone ranging
from individual Internet users to corporate Internet service providers, make the detection of anomalous traffic patterns an
important problem. And arguably one of themost basic patterns of concern is the deviation in levels of load. Such deviations
might result from equipment failure, routing changes, natural social phenomena (e.g., ‘flash crowds’), or malicious behavior,
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Fig. 1. Example residuals of Internet traffic load in Abilene network.
for example. An ability to detect and analyze anomalous traffic load levels, amid the enormous amounts of traffic data
collected daily, is vital for network operators to be able to effectively maintain their networks and the quality of service they
provide, through a combination of appropriate provisioning (e.g., technology upgrades), networkmanagement (e.g., control
of routing patterns), and security precautions.
There are two types of detection tasks that are commonly pursued in this context—one dynamic, and the other static.
The former aims to detect traffic load changes in real time, over short time intervals, as they are happening, for the purpose
of making near-term changes in network settings to compensate. The latter, conversely, seeks instead to analyze archived
data, say over one week periods, and not only detect traffic load changes, but also pursue their root causes, with an eye
towards making better-informed network management decisions. Note that these two tasks operate at quite different time
scales, with distinctly different amounts of data, and have somewhat different goals. Our interest in this paper will be in the
latter of these two.
To illustrate the problem, consider the plots in Fig. 1, showing Internet traffic load data from the Abilene network
(described later, in Section 5.2). The data were gathered at ten-minute intervals for one week, starting from April 3, 2003.
Each point in the plots corresponds to traffic during a single time-interval on a pair of links from each of Indianapolis (IPLS)
and New York City (NYCM) to Chicago (CHIN), and on a pair of links from Sunnyvale (SNVA) to each of Denver (DNVR) and
Kansas City (KSCY). The data are residual traffic loads (in bytes), after detrending in the manner described in Section 5.2. In
both plots, there is a rather cohesive body of data points, covered by a shaded area, the latter corresponding to a minimum
volume set estimated using themethodology proposed in this paper. Also, there is in each plot a collection of outlying points.
These points are the points of potential interest, as they represent ten-minute intervals during which the traffic levels in the
vicinity of the common node (i.e., CHIN and SNVA, respectively) appear to differ noticeably from the rest.
Several features of the data should be acknowledged. First, from Fig. 1 it is clear that the shapes of the underlying
distributions are rather distinct from each other. Second, these distributions are not necessarily well captured by simple
Gaussian ellipsoids or similar. This second assertion is confirmed by the high sample kurtosis in Fig. 1(a) and the pear-
shaped concentration area in Fig. 1(b). Thus, a method for detecting anomalies in such data should ideally make minimal
assumptions about the nature of the typical data, as it will be required to apply equally well to data at any node in
the network. Third, given that these are time series data, the methodology should be designed to account for temporal
correlations.
Methodologies in learning theory – in particular, classification methods – based on dependent data have been studied in
various of situations [42,31,44]. However, with no pre-specified label in the training dataset, MV sets are amore natural tool
for this anomaly detection problem, in that onemay use aMV set to identify some central portion of the data, and take those
points outside that central portion as potential outliers. MV set estimation with dependent data has been studied by, for
instance, Hyndman [18], Polonik and Yao [29,30] andDeGooijer andGannounb [10]within the dynamic context (conditional
probability measures), and in [26] within the static context (‘generalized quantile sets’). In the former situation, although
thesemethods are not intended for the detection task that is of interest to us, theymay in principle be adopted to our context
as an extreme case. Therefore, all these dynamic or static approaches may be potentially considered in detecting traffic load
anomalies. However, these methods have certain shortcomings that we wish to avoid. For example, for dynamic detections,
Hyndman [18] and Polonik and Yao [29] require the explicit specification of the error distribution driving their underlying
stochastic process. De Gooijer and Gannounb [10] and Polonik and Yao [30], although not requiring a specific form for the
error distribution, only illustrate the problem using univariate time series or do not implement the proposed estimator. On
the other hand, for static detections, Polonik [26] provides amore thorough theoretical treatment of his proposed estimators
than we do here of ours, but his contribution lacks the corresponding practical implementation that we provide.
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On a related note,we point out that the concept ofMV set estimation is closely tied to certain other topics in the literature,
such as the estimation of density level sets or density contour clusters (e.g., [27,26,28]) and excess mass estimation and
modality testing (e.g., [16,22,6,24]). Results analogous to those we present here for MV sets can be transferred to these
other contexts.
In this paper, we propose a new method of MV set estimation for multivariate stochastic processes, based on principles
of complexity-penalized estimation, that has both desirable theoretical properties and a practical implementation. Such
principles have been studied based on dependent data in, for example, classification problems [42] and regression
problems [23]. Our method extends recent work of Scott and Nowak [37], for the estimation of MV sets from i.i.d. data, and
involves necessary development of both theory and implementation, in regards to the critical issue of the penalty function
used. We develop several examples of penalty functions, and establish the consistency of the corresponding estimators. We
also present an oracle inequality, which we use in turn to derive rates of convergence for estimation of a certain class of MV
sets with boundaries of Lipschitz smoothness.
Finally, we point out that these penalties can be characterized by a common tuning parameter, which incorporates the
data dependency existing in the underlying stochastic processes. Therefore in practice the choice of penalty within our
approach reduces to selection of the tuning parameter. Ideally, this parameter would be determined a priori based on
knowledge of the true data generating model. However, due to the usual lack of such prior information, we offer a data-
dependent method for its calibration based on data subsampling principles.
The rest of this paper is organized as follows. In Section 2 we introduce our class of complexity-penalized MV set
estimators and study the problemof defining an appropriate penalty function in the context of temporally dependent data. In
Section 3wepresent a number of theoretical properties of our estimators. In Section 4weprovide a practical implementation
of our proposed methodology, using tree-structured recursive dyadic partitioning to define the space of possible MV set
estimates and an adaptive subsampling strategy to calibrate our penalty functions. Applications of this methodology are
given in Section 5, using both simulated data and the Internet traffic data described above. Section 6 contains some closing
discussion. Proofs of all theoretical results may be found in the Appendix.
2. Complexity-penalized minimum volume estimators
2.1. Definition of the estimator
In nonparametric function estimation, where the problem is to estimate a function f based on observations, say, Yi =
f (i/n)+ i, for i = 1, . . . , n, complexity-penalized estimation is a popular strategy. Here the idea is to restrict estimates to
a collection F of possible functions and then select an estimate fˆ from F that optimizes an objective function combining a
standard loss function (e.g., Euclidean distance) with a penalty function i.e.,
fˆ = argmin
f∈F
[loss ({Y1, . . . , Yn}; f )+ pen(f )] , (2)
where the latter discourages the selection of estimates of excessive complexity in an attempt to prevent overfitting. Scott
and Nowak [37] recently introduced a handful of variations on this idea for the problem of estimating a minimum volume
set Gα when the data are i.i.d. In this paper, we extend one particular class of such estimators to the context of data from a
d-dimensional stationary stochastic process Xt with marginal distribution P .
Recall the definition in (1) of G∗α (with volume µ∗α) as the MV set over G0. For practical reasons, it will be convenient to
work not with the collection G0 of all measurable sets, but rather with an appropriately defined sub-collection, G ⊂ G0. We
define an approximation of G∗α , with respect to this sub-collection, as
G∗G,α = argmin
G∈G
{µ(G) : P(G) ≥ α} . (3)
Given a training sample S = {X1, . . . , Xn}, we might define an estimator of G∗G,α simply by replacing P by P̂ , where P̂ is the
standard empirical probabilitymeasure. However, ifG is too rich, we are likely to overfit the data. The extreme case is where
G = G0, in which case this naive strategy would estimate G∗G,α by a set with support only on the observed data, which is
clearly nonsense.
To remedy this situation, in analogy to the expression in (2), we will define estimators for G∗G,α deriving from a particular
complexity-penalized form of the criterion in (3), i.e.,
ĜG,α,δ = argmin
G∈G
{
µ(G)+ 2φ(G, S, δ) : P̂(G) ≥ α − φ(G, S, δ)} . (4)
Here φ(G, S, δ) is a penalty, defined as a function of the set G, the training sample S, and a control parameter 0 < δ < 1. The
penalty function acts to allow a certain degree of tolerance in the optimization that will in turn produce a certain degree
of smoothing. We provide a formal definition momentarily, in the next section. The precise form of this estimator is due
to Scott and Nowak [37], which they term a ‘structural risk minimization’, in analogy to similar estimators in the machine
learning literature for nonparametric function estimation and classification. However, as our focus here is not on drawing
specific parallels with this literature, we will not emphasize this particular perspective.
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2.2. Complexity penalties and their properties
In analogy with Scott and Nowak [37], we define the complexity penalty φ as follows.
Definition 1. Given a sample S = {X1, . . . , Xn} from a stationary stochastic process Xt and G a class of measurable sets,
denote by P (n) the joint distribution of S. We say φ is a (distribution free) complexity penalty for G if and only if for all
distributions P (n) and δ ∈ (0, 1),
P (n)
{
sup
G∈G
(
|̂P(G)− P(G)| − 1
2
φ(G, S, δ)
)
> 0
}
≤ δ.
From this definition, we see that the complexity penalty φ controls the rate of uniform convergence of P̂ to P in G. The next
theorem shows that in doing so we can control the relative accuracy of our estimator, with respect to the marginal measure
P and the reference measure µ.
Theorem 2. If φ is a complexity penalty for G, then given 0 < δ < 1 and a sample S,
P (n)
{
P (̂GG,α,δ) < α − 2φ(̂GG,α,δ, S, δ) or µ(̂GG,α,δ)+ 2φ(̂GG,α,δ, S, δ) > µ(G∗G,α)+ 2φ(G∗G,α, S, δ)
}
≤ δ.
The proof is similar to that of Theorem 3 in [37], and hence is omitted.
In order to provide some insight into the role that the complexity penalty is playing, it pays to rewrite the result in
Theorem 2 as follows. Consider a fixed set G and a fixed small value 0 < δ < 1. Let φ(G, S, δ) be a complexity penalty based
on G. Then with probability at least 1− δ, we have
α − P (̂GG,α,δ) ≤ 2φ(̂GG,α,δ, S, δ) (5)
and, by the fact that φ(̂GG,α,δ, S, δ) ≥ 0,
µ(̂GG,α,δ)− µ∗α ≤ µ(G∗G,α)− µ∗α + 2φ(G∗G,α, S, δ). (6)
We call α− P (̂GG,α,δ) themissing mass andµ(̂GG,α,δ)−µ∗α the excess volume. In order for our estimator to approach the real
MV set in G0 it is necessary to have both quantities go to 0. This may be accomplished by letting the sample size n → ∞
and letting G expand to G0 in an appropriate manner, for a correspondingly appropriate definition of φ. We present a formal
consistency result along these lines in Section 4.
Clearly the construction of the penalty φ is crucial to the performance of our estimator. In particular, it is easy to imagine
that the form of φ must change with the dependency structure of the data, since in general the behavior of the empirical
measure P̂ depends on the correlation in the data. Therefore, the results of [37] for i.i.d. data are not appropriate here. We
present a number of new penalties next, in connection with properties of certain common classes of stochastic process.
2.3. Complexity penalties for dependent processes
Our main tool in deriving the complexity penalties below, as can be seen from the proofs of Theorems 3 and 4 in the
Appendices, are concentration inequalities, which bound the deviation of the empirical probability measure P̂ from its real
counterpart P . Classical concentration inequalities based on independent and identically distributed data can be generalized
to various situations with dependent data. We consider two cases here: (i) q-dependent processes, and (ii) strong-mixing
processes.
A stationary stochastic process Xt is a q-dependent process if its autocorrelation function is non-zero only for the first q
lags. That is, the variables Xt and Xt ′ are correlated only when |t − t ′| ≤ q. The well-known MA(q) process is a commonly
used example. For q-dependent processes, we have the following result.
Theorem 3 (Complexity Penalties for q-Dependent Processes). Let X1, . . . , Xn be a sample of a stationary q-dependent process.
Without loss of generality, we assume m = n/(q+ 1) ∈ Z. Consider a countable set G1 with an operator ‖ · ‖ assigned to every
G ∈ G1 such that ∑G∈G1 2−‖G‖ ≤ 1, a VC class G2 with VC-dimension VG2 , and in general any set G3 that is closed under set
compliment. Then φq-dep1/φq-dep2/φq-dep3 are complexity penalties for G1/G2/G3, respectively, where
φq-dep1(G, S, δ, n) =
√
2
m
[‖G‖ log 2+ log(2/δ)], (7)
φq-dep2(G, S, δ, n) =
√
128
m
log
[
8(q+ 1)mVG2
δ
]
, (8)
φq-dep3(G, S, δ, n) = 2R∗n(G3, S)+ 6
√
1
2m
log(2/d). (9)
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Here
R∗n(G3, S) =
2
n
E(σ )
∑
j
sup
G∈G3
∑
i∈Cj
σiIG(Xi)

is called the fractional Rademacher penalty and σi are independent Rademacher random variables. Also, E(σ ) refers to the
expectation w.r.t. σi, and Cj is the independent class of this q-dependent process (see the proof of Theorem 3 for details).
The proof of this result may be found in Appendix A and is based on a concentration inequality for q-dependent processes
that appears to be new, and therefore of some independent interest itself. The complexity penalties (7)–(9)may be compared
to the analogous penalties for i.i.d. data provided by Scott and Nowak [37] (also note their slightly different definition of φ),
which has the form
φi.i.d.1(G, S, δ, n) =
√
2
n
[‖G‖ log 2+ log(2/δ)], (10)
φi.i.d.2(G, S, δ, n) =
√
128
n
log
[
8nVG2
δ
]
, (11)
φi.i.d.3(G, S, δ, n) = 2R˜∗n(G3, S)+ 4
√
1
2n
log(2/d), (12)
where
R˜∗n(G3, S) =
2
n
E(σ )
[
sup
G∈G3
n∑
i=1
σiIG(Xi)
]
is the Rademacher penalty. A direct consequence of the dependence structure is the inflation in penalty due to the increase
of complexity. The first two penalties coincide with their independent counterparts by letting q = 0. However, the third
penalty does not mirror the i.i.d. under this condition because of a less restrictive concentration inequality (see Appendix A
for details). More details can be found in [12].
Elements of a q-dependent process Xt are each dependent only on a finite number of past values, since the
autocorrelation is non-zero only up to q lags. A richer family of stochastic processes, where dependency vanishes only in
the limit, is the family of strong-mixing processes (e.g., [14]). Particularly, Xt is called strong-mixing with coefficient α if
supA∈F 0−∞,B∈F∞k |P(AB)− P(A)P(B)| = α(k)→ 0 as k→∞, whereF
t2
t1 is the σ -field generated by {Xt : t1 ≤ t ≤ t2}. In this
context, we only focus on the stationary members of this family. For this class of processes, we have the following result, of
which the proof may be found in Appendix B.
Theorem 4 (Complexity Penalty for Strong-Mixing Processes). Let X1, . . . , Xn be a sample of a stationary strong-mixing process
with the α-coefficient α(k) satisfying
α(k) ≤ a exp(−ckb), k ≥ 1, a > 0, b > 0, c > 0. (13)
Let
n(α) =
n⌈(8n
c
) 1
1+b
⌉−1 .
Consider a countable set G, with ‖ · ‖ defined as in Theorem 3. Then the following is a complexity penalty for G:
φSM1(G, S, δ, n) =
2
3v0(G)+
√
4
9v
2
0(G)+ 2v0(G)n(α)
n(α)
, (14)
where
v0(G) = log(1+ 4ae−2)+ ‖G‖ log 2+ log(2/δ).
Alternatively, we may relax the value in (14) to
φSM2(G, S, δ, n) =
√
14
3n(α)
[
log(1+ 4ae−2)+ ‖G‖ log 2+ log(2/δ)]. (15)
Parameter a bounds the mixing coefficient. Since α(k) ≤ 1/4 [3], for stationary strong-mixing processes we may always
bound a by 1/4. Parameter b controls the tapering rate of the dependence. Typical values of b include that of b = ∞ for
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independent processes, b = 1+(k)with (k)→ 0 form-irreducible, aperiodic positively recurrentMarkov chains [4], and
b = 1 for stationary ARMA processes under regularity conditions [45]. The relationship between c and the auto-regressive
coefficients of an ARMA process can also be found in [45].
While penalties (7) and (15) are each interesting in their own right in relation to the specific data generating process to
which they correspond, ideallywewould prefer to have a single penalty that ismore universal and, at the same time, one that
involves aminimumof tuning parameters to be set by the user. Such characteristics would better facilitate the simultaneous
large-scale usage of the penalty with diverse measurements, as in the Internet example described in Section 1.
A penalty of this nature may be derived by noting that the form of the penalty in (15) is not far from that in (7) and
(10), with the main difference being the replacement of n in the latter two by n(α) in the former. In addition, recall that in a
stationary ARMA process, we have b = 1 and thus n(α) ∼ n1/2. Therefore penalties (7) and (15) can both be bounded by a
value – which therefore itself is a complexity penalty – of the form
φARMA(G, S, δ, τ , n) =
√
τ√
n
[‖G‖ log 2+ log(2/δ)], (16)
for some appropriately chosen τ > 0, which reflects the level of dependence in the data. It is the complexity penalty (16)
that we will consider in the implementation and applications that follow later in the paper, as described in Sections 4 and 5.
Of course, if we have sufficient knowledge of the underlying generating process, we can derive values for the tuning
parameter τ . Call such values τderived. Unfortunately, without such knowledge, as is common in practice, these derived values
are largely of theoretical interest only. For example, by relating (7) and (16) we have τderived = 2(q + 1)/√n for an MA(q)
process, which requires knowledge of q. Without such knowledge, we might consider using a plug-in estimate qˆ based
on some appropriate construction of MA models. However, there are two potential concerns with such plug-in approaches
here. First, the parametricmodeling inherent in buildingMAmodels in some sense deviates in spirit from the nonparametric
nature of the class of MV estimators. Second, the accurate estimation of parameters like the order parameter q in an MA(q)
model is known to be a nontrivial problem in its own right, which arguably introduces an additional, unwanted source of
uncertainty into the overall MV set estimation process. As a result, we introduce a data-adaptive method for choosing τ in
Section 4.2, based on subsampling principles. We denote the resulting value as τsubsampled.
3. Properties of minimum volume estimators
In this section we study the theoretical properties of our proposedMV set estimator in (4). Our primary results establish,
under appropriate conditions, the consistency of our estimator and an oracle inequality. For these, wemake no assumptions
on the form of the complexity penalty φ other than the conditions in Definition 1. The latter result can in turn be used to
produce results on rates of convergence, which we illustrate through a particular case.
Recall that we identified two types of errors in connection with our estimators ĜG,α,δ in (4): the missing mass, α −
P (̂GG,α,δ), and the excess volume, µ(̂GG,α,δ) − µ∗α . Assume that our marginal probability measure P has a density defined
with respect to µ. A natural measure of performance for estimating G∗G,α by a generic set Ĝ, which balances these two types
of errors, is the quantity
E (̂G) = [α − P (̂G)] + γα[µ(̂G)− µ∗α], (17)
where γα is the density level corresponding to mass α. The performance measure E can also be written as the difference of
the constant α−γαµ∗α and P (̂G)−γαµ(̂G), where the latter quantity is often referred to as the excess mass (see Section 1) in
estimating the density level set. We note too that E is similar to, but not identical to, the performance measure used in [37],
in that the latter uses only the positive parts of the missing mass and excess volume and does not balance them by using γα .
The performance measure E is convenient for our purposes—particularly in deriving the oracle inequality stated later in
this section. Anothermeasure of performance of Ĝ is theµ-measure of the symmetric difference Ĝ4G∗α = (̂G\G∗α)∪(G∗α \ Ĝ).
Thismeasure too is intuitively appealing, but somewhat less convenient for our purposes. In any case, the following theorem
describes a certain degree of equivalence between these two measures of performance. The proof is similar to that of
Theorem 10 in [37], and may be found in [12].
Theorem 5 (Equivalence Theorem). Assume µ is a probability measure and P has a density f with respect to µ. Let Gn denote a
sequence of sets. If µ(Gn4G∗α)→ 0 as n→∞, then E(Gn)→ 0 as n→∞. Conversely, if we assume µ({x : f (x) = γα}) = 0,
then E(Gn)→ 0 also implies µ(Gn4G∗α)→ 0, as n→∞. In addition, for a given set G, E(G) = 0 if and only if G = G∗α , up to
a set of µ-measure zero, i.e., G∗α is the global minimizer w.r.t. E .
In the results that follow below, wewill work with the performancemeasure E . Our first result relates to the consistency
of our MV estimators, where we define consistency as follows.
Definition 6. A sequence {̂Gn} of MV set estimates, based on samples X1, . . . , Xn, is said to be (strongly) consistent if
lim
n→∞ E (̂Gn) = 0 a.s.
If additionally {̂Gn} is strongly consistent for all P , then it is said to be (strongly) universally consistent.
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To derive our consistency result, we embed the estimator in (4) in a sequence of estimators, by defining a sequence of
classes Gn, and defining
ĜGn,α,δ,n = argmin
G∈Gn
{µ(G)+ 2φ(G, S, δ, n) : P̂(G) ≥ α − φ(G, S, δ, n)}, (18)
where φ(G, S, δ, n) is a complexity penalty for Gn. We then have the following result.
Theorem 7 (Consistency Theorem). Choose δ = δ(n), the sequence of sets Gn and penalties φ(G, S, δ, n) such that
(1)
∑
n δ(n) <∞;
(2) limn→∞ µ(G∗Gn,α) = µ∗α;
(3) lim supG∈Gn φ(G, S, δ(n), n) = 0.
Then the sequence of estimators ĜGn,α,δ,n given by (18) is strongly universally consistent.
Proof of this result may be found in Appendix C. As an illustration, suppose that Xt is a q-dependent process on the
space X = [0, 1]d. Let δ(n) = n−2, which will satisfy the first condition. Next, let Gn be the class of all sets formed by
taking unions of cells in a regular partition of X into hypercubes of side-length n−1/2d. The second condition will then
be satisfied, by the universal approximation properties of histograms. Since each collection Gn has a finite number 2
√
n
members, we can pursue a penalty like that in (7). Defining ‖G‖ = √n for all G ∈ Gn, thus we have an acceptable operator
as
∑
G∈Gn 2
−‖G‖ = 2√n2−√n = 1. So with these definitions, by Theorem 3, the value
φ(G, S, δ(n), n) =
√
2(q+ 1)
n
[√
n log 2+ log(2/δ)]
is a valid complexity penalty, which in addition can be seen to satisfy the third condition. The corresponding complexity-
penalized histogram estimator in (18) is therefore strongly universally consistent for estimating the MV sets of our
q-dependent process.
We are also able to quantify the performance of our estimator through an oracle inequality.
Theorem 8 (Oracle Inequality). Assume γα ≥ 1 and let ĜG,α,δ be the estimator in (4). Then with probability at least 1− δ,
E (̂GG,α,δ) ≤ γα · inf
G∈G{µ(G)− µ
∗
α + 2φ(G, S, δ) : P(G) ≥ α}. (19)
Proof of this result is briefly outlined in Appendix D. Details can be found in [12]. This is a finite-sample result effectively
stating that the estimator (4) performs nearly as well at trading-off excess volume and missing mass (recall the inequality
in (5)) as an estimator that is ‘ideal’, in the sense of having access to information that we would normally not. The oracle
inequality in (19), while of independent interest, is also useful for deriving rates of convergence, under choice of specific
sets Gn and penalties φ = φ(n), for estimation in a given class of distributions P . In Section 4.1 we will illustrate a result
characterizing the ability of the tree-structured partitioning estimators to estimate MV sets with boundaries of Lipschitz
smoothness.
The condition γα ≥ 1 is arguably restrictive, in that it requires the data distribution to be highly concentrated. However, it
is used here primarily to simplify the statement of our result. If γα < 1, we can always first transform the data by ‘squeezing’
them into a smaller region for which γα ≥ 1, and then later transform the MV set, estimated using the squeezed data,
back to its original space. The following result shows that the performance of the MV set estimated in such a procedure
behaves analogously to that in Theorem 8. In addition, this result corrects the analogous oracle inequality for i.i.d. data in
[37, Thm. 11].
Theorem 9 (Squeezed Oracle Inequality). Assume γα < 1, then we can always find a scaling parameter υ > 1 such that
(1) the scaled data X (υ) = X/υ has the α-density level γ (υ)α ≥ 1
(2) if we denote ĜG,α,δ = υ · Ĝ(υ)G(υ),α,δ , where Ĝ(υ)G(υ),α,δ is the estimated MV set for X (υ), then with probability of at least 1− δ, we
have
E (̂GG,α,δ) ≤ γ (υ)α · inf
G∈G(υ)
{µ(G)− υ−dµ∗α + 2φ(G, S, δ) : P (υ)(G) ≥ α}, (20)
where G(υ) is the class of scaled sets, P (υ) is the probability measure associated with X (υ), and d is the dimension of the data.
The proof of Theorem 9 is briefly outlined in Appendix E. Details can be found in [12]. The squeezed oracle inequality is a
natural generalization of the result of Theorem 8. Of course, from a practical perspective, direct MV estimation based on
original data is always viable as the consistency theorem (Theorem 7) needs no assumption on γα . All numerical examples
in Section 5 are based on direct estimation of MV sets.
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4. Implementation
In this section we develop the details of the specific version of our proposed estimator that we implemented to produce
the examples in Section 5. It is based on the use of a collection G = Gn defined through a certain tree-structured recursive
dyadic partitioning, and a subsampling method for data-adaptive tuning of the complexity penalty.
4.1. MV estimators based on tree-structured sets
The general MV estimator defined in (18) requires specification of a collection Gn and a complexity penalty φn. From a
practical perspective, one would like to choose Gn to have good approximation properties for the types of MV sets to be
estimated, and yet also to be amenable to efficient numerical implementation. Scott and Nowak [37] provide examples of a
number of such classes, based on histograms, VC classes, and tree-structured set estimators. Like those authors, we choose
here to adapt the last of these possibilities to our purpose.
Specifically, let the domain of our stationary stochastic process Xt be X = [0, 1]d, and µ, Lebesgue measure onX. Let
m(n) denote a positive integer, and defineBm to be the collection ofmd cells formed by the regular partition of [0, 1]d into
hypercubes of side-length 1/m. Let c1, c2 > 0 be positive real numbers. ForG∗α anMV set, let ∂G∗α be the topological boundary
of G∗α . Finally, let Nm(G∗α) denote the number of cells in Bm that intersect ∂G∗α . In analogy to various other authors (e.g.,
[7,13,37,38]), we define the box-counting class DBox = DBox(c1, c2) here in our context as the set of all ARMA processes
whose marginal distribution P satisfies the two conditions
(1) P has a marginal density f with respect to µ, such that f ≤ c1;
(2) Nm(∂G∗α) ≤ c2md−1 for allm.
A (binary) tree-structured set is a set in [0, 1]d that effectively is defined through a dyadic decision tree. More precisely, it
is a set, say GT , defined through a binary tree-based rule (i.e., a ‘classifier’) T : X→ {0, 1}, that divides the input space into
hyper-rectangles by means of dyadic splits orthogonal to the axes. The tree T starts with [0, 1]d as the root node, and then
equips (i) each internal node v ∈ T with an integer in {1, . . . , d} to indicate the coordinate split at that stage, and (ii) each
leaf nodewith a 0 or 1. Each node in T therefore corresponds to a hyper-rectangle, and the leaf nodes correspond to terminal
hyper-rectangles, with binary labels indicating those that are and are not in GT .
Let L be a positive integer, and let T L be the collection of all binary, tree-based rules T for which (i) no terminal hyper-
rectangle has any side-lengths smaller than 2−L, and (ii) any two terminal hyper-rectangles separated by a single split
(i.e., siblings) have different binary labels. The first condition guarantees a maximum effective depth for the trees T , in
that none of the d coordinates can be split more than L times. The second condition ensures that each of the terminal splits
are indeed necessary in distinguishing GT from its complement. We then define
GL = {GT : T ∈ T L}, (21)
and will focus on this set in the rest of what follows.
According to (16), a valid complexity penalty is given by√
τ√
n
[‖GT‖ log 2+ log(2/δ)],
where ‖ · ‖, which indicates the relative complexity of a set GT , is defined in Theorem 3. In practice, ‖ · ‖ can be chosen
to be the code length in a prefix code for GL, and therefore by the Kraft inequality [9] we know
∑
GT∈GL 2
−‖GT ‖ ≤ 1. In
addition, also note that the information of a tree T is completely captured by its terminal node set pi(T ). Therefore, if we
let pi(T ) to be the collection of all terminal nodes of T and GA∈pi(T ) to be the corresponding hyper-rectangles in GL, we have
‖GT‖ ≤∑A∈pi(T ) ‖GA‖.
Based on this line of reasoning we extend the ARMA penalty (16) to a resolution-dependent form
φ(GT , S, δ, τ , n) =
∑
A∈pi(T )
√
τ√
n
[‖GA‖ log 2+ log(2/δ)]. (22)
The additive structure of penalty (22) is chosen to allow the implementation of an efficient algorithm [2] in deriving the MV
estimate; and it mimics the i.i.d. penalty employed in [37], which leads to a minimax optimal rate of convergence in that
setting. Finally, we let ‖GA‖ = (3+ log2 d)j(A), where j(A) denotes the depth of A as a node in T .
Based on the penalty (22), the MV set estimator we implement is of the form
ĜGL,α,δ,τ ,n = argmin
G∈GL
{µ(G)+ 2φ(G, S, δ, τ , n) : P̂(G) ≥ α − φ(G, S, δ, τ , n)}, (23)
where L is chosen by the user. For an estimator of this form, it is possible simply to adapt the computational strategy outlined
by Scott and Nowak [37], which relies on a Lagrangian reformulation of the optimization in (23), coupled with a bisection
search to find the optimal Lagrange multiplier. Our specific implementation uses a modified version of these authors’ code
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which, while not optimized, is reasonably efficient. For example, in the simulations of Section 5, calculation of the MV set
with given τ , at sample size 2500 and resolution L = 7 (i.e., the unit square is partitioned with in a dyadic manner up to
power 7), takes about 10 s on a desktop computerwith a 2.0 GHz processor and 2.0 GB ofmemory.We discuss computational
issues further in Section 6.
From the estimation accuracy perspective, given the approximation properties of recursive dyadic partitions, we would
expect that estimators of this form should be good at estimating MV sets for distributions in DBox. The following result
confirms this expectation.
Corollary 10. Let GL be defined as in (21). Let the depth parameter L = L(n) and the complexity penalty parameter δ = δ(n) be
such that
(1) 2L(n) < (
√
n/ log n)1/2d, i.e., ∃C > 0 s.t. 2L(n) ≥ C(√n/ log n)1/2d, ∀n;
(2) δ(n) = O(n−κ) where κ > 1 .
Finally, define ĜGL,α,δ,τ ,n as in (23), with φ(GT , S, δ, τ , n) defined in (22). Then for d ≥ 2 we have
sup
D
(τ )
Box
E
[
E (̂GGL,α,δ,τ ,n)
]
4
(
log2 n
n
) 1
4d
,
whereD (τ )Box consists of those elements in the box-counting classDBox for which φ(GT , S, δ, τ , n) is a valid complexity penalty.
Proof of this result is outlined in Appendix F. Restriction to the class D (τ )Box is necessary because, recall, τ is related to the
dependence structure of the corresponding process, thus a complexity penalty φ(GT , S, δ, τ , n)with a given value of τ will
work only for a certain types of p–q combinations. We note that the rate of convergence stated above is slower than can be
expected. For example, using the minimax penalty, Scott and Nowak [37] establish a convergence rate of (log n/n)1/d based
on a subset ofDBox that includes only randomwalks. Polonik [26] has similar rates for certain of his estimators. Alternatively,
Polonik and Yao [29] provide an example of an estimator of conditional MV sets with a rate of n−1/(d+3). We will not pursue
improved rates here, as they require in this context a more subtle development of complexity penalties for dependent data,
as we discuss briefly in Section 6, which is beyond the scope of this paper. Instead, we turn our attention now to the practical
implementation of our methodology.
4.2. Selection of the complexity penalty parameter via subsampling
The proposed complexity penalty, and hence the estimator, assumes knowledge of an appropriate parameter τ . In
principle, this can be set arbitrarily by the user based on either the understanding of the data properties (e.g., the dependence
structure of a stochastic process) or empirical or heuristic experiences (e.g., the damping parameter of 0.01 in [37]). However,
to avoid the subjectiveness associated with pre-specification it is better to have a data-dependent method of selection,
one which will attempt implicitly to account for the correlation structure in the data. We propose a subsampling method
[25, Chap. 3] for this purpose, and refer to the result as τsubsampled.
Ideally, a sensible value is τsubsampled = τ ∗, where
τ ∗ = argmin
τ>0
E
[
E
(̂
GGL,α,δ,τ ,n
)]
, (24)
for E defined in (17), andwhere ĜGL,α,δ,τ ,n is the estimator in (23), indexed by τ now as well to emphasize its dependence on
this parameter. Note, however, that the alternative performance measure E ′(G) , γαµ(G)− P(G) also has G∗α as the unique
(up to some zero µ-measure set) minimizer, and furthermore does not involve the fixed but unknown quantity α − γαµ∗α
in E . So it is sufficient to consider minimizing the quantity
E
[
E ′
(̂
GGL,α,δ,τ ,n
)] = γα E [µ (̂GGL,α,δ,τ ,n)]− E [P (̂GGL,α,δ,τ ,n)] (25)
as a function of τ .
The expectations in (25) are unknown. Therefore, in our applications we separate the sample X1, . . . , Xn into m non-
overlapping subsamples, each of same lengthw, and approximate these terms by the quantities
Ê
[
µ
(̂
GGL,α,δ,τ ,n
)] = 1
m
m∑
k=1
µ
(̂
G(k)
GL,α,δ,τ ,w
)
(26)
and
Ê
[
P
(̂
GGL,α,δ,τ ,n
)] = 1
m
m∑
k=1
P̂−k
(̂
G(k)
GL,α,δ,τ ,w
)
, (27)
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where Ĝ(k)
GL,α,δ,τ ,w
is theMV set estimated based on the kth subsample and P̂−k is the empirical probability based on all points
outside the kth subsample.
The quantity γα is also unknown. Several crude analytic bounds for this value have been introduced [12]. However, we
have found such bounds to be too wide to be useful. On the other hand, trying to estimate γα accurately is essentially asking
for an accurate estimate of the density level set, which is equivalent to our MV set estimation problem, and hence circular
in its logic. Instead, we have found it is sufficient to use simply a rough approximation – a ‘first-order’ guess – the histogram
estimate of the density underlying the data, and then estimate γα by its empirical analogue.
There are two parameters to be set. The first is the size of the subsample, w. We have found the value w = bn/10c
to work well in practice, balancing the error coming from estimating an MV set based on too few sample points within a
subsample and the error raised from too few subsamples to get good empirical expectations in (25). The second parameter,
the histogram bin-width, hn, can be selected in many ways, as this is a well-studied problem (e.g., [39,35,19]. In particular,
we have found for the two-dimensional examples provided below, in Section 5, that a standard choice of hn = c0n−1/3works
well, where the constant c0 can be tuned by hand, or approximated using the usual arguments minimizing the integrated
mean squared error (IMSE).
5. Applications
In this section we present some numerical results involving the MV set estimation methodology described in Section 4.
We first show the results of a simulation study, aimed at illustrating the comparative accuracy between our method and the
best performing method of [37]. Here the focus is on demonstrating the need for and the effectiveness of our generalization
of the complexity penalty function for dependent data. Since the models are known in the simulation study, the parameter
τ is calculated via both the data-dependent approach (τsubsampled) and the theoretical approach (τderived), for purposes of
comparison. We then present an analysis of the Abilene Internet traffic data introduced in Section 1, where the focus is on
the detection of local traffic level anomalies.
It is natural to expect that the boundary of theMV estimates be jaggedwhen using dyadic trees. Therefore the boundaries
are further smoothed here using a type of model averaging, called ‘voting over shifts’ in [37]. Here a collection of MV
estimates are produced from the data, each at a different randomly selected coordinate shift, using the same methodology,
after which the estimate itself is shifted back to the original coordinates. In the original coordinate space, each pixel is
determined to be either inside or outside of the final MV set estimate based on the results of a vote over all shifts. This idea
is inherited from the now-standard analogous practice in wavelet-based image processing, where similar blocky artifacts
resulting from the use of Haar wavelets are corrected by averaging over shifts [8].
5.1. Simulations
We simulated data from three differentmodels. In the firstmodel, we simulated n = 2500 observations from a stationary
MA(4) process Xt =∑4j=0ΘjZt−j, where
Θ0 =
(
1 0
0 1
)
, Θ1 =
(
.3 −.2
−.5 .7
)
, Θ2 =
(
.2 −.2
.7 −1.2
)
,
Θ3 =
(−.5 .2
−.7 .4
)
, Θ4 =
(
.3 −.2
.5 −.7
)
, Zt
i.i.d.∼ N
[(
0
0
)
,
(
1 .7
.7 1
)]
.
The first row in Fig. 2 illustrates the estimation of MV set for Xt . The first graph shows, based on a single generation of the
MA(4) process, the plot of the empirical expectation of the alternative measure Ê[E ′(̂GGL,α,δ,τ ,n)], given by (26)–(27), as a
function of τ . The curve is minimized at τsubsampled = 0.16. The τderived = 1/5 is also marked. The middle graph compares,
based on the same MA(4) sample, the true MV set G∗G,α , the MV set estimated from the histogram with bin-width hn given
as in Section 4.2, the estimated MV sets ĜGL,α,δ,τ ,n using τsubsampled = 0.16 and τderived = 1/5, and the estimated MV set
produced by the best performing method of Scott and Nowak [37], using a penalty derived from minimax arguments for
i.i.d. data. The third graph compares the estimation accuracy of the different approaches in terms of E . The accuracy is
assessed by the boxplots based on 150 samples generated from the same MA(4) process. There is a clear gain by using the
proposed penalty, based on either τsubsampled or τderived, that accounts for the dependency.
To evaluate the performance of the proposed penalty in extreme situations, in our secondmodel we simulated a bivariate
i.i.d. process Xt = pit(Zt+µ0)+(1−pit)(Z (2)t −µ0), where Zt is given as in our firstmodel,µ0 = (1, 2)′,pit ∼ Bernoulli(1/2)
and is independent with
Z (2)t
i.i.d.∼ N
[(
0
0
)
,
(
1 −.5
−.5 1
)]
.
In this case τderived = 0.093 can be seen by linking (15)–(16) and letting b = ∞. There is another way to get a τderived = 1/25
by letting q = 0 (i.e.,m = n) in (7). However, the estimatedMV sets based on these two derived τ are very similar, thus only
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Fig. 2. Comparison of real and estimated MV sets. The first row illustrates, from left to right, the empirical expectation of alternative measure
Ê[E ′ (̂GGL,α,δ,τ ,n)], the boundaries of the real and estimated MV sets (α = 0.95) based on a single dataset of size n = 2500, and the distribution (boxplot) of
the sample measure E based on 150 generated MA(4) datasets of the same size (logarithm is used to better illustrate the difference). The second and third
row show, in analogy, the results based on the i.i.d. process and the mixed process. The boundaries of the estimated MVs based on our proposed penalty
and the i.i.d. minimax penalty are further smoothed by voting over shifted partitions.
the ones with τderived = 0.093 are used in our illustration. It can be seen from the middle row of Fig. 2 that the proposed
penalty even outperforms the minimax penalty that was designed as optimal for i.i.d. data.
For our third model, we simulated a non-Gaussian process with gradually decaying correlation – a mixture process
Xt = pitX (1)t + (1 − pit)X (2)t – where X (1)t is the same MA(4) process in the first example and X (2)t is an ARMA(1,1) process
such that (X (2)t − µ)− Φ(X (2)t−1 − µ) = Z (2)t +ΘZ (2)t−1, where
µ =
(−3
3
)
, Φ =
(
.8 0
0 .8
)
, Θ =
(−.5 −.6
−.5 .1
)
.
We further assume that pit , X
(1)
t and X
(2)
t are independent. The stationarity of this process is easily seen. The bottom row of
Fig. 2 shows the results from this model. However, unlike that for the MA(4) or the i.i.d. process, in the mixed process case
the τderived is not straightforward and far less optimal. There are two reasons for this. First of all, in the literature to date,
there does not appear to be much in the way of estimating the parameter c in (13). For example, in [45] the parameter c
of an ARMA process is bounded by a quantity only related to the largest auto-regressive coefficient. Therefore this bound
is quite loose, as it includes a large family of processes of similar structure. Secondly, the relatively long-lasting memory
of an ARMA process introduced by its slowly-decaying (vanishes only at∞) autocorrelation is never observed in practice.
Therefore using the penalty (16) inevitably assumes, at least empirically, a stronger dependence in data. For example, a
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τderived ≈ 11 can be found based on the c suggested in [45]. This large value produces a large penalty on the complexity of
the estimated set and a direct consequence is that the resulting MV set estimate is over-smoothed, as shown in Fig. 2. In
fact, as the empirical autocorrelation function of the simulated mixed samples often become insignificant after lag 6 or 7,
the penalty based on an MA(4) model produces much more reasonable results.
5.2. Internet traffic data: anomaly detection
The Abilene network, established in 1999 by the Internet2 community, is a private high speed network, distinct
from the commercial Internet, designed for research and education purposes. It provides services to over 220 Internet2
university, corporate, and affiliate member institutions across the United States. The network consists of eleven ‘core’
nodes (i.e., regional network aggregation points), corresponding to New York City, Washington DC, Atlanta, Indianapolis,
Chicago, Kansas City, Houston, Denver (shut down in 2007), Seattle, Los Angeles and Sunnyvale. For our purposes, the
network will be conceptualized as consisting of these eleven nodes and the 30 (directional) links between them, where
the latter represent systems of optical transportation technologies and routing devices. Maps of Abilene can be found at
http://abilene.internet2.edu/maps-lists/.
Abilene is equipped with the capability to monitor various aspects of the traffic flowing over it. One quantity commonly
monitored is the traffic volume, typicallymeasured in bytes. The data shown in Fig. 3 are part of a larger set of data assembled
by and described in [20]. Shown in the first column are the original traffic volumes on pairs of links, aggregated within
consecutive ten-minute time intervals, over a period of 7 days starting from April 3, 2003. We will use these datasets to
illustrate the potential of our proposed methodology for doing local network anomaly detection.
Our approach to anomaly detection is simple. We estimate the MV set, at a pre-specified level α, and then proceed to
consider all points outside theMV as potential anomalies. However, as even a casual look at the data shows, the original time
series clearly are not stationary. Lakhina et al. [21] have characterized Internet traffic on backbone networks like Abilene as
consisting of three main components: quasi-periodic trends and short-lived bursts common across much of the network,
and noise with relatively time-invariant properties. Themix of common periodicities and burst-like structuremakes careful
parametric modeling of such high-dimensional multivariate time series a significant challenge. Instead, for the purpose of
anomaly detection, Lakhina et al. [21] have found the use of principal component analysis (PCA) to be quite effective for
filtering out the first two of the three components described above. Traffic is decomposed into (i) an intrinsic subspace
spanned by a few eigenvolumes, and (ii) its complement. The residuals in the complement are explored further for the
presence of anomalies.
In this paper the traffic volumes on Abilene’s 30 links are mapped into the 4-dim space generated by the first four
eigenvolumes. For the volumes on the four links shown in the first column of Fig. 3, the corresponding residuals, defined as
the difference between original traffic volumes and their projections onto the intrinsic subspace, are shown in the second
column of Fig. 3. These four residual sets are also shown in pairs in Fig. 1. The last column in Fig. 3 provides the sample
autocorrelation function (ACF) and the sample partial ACF (PACF) of the residuals. Although the residuals are clearly not
independent, they show fast decaying correlations and seem to satisfy stationarity conditions. In particular, the sample
ACF and PACF jointly show a typical pattern of stationary AR process. Per the theory developed earlier, this information is
sufficient, as explicit modeling of the ARMA parameters is unnecessary in applying our methodology.
The estimated 2-dim MV sets, with α = 0.99, for the two pairs of traffic residuals are shown in gray in Fig. 1. According
to our detection rule, all points lying outside the gray area will be declared as potential anomalies.
An appropriate comparison of these points is with the potential anomalies declared by the method of Lakhina and
colleagues, as introduced in a series of influential papers in the literature on computer network analysis (e.g., [20,21]). The
method declares anomalies on network paths based on the size of the residual vectors from the PCA-subspace detrending
described above, and then uses a least-squares prediction algorithm to assign such anomalies to a single link on a path. We
note that a strict quantitative comparison cannot easily be made here, since their method is global (on paths, as opposed
to local, around a given node), they predict anomalies marginally on each link (as opposed to jointly on links about a given
node), and their detection threshold (set to a 0.01 significance level in the example below) cannot be easily calibrated to our
MV sets.
Nevertheless, for the purpose of forming a quantitative visual comparison between the two methods, we declare a two-
dimensional point in our scatterplots anomalous by Lakhina’s method if it was declared anomalous on either of its two sub-
dimensions; similarly, we declare a one-dimensional point anomalous by our method if it ‘clearly’ deviates the estimated
MV set in that dimension. The anomalies declared by Lakhina’s method are marked as circles in Figs. 1 and 3; our identified
anomalies are marked as stars in Fig. 3. All points declared anomalies by Lakhina’s method are similarly identified using our
method, plus additional candidates are identified by our method. The potential suggested by this comparison for increased
sensitivity, with reduced global overhead, through local-MV-based anomaly detection, has been explored in greater depth
and confirmed by the second author and colleagues elsewhere (i.e., [5]).
6. Discussion
Motivated by the problem of anomaly detection in multivariate Internet traffic time series data, we have presented here
in this paper a complexity-penalized methodology for the estimation of marginal MV sets for certain class of stationary
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Fig. 3. MV analysis for the traffic data is shown in Fig. 1.
stochastic processes. We develop several theoretical complexity penalties and study the properties of the corresponding
MV set estimates. In practice we also introduce a data-dependent approach to tune the penalty, as pre-specification of the
tuning parameter becomes less preferable due to insufficient prior knowledge of the data dependency.
We note that it can be argued that, once our penalties are equipped with a smoothing parameter (i.e., τ ) and we define
a reasonable data-dependent manner for selecting that parameter, the functional form of the penalty appears to become
less important. In a sense, this is true and indeed, for example, numerical experiments show that it is possible to use
subsampling to adjust the i.i.d. penalty of Scott and Nowak [37] in a similar manner and obtain finite-sample empirical
performance similar to what we presented for our proposed methodology. However, it is important to keep in mind that
our proposed adjustment to the i.i.d. penalties of Scott and Nowak [37] is not ad hoc, but rather motivated first by a careful
theoretical analysis of the dependent case; and that furthermore, as shown in the simulation study, use of the derived
penalties (based on τderived) emerging from this analysis, explicitly incorporating the underlying model parameters, yields
clear improvements over the i.i.d. penalties in our simulations. So while the use of a tuning parameter can be viewed as
an ad hoc device when proposed arbitrarily, it can also arise in a well-motivate fashion through analysis of the underlying
model structure, as it does here.
Extensions to our work could be pursued in a number of directions:
From a theoretical perspective, there is room for further study on the design of appropriate complexity penalties. For
example, an extension of the notion of a relative Chernoff bound to the dependent case, rather than the absolute bounds
produced here, is likely necessary to achieve (near)optimal rates of convergence for our estimators, rather than sub-optimal
rates like those in Corollary 10.
From a computational perspective, we note that our particular implementation is relatively slow. For example, the search
for an optimal tuning parameter τsubsampled takes roughly one hour for a sample of size n = 2500 at 2−6 resolution of the
space. However, the codewe have used herewas not optimized for performance and gains in efficiency are likely to bemade.
Furthermore, there are recent developments of relatively fast methods of MV set estimation, using connections of the MV
problem with the so-called one-class support-vector machine (e.g., [43]). These methods basically bring to bear the LARS
version of fast LASSO implementation [15], in an MV context.
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With respect to the anomaly detection problem itself, we note that our use of MV sets can be interpreted as applying a
test of ‘nominal’ versus ‘anomaly’ to each data-point, and our use of sets with fixed α, is equivalent to testing with a fixed
1− α Type I error rate. This choice reflects common practice in the field of Internet anomaly detection. However, it would
be useful to adjust such procedures to account for multiple testing, as has been shown recently by Chabra et al. [5], using the
methodology of Scott and Kolaczyk [36], which combines MV set estimation and false discovery rate (FDR) principles, for
independent and identically distributed data. An extension to the case of dependent data would be useful, but is presumably
nontrivial, given the recognized affects that dependency of tests has on FDR.
Finally, it might be of interest to extend our methods to the estimation of conditional MV sets, as studied in [18,29,10]. A
naive implementation of our methodology will surely suffer from a lack of sufficient data, i.e., a lack of cases Y to estimate
conditional MV sets for Y |X = x, for a given x. This suggests the need for some sort of smoothing of MV estimators across
the values of x.
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Appendix A. Proof of Theorem 3
Wewill proceed in two steps. First we construct a concentration inequality; the complexity penalty is then derived using
this result. Our concentration inequality is constructed using a general result as follows.
Lemma 1 ([42]). Consider a set of independent random variable Zi ∼ Di and define Z = (Z1, . . . , ZN) ∈ ZN . Consider
X = (X1, . . . , Xn) ∈ Xn is another random variable satisfying X = ϕ(Z) for some function ϕ(·) : ZN → Xn. Assume {Cj, wj}kj=1
is a proper and exact fractional cover of the dependence graph Γϕ created by connecting dependent variables in X1, . . . , Xn. Let
f (·) : Xn → R such that:
1. There exists k functions fj(·) : Xnj → R and weights wj, j = 1, . . . , k, ∑kj=1 nj = n, we have f (X) = ∑kj=1wjfj
(XCj1, . . . , XCjnj), ∀X = (X1, . . . , Xn) ∈ Xn
2. There exists β1,1, . . . , βk,nk ∈ R+ such that for any Xj, X (h)j ∈ Xnj which only differ in the h-th dimension, we have |fj(Xj)
− fj(X (h)j )| ≤ βj,h.
Let again
⊗N
i=1Di be the product probability measure on space SN , we have
PZ∼⊗Ni=1Di {f ◦ ϕ(Z)− E[f ◦ ϕ(Z)] ≥ } ≤ exp
− 22
χ(ϕ)
k∑
j=1
nj∑
h=1
β2j,h
 .
In order to use this lemma, we have to find χ(ϕ) (referred as the fractional chromatic number) corresponding to a
q-dependent process. According to Alon et al. [1], the quantity χ(ϕ) equals the choice ratio of Γϕ , where Γϕ represents
the corresponding dependence graph. On the other hand, it can be shown that when ϕ introduces a q-dependent process,
the choice ratio of Γϕ is q+ 1. This suggests χ(ϕ) = q+ 1. Now, consider
{X1, Xq+2, . . . , X(m−1)q+2} 99K C1, . . . , {Xq+1, X2(q+1), . . . , Xm(q+1)} 99K Cq+1
It can be seen that a proper and exact fractional cover of Γϕ is given by {Cj, wj}q+1j=1 with wj = 1 for 1 ≤ j ≤ q + 1. Based
on Lemma 1 and above discussions, we can further show k = q + 1, fj(XCj1, . . . , XCjnj) = 1n
∑
h=1 njI(XCjh ∈ G), βj,h = 1n ,
nj = m, and thus we have the concentration inequality for a q-dependence process given as follows:
P
{̂
P(G)− P(G) ≥ } ≤ exp(− 2n2
q+ 1
)
.
To show Theorem 3, we shall check φq-dep1 by definition. By the union bound, the concentration inequality and the definition
of ‖ · ‖, we have
P
{
sup
G∈G
(
|̂P(G)− P(G)| − 1
2
φq-dep1(G, S, δ)
)
> 0
}
≤ 2
∑
G∈G
exp
[
−2n ·
1
4φ
2
q-dep1(G, S, δ)
q+ 1
]
= 2
∑
G∈G
1
2
δ2−‖G‖ ≤ δ.
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To see the second penalty (8), first note
P
{
sup
G∈G2
|̂P(G)− P(G)| ≥ 
}
= P
{
sup
G∈G2
∣∣∣∣∣1n
n∑
i=1
IG(Xi)− P(G)
∣∣∣∣∣ ≥ 
}
≤ P
q+1∑
j=1
sup
G∈G2
∣∣∣∣∣∣
∑
i∈Cj
(
1
n
n∑
i=1
IG(Xi)− 1nP(G)
)∣∣∣∣∣∣ ≥ 

≤
q+1∑
j=1
P
supG∈G2
∣∣∣∣∣∣
∑
i∈Cj
(
1
n
IG(Xi)− 1nP(G)
)∣∣∣∣∣∣ ≥ q+ 1

= (q+ 1)P
{
sup
G∈G2
∣∣̂PC1(G)− P(G)∣∣ ≥ 
}
≤ 8mVG2 exp
[
−m
2
32
]
,
where the second inequality is given by the union bound, and the last inequality is given by the VC inequality [11] and the
fact that all Xi in C1 are i.i.d. Finally we get φq-dep2 by choosing  = φq-dep2/2 and letting the above upper bound equal to δ.
We also use the fact that φq-dep2 is given at the level of G2 and thus is invariant to different G ∈ G2.
To see the third penalty (9), first follow the same lines in Theorem 4 in [42]. By realizing χ(ϕ) = q + 1, we know with
probability of at least 1− δ we have
P̂(G)− P(G) ≤ R∗n(G3, S)+ 3
√
log(2/δ)
2m
.
In addition, since G3 is closed under compliment, we have P(G)− P̂(G) = P̂(G¯)− P(G¯). Thus the above upper bound can be
used to derive the lower bound for the same quantity and we have
|̂P(G)− P(G)| ≤ R∗n(G3, S)+ 3
√
log(2/δ)
2m
.
Finally since the right hand side is again invariant to the selection of G ∈ G3, by definition (9) is a complexity penalty.
Appendix B. Proof of Theorem 4
Following the Theorem 4.3 in [23], one can show
P
{̂
P(G)− P(G) ≥ } ≤ (1+ 4e−2a) exp [− 2n(α)
1/2+ 2/3
]
,
And the bound could be relaxed to
P
{̂
P(G)− P(G) ≥ } ≤ (1+ 4e−2a) exp [−62n(α)
7
]
.
Then by the union bound, definition of ‖ · ‖ and the first inequality we have
P
{
sup
G∈G
(
|̂P(G)− P(G)| − 1
2
φSM1(G, S, δ)
)
> 0
}
≤
∑
G∈G
P (n)
{
|̂P(G)− P(G)| > 1
2
φSM1(G, S, δ)
}
≤
∑
G∈G
2(1+ 4e−2a) exp
[
− n
(α)φ2SM1(G, S, δ)
2+ 4φSM1(G, S, δ)/3
]
= δ
∑
G∈G
2−‖G‖ ≤ δ.
The relaxed value φSM2 could be proved to be also a complexity penalty by using the similar technique but with the second
inequality above.
Appendix C. Proof of Theorem 7
Since E(G) ≥ 0 for all G [12], by the Borel–Cantelli lemma, in order to show E (̂GGn,α,δ,n) a.s.→ 0, it suffices to show that∑∞
n=1 P(E (̂GGn,α,δ,n) > ) <∞ for all  > 0. In addition, also note that
E (̂GGn,α,δ,n) = [α − P (̂GGn,α,δ,n)] + γα[µ(̂GGn,α,δ,n)− µ∗α].
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This suggests that we only need to show
∞∑
n=1
P
{
α − P (̂GGn,α,δ,n) >

2
}
<∞ and
∞∑
n=1
P
{
µ(̂GGn,α,δ,n)− µ∗α >

2γα
}
<∞.
By Theorem 2 (and the discussion afterwards), we know with probability of at least 1 − δ(n), we have α − P (̂GGn,α,δ,n) ≤
2φ(G, S, δ(n), n). Thus by choosing n greater than some large N1 such that φ(G, S, δ(n), n) ≤ /4, we have
∞∑
n=1
P
{
α − P (̂GGn,α,δ,n) >

2
}
∼
∑
n>N1
P
{
α − P (̂GGn,α,δ,n) >

2
}
≤
∑
n>N1
δ(n) <∞.
The second inequality can be obtained similarly and is given by the fact for some N2, we have
∞∑
n=1
P
{
µ(̂GGn,α,δ,n)− µ∗α >

2γα
}
∼
∑
n>N2
P
{
µ(̂GGn,α,δ,n)− µ∗α >

2γα
}
≤
∑
n>N2
δ(n) <∞.
Appendix D. Proof of Theorem 8
To prove Theorem 8, we first define ΩP = {S : supG∈G(|̂P(G) − P(G)| − φ(G, S, δ)) > 0}, ΘP = {S : P (̂GG,α) <
α − 2φ(̂GG,α, S, δ)} and Gα = {G ∈ G : P(G) ≥ α}. Following the idea in [37], we know S ∈ Ω¯P implies α − P (̂GG,α) ≤
2φ(̂GG,α, S, δ). Then when S ∈ ΩcP (with probability at least 1− δ), we have E (̂GG,α) = [α− P (̂GG,α)]+γα[µ(̂GG,α)−µ∗α] ≤
γα[µ(̂GG,α) − µ∗α] + 2φ(̂GG,α, S, δ), where the right hand side can be bounded by γα · infG∈Gα {µ(G) − µ∗α + 2φ(G, S, δ)}
under the assumption that γα ≥ 1.
Appendix E. Proof of Theorem 9
Define X (υ) = X/υ and define G(υ) and G(υ) similarly. Let γα be the α-density level of X ∈ Rd with distribution f and Gα
the corresponding level set. First note since P (υ)(X (υ) ∈ G(υ)α ) = P(X ∈ Gα), where G(υ)α is the α-level set of X (υ). Also note
that the probability density of X (υ) is given by h(x(υ)) = υdf (υx(υ)), then if we use ∂ to denote the boundary of a set, we
know
γ (υ)α = h(x(υ))|x(υ)∈∂G(υ)α = υ
df (υx(υ))|x(υ)∈∂G(υ)α = υ
df (x)|x∈∂Gα = υdγα.
Thus we can choose υ ≥ γ−1/dα and we have γ (υ)α ≥ 1. In addition, it is easy to see that the performance measure E is
invariant under the transformation. This is because E(G) = γα(µ(G) − µ∗α) + (α − P(G)) and E(G(υ)) = γ (υ)α (µ(G(υ)) −
υ−dµ∗α)+ (α − P (υ)(G(υ))). Thus the proof of the squeezed oracle inequality follows that of Theorem 8.
Appendix F. Proof of Corollary 10
Consider M(n) = 2L(n). Let m = 2` be a dyadic integer such that 1 ≤ ` ≤ L(n) = log2M(n) and m  (
√
n/ log n)1/2d,
where indicates both 4 and <. The proof parallels that of Theorem 15 in [37]. The idea is to respectively bound the term
µ(G)−µ∗α and φ(G, S, δ) in the oracle inequality. In our case their statement thatµ(G∗`)−µ∗α 4 m−1 still holds for all ` ≤ L
such that m = 2`, where G∗` = argminG∈G`αµ(G) − µ∗α and G`α = Gα ∪ GL. Hence we only need to establish a new bound
for our complexity penalty φ(GT , S, δ, τ , n) defined in (22). This bound is used to replace Lemma 10 in [38], the rest part
follows based on the oracle inequality.
First note as indicated in Lemma 8 of [38], we have ‖GA‖ ≤ (3+ log2 d)j(A) ≤ (3+ log2 d)d` 4 log n. Then we have
φ(GT ′ , S, δ, τ , n) 4
J∑
j=1
2dj/de(d−1)
√
τ√
n
(log n log 2+ log 2n−κ)
=
J∑
j=1
2dj/de(d−1)
√
τ log 2
log n+ n−κ√
n
4
√
log n√
n
J∑
j=1
2dj/de(d−1) = d
√
log n√
n
∑`
p=1
2p(d−1),
where
d
√
log n√
n
∑`
p=1
2p(d−1) 4 2`(d−1)
√
log n√
n
= md−1
√
log n√
n

(
log n√
n
)1/2d
.
Based on the above bound, the Corollary 10 is easy to show by following the proof of Theorem 7 of [38].
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