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 Los microservicios han surgido como un estilo arquitectónico que ofrece muchas ventajas, pero 
también plantea desafíos. Uno de estos desafíos gira alrededor de las pruebas, puesto que una aplicación 
puede tener cientos o miles de servicios que funcionan juntos, y cada uno de ellos requiere ser probado a 
medida que evolucionan. Para superar este desafío, la automatización adquiere un papel clave, y junto con 
ella, el uso de herramientas de pruebas eficientes y eficaces. Por lo tanto, nuestra meta es contribuir a esta 
área mediante la evaluación de dos herramientas que apoyen las pruebas end-to-end de microservicios.  Las 
pruebas end-to-end permiten verificar si el sistema funciona correctamente como un todo, lo cual es 
particularmente relevante en sistemas implementados con microservicios.  
 
En este trabajo, primero identificamos un conjunto de 40 herramientas de pruebas E2E reportadas 
tanto en la literatura académica como por expertos de la industria. Luego aplicamos el estándar IEEE 14102-
2010 para realizar una evaluación inicial de las herramientas identificadas, con base en características que 
necesitan tener herramientas de pruebas end-to-end para microservicios. Las dos herramientas mejor 
evaluadas, Jaeger y Zipkin, fueron seleccionadas para una evaluación más a fondo de su efectividad, 
mediante un caso de estudio. La efectividad contempló las dimensiones de eficiencia y eficacia. Las 
medidas de eficiencia usadas fueron el tiempo de ejecución y el tiempo de detección de fallas. Por su parte, 
la eficacia fue medida en términos de la capacidad de la herramienta para detectar fallas, proveer 
información para inferir la severidad de las fallas, y brindar cobertura de flujo.  
 
 A partir de los resultados obtenidos en nuestra primera etapa de identificación de herramientas 
utilizadas para pruebas end-to-end de microservicios, encontramos que muchas de las herramientas 
reportadas realmente no son herramientas especializadas para pruebas de microservicios, sino que son 
herramientas genéricas de pruebas utilizadas en el contexto de microservicios. Por este motivo, muchas de 
ellas carecen de las características necesarias para realizar de forma apropiada pruebas end-to-end de 
microservicios, que realmente brinden información valiosa a los desarrolladores que las utilicen.   
 
Por otro lado, los resultados de nuestro caso de estudio indican que la herramienta Jaeger es más eficiente 
y eficaz que Zipkin, puesto que en la mayoría de los escenarios de prueba exhibió menor tiempo de 
ejecución en las pruebas y menor tiempo en detección de fallas. También Jaeger ofrece más información 
que Zipkin sobre el trazado de las pruebas y dependencias entre los microservicios, lo cual ayuda a detectar 











Los microservicios son un estilo arquitectónico utilizado para el diseño e implementación de sistemas 
distribuidos (Quenum & Aknine, 2018), que ha tenido auge durante la última década. Evidencia de ello es 
la adopción que ha tenido por parte de compañías como Netflix, Facebook, Twitter, Amazon, Spotify, eBay, 
Deutsche Telekom, LinkedIn, SoundCloud, Uber y Verizon (Quenum & Aknine, 2018)(Liu et al., 
2016)(Larrucea, Santamaria, Colomo-Palacios, & Ebert, 2018)(Bogner, Fritzsch, Wagner, & Zimmermann, 
2019)(Heorhiadi, Rajagopalan, Jamjoom, Reiter, & Sekar, 2016). Además, se proyecta que para el 2021, 
un 80% de las aplicaciones desarrolladas en plataformas de la nube serán construidas con la arquitectura de 
microservicios (Larrucea et al., 2018). 
 
Se considera que la base (o predecesor) de la arquitectura de microservicios es la arquitectura orientada 
a servicios (SOA, por sus siglas en inglés: service-oriented arquitecture) (Fowler, M., Lewis, 2018)(Lewis, 
James; Fowler, 2014). Las arquitecturas monolíticas estilo SOA se utilizaban tradicionalmente para 
desarrollar el backend del software, y se caracterizaban por ser arquitecturas centralizadas, con un 
coordinador denominado “bus de servicios empresariales” (ESB, por sus siglas en inglés: Enterprise 
Service Bus), que dirigía la orquestación  (Cerny, Donahoo, & Pechanec, 2017). Por su parte, las 
arquitecturas de microservicios se enfocan más bien en desarrollar una aplicación como un conjunto de 
servicios pequeños, independientes y con mecanismos ligeros de comunicación (a menudo usando APIs 
http), donde la necesidad de gestión centralizada es mínima, por lo que esta arquitectura se conoce como 
coreografía (en contraposición a la orquestación de SOA). La arquitectura de microservicios permite que 
los servicios puedan ser escritos en diferentes lenguajes de programación y con diferentes tecnologías de 
almacenamiento de datos (al ser independientes) (Fowler, M., Lewis, 2018)(Lewis, James; Fowler, 2014). 
Esto da como resultado sistemas con bajo acoplamiento de componentes, que exhiben propiedades como 
flexibilidad, escalabilidad, adaptabilidad, y tolerancia a fallas, entre otros (Heinrich et al., 2017). 
 
A pesar de ser una arquitectura con amplia aceptación por parte de la industria, los microservicios aún 
presentan una serie de retos, entre los que destacan la diversidad de tecnologías, la complejidad de las 
aplicaciones, la coreografía, y las pruebas de software. La diversidad de tecnologías se refiere a que una 





característica que permite aprovechar los beneficios de las diferentes tecnologías, pero a la vez se puede 
convertir en un reto de gobernabilidad de las tecnologías utilizadas (Chen, 2018). Por su parte, la 
complejidad de las aplicaciones constituye un reto debido a que potencialmente miles de servicios podrían 
ejecutarse de forma asincrónica en una red distribuida, lo cual a su vez requiere de un sistema elástico que 
se adapte a la carga de trabajo para aumentar el rendimiento de las aplicaciones (los microservicios pueden 
duplicar y distribuir servicios a un clúster de servidores, pero la elección de dónde duplicar y distribuir 
puede tener un gran impacto en el rendimiento) (Liu et al., 2016). Otro de los retos, la coreografía, se refiere 
a la capacidad de los componentes de microservicios de invocar la funcionalidad de otros componentes. La 
gestión de estas invocaciones puede representar un desafío, especialmente cuando se dan invocaciones 
complejas (S.-P. Ma et al., 2018), que son secuencias de invocaciones de diferentes componentes de los 
microservicios. Finalmente, las pruebas en el contexto de microservicios representan un desafío debido a 
que las aplicaciones pueden contener cientos o miles de componentes que operan en conjunto (de Camargo, 
Salvadori, Mello, & Siqueira, 2016) y cada uno de ellos debe ser probado a medida que cambian, 
considerando características como el lenguaje de programación y la infraestructura. Los microservicios 
demandan entonces un enfoque diferente para las pruebas de sus componentes. La automatización es el 
camino para enfrentar muchos de los desafíos asociados a las pruebas de microservicios (Heinrich et al., 
2017)(de Camargo et al., 2016)(Gazzola, Goldstein, Mariani, Segall, & Ussi, 2020) y para ello es necesario 
utilizar herramientas que apoyen y faciliten la creación y ejecución de dichas pruebas automatizadas.  
 
El modelo de la pirámide de automatización de las pruebas introducido por Mike Cohn (Contan, 
Dehelean, & Miclea, 2018)(Cohn, 2009)(Vocke, 2018), propone que un sistema debe probarse en tres 
capas: pruebas unitarias en la base de la pirámide, pruebas de servicio (o integración) en el medio, y pruebas 
de interfaz de usuario (o aceptación) en la cima de la pirámide. Las pruebas unitarias automatizadas se 
enfocan en probar piezas independientes de código de forma aislada. Las pruebas de servicio consisten en 
la combinación de pruebas de API e integración. Por último, las pruebas de interfaz de usuario 
corresponden, en el caso de los microservicios, a la verificación del flujo del sistema de extremo a extremo 
(E2E, por sus siglas en inglés: end-to-end) (Quenum & Aknine, 2018)(de Camargo et al., 2016). En el 
contexto de los microservicios, se han estudiado especialmente las pruebas unitarias (Quenum & Aknine, 
2018)(S.-P. Ma et al., 2018)(Shang-Pin Ma, Fan, Chuang, Liu, & Lan, 2019)(Stefano Munari, Sebastiano 
Valle, 2018) y de integración (Jindal, Podolskiy, & Gerndt, 2019)(Arcuri, 2019)(Du et al., 2018)(Nagarajan 





estudiadas, a pesar de su relevancia en el contexto de los microservicios 1. Las pruebas E2E son importantes 
porque permiten verificar el funcionamiento del sistema comparándolo contra el comportamiento esperado 
de los casos de uso (Shang-Pin Ma et al., 2019). De esta manera, verifican si el sistema cumple con los 
requisitos y logra sus objetivos, probando el sistema como un todo.  
  
                                                   





1.1 Justificación  
 
Realizar pruebas de microservicios plantea retos adicionales comparado con la realización de pruebas 
de software tradicional (Eismann, Bezemer, Shang, Okanović, & van Hoorn, 2020), una forma de abordar 
los retos es por medio la automatización de pruebas, las cuales permiten entregar componentes en períodos 
cortos. Para ello se necesitan herramientas eficientes y eficaces que acompañen el proceso (Heinrich et al., 
2017) y faciliten la automatización de las pruebas, ayudando a la vez a enfrentar los retos asociados a las 
pruebas en el contexto de microservicios (Heinrich et al., 2017)(Stefano Munari, Sebastiano Valle, 2018). 
De ahí que el estudio de herramientas que soporten la automatización de pruebas para microservicios sea 
un terreno fértil de investigación. 
 
Las pruebas end-to-end para microservicios han sido poco estudiadas, a pesar de que los microservicios 
resultan bastante difíciles de probar mediante métodos tradicionales (manuales) (Meinke & Nycander, 
2015). De ahí que vemos la necesidad de investigar sobre herramientas que soporten pruebas de tipo end-
to-end, para que nuestra investigación pueda beneficiar a profesionales de la industria que quieran realizar 
este tipo de pruebas en el contexto de sus organizaciones. Adicionalmente, el hecho de enfocar nuestra 
investigación hacia las tecnologías predominantes de microservicios (Java y Node.js) (Bogner et al., 
2019)(de Camargo et al., 2016) nos permitirá tener un mayor impacto en la industria, promoviendo la 
adopción de herramientas de pruebas end-to-end para microservicios. 
 
Nuestra investigación consistirá entonces en hacer primeramente una identificación de herramientas 
existentes para end-to-end de microservicios, delimitadas a aquellas que soporten microservicios 
implementados en Java o Node.js. Una vez identificadas las herramientas de interés, se aplicará el estándar 
IEEE 14102-2010 para elegir una herramienta a evaluar. La herramienta seleccionada será evaluada en 
términos de su efectividad, usando microservicios desarrollados en Java y Node.js (Ueda, Nakaike, & 
Ohara, 2016) y hospedados en Docker. 
 
Nuestras principales contribuciones serán (1) una lista de herramientas existentes para realizar pruebas 
end-to-end de microservicios, haciendo una caracterización de las mismas (mediante los criterios del 
estándar), y (2) una evaluación de la efectividad de una herramienta para pruebas end-to-end de 
microservicios, mediante un caso de estudio. Para la academia, el estudio es valioso por la compilación de 





que deseen evaluar o analizar alguna de estas herramientas. Similarmente, esta compilación de herramientas 
ayudaría a profesionales de la industria u organizaciones de desarrollo de software que estén considerando 
la adopción de la arquitectura de microservicios, o la automatización de sus pruebas. Esperamos que este 
estudio también sirva como punto de partida para evaluar la efectividad de más herramientas a futuro.  
 
 
1.2  Problema  
 
Dado que las pruebas de software tienen un papel tan importante para la calidad del software, y que 
estas presentan retos importantes en el contexto de sistemas distribuidos que utilizan microservicios, esta 
investigación aborda el problema de la efectividad de una herramienta de pruebas end-to-end para 
microservicios. El alcance de la investigación se delimita a microservicios implementados en Java o Node.js 
debido a que son las tecnologías predominantes en la industria para crear servicios bajo la arquitectura de 





1.3.1 Objetivo general  
 
Evaluar la efectividad de una herramienta de pruebas end-to-end para microservicios implementados en 
Java y Node.js.  
 
1.3.2  Objetivos específicos  
 
1. Seleccionar, mediante el estándar IEEE 14102-2010, una herramienta de pruebas end-to-end para 
microservicios implementados en Java y Node.js, a ser evaluada.  
 






El primer objetivo específico busca seleccionar una herramienta utilizada por la academia o la industria 
para pruebas end-to-end de microservicios implementados en Java y Node.js. El segundo objetivo 
específico busca evaluar la efectividad de la herramienta seleccionada para pruebas end-to-end en un 
sistema distribuido que utilice microservicios, mediante un caso de estudio.  
 
El presente documento se divide de la siguiente manera: El capítulo 2 presenta un marco teórico que 
aborda conceptos y fundamentos asociados a la investigación. El capítulo 3 muestra los trabajos 
relacionados a la presente investigación, desde un enfoque asociado a herramientas utilizadas para probar 
microservicios. El capítulo 4 detalla la metodología de trabajo utilizada para llevar a cabo la realización del 
estudio. El capítulo 5 describe el diseño del caso de estudio, profundizando sobre el proceso e instrumentos 
utilizados en la identificación, la selección y la evaluación de la herramienta. El capítulo 6, detalla y analiza 
los resultados obtenidos de evaluar la herramienta en un contexto de microservicios. Por último, el capítulo 








Marco teórico  
En esta sección se describen los conceptos y fundamentos sobre los que se basa esta investigación. 
 
2.1 Arquitecturas de servicios 
 
Las dos arquitecturas principales usadas para descomponer un sistema en servicios son: la arquitectura 
orientada a servicios (SOA, por sus siglas en inglés: service-oriented architecture) y la arquitectura de 
microservicios. A continuación se describe cada una de ellas. 
 
2.1.1 Arquitectura SOA 
 
Los servicios SOA consisten en un diseño de descomposición de servicios integrados en un proyecto 
por mecanismos de enrutamiento inteligente, que proporciona una gobernanza global (o administración 
centralizada) (Cerny et al., 2017). De ahí que es frecuente la connotación de “arquitectura orquestación” o 
monolítica. Por ello, los procesos de los servicios se encuentran vinculados a un único contexto general. 
Además, SOA se encarga de encapsular la funcionalidad de negocio en una única interfaz (servicios SOA 
como web service o restfull), por medio de la cual el productor proporciona la funcionalidad y el consumidor 
la puede solicitar. El Enterprise Service Bus es el medio de comunicación entre productores y 
consumidores, permitiendo tener comunicación punto a punto (Quenum & Aknine, 2018).  
 
SOA continúa siendo una arquitectura utilizadas por las organizaciones. Sin embargo, SOA no se 
adapta bien a las necesidades de las metodologías ágiles (Chen, 2018), ni de movimientos como DevOps, 
Integración y Entrega Continua. Estas corrientes imponen la necesidad de implementar piezas pequeñas de 
software y colocarlas lo más rápido posible en los ambientes de producción. Por su parte, los proyectos 
creados con la arquitectura SOA adquieren grandes dimensiones y para colocar cambios en producción se 







2.1.2 Arquitectura de microservicios 
 
A inicios del año 2000 comienza la conceptualización de la arquitectura de los microservicios, de la mano 
del surgimiento de metodologías ágiles. Empresas como Amazon expresan la necesidad de una arquitectura 
con mayor capacidad de escalabilidad, en la cual sus componentes tengan mayor aislamiento e 
independencia (Carneiro & Schmelmer, 2016). En el año 2011 aparece por primera vez el término 
“microservicios” (Ueda et al., 2016)(Carneiro & Schmelmer, 2016). Los microservicios surgen como una 
alternativa de arquitectura para el diseño e implementación de sistemas distribuidos, dando como resultado 
sistemas con bajo acoplamiento de componentes que exhiben propiedades como flexibilidad, escalabilidad, 
adaptabilidad, y tolerancia a fallas, entre otros (Heinrich et al., 2017).  
 
La definición con mayor aceptación por parte de la comunidad de software es la de Martín Fowler, 
pionero en la arquitectura de microservicios. Fowler define los microservicios como un enfoque para el 
desarrollo de aplicaciones compuesto por un conjunto de servicios pequeños, donde cada servicio se ejecuta 
en su propio proceso y se comunica a través de mecanismos ligeros, a menudo usando APIs Http (Fowler, 
M., Lewis, 2018)(Lewis, James; Fowler, 2014). Esto permite dividir sistemas complejos en múltiples 
componentes operacionales pequeños e independientes (Liu et al., 2016). El nivel de independencia de la 
arquitectura de microservicios permite que los servicios puedan ser implementados con diferentes lenguajes 
de programación y delega la gestión de los datos a cada servicio.  
 
Los microservicios brindan mayores ventajas sobre aplicaciones desarrolladas con arquitecturas 
monolíticas, ya que al ejecutarse cada proceso de forma independiente en contenedores únicos y aislados, 
es posible asignar más recursos computacionales a los servicios que más lo necesitan, a diferencia de las 
aplicaciones monolíticas, que asignan recursos a toda la aplicación, por lo cual muchas veces los recursos 
no pueden aprovecharse plenamente (Vera-Rivera, 2018).  
 
Diferentes sectores de la industria han comenzado a utilizar microservicios, incluso los más  
tradicionales y conservadores, como el sector financiero (Gil & D\’\iaz-Heredero, 2018). El éxito de este 
estilo arquitectónico se debe a sus características, donde destacan la implementación de microservicios 
como piezas pequeñas e  independientes con un solo propósito de negocio (Yuan, 2019) (generalmente 
desarrollados como RESTful APIs), y la posibilidad de implementarse en diferentes lenguajes de 





2.1.3 Relación entre SOA y microservicios  
 
Los microservicios están relacionados con la arquitectura SOA al punto de que existe un debate sobre 
si los microservicios son una arquitectura nueva o son más bien una subcategoría (caso especial) de la 
arquitectura SOA (Quenum & Aknine, 2018)(Vera-Rivera, 2018). Ambas arquitecturas están 
estrechamente relacionadas, puesto que los microservicios están basados en SOA, razón por la que a 
menudo se considera a los microservicios como una versión de SOA para sistemas distribuidos (Vera-
Rivera, 2018) o simplemente una versión extendida de SOA (Quenum & Aknine, 2018). 
 
No obstante, sí existen elementos que las diferencian. En el caso de los servicios SOA, los componentes 
se encapsulan en una única interfaz. Además, en la arquitectura SOA es necesaria una orquestación, que es 
facilitada por el Enterprise Service Bus. Este tiene la responsabilidad de ser el punto de integración para las 
comunicaciones con los servicios (Quenum & Aknine, 2018). La arquitectura de microservicios, por el 
contrario, no necesita del Enterprise Service Bus, dada la capacidad de independencia de los servicios que 
la componen. Los microservicios se diferencian por el nivel de granularidad de los servicios y su 
eliminación de la gobernanza central (de Camargo et al., 2016). Quizás la principal diferencia entre las 
arquitecturas SOA y microservicios es el propósito con el que fueron creadas (Heinrich et al., 2017): los 
microservicios surgen como arquitectura emergente ante la necesidad de aplicaciones de servicios con 
mayor capacidad de escalabilidad e independencia, mientras que la arquitectura SOA tiene características 
de centralización de los servicios controlado por el bus de servicios empresariales (Cerny et al., 2017) 
(Zúñiga-Prieto, Insfran, Abrahão, & Cano-Genoves, 2017).  
 
2.2 Implementación de microservicios  
 
Cada microservicio es desplegado mediante una tecnología de virtualización ligera, conocida como 
“contenedores”. Esta tecnología se caracteriza por compartir el kernel del sistema operativo y muchos 
recursos del hardware entre los componentes ubicados conjuntamente, lo que reduce la sobrecarga 
resultante [32][33]. Además, cada contenedor cuenta con un entorno de ejecución completo, de manera que 
un microservicio o aplicación creada en un contenedor tiene todas las dependencias, bibliotecas y cualquier 





propiedades de aislamiento, aprovisionamiento de recursos, y configuraciones específicas de servicios o 
aplicaciones (Rastogi, Davidson, De Carli, Jha, & McDaniel, 2017).  
 
Para administrar la tecnología de contenedores se desarrollaron herramientas como Docker, 
Kubernetes, Mesos, Amazon EC2 y OpenWhisk (Barna, Khazaei, Fokaefs, & Litoiu, 2017)(Li et al., 
2020)(Antichi & Rétvári, 2020). Cabe mencionar que las herramientas Amazon EC2 y OpenWhisk fueron 
desarrollados por Amazon, utilizando tecnología de Docker (Shahrad, Balkind, & Wentzlaff, 2019). 
Adicionalmente, debe considerarse que estos entornos pueden contar con cientos o miles de microservicios 
o aplicaciones, lo que implica el uso de herramientas complementarias para gestión de clusters, como por 
ejemplo Docker Swarm, Kubernetes, Cattle o Mesos (Aderaldo, Mendonça, Pahl, & Jamshidi, 
2017)(Jawarneh et al., 2019). Estas herramientas apoyan la orquestación de contenedores, controlan el 
balanceo de cargas y permiten las actualizaciones graduales (Aderaldo et al., 2017). En la industria la 
herramienta para gestión de clusters de contenedores más destacada es Kubernetes (desarrollada por 
Google) (Jawarneh et al., 2019). Asimismo, Docker es considerada el referente en virtualización de 
contenedores desde que se popularizó en el 2013 (Singh et al., 2019)(Ibrahim, Bozhinoski, & Pretschner, 
2019), ya que mejora la utilización de recursos de sus contenedores en relación con las máquinas virtuales, 
haciendo que los contenedores sean más fáciles y rápidos de crear, probar e implementar (Bin, Shulin, 
Xuelei, & Guyang, 2017)(Soenen et al., 2018). Considerando su relevancia en la industria y las ventajas 
que ofrece, en el presente estudio utilizamos Docker para gestionar nuestros contenedores.  
 
Otra característica de los microservicios es su capacidad de utilizar diferentes lenguajes de 
programación, permitiendo aprovechar las ventajas de cada lenguaje. Por ejemplo, se puede implementar 
un microservicio para gestión de imágenes con Java y otro para gestión de información en C#, suponiendo 
que estos lenguajes cuenten con características para optimizar estas funciones. Algunos de los lenguajes de 
programación que se pueden utilizar para implementar microservicios son: C#, Java, Node.js, Go, Python, 
Scala, Swift, PHP, y Ruby (Yuan, 2019)(Shahrad et al., 2019). No obstante, los lenguajes más populares 
para la implementación de esta arquitectura son Java (con el framework Spring Boot) (de Camargo et al., 
2016)(Yuan, 2019) y Node.js (Bogner et al., 2019). Por esta razón, nuestra investigación se enfoca en 






2.3  Pruebas end-to-end para microservicios 
 
Las pruebas end-to-end surgieron en la última década como una herramienta valiosa para diagnosticar 
problemas de corrección y rendimiento en sistemas distribuidos (Las-Casas, Mace, Guedes, & Fonseca, 
2018). Este tipo de pruebas se consideran pruebas funcionales de caja negra (Sotomayor et al., 2019), puesto 
que emulan el funcionamiento real del sistema y verifican su comportamiento (García, Gallego, Gortazar, 
& López, 2017). En el contexto de microservicios, las pruebas E2E son relevantes por ser la mejor manera 
de evaluar si el sistema como un todo funciona apropiadamente (Lei, Liao, Jiang, Yang, & Li, 2019).  
Un aspecto clave de las pruebas E2E radica en las métricas y el “trazado” que pueden generar, los 
cuales permiten a los desarrolladores tomar decisiones sobre el rendimiento del sistema o la identificación 
de fallas. El “trazado” de las pruebas se refiere a la representación visual del flujo (Shahin, Babar, Zahedi, 
& Zhu, 2017), donde se muestra información como el orden de las información como el orden de las 
invocaciones, los eventos ejecutados, y la relación entre componentes y errores (Las-Casas et al., 2018). 
Otras métricas importantes son las cargas de trabajo, y el uso de recursos y tiempo (Shahin et al., 2017). 
Estas métricas ayudan a comprender cómo funciona el sistema, a detectar anomalías en tiempo de ejecución, 
y a analizar por qué está fallando (Las-Casas et al., 2018). 
 
 
Figura 1: Ejemplo de arquitectura de microservicios para consultar el estado de cuenta. 
 
 La figura 1 muestra un ejemplo de una arquitectura de microservicios para consultar el estado de 





Movimientos, MS-Tipo Cambio) y 7 contenedores Docker (MS-Cliente, MS-Cuentas, MS-Movimientos, 
MS-Tipo Cambio, Mongo, MySQL, Oracle). En este contexto, un escenario de prueba podría ser obtener 
los saldos de las cuentas de un cliente, y para ello se invocarían los microservicios de MS-Cliente, MS-
Cuenta, MS-Movimientos, MS-Tipo Cambio. Ahora bien, suponiendo que el MS-Tipo Cambio no se 
encuentra disponible, al ser todos los microservicios independientes, no hay forma de que los otros 
microservicios conozcan su estado. Por lo tanto, en caso de no contar con una herramienta para pruebas 
end-to-end, la respuesta del back-end sería un error, pero no se contaría con información para saber cuál 
microservicio falló ni cómo fue que falló.  
 
2.5 Estándar IEEE 14102-2010  
 
La organización internacional IEEE creó el estándar ISO/IEC 14102:2010, denominado IEEE Standard 
for Adoption of ISO/IEC 14102:2010 Information Technology – Guideline for the Evaluation and Selection 
of CASE Tools. Para su creación, este estándar tomó como base el ISO/IEC 14102:2008, que define un 
conjunto de procesos y características para herramientas CASE, utilizadas en la evaluación y selección de 
herramientas. Además, incorpora el modelo de evaluación de productos de software ISO/IEC 14598-5:1998 
(Board, 2010). 
 
El estándar ISO/IEC 14102:2010 está compuesto de cuatro procesos principales: el proceso de 
preparación, el proceso estructuración, proceso de evaluación y proceso de selección. El objetivo del 
estándar consiste en crear un estándar que permita ser una guía para obtener la herramienta apropiada. De 
esta manera se logrará reducir costos, mejorar la calidad y velocidad del desarrollo de software (Raulamo-
Jurvanen, Hosio, & Mäntylä, 2019). 
 
El estándar IEEE 14102:2010 es el mecanismo que utilizamos en este estudio para la evaluación inicial 











Trabajo relacionado  
 
En esta sección presentamos trabajos previos relacionados con nuestra temática de estudio, 
agrupados en, investigaciones sobre los tipos de pruebas más adecuados en el contexto de microservicios, 
investigaciones que presentan herramientas para probar microservicios, investigaciones que indican 
características deseables en estas herramientas, y finalmente, investigaciones que señalan los retos 
existentes asociados a las pruebas de microservicios.  
 
3.1  Tipos de pruebas para microservicios 
 
La literatura sugiere que los tipos de pruebas para microservicios son las unitarias (Lei et al., 2019), 
end-to-end (Lei et al., 2019), resiliencia (Heorhiadi et al., 2016) y regresión (Kargar & Hanifizade, 2018). 
Las pruebas unitarias tienen como objetivo probar de forma independiente cada microservicio, sin 
considerar otras partes de la aplicación (de Camargo et al., 2016). En el caso de las pruebas end-to-end, se 
consideran importantes debido a que es la mejor manera de comprobar si todo el sistema funciona bien 
como un todo (Lei et al., 2019). Por otra parte, las  pruebas de regresión permiten comparar una nueva 
versión contra la versión previa, usando métricas como el uso de recursos, los fallos del sistema o el 
rendimiento del sistema (Kargar & Hanifizade, 2018). La resiliencia, por su parte, nos permite verificar la 
capacidad de tolerancia a fallos de los componentes (Heorhiadi et al., 2016). 
 
Quenum et al. (Quenum & Aknine, 2018) presentan una propuesta inspirada en el modelo piramidal 
para la automatización de pruebas. El modelo indica que la base piramidal son las pruebas unitarias. La 
siguiente capa son las pruebas de servicio, las cuales incluyen pruebas de integración. Finalmente, en la 
cima de la pirámide se encuentran las pruebas end-to-end. Por su parte, Arcuri (Arcuri, 2019) destaca la 
necesidad de  involucrar a las partes interesadas (desarrolladores, proveedores, integradores o certificadores 








3.2  Herramientas para pruebas de microservicios  
 
Con respecto a las herramientas existentes para probar microservicios, encontramos una gran 
variedad, entre ellas: Hystrix (Vera-Rivera, 2018), Proxygen (Vera-Rivera, 2018), Resilience4J (Vera-
Rivera, 2018), RSpec (Quenum & Aknine, 2018), Cucumber (Quenum & Aknine, 2018), Diffy (Ueda et 
al., 2016), EvoMaster (Nagarajan & Vaddadi, 2016), Chaos Monkey (Stefano Munari, Sebastiano Valle, 
2018), GameDay (Nagarajan & Vaddadi, 2016), Screwdriver (Nagarajan & Vaddadi, 2016), Junit (de 
Camargo et al., 2016), Mockito (S.-P. Ma et al., 2018), Selenium (S.-P. Ma et al., 2018) y xUnit (Contan et 
al., 2018). Las herramientas RSpec, EvoMaster, Junit y xUnit se utilizan para la automatización de pruebas 
unitarias. Para las pruebas punto a punto se utiliza la herramienta de Selenium. Las herramientas Hystrix, 
Proxygen, Chaos Monkey, GameDay, Scewdriver y Resilience4J se utilizan para pruebas de resiliencia. 
Diffy es una herramienta para pruebas de regresión de microservicios, desarrollada por Twitter (Ueda et 
al., 2016).  
 
Vera-Rivera (Vera-Rivera, 2018) presenta el proceso del desarrollo de una aplicación empresarial 
con microservicios, describiendo las fases de construcción (incluyendo la automatización de pruebas), 
prácticas, fundamentos, métodos y herramientas. El autor destaca el uso de las herramientas Hystix, 
Proxygen y Resilience4j para realizar pruebas de tolerancia a fallas, sobre una aplicación llamada Sinplafut, 
que ayuda en la planificación de entrenamiento de fútbol.  
 
Quenum et al. (Quenum & Aknine, 2018) proponen la automatización de pruebas de microservicios 
por medio de agentes inteligentes, los cuales son componentes de software que capturan el comportamiento 
de los microservicios. En este estudio el enfoque es realizar pruebas de aceptación, para lo cual utilizan las 
herramientas RSpec para pruebas unitarias y Cucumber para las pruebas de aceptación.  
 
Arcuri (Arcuri, 2019) crea una herramienta llamada EVOMASTER, la cual genera casos de prueba 
de forma automática, permitiendo obtener métricas de fallas del sistema o cobertura de código, para 
aplicaciones con la arquitectura de microservicios.   
 
Sotomayor et al. (Sotomayor et al., 2019) proveen una clasificación de herramientas para pruebas 
de microservicios. Adicionalmente, evalúan las herramientas de código libre Gremlin, Hoverfly, Minikube 





programación. Estas son utilizadas para realizar pruebas de componentes e integración basados en casos de 
uso. Una vez ejecutada las pruebas 10 veces con cada una de las herramientas, el estudio concluye que 
Telepresence es la aplicación que tarda más tiempo para ejecutar las pruebas. Sin embargo, Minikube 
también obtuvo altos tiempos de ejecución, por lo que se deduce que está relacionado con la configuración 
de comunicación con los servicios. Además, se indica que la herramienta con mejor tiempo de ejecución es 
Hoverfly. Otro aporte relevante de la investigación son los retos, el cual señala como desafíos la 
configuración de las herramientas para que funcionarán con la aplicación y los recursos necesarios para 
ejecutar tanto las herramientas como las aplicaciones.     
 
3.3 Características deseables en herramientas que prueban microservicios 
 
En cuanto a las características deseables en las herramientas que prueban microservicios, la 
literatura propone que sean independientes del lenguaje de programación, puesto que una aplicación con 
arquitectura de microservicios puede tener componentes desarrollados en diferentes lenguajes de 
programación (Heorhiadi et al., 2016). Nagarajan et al. (Nagarajan & Vaddadi, 2016) señalan que una 
herramienta para pruebas de tolerancia a fallas debe tener las siguientes características: capacidad para 
inyectar fallas de manera controlada, representación de la topología de sistemas, identificación de fallas 
apropiadas para inyectar, recuperación desde un estado de falla y métricas que representen el estado del 
sistema. En este estudio se introduce la herramienta Screwdriver como alternativa de GameDay o Chaos 
Monkey (Nagarajan & Vaddadi, 2016) . 
 
Quenum et al. (Quenum & Aknine, 2018) señala que parte de la comunidad de ingenieros y 
arquitectos de software recomiendan usar técnicas de automatización de pruebas similares a las que se usan 
en SOA para microservicos. Sin embargo, la forma como se automatizan las pruebas en SOA no es 
adecuada para microservicios, ya que los componentes de los microservicios son independientes y cada uno 
puede tener su propia base de datos, mientras que los servicios SOA cuentan con nivel de centralización 
gestionado por el bus de servicios empresariales (Quenum & Aknine, 2018). Por lo tanto, nosotros creemos 
las herramientas para pruebas de microservicios deben adecuarse a estas necesidades.  
 
En cuanto a las pruebas end-to-end de microservicios, encontramos diferentes propuestas de 





herramientas utilizadas para apoyar las pruebas de microservicios menciona que Gremlin, Hoverfly, Spring 
Cloud Contract, Gatling, Selenium IDE y Docker Compose Rule pueden ser utilizadas para realizar estas 
pruebas. Schreiber (Schreiber, 2020) presenta una herramienta llamada PREvant, utilizada para 
proporcionar un API RESTful para implementar y componer microservicios en contenedores. Esta 
herramienta tiene la capacidad de automatizar pruebas E2E para comprobar el rendimiento de 
microservicios. Harsh et al. (Harsh et al., 2019) indicó que los sistemas de software complejos y con gran 
cantidad de componentes están proliferando debido al cloud computing y la necesidad de contar con 
aplicaciones elásticas, empujando a los desarrolladores hacia arquitecturas de software resistentes como los 
microservicios. Por lo tanto, las prácticas y herramientas deben evolucionar para apoyar las pruebas de 
estos nuevos enfoques. Para ello proponen un nuevo modelo de servicio de pruebas llamado Testing as a 
Service (TasS), y una herramienta llamada ElasTests, la cual permite realizar pruebas E2E. Meinke et al. 
(Meinke & Nycander, 2015) estudió como learning-based testing (paradigma emergente para la 
automatización total de pruebas de caja negra) puede ser utilizado para evaluar la exactitud funcional y la 
robustez a los fallos en un sistema distribuido. En su experimento utilizaron la herramienta LBTest, 
logrando concluir que el rendimiento de esta herramienta es mejor en relación a la utilización de técnicas 
manuales para pruebas E2E.  
 
3.4 Retos asociados a las pruebas de microservicios 
 
Finalmente, la literatura sugiere que existen muchos retos aún por resolver en esta área (Chen, 
2018)(Contan et al., 2018). Por ejemplo, Camargo et al. (Contan et al., 2018) indican que las pruebas en el 
contexto de microservicios representan un desafío puesto que las aplicaciones pueden contener cientos o 
miles de componentes que operan en conjunto y cada uno de ellos debe ser probado a medida que cambian. 
El desacoplamiento de los servicios aumenta la complejidad de las actividades para realizar pruebas. Sin 
embargo, los autores proponen un modelo que permite automatizar la ejecución de pruebas de rendimiento 
mediante la herramienta de JMeter (Contan et al., 2018).  
Heinrich et al. (Chen, 2018)(Heinrich et al., 2017) destaca la necesidad de sustituir y compensar 
las extensas pruebas de integración mediante la supervisión de entornos de producción. Además, 
recomienda alinear las pruebas de rendimiento y pruebas de regresión con prácticas de entrega continua, es 
decir, debe acelerarse las etapas de pruebas correspondientes (Chen, 2018).  También, es necesario 





La automatización es el camino para enfrentar muchos de los desafíos asociados a las pruebas de 
microservicios (de Camargo et al., 2016) (Heinrich et al., 2017) (Hasselbring & Steinacker, 2017), y para 










 Esta sección presenta la metodología utilizada para desarrollar la investigación. La figura 2 muestra 
la metodología (junto con sus fases y actividades) asociada a cada objetivo específico de investigación. 
Seguidamente se detalla cada fase y sus actividades. 
 















Figura 2: Metodología utilizada para la investigación (Runeson & Höst, 2009).  
 
4.1  Fase I: Selección de herramientas de pruebas E2E para microservicios 
  
Esta primera fase, correspondiente al primer objetivo específico de la investigación, requirió en 
primera instancia identificar las herramientas de pruebas E2E para microservicios que se iban a evaluar 
mediante el estándar IEEE-14102-2010. En segundo lugar, se definieron los criterios mediante los cuales 






















































































1) Seleccionar, mediante el 
estándar IEEE 14102-2010, 
una herramienta de pruebas 
end-to-end para microservicios 
implementados en Java y 
Node.js, a ser evaluada. 
 
2) Evaluar la efectividad de  
 la herramienta seleccionada  
 mediante un caso de estudio.  
 
Aplicar el estándar IEEE 
14102-2010 para seleccionar 
la herramienta. 
 
Aplicar las guías para 
conducir casos de estudio de 
Runeson et al [38]. 
Fases y actividades 
Fase 1 – Selección de herramientas 
1.1 Definir la lista de herramientas de pruebas 
end-to-end para microservicios.  
1.2 Definir criterios de selección de la 
herramienta.  
1.3 Aplicar el estándar IEEE-14102-2010 para 
evaluar y seleccionar la herramienta. 
1.4  
Fase 2 – Evaluación de herramientas 
1.1 Planificar el caso de estudio  
1.2 Ejecutar del caso de estudio  





de evaluar y posteriormente seleccionar las mejores herramientas. A continuación se describen estas tres 
actividades. 
 
4.1.1 Definición de la lista de herramientas  
 Con el fin de identificar las herramientas de pruebas E2E para microservicios a evaluar mediante 
el estándar IEEE-14102-2010, se realizó una revisión de literatura y adicionalmente se aplicaron dos 
encuestas a profesionales de la industria nacional e internacional. 
 
La revisión de literatura se enfocó en herramientas reportadas en publicaciones académicas, 
utilizando algunos de los principios propuestos por Kitchenham y Petersen (BA & Charters, 2007).  La 
búsqueda de artículos fue realizada en las bases de datos IEEE, ACM, Scopus y Springer, utilizando en la 
cadena de búsqueda los siguientes términos: microservices, software, end-to-end, e2e, tool, test. Los 
artículos fueron filtrados aplicando el siguiente criterio de inclusión: menciona o describe herramientas para 
pruebas end-to-end. Además, se usaron los siguientes dos criterios de exclusión: escrito en idioma diferente 
al inglés y/o no disponible en texto completo. La revisión de literatura se desarrolló en febrero de 2020.  
Como resultado, obtuvimos una lista inicial de herramientas de pruebas end-to-end reportadas en la 
literatura. 
 
Para complementar la lista inicial de herramientas reportadas en la literatura académica, se procedió 
a identificar herramientas utilizadas por la industria. Para ello, se aplicó un cuestionario a los asistentes del 
evento Dockerizing Microservices and Deploy them in Kubernetes, realizado el 22 de enero de 2020 en 
Costa Rica por la comunidad de Docker. El cuestionario se implementó como un formulario de Google y 
está disponible en el siguiente enlace: https://forms.gle/i5SsmoRuMZoWL2RY8.  Obtuvimos 6 respuestas, 
pero los resultados obtenidos no fueron los esperados, ya que los participantes no contaban con experiencia 
suficiente en la tecnología de microservicios, en sus pruebas.  
 
Ante este escenario, recurrimos a expertos internacionales en microservicios, específicamente, a 
los Docker Captains2, quienes son los especialistas más reconocidos en la comunidad de microservicios. 
Una vez identificados estos expertos (la lista completa de capitanes se encuentra en el Anexo 1), se les 
contactó vía correo electrónico, solicitándoles apoyo para responder un cuestionario. Este segundo 
                                                   





cuestionario se tuvo que traducir a idioma inglés, y se modificó para eliminar algunas preguntas que ya no 
era tan relevantes (al ser ellos expertos en el tema) e incluir otras preguntas que nos interesaban. El mismo 
estuvo disponible entre los meses de mayo y junio de 2020 en el siguiente enlace: 
https://forms.gle/zZm7LCCFidPBoZqw9. En esta ocasión obtuvimos 7 respuestas, y la experiencia que 
reportaron los participantes en el uso de microservicios fue mucho mayor, por lo que los resultados de esta 
encuesta sí permitieron complementar la lista de herramientas de pruebas end-to-end para microservicios.  
 
En síntesis, los resultados de la revisión de literatura y de la encuesta a expertos internacionales en 
microservicios, permitieron definir la lista final de herramientas a evaluar mediante el estándar IEEE-
14102-2010. 
 
4.1.2 Definición de los criterios de selección de herramientas 
 Para definir los criterios de selección a utilizar, se combinaron las características deseables en una 
herramienta de pruebas E2E para microservicios, con aspectos específicos de herramientas de software 
tipificados en un estudio previo (Powell, Vickers, Williams, & Cooke, 1996). 
 
Se determinaron las siguientes características deseables en una herramienta de pruebas end-to-end 
para microservicios:  
a. Se evaluaron las características de los microservicios como: independencia de 
componentes (microservicios), soporte de diferentes lenguajes de programación, soporte 
para cloud computer.  
b. Característica deseable en el contexto de pruebas end-to-end: enfoque en métricas que dan 
valor a las pruebas.  
 
Con base en la propuesta de Powell et al. (Powell et al., 1996) para una estrategia para evaluación 
de herramientas de software, se eligieron aspectos específicos que representaban idoneidad de la 
herramienta para su propósito, en el contexto de herramientas de pruebas end-to-end para microservicios.  
 
Finalmente, se llegó a un conjunto de seis criterios con los cuales se evaluarían las herramientas: 






4.1.3 Aplicación del estándar IEEE 14102-2010 para evaluar y seleccionar herramientas 
 El estándar IEEE 14102-2010 se divide en cuatro procesos: preparación, estructuración, evaluación 
y selección. A continuación se detallan las actividades realizadas para cada proceso.  
 
a. Preparación: establecimos el objetivo de la evaluación y definimos los criterios de 
selección (punto 4.1.2). 
b. Estructuración: definimos la lista de candidatos, y establecimos los pesos para cada criterio 
de selección, según su importancia relativa. Además, definimos las características a evaluar 
por cada criterio. Por ejemplo: el criterio de métrica tiene un peso de 30 sobre 100; si la 
herramienta genera métricas de trazados y tiempos obtiene un valor de 30, si genera 
únicamente una de las dos, se le asigna 15, y si no genera ninguna obtiene 0.   
c. Evaluación: evaluamos la lista de candidatos, valorando las herramientas según los 
criterios y pesos establecidos.  
d. Selección: seleccionamos las dos herramientas con mejor puntaje, ya que son las 
herramientas que cuentan con las características más apropiadas para realizar pruebas end-
to-end para microservicios. Las herramientas seleccionadas obtuvieron una calificación 
similar.  
 
4.2 Fase II: Evaluación de herramientas de pruebas E2E para microservicios 
 
Esta fase corresponde al segundo objetivo específico de la investigación, y esencialmente consistió 
en planificar y ejecutar el caso de estudio y analizar sus resultados, siguiendo los lineamientos de Runeson 
et al. (Runeson & Höst, 2009). Seguidamente se describen las actividades realizadas. 
 
4.2.1 Planificación del caso de estudio  
Las tareas de planificación del caso de estudio fueron las siguientes: 
 
1. Definición del objetivo del caso de estudio: el objetivo planteado fue evaluar la efectividad, en 
términos de eficiencia y eficacia, de dos3 herramientas de pruebas E2E para microservicios. 
                                                   
3 Originalmente se había propuesto evaluar solo una herramienta, pero dichosamente se lograron evaluar dos, por lo 






2. Selección de las herramientas a evaluar: se utilizaron las dos herramientas que obtuvieron mejor 
calificación en la evaluación mediante el estándar IEEE 14102-2010. De hecho, ambas 
herramientas tuvieron una calificación de 95 puntos. 
 
3. Identificación de requisitos para realizar la evaluación de la herramienta:  
a. Identificar posibles aplicaciones de microservicios a probar (lo que comúnmente se conoce 
como SUT: software under test), preferiblemente con microservicios desarrollados en Java 
y Node.js. La aplicación debe ser funcional y tener documentación técnica disponible. 
b. Definir las características que requiere la máquina virtual donde se llevará a cabo la 
evaluación.  
c. Identificar las herramientas utilitarias necesarias para llevar a cabo las pruebas, tales como 
Docker y Maven.  
 
4. Definición de los casos de prueba. Es relevante mencionar que fueron utilizados los elementos 
definidos por Eldh et al. (Eldh, Hansson, Punnekkat, Pettersson, & Sundmark, 2006) para evaluar 
la efectividad (efectividad = eficiencia + eficacia). 
a. Creación del caso de prueba para evaluar la eficiencia, medición de tiempos de ejecución 
y detección de fallas).  
b. Creación del caso de prueba para evaluar la eficacia, mediante la identificación de fallas, 
cobertura de flujo, e información relacionada a la severidad de las fallas.  
 
Durante el desarrollo de la investigación se tomó la decisión de no utilizar el estándar ISO/IEC 
25022:2016 (propuesto originalmente) para evaluar la efectividad de las herramientas. Dicho estándar 
provee un conjunto de características de calidad que pueden ser medidas para software o sistemas en uso, 
entre las cuales están la eficiencia y la eficacia. No obstante, tiene un enfoque hacia características desde la 
perspectiva del usuario, específicamente evaluando variables en tareas ejecutadas por los usuarios para 
lograr objetivos dados. Por ejemplo, se miden variables como el número de errores cometidos por el usuario 
durante una tarea, el lapso requerido por el usuario para realizar acciones productivas, la disminución del 
rendimiento humano después del uso continuo, entre otras (Standardization & Normalisation, 1987). Dado 
que nuestro estudio se enfocaba en evaluar la efectividad de las herramientas para apoyar las pruebas end-





la funcionalidad técnica de la herramienta, ya que las características del estándar 25022:2016 no se 
adaptaban bien a nuestro objetivo de investigación.  
 
4.2.2 Ejecución del caso de estudio  
Las tareas desarrolladas para ejecutar el caso de estudio fueron las siguientes: 
 
1. Selección y ejecución de la aplicación a probar:   
a. Se selecciona la aplicación a probar  
b. Se estudia la documentación técnica disponible 
c. Se ejecuta la aplicación y se verifica que funcione 
 
2. Preparación del ambiente para evaluar las herramientas de pruebas E2E de microservicios: 
a. Creación de la máquina virtual 
b. Instalación de herramientas utilitarias 
c. Carga de la aplicación a probar y actualización de referencias 
d. Configuración de las herramientas de pruebas end-to-end sobre la aplicación 
 
3. Ejecución de las pruebas: 
a. Pruebas para medir la eficiencia, se ejecutan dos casos de pruebas. Se ejecutan las pruebas 
con un escenario exitoso y uno fallido  
b. Se registran los tiempos generados por cada una de las herramientas 
c. Pruebas para medir la eficacia, se obtiene información de las métricas generadas por la 
herramienta en casos de fallas 
d. Se registran la respuesta de las herramientas cuando existe una o varias fallas 
  
4.2.3 Análisis de los resultados del caso de estudio 
 Las tareas realizadas durante el análisis del caso de estudio fueron las siguientes: 
 
1. Análisis de eficiencia: los resultados generados permitieron identificar en diferentes escenarios el 







2. Análisis de efectividad: la información generada por las herramientas permitió un análisis 
comparativo de sus características. Asimismo, permitieron determinar si estas características 











La primera fase de esta investigación permitió identificar herramientas utilizadas por la academia 
y la industria para pruebas end-to-end de microservicios. Esto se realizó mediante una revisión de literatura 
que permitió obtener 28 de herramientas, así como la aplicación de cuestionarios a expertos de la industria, 
que aportó 13 herramientas adicionales. Una de las herramientas fue encontrada por ambos métodos, por lo 
que el resultado final fue un conjunto de 40 herramientas diferentes (Ver Apéndice G). Estas herramientas 
fueron evaluadas siguiendo los procesos del estándar IEEE 141020-2010, para lo cual fue necesario definir 
características deseables en una herramienta de pruebas end-to-end para microservicios. Como resultado de 
dicha evaluación, se obtuvo que las dos herramientas mejor calificadas (con igual puntaje) fueron Jaeger y 
Zipkin. Adicionalmente, los cuestionarios aplicados a los expertos de la industria (Ver Apéndices B a E) 
generaron aportes relevantes para la investigación. Primero, todos los participantes consideraron necesaria 
la automatización de las pruebas de microservicios. Segundo, la mayoría de los participantes indicaron que 
el principal desafío de las pruebas de microservicios radica en la complejidad de las interacciones entre los 
múltiples servicios (evidenciando la importancia de las pruebas end-to-end). Tercero, los participantes 
indicaron que existen diferencias entre las pruebas de software tradicional y las pruebas de microservicios.   
 
La segunda fase consistió en el desarrollo de un caso de estudio, donde se evaluó la efectividad de 
Jaeger y Zipkin como herramientas para pruebas end-to-end de microservicios, tomando en cuenta su 
eficiencia y eficacia. Nuestra investigación sugiere que Jaeger es más eficiente que Zipkin debido a que los 
tiempos promedios de ejecución y detección de fallas fueron menores en casi todos los escenarios de 
pruebas. Por otra parte, los resultados indican que ambas herramientas cuentan con características que 
permiten detectar fallas, representar la cobertura de flujo de datos, y ofrecer información a los 
desarrolladores que los guíe en la identificación de la severidad de las fallas. No obstante, la herramienta 
Jaeger muestra más información que la herramienta Zipkin, generando vistas alternativas para representar 
el trazado y creando gráficos de dependencias entre los servicios. El detalle del caso de estudio y sus 
resultados se encuentra debidamente reportado en el artículo adjunto en el Apéndice, el cual fue aceptado 







En este trabajo hemos identificado un conjunto de 40 herramientas para pruebas end-to-end de 
microservicios, como resultado de una revisión de literatura y un cuestionario aplicado a expertos de la 
industria. Posteriormente, estas herramientas fueron evaluadas siguiendo el estándar IEEE 14102-2010, 
basados en criterios que evalúan la idoneidad de las herramientas para apoyar las pruebas E2E de 
microservicios. Además, realizamos una evaluación de la eficiencia y eficacia de Jaeger y Zipkin, ya que 
estas fueron las herramientas que obtuvieron mejor calificación en la evaluación del estándar. El tiempo de 
ejecución y el tiempo de detección de fallas se utilizaron como medidas de eficiencia. Evaluamos la eficacia 
con respecto a la capacidad para detectar fallas y la provisión de información que faciliten inferir la 
gravedad de las fallas, y la cobertura del flujo de datos. 
 
A partir de nuestra evaluación inicial, descubrimos que actualmente se utilizan una gran variedad 
de herramientas para realizar pruebas E2E de microservicios, aunque muchas de ellas no fueron creadas 
para este fin. Incluso, ninguna de las herramientas identificadas permitió invocar a los microservicios y 
generar la métrica y/o trazado. Esta es una característica deseable, que recomendamos incluir en las 
próximas herramientas para las pruebas de microservicios E2E. Creemos que realizar E2E en un entorno 
de microservicios requiere herramientas especializadas con las características adecuadas. 
 
Los resultados de nuestro caso de estudio sugieren que Jaeger es más eficiente que Zipkin debido 
a que obtuvo menores tiempos de ejecución y detección de fallas en la mayoría de los escenarios de prueba, 
haciéndola más eficiente. Con respecto a la eficacia, ambas herramientas pudieron detectar las fallas y 
proporcionar información que ayuda a los desarrolladores a inferir la gravedad de la falla, así como la 
cobertura de flujo de datos. Sin embargo, Jaeger ofrece más información que Zipkin, genera el trazado con 
vistas alternativas y crea gráficos de dependencia que suelen resultar útiles. 
 
Creemos que estudios como este ayudarán a la industria del software a seleccionar herramientas 
apropiadas que permitan la automatización de pruebas end-to-end en sistemas distribuidos que utilicen 





para realizar para pruebas de microservicios radica en la complejidad de las interacciones entre los servicios, 
señalando que es necesaria la automatización de las pruebas de microservicios.  
 
Como trabajo futuro, sería interesante realizar un estudio similar sobre herramientas de prueba de 
microservicios para pruebas unitarias y pruebas de integración, dado que las pruebas de sistemas se 
abordaron en este estudio a través de pruebas E2E. 
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Artículo de investigación  
 
 Como resultado del presente trabajo de investigación, se elaboró un artículo que fue aceptado para 
publicación en la conferencia International Conference on Information Technology & Systems ICITS’21. 
Esta conferencia se realizará en Península de Santa Elena, Ecuador, del 10 al 12 de febrero del 2021. El 
artículo será publicado en un libro de la serie Advances in Intelligent Systems and Computing de Springer, 
e indexado por ISI, EI-Compendex, SCOPUS y DBLP.  
Referencia futura (algunos datos como el volumen y los editores no se conocen aún, pero los demás datos 
los inferimos de publicaciones anteriores realizadas en esta conferencia):  
 
 Martínez, C., Martínez, A., Quesada-López, C., Jenkins, M. (2021) “Comparison of end-to-end 
testing tools for microservices: A case study”. In: (eds) Information Technology and Systems. ICITS 2021. 
Advances in Intelligent Systems and Computing, vol . Springer, Cham. 
 
El artículo completo se incluye a continuación, así como la carta de aceptación del artículo e 
























































 Cuestionario para profesionales del evento Dockerizing Microservices and Deploy 
them in Kubernetes en Costa Rica 
El cuestionario correspondiente a la primera encuesta realizada con profesionales que asistieron al 






















Apéndice C  

























Lista de Docker captains 
Este anexo contiene la lista de capitanes Docker que fueron contactados para efectos de la segunda 
encuesta realizada en nuestro estudio. 
La siguiente tabla contiene el nombre, la ubicación, la posición y el estado de cada capitán. La columna 
“estado” indica “enviado” para aquellos expertos a quienes se envió el cuestionario pero no se obtuvo 
respuesta; y “exitoso” para aquellos expertos a quienes se envió el cuestionario y completaron el 
cuestionario.  
 
Id Nombre Ubicación Posición Estado 
1 Andrian Mouat Edinburgh, United 
Kingdom 
Chief Scientist, Container 
Solutions 
Exitoso 
2 Adrien Blind Rueil-Malmaison, France DevOps Coach Enviado 
3 Ajeet Singh Raina Bengaluru, Karnataka India Senior Systems Development 
Engineer 
Enviado 
4 Andrey Sibiryov New York, NY United 
States of America 
Dropbox Exitoso 
5 Antonis Kalipetis Athens, Greece CTO Enviado 
6 Arun Gupta San Jose, CA United States 
of America 
Principal Open Source 
Technologist at Amazon 
Web Services 
Enviado 
7 Brandon Mitchell Virginia United States of 
America 
Solutions Architect, BoxBoat Enviado 
8 Bret Fisher Virginia United States of 
America 
DevOps Trainer and 
Consultant 
Enviado 
9 Brian Christner Zürich, Switzerland Cloud Architect & Advocate Exitoso 
10 Chanwit Kaewkasi Thailand Thailand Assistant Professor Enviado 
11 Dieter Reuter Bamberg, Germany Senior Consultant Enviado 
13 Gianluca Arbezzano Italy Italy Site Reliability Engineer Enviado 
14 Javier Ramírez Madrid, Spain IT Architect Enviado 
16 John Lees-Miller London, United Kingdom Cofounder and CTO at 
Overlea 
Exitoso 
19 Laura Frank Tacho Berlin Germany Director of Engineering Enviado 
20 Lee Calcote TX United States of 
America 
Head of Technology Strategy Enviado 





23 Manuel Morejón Madrid, Spain DevOps Engineer Enviado 
24 Marcos Lilljedahl Buenos Aires, Argentina Head of R&D Enviado 
25 Michael Irwin Blacksburg, United States 
of America 
Application Architect Exitoso 
27 Nicolas De Loof New York United States of 
America 
Full stack developer / 
Teacher 
Enviado 
28 Nigel Poulton Livre sur Changon, France - Enviado 
31 Scott Coulton Lyon, France Founder Enviado 
32 Thomas Shaw Sydney, NSW Australia Cloud developer  Exitoso 







Cuestionario para los Docker Captains internacionales  
 
El cuestionario correspondiente a la segunda encuesta realizada con expertos internacionales, se 












































Tabla completa con la evaluación de las 40 herramientas 
ID  Tool's Name Metrics Documentation Q&C of techical support Integrability Cost Platforms Compatibility Total 
1 Jaeger  30 20 10 10 20 5 95 
2 Zipkin 30 20 10 10 20 5 95 




15 20 15 2 20 5 77 
5 BrowserStack  15 20 15 10 10 5 75 
6 Sealights  15 20 15 10 10 5 75 
7 Gatling  15 10 15 5 20 5 70 
8 ElasTest  15 10 10 10 20 5 70 
9 Nightwatch.js  15 10 10 5 20 5 65 
10 Saucelabs  15 10 15 10 10 5 65 
11 Prevant  15 5 
10 





ID  Tool's Name Metrics Documentation Q&C of techical support Integrability Cost Platforms Compatibility Total 
 
12 Endtest  15 10 15 10 10 5 65 
13 Selenium IDE  0 20 15 10 10 5 60 
14 Cucumber  0 20 15 10 10 5 60 
15 Jenkins  0 20 15 10 10 5 60 
16 Appium  0 10 15 10 20 5 60 
17 
Docker 
Compose Rule  
0 10 15 10 20 5 60 
18 Applitools  0 20 15 10 10 5 60 
19 Testim  0 20 15 10 10 5 60 
20 Bazel  0 10 15 10 20 5 60 
21 Go 0 10 15 10 20 5 60 
22 Gremlin  0 20 15 10 10 3 58 
23 Benchflow  15 5 0 10 20 5 55 





ID  Tool's Name Metrics Documentation Q&C of techical support Integrability Cost Platforms Compatibility Total 




0 10 15 10 10 5 50 
27 MicroProfile  0 10 10 5 20 5 50 
28 Mabl  0 10 15 10 10 5 50 
29 Curl 0 0 15 10 20 5 50 
30 JMeter  0 5 15 2 20 5 47 
31 Protractor  0 10 10 2 20 5 47 
32 Testcontainers  0 5 15 2 20 5 47 
33 Browserling  0 5 15 10 10 5 45 
34 Hoverfly  0 10 15 2 10 5 42 
35 Arquillian  0 5 10 2 20 5 42 
36 Nightcloud  0 5 0 10 20 5 40 
37 Jsdom  0 10 0 2 20 5 37 
38 Puppeteer  0 10 0 2 20 5 37 





ID  Tool's Name Metrics Documentation Q&C of techical support Integrability Cost Platforms Compatibility Total 
40 MIDAS  0 0 0 0 0 0 0 
 
