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Abstract
Supporting business processes with the help of workflow management systems is
a necessary prerequisite for many companies to stay competitive. An important
task is the specification of workflow, i.e. these parts of a business process that can
be supported by a computer system. A workflow specification mainly refines a
business process description, incorporating details of the implementation. Despite
the close relation between the two process descriptions there is still no satisfactory
link between their modeling. This fact mainly relies on the assignment to different
peolpe (IT- vs. domain experts) having a different modeling culture.
The thesis provides a methodically well-founded approach for the specification
of functional workflow requirements. It supports domain experts in their modeling
of business processes in a semiformal manner and guides them stepwise towards
a formal workflow specification, i.e. helping to bridge the gap between business
process modeling and workflow specification.
The proposed approach acknowledges the need to describe business processes
at different levels of abstraction and combines the advantages of different modeling
languages that proved to fit the respective requirements. A semiformal modeling
language is proposed to be used by the domain expert. As a prominent example,
widely accepted in practice, are Event-driven Process Chains (EPCs). For the def-
inition of the workflow specification we use a particular type of Petri nets. The
strength of Petri-nets is their formally founded, operational semantics which en-
ables their use as input format for workflow management systems.
The key concept for the proposed process model is the use of pragmatic cor-
rectness criteria, namely relaxed soundness and robustness. They fit the correct-
ness requirements within this first abstraction level and make it possible to provide
a feedback to the modeler.
To support the execution of the business process at run time, the resulting pro-
cess description must be refined to fit the requirements of a workflow specification.
The proposed process model supports this refinement step, applying methods from
controller synthesis. A sound WF-system is automatically generated on the ba-
sis of a relaxed sound and robust process description. Only within this step do
performance issues become relevant. Information that is incorporated relates to a
certain scheduling strategy. The late determination of performance issues is es-
pecially desirable as corresponding information (the occurrence probability of a
certain failure, costs of failure compensation, or priorities) will often only become
available at run-time. Their incorporation towards the end of the proposed process
model extends the possibility to reuse modeling results under changing priorities.
The resulting process description is sound. Using it as a basis for the execution
support during run-time reliable processing can be guaranteed.
Zusammenfassung
Der Einsatz von Workflow Management Systemen (WFMS) in Unternehmen oder
Verwaltungen mit einfach strukturierten und automatisierbaren Prozessen bietet ein
hohes Potenzial fu¨r die Optimierung der Gescha¨ftsprozesse. Fu¨r die Koordinierung
von Gescha¨ftsprozessen zur Laufzeit beno¨tigen WFMS Workflow-Spezifikationen,
die den automatisierbaren Anteil der Gescha¨ftsprozesse in einer maschinenles-
baren Form beschreiben. In der Praxis werden Workflow-Spezifikationen bis-
lang oft unabha¨ngig von bereits existierenden Gescha¨ftsprozessmodellen erstellt.
Es existiert kein methodisch fundiertes Vorgehensmodell, dass die Modellierung
von Gecha¨ftsprozessen und die Weiterverwendung der erstellten Modelle fu¨r die
Workflow-Spezifikation unterstu¨tzt [GHS95, AH02a].
Diese Arbeit schla¨gt ein durchgehendes Vorgehensmodell fu¨r die Spezifikation
von Workflows in Form von Petrinetzen vor. In dem fu¨nfstufigen Vorgehensmodell
wird der Schwerpunkt auf die Modellierung der Kontrollflussaspekte gelegt. Im
Rahmen der Modellierung werden die folgenden Schritte unterstu¨tzt: 1. Model-
lierung der Gescha¨ftsprozesse 2. Formalisierung durch Petrinetze 3. Korrektheits-
test und Fehlerkorrektur 4. Festlegung und Integration einer Ausfu¨hrungsstrate-
gie 5. Kontrollverfeinerung. Das Ergebnis ist ein Prozessmodell mit formal fun-
dierter und operationaler Semantik, das zudem sound [Aal98] ist. Ein solches
Modell entspricht den Anforderungen an eine Workflow-Spezifikation, deren Ver-
wendung fu¨r ein WFMS eine zuverla¨ssige Ausfu¨hrung der Gescha¨ftsprozesse zur
Laufzeit garantiert. In dem ersten Schritt ”Modellierung der Gescha¨ftsprozesse”
wird die Verwendung semiformaler Modellierungstechniken unterstu¨tzt. Diese
ra¨umen dem Modellierer Spielraum in der Beschreibung der Prozesse ein. Im
na¨chsten Schritt wird das erstellte Modell intern formalisiert. Die Formalisierung
basiert auf einer Abbildung in Petrinetze. Dabei werden Mehrdeutigkeiten nicht
eliminiert sondern explizit gemacht. Im dritten Schritt wird das Modell auf Kor-
rektheit u¨berpru¨ft. Dafu¨r werden neue, pragmatische Kriterien eingefu¨hrt. Es
werden pra¨zise Fehlermeldungen zuru¨ckgegeben, die ein iteratives Verbessern der
Gescha¨ftsprozessmodelle ermo¨glichen. In Schritt vier und fu¨nf wird das erstellte
Modell auf eine Workflow-Spezifikation abgebildet. Dazu wird auf die bereits er-
stellte Petrinetz-Formalisierung zuru¨ckgegriffen. Die Petrinetze werden zuna¨chst
so erweitert, dass eine Ausfu¨hrungsstrategie festgelegt wird. Durch die Integra-
tion der Strategie werden alle vorher noch enthaltenen Mehrdeutigkeiten beseitigt.
Abschließend werden Aktivita¨ten verfeinert.
Das vorgeschlagene Vorgehensmodell bindet in der Praxis bewa¨hrte Techniken
ein und stellt angemessene Kriterien fu¨r die Fehlerkorrektur zur Verfu¨gung. Das
gesamte Vorgehensmodells ist methodisch unterlegt und greift auf Ergebnisse der
Petrinetztheorie, der Spieltheorie und der Controller Synthesis zuru¨ck.
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Chapter 1
Introduction
In this thesis a methodically well-founded process model is presented for the spec-
ification of functional workflow requirements. It is intended to support domain ex-
perts modeling their business processes in a semiformal manner and guides them
stepwise towards a formal workflow specification. The key of the process model is
the introduction of a pragmatic correctness means which is gradually refined.
In Section 1.1 some terminology is introduced. Then, in Section 1.2 the problem
is defined. In Section 1.3, the problem solving approach is explained. This is
followed by an overview of the structure of the thesis.
1.1 Background
In every company there are procedures aimed at providing increased efficiency,
consistency, and quality. Among them are concepts such as business process re-
engineering and workflow management. Their objective is to clarify, improve, and
coordinate complex activities and interactions.
Business process re-engineering projects are concerned with the design and re-
design of business processes. A business process is an ordered set of business
activities. The goal of a business process is to deliver specific products or services
while ensuring the organization’s overall interests. Examples for business pro-
cesses are processing purchase orders over the phone, processing insurance claims,
and processing a car registration. A business activity is an atomic amount of work
that is performed by some processing entity or actor. Actors are individuals and/or
software components. Examples of activities include updating a file or database,
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generating a bill, and assembling parts of a product.
The core of business process re-engineering projects are the business process de-
scriptions. A business process description specifies in a semiformal manner which
activities are executed in what order. It may be enriched by information about the
associated actors, their organizational assignment, documents used and processed,
and other related aspects. For an overview of aspects possibly relevant for the
modeling of business processes, see [JB96].
There is a trade-off between the number of aspects that are incorporated into a busi-
ness process description and the usability of the resulting model. Clearly, the more
complex a description becomes the harder to make significant statements about its
behavior. Depending on the goal of the modeling, e.g. pure communication and/or
analysis demands, a suitable level of abstraction must be chosen. In this work we
concentrated on the functional or control flow aspects, i.e. the activities and their
ordering (sequential, conditional, parallel and iterative routing). These aspects are
core of any business process description as they provide a conceptual basis for the
integration of other aspects. This restriction allows for the use of analysis methods
checking some desired behavioral properties a process description should satisfy.
However, it is clear that other properties, e.g. describing dependencies between
resources, may not be investigated.
Beside finding a suitable abstraction level, another issue in modeling business pro-
cesses is the level of uncertainty reflected by the description. Business process
descriptions often remain vague or cover only parts of the actual processes. This is
due to various reasons. Often there is only partial knowledge about the processes
on the side of the performing actors - the knowledge may either be distributed over
several actors, or (always oftener) hidden in the applications used. Some processes
are just difficult to describe as they are only loosely structured or subject of con-
stant change, such as processes incorporating a lot of communication or negotia-
tion (c.f. ad-hoc and/or collaborative processes [Aal98]). Some level of uncertainty
may even be intended, leaving room for interpretation, which in turn facilitates the
effort of different people to agree on a common modeling result.
There are modeling approaches accenting uncertainty. Ideas to express uncertainty
range from gradual refinement concepts to the use of fragments, partial descrip-
tions of the business processes. Within this work a certain degree of uncertainty is
accepted and specific refinement concepts are introduced for their coverage.
The objective of workflow management is to support the execution of business pro-
cesses. The parts of a business process that can be supported by a computer sys-
tem are called workflows. In the glossary of the Workflow Management Coalition
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[Coa00] a workflow is explained as the automation of a business process.
A workflow specification1 is a representation which supports automated manipu-
lation, such as modeling or enactment by a workflow management system. A
workflow specification mainly contains the same information as a business pro-
cess description but at a more elaborated level of abstraction.
It defines a collection of tasks2 and the order of task invocation. Furthermore, it
contains information relevant to controlling and coordination of the execution of its
constituent tasks (e.g. required skills, possible actors, associated IT applications,
processed data, and execution requirements).
An instance of a workflow specification is denoted as a case (e.g. [Aal98]). In a
case, concrete documents, information and/or tasks are passed to processing enti-
ties for action, according to the procedural rules determined in the workflow spec-
ification. An example of a case is the process that handles an order from Marie K.
The case may be distributed over several processing entities. Thus, the creditwor-
thiness of Marie K. may be checked in the accountancy while the ordered item is
already being assembled by employees from the production department. Cases are
handled by a workflow management system.
A workflow management system (WFMS) is a computer system that implements
workflow management functionality. This covers the definition of workflow spec-
ifications, their analysis, their simulation and the monitoring of the corresponding
cases (cf.[Law97, Fis01]). Definition, analysis and simulation are done at design
time. However, the core of the WFMS-functionality is the monitoring at run-time.
Monitoring of cases comprises their control and their coordination. For each mon-
itored case, the WFMS ensures that the tasks of the case are performed in the right
order, at the right time and by the right processing entities. This is done by acti-
vating tasks, assigning the embedded activities to processing entities and waiting
for the activity to be completed. Which tasks are enabled at a certain point in time
depends on the workflow specification. Enforcement of rules in a workflow specifi-
cation by a WFMS is called enactment [Coa00]. It is done by the workflow engine,
sometimes also called workflow controller.
A WFMS system that is instantiated with one or more workflow specifications
is called a workflow system, just like a database management system instantiated
with one or more database schemas is called a database system. Until now, when
we used WFMS we sometimes actually meant a workflow system. From now on,
1In the vocabulary of the Workflow Management Coalition (WFMC) a workflow specification is
a process definition [Coa00]
2Tasks stand for activities assigned to some actor.
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we will use the term workflow system whenever we mean a WFMS instantiated
with a workflow specification.
“Business process re-engineering and workflow management are natural partners.
The rise of workflow management systems is an “essential enabler” for business
process re-engineering efforts. Conversely, some business re-engineering efforts
result in the purchase of a workflow management system” [AH02a].
1.2 Problem statement
A description of a business process and the corresponding workflow specification
are very similar. They both refer to the same set of activities and their ordering,
but at different levels of abstraction. The differences are due to different objectives
and a diverse perspective.
A business process description is made by domain experts. It describes the pro-
cesses from a user perspective. Activities are depicted as active bits that are exe-
cuted by actors.
The objective of a business process description is to provide a basis for communi-
cation. The descriptions are used for various purposes. In the everyday life of a
company they serve as manuals for process participants or as learning material for
newcomers. In business process re-engineering projects they provide a basis for
discussion in order to detect optimization potential. In preparation for the use of a
WFMS they provide a basis for agreeing on the processes to be supported.
The business process description must be understandable for people from very dif-
ferent backgrounds and “knowledge cultures”, e.g. heads of departments, depart-
ment staff, and IT experts. A business process description should be intuitive and
leave room for interpretation: the more ways there are to interpret a certain con-
struct the more likely it is that agreement will be reached.
A workflow specification, in contrast, is made by IT-experts. It describes the pro-
cess to be supported from a monitoring perspective. Activities are no longer the
active bits but are embedded within tasks. A task comprises the initiation of an ac-
tivity (e.g. someones inbasket is filled) and the waiting for its completion. A work-
flow specification is used as input for a WFMS and must therefore be machine
readable. The description here refines representation of behavior for subsequent
monitoring. A workflow specification must be unambiguous and may not contain
any uncertainties. This is a necessary requirement in order to analyze and simu-
late the described processes and to monitor their execution at run-time. A work-
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flow specification also contains details that are close to implementation. Whereas
it is sufficient for a business process description to cover the set of desired pro-
cess executions, a workflow specification also determines how these executions
are achieved. Thus, the workflow specification incorporates a strategy fixing the
efficiency of the executions supported at run-time.
Both process descriptions3 cover the same matter of interest: the involved activities
and their order. The close relation between the two descriptions suggests deriving
one from the other by changing the level of abstraction. Modeling workflows, it
would be good to enhance existing business process descriptions such that they can
be used as inputs for a WFMS.
So far, there is no methodically well-founded process model that bridges the gap
between business process and workflow modeling. One reason can be found in a
badly organized communication between domain- and IT-experts. But even if those
involved work closely together the continuous use of business process descriptions
for the modeling of workflow is impossible as there is neither a standard model-
ing language supporting the different abstraction levels nor an exchange format in
combination with transformation rules to transform business process descriptions
into workflow specifications.
There are languages that have proved to be understandable for the average user.
They provide a set of graphical modeling elements which are combined in a straight-
forward manner. Their semantics is “intuitive” but not formally founded.
On the other hand, there is a variety of languages that satisfy the requirements
posed by a workflow specification. They have formal, operational semantics and
provide concepts to specify aspects close to implementation. Still, where the one
language supports understandable modeling it lacks formal semantics; the other
has formal semantics but meets with rejection from modelers. There have been
many attempts to bridge the gap between the two concerns: the need for a plain
communication basis on the one side and an elaborate process description, covering
details of the implementation, on the other side.
Existing WFMSs follow a pragmatic approach. They often use a proprietary mod-
eling language with an intuitive graphical layout. The underlying semantics lacks
a formal foundation. As a consequence, analysis issues, such as the warranty of a
correct and reliable execution are not supported at design time. Failure detection is
only possible while monitoring the process execution. It is clear that failures that
are only detected at run-time may be very costly and may not please customers.
3The generic term process description will be used for both business process description and
workflow specification.
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Many research approaches address this drawback of practical systems. Consider-
able efforts went into the formalization of semiformal modeling languages, such
as Activity diagrams [Esh02, EW00, EW01b], Statecharts [Har87, WW97], and
Event-driven Process Chains [Aal99, CS94, LSW98, MR00, NR02, Rit00b, Rum99,
WWKD

97]. Still, these approaches do not provide a solution. The formalization
removes ambiguities and restricts the expressiveness. This moves the derived de-
scription more towards a suitable input for workflow management systems, but
does not meet with acceptance from modelers. Various interpretations which sup-
ported reaching an agreement between the different participants were discarded.
Other approaches try to adapt and/or facilitate the use of formal languages, such
as Petri nets [Pet62] or CCS (Calculus of Communicating Systems) [Mil80]. Here
the most common approach is the introduction of intuitive graphical patterns re-
placing constructs of the primary language [Aal98, AHKB03, Mil99]. The goal is
to facilitate the understanding of the determined interpretation.
Coming from either direction, the main idea is to define a comprehensive modeling
language which meets all requirements, i.e. provides concepts that support the
different levels of abstraction. As much as such a general language would simplify
life, so far none of the proposed languages provides concepts to cover the different
levels of abstraction separately, e.g. through a suitable refinement relation. Instead,
aspects of both abstraction levels get mingled.
The goal of this thesis is not to propose “yet another modeling language”, which
could bridge the gap, but to take a different and more pragmatic approach.
The idea is to propose a cross-language process model which gradually guides the
modeler towards a sound workflow specification. Such a process model would not
be based upon one general modeling language but would support the combination
of different, existing, and accepted techniques. The proposed procedure would
start with the modeling of a business process using an “intuitive”, but semiformal
modeling language. The procedure would finally guide the modeler towards a
sound workflow specification, which is given in terms of a formal language.
In the following we will discuss the requirements that such a cross-language pro-
cess model must satisfy.
Transformation rules The use of different techniques for different concerns pro-
vides a good basis to meet the suitable level of abstraction. However, it requires
paying particular attention to a smooth transformation between the techniques
used. Within the process model, rules should be provided to support the transfor-
mation of a semiformal description into a formal one. The transformation should
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maintain the various interpretations of the first process description but should made
them explicit.
Suitable correctness criteria The gradual refinement of a process description
should also cover a refinement of correctness criteria. It is clear that the final
workflow specification must be sound. This is a necessary requirement in order
to guarantee reliable process execution at run-time. Still, such a strong correct-
ness criterion restricts the modeling capabilities at the level of business process
descriptions. Therefore, alleviated correctness criteria must be introduced which
fit the requirements posed within business process modeling. Here, in order to sup-
port the communication between participants, different interpretations should be
allowed. Only wrong interpretations should be excluded.
Enhancement of implementation-close details The gradual refinement of a busi-
ness process description towards a workflow specification should furthermore in-
clude the enhancement of details that are close to implementation, e.g. efficiency
aspects. Whereas a business process description only determines the relevant ac-
tivities and their order, a workflow specification should also contain information
determining how the order is enforced.
Change of perspective Finally, the process model should cover the change of
perspective. From a users perspective, where activities were depicted as the active
bits, the process specification must be changed towards a monitoring perspective.
Activities must be embedded into tasks. From the machine perspective, activities
are seen as passive. The workflow engine only initiates their execution and awaits
their completion.
Having sketched the background and the problem statement, we now formulate the
goal of this thesis as follows.
Based on existing modeling languages that each fulfill their specific
purpose, we will provide a methodically well-founded process model
guiding the modeler from a business process description towards a
sound workflow specification.
12
1.3 Problem solving approach
As language for the workflow specification we chose Petri nets. Their suitability
for this application domain has been examined and discussed extensively in the
literature (e.g. [Aal98, AAH98]). They combine a graphical representation with
a precise formal foundation. Their operational semantics allow the use of the de-
rived process descriptions right away as input format of a WFMS. Example of ex-
isting WFMSs working on the basis of Petri net descriptions are COSA (Software
Ley/COSA Solutions [SL99]) or Income (Get Process AG [Inc]).
As modeling language for the business process description we refer to Event-driven
Process Chains (EPCs), which are fairly widespread. Reasons for their acceptance
can be found in their use for the representation of the SAP reference models [KT97]
and their tool-support through the ARIS tool set [SJ02].
But, EPCs are just one of a rich variety of accepted business process modeling
languages. We emphasize that the proposed process model is not restricted to that
choice, but may be adapted for other semiformal techniques.
Five steps have to be completed when guiding the modeler from a semiformal busi-
ness process description (based on EPCs) towards a sound workflow specification
based on Petri nets:
1. Business process modeling (EPCs),
2. Transformation into WF-nets,
3. Correctness check and feedback,
4. Strategy determination & implementation, and
5. Control refinement.
The whole process model is illustrated in Figure 1.1. It has been designed to sup-
port a modeler who is probably a domain expert but does not necessarily have high
modeling expertise.
The first three steps cover the modeling and the revision of the business process.
Only when the resulting process description is correct it is refined until it fits the
requirements of a workflow specification. The intermediate step “Transformation
into WF-nets” was introduced to provide a formal basis for the application of cor-
rectness criteria.
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Step four covers the determination of efficiency aspects. Here, an execution strat-
egy is determined and implemented. In step five, the description is refined to-
wards a monitoring perspective. Tasks are refined by decomposing them into three
phases, covering the initiation of the embedded activity, its processing, and the
waiting for the activity to complete.
1st Step
3rd Step
4th Step
Set of activities & 
control flow 
dependencies
Business process 
description 
    based on EPCs
   (not ok)  
 List of deficient 
activities/  
control flow     
 dependencies
2nd Step
(ok)  
Correct business 
process description
5th Step
Sound workflow 
specification
Sound process 
description
Business 
process modeling 
(EPCs)
Transformation 
into WF-nets
Correctness 
check & 
feedback              Business  process description 
based on WF-nets
Strategy 
determination & 
implementation
Control 
refinement
Figure 1.1: A process model for workflow modeling
The key of the proposed process model lies in the correctness criteria for the busi-
ness process descriptions. As mentioned earlier, the soundness criterion is only
practical for workflow specifications. Applying soundness already on business
process descriptions, their expressive power would be restricted. Instead of var-
ious possible interpretations only one would be considered correct. Therefore,
less stringent correctness criteria were introduced, namely relaxed soundness and
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robustness. These two criteria, which describe a subset of soundness, provide an
adequate correctness understanding for business process descriptions. Within the
described process model, relaxed sound and robust process description are trans-
formed into a sound specification. This is done in step four “Strategy Determina-
tion & Implementation”.
1.4 Thesis structure
The objective of this thesis is to provide a process model for workflow modeling.
Starting with an informal description of the activities involved and their functional
relation, the modeler will be guided towards a sound process description. The re-
sult will be used as a basis for the execution support of the modeled process. The
structure of the thesis mainly follows the order of the five proposed steps (cf. Fig-
ure 1.1).
In Chapter 2 we review relevant concepts and results from Petri net theory. Work-
flow nets are introduced, a subclass of Petri nets suitable for workflow modeling.
Existing correctness criteria are proposed and compared.
Chapter 3 focuses on the modeling, analysis, and revision of business processes.
We present a new method appraising the quality of the derived process descriptions
and providing corresponding feedback for the modeler. The method incorporates
mapping EPCs to Petri nets and checking the correctness of derived WF-nets using
a new correctness criterion, namely relaxed soundness. At the end of the chapter
it is shown that the proposed method also applies to other modeling techniques,
especially those used within real workflow applications.
In Chapter 4 the new criterion relaxed soundness is embedded into Petri net theory.
Relations between existing properties and relaxed soundness are considered.
Chapter 5 describes a further part of the process model. Looking at a workflow
system as a reactive system it is argued for another correctness criterion indicating
that the process can react robustly to possible events coming from the environment.
A corresponding property is introduced and an algorithm is provided for its veri-
fication. The algorithm is proven to be correct and complete. Finally, relations
between robustness and other properties are discussed.
Chapter 6 focuses on the generation of sound process descriptions. It starts with
an introduction of the theoretical background related to the theory of regions. Ap-
plying existing results, various ways are considered to generate a sound process
description on the basis of only relaxed sound and robust specifications.
Chapter 7 focuses on the implementation of different scheduling strategies. Trans-
forming a relaxed sound and robust process description into a sound process de-
scription, one scheduling strategy becomes fixed. Possible strategies and their im-
plementation are discussed.
In Chapter 8 the whole process model is described in detail. The newly introduced
concepts are embedded. Throughout the chapter the proposed procedure is applied
to a running example. At the end of this chapter, we discuss the application of
the derived process description as input for real WFMSs. This is illustrated by an
example using Staffware, one of the leading workflow management systems.
The conclusions are presented in Chapter 9. The proposed process model bridges
the gap between business process and workflow modeling. It enables the use of
process descriptions made in business re-engineering projects for the modeling of
workflow specifications. Passing through five steps, the domain expert is guided
through refining a business process description until it can be used as input for a
WFMS. There are various benefits that come with the proposed procedure. These,
and major results of the research outcomes are summarized in the last chapter.
Finally topics for future research are identified.
16
Chapter 2
Preliminaries
Within this work Petri nets are used to model workflows. Petri nets are one of the
most popular formal models of concurrent systems. Their introduction goes back
to the early 1960s ([Pet62]). Since then, there have been tremendous develop-
ments in both theory and applications. The latest compilation (March 2003) of the
scientific literature related to Petri nets (http://www.daimi.au.dk/PetriNets/biblio-
graphies/pnbibl.html) contains more than 8000 entries from hundreds of authors all
around the world. Well-known introductions to the application and theory of Petri
nets are [Mur89, Rei85] and [Jen92, Jen95]. A more recent survey can be found in
[RR98a, RR98b].
Petri nets have been a popular choice for many application domains. This develop-
ment is based on their graphical representation, their excellent formal foundation,
and the rich variety of existing analysis techniques and tools.
In this chapter, concepts and results from Petri net theory are reviewed which will
be used later in the thesis. In the first section, Place/Transition nets are defined and
their structural and dynamical properties are outlined. Some results relating the
properties are recalled from Petri net theory. In Section 2.2, WF-nets, a subclass
of Place/Transition nets, are introduced and relevant properties are discussed. The
chapter finishes with a section on related work.
2.1 Place/Transition nets
A Petri net is a directed bipartite graph. The two sorts of nodes are called places
and transitions. Places are represented by circles, and transitions by boxes.
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Definition 2.1 (Place/Transition net).
A Place/Transition net (P/T net) is a triple 	
 :  is a finite set of places,

is a finite set of transitions  , 
ﬁﬀﬂﬃ  is a set of
arcs (flow relation)1.
Given a node ! of
"ﬀ
, the set #$!
%'&)(*+&,
!
.-/
.0
is a preset of ! . The set
! #
1%'&)(*
!
2&34-5
40
is a postset of ! . The elements in the preset (postset) of a
place are called its input (output) transitions. Similarly, the elements in the preset
(postset) of a transition are its input (output) places.
Given a set 6 of nodes, 6
57ﬀ8
, we define # 6
9	:<;>=
# ! and
6 #
9 :<;?=
!,# . Given two sets of nodes 6 and @ , 6BAC@ denotes the set of nodes
of 6 that do not belong to @ .
2.1.1 Structural properties of nets
In this section, concepts describing structural properties of Petri nets are intro-
duced. Structural properties are properties that depend only on the network struc-
ture of the net. Since, Petri nets can be viewed as special graphs, graph terminology
also applies to nets.
Definition 2.2 (Path in ED ).
In the Petri net
FDGHI
J
, a path from a node !,K to a node !ML is a non-
empty sequence

!,K
ONONONP
!QL

such that

!MR

!QR
TS
I-U
 for VXWZY[WZ\^]7_ . A path

!QK
ONONONP
!QL

is said to lead from !,K to !QL . Note that a sequence containing one
element is an empty path.
Elementary paths are of special interest.
Definition 2.3 (Elementary).
A path

!,K
ONONONP
!QL

in the Petri net
ED`	
J
is elementary iff !MRba !dc for
any two nodes !QR

!ec

VfW/YhgjikW/\ .
Definition 2.4 (Strongly connected).
A Petri net is strongly connected iff for every pair of nodes ! and & , there is a path
leading from ! to & .
Special combinations of elementary paths are called handles. The concept of han-
dles has been introduced first in [ES90].
1Unless stated otherwise we always refer to ordinary Place/Transition nets with arc weights equal
to one.
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Definition 2.5 (PT-handle, TP-handle).
In the Petri net
EDlmI
J
, a place-transition pair
onC2pq-r^
is a PT-
handle if there are two elementary paths from n to p sharing only the two nodes
n
and
p
; a transition-place pair
+psnt8-uvw
is a TP-handle if there are two
elementary paths from n to p sharing only the two nodes n and p .
As handles often denote potential problems in the design flow, a concept for their
non-existence is needed.
Definition 2.6 (Well-handled).
A Petri net is well-handled if it has no PT-handles and no TP-handles.
Another important graph property concerns the existence of cycles.
Definition 2.7 (Cycle-free, pure).
A Petri net
	
J
is cycle-free, if for any node ! there is no non-empty path
leading from ! to ! . A Petri net 	
J is pure iff 
7X
.x S y 2.
In a pure net, for each transition
p
holds: #
ptkp
#
y (no self loops). This property
is important for the analysis of nets, because it means that there is a one-to-one
correspondence between the net and its incidence matrix (see Def. 2.24).
The next definition provides a way to express the absence of redundancy.
Definition 2.8 (t-simple).
A Petri net is t-simple when no two transitions
p
and
p{z
have the same sets of input
and output places, i.e. |
ps2p{z
#
p
a

#
p}z
or
p
#
a
7p}z
#
Important subclasses of Petri nets are state machines, marked graphs, and free-
choice nets, each with specific constraints on the graphical structure.
In a state machine all transitions have exactly one input and one output place.
Definition 2.9 (State machine).
A Petri net
ED~	
J
is a state machine iff | ph-8"( # p(( p # ( _ .
A Petri net is called a marked graph if all places have exactly one input and one
output transition.
Definition 2.10 (Marked graph).
A Petri net
ED~	
J
is a marked graph iff | n -Q( # n(( n # ( _ .
2 hQ^Ł'd>Q is the inverse of 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In free-choice nets [DE95], both synchronization and conflict are allowed, but may
not interfere, i.e. either a choice is preceded by a synchronization or synchroniza-
tion is preceded by a choice. This way the result of a choice between two transitions
is not influenced by the rest of the net.
Definition 2.11 (Free-choice nets).
A Petri net
FD~	

is a free-choice net (basically extended free-choice)
iff | p$2p z -X" # p) # p z b # p # p z .
The next definition introduces the subnet concept. It is used to define S- and T-
components and related Petri net properties.
Definition 2.12 (Subnet).
The Petri net
ED z  z  z 
 z 
is a subnet of net ED 	
J iff  z 
	zt	
and

qzy
ZU2qz)8	z)ﬀﬃIz,Ez2
.
Definition 2.13 (S-component).
Subnet
ED
z

z

z


z

is an S-component of the Petri net ED I
J iff
ED^z
is a strongly connected state machine such that |
n^-qz
#
nﬀJn
#
	z
.
Definition 2.14 (S-coverability).
A Petri net
FD¡`I
J
is S-coverable iff for each place nu-Z there is an
S-component
ED¢z3qz	z+
qz£
of ED such that n¢-qz .
Definition 2.15 (T-component).
Subnet
ED
z

z

z


z

is a T-component of the Petri net ED¤m	
J iff
ED^z
is a strongly connected marked graph such that |
p¥-XIz,
#
p)ﬀkp
#
5qz
.
Definition 2.16 (T-coverability).
A Petri net
	

is T-coverable iff for each transition pj-¦ there is a T-
component
qz	z+
qz£
of ED such that ph-§	z .
2.1.2 Execution of Petri nets
In this section markings are introduced and the firing rule, by means of which a net
is transformed into a dynamic system. A place can contain zero or more tokens.
Tokens are represented by black dots. The global state of a Petri net is called the
marking.
Definition 2.17 (Markings).
The marking of a Petri net I
J is the distribution of tokens over places
¨
e
],©ª
D
that assigns to every place the number of tokens ¨ ont that reside
in
n
. A place
n
is marked at a marking ¨ iff ¨ on« V .
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A marking
¨
changes by firing a transition
p
. A transition
p
may fire only if it is
enabled. A transition
p
is enabled in marking ¨ , written ¨ ¬],© iff every input
place of
p
contains at least one token. If a transition
p
is enabled in marking ¨ , it
may fire: one token is removed from every input place and one token is added to
every output place.
Definition 2.18 (Firing rule).
A transition
p[-X
is said to be enabled by the marking ¨ iff | n^- # ph ¨ on­ _ .
In this case
p
can fire. Firing of transition p leads from marking ¨ to marking ¨ z ,
where
¨
z
ont®
¯°
±
°²
¨
on
]5_ if n¢- # p A p # 
¨
on)³
_ if n¢-§p #®A[# p´
¨
on
otherwise
written as
¨ ¬
]M©
¨
z
.
We write
¨
]M©
¨
z
to indicate that by firing one transition in ¨ marking ¨
z
can
be reached. Next, we define the concepts firing sequences and reachable markings.
Definition 2.19 ((Finite) Firing sequence).
A sequence of transitions µ p S p{¶$p·?NNN is a firing sequence, enabled at ¨ S if
there are markings ¨
¶

¨
·
NNN
, such that ¨ S
¬

]Q©
¨
¶
¬£¸
],©
¨
·
¬¹
]Q©
NNN
We write
¨
S º
]M© . A finite sequence of transitions µ p S p ¶ NNNp L x S gives a finite firing
sequence, enabled at ¨ S . Here, we write ¨ S º]Q© ¨ L .
Note, the empty sequence » is enabled at any marking ¨ and satisfies ¨ ¼]Q© ¨ .
Definition 2.20 (Reachable marking).
A marking ¨ L is reachable from ¨ S (notation ¨ S ½]M© ¨ L ) if there is a finite
firing sequence µ such that ¨ S¤º],© ¨ L .
The set of markings reachable from a marking ¨ is denoted as ¾À¿)Á

¨

:
¾À¿)Á

¨
Â%
¨
zÃ(
¨
½
]M©
¨
z+0
.
Net system
To emphasize the difference between the static and the dynamic level of a net, the
concept of a net system is introduced.
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Definition 2.21 (Net system).
A net system Ä (or just a system) is a pair ED¢ ¨ R  , obtained by associating an
initial marking ¨ R to the Petri net
ED
.
Note, that in this thesis properties are sometimes transfered from nets to systems,
e.g. saying that a system is well-handled also implies that the underlying Petri net
is well-handled.
Reachability graph
The behavior of a Petri net can be described via a labeled transition system. A
labeled transition system is a directed graph with nodes representing states and
edges representing state transitions. The edges of the graph are labeled. The label
denotes what happens when the action represented by the edge is taken. Most
transition systems have a distinguished node, indicating the initial state.
Definition 2.22 (Transition system).
A Transition System (TS) is a quadruple  Ä  ÆÅÇ	Èf2É R*L  , where Å is a
nonempty set of states, Ç is a set of labels, ÈlmÅ1rÇ"ﬂÅ is a transition re-
lation, and
É
R*L
-jÅ
is an initial state. A transition system is finite if Å and Ç are
finite.
The reachability graph of a system Ä
FD^
¨
R

is the transition system where
the states are the reachable markings, the labels are the transitions, the distin-
guished initial state is the initial marking and the labeled edges are all triples

¨
2p$
¨
z

such that
¨

¨
z
are reachable markings satisfying ¨ ¬]Q© ¨
z
.
Definition 2.23 (Reachability graph).
For the system Ä
 ED^
¨
R

with
ED Êb	
J
, the reachability graph
¾FËqÌ
ÆÅ®ÇbÈÍ2É
RÎL

is a transitions system with:
ÅÏ
¾À¿)Á

¨
R

as set of states, Ç/7 and ÈÂ% ¨ 2p$ ¨ zﬃO( ¨  ¨ zt- ¾¿)Á  ¨ R 2Ð
ph-X/Ð
¨ ¬
],©
¨
zﬃ0
as set of labeled edges, and É R*L  ¨ R as initial state.
As the set of labels and the initial state are implicitly specified by the system
Ä
ÑFD^
¨
R

the reachability graph ¾FËEÌ is determined by the set of reach-
able markings
Å
together with the set of edges
È
. We therefore use the shortcut
notation: ¾FËqÌ
ÆÅÈ.
.
There is a direct correspondence between a path in the reachability graph and a
firing sequence in the Petri net. A path Ò of the reachability graph is a sequence
(finite or infinite) of labeled edges:
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Ò
¨
S
2p
S

¨
¶P
¨
¶<2p{¶<
¨
·P
¨
·<2p{·<
¨jÓ
sNNN
As the path corresponds to the firing sequence
p
S
p ¶ p · NNN
enabled in ¨ S , we also
write
¨
S Ô
]M© . Correspondingly, the elements of
È
will often be denoted by
¨ ¬
]M©
¨
z
instead of

¨
2ps
¨
z 
.
Through the edges of the reachability graph ¾FË a predecessor/successor relation-
ship is defined on the elements of
Å
.
¨
S is predecessor of ¨ L if there is a path
leading from ¨ S to ¨ L ( ¨ SG½]Q© ¨ L ). We call ¨ the immediate predecessor of
¨
z
if there is an edge leading from ¨ to ¨
z ( ¨ ]Q© ¨ z ).
The functions
nMÕÖP×Ø,ÙhqÕÖ'×Ø,Ù/3Å
]Q©ÚÛ denote the set of (immediate) prede-
cessors of a state
¨
-¢Å
.
nMÕÖP×Ø,Ùh
¨
hoÂ%
¨
z (
¨
z -¢ÅuÐ
¨
z
]Q©
¨
0
qÕÖP×Ø,Ùh
¨
[oÏ%
¨
zÃ(
¨
z-^ÅuÐ
¨
z
½
]Q©
¨
0
By analogy, the functions ÜPÝQÞÞ
ØQÙ
and ÄﬁÝQÞÞ
ØQÙ
are defined, denoting the sets of
immediate successors and successors for a state ¨
-¢Å
.
ÜPÝQÞÞ
ØQÙ
¨
hoÂ%
¨
z
(
¨
z
-¢ÅZÐ
¨
]Q©
¨
z
0
ÄﬁÝ,ÞÞ

¨
Ø,ÙoÂ%
¨
zÆ(
¨
zt-¢ÅZÐ
¨
½
],©
¨
z+0
The set of successors of a marking
¨
in a system Ä
ED^
¨
R

is of course
equivalent to the set of reachable markings from ¨ , ÄﬁÝ,Þ$Þ
Ø,Ù
¨

¾¿)Á

¨

.
qÕÖ'×Ø,Ùß
denotes the set of markings ¨
-
¾¿)Á

¨
R

such that there is a path
from
¨
to
ß
,
¨
½
]M©
ß
. Clearly,
qÕÖ'×dØQÙß
is only defined if
ß.-
¾¿)Á

¨
R

.
The construction of the reachability graph ¾FË is straightforward, although termi-
nation cannot be guaranteed, because it might be infinite. This is the case if the
corresponding Petri net is unbounded (cf. Def. 2.33), i.e. contains places which
have no limit to the number of tokens. As a consequence the number of markings
in the reachability graph is infinite.
The incidence matrix of a net
A more efficient way to analyze the behavior of a Petri net is based on the introduc-
tion of the incidence matrix. The sets of transitions and places within a Petri net
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are finite. The definition of markings therefore suggests using a vector notation.
The marking
¨
à
]Q©¤ª
D
can be represented as a vector of length
( 8(
.
Definition 2.24 (Incidence matrix of a net).
For the Petri net
ED~	
J
, the incidence matrix
á
QXq
]Q©
%
]E_

V

_
0
is defined by
á
onT2p2
¯°
±
°²
]F_ if n¢- # p A p # 
³
_ if n¢-Xp #®Ab# p$
V otherwise
In an incidence matrix, the rows represent the places of a Petri net and the columns
represent the transitions. The column vector

]Q©
%
]E_

V

_
0
of
á
associated to a
transition
p
is denoted by â . Similarly, the row vector

]M©
%
]E_

V

_
0
associated
to a place
n
is denoted by ã .
The entry
á
onC2p2
corresponds to the change of the marking of the place
n
caused
by the occurrence of the transition
p
. Hence if
p
is enabled at a marking ¨ and
¨ ¬
]Q©
¨
z
then
¨
z

¨
³
â . For a generalization of this equation to sequences
of transitions, we need the following definition:
Definition 2.25 (Parikh vectors of transition sequences).
For the Petri net
FD~b	
J
and a finite sequence of transitions µ , the Parikh
vector äµ

©¤ª
D
of µ maps every transition p of  to the number of occurrences
of p in µ .
With this definition, the Marking Equation Lemma can be formulated.
Lemma 2.26 (Marking equation lemma).
For every finite firing sequence ¨ º],© ¨ z of a Petri net ED the following marking
equation holds:
¨
z

¨
³
áÂå
äµ
One of the structural properties of Petri nets are the net invariants, namely transi-
tion invariants (Def. 2.27) and place invariants (Def. 2.30).
Transition invariants are related to firing sequences which reproduce a marking. A
transition invariant is a mapping that assigns an integer to each transition denoting
how many times the corresponding transition must fire in order for a marking to
be repeated. Note that the order of the transitions in the firing sequence is lost if
vector notation is used.
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Definition 2.27 (Transition invariant).
A transition invariant (T-invariant) of a Petri net ED æI
J is a vector
@a

ä
V that satisfies the following equation:
á"å
@
 ç
¿
ç
è éê ë

V

V
ONONON
V

A T-invariant @ of a Petri net is called semi-positive if @
­
ä
V and @ a

ä
V
3
.
A T-invariant is called positive if @
«
ä
V , i.e. @
+p2I«
V for every transition
p
. The
support of a semi-positive T-invariant @ , denoted by ì@fí , is the set of transitions
p
satisfying @
+p2h«
V .
A semi-positive T-invariant @ is minimum if no semi-positive invariant 6 satisfies
ì+6Uí4îì@.í . T-invariants have the following fundamental property. Let ¨ and
¨
z
be markings of a Petri net
ED
, and let µ be a sequence of transitions such that
¨
º
]M©
¨
z
. We have
¨

¨
z
iff the Parikh vector äµ is a T-invariant of
ED
.
The other way around does not hold. Not every T-invariant corresponds to a firing
sequence that reproduces a specific marking. The T-invariant must furthermore be
realizable [Lau02] with respect to a reachable marking of the net system.
Definition 2.28 (Realizable T-invariant).
A T-invariant @
­
ä
V of a system Ä ED¢ ¨ R  with FD~b	
J is realizable
in Ä iff there is a marking ¨ reachable from ¨ R and a firing sequence µ with
¨
º
]M© and äµ

@ .
A Petri net
EDïv	

is said to be covered by T-invariants if for any
pI-
there is a semi-positive T-invariant @ which supports
p
,
p[-
ì@fí .
Proposition 2.29 (T-components induce minimum T-invariants).
Let
D¢zMqz+	z
qz£
be a T-component of ED~	
J . Then @ , with
@
+p
R
®¦ð
_
Hp
R
-X	z
V

otherwise
is a minimum T-invariant of ED .
Place invariants are related to sets of places whose weighted token sum always
remains constant. Place invariants are represented by an n-column vector 6 , where
\ is the number of places of the net whose non-zero entries correspond to the places
that belong to the particular place invariant, with zeros everywhere else.
3We write ñuò8ó ( ñyôÍó ) if ñ õ> òkó õ> ( ñ õ> ôÍó õ? ) for every element õ of a finite set
ö
, where ñ and ó are mappings from
ö
to ÷ , with ÷ denoting the set of rational numbers.
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Definition 2.30 (Place invariant).
A place invariant (P-invariant) of a Petri net is a vector 6 that satisfies the fol-
lowing equation:
6^ø
åá

V
 for all ¨ - ¾À¿)Á  ¨ R 
where 6 ø is the transpose of vector 6 .
A place invariant has the fundamental property that the weighted token sum in the
places of the invariant remains constant at all markings and this sum is invariant
given the initial marking
¨
R of the net. Therefore place invariants satisfy the fol-
lowing equation:
¨ å
6

¨
R
å
6
The concepts semi-positive and positive P-invariant are defined as for T-invariants.
There are two sets of places that are interesting for specific analysis issues: siphons
and traps.
Definition 2.31 (Siphon).
A set ¾ of places, ¾ Z , of a Petri net EDï¦	
J is a siphon if # ¾  ¾ # .
A siphon is called proper if it is not the empty set. A siphon ¾ is called minimum if
there is no siphon ¾
z
with ¾
z
î5¾ .
The characteristic property of a siphon is that once unmarked it remains unmarked.
Definition 2.32 (Trap).
A set ¾ of places, ¾  , of a Petri net ED~I
J is a trap if ¾ #  # ¾ .
A trap is called proper if it is not the empty set. A trap ¾ is called minimum if there
is no trap ¾
z
with ¾
z
îù¾ .
Once marked a trap remains marked.
2.1.3 Dynamic properties of net systems
In this section, some dynamic properties of net systems (boundedness, liveness,
and related properties) are reviewed, followed by selected relations between struc-
tural and dynamic properties of net systems.
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Definition 2.33 (Bounded, safe).
A system
ED¢
¨
R

is bounded iff for each place n there is a natural number ú
such that, for every reachable marking, the number of tokens in n is less than or
equal to ú (b-bounded). The system is safe iff for each place the maximum number
of tokens does not exceed 1 (1-bounded).
Definition 2.34 (Structurally bounded).
A Petri net
ED
is structurally bounded if it is bounded for any initial marking.
Definition 2.35 (Dead, live transition).
Let
FD^
¨
R

be a system. A transition
p[-X
is
  dead if there is no marking ¨ reachable from ¨ R which enables p .
  live if p can always fire again. From every reachable marking ¨ a marking
¨
z
is reachable ( ¨ ½]Q© ¨ z ) which enables p .
A system
ED¢
¨
R

is live if every transition is live. A system
ED¢
¨
R

is
deadlock-free if every reachable marking enables at least one transition.
Definition 2.36 (Structurally live).
A Petri net
ED
is structurally live if there is a marking ¨ R of ED such that
ED^
¨
R

is a live system.
Definition 2.37 (Well-formed).
A Petri net
ED
is well-formed if it is structurally bounded and structurally live.
The results presented in the following describe relations between structural and dy-
namic properties of net systems. The first and the second result stem from [ES90]
and pertain to the absence of handles.
Theorem 2.38 ([ES90] Theorem 3.1).
Let
ED`I
J
be a strongly connected net. If ED has no TP-handle, PN is
structurally bounded.
Theorem 2.39 ([ES90] Theorem 3.2).
Let
FD~b	
J
be a strongly connected Petri net without TP- and PT-handles.
a) PN is structurally live.
b) PN is covered by S-components
c) PN is covered by T-components
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The next results were presented in [DE95]. They refer to the dynamic behav-
ior that can be deduced assuming restricted net-structures, such as state machines
(cf. Def. 2.9) and marked graphs (cf. Def. 2.10).
Theorem 2.40 (Liveness theorem, [DE95] Theorem 3.3).
Let
EDlû	
J
be a state machine. The system
ED¢
¨
R

is live iff FD is
strongly connected and ¨ R marks at least one place.
Theorem 2.41 (Boundedness theorem, [DE95] Theorem 3.5).
Let
FD~b	
J
be a state machine and let the system Ä
ED^
¨
R

be live.
ED^
¨
R

is b-bounded iff üý ;
¿
¨
R
on
Wùú .
From this theorem the following corollary was derived (cf.[DE95] Corollary 3.19).
Corollary 2.42 (Place bounds in live T-systems).
Let
ED^
¨
R

be a live marked graph.
FD^
¨
R

is bounded iff ED is strongly
connected 4.
Theorem 2.43 (Liveness in strongly connected T-systems, [DE95] Theorem 3.17).
Let
EDæ~b	
J
be a strongly connected marked graph and
ED^
¨
R

be a
system. The following statements are equivalent:
(a) ED¢ ¨ R  is live.
(b) ED¢ ¨ R  is deadlock-free.
(c) ED¢ ¨ R  has an infinite firing sequence.
The final theorem refers to free-choice nets.
Theorem 2.44 ([DE95] Theorem 5.8).
Let
FD
be a well-formed, and free-choice net.
(a) ED has a positive P-invariant.
(b) Every system ED¢ ¨  is bounded.
(c) A system ED¢ ¨  is live iff every S-component of ED is marked at ¨ .
4Note that a T-system [DE95] is a strongly connected marked graph with an initial marking.
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2.2 Workflow nets
In [Aal97] Petri net theory is applied to process modeling and workflow nets are
introduced (WF-net). A WF-net is a Petri net which has a unique source place (i)
and a unique sink place (o). This corresponds to the fact that any case handled
by the process description is created if it enters the WFMS and is deleted once it is
completely handled by the WFMS.
In such a net, a task is modeled by a transition and intermediate states are modeled
by places. A token in the source place Y corresponds to a case which needs to be
handled, a token in the sink place
ß
corresponds to a case that has been handled.
The process state is defined by the marking. In addition, a WF-net requires all
nodes (i.e. transitions and places) to be on some path from i to o. This ensures that
every task (transition) or condition (place) contributes to the processing of cases.
Definition 2.45 (WF-net).
A Petri net
ED~	
J
is a WF-net, if:
(i) PN has two special places, Y and ß . Place Y is the only source ( # Y  ) and place
ß
is the only sink ( ß # y ).
(ii) Let p ½fþ-X . The short-circuited net ED /ﬀ %'p ½ 0
Zﬀ %ß2p ½ sP+p ½  Y ´0?
is strongly connected.
Figure 2.1 gives an example of a WF-net. It describes the processing of com-
plaints5.
Considering the behavior of a WF-net, we will always investigate the life-cycle of a
single case, thus consider systems where initially only the source place Y is marked
( ¨ R  Y ¥ _ and for all n -^ A % Y 0 ¨ R on V ). So if EDHI
J is a WF-
net, we will investigate the behavior of the corresponding WF-system
ED¢
Y
 6
.
The relation between a WF-net
ED
and a WF-system
ED¢
Y

is used to transfer
properties from nets to systems, e.g. saying that a WF-net is sound implies that the
corresponding WF-system is sound.
In the following, existing correctness criteria for WF-nets are presented. We will
look at the structural property well-structuredness and the dynamic property sound-
ness.
5A different version of this example was presented in [Aal98].
6Note that there is an overloading of notation: the symbols ß and   are used both as identifiers for
the start and end places as well as to depict the markings where these places contain one token. The
relevant meaning can be derived from the context.
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Figure 2.1: A WF-net modeling the processing of complaints
2.2.1 Structural and dynamic properties
of WF-nets
Many of the Petri net properties introduced in Sections 2.1.1 and 2.1.3 hold for
strongly connected nets, e.g. T- and S-coverability and liveness. WF-nets are not
strongly connected but have one input and one output place.
A possibility to apply existing properties to WF-nets consists in short-circuiting the
net by adding a single transition
p
½ ( p ½ þ- ), which connects place ß and place Y .
The short-circuited net
FD
is used to infer to the behavior of the primary WF-net,
e.g. saying that a WF-net is live implies that the short-circuited net is live. In this
way, most of the properties can be applied to WF-nets.
The case is different for properties that do not refer to strongly connected nets.
Here, it is not possible in all cases to infer from the validity of a property in the
short-circuited net to its validity in the primary WF-net, but for most of the proper-
ties this relation is easy to prove or to disprove. For example, it is obvious that the
WF-net is free-choice or t-simple if the short-circuited WF-net is. The additional
transition
p
½ establishes a new connection between two places. Its introduction nei-
ther introduces a non-free-choice conflict nor violates the t-simple-condition (see
Def. 2.8). But the relation does not hold for the absence of cycles (cycle-free) or
30
for boundedness. This can be confirmed by a simple counter-example like the one
shown in Figure 2.2. The primary WF-net
ED
is bounded and cycle-free, whereas
t*
i
p1
p2 ot1
t1
t3
PN PN
i ot1
t1
t3
t4 t4
p3 p1
p2
p3
Figure 2.2: A simple counter-example
the short-circuited net
ED
satisfies neither of these properties.
Since, there is no proof (or disproof) that the short-circuited net ED is well-
handled if the primary WF-net
ED
is, in [Aal97] a new concept, namely well-
structuredness was introduced.
Definition 2.46 (Well-structured).
A WF-net
FD
is well-structured if the short-circuited net ED is well-handled.
The WF-net of Figure 2.1 is not well-structured. There are both PT- and TP-
handles. Examples are the transition-place pair AND split/c5 and the place-transition
pair c5/AND join.
An important correctness criteria for WF-nets is soundness as introduced in [Aal98].
Soundness ensures that the process can always terminate properly, i.e with a single
token in place
ß
and all the other places empty, in addition, it requires that there are
no dead tasks, i.e. each existing task can be executed.
Next, we show soundness as defined in [Aal98].
Definition 2.47 (Soundness).
A WF-system Ä
ED¢
Y

is sound iff:
(i) For every state ¨ reachable from state Y , there is a firing sequence leading
from state ¨ to state ß (option to complete).
Formally: | ¨
M
Y
½
]Q©
¨
 
¨
½
]Q©
ßsN
(ii) State ß is the only state reachable from state Y with at least one token in place
ß (proper termination). Formally: | ¨ Q Y ½]M© ¨ Ð ¨ ­ùß  ¨ yß
(iii) There are no dead transitions in Ä .
Formally: |
p¥-X
¨

¨
z
M
Y
½
]Q©
¨ ¬
]Q©
¨
z
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The WF-system from Figure 2.1 is sound. In [Aal97] a necessary and sufficient
condition for soundness is given:
Theorem 2.48.
Let
ED
be an arbitrary WF-net and
ED
the corresponding short-circuited net.
ED^
Y

is sound iff  EDj Y  is live and bounded.
2.3 Related work
The use of Petri nets for the application domain workflow management started in
the late 1970s ([Ell79, EN93]). Their suitability for this application domain has
been examined and discussed extensively in the literature (e.g. [Aal98, AH02b]),
and the interested reader is referred to [Obe96, Aal97, AH02b] for further reading.
For the analysis of the modeled processes a wide variety of results from Petri net
theory are available. In general it is checked whether a given process description
meets a specification e.g. given by a temporal formula. As correctness notion for
WF-nets we referred to soundness. In [Aal98] it was argued that this property
covers a minimum set of requirements every process description should satisfy.
Soundness [Aal98] is a combination of three conditions, stating that:
(i) option to complete it should always be possible to complete a case that is
handled according to the process,
(ii) proper termination it should not be possible that the workflow process sig-
nals completion of a case while there is still work in progress for this case,
and
(iii) no dead tasks for every task, there should be an execution (firing sequence)
of the process that executes it.
In most approaches using WF-nets these three conditions have been regarded as
pivotal with respect to a correctness statement. However, in [Kin98] it was argued
that in some applications a stronger version of soundness is required. A fourth
condition was proposed, namely safeness. The enhanced version was called strong
soundness. The concept of strong soundness was applied for example in [AB02]
and [Aal02].
In the context of inter-organizational workflow, the soundness criterion was carried
over to compound workflow nets [Aal02] and called global soundness. This con-
cept was adopted and changed slightly in [KMR00]. Here, a compound WF-net is
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called globally sound if all the workflow modules which were invoked (i.e. where
the token was removed from its start place) will eventually terminate properly.
A less stringent interpretation of soundness can be find in [HSV03]. Here sound-
ness only refers to the first two requirements (option to complete and proper ter-
mination). The third requirement (absence of dead task) is omitted. Based on this
interpretation, soundness is generalized to the notion of k-soundness, allowing the
observation of more than one instance (namely  ) at the same time. A WF-net is
called  -sound if any marking reached from  tokens in the initial place can reach
 tokens in the final place. Regarding the original soundness as 1-soundness, a
WF-net is called sound iff it is  -sound for each 
«
V .
For further correctness notions applied to process descriptions (possibly not spec-
ified in terms of WF-nets) the reader is referred to the related work section of
Chapter 3.
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Chapter 3
Modeling business processes
In this chapter, the basis for the process model (cf. Figure 1.1) is established. In
the first step the business process is modeled from a user perspective. We assume
the person carrying out the modeling to be a domain expert but perhaps without
modeling expertise. A graphical but only semiformal modeling language is used.
As a typical representative of such a language we will refer to Event-driven Process
Chains (EPCs). To appraise the correctness of the modeled processes, EPCs are
provided with formal semantics. This is done by defining a mapping from EPCs
onto Petri nets. Throughout the transformation, the ambiguities contained in the
primary description are maintained but made explicit. The corresponding Petri net
will be checked for correctness, and feedback will be given to revise the primary
EPC. As a measure of correctness, a pragmatic correctness criteria is proposed
which reflects the remit for the initial modeling.
The chapter is structured accordingly. After a short introduction (Section 3.1) the
syntax of EPCs is introduced in Section 3.2. Subsequently, the current debate
about their semantics is reviewed and a proposal is made. In Section 3.3, rules are
provided for the transformation of EPCs into Petri nets. The derived Petri net is
checked for correctness in Section 3.4. The suitability of existing Petri net proper-
ties is discussed and an adapted correctness criteria is proposed. In the following
sections, the state of implementation is described (Section 3.5) and a case study
is evaluated (Section 3.6). In Section 3.7 the proposed method is summarized and
its application to other modeling techniques is outlined. Finally related work is
discussed.
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3.1 Introduction
Business processes play a central role in the reorganization of a company. Their
modeling has been at the heart of IS development for many years. The number
of different languages that have been proposed is correspondingly large. Many of
these modeling techniques have been investigated quite thoroughly. Examples are
Activity Diagrams and Statecharts (both from the UML), Petri nets, or EPCs. Be-
sides these, there are numerous languages that have been developed independently,
often in an ad hoc style.
The general objective of all these languages was to find a suitable level of abstrac-
tion which meets the intuition of the domain experts. The meaning of a given
description should be evident. This supports the handling of the business pro-
cess descriptions. They shall be made and read by an average user without high
modeling expertise. A common understanding of business process descriptions is
important, as they are primarily used as basis for communication between the par-
ticipants. The communication should also be possible between people with totally
different backgrounds and knowledge cultures, such as CEOs, heads of department,
department staff, IT experts, and so on.
The modeling languages are often only semiformal. This way, there is room for
interpretation: the more ways there are to interpret a certain construct the more
likely it is that an agreement will be reached. The participants might not (yet) be
ready to specify the final behavior in detail and decide on the correct interpretation.
A semiformal language can introduce ambiguity and vagueness which constitute a
major problem if the processes described are to be supported by a workflow man-
agement system. What has been an advantage for the purpose of communication
then becomes a drawback in the design phase of a workflow system. Here, an
unambiguous and machine-readable description of the process is needed.
As a way out of this dilemma, we propose the use of a pragmatic criterion to de-
termine the correctness of the business process description. The proposed property
describes the capability of a process description to cover sufficient useful interpre-
tations. If it comes to system development, the process description is enhanced by
further details, determining the final interpretation.
To apply the proposed correctness criterion, the primary language has to be pro-
vided with formal semantics. This is done by mapping it onto Petri nets.
As typical representative for a business process modeling language, we refer to
EPCs of the Architecture of Integrated Information Systems (ARIS) [Sch94].
EPCs are fairly widespread. One reason for their acceptance lies in their use for
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the representation of the SAP reference models [KT97]. EPCs are a graphical
and semiformal modeling language. They are easy to learn and to understand but
involve ambiguity and vagueness.
3.2 Modeling with EPCs
In the following, EPCs are described in detail. First their syntax is presented. After
that, various perceptions of their semantics are reviewed and a proposal is made.
3.2.1 EPC syntax
The language of EPCs provides the user with a set of graphical notation elements
for the representation of (business) functions, events and routing constructs to de-
scribe the control-flow. Figure 3.1 depicts the EPC elements that are used to de-
scribe the control-flow of a business process. Functions are used to model the
dynamic part of the process. Typical functions are procurement, quality assurance,
or processing an invoice. Another constructive element is the event. An event
either triggers a function or marks the termination of it. For example, the event
not ok triggers the function complaint whereas the event data revised
marks the termination of complaint. Furthermore, to describe more complex
behavior, such as sequential, conditional, parallel, and iterative routing, connectors
are introduced. These fall into two categories: splits and joins. In both categories
there are AND ( Ð ), XOR (  ), and OR (  ) connectors.
<
<
<
X <
Function:
Connectors:
Event:
X
Figure 3.1: EPC elements
The elements are connected to form a complex process model. The composition is
restricted by some syntactical rules, such as:
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  There is at least one start and one end event.
  Events and functions have exactly one incoming and one outgoing arc (ex-
cept start and end events).
  For every two elements there is a path between the two (ignoring the direc-
tion of arcs)
  An event is always followed by a function and vice versa (ignoring connec-
tors).
Running example We illustrate the modeling with the help of an example. Fig-
ure 3.2 shows an EPC modeling the process “Handling of incoming goods” intro-
duced in [LSW98].
  record 
receipt of  
  goods
 goods 
arrived
AND-split (I)
check 
goods
X
ok not_ok
<
complaint
not_ok
X
distribution 
to stock
distributed 
   goods
recorded 
  goods
<
<
XOR-split
AND-split (II)
XOR-join
OR-join
Figure 3.2: EPC: “Handling of goods”
The process starts with the event goods arrived. After that the execution is
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split into two parallel paths (AND-split(I)), modeling the work of two depart-
ments. The left one checking the goods and performing the ensuing functions, the
right one doing the accounting. The checked goods are either ok or not ok. In
the latter case, a complaint is compiled, in the former nothing happens. In either
case (XOR-join), the goods are distributed afterwards (distribution to
stock). Connectors OR-join and AND-split(II) make sure that in case of
a complaint the corrected data is waited for before the receipt of goods is recorded.
Otherwise, the receipt can be recorded straight away.
3.2.2 EPC semantics
EPCs are a semiformal method of business process modeling. Although, they
have been applied quite successfully, their authors defined neither a comprehen-
sive and consistent syntax nor the corresponding semantics [KNS92]. With their
widespread use, the need for a formal foundation increased. Several approaches
propose a formalization. Most of them suggest a mapping on existing techniques,
such as Petri nets or Statecharts. This way it becomes possible to use existing
analysis and verification techniques. Examples are [CS94, vU97, LSW98, Aal99,
MR00, Rod99] for Petri nets and [WWKD  97] for Statecharts. Other approaches
to formalization have been developed by [NR02, Rum99, ADK02]. Here, seman-
tics are defined by means of a transition system.
All the approaches have one thing in common: they assign operational semantics
(execution semantics) to the EPCs .
This is the main difference between existing approaches and the one proposed
here, where non-operational semantics is assigned with EPCs. Supporting non-
operational semantics we take the line of reasoning followed in the first publica-
tions about EPCs1 ([KNS92, Sch94]).
We are confident that the non-operational interpretation of EPCs fits an intuitive
modeling understanding and is one reason why EPCs are said to be easy to learn
and to understand. Modeling business processes, the modeler normally starts by
describing “what an execution (should) look like”, hence describes a set of ac-
cepted/good executions. This procedure fits the non-operational semantics. Here,
an EPC is interpreted as a pattern that describes accepted executions. Deficient
executions are only described implicitly, as these executions which do not fit the
described pattern.
1In later publications the syntax of EPCs was enhanced by what is called a process folder. Process
folders resemble tokens in a Petri net indicating the current state.
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In contrast to EPCs, Petri nets do have operational semantics. A Petri net speci-
fication describes more than the set of accepted executions, and also covers “how
an execution is reached”. This difference has been neglected in previous attempts
of mapping EPCs to Petri nets. EPCs have been considered deficient if the corre-
sponding Petri nets were deficient, cf. [Aal99, LSW98]. As a consequence, the
modeling facilities of EPCs were restricted so that the Petri net correctness criteria
could be transferred to EPCs.
Starting with non-operational semantics also has another advantage. The modeler
does not have to think about the “how” of the execution. Determining the “how”
of an execution is related to fixing the efficiency of the execution. The problem is
that related information may not yet be clear in an early design phase. It is often
only available later on, or it may change during the lifetime of a workflow system.
Nevertheless, we also formalize EPCs by a mapping onto Petri nets. In contrast to
previous approaches, the ambiguities are deliberately maintained. Consequently,
the resulting Petri net will not satisfy traditional correctness measures. There may
be faults such as deadlocks and/or residual tokens. We therefore provide an adapted
correctness criterion. The new criterion provides a pragmatic measure of the cor-
rectness of the primary EPC.
Here, Petri nets are used for the same reasons as in other approaches. They have
a clear and precise definition [Mur89] and a graphical notation similar to that of
EPCs. In addition, they provide many existing analysis techniques and tools. In the
following, we will refer to the class of Workflow nets (WF-nets). WF-nets were
introduced in Chapter 2 and proposed in [Aal97, Aal98, Aal00b]. WF-nets were
tuned to fit the requirements within the domain of workflow management. Petri net
theory was exploited to assemble adequate properties and efficient algorithms for
that Petri net class [Aal97].
3.3 Transformation into workflow nets
The transformation of EPCs into Petri nets uses three steps. First, the elements of
the EPC are mapped onto Petri net-modules. In the second step, rules are provided
to combine the different modules to form a complex process model. A third step
becomes necessary if the primary EPC had more than one start and/or end event. In
that case, the derived WF-net must be supplemented by some extra in- and output
places to satisfy the WF-net syntax.
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3.3.1 Step 1: Mapping EPC elements to Petri net-modules
During the first step every EPC element is mapped onto corresponding elements
on the Petri net-side. The mapping was illustrated in Figure 3.3. Events and
<
EPC PN
<
EPC PN
<
<
X
X
Figure 3.3: Step 1: Mapping EPC elements onto Petri net-modules
functions are transformed into places and transitions respectively including in- and
outgoing arcs. Routing constructs such as AND-split, AND-join, XOR-
split, XOR-join, OR-split and OR-join are mapped onto small Petri
net-modules. The Petri net-modules describe the behavior of the routing constructs
explicitly. This is particularly relevant for the OR, because its semantics has not
been described consistently.
Figure 3.4 shows an EPC with an OR-join on the left and its Petri net-translation
on the right side. The EPC as well as the Petri net have the semantics: C can
be reached if either A or B or both occur2. In the EPC all these different cases
are described through one connector. In the Petri net-module all possibilities are
modeled explicitly via the transitions
p
,
p	

and
p	

. The behavior of the EPC and
the Petri net are equivalent because both accept the same executions.
2If A and B occur one after the other C can also be reached twice.
40
<
C
A AB
C
B
  tA  tAB   tB
Figure 3.4: Transformation of the OR-connector
3.3.2 Step 2: Module combination
In the second step, the single Petri net-modules are joined to form a connected
Petri net. Depending on the interface of the adjacent modules, one of the following
combination rules is applied:
Case1: If input and output elements are of the same kind (e.g. both places) then the
elements are unified.
Case2: If input and output elements are different (place and transition) then the arcs
are fused.
Figure 3.5 illustrates the first and second step of the transformation of EPCs into
Petri nets, showing unification of elements and fusing of arcs.
The proposed transformation approach is slightly more general than the transfor-
mations described in [Rod99] and [Aal99]. The rules presented here can also be ap-
plied to transform EPCs where connectors follow each other immediately, e.g. the
XOR-join and the AND-split (II) in Figure 3.2. Another advantage of this approach
is that the resulting Petri net does not contain any places or transitions not corre-
sponding to elements of the EPC. The transformation rules by [Rod99], [LSW98]
and [Aal99] all contain rules which explicitly introduce new pseudo places and
transitions to meet the Petri net syntax; the resulting Petri net may contain ele-
ments which have no counterpart in the application domain. In contrast to any
other approach, a simple mechanism was provided to aggregate several start and
end events which may be connected over different paths.
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3.3.3 Step 3: Adding unique input/output places
Applying Step 1 and Step 2, an EPC is translated into a Petri net but not necessarily
into a WF-net. If the EPC contained more than one start, and/or end event, the
resulting net may have more than one start and/or sink place. There are no EPC
syntax-rules that restrict the number of start and end events. Moreover, if there
are several start events (or end events), it is not clear whether they are mutually
exclusive.
Then, a new start place and/or a new sink place is added. These new places are
connected to the Petri net so that the places representing the primary start events
(or end events) of the EPC are initialized (cleaned up). The connection of the
new places with the primary places is not trivial but depends on the relation of the
corresponding events in the EPC.
One way to determine the relation would be to track the paths, starting from the
different start events (end events), until they join3.
The connection of the new place with the primary places would than be a Petri net
module that corresponds to the connector complementing the one that was found.
Consider two start events that are connected via an XOR-join. They are treated
as mutually exclusive. The two corresponding start places in the Petri net will
be linked to the new inserted place by a complementing XOR-split. This was
illustrated in the upper row of Figure 3.6. The lower row of Figure 3.6 gives an
example connecting a new end place to existing end places. Here, an AND-join
was inserted complementing the AND-split.
The general case may be more difficult. There could be more than only two dif-
ferent start events (end events) with paths possibly meeting in various connectors
of different type. To avoid a lengthy procedure we propose to link different start
places by a Petri net module corresponding to an OR-split and different end places
by a Petri net module corresponding to an OR-join. This way all possible depen-
dencies are covered. Note that some of them may not reflect actual dependencies.
Applying the Steps 1 to 3, an EPC is transformed into a WF-net. The transforma-
tion is unique, in the sense that each EPC refers to only one WF-net.
Running example The transformation was applied to the example from Fig-
ure 3.2. The derived WF-net is shown in Figure 3.7. For convenience, the Petri
3The paths finally join. The EPC syntax rules state that: For every two elements there is a path
between the two (ignoring the direction of arcs)
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Figure 3.6: Step 3: Adding new start and sink places
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net-modules which correspond to the routing constructs of the EPC have been high-
lighted with dotted rectangles. The sink place
ß
and the transitions t10,t11,t12,
corresponding to an OR-join, have been added within Step 3.
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Figure 3.7: WF-net: “Handling of goods”
The Petri net-module which replaces the OR-join explicitly describes the be-
havior of this routing construct. Transition t5 models the direct recording, and
transition t6 models waiting for the revision to be completed. The alternative t7
has been introduced as part of the corresponding Petri net-module but has no ex-
pression in the original EPC. The EPC does not describe any accepted execution
where the task record receipt of goods is triggered only through a neg-
ative result of the check. The accounting department is always involved. This is
ensured by the first connector, the AND-split (I). Thus, the alternative de-
scribed by the transition t7 does not belong to any of the accepted executions of
the EPC. Transforming the OR-connector, the ambiguity of the OR is carried to the
WF-net. Here, the decision whether to execute transition t5, t6 or transition t7
can not be resolved locally anymore.
3.4 Properties of the derived WF-nets
Applying the proposed rules, an EPC is transformed into a WF-net. But which
structural and behavioral properties hold for the resulting WF-nets? After a short
general discussion, this section examines soundness. We will argue that soundness
does not always provide an adequate means for the correctness check of translated
EPCs, and propose the use of a less stringent correctness measure.
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3.4.1 General properties
First, some general structural and behavioral properties of Petri nets are considered.
 The resulting WF-net is pure, i.e. does not contain any self-loops. This is a
result of the EPC syntax-rule stating that events and functions have at most
one incoming and one outgoing arc. Actually, there are three syntactical
correct combinations which would be transformed into non-pure Petri net
modules (cf. Figure 3.8). Still the occurrence of these bizarre combinations
can be excluded as there are no meaningful interpretation.
X
X
<
<
a) b) c)
Figure 3.8: EPCs that are transformed into non pure Petri nets
 The syntactical rules for the modeling with EPC do not preclude the intro-
duction of cycles. If the structure of an EPC is cyclic, the resulting WF-net
will have cycles as well. Therefore, an acyclic structure cannot be assumed.
 The resulting WF-net may not be bounded. Unboundedness is a consequence
of the introduction of badly matched cycles, i.e. cycles that contain an AND-
split followed by an XOR- or OR-join.
 If the EPC contains only connectors of type AND and XOR the resulting
WF-net is free-choice. The subnets translating connectors of these types are
free-choice. Furthermore, any combination of XOR-splits and AND-joins
again result in free-choice nets. The input and output elements of the corre-
sponding subnets are different. Therefore Case 2 of the second transforma-
tion step is satisfied. The subnets are always joined by fusion of arcs. The
argumentation is illustrated in Figure 3.9.
If the EPC contains an OR-join, the resulting WF-net does not satisfy the
free-choice property. The subnet introduced through the translation of an
OR-join introduces non-free-choice behavior to the WF-net.
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Figure 3.9: The combination of XOR- and AND- connectors does not lead to non
free-choice subnets
 Using EPCs, the modeler is not obliged to model in a well-structured way,
i.e. not every split has to be complemented by a corresponding join. There-
fore, the derived WF-net may not be well-handled. Possible consequences
are dead transitions and/or tokens that remain in the net although it already
terminated. A consequence of residual tokens is that even if the WF-net itself
is bounded or safe, this is not carried forward to the short-circuited WF-net.
 The derived WF-system may not be live4, as there may be deadlocks and/or
dead transitions. Non-liveness may arise if an AND-split is complemented
by an XOR- or OR-join.
 The resulting WF-system may not be sound. A WF-system is sound if the
short-circuited WF-system is live and bounded (cf. Theorem 2.48). As dis-
cussed above, neither of these properties does necessarily hold.
The next section investigates whether soundness of the resulting WF-net provides
an adequate means to conclude the quality of the underlying EPC and to help with
the revision of the process specification if necessary. It will be seen that the restric-
tions imposed on the WF-net and therefore on the primary EPC are too strong.
3.4.2 Soundness
In [Aal97] soundness was introduced as a correctness criterion for WF-nets. It was
argued that this criterion covers a minimum set of requirements which a process
4Remember that a WF-system is live if the short-circuited WF-system is live.
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description should satisfy. A WF-net is sound if termination is guaranteed and there
are no residual tokens and neither deadlocks nor livelocks. Furthermore, there are
no dead transitions. Residual tokens denote work that remained pending although
the execution of the case had already terminated. Deadlocks indicate situations
where the execution got stuck, and livelocks are when the execution makes no real
progress any more. Dead transitions stand for tasks that do not contribute to the
processing of workflow instances, as they are never executed.
We consider an EPC to be sound if the corresponding WF-net is sound. The check
for soundness was implemented within the Petri net-tool Woflan [VA00]. Woflan
not only states whether the process description is sound or not, but also provides
the modeler with further information in order to support the location of deficient
parts of the WF-net. Still, if the WF-net is not sound, it may not be possible to
provide precise feedback supporting the redesign of the EPC. We will illustrate
this by means of the running example.
Running example
The WF-net that resulted from the translation of the EPC “Handling of goods” was
shown in Figure 3.7. The WF-net is not sound. There are firing sequences that do
not terminate properly, e.g. the sequence:
 t1, check goods, t2, complaint, t4, t5, record
receipt of goods, t8, distribution to stock, t10.
Here, the case terminated but there is a residual token in place p4.
Figure 3.10 shows the interface of Woflan reflecting the diagnosis for the running
process specification. The modeler is provided with various kinds of feedback.
Here, the modeler is pointed at four improper conditions namely, p3,p4,p5, and
recorded goods. Furthermore, there are deficient firing sequences, called im-
proper scenarios, such as the one mentioned above.
Still, the feedback does not point precisely to the deficient elements within the
process specification. The OR-connector in the primary EPC was used to assure
that in case of a complaint, the corrected data is waited for. If the goods were
accepted (test result is ok) the receipt was recorded straight away. These two
interpretations are reflected by transitions t5 and t6 in the resulting Petri net.
Transition t7 does not have any expression in the process. Still, as it is not dead
this is not detected in the test for soundness.
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In order to receive a sound WF-net, the EPC specification has to be changed in
such a way that all executions of the corresponding WF-net terminate properly, i.e.
residual tokens are avoided, as well as livelocks and deadlocks.
To change the EPC “Handling of goods” accordingly, the EPC has to be re-arranged
in a well-structured5 way, avoiding the use of OR-connectors. This change is not
trivial and the resulting EPC looks completely different.
Figure 3.10: Woflan diagnosis for process: “Handling of goods”
5every split is complemented by a corresponding join
48
Impact of the soundness requirement
The impact of soundness as the correctness measure for EPCs is substantial. Sound-
ness imposes operational semantics. As a consequence, the modeler is required to
think about the “how” of the execution, which involves the consideration of effi-
ciency aspects. In the introduction (cf. Section 3.1) it was argued that the specifi-
cation of business processes should be as abstract as possible. The consideration
of efficiency aspects requires detailed information about the process, e.g. duration
and costs of tasks as well as the availability of resources. This information requires
a much deeper insight and a higher level of detail than is available or desired for
the modeling of business processes. Here, the focus is on communication. The
objective is to come to a common process understanding between all participants.
All further information unnecessarily complicates the description.
Soundness can only be achieved through a restriction of the EPC modeling facili-
ties. The requirement for soundness demands the modelers to restrict themselves to
well-structured EPCs and avoiding the use of the OR-connector. These restrictions
reduce the expressiveness of EPCs and furthermore impose higher requirements on
the modeling knowledge of the domain experts.
For these reasons, an adjusted correctness criterion would be desirable. The new
correctness measure would support non-operational semantics. It would allow the
modeler to postpone decisions considering the efficiency of the process execution
as long as possible, i.e. close to implementation. Furthermore, it would not restrict
the EPC modeling facilities and hence reflect the assumed modeling knowledge
adequately. Such a new less stringent criterion is proposed in the next section.
3.4.3 Relaxed soundness
Based on the observations in the previous section, we propose a new criterion: re-
laxed soundness. Initially, relaxed soundness was introduced in [DDGJ01]. The
new criterion is intended to represent a more pragmatic view of correctness. It
is weaker (in a formal sense) and therefore easier to accomplish. Relaxed sound-
ness does not impose the need to avoid situations with residual tokens or live-
locks/deadlocks. Therefore, it is suitable to check WF-nets which have been de-
rived through the transformation of (not necessarily well-structured) EPCs contain-
ing OR-connectors. The idea behind relaxed soundness is that for each transition
there is a sound firing sequence, i.e. a sequence that can be carried forward such
that it terminates properly.
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We will define the term sound firing sequence to explain the differences between
the criteria soundness and relaxed soundness in formal terms.
Definition 3.1 (Sound firing sequence).
Let ﬀ be a WF-system. A firing sequence ﬁ is sound if ﬃﬂ! #" and
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A sound firing sequence can be extended, such that marking ' is reached. Corre-
spondingly, an unsound firing sequence is a firing sequence which ends in a mark-
ing from which marking ' is not reachable.
Whereas in a sound WF-net all firing sequences are sound, relaxed soundness only
requires that there are so many sound firing sequences that each transition is con-
tained in one of them. Note, that soundness subsumes relaxed soundness.
Definition 3.2 (Relaxed soundness).
A workflow system )*+	ﬀ is relaxed sound iff each transition of + is
an element of some sound firing sequence. |!,.-0/ $ "  " z  1 2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Intuitively, relaxed soundness means that there are enough executions which ter-
minate properly (i.e. state ' was reached and there are no residual tokens) so that
every transition is covered. A relaxed sound WF-net may have other firing se-
quences which do not terminate properly, but deadlock before termination or leave
tokens in the net. In spite of that, relaxed soundness is still reasonable, because it
requires that all relevant behavior is described correctly.
We argue that this criterion is closer to the intuition of the modeler. It does not
force the modeler to think about all possible executions and then to care for proper
termination. Using relaxed soundness as a correctness measure for EPCs, non-
operational semantics are supported. The corresponding WF-net is checked only to
allow for reasonable behavior. Interpreting relaxed soundness of a WF-net within
the terms of the primary EPC, every function can be executed reaching a desired
set of end events.
The results from the correctness check of the WF-net can be transferred directly to
the primary model. If the result of the relaxed soundness check is positive, we can
conclude that the EPC represents reasonable behavior.
If the result is negative, the modeler gets a list of transitions which are not con-
tained in any sound firing sequence. According to the proposed transformation,
every deficient transition either corresponds to a task or to a connector within the
EPC. This means that either the task or one of the possible choices described by
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a connector are not included in an execution that terminates properly. It can be
concluded that the corresponding part in the EPC needs improvement. In other
words, as a general rule we have to consider transitions that are not contained in
some sound firing sequence when we are looking for parts of the process that need
revision.
This way, precise feedback is provided which will help the modeler to improve the
process description until the corresponding WF-net fits the property.
Note. The feedback may become less precise if a transition at the beginning of
the WF-net is not contained in any sound firing sequence. Then, all following
transitions would be denoted as deficient as well. This could happen, if e.g. a
split at the beginning is never followed by a corresponding join. In such a case
the modeler should start to check the failure prone EPC-elements in the order of
occurrence within the failure message, focusing on the interplay of the connectors.
Running example
The process specification from Figure 3.7 is not relaxed sound. There are no sound
firing sequences containing transitions t7,t11, and t12.
Transitions t11 and t12 are part of the OR-join subnet that was introduced within
Step 3 of the transformation rules. The OR-join was introduced to cover all possi-
ble dependencies among the end events, but possibly also reflects dependencies that
actually do not exist. The test for relaxed soundness detects the transition which
do not match any existing dependency. Corresponding transitions (here transition
t11 and t12) need not be communicated to the modeler, but can be omitted.
Transition t7 belongs to the subnet of the OR-connector. Accordingly, the feed-
back for the modeler on the EPC side would be that the OR-connector incorporates
behavior (namely the XOR-branch for the accounting) which never leads to a set
of desirable end-events. The feedback could propose replacing the OR-join by an
AND-join and a XOR-join. The revised EPC is shown in Figure 3.11.
After that replacement, the translation of the revised EPC corresponds to the WF-
net shown in Figure 3.12, which is relaxed sound. The following two sound firing
sequences contain all transitions:
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 t1, check goods, t2, complaint, t4, t13, t6, record
receipt of goods, t8, distribution to stock, t10
 t1, check goods, t5, t3, t9, record receipt of goods,
distribution to stock, t10
  record 
receipt of  
  goods
AND-split (I)
check 
goods
X
ok not_ok
<
8
complaint
X
distribution 
to stock
distributed 
   goods
recorded 
  goods<
AND-split (II)
XOR-split
XOR-join (I)
XOR-join (II) 
revised 
  data
X
X
<
AND-join (I) 
XOR-split (II)  
goods 
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Figure 3.11: Revised EPC
Although the revised WF-net is still not sound, we can conclude that the revised
EPC represents reasonable behavior and can be used as basis for refinement.
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3.5 Implementation
For the transformation of EPCs into WF-nets, a prototypical framework has been
implemented. As input format, an EPC description based on XML is used, which
makes it possible to exchange process description with other tools, such as the
ARIS tool set [SJ02].
The EPC description is transformed into PNML [WK02], an XML input format
which is already accepted by various Petri net tools. In a first step the derived Petri
net is tested for boundedness. After that, the process description is checked for
relaxed soundness. The relaxed soundness test was implemented within Petri net
tools such as LoLA (Low Level Petri Net Analyzer) [Sch99] and Woflan [VA00].
LoLA includes features such as: analysis of reachability of a given state and finding
dead transitions. It covers the use of extended computation tree logic formulae
(eCTL) [Roc00]. Within eCTL it is possible to quantify not only over states but
also over state transitions. The combination of Petri nets and eCTL allows checking
for relaxed soundness: for each transition , the reachability of the end state ' is
verified while including transition , in the path from  to ' . So relaxed soundness
is proved by enumeration of the required number of sound firing sequences. Worst
case complexity occurs if the result is negative, then the whole reachability graph
is scanned. In the positive case, the performance will be much better.
Unlike LoLA, the algorithm implemented in Woflan determines which transitions
are covered by the subgraph of sound firing sequences. The subgraph itself is
fairly simple: it consists of all backwards paths from ' to  . When all transitions
are covered, the algorithm stops. In the worst case, this would require visiting
every node and every arc in the subgraph once. The algorithm’s complexity is
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computed through the costs of computing the subgraph and the computing time
needed for the search on the subgraph. The general complexity is again in the size
of the reachability graph, but unlike in LoLA, the negative case may have a better
performance than the positive one. The algorithm will be available in Woflan 3.0.
The feedback to the modeler from the relaxed soundness test is precise and under-
standable. It not only indicates the existence of deficiencies, but also shows why
something is wrong and how it can be repaired.
So far, both implementations only work for bounded WF-nets. If the WF-net is
unbounded, the reachability graph and possibly also the sound subgraph become
infinite. The traditional way to cope with unbounded nets was the notion of what
was called the coverability graph of a system. This is a variant of the reachabil-
ity graph where infinite paths are represented by finite paths of infinite markings.
Although the coverability graph can be used to decide boundedness of places and
deadness of transitions [DR98] it does not provide enough information to test for
relaxed soundness. The problem is that the coverability graph may not contain
enough arcs. By definition, a coverability graph does not allow paths between
infinite and finite markings.
Figure 3.13 shows a small net modeling the interaction of a producer and a con-
sumer. The WF-net is unbounded, as the place buffer is unbounded. It is easy to
see that this WF-system is relaxed sound. An example of a sound firing sequence
containing all transitions is:
 initiate, produce, consume, stop producing,
finish, clean up.
A part of the corresponding reachability graph and its coverability graph are shown
in Figure 3.14.
The coverability graph cannot be used to prove relaxed soundness. The graph in
Figure 3.14(b) does not contain arc :9<;>=
2
9!?@ﬀ7BA
'DCFE&G4HI
&:9<;J9!?@ﬀﬀ or arc
:9!K@=
2
9!?@ﬀ7BA
'DCFE&G4HI
&:9!K9!?@ﬀﬀ although these state transition are possible in the cor-
responding WF-net.
A pragmatic solution to testing unbounded WF-nets for relaxed soundness is using
only a finite part of the reachability graph. If the chosen finite part of the reach-
ability graph contains enough sound firing sequences, relaxed soundness of the
corresponding WF-net is proven. Of course a given WF-net may still be relaxed
sound even if a suitable finite part of the reachability graph has not been found.
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Figure 3.13: WF-net modeling the interaction between a producer and a consumer
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Complexity Number of EPCs Sound (S) Relaxed sound (RS) RS but not S
0 22 22 22 0
1 25 22 25 3
2 29 22 29 7
3 13 7 12 5
4 13 4 11 7
5 16 10 15 5
6 4 1 3 2
7 3 1 3 2
8 1 0 0 0
9 3 2 2 0
L 10 1 0 0 0
All 130( MONPNRQ ) 91( SDNRQ ) 122( TDUVQ ) 31( WDUVQ )
Table 3.1: Properties at different complexities
3.6 Case study
The objective of the investigation was a comparison of the practical applicability of
relaxed soundness versus soundness. In [Pie02] a number of EPCs were checked
for soundness and relaxed soundness. 130 EPCs from an SAP R/3 implementation
project served as case study for our investigation. By following the proposed trans-
formation rules all EPCs were transformed into WF-nets. The resulting nets have
been tested for correctness using the model checker LoLA.
Of the process descriptions examined, 94 percent were relaxed sound and 70 per-
cent were sound. Table 3.1 presents the results. The first column of the table con-
tains the number of connectors contained in the EPC description, used to express
the complexity of the EPC specification. The second column contains the number
of EPCs assigned to that class of complexity. More than half of the EPCs con-
tained no more than two connectors. Thus, even if these process descriptions in-
cluded many tasks, their structure was mainly sequential. The remaining columns
show the number of EPCs that satisfy soundness, relaxed soundness, and relaxed
soundness only.
The more complex a process specification becomes, the more likely that the specifi-
cation does not satisfy soundness, although the main impediment to soundness was
based on the use of the OR-connector. Only 13 percent (4 process descriptions) of
the only relaxed sound processes impede soundness based on a bad combination of
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AND- and XOR-connectors. It is clear that one case study does not provide enough
data to derive representative results. Also note that the EPCs are mainly from one
author. Still, we think the high percentage of relaxed sound process descriptions
indicates that the property is appropriate for the intuition of the modeler.
3.7 Application of concepts
In this chapter we have proposed using a semiformal, graphical language for the
modeling of business processes and introduced an adjusted correctness criterion.
A semiformal language is more likely to meet the intuition of the domain experts.
As a consequence, the derived process descriptions may provide a suitable base
for communication. Modeling with a semiformal language usually involves ambi-
guities which, seen as room for interpretation, are necessary in the early stage of
analyzing a business process. In preparation for later stages of software develop-
ment, the useful interpretations must be identified. This notion was formalized in
terms of the relaxed soundness criterion.
Here, we used Event-driven Process Chains for the initial modeling of business pro-
cesses. EPCs are widely accepted due to their tool support through the ARIS tool
set [SJ02] and their use in the SAP reference models [KT97]. However, there are
many more alternatives for the modeling of business processes. Other techniques
that are used to specify the control-flow aspects are e.g. Statecharts and Activity
Diagrams from the UML [Mar00], various kinds of Petri nets [Mur89], Task Struc-
tures [HN93], and workflow graphs [SO99]. These techniques are mainly used in
a similar setting as EPCs. The focus is on modeling and communication issues.
A further, but minor role is played by the formal analysis of the modeled process
descriptions. The above mentioned modeling techniques were investigated quite
thoroughly in research with respect to their use for workflow modeling. Still, these
languages are only used sporadically in real systems.
Most workflow management systems use a proprietary workflow language. These
languages combine an intuitive, graphical appearance with concepts that are close
to implementation. A major drawback is the lack of formal semantics. As a con-
sequence, analysis issues, such as the warranty of a correct and reliable execution
are not supported at design time. Often, the appraisal of the process description
is checked only by inspecting the behavior of the WFMS at run-time. It is clear
that failures that are detected only then may be very costly and may not please
customers.
We will conclude this part by showing that the concepts developed in this chap-
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ter are also applicable for modeling languages used in practical systems. Using
Staffware as an example of a real WFMS, we will show the relevance of more
pragmatic correctness criterion, such as relaxed soundness.
3.7.1 Staffware
Staffware is one of the most widespread workflow management systems with more
than 550,000 users worldwide [Cas98, Sta99, Sta00]. It does not support any of
the modeling languages discussed but uses a proprietary workflow language. In
the following, the language will be sketched.
Modeling within Staffware
The tasks in Staffware are called steps. In contrary to Petri nets and EPCs, the
Staffware modeling language does not support a notion of states, i.e. a concept
similar to places in a Petri net or events in an EPC.
Staffware processes always start with a start step denoted by a symbol representing
a traffic light. An end is denoted by a stop sign. A Staffware process must have
only one start step, but may have several stop steps. Normal tasks are denoted
by icons that resemble a sheet of paper. The semantics of such steps are rather
OR-join/AND-split than XOR-join/AND-split; i.e a step becomes enabled if one
of the preceding steps is completed and the completion of the step will trigger all
subsequent steps. Since the OR-join/AND-split semantics is fixed, two additional
building blocks are provided: wait and condition. Wait is used to synchronize
flows and has AND-join/AND-split semantics. It is denoted by an hourglass-icon.
To model choices, the condition building block is used. Note that Staffware only
allows for binary choices of type XOR. The basic semantics of a step6, a condition,
and a wait are shown in Figure 3.15.
The process specification in Staffware is supported by a component called Staffware
Process Definer. A screen-shot is shown in Figure 3.16.
6Note that the subnet for a normal step does not meet precisely the Staffware semantics. In
Staffware, a step that gets enabled a second time (before it was executed) would still only be executed
once. The second enabling is ignored. In the Petri net this situation is reflected by two input tokens.
If every input place contains a token the required behavior could be matched prioritizing the middle
transition over the others. Still if the two token are contained in one of the input places, there is
no suitable Petri net interpretation, as merging of tokens is not covered by any standard Petri net
semantics.
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Staffware Petri net
?
normal step
wait step
condition
Figure 3.15: Staffware elements and their semantics
Figure 3.16: The modeling tool of Staffware
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Applying relaxed soundness
The objective is again to support the modeler with precise feedback for the revision
of the process specification. Applying the same procedure as for EPCs we will
investigate whether the pragmatic correctness criteria relaxed soundness is also
beneficial when modeling with other languages.
We again propose to transform the primary process description into a WF-net, to
check the resulting WF-net for correctness, and to use the analysis results for revi-
sion of the primary specification.
We will not repeat the whole procedure but just illustrate the application of the
proposed concepts using again the running example.
Running example
Figure 3.16 shows the Staffware description “similar” to the primary process “Han-
dling of goods” (cf. Figures 3.2, and 3.7). Some of the connectors from the pri-
mary description do not have to be modeled explicitly in Staffware. This concerns
e.g. the OR-connector, whose semantics is covered implicitly by the step record
receipt of goods. The computation of the results of task check goods is
modeled via a condition.
The process specifications from Figure 3.2 or Figure 3.7 did not satisfy relaxed
soundness. It is now considered whether this correctness statement can be carried
forward to the Staffware description.
The Process Definer does not support any form of analysis. Therefore, another
component of Staffware, the Audit Trail (AT), is used to monitor the executions
of individual cases. Using the AT for our purpose we will focus on sound and
unsound executions and compare the result in the AT.
Figure 3.17 shows the user interface of the AT. In the upper part of the window
the recorded process is denoted and the case is identified. In the lower part the
audit trail is given, showing when which tasks were assigned and completed by
which actors. The first is reflected with a line: “$date$ $time$ $task$ processed
to $actor$”. The completion is denoted by “$date$ $time$ $task$ released by
$actor$”.
Note, the actual time, at which the actor starts processing the assigned task is not
recorded. To determine the ordering of tasks within a case the release time was
used.
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The audit trail of Figure 3.17 reflects an execution where the result of the task
check goods was ok. The displayed audit trail corresponds7 to the following
firing sequence of the WF-net from Figure 3.7:
 t1, check goods, t3, t9, distribution to stock, t5,
record receipt of goods, t10.
In the primary WF-net this firing sequence is sound. As expected, the result of the
audit trail says “Case terminated normally”.
Figure 3.17: Staffware Audit Trail (I) showing sound execution
A further audit trail is given in Figure 3.18. It shows an execution where the result
of task check goods was not ok. Note that the task record receipt of
goods is completed last. The displayed audit trail corresponds to the following
firing sequence of the WF-net from Figure 3.7:
 t1, check goods, t2, complaint, t4, t8, distribution
to stock, t6, record receipt of goods, t10.
In the WF-net this firing sequence is sound. As expected, the result of the audit
trail again says “Case terminated normally”.
7Correspondence is meant in terms of the notion of observation equivalence (also weak bisimu-
lation equivalence) [Mil80, GW96]
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Figure 3.18: Staffware Audit Trail (II) showing sound execution
Probably the most interesting audit trail is shown in Figure 3.19. Within this ex-
ecution, the task record receipt of goods is completed before the result
of task check goods was computed. The result turns out to be not ok which
entails a second record receipt of goods. The audit trail corresponds to
the following firing sequence of the WF-net from Figure 3.7:
 t1, t5, record receipt of goods, check goods, t2,
complaint, t4, t8, t7, record receipt of goods, dis-
tribution to stock, t10, t11
This firing sequence is not sound. It does not satisfy the property of proper termi-
nation. But the result of the audit trail again says “Case terminated normally”. The
result indicates that relaxed soundness does not match exactly with the correctness
understanding of Staffware. Here, an even more alleviated correctness measure is
required to assess modeling results. It would require every transition to be part of a
terminating firing sequence which need not necessarily be sound. The requirement
for proper termination is abandoned. The result shows again that the trend towards
less stringent correctness measures is reasonable.
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Figure 3.19: Audit result of an unsound execution
3.8 Related work
The modeling of business processes emerged as a research area well over a decade
ago. Since then a wide variety of different modeling languages has been developed.
Most of them focus on the control flow aspect, i.e. the tasks and their ordering. This
is natural as their specification provides a conceptual basis for the integration of
other aspects. Apart from this no consensus has been reached as to what should be
essential ingredients of a business process modeling language. Only recently, there
are efforts collecting all possibly relevant concepts compiling a pattern-library for
workflow modeling and to establish a formal foundation for control-flow aspects
of process specification languages, see e.g. [AHKB03, AH02b].
The following section is subdivided into three parts. First we provide an overview
of selected approaches to modeling business processes. We focussed on languages
that provide a graphical representation in combination with formally founded se-
mantics allowing for verification of specific properties, such as termination, ab-
sence of deadlocks and dead tasks. In the second part we will examine the ad-
vanced control-flow patterns in the provided pattern-library and classify those that
are covered by the relaxed soundness property. In the third part, we single out
one specific pattern, namely the OR-join and investigate how different approaches
resolve its inherent ambiguity.
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3.8.1 Main trends within business process modeling
UML techniques There are some approaches, such as [Esh02] and [WWKD X 97],
using UML techniques for the modeling of business processes. These approaches
focus on the description of control-flow aspects. In order to provide additional
support for the modeler, formal semantics is introduced for Activity Diagrams
[EW00, EW01b] and Statecharts [WW97]. The drawback of the approaches lie
in the disagreement within the UML community. There is not a common under-
standing, but every new application creates its new tailored semantics. [Esh02]
lists four general requirements which a process specification should satisfy. The
combination of the four resembles an even stricter version of soundness (than the
one used for WF-nets [Aal98]) requiring additionally the absence of divergence.
[WW97] does not focus on a special correctness criterion for business processes
but considers general safety and liveness properties, such as the absence of dead-
locks and the reachability of certain states.
Petri nets Numerous approaches use Petri nets for the modeling of business
processes. Examples are [Aal98, AAH98, BP98, DE00, DFZ02, DGS95, KG98,
LO02, Obe96, Sim02]. As well as the control-flow aspects they also concern
resource aspects ([BP98, DFZ02, KG98]), data flow ([LO02]) and time aspects
([AAH98, DE00, DFZ02, Obe96, Sim02]).
Still, the use of Petri nets for business process modeling often meets with the re-
fusal of modelers. The process descriptions require a level of detail which is not
always necessary and which poses difficulties communicating the process specifi-
cation among people of different knowledge cultures. Furthermore, the mapping
of domain artefacts onto Petri net elements needs some modeling expertise. A ba-
sic example is illustrated in Figure 3.20. Application experts find it more intuitive
to use EPC-like elements (depicted in the second row of Figure 3.20). Here, the
semantics of the connectors seem to be clear. The corresponding Petri net notation
(depicted in the first row) often causes confusion. Some approaches try to facilitate
the use of Petri nets by introducing abbreviations [Aal98], or separate models for
different concerns [DFZ02].
For the analysis of the modeled processes a wide variety of results from Petri net
theory are available. The soundness criterion [Aal98] was introduced as useful
conglomerate appraising the control-flow of business process descriptions.
Workflow Graphs In [SO99] workflow graphs are introduced to model the con-
trol-flow of business processes. A workflow graph is a simple, directed, acyclic
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Figure 3.20: Simple pattern in Petri nets (up) and EPCs (down)
graph consisting of a finite set of nodes (tasks and conditions) and a finite set of
control flows representing directed arcs between two nodes. Workflow graphs were
introduced as a more direct way of modeling workflow processes. Still the lim-
ited number of elements, together with the assembly rules restrict the modeling
power of workflow graphs (cf. [AHV02] corresponding WF-nets are free-choice).
Structural conflicts in workflow graphs, such as the absence of deadlocks, are de-
tected by applying special graph reduction techniques. Note the results presented in
[SO99] are incorrect as the reduction rules presented are not complete. In [AHV02]
an alternative algorithm was presented and it was shown that the absence of struc-
tural conflicts coincides with soundness of the corresponding WF-net.
Task Structures Another representative of a process control specification lan-
guage are Task Structures (see, e.g. [HN93]). In Task Structure diagrams sequen-
tial composition, choice, iteration, parallel execution and synchronization can be
expressed.
A formal semantics for Task Structures has been provided in terms of Process Alge-
bra [HN93] and Petri nets [AH98]. The mapping of Task Structures onto Petri nets
(namely WF-nets extended with arc weights) allows for the verification of Task
Structures using Petri net based analysis techniques. It was shown that soundness
of Task Structures corresponds to liveness of the corresponding WF-net.
Others Approaches, using again different modeling techniques, are [CCPP95]
and [RD98]. In [CCPP95] a workflow description language is proposed where
a process model comprises tasks and routing tasks. The latter concept can carry
different semantics depending on the type of the routing task, of which particularly
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interesting are partial and iterative joins. The semantics has been illustrated by
state diagrams. However, verification issues are neglected.
In [RD98] fundamentals of the ADEPT Workflow Model are presented. This
model is based on the concept of symmetrical control structures, where various
structures such as splits, joins and loops are specified as symmetrical blocks with
explicit start and end points. These blocks may be arbitrarily nested, but they are
not allowed to overlap, i.e. the nesting must be regular. The ADEPT language is
formally founded supporting the analysis of the control-flow. Beside the reachabil-
ity of all nodes, every process model should satisfy that from every reachable state
of the process termination can be guaranteed.
Most workflow management systems use a proprietary workflow language. Ex-
amples are the Flow Definition Language of the IBM approach (FlowMark/MQ
Series Workflow), the Web Service Flow Language [Ley01] a further development
designed to model business processes based on Web Services or XLANG [Tha01] a
similar approach enforced by Microsoft. A common standard has been found with
the Business Process Execution Language for Web Services (BPEL4WS) [BEA03].
There are also the internal modeling languages of other workflow management
systems, e.g. Business Process Maps used within Action Workflow, the specific
modeling language used with Staffware, Verve, or InConcert, and many others.
These languages combine an intuitive, graphical modeling (based on the assembly
of predefined workflow patterns) with concepts that are close to implementation.
Analysis issues are mostly neglected.
The modeling capabilities of several workflow management systems were investi-
gated in [Kie02]. The different modeling languages supported have been classified
in terms of four evaluation strategies used. Furthermore a mapping of workflow
pattern to Petri nets is provided, capturing their interpretation formally. Applying
standard Petri net analysis techniques the process descriptions can be checked for
(strict) termination, and the absence of deadlocks and livelocks. A process descrip-
tion is considered to be well-behaved if it is safe and (strictly) terminating.
3.8.2 Workflow-patterns
Investigating contemporary workflow products a wide range of workflow patterns
has been identified [AHKB03]. There are basic control patterns, such as sequence,
parallel split (AND-split), synchronization (AND-join), exclusive choice (XOR-
split), and simple merge (XOR-join) that should be supported by any conceptual
process language. Beside them some advanced branching and synchronization pat-
terns have been identified: multiple choice (OR-split), multiple merge, discrimina-
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Figure 3.21: a) Pattern diagram “Multiple Merge”; b) Relaxed sound WF-net
tor, N-out-of-M join, and synchronizing merge (OR-join). The basic control pat-
terns as well as the multiple choice and the synchronizing merge have already been
used within EPCs. In Figure 3.3 a translation into Petri net modules was shown
which could be integrated into WF-nets showing relaxed soundness.
We will now show that also for the remaining advanced control-flow patterns there
is an explicit modeling in terms of Petri nets which could be integrated into a
relaxed sound WF-net.
Multiple merge is a point in a workflow process where two or more branches
reconverge without synchronization. If more than one branch gets activated,
possibly concurrently, the activity following the merge is started once for
every incoming branch that gets activated [AHKB03] (i.e. in the pattern
diagram shown in Figure 3.21 a, D will be instantiated twice). The Petri net
module describing this behavior coincides with the translation of the normal
XOR-join shown in Figure 3.3. The respective behavior depends on the
context. If the merge was preceded by a parallel split (AND-split) it must be
followed by a synchronization (AND-join). Only then relaxed soundness of
the corresponding WF-net may be satisfied. Figure 3.21 b) shows a relaxed
sound WF-net incorporating a multiple merge. Note that there is no sound
WF-net incorporating a translation of this pattern, as it always introduces the
possibility to deadlock.
Discriminator The discriminator is a point in a workflow process that waits for
one of the incoming branches to complete before activating the subsequent
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Figure 3.22: a) Pattern diagram “Discriminator”; b) Corresponding net module
activity. From that moment on it waits for all remaining branches to com-
plete and “ignores” them. Once all incoming branches have been triggered,
it resets itself so that it can be triggered again [AHKB03]. The pattern dia-
gram is given in Figure 3.22 a). A Petri net-module describing this behavior
explicitly is shown in Figure 3.22 b). Clearly, incorporating this module into
a WF-net relaxed soundness (as well as soundness) can be satisfied.
N-out-of-M join is a point in a workflow process where M parallel paths converge
into one. The subsequent task should be activated once N paths have com-
pleted. Completion of all remaining paths should be ignored. Similarly to
the discriminator, once all incoming branches have “fired”, the join resets
itself so that it can fire again. This control pattern can be depicted as combi-
nation of synchronization and discriminator [AHKB03]. Figure 3.23 shows
the original and the refined pattern diagram. There are Petri net modules
describing the behavior of synchronization and discriminator. Both could be
incorporated in a WF-net showing relaxed sound (or even sound) behavior.
We conclude that also a combination of both patterns, i.e. the “N-out-of-M
join”, can be part of a (relaxed) sound WF-net.
The possibility to cover the above translations of advanced workflow patterns (es-
pecially the multiple merge) within relaxed sound WF-nets provide a further evi-
dence for the reasonability of the new criterion.
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Figure 3.23: a) Pattern diagram “N-out-of-M join”; b) Refined pattern diagram
using a combination of synchronization and discriminator
The solutions for the mentioned workflow patterns are rather straightforward. Pat-
terns that pose more difficulties are multiple-choice and synchronizing merge. These
patterns are already known from the modeling with EPCs, referred to as OR-split
and OR-join connectors. Translations, possibly covered by relaxed sound WF-
nets, have been shown in Figure 3.3. In the next paragraph we will refer to other
approaches providing formal semantics for these patterns.
3.8.3 Resolving the ambiguity of the OR-connector
Many modeling techniques provide constructs such as multiple choice and syn-
chronizing merge [AHKB03]. The multiple-choice pattern (OR-split) can choose
multiple alternatives from a given set of alternatives. The synchronizing merge
(OR-join) should have the capability to synchronize parallel threads and to merge
alternative threads. The difficulty here is to decide when to synchronize and when
to merge. This decision cannot be made locally. Though the non-locality of the
OR-join has its complications, it is a pattern frequently used in a wide variety of
workflow processes.
Many workflow management systems support pragmatic solutions resolving the
ambiguity of the OR-connector. For the individual processing of the OR-join
within systems such as InConcert, Eastman, MQSeries Workflow, eProcess, and
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Domino Workflow, we refer to [ADK02, AHKB03, Kie02].
We will look more closely at the formalization approaches within EPCs. Regard-
ing the OR-connector, there are almost as many solutions as approaches. Still, in
contrast to our formalization they all tend to resolve the inherent ambiguity. In
[Rit00a] the ambiguity of the OR-connector is handled through a syntax exten-
sion on the side of the EPC. The connectors are extended by comment flags which
describe the desired behavior explicitly (wait-for-all, first-come, every-time).
[Rod99] and [MR00] resolve the ambiguity by adding places (communication
channels) to the Petri net. Their task is to keep the information about the choice
made by the OR-split. This information is used to synchronize the corresponding
OR-join accordingly. [CS94] and [LSW98] introduce different tokens for the same
reason. All these approaches require well-structured modeling, i.e. every split has
to be complemented by a corresponding join. This restricts the modeler consid-
erably and also places substantial demands on the modeling expertise. Modeling
with a well-structured EPC is based on a strict top-down design process which can
hardly be enforced in practice.
New ideas to handle the ambiguous meaning of the OR-connectors were sketched
in [ADK02]. The approach reveals difficulties with the formalization provided
in [NR02]. In [NR02] EPC semantics were defined based on a transition system
but contain a cyclic definition of the transition relation. Therefore the semantics are
subject to multiple interpretations. [ADK02] points at two solutions to the problem.
One refers to a fixed-point interpretation of the transition relation. Another way
was the definition of two transition relations; the first would be completely local,
the second would be non-local, but would only use the first for checking whether
the OR-join should wait for another thread to be synchronized.
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Chapter 4
Embedding relaxed soundness
into Petri net theory
Having defined the new criterion of relaxed soundness, the purpose of this chapter
is to raise the understanding of the new criterion by investigating relations between
existing Petri net properties and relaxed soundness.
In Section 4.1 the classical soundness notion is reviewed and interrelations be-
tween soundness and relaxed soundness are discussed. In Section 4.2 the proposed
relations will be proven correct. Section 4.3 focuses on relations to other Petri
net-criteria. In the last section related work is discussed.
4.1 Review of introduced correctness criteria
We start reviewing the introduced correctness criteria for WF-nets. At first we
come back to soundness as introduced in [Aal97], cf. Def. 2.47.
Definition 4.1 (Soundness).
A process specified by a system YZ+	ﬀ is sound iff:
(i) For every state " reachable from state  , there is a firing sequence leading
from state " to state ' (option to complete).
Formally: | "

1(2
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(ii) State ' is the only state reachable from state  with at least one token in place
' (proper termination). Formally: | "  1524 ("\]^" L ' ﬀ[\ "  ' ﬀ
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(iii) There are no dead transitions in  .
Formally: |!,_-`/
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Soundness ensures that the process can always terminate with a single token in
place ' and with all the other places empty. In addition, it requires that there are no
dead tasks, i.e. each task can be executed.
Soundness requires all firing sequences of the corresponding WF-net to be sound.
Remember that a sound firing sequence (cf. ˜Def. 3.1) is a sequence that can become
extended such that it terminates properly.
Definition 4.2 (Sound firing sequence).
Let ef+gﬀ be a system. A firing sequence ﬁ leading to a marking "  hﬂ4 
" is sound if $ ﬁ a  " ﬂ %! 5' .
In Chapter 3, Def. 3.2 relaxed soundness was introduced as a new correctness cri-
terion for WF-nets. Relaxed soundness only requires that there are enough sound
firing sequences so that each transition is covered.
Definition 4.3 (Relaxed soundness).
A process specified by a system ij+gﬀ is relaxed sound iff every transition
of + is element of a sound firing sequence. |!,k-l/ $ "  "ba  1m24 \" 34 
"
a
2
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In contrast to a sound WF-net, a relaxed sound WF-net may have firing sequences
which do not terminate properly, but deadlock before or leave tokens in the net.
Relaxed soundness was derived from soundness. It poses weaker requirements to
a process description than soundness. From the given definitions it can easily be
seen that a sound WF-system will also necessarily be relaxed sound.
Lemma 4.4 (Soundness implies relaxed soundness).
Let ef+gﬀ be a WF-system. If  is sound, then  is relaxed sound.
It is equally clear that relaxed soundness does not necessarily imply soundness.
For a better understanding of the new criterion, we will consider whether there is a
property X, such that relaxed soundness and X imply soundness.
We will prove that a “missing piece” between relaxed soundness and soundness
is well-handledness or well-structuredness. Remember (cf. Section 2.6) that the
structural property well-handledness (well-structuredness) states that there are no
PT- and no TP-handles in  ( + ).
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The claim is comprised in the following proposition:
Proposition 4.5.
Let n+	ﬀ be a WF-system. Let  be relaxed sound and + be well-
structured.  is sound.
The proof of this claim will be provided in several steps. We start by proving the
proposition for special WF-nets such as state machines or marked graphs. The
result is then applied to the class of free-choice WF-nets. In the last step the result
is proved for general WF-nets.
4.2 Relaxed soundness versus soundness
To prove the given proposition, we first look at simple WF-nets, such as state ma-
chines and marked graphs.
4.2.1 State machines
State machines are always well-handled. This can be easily concluded from the
definition. State machines only contain branching places but no branching transi-
tions. Both would be necessary to build a PT- or TP-handle.
Theorem 4.6. Let + be a WF-net with input place  . If + is a state machine,
then + is sound.
Proof The short-circuited net + is a state machine. The transition ,
2
being
added to short-circuit the WF-net again satisfies o p7,Ooq#o ,	pPokrM . Taking into
account Theorem 2.40 we know that the initially marked and strongly connected
state machine  eﬀ is live and bounded (Theorem 2.41). With Theorem 2.48
we can conclude that + is sound. s
4.2.2 Marked graphs
Marked graphs are always well-handled. In contrast to state machines they only
have branching transitions but no branching places. Again, both would be neces-
sary to build a PT- or TP-handle.
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Theorem 4.7. Let + be a WF-net with input place  . Let + be relaxed sound
and the short-circuited net + be a marked graph. + is sound.
Proof + is a marked graph. As + with input place  is relaxed sound, we
can conclude the existence of an infinite firing sequence in  t	ﬀ . For its con-
struction, we take one of the sound firing sequences that exist in + , subsequently
fire ,
2
and repeat this infinitely often. Taking into account Theorem 2.43, we know
that  +e	ﬀ is live. With Corollary 2.42 we furthermore know that  eﬀ is
bounded. With Theorem 2.48, we can conclude that + is sound. s
We will now broaden the scope of the proposition and prove its validity for the
class of free-choice nets.
4.2.3 Free-choice Workflow-nets
Free-choice nets are not per se well-structured. Both branching transitions and
branching places exist and may be combined to TP- or PT-handles. We therefore
extend the proposition and additionally require the free-choice WF-net to be well-
structured.
Theorem 4.8. Let  be a free-choice and well-structured WF-net with input
place  . Let + be relaxed sound. Then + is sound.
Proof + is well-structured. Therefore, the short-circuited net + is well-
handled and strongly-connected. Using Theorem 2.38/2.39 it can be concluded that
+ is well-formed (structurally bounded and structurally live). Soundness of +
coincides with liveness and boundedness of  +e	ﬀ , Theorem 2.48. Therefore,
+ needs to be live and bounded in the initial marking  .
Boundedness of  +tﬀ follows from the fact that + is structurally bounded. It
remains to prove that  +e	ﬀ is live. Figure 4.1 illustrates the relations described.
+ with input place  is relaxed sound. Thus, it can be concluded that there is an
infinite firing sequence ﬁ of  +tﬀ which supports each transition.
Let u&ﬁv;OBﬁ!KwO6x6x6xBﬁzy{ be a set of sound firing sequences in +gﬀ containing each
transition at least once. For the construction of an infinite firing sequence ﬁ they
are linked through firing of transition ,
2
. This again is done infinitely often. The
constructed infinite firing sequence is:
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Figure 4.1: Proof relations: A free-choice net showing relaxed soundness is sound
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With Theorem 2.39 we know that  is covered by S-components.
Every S-component is a minimum siphon and a minimum trap of + . As + is
covered by S-components, place  is part of a minimum trap. The initial marking 
therefore marks a minimum trap.
The infinite firing sequence ﬁ is enabled at  and contains all transitions. Since
every transition has an input place and an output place (strongly connected), every
place and therefore every trap is marked during the occurrence of the sequence.
Since marked traps remain marked, every trap and therefore every S-component is
marked in  . With Theorem 2.44(c), it can be concluded that  eﬀ is live and
+ is therefore sound. s
4.2.4 Well-structured Workflow-nets
In this section we will show that the validity of the theorem can also be carried
forward to non-free-choice WF-nets. We first establish some prerequisites. We
recall a transformation rule ([DE95, Hac72]) that transforms a non-free choice net
+ into a free-choice net  a . We therefore replace every arc :9F,Bﬀ-g in +
by a sequence :9F, a ﬀ~1, a 9 a ﬀ~:9 a ,ﬀ- a and extend the sets  and / accordingly.
With the introduction of these additional sequences, the decision points become
localized, which characterizes free-choice nets. Figure 4.2 illustrates the rule which
is applied to transfer non-free-choice nets into free-choice nets.
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Figure 4.2: Free-choice transformation rule
Although one would think that the introduction of these simple sequences preserves
properties such as boundedness and liveness, this does not hold in every case. Fig-
ure 4.3 shows an example illustrating that the forward direction of the proposed
transformation does not maintain liveness. The example is a counter-example to
the reduction rule 9 in [Sta90] where the contrary is claimed.
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Figure 4.3: A counter-example vitiating the consistence claim of rule 9 in [Sta90]
However, every live and bounded free-choice net remains live and bounded if it is
transformed into a non-free-choice net (retracing the free-choice transformation).
Lemma 4.9. Let +f	/Bﬀ be a Petri net and 9g-,-^/ , and :9F,ﬀ- .
Let , a 9 a-`/Ł` and + a f0gu9 a {	/u@, a {
uV:9,ﬀ>{Dﬀ~kuV:9F,
a
ﬀ7&1,
a
9
a
ﬀ7&:9
a
,Bﬀ>{Dﬀ7 and " be a marking of + . If the system
+
a

"
ﬀ is live and bounded, then  " ﬀ is live and bounded.
Proof In + a a transition , a and a place 9 a have been added. Their introduction
enhances the behavior of the primary system. Still, any behavior of the primary
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system +	ﬀ can be simulated by the enhanced system + a ﬀ . Simulation
also works in the opposite direction. Regarding, the firing of transition , a as a silent
move (cf. e.g.[GW96]), any execution of the system + a ﬀ can be mapped onto
an execution in +gﬀ .
bounded: We know the enhanced system + a ﬀ is bounded. As it is possible
to simulate all behavior of the primary system +gﬀ , it must be bounded
as well.
live: The enhanced system + a ﬀ is live. As it is possible to simulate all be-
havior of the enhanced system by the primary system +	ﬀ , regarding the
firing of transition , a as a silent move, +gﬀ must be live as well.
We can conclude that +gﬀ is live and bounded if + a 	ﬀ is. s
Furthermore, it is apparent that properties such as well-handledness and relaxed
soundness are preserved throughout the free-choice transformation.
Lemma 4.10. Let +hf	/Bﬀ be a WF-net and 9g-,-`/ , and :9F,ﬀ- .
Let , a 9 a -`/Ł` and + a f0gu9 a {	/u@, a {
uV:9,ﬀ>{Dﬀ~kuV:9F,
a
ﬀ7&1,
a
9
a
ﬀ7&:9
a
,Bﬀ>{Dﬀ7 and " be a marking of + . If the system
+ is well-structured, then + a is well-structured.
Proof + is well-structured, i.e. there are no PT- or TP- handles in the short-
circuited net + . + and + a only differ with respect to the insertion of what
was called a SISO-sequence [Fre02] (Single Input Single Output), between place
9 and transition , . This insertion does not introduce a new path to + but just
extends an existing one. Therefore, it can be concluded that + a does not contain
any PT- or TP- handles i.e. + a is well-structured. s
Lemma 4.11. Let +hf	/Bﬀ be a WF-net and 9g-,-`/ , and :9F,ﬀ- .
Let , a 9 a-`/Ł` and + a f0gu9 a {	/u@, a {
uV:9,ﬀ>{Dﬀ~kuV:9F,
a
ﬀ7&1,
a
9
a
ﬀ7&:9
a
,Bﬀ>{Dﬀ7 and " be a marking of + . If the system
+
"
ﬀ is relaxed sound, then + a  " ﬀ is relaxed sound.
Proof +g " ﬀ is relaxed sound, i.e. every transition is covered by a sound fir-
ing sequence. Let ﬁ be a sound firing sequence containing transition , : ﬁ0ﬁ ; ,ﬁ K .
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The difference between + and + a only relates to the insertion of a SISO-
sequence between place 9 and transition , . To show relaxed soundness of the sys-
tem + a  " ﬀ it must therefore only be shown that the extended firing sequences
ﬁ
a
ﬁv;z,
a
,ﬁ4K , is a sound firing sequence of + a  " ﬀ . This follows directly from
the construction of + a . s
We are now ready to prove the primary proposition.
Theorem 4.12. Let + be a well-structured WF-net with input place  . Let +gﬀ
be relaxed sound. ﬀ is sound.
Proof Let + be a non-free-choice, but well-structured WF-net with input place
 . Let the WF-system +gﬀ be relaxed sound. We apply the free-choice trans-
formation rule and with Lemmata 4.10 and 4.11 obtain a relaxed sound and well-
structured WF-system + a ﬀ which is additionally free-choice. We short-circuit
+
a and obtain the strongly connected, well-handled and free-choice net  a .
Using Theorem 2.38/2.39, we can conclude that + a is well-formed (structurally
bounded and structurally live). With Theorem 4.8, we can infer that   a ﬀ is
live and bounded. As the reverse direction of the free-choice transformation pre-
serves these properties, we can conclude that  t	ﬀ is also live and bounded.
Therefore, ﬀ is sound. s
Figure 4.4 illustrates the relations used in the proof.
As a consequence of this result, a WF-system can be proved sound if it satisfies
some structural properties (namely having no handles) and relaxed soundness. Fur-
thermore, we can conclude that if the WF-net is relaxed sound but not sound, there
must be PT- or TP-handles in + . As soundness of a net + corresponds to
liveness and boundedness of + , it can be concluded that if + is bounded, it is
not live, and vice versa. To illustrate the level of understanding now attained, the
relations between the Petri net classes investigated are shown in Figure 4.5.
Let ﬀ be a relaxed sound WF-system. With Theorem 4.12 we know that
well-structuredness of + is sufficient to conclude soundness of +gﬀ . Still,
it is not a necessary condition. An example for a sound WF-system which is not
well-structured was given in Figure 2.1.
So far, the relation between relaxed soundness and soundness has been investi-
gated. In the rest of this chapter, relations to other Petri net properties (T-invariants,
T-coverability) are considered.
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Figure 4.5: Relations between different Petri net-properties
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4.3 Other relations
Relaxed soundness states that every transition within a WF-net contributes to the
desired behavior of the corresponding WF-system, i.e. is covered by one of the
sound firing sequences. It is obvious that there is a relation between relaxed sound-
ness and the number of T-invariants.
We will now prove the following theorem:
Theorem 4.13. Let + *	/Bﬀ be a WF-net with input place  . Let the
system +gﬀ be relaxed sound. The short-circuited net + is covered by T-in-
variants.
Proof Relaxed soundness states that each transition ,-^/ is contained in a sound
firing sequence. Let ﬁg0, ; 6x6x6},76x6x6}, y be a firing sequence leading from state  to state
' : rﬂ! ' . In  the additional transition ,
2
returns the token from place ' to
place  , resetting the system to its initial state. + is covered by transition invari-
ants because for each transition , the vector 1,>;O6x6x6},6x6x6},y,
2
ﬀ denotes a T-invariant
covering , . s
The existence of enough T-invariants is therefore a necessary condition for relaxed
soundness. The test for a cover of T-invariants was implemented in the verification
tool Woflan [VA00]. Woflan can compute whether a net is covered by semi-positive
T-invariants. Worst-case complexity of the computation is exponential in the num-
ber of transitions. Typically, the complexity will be much better. Once the set of
semi-positive T-invariants has been computed it is also necessary to check whether
all transitions are covered. From Theorem 4.13, it follows that transitions that are
not covered by any invariant are not contained in any sound firing sequence. They
are therefore candidates for revision.
The converse does not hold. The coverability of + by T-invariants is a necessary
but not a sufficient condition for relaxed soundness of +gﬀ . Even if we assume
that  has no dead transitions it is not possible to conclude relaxed soundness.
A counter-example is shown in Figure 4.6. The short-circuited net is covered by
T-invariants, e.g. the positive T-invariant W@Mw@Mw@Mw>W>Wﬀ . Furthermore, there
are no dead transitions. But the underlying WF-system is not relaxed sound. There
is no sound firing sequence.
There is a relation between T-components and T-invariants (cf.Proposition 2.29).
Exploiting this relation one could assume that the T-coverability of the WF-net
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Figure 4.6: Counter-example: The short-circuited WF-net is covered by T-
invariants and there are no dead transitions. Nevertheless the underlying WF-
system is not relaxed sound.
together with the assumption of no dead transitions in + is sufficient to conclude
relaxed soundness.
By providing counter-examples we will show that the T-coverability of a WF-net
is neither sufficient nor necessary to conclude relaxed soundness. Figure 4.7 shows
two WF-nets. The first WF-net (a) is covered by T-components and has no dead
transitions. Still it is not relaxed sound, as there are no sound firing sequences
covering transition , and , a . The problem is that the induced T-invariants are not
realizable. The second WF-net (b) is relaxed sound but not T-coverable.
b)
o
i
t’
oi
t
a)
Figure 4.7: Examples disproving a relationship between relaxed soundness and the
T-coverability of a WF-net
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4.4 Related work
The section on related work is subdivided into two parts. First we search the lit-
erature on properties related to relaxed soundness. Then one specific approach is
sketched, where further correctness notions relevant for process descriptions have
been identified.
Relaxed soundness In the available literature there are no criteria within Petri
net theory that resemble relaxed soundness. It does not represent a classic Petri
net property, as relaxed soundness is formulated with respect to the underlying
transition system. Our investigations suggest that relaxed soundness cannot be
restated using a combination of classical Petri net properties, analogous to the result
provided in [Aal97] stating that a WF-net is sound if and only if the short-circuited
net is live and bounded.
In an approach described recently in [Sim02], a similar notion to the term sound
firing sequence is provided. The approach deals with a special class of Petri nets
with one start transition s (the only transition with empty preset), one goal transi-
tion g (the only transition with empty postset), and initially unmarked. In [HSV03]
a strongly connected net of this kind has been called tWF-net. Here the concept of
a WF-net has been generalized to cover tWF-nets and sWF-nets, where tWF-nets
start and end each with one transition and sWF-nets start and end each with one
place.
In the approach described in [Sim02], a firing sequence reproducing the empty
marking has been called a process, whereby the start transition E and the goal tran-
sition  occur exactly once. The latter requirement could easily be implemented
by adding one input place  to the start transition E and one output place ' to the
goal transition  . This way the net is transformed into a WF-net (or sWF-net).
What was called a process in the primary net would then correspond to a sound
firing sequence (reaching state ' ) in the extended net, initially marked in  . Cor-
respondingly, in this specific net-class, relaxed soundness could be reformulated
w.r.t. what was called a process.
Serializability and separability Only recently, another attempt was made to find
further correctness notions relevant for process descriptions [HSV03]. The clas-
sical formulation of soundness (cf. [Aal98]) does not combine with refinement.
Problems may occur if new firing sequences arise. The latter may happen if the
inserted WF-net is triggered more than once.
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Therefore, in [HSV03] soundness was generalized to the notion of k-soundness,
allowing the observation of more than one instance (namely  ) at the same time,
cf. Section 2.3. Here, a WF-net is called  -sound if any marking reached from
 tokens in the initial place can reach  tokens in the final place. Regarding the
original soundness as 1-soundness, a WF-net is called sound iff it is  -sound for
each ` N .
Extending the applicability of WF-nets for the investigation of compositional pro-
cesses, further correctness concepts get necessary. First, the notion of serializabil-
ity is introduced, a behavioral property stating that the behavior of a WF-net with
 initial tokens can be seen in some sense as a combination of the behavior of 
copies of the net each of which has one initial token [HSV03]. Only looking at the
markings of the net this notion is softened to the notion of weak separability. It is
proven that a weak separability is sufficient to reduce the problem of soundness to
M -soundness. Finally, separability a notion stronger than weak separability but not
as restrictive as serializability is introduced. For a subclass of WF-net, it is proven
that this notion combines w.r.t. to refinement.
In contrast to soundness, every relaxed sound WF-net gained by refinement will
satisfy relaxed soundness again, as soon as the primary WF-nets were relaxed
sound. This follows immediately as new and possibly problematic firing sequences
that arise through the replacement of a transition or place by a tWF-net or a sWF-
net respectively, may be ignored.
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Chapter 5
Non-controllable choice
robustness
So far, the modeler was guided towards a process description that is relaxed sound.
It is clear that relaxed soundness is too weak for the corresponding specification
to be used as basis for execution support. The criterion does not exclude bad ex-
ecutions but just makes a statement about the existence of good ones. The next
question is whether relaxed soundness provides a sufficient prerequisite for the
generation of a sound specification.
Until now, a workflow system has been regarded as a stand-alone application, but
workflow systems are reactive systems. They run in parallel with their environ-
ment, respond to inputs from the environment and produce output events which
take effect back in the environment. It is assumed that the knowledge about the
behavior of the environment is low. At best, possible actions of the environment
are known but not their order.
Starting at these assumptions, it will turn out that relaxed soundness does not suf-
fice as the basis to generate a sound specification. A further correctness criterion is
needed, indicating that the process can act robustly to (all) possible events coming
from the environment.
In this chapter, the quality measure for process descriptions is extended. The prop-
erty introduced is called non-controllable choice robustness. It provides a means to
describe robustness of a system against all possible requests from the environment.
The chapter is organized as follows: First, the requirements for the new perspective
are described and our modeling paradigm is introduced. In Section 5.2 we show
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by example deficiencies of the previous correctness criteria. The new property is
introduced in Section 5.3. In Section 5.4, an algorithm is proposed verifying the
property, and its correctness is proven. The new criteria is embedded into Petri net
theory in Section 5.5. Finally, related work is discussed.
5.1 Workflow systems are reactive systems
In this section modeling requirements of reactive systems are investigated, the ca-
pabilities of WF-nets are considered, and WF-nets are refined in order to describe
the behavior of reactive systems in an adequate manner.
5.1.1 Modeling requirements of reactive systems
Workflow systems are reactive systems. They run in parallel with their environ-
ment, respond to inputs from the environment and produce output events that have
impact on the environment. The interaction with the environment takes place via
incoming external events or via the evaluation of external information. The reactive
system has to respond to external events and to incorporate the possible outcomes
of the information evaluation.
An external event could be an incoming query, an acknowledgment from a cus-
tomer, a message from another company, information from a business partner or
just a timeout. Examples for the evaluation of external information are the ques-
tion about available capacities, the check for creditworthiness of a customer and
the identity check of a co-operating partner.
Possible results of an information evaluation as well as the occurrence of external
events should be reflected within the process specification. This is essential as the
further execution differs with respect to various results or different external events.
5.1.2 Capabilities of Workflow-nets
In a WF-net the interaction with the environment is not reflected explicitly. As
stated in Section 2.2, tasks are modeled by transitions and intermediate states
are modeled via places. Looking at WF-nets and incorporating the discussion in
[Aal98], it can be seen that transitions are also used for other purposes than the
modeling of tasks.
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Figure 5.1: A WF-net modeling the processing of complaints
Transitions are used in four different ways:
Tasks Mostly, transitions are used to model tasks. Tasks stand for activities that
are executed by some actor (a human or a machine). Tasks in the process of
Figure 5.1 are register, send questionnaire, evaluate, pro-
cess questionnaire,process complaint,check processing
and archive.
Decisions Transitions are also used to depict the outcome of decision-making pro-
cesses. Alternative decisions are assumed to be mutually exclusive. Exam-
ples in Figure 5.1 are processing OK, and processing NOK, as well
as no processing, and processing required. Transitions reflect-
ing a decision always occur immediately after a task transition, e.g. here
evaluate and check processing.
External events Sometimes transitions represent external events. Examples of
such transitions in the process shown in Figure 5.1 are time out, model-
ing a time event, or returning questionnaire (modeling the income
of an answered questionnaire). It cannot always be assumed that external
events are mutually exclusive. Consider the example in Figure 5.2 modeling
a part of a library process. Possible external events are reader returns
books (e.g. in person), reader asks for extension (e.g. using a
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web interface) and time elapsed. Although, it is unlikely that more than
one event arises, this cannot be excluded. However, a reasonable assumption
is that conflicting external events do not occur at exactly the same point in
time. This way a system waiting for an external event is able to determine
which task is scheduled next.
Routing Finally, transitions are used for the sole purpose of routing a case. This
usually occurs when a case needs to be split into parallel parts or parallel
parts of a case need to be merged. Examples in Figure 5.1 are AND split
and AND join.
To differentiate the different purposes for which a transition is used it can be as-
signed to one of the following types:
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5.1.3 Reflecting the interaction with the environment
The process description will be used to support the execution of a case at run-time.
Then a workflow engine, also referred to as workflow controller, is used to schedule
the case according to the rules specified in the process description.
Operating on the process description, the workflow controller decides which en-
abled transition is executed and when. Still, the workflow controller may not en-
force the firing of any type of transitions. Transitions that are beyond the control
of a workflow engine are transitions of the type event and decision.
It is clear that a workflow controller cannot force an external event to occur1. The
kind of external event, as well as its occurrence time, are beyond control. For
example, in the library it is clear that the workflow controller is not able to force a
reader to return books to the library.
Furthermore, the workflow controller cannot force the evaluation of external data
to end with a specific result. It is clear that whether e.g. a customer is creditworthy
or not, is beyond the control of the workflow engine.
Transitions of type event and decision are called non-controllable. Their firing can
not be forced by the local workflow control but depend either on the evaluation of
external data or on the kind of incoming event.
1Note that transitions modeling a time-out are of type event, expressing the inability of the WF-
controller to influence the elapse of time.
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To refer to these two types, the set of transitions / of a WF-net (j	/Bﬀ
is split into disjoint sets of controllable and non-controllable transitions: /m
/v§¨©ª/<¨v«<§ and /v§¨t¬Y/<¨v«<§­(® . Controllable transitions ( /<¨v«<§ ) model
transitions whose executions, in contrast to the execution of non-controllable tran-
sitions ( /<§_¨ ), are covered by the local workflow control. Controllable transitions
will be denoted by white boxes, and non-controllable transitions will be repre-
sented by gray boxes.
In the preceding discussion it was assumed that alternative outcomes of one decision-
making process are mutually exclusive. Furthermore, it was stated that conflicting
external events do not occur at the same time. Following these assumptions, non-
controllable transitions are modeled as part of a choice which satisfies the free-
choice property and does not contain any controllable transitions. This restricted
modeling reflects the fact that the behavior of the environment cannot become
disabled through the local control. We refer to these choices as non-controllable
choices. Conversely, we speak about controllable choices if the choice only con-
tains controllable transitions, i.e. transitions of type routing and type task.
Further assumptions for a non-controllable choice are progress and strong fairness.
Progress: We assume that if a system waits for the outcome of a non-controllable
choice, one of the non-controllable transitions will eventually fire.
Strong fairness: We assume that if the same non-controllable transition is enabled
infinitely often it will fire infinitely often.
An example of a non-controllable choice is shown in Figure 5.2.
reader 
returns books
send 
reminder
return books to shelf
renew the term
time elapsed
reader asks 
for extension 
Legend:
controllable transition:
non-controllable transition:
Figure 5.2: Part of a library process
In the following we will only consider WF-nets whose choices are controllable or
non-controllable. These WF-nets are called choice-consistent. They are defined as
follows:
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Definition 5.1 (Choice consistent WF-net).
A WF-net ¯+°²±´³¯µ	¶µB·¸ , with ¶)±¹¶vºv»<¼0½g¶<¼_º and ¶<ºv»<¼i¾¶<¼_º¿±)À is
choice consistent iff:
(i) Controllable transitions do not conflict with non-controllable transitions:
Á
¶vºv»<¼©¾
Á
¶v¼ºY±À .
(ii) Non-controllable transitions are free-choice:
Â!Ã
µ
ÃÄÅ
¶v¼º

ÁÃ
¾
Á7ÃÄ
±ÀÆ
Á7Ã
±
ÁÃÄ
.
Using the term WF-net in the following, we always refer to the refined version of
a choice consistent WF-net.
5.2 Ability to control a process
The general objective was to provide a criterion describing the possibility to control
a process independently from the behavior of the environment. It is clear that non-
controllable choices have to be considered when defining such a criterion, because
non-controllable transitions cannot be influenced by a controller. A process can be
controlled if there is a way to terminate properly, independently from the outcome
of the non-controllable choices (but assuming progress and strong fairness). A bad
combination of non-controllable, or controllable and non-controllable choices may
inhibit proper termination. This could happen, even when the process description
satisfies relaxed soundness, which only makes a proposition about the existence
of proper executions, but does not necessarily cover all possible combinations of
choices.
In the following, two examples are discussed for which proper termination can-
not be guaranteed. The process description in Figure 5.3 models the planning of
a trip. It consists of parallel booking queries for flights and hotels. One possi-
bility of termination is modeled via the transition finish. Here, both booking
tasks succeeded (f:ok, h:ok). The trip can be started. The other possibility is
modeled via the transition cancel trip. The trip is canceled if neither a hotel
(h:not ok) nor a flight (f:not ok) can be found. The results of the booking
queries are modeled as non-controllable choices because the decision computation
relies on external data.
The process description in Figure 5.3 is relaxed sound. There are sound firing
sequences containing all transitions:
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Figure 5.3: Example: “Planning trip”
Example “Planning trip”
Ç plan trip, book flight, book hotel, h:ok,f:ok,
finish
Ç plan trip, book flight, book hotel, f:not ok,
h:not ok, cancel trip
Although the process is relaxed sound, it cannot always be controlled properly. The
results of the bookings cannot be influenced by a controller. The system deadlocks
if one of the bookings succeeds but the other one fails.
Another example is shown in Figure 5.4. It describes the work of a cashier2.
Predicting the behavior of the customer, the cashier already holds an amount of
change waiting for the customer to pay. This is modeled via the controllable choice
hold changeA or hold changeB. The payment of the customer is modeled
via activities payA and payB. The cashier had guessed correctly if the amount of
change held corresponds to the sum provided by the customer. Only then is the
money exchanged. This is modeled via transitions collectA and collectB.
The choice of the customer payA and payB is non-controllable. The amount the
customer tenders cannot be influenced but only depends on the mood and money
of the customer.
The process description in Figure 5.4 is relaxed sound. There are sound firing
sequences containing all transitions:
2Note that the example does not match a realistic business process but only illustrates the concept
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Figure 5.4: Example: “Provide change”
Example “Provide change”
Ç hold changeA, payA, collectA
Ç hold changeB, payB, collectB
Nevertheless it cannot be scheduled properly for any case. This is because the
controllable choice hold changeA or hold changeB takes place before the
non-controllable choice. Hence, the cashier cannot react if a different amount was
chosen by the customer. The modeled process does not terminate properly but
deadlocks.
These examples show combinations of controllable and non-controllable choices
which prevent the possibility of guaranteeing proper termination. It is not possible
to force the process to choose between alternative transitions correctly because the
non-controllable choices can not be influenced. Therefore, relaxed soundness does
not cover controllability. It is not possible to guarantee proper termination as soon
as events from outside the system are considered, or a data dependent decision
influences the behavior of the system.
5.3 Non-controllable choice robustness
In this section, a further correctness criterion for process descriptions is introduced,
denoted as non-controllable choice robustness. It provides a further means to de-
scribe the correctness of a system. If a system is non-controllable choice robust
(short: robust), it is possible to control its execution so that it terminates properly.
This is possible despite all interaction with the environment.
To define the criterion, we will look at our problem as a game between the workflow
controller and the environment as an opponent who is trying to interfere with the
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process execution, so that an unsound firing sequence is generated. The question
is whether the workflow controller can win the game, i.e. react to the moves of the
adversary and thus terminate properly.
Looking at our setting from this perspective we can refer to numerous results of
controller synthesis using terms and notions from game theory [PR89, McN93,
AMP94, Tho95]. In the next sub-section we will refer to these notions and deduce
results for workflow modeling.
5.3.1 Game, play, and winning strategy
To start with, terms game, play, strategy and winning strategy are reviewed. The
definitions have been adapted from the concepts used in [Tho95].
A game is defined as a tuple ³È_µ7É¸ consisting of a game graph È and a temporal
formula É (winning condition).
A game graph is of the form ÈŁ±³JÊËµ7ÊÌDµ7ÊÍ@µBÎµBÏOÐ	µB·¸ , where Ê is a finite set of
states, Ê Ì µ7Ê Í defines a partition of Ê (depicting the states where it is the turn of
player ÑPµÒÑË±|Óµ@Ô to perform an action), and ÎÖÕb³JÊ
Ì×
Ê
Í
¸<½Y³JÊ
Í×
Ê
Ì
¸ is a set
of edges. The underlying graph is required to be bipartite with respect to the state
transitions. Ï
Ð
Å
Ê is the initial state of the game and ·ØÕdÊ is a set of accepting
states.
A play on a game graph È corresponds to a path Ù in È starting in Ï Ð . The winner
of a play is fixed by the winning condition É . The first player wins a play Ù if Ù
satisfies É . We only focus on the most basic condition on reachability, which is
satisfied if the first player can force a visit of some state in · . For a survey of
possible winning conditions the reader is referred to [Tho95].
A strategy for a given game is a rule that tells a player how to choose between
several possible actions in any game position. A strategy is a winning strategy if
the player3 always wins no matter what the environment does [PR89].
A strategy4 for player 0 in the game ³È_µ7É¸ can be depicted as fragment5 ( ÚÛfÕÈ )
of the game graph.
A strategy ÚÛ is a winning strategy for player 0 if all the plays on ÚÛ win, i.e. all
paths Ù in ÚÛ satisfy É .
3All terms are defined from the perspective of player Ü - the workflow controller.
4We only consider no-memory strategies, where the next move only depends on the current state
cf. [Tho95].
5 ÝzÞdß¿àâáäãæåáãç>åJáäã èåJéäãæåê	ëJåJìí is a fragment of a game graph î ßfàâáåá ç åá è åJéåêëåJìí if
á
ãï
áåá
ãçðï
á
ã ç
åJá
ã è<ï
á
ã è
å and é ã ß^é`ñ+ààâá ã çäò á ã è íRóàâá ã è<ò á ã ç íí .
92
A winning strategy ÚÛ is called maximum iff there is no winning strategy ÚÛ
Ä
such that ÚÛõôiÚÛ
Ä
.
5.3.2 Adaption for workflow modeling
In the following, we will adapt the new concepts for application in the domain of
workflow modeling. It would be natural to define the game graph on the basis of
the reachability graph öÛ of a system Úe±f³¯+°gµ÷¸ , where Ï Ð corresponds to ÷ and
the set of accepting states · to ø&ùVú . As the definition of a game graph requires a
finite set of states, we only consider bounded systems, i.e. systems having a finite
reachability graph. Boundedness of WF-systems can be checked by standard Petri
net tools. The game graph is then of the form ÈûüY±f³Jý!û!üµBÎqû!üµ÷>µBùP¸ .
This adaption is not straightforward, as the set of states in ý ûü is not bipartite.
This is introduced through the possible concurrent behavior described in the Petri
net. The players (workflow controller and environment) do not have to move in
turn and in some states either could make the next move. But the moves of the
different players are reflected through the labels at the state transitions. If the label
Ã
of a state transition is a controllable transition
ÃqÅ
¶vºv»<¼ then a controller move
is represented. If the state transition is labeled with a non-controllable transition
ÃÅ
¶<¼º it corresponds to a move by the environment. With regard to the labels, the
state transitions are referred to as controllable or non-controllable state transitions.
Using this distinction, a strategy for the workflow controller can then again be
defined as a fragment of the game graph, ³Jý û!ü µBÎ û!ü µ÷>µBùP¸ where Î ûü can be
decomposed with respect to the labeling.
Definition 5.2 (Strategy).
Let ³È
û!ü
µ7É¸ be a game. Let È4þß±c³Jý
ûü
µBÎ
ûü
µ÷BµBù¸ be a game graph, where
öÛb±f³Jý
û!ü
µBÎ
û!ü
¸ is the reachability graph of a WF-system Út±f³¯+°gµ÷¸ .
ÚÛZÕiöÛµ with ÚÛb±Ö³Jý 
ü
µBÎ 
ü
¸ , ý 
ü
Õiý
û!ü
µ and Î 
ü
ÕÎ
û!ü
, is a strategy
if:
1. ÷
Å
ý 
ü
2. For each 
Å
ý
 
ü there is a directed path from ÷ to  .
3. ÚÛ is self-contained with respect to the possible moves of the adversary:
for all  Å ý 
ü
µ
ÃÅ
¶<¼_º_µ

ÄgÅ
ý
û!ü

if ³  µ Ã µ  Ä ¸ Å Î
ûü
then
³

µ
Ã
µ
bÄ
¸
Å
Î 
ü .
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Using the winning condition of “proper termination” ( É`±+ù - in LTL parlance
[MP92]) a winning strategy for the workflow controller is defined as follows:
Definition 5.3 (Winning strategy).
Let ³Èû!üµ7É¸ be a game defined on the reachability graph öÛ of a system Úf±
³¯+°µ÷	¸ with Éd±	+ù . Let ÚÛ be a strategy for the WF-controller. ÚÛ is a
winning strategy if it only contains paths that satisfy É . Therefore, ÚÛ additionally
meets the following requirements:
1. ù
Å
ý  ü
2. For each 
Å
ý   ü there is a directed path from  to ù in ÚÛ .
This definition of the term strategy, which is usual in controller synthesis (e.g.
[Tho95]) is not very strong. It means that certain choices may never be presented to
the environment. For our setting, a stronger understanding is necessary. A strategy
should incorporate the requirement that all possible moves by the environment have
to be covered at least once. This corresponds to the requirement that it should be
possible to react to all possible moves of the environment.
Definition 5.4 (Complete strategy).
Let ³È ûü µ7É¸ be a game defined on the reachability graph öÛ of a WF-system
Ú± ³¯+°µ÷	¸ . Let ÚÛ be a strategy for the WF-controller. The strategy ÚÛ is
called complete if all possible moves of the adversary are covered.
Formally:
Â!ÃÅ
¶<¼_º



µ

ÄÅ
ý 
ü
µ&³

µ
Ã
µ

Ä
¸
Å
Î 
ü
.
Based on these notions, it is now possible to express non-controllable choice ro-
bustness of a WF-system.
Definition 5.5 (Non-controllable choice robustness).
Let ³È
ûü
µ7É¸ be a game defined on the reachability graph öÛ of a WF-system
Új±\³¯+°gµ÷¸ with Éõ±+ù . The system Ú is non-controllable choice robust
(short: robust) iff there exists a complete winning strategy ÚÛ for the workflow
controller.
A WF-system is robust if there is a fragment of the reachability graph which
starts in ÷ , ends in ù , contains at least one
Ã
-labeled state transition for any non-
controllable transitions ÃÅ ¶ ¼º , and has only controllable state transition leading
out of the fragment6. Assuming progress for non-controllable choices, the exis-
tence of such a fragment guarantees that it is possible to reach state ù (terminate
6Sometimes, we will refer to this fragment as “robust fragment”
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properly) independent of the outcome of non-controllable choices. While all non-
controllable transitions (all possible moves of the adversary) are covered by the
fragment, there is always a way to react and to terminate properly. Hence, if a
WF-system is robust, the workflow controller can guarantee proper termination
independently from all possible moves by the adversary.
The process descriptions of Figure 5.3 and 5.4 are not robust because there is no
robust fragment. Figure 5.5 shows the reachability graphs of both processes. Non-
controllable choices have been depicted as curves around the corresponding state
transitions.
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Figure 5.5: RGs for examples: “Planning trip” and “Provide change”
The fragments depicted by showing associated state transitions in bold satisfy all
requirements except Requirement 3 in Definition 5.2. There are non-controllable
state transitions leaving the fragment.
In the following, we will add some behavior to the process descriptions to make
them robust. Figures 5.6 and 5.7 show the modified WF-nets. In the exam-
ple “Planning trip”, one further controllable task is introduced. The new task
abort hotel booking is executed if the flight booking did not succeed.
In the process description of the second example (Figure 5.7) we added two fur-
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abort_ 
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finishp1
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cancel _trip
plan_trip
Figure 5.6: Revised example: “Planning trip”
ther tasks to cope with the possible deadlocks. They are executed if the predicted
change does not fit the sum provided by the customer. The transitions changeBA
and changeAB model the behavior of the cashier.
oi
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p1
p5
hold changeA
hold changeB
payA
payB
collectA
collectB
change 
BA
change 
AB
Figure 5.7: Revised example: “Provide change”
Both specifications are now robust. The graphs are shown in Figure 5.8. The robust
fragments have been depicted by showing the associated state transitions in bold.
Note, the strategy for the example “Planning trip” (cf. Figure 5.8) restricts the pos-
sible behavior. It suggests delaying the booking of the hotel until the flight booking
succeeded. If the result of the flight booking was negative (f:not ok), the hotel
booking and thus the trip are canceled directly (abort hotel booking).
The strategy for the example “Provide change” (cf. Figure 5.7) does not formulate
any restrictions as it coincides with the reachability graph.
In the following section, a constructive algorithm is provided. The algorithm
checks whether a bounded WF-system is robust. In the positive case, the maxi-
mum and complete winning strategy for the workflow controller is returned.
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Figure 5.8: RGs for revised examples: “Planning trip” and “Provide change”
97
5.4 An algorithm verifying robustness
There are various algorithms in the literature that determine the existence of a strat-
egy in an effective manner, e.g. [NYY92, McN93, AMP94, Tho95]. Still, these
algorithms work on a proper game graph (bipartite graph) and do not necessarily
compute a complete strategy. For the domain of workflow modeling we adopted
the algorithmical idea and provide an algorithm that operates on a finite reachabil-
ity graph.
The algorithm is given in Figure 5.9. It decides whether a given WF-system
Ú¹± ³¯+°gµ÷¸ is robust and in the positive case returns the maximum and com-
plete winning strategy ÚÛf±³Jý  ü µBÎ  ü ¸ . Let ¯° ±³¯µ	¶<ºv»<¼½.¶<¼_º_µB·¸ be a
choice-consistent WF-net and ³¯°µ÷¸ be bounded. Let öÛ e±h³Jý ûü µBÎ ûü ¸ be
the (finite) reachability graph of the WF-system Ú©±³¯+°gµ÷¸ . As prerequisite for
the computation of ÚÛ ±f³Jý   ü_µBÎ   üð¸ , furthermore, the set ¯Vûü³ù¸Õiý!û!ü of
predecessors of state ù (see Section 2.1.2 for definition) is computed beforehand.
The algorithm works as follows. It initially marks all states that potentially be-
long to the desired fragment and then progressively removes mistaken candidates.
Potential states are all lying on a path from state ÷ to state ù . Consequently, the
algorithm starts by marking all elements of the predecessor set of ù : ý  ü ±
¯
ûü
³ù¸
7
. The corresponding state transitions are determined thereafter. Fur-
thermore, the set of illegal states is computed (denoted by the auxiliary variable
 ). Illegal states are states from where non-controllable state transitions leave the
fragment.
The core of the algorithm is Step (ii). By passing the while-loop the current frag-
ment is diminished until it either satisfies the properties of a winning strategy or
coincides with the empty fragment. In the entry-condition of the while-loop, it
is tested whether there are illegal states (while  ±5À ) indicating that the cur-
rent fragment does not satisfy Requirement 3 of a strategy. Within the loop, the
set of states of the fragment is diminished by the illegal states and corresponding
state transitions are cut (a1/a2). Subsequently, the remaining fragment is computed
(b1/b2). Finally the set  of illegal states is recomputed. The loop will eventu-
ally terminate, as the empty fragment does not satisfy the entry-condition of the
while-loop.
In the next step (Step (iii) in Figure 5.9) it is checked whether the resulting fragment
is empty, which is the case if the intersection of Úﬁﬀﬃﬂﬂ   ü³1÷¸ and ¯   ü³ùP¸ was
7The set  "!$#&%')( à+*í is finite as the reachability graph is finite.
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(i) ý  ü, ±|¯ û!ü ³ù¸ ;
Î   ü  ±dÎ ûü¾l³Jý
  ü × ¶ × ý
  üð¸ ;
(* Initially, fragment -/. is set to the sound subgraph. *)

 ±¿ø
 Å
ý  ü10 ³

µ
Ã
µ
 Ä
¸
Å
Î û!ü32
ÃÅ
¶<¼º 2
 Ä54Å
ý  ü ú6
(* Illegal states are computed. *)
(ii) while 7±dÀ ;
do
(a1) ý  ü, ± ý  ü98  ;
(a2) Î   ü

±Îqû!ü¾l³Jý
 
ü
×
¶
×
ý
 
üð¸ ;
(* Illegal states and corresponding state transitions are cut. *)
(b1) ý 
ü,
±õø

Å
ý 
ü0

Å
Úﬁﬀﬃﬂﬂ 
ü
³1÷¸<¾`¯ 
ü
³ù¸>ú ;
(b2) Î  ü, ±Î û!ü ¾l³Jý  üŁ× ¶ × ý  ü ¸ ;
(* Coherent fragment is recomputed. *)


± ø

Å
ý
 
ü
0
³

µ
Ã
µ

Ä
¸
Å
Î ûü
2
ÃÅ
¶
¼_º
2

Ä54Å
ý
 
üú ;
(* Current set of illegal states is computed *)
od
(iii) if ý  ü ±|À ;
then print ( Ú is not robust, there is no winning strategy); abort;
fi
(iv) :

±|¶v¼º
8
ø
Ã
0
³

µ
Ã
µ

Ä
¸
Å
Î 
ü;2
ÃÅ
¶<¼_ºú ;
if :=<À ;
(* The strategy is tested to be complete. *)
then print ( Ú is not robust, there is no complete strategy); return : ;
else print ( Ú is robust); return ³Jý  ü µBÎ  ü ¸ ;
fi
Figure 5.9: Robustness algorithm
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empty. In this case the algorithm aborts with the information “ Ú is not robust, there
is no winning strategy”.
Finally, Step (iv) checks whether the derived winning strategy is complete, i.e.
contains at least one
Ã
-labeled state transitions for any non-controllable transition
Ã.Å
¶<¼º . The auxiliary variable : determines the set of non-controllable tran-
sitions not covered by the fragment. If this set is non-empty, the algorithm ter-
minates, returning : together with the information “S is not robust, there is no
complete strategy”. If : is empty, the algorithm terminates with the statement
“ Ú is robust” and returns the derived fragment.
5.4.1 Correctness of the algorithm
We will now investigate the correctness and completeness of the proposed algo-
rithm. We will first prove the following:
Theorem 5.6. Let ÚY±f³¯°µ÷¸ be a bounded and robust WF-system. The winning
strategy computed within Steps (i) and (ii) of the robustness algorithm is maximum.
Proof Let ÚÛ> be the maximum and complete winning strategy for the work-
flow controller. As the WF-system is robust we know that ÚÛ> is a fragment of
the reachability graph öÛ  satisfying the following properties:
1. It contains state ÷ : ÷
Å
ý 
ü
(cf. Requirement 1 of Def. 5.2),
2. For each

Å
ý 
ü there is a directed path from ÷ to
 (cf. Requirement 2
of Def. 5.2),
3.
Â

Å
ý
 
üµ
ÃÅ
¶
¼º
µ

Ä<Å
ý4ûü

if ³

µ
Ã
µ

Ä
¸
Å
Î ûü then ³

µ
Ã
µ

Ä
¸
Å
Î 
ü (cf. Requirement 3 of Def. 5.2)
4. ù
Å
ý
 
ü (cf. Requirement 1 of Def. 5.3)
5. For each  Å ý  ü there is a directed path from  to ù in ÚÛ (cf. Require-
ment 2 of Def. 5.3)
6.
ÂËÃÅ
¶v¼º




µ
dÄ
Å
ý 
ü
µ&³

µ
Ã
µ
bÄ
¸
Å
Î 
ü (cf. Def. 5.4)
The algorithm operates on the reachability graph öÛ  and computes a fragment
ÚÛ@? . We will prove that the fragment computed as a result of Steps (i) and (ii)
coincides with the maximum winning strategy: ÚÛ@?l±dÚÛ> .
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ÚÛ ? ±dÚÛ > holds if the following two propositions hold:
I) ÚÛ? only contains elements that belong to ÚÛ> .
II) ÚÛ > only contains elements that belong to ÚÛ ? .
This is shown in the following.
Proposition I: ÚÛ ? only contains elements that belong to ÚÛ >
Initially, set ý  üBA is set to ¯ û!ü ³ù¸ . As there exist a complete winning strategy
for the WF-controller we know that ¯ û!ü ³ù¸ is not empty. Furthermore it can
be concluded that the set ý  üBA satisfies Properties 1,2,4, and 5. In case there are
non-controllable state transitions that leave the fragment (Property 3 is violated)
the while-loop is entered.
Within the while-loop the current fragment is diminished by the illegal states (see
line (a1)) and corresponding state transitions (see line (a2)). After that the coher-
ent fragment is recomputed (cf. Figure 5.9(b1) and (b2)). The resulting fragment
satisfies again Properties 1,2,4, and 5. The while-loop is reentered as long as Prop-
erty 3 is not satisfied. The while-loop will eventually terminate as the empty frag-
ment does not satisfy the entry-condition. The resulting fragment ÚÛ@? satisfies
the Properties 1-5 of a winning strategy.
Because ÚÛ> is, by definition, the maximum winning strategy, ÚÛ> necessarily
embeds ÚÛ@? .
Proposition II: ÚÛ> only contains elements that belong to ÚÛ@?
Initially, set ý 
üBA
is set to ¯
û!ü
³ù¸ (Step(i)). It holds that ý 
üDC
Õ ¯
û!ü
³ù¸
(follows from Property 5). Therefore, the proposition holds initially. During the
while-loop (Step (ii)) the set of ý 
üBA
is possibly diminished.
We have to show that no elements are removed from ý 
üBA
that belong to ý 
üDC
.
There are only two places were elements are removed from the set ý  üBA , namely
in the lines indicated by (a1) and (b1). The elements removed in Line (a1) do not
belong to ý  üDC as they violate Property 3. The elements removed in Line (b1)
do not belong to ý 
üDC
as they violate Property 2 and/or Property 5. Thus both
removals are safe. As furthermore no new elements are added, it can be concluded
that the proposition also holds after the while-loop.

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Theorem 5.7. The WF-system Ú±³¯+°µ÷	¸ is robust iff the algorithm terminates
returning “S is robust”.
We first prove the direction: If the WF-system Út±f³¯+°gµ÷¸ is robust, the algorithm
terminates with the result “S is robust”.
Proof The WF-system Úd±³¯°µ÷¸ is robust, i.e. there is a complete winning
strategy for the workflow-controller. The winning strategy is not empty (includes
at least state ÷ and state ù ) and contains a Ã -labeled state transition for any non-
controllable transition
ÃÅ
¶<¼_º (satisfies Property 6).
The fragment computed within Steps (i) and (ii) is maximum. It especially embeds
the aforementioned winning strategy. Therefore the conditions in Step (iii) and (iv)
are met and the algorithm returns “S is robust”.
We will now prove the other direction: If the algorithm terminates returning “S is
robust”, the WF-system Úe±Z³¯+°µ÷	¸ is robust.
Proof The maximum winning strategy computed in Step (i) and (ii) is not empty
(cf. Step(iii)) and complete (cf. Step(iv)), i.e. satisfies all properties of a robust
fragment (see Def. 5.5).

Applying this algorithm, a choice-consistent WF-system can be revised until it
satisfies the property non-controllable choice robustness.
5.5 Embedding robustness into Petri net theory
In this section we will investigate the relationship between the new criterion ro-
bustness and other properties from Petri net theory.
The three criteria soundness and relaxed soundness and robustness are closely re-
lated. Soundness implies non-controllable choice robustness as well as relaxed
soundness. The subset diagram in Figure 5.10 illustrates the relation between
the three different criteria. Note that non-controllable choice robustness implies
soundness if the WF-net only contains non-controllable choices. In contrast, if
the WF-system contains no non-controllable choices, relaxed soundness implies
robustness.
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Figure 5.10: Relation of the three criteria
‘ In the previous sub-sections, some examples were presented that illustrate the dif-
ferent subsets depicted in Figure 5.10. The process shown in Figure 5.7 (Page 96)
is sound and therefore also relaxed sound and robust. An example of a process
which is relaxed sound and robust but not sound is shown in Figure 5.6 (Page 96).
Furthermore, there are processes that are relaxed sound but not robust and vice
versa. Examples for the first case have been discussed at the beginning of this
chapter, cf. Figure 5.4 (Page 91) and Figure 5.3 (Page 90). A process which is ro-
bust but not relaxed sound contains internal transitions that are not part of a sound
firing sequence. This implies that the process can be controlled but some execu-
tions determined by internal choices are not chosen because they do not terminate
properly. An example is given in Figure 5.11.
The depicted WF-system is robust as there is a complete winning strategy for the
workflow controller, but the WF-net is not relaxed sound, as there is no sound firing
sequence containing task  .
There is one phenomena considering WF-systems which are relaxed sound and
robust. One would expect that the robust fragment computed by the proposed
algorithm contains a
Ã
-labeled state transition for every transition
ÃÅ
¶ , i.e. espe-
cially also
Ã
-labeled state transitions for all controllable transition
ÃÅ
¶<ºv»<¼ . Still,
there are counter-examples were controllable transitions have been removed from
the fragment as a consequence of a dependence to non-controllable transitions.
Consider the example shown in the Figure 5.12.
Here, a choice which was considered to be controllable ( Ã Ô and ÃFE ), is followed
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Figure 5.11: A robust WF-system which is not relaxed sound
t1 t2
t3
t4
t5 t6
t7 t8 t9
i
o
i
p1
p3p4
p2
o
p2p3
p5
p1p3
t1 t2
p1 p2 p3
p5p4
p4 p3p5
p3o
t3
t4
t5 t4
t6
t8
t6
t9t7
t3
t5 t8
Figure 5.12: A relaxed sound and robust WF-system
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by a non-controllable choice ( ÃHG and Ã&I ). In order to terminate properly the non-
controllable choice must (in case Ã Ô was chosen before) revoke the first choice in
order to terminate properly. Clearly, such a dependency between controllable and
non-controllable choices denotes a modeling deficiency. To provide the modeler
with feedback the robustness algorithm could be enlarged with a test constructed
in analogy to Step (iv) reporting the controllable transitions not covered by the
robust fragment.
In general we will assume that the robust fragment computed for a relaxed sound
and robust WF-system covers all transitions. Still the particular case will not be
ignored. Consequences that arise for the proposed procedure model, cf. Figure 1.1
will be discussed in Chapters 6, 7 and 8.
5.6 Related work
The related work section is subdivided into three parts. First some general refer-
ences are given on controller synthesis. In the second part we investigate the taken
assumptions regarding the environment and compare them with other approaches.
Finally, the classification of choices into controllable and non-controllable choices
is compared with another possible classification from the literature.
Theory on games - Controller synthesis In this chapter we looked at a work-
flow system as a reactive system, whose behavior depends on the interaction with
the environment. Studying reactive systems, controller synthesis problems arise
naturally. In the literature the reactive system is often called a plant. It is viewed
as an existing program which specifies the ways in which the system can react to
its inputs. Given a specification, e.g. a temporal logic formular, the goal is now
to come with a strategy to interact with the environment (in a way that is allowed
by the plant), such that the behavior satisfies the specification. In other words,
the strategy acts as a controller for the plant, restricting its behavior so that the
specification is met.
For reactive systems the synthesis problem has been posed as early as 1957 in the
context of digital circuits [Chu63]. The problem was solved by [BL69]. Here an
algorithm was presented which decides the realizability of a given specification
and in this case synthesizes a circuit (or finite-state reactive program) from the
specification.
A lot of progress has been made since then. This is evidenced by a wealth of litera-
ture on controller synthesis problems for reactive systems, such as [PR89, ALW89,
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McN93, AMP94, Tho95, ES98]. Beside finding (efficient) algorithms for the com-
putation of a winning strategy on a finite game graph ([PR89, ALW89, McN93],
the scope of the research broadened towards other directions. Examples are the
shift of results to games played on infinite graphs [AMP94, ES98], the considera-
tion of reactive environments (which are able to disable some of their responses)
[KMTV00], and the synthesis of distributed controllers [PR90] and [MT01].
For a tutorial review on common concepts we refer to [NYY92] and [Tho02].
Assumptions regarding the environment Most approaches in modeling work-
flow processes assume reasonable behavior of the environment. Hence, they do
not provide the modeler with a means to check whether their processes react ro-
bustly to any possible request from the environment. These approaches disregard
malicious requests trying to misuse the services.
An issue that has been approached by several researchers concerns co-operation
between companies. The corresponding keywords are cross- and inter-organi-
zational workflow [Aal00a, DDGJ01, Mar01, EW01a, GA01]. In this setting the
environment is represented by the co-operating partners. An important question
tackled in most of these approaches is whether two or more processes (may) in-
teract in a sound manner. In contrast to our starting point, they originate from the
assumptions that the co-operating partners share a common interest, and at least
parts of their processes are revealed to the public. [Aal00a, DDGJ01] and [GA01]
consider different views of the process descriptions of the parties involved. They
distinguished between a public view [Aal00a] (external level [GA01]) and a private
view (conceptual level [GA01]). The public view contains a generalized process
description, with communication activities, as well as activities that might be of
value for the other parties. The private view contains a refined process description
which is used for the intra-enterprise communication. Specific correctness mea-
sures are provided for the different views. They guarantee consistent cooperation
between the individual processes as well as sound intra-enterprise processing.
The approaches are based on co-operation and the (partial) disclosure of processes.
These assumptions are used for the validation of the interoperability where the
external views are assembled and the compound specification is checked for some
desired properties.
The approach proposed here is based on more general assumptions. The knowl-
edge about the behavior of the environment is assumed to be only partial. At best,
possible actions of the environment are known but not their order. Furthermore,
the system and the environment are not co-operating partners revealing to each
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other their processes, but separate players or even opponents. Starting with these
assumptions, a correctness criterion was sought indicating that the process on its
own is robust to (all) possible interaction from outside.
Approaches based on a similar setting are [Mar01, AHT02] and [EW01a]. In
[Mar01], the focus is on the collaboration of different web services in order to
generate a new compound service. The question is whether it can be decided lo-
cally that the interface of one single service fits to possible interfaces of other web
services. A web service is modeled as a Petri net-module consisting of a WF-net
and a set of interface places. The environment of a web service is modeled as
a WF-net too. Both nets can be connected via the interface places. In [Mar01]
a criterion is defined to state the usability of such a Petri net-module. Generally
speaking, a module is usable if there is at least one environment that forms a sound
closed system together with the module. The approach does not assume any pos-
sible environment but checks whether there is one, such that the service can be
executed properly.
In [AHT02] the inter-operability of different components is investigated aiming at
the identification of certain rules for the construction of component based archi-
tectures. Components are considered as independent parts of an architecture, each
with their own thread of control and collaborating (by message exchange) to form
a working system. Components are described with the help of component-nets
(C-nets), labeled P/T-nets having the same structure as WF-nets.
The inter-operability of two components is organized via an interface, a set of
places that is connected to transitions in both components. The construction rules
propose to combine components following a client server approach. This implies
that in the relation-ship between connected components there is always one com-
ponent which has the role of control component and one component that has the
role of server component. Applying further rules, these elementary client-server
compositions (which are again C-nets) are combined to form the final architecture,
which corresponds to a tree of connected components.
The approach poses considerable restrictions to the structure of components and
their combination. This is justified as applying the proposed rules consistency8 of
the derived architecture can be concluded by construction.
Applying this approach to model the interaction of a system and its environment,
clearly the environment would be considered as a server providing some required
information, or interacting via external events. Consequently, the behavior of the
8The visible behavior of the compound architecture corresponds to the behavior of its specifying
root component.
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environment must be described following the proposed limitations. Further inves-
tigations are necessary in order to prove whether this is possible matching realistic
scenarios.
In [EW01a, Esh02] a different modeling technique is used to model workflow pro-
cesses, namely activity diagrams from the UML. The authors argue that their se-
mantics provide a more adequate way to model reactive behavior. They tailor a
formal semantics for activity diagrams faithfully fitting the requirements of the
application domain. However, they have so far not provided a specific way of
determining robustness against interactions from outside.
A further classification of choices In this chapter we classified choices w.r.t. to
the controllability of the outcome. Non-controllable choices depict choices whose
outcome depends on interaction with the environment, whereas the outcome of
controllable choices can be decided locally. An orthogonal criterion to distinguish
choices, is the moment of choice. The moment of choice coincides with the mo-
ment one of the alternative transitions is executed. The moment of choice depends
on where the initiative to execute the contained transitions lies.
Event transitions depict behavior of the environment, hence the initiative of a
choice consisting of event-transitions lies with the environment. Such a choice
was called implicit choice (also referred to as the deferred choice pattern) [Aal98,
AHKB03]. Here the moment of choice is deferred until the external event occurs.
An example is the choice within the library process of Figure 5.2.
In contrast, an explicit choice [Aal98, AHKB03], is made the moment all previous
tasks are completed. The initiative for an explicit choice lies with the workflow
control. All choices that consist of transitions of type decision, task9, and/or rout-
ing are explicit choices. They are made the moment all previous tasks are com-
pleted.
Figure 5.13 gives examples for explicit choices; they have been highlighted by
showing corresponding transitions in bold. The process parts of Figure 5.13 (a) and
(c) depict clippings of the complaints processing from Figure 5.1. Figure 5.13 (b)
depicts a clipping of the process “Handling of incoming order” from Figure 8.9(b).
The choice in Figure 5.13 (a) is a choice between transitions of type decision. The
transitions processing OK and processing NOK model the possible out-
comes of the evaluation of task check processing. The upper notation in
9Note that a task is initiated by the workflow control but executed by some external actor. This
distinction will be addressed in the last step of the proposed procedure (“Control Refinement”),
cf. Figure 1.1
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Figure 5.13: Examples of explicit choices
Figure 5.13 (a) is a shortcut for explicit choices. It was introduced in [Aal98]. It
can be used only if the moment of choice depends on just one previous task. The
choice in Figure 5.13 (b) depicts a choice between transitions of type task. After
the completion of task record order and depending on the result of some eval-
uation (decided:notok or decided:ok) either task pick or task cancel
is initiated.
The last choice, depicted in Figure 5.13 (c), models the choice between transitions
of type routing and task. Here the case is either routed via an AND-join or the
task process complaint is initiated.
The possible influences of workflow control and environment on different choices
are summarized in Table 5.1.
Initiative Outcome
Choice of event transitions (free-choice) environment environment
Choice of decision transitions (free-choice) workflow control environment
Choice of task and/or routing transitions workflow control workflow control
Table 5.1: Choice classification
We will come back to this classification in Chapter 8. Transitions with the initiative
on the side of the workflow control have to be considered within the “Control
refinement”, the last step of the proposed procedure model (cf. Figure 1.1).
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Chapter 6
Generating sound process
specifications
The modeler has so far been guided towards a relaxed sound and robust process
specification. Relaxed soundness indicates the existence of enough sound firing
sequences. Robustness indicates the existence of a strategy which guarantees sound
execution independently from the moves of the environment. Still, the modeled
process needs not be sound. There may be firing sequences that do not terminate
properly.
Within this chapter, several ways are proposed to transform a relaxed sound and
robust specification into a sound specification. The possible solutions are compared
with respect to their suitability in the context of workflow modeling.
In order to transform a relaxed sound process description into a sound process
description, it is necessary to restrict the set of all possible firing sequences to only
sound ones. The restricted set of firing sequences must not only be sound but must
also belong to a winning strategy that can be enforced against possible interactions
from the environment. Assume there is a complete winning strategy that covers all
desired sound firing sequences. Then the goal is reached as soon as we find a Petri
net with a reachability graph isomorphic to the robust fragment.
Applying methods from the area of Petri net synthesis [GRX02a, BDC02, CKLY98,
DR96, NRT92, ER90], there are two solutions to the problem.
The first applies the methods proposed in [NRT92, CKLY98] and generates a Petri
net on the basis of the robust fragment. The result is a WF-net with a behavior
isomorphic to the fragment. The disadvantage of this approach is the differences
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between the derived and the primary WF-net. They only coincide in their transition
inscriptions; place labels as well as the layout is lost.
The second approach is based on the application of results of [GRX02a, GRX02b].
Here, approaches from Petri net synthesis were adapted for Petri net controller
synthesis. Rather than constructing a new net, it is proposed to compute changes
of the primary net so as to restrict its behavior to the one described by the robust
fragment. This solution increases the possibility of recognizing the primary process
description within the resulting one.
This chapter is organized as follows. First, main results from Petri net synthesis
are reviewed. In Section 6.2 these results are applied to workflow modeling. They
are used to synthesize sound WF-nets with isomorphic or bisimilar behavior w.r.t.
the computed fragment (first solution).
In Section 6.3 the synthesis approach is refined for controller synthesis. Its appli-
cation to workflow modeling is described in Section 6.4. Here, the focus is on the
change of the primary WF-net, making it a sound WF-net (second solution). At the
end of the chapter the two approaches are compared (Section 6.5) and related work
is discussed (Section 6.6). To support a better understanding of the revised the-
ory, we again introduce a running example. Applying these methods to workflow
modeling, we will also refer to an example introduced in Chapter 5.
6.1 Petri net synthesis
The synthesis problem for Petri nets is tackled by deciding whether a given graph
is isomorphic to the reachability graph of some Petri net.
The synthesis problem was first addressed in [ER90]. Subsequently, in [NRT92]
it was shown that an elementary net system can be synthesized on the basis of
regions from a (sequential) transition system satisfying some separation conditions,
namely from an elementary transition system. Thereafter, the synthesis problem
has been solved for other classes of Petri nets [Muk92, BDC02, BBD95, YMLA96,
BMPV96]. The solutions all use regions.
Regions may be interpreted as atomic nets, i.e. nets consisting of a single place
together with its input and output transitions. A Petri net can be composed using
atomic nets and joining them at common transitions.
Every transition system can be broken down into a finite number of subsets of
regions. Fitting together the atomic nets which correspond to the regions, however,
does not necessarily result in Petri nets with isomorphic behavior to the primary
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transition system. The challenge was to decide constructively the existence of a
Petri net with a reachability graph isomorphic to a given transition system. Here,
the main ideas for Petri net synthesis on the basis of regions are introduced.
6.1.1 Preliminaries
We will start by recalling transition systems and providing various concepts to
compare them.
Transition system
A Transition System (TS) was defined (Def. 2.22) as a quadruple
¶kÚØ± ³JýµKJµBÎµ&L ÐNM ¸ , where ý is a nonempty set of states, J is a set of events
(labels), ÎÕiý
×
J
×
ý is a transition relation, and LDÐNM is an initial state. A TS is
finite if ý and J are finite.
In the following we will only consider finite transition systems. Furthermore it is
assumed that every transition system ¶kÚd±­³JýäµKJµBÎ µ&L ÐNM ¸ satisfies the following
axioms:
(A1) No self-loops: Â ³OL!µKPµ&L Ä ¸ Å Î

L

±QL
Ä
;
(A2) Every event has an occurrence: Â P Å J  
 ³OL4µKPµ&L Ä ¸ Å Î ;
(A3) Every state is reachable from the initial state: Â L Å ý

LwÐRM S
TU
L .
An example of a transition system is shown in Figure 6.1.
Some concepts are introduced for the comparison of the behavior described by
transition systems.
Definition 6.1 (Split-morphism).
Let ¶kÚ Íe± ³JýÍ@µKJÍ@µBÎÍ@µ&LwÐNM è ¸ and ¶kÚBV± ³JýVwµKJ5VDµBÎVwµ&LDÐNMWO¸ be two transition
systems. A split-morphism X from ¶kÚ Í to ¶kÚ V is a pair ³YXZµ[X\¸ of total mappings,
XZ being bijective and X]\ being surjective,
XZ

ý
Í
TﬃU
ý
V
X\

J
Í
TﬃU
J
V
which satisfies: ³³OL4µKPµ&L Ä ¸ Å ÎÍ5^²³YX Z ³OL¸7µ[X \ ³_P¸7µ[X Z ³OL Ä ¸¸ Å Î`V .
112
v_in
a
b
d
T
v1
v3
v5
v4
v2
v7
v6
c
c
b
k
f
v8
b
g
g
h
v9
b
v10
f
d
m
Figure 6.1: A transition system
Definition 6.2 (Isomorphism).
A split-morphism X±#³YX Z µ[X \ ¸ from ¶kÚ Í to ¶kÚBV is an isomorphism if X \ is
bijective.
Two transition systems are said to be isomorphic if there is an isomorphism be-
tween them. The concept of split-morphism will be used when an event is repre-
sented by different instances in a transition system. Later on, when deriving Petri
nets, this splitting will result in different transitions with the same label.
Another concept of equivalence between transition systems is the concept of bisim-
ulation [GW96, Mil80].
Definition 6.3 (Bisimulation).
Let ¶kÚ
Í
±­³Jý
Í
µKJµBÎ
Í
µ&L
ÐNM
è
¸ and ¶kÚ
V
±­³Jý
V
µKJµBÎ
V
µ&L
ÐNM
WO¸ be two transition sys-
tems with the same set of events. ¶kÚ Í and ¶kÚ V show bisimulation if there exists a
binary relation ö between ý
Í
and ý
V
, öfÕiý
Í×
ý
V
such that
Ç The initial states of ¶kÚ Í and ¶kÚ V are related by ö : ³OL ÐRM è µ&L ÐRMW ¸ Å ö
Ç If ö ³OL
Í
µ&L
V
¸ and ³OL
Í
µKPµ&L
Ä
Í
¸
Å
Î
Í
, then there is a state L
Ä
V
such that ³OL
V
µKPµ&L
Ä
V
¸
Å
Î
V
.
Ç If ö ³OLÍ@µ&LaV&¸ and ³OLVwµKPµ&L Ä
V
¸
Å
ÎV , then there is a state L
Ä
Í
such that ³OLÍ@µKPµ&L
Ä
Í
¸
Å
ÎÍ .
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Two transition systems are said to be bisimilar if they can simulate each other, i.e.
there is a bisimulation between them.
Regions
The core notion within Petri net synthesis is the concept of a region. Various ver-
sions are used to differentiate between several classes of transition systems. A
comprehensive survey describing the gradual development of the theory of regions
can be found in [BD98].
The basic notion of a region is the following:
Definition 6.4 ((elementary) region).
Let ¶ÚY±f³JýµKJµBÎ µ&LwÐNM4¸ be a transition system. Then ËÕý is a region of ¶kÚ
iff the following two conditions are satisfied:
event P always exits  :
³OL4µKPµ&L
Ä
¸
Å
Î
2
L
Å

2
L
Ä
4Å
b
Â
³OL
Í
µKPµ&L
Ä
Í
¸
Å
Î

L
Í
Å

2
L
Ä
Í
4Å

event P always enters  :
³OL4µKPµ&L
Ä
¸
Å
Î
2
L
4Å

2
L
Å
b
Â
³OL
Í
µKPµ&L
Ä
Í
¸
Å
Î

L
Í
4Å

2
L
Ä
Í
Å

A region is a subset of states. The fundamental property of a region is that all
transitions labeled with the same event P have the same ”entry/exit” relationship.
The event may either always enter the region, or always exit the region, or never
cross the regions boundaries.
Each transition system ¶Ú has two trivial regions: the set of all states, ý , and
the empty set. Further on, we will consider only nontrivial regions. The set of
nontrivial regions of ¶kÚ will be denoted by ö`cB  . For each state L
Å
ý , we define
the set of nontrivial regions containing L , denoted by öd . A region 
Ä
is said to be
a subregion of  iff  Ä ôe . A region  is minimum if there is no other region  Ä
which is a subregion of  .
Let us consider again the transition system shown in Figure 6.1. The set of states

V
±¹øL!Ôwµ&L
E
µ&L
G
µ&LgfVú is a region, since all transitions labeled with h and i enter

V
, and all transitions labeled with j and k exit 
V
. Other regions are 
Í
±føL ÷mlðú ,
n±øLÔwµ&LgoVú , p±øL
E
µ&LÔOÓú , rq±øL
I
ú , rs±øLgfµ&LutVú , rv+±ØøL
G
µ&LxwRú , y±
øLgoµ&LuwVµ&Lutµ&L!ÔOÓú and z ± øLu{Vú . All of these regions are minimum, but are not
necessarily mutually exclusive. Correspondingly, the sets ö d Ð for ÷ ±0÷mläµ@Ôa|+|âÔOÓ are
as follows: öd ÐNM ±¿ø Í úµBöd Í ± ø V µ&rnDúµBöd V ± ø V µ&pwúµBöd[nq± ønwµ&yDúµBödKp±
øVwµ&
v
úµBö
d[q
± ø
q
úµBö
d[s
±5øVwµ&
s
úµBö
d$v
±5ø
v
µ&
y
úµBö
d[y
±5ø
s
µ&
y
úµBö
d[z
±
øzDúµBöd
ÍÒÌ
± øpPµ&yDú ,
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We will furthermore define pre-regions and post-regions of an event. A region

Å
ö`cB  is a pre-region of event P , if there is a transition labeled with P which exits
 :


³OL4µKPµ&L
Ä
¸
Å
Î  L
Å
 2 L
Ä}4Å
 . The set of pre-regions of an event P is denoted
by ~P . A region 
Å
ö`cB  is a post-region of event P , if there is a transition labeled
with P which enters  :


³OL!µKPµ&L
Ä
¸
Å
Î  L
4Å
 2 L
Ä Å
 . The set of post-regions of
an an event P is denoted by Pm~ .
Pre-regions and post-regions for the transition system in Figure 6.1 are as follows:
pre-regions: ~h ± ø Í úµ$~aj± ø V úµ$~ﬂ ± ønDúµ$~ ± ønDúµ$~ag± øs¥úµ
~5 ± øsDúµ$~aX^± ørvDµ&yDúµ$~ak ± ø V µ&pwú and ~ri ± øqDú
post-regions: hx~+± ø V µ&nDúµ[j~+± øyDúµKﬂ~±¿ørv¥úµKg~± øpwúµ[/~± øpwúµ
u~± ørv¥úµ[X~± øzDúµ[k]~+±¿øqDú and i~+±¿ø V µ&sDú
With the notion of a region we are now able to define an elementary transition
system.
Definition 6.5 (Elementary transition system).
A transition system ¶Ú±j³JýµKJµBÎµ&L
ÐRM
¸ is elementary (ETS) [NRT92] if in addi-
tion to (A1)-(A3), it satisfies the following two axioms about regions:
(A4) State separation axiom (SSA): Â L!µ&L ÄvÅ ý  ödq±|ö Ä
d
bLË±L
Ä
(A5) Event Separation axiom (ESA): Â L Å ý Â P Å J

~PäÕ ödbL 
TU
The state separation axiom (A4) implies that two different states must belong to
different sets of regions. The event separation axiom (A5) implies that if state L
is included in all pre-regions of an event such as P , then P must be enabled in L .
Conversely, if an event P is not enabled in a state L then there is a pre-region of
event P which does not contain state L :
Â
L
Å
ý
Â
P
Å
J

L


TU
b7L
4Å
 for some
pre-region of P : 
Å
~P .
The transition system in Figure 6.1 is elementary, since all axioms (A1)-(A5) are
satisfied. For example, state L!Ô is separated from any other state (A4). This state
is included in regions  V and n and there is no other state which is covered by the
same set of regions. To illustrate (A5), let us consider event ﬂ with ~ﬂ± ø n ú ,
n± øL!Ôwµ&LuoVú , öd Í ± ø V µ&rnDú , and öd[n ± ørnwµ&yDú . The two states, L!Ô and Lgo
satisfy condition ~ﬂ Õ¿öd
Í
and ~ﬂ.Õ öd[n respectively. (A5) holds as both states
L!Ô and Lgo have an exit arc labeled by event ﬂ .
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Another class of transition systems is based on excitation regions [CKLY98]. These
are regions that are related to transitions while normal regions in a transition sys-
tem are related to places in the corresponding Petri net. An excitation region (ER)
for event P is a maximum set of states in which transition P is enabled:
Definition 6.6 (Excitation region (ER)).
A set of states ý Ä is called an excitation region for event P , denoted Îö ³_PJ¸ , if it is a
maximum set of states such that, for every state L Å ý Ä there is a transition L TU .
Referring again to the transition system in Figure 6.1, examples for excitation re-
gions are Îö ³_h¸± øL ÷mlðúµBÎö ³YjO¸_± øL!Ôwµ&L
E
µ&LgfVú and Îö ³_ﬂO¸± øL!Ôwµ&LuoVú|
Based on this region-notation, the class of excitation-closed transition systems is
defined. Therefore, the axioms (A4) and (A5) are replaced by axioms (A4’) and
(A5’).
Definition 6.7 (Excitation-closed TS (ECTS)).
A transition system ¶kÚY±Z³JýäµKJµBÎ µ&LwÐNMz¸ is called excitation-closed [CKLY98] if in
addition to (A1)-(A3), it satisfies the following two axioms about excitation regions:
(A4’) Excitation closure: For each event P
`Ła

+±|Îö ³_P¸
(A5’) Event effectiveness: For each event P  ~P ±dÀ
The TS from Figure 6.1 is excitation-closed. If we consider e.g. event X : Its pre-
regions are non-empty: ~aX|±5ø v µ& y ú , therefore, axiom (A5’) is satisfied. The
excitation region Îö ³YX!¸`±cøLuwRú coincides with rv ¾y ( rv±cøL G µ&LuwRúµ&ye±
øLgoµ&LuwVµ&Lutµ&L!ÔOÓú ), therefore, axiom (A4’) is also satisfied.
The relation between ETS and ECTS is very close. The following theorem, cf.
[CKLY98], establishes a connection between them.
Theorem 6.8 (Relation ETS and ECTS).
1. If a ¶kÚ is elementary, then it is excitation-closed.
2. Let ¶kÚb±h³JýäµKJµBÎ µ&LwÐNM4¸ be an ECTS. Then, there is an elementary transition
system ¶kÚ
Ä
, and ¶kÚ and ¶Ú Ä are bisimilar.
Beside elementary and excitation closed transition system, we will also refer to
general transition systems. For their definition we introduce the notion of a general
region. General regions, which have been introduced in various forms [Muk92,
DS93, BMPV96] and [KCK  96], are multisets where regions are sets.
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Definition 6.9 (General region).
A general region of a transitions system ³JýµKJµBÎµ&L ÐNM ¸ is a multiset   ý TU °
iff: Â ³OLÔwµKPµ&L!Ô Ä ¸7µ&³OL E µKPµ&L EDÄ ¸ Å Î  z³OL!Ô&¸ T ³OLÔ Ä ¸ä±z³OL E ¸ T z³OL EDÄ ¸ .
In other words, a multiset  is a region if and only if every transition labeled with
event P changes the “rank of membership” uniformly;
Â
P
Å
Jµ
Â
³OL4µKPµ&L
Ä
¸
Å
Î 
³OL¸
T
z³OL
Ä
¸ä±k , where k is a constant.
If z³OL¸ T z³OL
Ä
¸ ±k)Ó , it is said that transition ³OL4µKPµ&L Ä ¸ increases  by k . If
³OL¸
T
z³OL
Ä
¸ä±k3Ó , it is said that transition ³OL4µKPµ&L
Ä
¸ decreases  by k .
A region  is said to be a k-preregion of event P if there is a transition labeled with P
which decreases  by k . A region is a k-postregion of event P if there is a transition
labeled with P which increases  by k .
Based on this region-notation the class of general transitions systems is defined.
Here, axioms (A4) and (A5) are replaced by axioms (A4”) and (A5”).
Definition 6.10 (General TS).
A transition system ¶kÚZ±5³JýµKJµBÎµ&L ÐRM ¸ is called a general TS if in addition to
(A1)-(A3), it satisfies the following two axioms about general regions:
(A4”) State separation axiom (SSA): Â L!µ&L Ä Å ý  ödq±|ö Ä
d
bLË±L
Ä
(A5”) Event separation axiom (ESA): L  TU bz³OL¸k for some k-preregion of P .
General regions are an extension of the concept of elementary regions; every el-
ementary region is a general region which changes the rank of membership by
k ±fÔ . Therefore, every elementary TS is a general TS. Setting k±ÖÔ , the separa-
tion axioms, characterizing a general TS, corresponds to the separation axioms of
elementary TSs.
The following sub-section recapitulates how different types of Petri nets are syn-
thesized on the basis of corresponding transitions systems.
6.1.2 Synthesizing safe Petri nets
Let ¶ÚY±f³JýµKJµBÎ µ&L ÐNM ¸ be a transition system. If TS is elementary, i.e. it satisfies
the state and the event separation axioms (A4) and (A5), then TS is isomorphic
with the reachability graph of a safe and pure Petri net. In [NRT92] the following
theorem was proved correct.
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Theorem 6.11 (Elementary TS/Petri net).
The reachability graph of a safe and pure Petri net is always an elementary transi-
tion system and vice versa, i.e. if a transition system is elementary, then a Petri net
with a reachability graph isomorphic to the transition system can be constructed.
The key idea behind the synthesis of a corresponding Petri net is the interpretation
of regions as atomic nets with a single place, filled by entering transitions and
emptied by exiting transitions. The atomic nets are composed by joining common
labeled transitions, forming the desired Petri net.
Incorporating all regions of the transition system, the synthesized net has the pe-
culiar property that it is maximum with respect to the number of places among all
the net systems whose reachability graph is isomorphic to the primary transition
system. In [DR96] an admissible set of regions is said to be sufficient to derive a
Petri net with isomorphic behavior to the transition system. An admissible set of
regions is a subset of regions large enough to satisfy both separation axioms (SSA
and ESA). In [Ber93] it was shown that the set of minimum regions is an admis-
sible set of regions. The net constructed from all minimum regions is unique and
called a minimum saturated net.
Synthesis algorithm
The algorithm for synthesizing a minimum saturated Petri net, as proposed in
[NRT92], works as follows. For every event P Å J a transition labeled with P is
generated in the Petri net. For each minimum region  Ð
Å
ö`cB  , a place is gener-
ated in the Petri net. The flow relation of the Petri net is derived from the pre- and
post-region of the events: · cﬃ  ±¿øV³ODµKPJ¸
0

Å
ö
cB 
2
P
Å
J
2

Å
~Pú½gøV³_Pµ&R¸
0

Å
ö`cB 
2
P
Å
J
2

Å
PY~Rú .
Place 
Ð
contains a token in the initial marking iff the corresponding region 
Ð
contains the initial state L ÐNM of the ETS.
The TS shown in Figure 6.1 is elementary. The synthesized Petri net computed on
the subset of minimum regions is shown in Figure 6.2.
The algorithm does not provide a solution if the given transition system is not
elementary. In this case, a safe Petri net with isomorphic behavior cannot be syn-
thesized.
In [CKLY98] the scope of the algorithm was broadened towards excitation closed
TS. This implies an optimization of the algorithm and, even more importantly,
makes it possible to cover the full class of TSs by means of transition splitting.
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Figure 6.2: A synthesized Petri net
The use of ETSs produced a Petri net with a reachability graph isomorphic to the
TS. Changing the degree of correspondences, the extended method produces a Petri
nets whose reachability graph is bisimilar to the primary TS.
The input of the new algorithm is a TS. The output is a safe and pure Petri net whose
reachability graph is bisimilar to the TS. In a first step, the TS is transformed into
a split-morphic ECTS. This is done by splitting labels of transitions. On the basis
of the derived ECTS, a minimum saturated Petri net is synthesized.
The new algorithm was described in detail in [CKLY98] and was implemented
within the tool Petrify [CKK  97]. An example illustrating the approach is given
in the Appendix, see Section 9.5.
Another possibility to cope with non-elementary TS is the use of general regions.
6.1.3 Synthesizing general Petri nets
The approach proposed in [NRT92] has been extended to general regions in order
to cope with the synthesis of general Petri nets1, e.g. [Muk92, BDC02, KCK  96].
It is apparent that every place  of net system ÚŁ±Ö³¯°µ

Ð
¸ determines an asso-
ciated general region of the reachability graph öÛj±h³JýµBÎ¸ , such that z³  ¸±

³OR¸ for every reachable marking 
Å
ý . Conversely, every general region  of
a transition system ³JýäµKJµBÎ µ&L
ÐNM
¸ determines an atomic net °
Ä
±f³øúµKJµB·
Ä
µ

Ä
Ì
¸
where ·
Ä
³O¥µKPJ¸±k iff  is a k-preregion of P , · Ä ³_Pµ&¸±k iff  is a k-postregion of
P and 
Ä
Ì
³OR¸ä±z³

Ì
¸ .
Here again, the net assembled in this way is a Petri net with a reachability graph
1Place/Transition nets with arc weights: ìDà  ò íóà gò  ía 
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isomorphic to the primary transition system if and only if the transition system
satisfies the two separation axioms (A4”) and (A5”)
Theorem 6.12 (General TS   Petri net).
A transition system ¡@¢£e¤m¥§¦K¨©¦Kª«¦&¬a­R®¯ is isomorphic to the reachability graph of
some marked general Petri net if and only if it satisfies the state and event separa-
tion axioms (A4”) and (A5”).
For a proof of this theorem, the reader is referred to [Muk92, BDC02].
The set of generalized regions has particularly good algebraic properties which
made it possible to develop polynomial algorithms solving the synthesis problem
for bounded place/transition nets without loops [BBD95]. The algorithmic idea is
based on the relation between general regions and row-vectors in the incidence ma-
trix of the corresponding Petri net. The algorithmic solution was extended later on
to general Petri nets [BD96] and was implemented within the tool Synet [Cai97].
Having introduced existing results from Petri net synthesis, the actual benefit is
their application for the modeling of workflow. In the next section we will exploit
the described methods, generating a sound process description on the basis of a
relaxed sound and robust process description.
6.2 Applying Petri net synthesis to workflow modeling
We are now in a position to generate a sound WF-system on the basis of a relaxed
sound and robust WF-system. The sound WF-system only supports parts of the
behavior of the relaxed sound WF-system, namely those firing sequences that are
sound and belong to the winning strategy that can be enforced against possible
interactions from the environment.
Constructing a sound WF-system ¤_°²±´³_¦&µH¯ on the basis of the relaxed sound and
robust WF-system ¤_°±´¦&µF¯ comes down to synthesizing a Petri net on the basis
of a robust fragment ¢§¶·£¸¤m¥¹º¦Kª¹)º»¯ . The only further assumption is that
°± £¼¤_°¦F¡`¦K½¾¯ is pure (i.e. no self loops). This is no restriction as any non-
pure Petri net can be transformed into a pure net without altering relevant behavior
[Lau02].
Let ¢5¶¼£	¤m¥¹)º}¦Kª¹)º§¯ be a robust fragment of the reachability graph ¿²¶¹£
¤m¥Àﬃº¦KªÀﬃº5¯ of the WF-system ¢Á£·¤_°²±´¦&µH¯ÃÂ¢§¶ÅÄ¿²¶¹ . ¢5¶ is a transi-
tion system ¤m¥§¦K¨©¦KªÆ¦&¬a­N®¯ with: ¥¸£Ç¥¹)ºÄ¼¿@È/É²¤YÊÃ­Ë¯ as set of states, and
ªÌ£Íª¹)ºÎ£ÏªÀﬃºÐÑ¤m¥¹)ºÒ¡ÓÒÔ¥¹ºﬁ¯ as set of labeled edges, and ¬a­N®,£Õµ is
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the initial state. The set of labels ¨ corresponds to a subset of the transitions of
°± : ¨Ö£Î×ØÙN¤YÊ¦&ØŁ¦[Ê³Ú¯1Û´ª³ÚÜ . Note that ¨ includes at least all non-controllable
transitions ¨ÝÐÞ¡DÉßà£á¡DÉß , follows as ¢5¶ is complete.
The fragment satisfies the standard axioms of a TS (A1)-(A3).
(A1) no self-loops: this follows as the WF-net was assumed to be pure
(cf. Section 3.4.1).
(A2) every event has an occurrence: follows from the definition of ¢§¶ .
(A3) every state is reachable from the initial state: follows as the fragment is
robust (cf. Requirement 5.2 from Def. 2).
Two cases are differentiated. If the computed fragment ¢§¶ is elementary, the
basic algorithm [NRT92] can be applied synthesizing a Petri net with isomorphic
behavior. If the computed fragment is not elementary, the extended algorithm from
[CKLY98] is applied. Note, if the fragment is not excitation closed, transition
splitting is carried out before the actual synthesis. This procedure leads to a sound
WF-system. We will prove the following theorem.
Theorem 6.13.
Let °± be a pure WF-net with input place µ . Let ¿²¶¹ be the reachability graph
of the system ¢£Á¤_°±¦&µH¯ and ¢§¶Í£Á¤m¥¹)º}¦Kª¹º»¯ be a robust fragment, ¢§¶âÄ
¿²¶¹ . Let °± ³ £¤_° ³ ¦F¡ ³ ¦K½ ³ ¯ be the Petri net synthesized based on ¢§¶ . Then
°±
³ is a WF-net and ¢ ³ £e¤_°± ³ ¦&µF¯ is sound.
Proof a) °±³ is a WF-net
One source- and one sink place: The existence of one source and one sink place
can be deduced from the construction. The fragment does contain a state
µ and a state ã which have either only outgoing arcs ( µ ) or only incoming
arcs ( ã ). Therefore, there are two minimum regions ä­§£å×µ&Ü and äæ@£å×ãÜ
reflecting this “entry/exit” relationship. The labels of the state transitions
exiting state µ (or entering ã ) must not occur a second time as this would
mean that place µ ( ã ) would be marked again. Minimum regions are mapped
on places within the synthesized Petri net. As furthermore the flow relation
is derived from the pre- and post-region of the events, °± ³ has exactly one
source place and one sink place.
Strongly connected: The system ¢ ³ £ç¤_°± ³ ¦&µF¯ does not contain any dead tran-
sitions, i.e. for every transition ØàÛè¡`³ there is a marking Ê³ reachable
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from µ which enables Ø . This follows as for every transition of °± ³ there is
a corresponding label in the robust fragment.
The reachability graph ¿²¶ ¹ ã is isomorphic or bisimilar to the robust frag-
ment ¢§¶ which contains sound firing sequences only, i.e. every marking
reachable from the initial marking µ eventually leads to ã ( µêéë  7Ê éë  	ã ).
We short-circuit the derived Petri net by adding a transition Ø
éÔì
Ûá¡ ³ , such
that °±
³
£è¤_° ³ ¦F¡ ³)í ×Ø
é
Ü¦K½ ³í ×¤_ãg¦&Ø
é
¯$¦¤OØ
é
¦&µH¯[Ü¯ . Firing this transition the
system is reset to its initial state.
For the short-circuited system ¢£¤ °±
³
¦&µH¯ it now holds that from every
reachable marking Ê a marking Ê ³ is reachable ( Ê éë   Ê ³ ) which en-
ables Ø , i.e. the short-circuited net is live. The system ¢î£Õ¤_°±³Ú¦&µF¯ is safe
([NRT92, CKLY98]). In its final marking place ã contains one token and all
the other places are empty ( Êï¤_ã¯§£ð and for all ñÛ3°ò`×ãÜ²ÂgÊÓ¤óñB¯5£Qô ).
Short-circuiting the net as described above, the system remains bounded.
System ¢è£¼¤ °±
³
¦&µH¯ is live and bounded. With [DE95] Theorem 2.25 it
can be concluded that ¢ is strongly connected.
No arc weights: follows as the synthesized Petri net is safe.
Proof b) ¤_°± ³ ¦&µH¯ is sound Soundness of ¤_°± ³ ¦&µH¯ follows as the short-circuited
system ¤ °±
³
¦&µH¯ is live and bounded, cf. Theorem 2.48.
Summarizing the above points, it follows that ¤_°±³_¦&µH¯ is a sound WF-system.õ
Note There may be transitions in the primary WF-net °± which do not occur
in the resulting Petri net °± ³ . Starting from a transition system, the synthesis
algorithm generates a Petri net transition (labeled with ö ) for every event ö5ÛÝ¨ . If
the set of labels of the fragment equals the set of transitions of the primary WF-
system ( ¨á£¡ ) the set of generated transitions ¡ ³ equals ¡ . If some controllable
transitions were not covered by the robust fragment ( ¨è÷ø¡ ) the resulting sound
WF-system °± ³ will have less transitions than the primary WF-system. There are
examples were ¨Q÷Ñ¡ . The reader is referred to the appendix (cf. Section 9.5) for
an Illustration.
Using the generated sound WF-system to support the execution of the actual pro-
cess at run-time a reliable execution can be guaranteed.
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Example: Consider again the revised example in Figure 5.6 (cf. Page 96). The
WF-net “Planning trip” was robust, and relaxed sound but was not sound. The
robust fragment ¢5¶¼£	¤m¥¹)º}¦Kª¹)º§¯ was shown in Figure 5.8 on Page 97. The
fragment contains a Ø -labeled state transition for every transition ØÛ9¡ : ¨Ö£á¡ .
The fragment is an ETS. The WF-net synthesized on the basis of the fragment is
shown in Figure 6.3. The WF-net was generated using the tool Petrify [CKK ù 97].
book_flight
f:ok
r0
h:ok
f:not_ok
h:not_ok
abort_ 
hotel_booking
finish
r1
r3
cancel _trip
plan_trip
book_hotel
r2
r4
r5
r6
r7 r8
Figure 6.3: The synthesized Petri net “Planning Trip”
The resulting WF-system is sound covering parts of the behavior of the primary
process description. This is a necessary prerequisite to use the derived WF-net as
workflow specification.
Still, the derived WF-net is possibly inadequate for communication purposes. The
behavior of the primary WF-system became restricted. The derived behavior should
be confirmed by a domain expert before the workflow-specification is put to use.
Therefore, the final process description should be discussed again between domain
experts. This may cause difficulties as the derived WF-net probably bears little
resemblance with the primary WF-net. This is due to a number of points:
Loss of place names: Within region computation, the labels of the old places are
replaced by new arbitrary region names.
Loss of places Implicit places2 which have been part of the primary WF-net are
omitted in the synthesized net.
Augmentation of elements Synthesized nets are always safe. Synthesized sound
WF-net may become quite large. This is because for a ú -bounded place in
the primary WF-net, ú places would be synthesized in the resulting WF-net.
2Implicit or redundant places are places that do not restrict the firing of transitions
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Loss of layout Starting from the reachability graph of the WF-net, further impor-
tant information such as layout and position of net-elements is not incorpo-
rated in the drawing of the new WF-net.
Change of order In the resulting WF-net even the ordering of transitions may
have changed. Transitions that were primarily ordered with respect to their
appropriate organizational unit are reordered with respect to their actual oc-
currence. These rearrangements can also be observed comparing the primary
WF-net “Planning trip” (cf. Figure 5.6) with the synthesized WF-net shown
in Figure 6.3.
The only guaranteed correspondence between primary and resulting WF-net is for
the transition labels. But if transition splitting was necessary, a transition in the
primary WF-net may be replaced by several transitions which are assigned with
deviated labels. Furthermore, if the set of labels of the fragment does not equal the
set of primarily used transitions ( ¨÷Ö¡ ), some transition labels will be missing in
the generated WF-net.
The altered appearance of the resulting process description complicates the recog-
nition of the primary modeled process. The domain experts have to understand a
new process description in order to discuss and agree on the final behavior.
The growth of the resulting WF-net could be circumvented by the use of general
regions. Then the scope of the algorithm is broadened towards the synthesis of
general Petri nets. The drawback is that starting from a WF-net which has no arc-
inscriptions the derived Petri net may have arc-inscriptions and may thus no longer
be a WF-net. Changes due to loss of information (place names, layout, appropriate
organizational unit) could still not be avoided.
To remedy this problem a second procedure is proposed. The objective is not to
generate a new sound process description but to enhance the primary WF-net, such
that the behavior is restricted. The latter approach has the advantage that domain
experts can recognize the WF-net more easily, as only some changes have to be
considered.
In order to identify these changes, we again consider methods proposed in the
literature; this time regarding the synthesis of Petri nets controllers. This research
field applies results from Petri net synthesis generating only these parts of a net
which guarantee some constraints specified in advance.
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6.3 Petri net controller synthesis
The objective of Petri net controller synthesis is to compute a set of new places for
a given Petri net which supervise or control the behavior of the Petri net, avoiding
the entry into forbidden states3. The introduced places are called controller places
(e.g. [YMLA96]) or monitors (e.g. [GDS92]).
Contrary to Petri net synthesis, where a whole net is synthesized, in this applica-
tion domain only some designated places, namely the controller places, have to
be synthesized. Adding these places to the primary net, the behavior is restricted.
As these places are not contained in the primary net there are no corresponding re-
gions so far. The information needed for their computation can be gained in various
ways, e.g. from place invariants [YMLA96], general mutual exclusion conditions
(GMECs) [GDS92], or sets of forbidden markings [GRX02b]. We will here look
more closely at the approach proposed in [GRX02b, GRX02a].
The information needed for the computation of regions is derived from the state
transitions transgressing the legal behavior. The legal behavior corresponds to the
partial reachability graph from where all desired states remain reachable.
It is clear that state transitions leaving the legal behavior have to be prevented.
Remember the event separation axiom (A5/A5”) stating that if an event ö is not
enabled in a state ¬ then there is a pre-region of event ö which does not contain
state ¬ . Therefore, the controller places ñûmü correspond to these pre-regions.
Let us consider one controller place ñû . If the legal behavior is an ETS it holds for
region ä[ýþ that it is pre-region of event ö and ä]¤YÊø¯©£øô . If the legal behavior is a
general TS, region ä ý þ must be a k-preregion of event ö and ä]¤YÊ¯1ßîú .
In the following we will sketch the algorithm that was proposed [GRX02b, GRX02a]
to compute the corresponding regions. The algorithm is based on the use of gene-
ral regions and exploits the relation between general regions and row-vectors in the
incidence matrix of the corresponding Petri net.
Let ¢§¶è÷î¿²¶ be a subgraph of the reachability graph, describing the legal behav-
ior. Let   be the set of pairs ¤YÊ¦&Ø&¯ corresponding to state transitions that leave
the subgraph.   is called the set of separation instances. It is assumed that for
each separation instance ¤YÊ¦&ØK¯Û  one additional control place ñû is necessary in
order to prevent its occurrence. It will be seen that in practice the number of new
places is much smaller than the number of state transitions to be inhibited.
3An additional place can only restrict the behavior because the place can block transitions but it
cannot enable transitions which are not enabled in the net without the place.
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In order to influence the firing of transition Ø it is clear that the control place ñ û
must be in its preset. In order to inhibit the enabling of Ø in Ê , it must hold that
Êï¤óñû[¯Þ¤óñﬃû$¦&ØK¯îô	 [Event separation condition](6.1)
where  is the incidence matrix of the system ¤_°±¦&µH¯ and the entry Þ¤óñûŁ¦&ØK¯ cor-
responds to the change of the marking of the place ñû caused by the occurrence of
transition Ø .
Relation 6.1 is the event separation condition of ¤YÊ¦&Ø&¯ . Note that different event
separation instances may have common solutions. As a result, the number of places
needed to solve all event separation instances is generally much smaller than the
number of event separation instances.
The introduction of new places need not change the legal behavior. Therefore, other
equations, such as the Marking equation lemma (cf. Lemma 2.26), as well as the
general property of T-invariants (cf. Definition 2.27) should still hold. Restricted
to the controller place ñû it must hold:
Ê
³
¤óñﬃû&¯5£ÊÓ¤óñﬃû[¯


ôu¦

ÂÊ 
ë
 ¼Ê
³ [Marking equation lemma](6.2)
ﬁﬀè£ôu¦ T-invariants ﬀ of °± [General property of T-invariants](6.3)
Solving the given set of equations 6.1, 6.2, and 6.3, a solution is derived for the
row vector  . Note, that the equation system has a solution only if the subgraph
satisfies the two separation axioms SSA (A4”) and ESA (A5”).
A row-vector of the incidence matrix describes the in- and output relation of one
place. Therefore, the solution provides all information needed to introduce the
controller place ñû . The aggregation of all controller places is called a synchro-
nization pattern: ¢"°7£·¤_° û¦F¡`¦K½ﬁû$¯ where °ﬁû is the set of controller places, ¡
is the set of transitions, and ½ﬁûÂ3¤_°ﬁûÆÒÑ¡@¯ í ¤Ú¡ÁÒ°ﬁû[¯ ë   ﬂN± is the flow
relation, ½ﬁû¤óñ ¦&ØK¯´£ Ù ¤OØK¯Ù if 1¤OØ&¯ﬃô¤_ô otherwise ¯ and ½ﬁû¤OØ$¦_ñD¯£¤OØ&¯ , if


¤OØK¯! îô ¤_ô otherwise ¯ .
The algorithm computing a synchronization pattern by solving the above equation
system was implemented within the tool Synet [Cai97].
Integrating the synchronization pattern into the primary Petri net °±Á£è¤_°¦F¡`¦K½¾¯
a new Petri net is derived with a behavior isomorphic to the partial reachability
graph denoting the desired behavior: °²±#"$ ®aû £¢"° í °²±Á£e¤_° í ° û ¦F¡`¦K½ í ½ û ¯ 4.
4We assume %'& to be a general Petri net. This is no restriction as every Petri net without arc
weights can be reformulated as a general Petri net setting all arc weights to ( .
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Example: The transition system in Figure 6.4 a) denotes the reachability graph
of the Petri net from Figure 6.2. Let the legal behavior be the subgraph given in
Figure 6.4 b). The subgraph is an ETS.
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Figure 6.4: a) The reachability graph ¿²¶ b) An assumed legal behavior ¢5¶eÄî¿²¶
The deduced set of separation instances   , is  Ï£Ì×¤YÊ*)a¦,+¯$¦¤YÊﬃ-¦/.u¯$¦¤YÊﬃ0)¦,1/¯[Ü .
The following three event separation conditions are derived:
1. Ê*)¤óñû è ¯
Þ¤óñû è ¦,+¯îô
2. Ê*-¤óñû32¯
Þ¤óñû2¦/.u¯îô
3. Ê*0¤óñû4¯
Þ¤óñû54¦,1/¯!îô
According to the Marking equation lemma (cf. Equation 6.2), the following equa-
tions must hold for all ñ ûmü with µ"£ða¦,6g¦,7 :
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8Ê:9r¤óñﬃûmüË¯§£µ$¤óñﬃûmüË¯;Þ¤óñûËüF¦/<u¯

ô
8
Êﬃ)¤óñﬃûmüË¯§£Ê=9¤óñûmüË¯9¤óñûmüH¦/.g¯

ô
8
Êﬃ-¤óñﬃûmüË¯§£Ê=9¤óñûmüË¯9¤óñûmüH¦,+¯

ô
8
Ê?>)¤óñ ûmü ¯§£Ê 9 ¤óñ ûmü ¯9¤óñ ûmü ¦/@¯

ô
8
ÊﬃA¤óñﬃûmüË¯§£Ê*)¤óñûmüË¯9¤óñþm­F¦[ú]¯

ô
8
ÊﬃB¤óñ ûmü ¯§£Ê A ¤óñ ûmü ¯9¤óñ ûmü ¦DC¯

ô
8
Êﬃ0¤óñﬃûmüË¯§£QÊ B ¤óñûmüË¯9¤óñûmüH¦,+¯

ô
8
Ê > ¤óñﬃûmüË¯§£QÊ B ¤óñûmüË¯9¤óñûmüH¦FEu¯

ô
8
Ê*G¤óñﬃûmüË¯§£QÊ > ¤óñûmüË¯9¤óñûmüH¦,+¯

ô
8
Ê G ¤óñ ûmü ¯§£QÊ - ¤óñ ûmü ¯9¤óñ ûmü ¦/@¯

ô
8
Ê*G¤óñﬃûmüË¯§£QÊ*0¤óñûmüË¯9¤óñûmüH¦FEu¯

ô
8
ãx¤óñ ûmü ¯§£Ê G ¤óñ ûmü ¯
HÞ¤óñ ûY­ ¦,I¯

ô
According to the T-invariants (cf. 6.3) of the primary system, the following equa-
tions must hold for all ñûmü with µ"£ða¦,6g¦,7 :
8
Þ¤óñﬃûmüH¦/<u¯HÞ¤óñûmüF¦,+¯9¤óñûmüH¦/@¯JÞ¤óñﬃûmüH¦,I¯5£ô
8
Þ¤óñ
ûmü
¦/<u¯'KÞ¤óñ
ûmü
¦,+¯'KÞ¤óñ
ûmü
¦/.g¯'K9¤óñ
ûmü
¦[ú]¯'KÞ¤óñ
ûËü
¦DC¯K9¤óñ
ûmü
¦FEu¯'
Þ¤óñﬃûmüH¦,I¯5£ô
8
Þ¤óñﬃûmüH¦[ú]¯Þ¤óñûËüF¦DC¯Þ¤óñûËü ¦,1/¯5£Qô
Solving the set of equations for either of the three separation instances results in
one control place ñﬃû . One solution of the equation system is:
Þ¤óñ
û
¦/<x¯§£ða¦L9¤óñ
û
¦,+¯§£
ë
ða¦LÞ¤óñ
û
¦/.g¯§£
ë
ða¦LÞ¤óñ
û
¦DC¯§£ð .
A second solution for ñû is:
Þ¤óñﬃû$¦/<x¯§£ða¦L9¤óñû¦,+¯§£
ë
ða¦LÞ¤óñﬃû¦/.g¯§£
ë
ða¦LÞ¤óñû¦[ú]¯§£ð .
The resulting synchronization pattern5 (first solution) is
¢"°ø£e¤ ×&ñûŁÜ¦F¡`¦×¤M<¦_ñûŁ¯$¦¤NCà¦_ñﬃû$¯$¦¤óñû¦,+¯$¦¤óñû¦/.u¯$¦¤óñû¦,1/¯[Ü¯
The same result produced through the tool Synet is shown in Figure 6.5
Integrating the synchronization pattern ¢"° with the Petri-net from Figure 6.2 leads
to the new net shown in Figure 6.6. The behavior of the resulting process descrip-
tion is isomorphic to the legal behavior ¢5¶ .
5Note, arc weights have been omitted in this notation, because they are all equal to 1.
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Figure 6.5: The synthesized synchronization pattern
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Figure 6.6: Integrating the derived pattern into the primary WF-net
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6.4 Applying controller synthesis to workflow modeling
The use of the proposed algorithm for the synthesis of a sound WF-net is obvi-
ous. What was called legal behavior corresponds to the behavior described by a
robust fragment ¢§¶ . We furthermore require that the robust fragment covers all
controllable transitions, i.e. contains a Ø -labeled state transition for every transition
Ø ÛÖ¡/ß
O/É . Consequently the set of labels of the robust fragment coincides with
the set of transitions of the primary WF-system: ¨Ñ£¡ . This further requirement
is reasonable as in Section 5.5 it was argued that controllable transitions that are
not covered by the robust fragment probably denote a modeling deficiency.
Applying the algorithm to that fragment, a set of controller places is synthesized,
which determines the desired synchronization pattern ¢"°ç£Á¤_°ﬁû¦F¡`¦K½ ûŁ¯ . Finally
the synchronization pattern is joined with the primary WF-net in order to obtain
the controlled Petri net: °²±#"$ ®aû £¢"° í °±Á£è¤_° í ° û ¦F¡`¦K½ í ½ û ¯ .
Figure 6.7 illustrates the application of controller synthesis for workflow model-
ing. Starting with a relaxed sound and robust process description a Petri net is
constructed fulfilling the conditions that characterize a sound process description:
option to complete, proper termination, and no dead transitions, see Def. 2.47.
We will prove the following theorem.
Theorem 6.14. Let ¢£ç¤_°²±´¦&µH¯ be a relaxed sound and robust WF-system. Let
¢§¶Ï£Á¤m¥¹)º}¦Kª¹º§¯ be a robust fragment of the reachability graph: ¢5¶Äe¿²¶¹
with ¨å£Á×ØÙN¤YÊ¦&Ø$¦[Ê ³ ¯ÆÛª¹º5Ü3£Í¡ . Let °²± ³ be the Petri net that was con-
structed inserting the computed synchronization pattern ¢"°7£Ç¤_° û¦F¡¦K½ û$¯ into
°± . Then ¤_°± ³ ¦&µH¯ fulfills the three properties characterizing a sound WF-net:
(i) For every state Ê reachable from state µ , there is a firing sequence leading
from state Ê to state ã (option to complete).
(ii) State ã is the only state reachable from state µ with at least one token in place
ã (proper termination)
(iii) There are no dead transitions in ¢ .
Proof The first and second condition hold, as the behavior of the resulting Petri
net was restricted to the robust fragment, i.e. contains sound firing sequences only.
The third property requiring no dead transitions can be assured as it was addition-
ally required that all transitions are covered by the fragment ( ¨Ñ£¡ ). õ
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Figure 6.7: Applying controller synthesis for workflow modeling
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The resulting Petri net is not necessarily a WF-net. Remember that it was derived
by unifying the primary net with a synchronization pattern. The resulting Petri
net differs from the primary net only w.r.t to some additional places and the corre-
sponding flow relation. These controller places limit the behavior of the primary
net system to sound firing sequences only. Following an analogous argumentation
as used in the proof of Theorem 6.13 we can conclude that short-circuiting the
synthesized system, we derive a live, bounded and therefore strongly connected
net-system having one source and one sink place. Still, the arc inscriptions be-
longing to the newly inserted places may be greater than 1. This follows as the
synthesis of the controller places goes back to the use of general regions. An ex-
ample illustrating the case, where a Petri net with arc-inscriptions is generated, is
given in the Appendix 9.5.
Applying the algorithm to the “Planning trip”- example (cf. Figure 5.8 a) the fol-
lowing synchronization pattern is generated:
¢"°Í£Ï¤ ×&ñûŁÜ¦F¡¦×¤P1àÂãúﬃ¦_ñû[¯$¦¤óñû¦,+Łãaãú IãØFQöY¯[Ü . Figure 6.8 shows its integration
into the revised process description from Figure 5.6 on Page 96. The resulting
book_flight f:ok
i o
book_hotel
h:ok
f:not_ok
h:not_ok
cancel_hotel_   
   booking
finishp1
p2
p3
p4
p5
p6
p7
p8
cancel _trip
plan_trip
pc
Figure 6.8: WF-net “Planning trip” with integrated synchronization pattern
specification is sound. There are no firing sequences that deadlock or do not termi-
nate properly. Using this process specification as basis for the workflow-controller
a reliable process execution at run-time can be guaranteed.
6.5 Appraisal of results
The objective of this chapter was the generation of a sound WF-system on the basis
of a relaxed sound and robust WF-system. This was achieved by applying results
from Petri net synthesis. But the quality of the results differs depending on the
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TS and the approach used. The best result is achieved if the controller synthesis
approach [GRX02b] is applied to an elementary TS which additionally satisfies
the requirement ¨Ô£á¡ . The result is a WF-system which differs from the primary
specification only by some additional places. Its behavior is isomorphic to the
robust fragment of the primary WF-system.
The same approach applied to a non-elementary but general TS results in a poten-
tially general Petri net. Advantage is again the high resemblance with the primary
WF-net. The resulting net is still in accordance with the structural WF-net prop-
erties. It has exactly one source- and one sink place and the short circuited net
is strongly connected. The resulting net differs from the primary WF-net only by
some additional places. Still, the introduced places may be linked by weighted arcs.
The behavior of the resulting Petri net is again isomorphic to the robust fragment
of the primary WF-net.
An approach that always leads to a sound WF-net is the full synthesis as described
in [CKLY98]. It is applied if the robust fragment of the WF-system
8 is non-elementary and a change towards general WF-nets is considered in-
adequate,
8 does not satisfy the requirement ¨Ô£¡ , or
8 does not satisfy the separation axioms of a general TS
The result is a safe WF-net with a behavior bisimilar to the robust fragment. The
disadvantage of this approach is the possibly high dissimilarity with the primary
WF-net.
Assertions about possible assignments of a robust fragment The robust be-
havior of a relaxed sound and robust WF-system ¤_°±¦&µH¯ was computed within the
robustness algorithm, cf. Chapter 5 and coincides with a fragment of the reachabil-
ity graph. The computed fragment is a transition system, as it satisfies the axioms
(A1)-(A3).
So far, there is no result showing that the fragment always satisfies further axioms,
and hence coincides with a special TS, e.g. a general TS. The robust fragment is
not necessarily elementary, even if the reachability graph was elementary. Further-
more, the robust fragment does not necessarily contain a Ø -labeled state transition
for every transition ØÛ;¡Dß
O/É . There are counter-examples for both cases although
artificially constructed ones. The reader is referred to the Appendix for illustration.
The counter-examples do not match any known, realistic process description. All
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relaxed sound and robust WF-systems investigated in the course of the work on
the thesis produced fragments satisfying the axioms of elementary transition sys-
tems and covered all controllable transitions. Since we only have two artificially
constructed counter-examples it is not possible at this stage to make any general-
izations about the class of non-compliant WF-nets. This could be an interesting
topic for further research.
6.6 Related work
The following section is subdivided into three parts. The first two parts review
literature on Petri net synthesis and Petri net controller synthesis. In the last part
we investigate two other approaches for the synthesis of process controllers and
outline shortcomings of the provided algorithms.
Petri net synthesis The synthesis problem was first addressed in [ER90]. Subse-
quently, in [NRT92] it was shown that an elementary net system can be synthesized
on the basis of regions from a (sequential) transition system satisfying some sepa-
ration conditions, namely from an elementary transition system.
The approach was enhanced in [CKLY98] to synthesize safe net systems on the
basis of excitation regions. These are regions that are related to transitions while
normal regions in a transition system are related to places in the corresponding
Petri net. This approach is not limited to elementary TS but covers the full class of
TS by means of transition splitting. The behavior of the resulting Petri net is not
necessarily isomorphic to the TS but bisimilar.
Furthermore, the synthesis problem has been solved for other classes of Petri nets,
cf. [Muk92, DS93, BBD95, BMPV96, KCK ù 96, Dar00] and [BDC02]. Here the
concept of a general region is used. General regions are multisets where regions
are sets. A comprehensive review of the theory of regions can be found in [BD98].
Petri net controller synthesis The objective of this research area is the synthesis
of a controller supervising a plant (e.g. given in terms of a discrete event systems
(DES)), so that the entering of forbidden states is avoided.
In the original work [RW87], controller synthesis is based on finite state machines
(FSM). FSMs provide a general framework for establishing fundamental proper-
ties of DES control problems. However, they are not convenient or intuitive to
model practical systems, because of the large number of states that have to be
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introduced to present several interacting subsystems, and because of the lack of
structure [HK94]. More efficient models have been introduced in the DES litera-
ture, among them Petri nets. For a survey of DES control using Petri nets the reader
is referred to [HK94],[Giu96], and more recently [CDLX02].
There are several approaches that synthesize controllers for specific subclasses of
Petri nets, such as [HK94] for marked graphs, [BNRL ù 95] for state machines and
[HGZ96] for nets satisfying some transition conflict condition (similar to the free-
choice property). In [GDS92] it was proven that for the subclass of safe and conser-
vative Place/Transition nets any forbidden marking specification can be enforced
by a set of additional places called monitors. The forbidden marking specifications
are formulated in terms of general mutual exclusion constraints (GMEC). A differ-
ent approach was proposed in [YMLA96]. Here a set of monitors is computed on
the basis of the net’s place invariants. It is shown that a wide variety of forbidden
marking specifications can be reformulated in terms of place invariants. Still, for
some transformations the approach is limited to safe Petri nets only.
In [GRX02b] an approach is presented synthesizing controllers for general Place/
Transitions nets. Specifications that can be enforced by the approach are expressed
as sets of forbidden states. The proposed approach consists of two main steps.
It first determines the desired behavior of the reactive system using a Ramadge-
Wonham-like approach. It then uses the theory of regions as proposed in [BBD95]
to design a Petri net controller, which is again a set of control (or monitor) places.
The Petri net controller is synthesized if the desired behavior of the reactive system
(partial reachability graph) satisfies the event- and state separation axioms of a
general TS. No statement has been made how this requirement restricts the set of
enforceable specifications.
Algorithms computing the set of separation instances The application of the
controller synthesis method is based on the prior computation of the set of sep-
aration instances,   . Within the described setting   could easily be determined
as state transitions leaving the robust fragment ¢§¶ . There are two further ap-
proaches proposing the use of controller synthesis for the improvement of process
descriptions, namely [GRX02a] and [Pet00]. Here, slightly different procedures
are proposed to determine the set of separation instances.
The separation instances are computed by a backwards search starting in the for-
bidden states, such as deadlocks or other states forbidden by the specifications (e.g.
more than one object using a certain resource). Note that forbidden states in our
setting would refer to states from which no extension towards state ã (proper ter-
mination) exists.
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Starting from the forbidden states, so-called, dangerous markings are detected. In
[GRX02b] a dangerous marking is defined as a marking that is forbidden or that
is reachable from a forbidden marking via the firing of only non-controllable tran-
sitions. In [Pet00] a dangerous marking is the marking that enables the last con-
trollable transition, before enabling a sequence of uncontrollable transitions, that
leads to a forbidden state. The separation instances then correspond to state transi-
tions leading into dangerous markings ([GRX02b]) or state transitions leaving the
dangerous markings ([Pet00]).
In both approaches the dangerous markings are markings that lead to forbidden
markings via a sequence of uncontrollable transitions. Markings reachable via
several controllable transitions are not considered dangerous. This causes a prob-
lem as controllable transitions may lead into dangerous markings as well. In these
cases both procedures lead to an improper set of separation instances.
136
Chapter 7
Installing different scheduling
strategies
Transforming a relaxed sound WF-system into a sound WF-system, the behavior
is restricted to a subset of the sound firing sequences. The choice for a certain
subset determines a strategy, which in turn determines the efficiency of the process
execution. The fragment computed through the robustness algorithm in Chapter 5
so far only determined pessimistic strategies. Implementing the computed strategy,
applying the techniques presented in Chapter6, the process execution is sequential-
ized. In this chapter we will discuss alternative strategies and their implementation.
The chapter starts with a general overview of factors affecting the efficiency of the
process execution. Section 7.2 addresses the determination and implementation of
different scheduling strategies. In Section 7.3 the installment of optimistic strate-
gies is described in more detail. In Section 7.4 the proposed method is appraised
w.r.t its support in finding optimization potential. Finally, related work is discussed.
7.1 Optimization potential
One of the most significant objectives of workflow management is the improve-
ment of the overall performance of the system. Both the qualitative properties (e.g.
prevention of congestion of remaining orders, prevention of deadlocks), and quan-
titative properties (e.g. maximum throughput, minimum average delay, optimum
employment of resources) have to be considered.
The qualitative properties are closely related to the correctness of the underlying
137
process description. To guarantee a smooth processing of the process at run-time,
the workflow specification should be sound. The quantitative properties are de-
termined through the selection of a scheduling strategy and the determination of
system parameters.
7.1.1 Determination of system parameters
System parameters are adjustable parameters that influence the efficiency of the ex-
ecution. Important examples are number and assignment of employed resources. It
is clear that the execution of a process can be improved if more people work on it or
a faster machine is used, but higher costs must be accepted. However, the question
of resource allocation was beyond the scope of this thesis. It was determined at the
outset that the focus would be on the control flow aspects. However, the author has
emphasized some resource allocation issues in [DFZ02, DFZ00b, DFZ00a].
7.1.2 Scheduling strategies
Another potential for the optimization of the process execution is the choice of a
suitable scheduling strategy fixing the final dispatching rule. The choice is diffi-
cult because in most cases it will not be possible to find a strategy that suits all
situations.
In general, strategies can be optimistic or pessimistic. Pessimistic strategies wait
for decisions to be taken in advance in order to avoid faulty situations. Following a
pessimistic strategy, the process execution is sequentialized. In contrast, optimistic
strategies support parallel execution of depending threads but accept additional
costs in some cases through the need for recovery.
The decision for a certain strategy is based on expert knowledge or long term sta-
tistical evaluations. It depends, among other things, on costs and duration of tasks.
Making use of the operational semantics of WF-nets, the decision for a specific
strategy can be supported. Therefore, the process description must be enhanced
with further information such as the duration and costs of tasks. Simulating the
behavior of the workflow system, a trade off is possible between incurred costs and
duration.
The installment of a certain strategy should preferably be one of the last steps in the
modeling of workflows, as corresponding information (the occurrence probability
of a certain failure, costs of failure compensation, or priorities) will often only
become available then, and may even change during the run-time. Their late incor-
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poration allows flexibility if priorities change. It will not be necessary to revise the
whole procedure starting from new requirements, but modeling results from earlier
phases may be reused.
Starting from a relaxed sound process description, we will now investigate how
different scheduling strategies become implemented. Beside the implementation of
a fixed strategy, the proposed procedure also facilitates the identification of useful
strategies.
7.2 Strategy determination and implementation
A relaxed sound process description determines a set of desired executions. Still, it
does not describe “how” the desired executions are achieved. This decision is left
to a strategy.
We have seen that a strategy corresponds to a special fragment of the reachability
graph (cf. Def. 5.2). In Chapter 6 it was shown how a strategy was implemented,
restricting the behavior of the relaxed sound WF-system to the corresponding frag-
ment. The derived WF-system can be used as input for a WF-controller. If the
implemented strategy was complete and winning, the WF-controller could, by fol-
lowing the prescribed rules, guarantee a sound process execution at run-time inde-
pendent from the moves of the environment.
If the primary relaxed sound WF-system is robust, there is a complete winning
strategy, i.e. a fragment of the reachability graph which satisfies the corresponding
requirements (contains only sound firing sequences, covers all non-controllable
transitions, has only controllable state transitions leading out, cf. Def. 5.2, 5.3 and
Def. 5.4).
Still, there may be sound firing sequences in the primary WF-system which are not
supported by any robust fragment. These executions, although sound, would not
be supported if the corresponding strategy becomes implemented. The problem
with these executions is that proper termination cannot be guaranteed because if
the environment interferes the system may end in a deadlock.
We will illustrate this by means of an example. Consider the process description
given in Figure 7.1(a). There are two choices: The upper choice between taskA1
and taskB1 is controllable. The lower choice, which is non-controllable, decides
between taskA2 and taskB2. But the choices are not independent. The fol-
lowing two transitions either join the A-tasks (joinA) or the B-tasks (joinB). A
mixed execution of A- and B-tasks leads to a deadlock.
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Figure 7.1: (a) Relaxed sound & robust WF-system (b) Reachability graph
(c) Sound WF-system
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The WF-system is relaxed sound and robust and covers all transitions. Figure 7.1(b)
shows the reachability graph of the WF-system, highlighting the robust fragment.
Implementing the strategy that corresponds to the robust fragment (applying the
controller synthesis approach described in Section 6.4), the WF-system shown in
Figure 7.1(c) is derived. The resulting WF-system is sound, so it may be used as
basis for the execution support of the process at run-time.
Implementing the strategy, a synchronization pattern was incorporated into the pri-
mary WF-net. Through the synchronization pattern, the two transitions taskA1
and taskA2, and transitions taskB1 and taskB2 become synchronized. As
a consequence, all sound but parallel firing sequences of the relaxed sound WF-
system have been eliminated. Using this process description as input for a WFMS,
the execution of the process becomes serialized. The non-controllable choice
would always be awaited before the controllable choice is processed.
Scenario I: Assume that the determination of the non-controllable choice takes
a long time. Then this pessimistic scheduling would be annoying. It could be more
efficient to support the parallel sound firing sequences and to consider compensa-
tion of tasks if a deadlock is reached.
Scenario II: Assume that the determination of the non-controllable choice takes
a long time and one of the outcomes of the non-controllable choice (say taskA2)
is much more likely than the other task (taskB2). In this case, a suitable strategy
would support only one of the parallel but sound firing sequences, again consider-
ing compensation when a deadlock is reached.
In the following we will discuss how an optimistic approach is implemented.
7.3 Installing an optimistic strategy
Investigating the behavior of the relaxed sound and robust WF-system there are
sound firing sequences which are not covered by the robust fragment1. These ex-
ecutions, although sound, would not be supported if the strategy that corresponds
to the robust fragment becomes implemented. If the domain experts consider these
executions to be considerably more efficient than the ones covered, another strat-
egy must be found. The new strategy should cover these sound executions. It does
1This holds also for sound firing sequences containing controllable transitions not covered by the
robust fragment, see Section 5.5.
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not suffice to merely combine the desired executions. The corresponding fragment
will not satisfy the properties of a strategy. It is not self-contained with respect
to non-controllable transitions, cf. Def 5.2. There are non-controllable transitions
that lead from the fragment to states that indicate a deadlock.
In order to support the desired set of sound executions, the fragment must be en-
hanced. New behavior must be incorporated that makes it possible to recover from
deadlocks. This is achieved by adding tasks to the process description which com-
pensate the results of previous tasks. For their specification further information
must be compiled, regarding:
8 the states from which compensation is possible,
8 compensating tasks, and
8 states to which the process is rolled back after compensation.
The specification of the compensating tasks cannot be automated but must be done
by domain experts. The knowledge for the recovery behavior is based on the ap-
plication context in combination with efficiency considerations and cannot be de-
termined by a predefined set of rules.
Once the recovery behavior has been specified it is incorporated into the primary
WF-net. The result of this enhancement must again be a relaxed sound and robust
process description.
The robust fragment is computed on the basis of the enhanced WF-system. It
now contains the desired firing sequences. It also contains some new sound firing
sequences which enable recovery if a (former) deadlock is reached. Implementing
the strategy that corresponds to the derived robust fragment, a sound WF-system
is computed. We will illustrate this again by means of examples. Reviewing the
two scenarios we will adapt the process description shown in Figure 7.1 such that,
the demanded executions are supported by a strategy. We will start with the second
scenario. Here, it was assumed that one result of the non-controllable choice was
more probable than the other one.
Scenario II: Figure 7.2(a) shows the WF-system from Figure 7.1(a) now en-
hanced by a compensation task changeAB. By means of this task it is possible
to recover from the state p6p3, which was a deadlock in the primary WF-system.
The WF-system is relaxed sound and robust. The reachability graph of the system
and the robust fragment (highlighted) are shown in Figure 7.2(b).
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Implementing the strategy that corresponds to the robust fragment, the WF-system
shown in Figure 7.2(c) is derived. The new system supports the optimistic execu-
tions demanded in the second scenario. As a consequence, some additional, less
efficient executions are accepted too.
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Figure 7.2: (a) WF-system with integrated recovery behavior
(b) Reachability graph (c) Sound WF-system
Scenario I: In this case it was assumed that compensation is not very expensive
and parallel executions should be generally supported. Figure 7.3(a) shows the
WF-system from Figure 7.1(a) now enhanced by two compensation tasks chan-
geAB and changeBA. These two tasks reverse the decision made. If a deadlock is
reached in the primary description, one of the compensation task can be executed,
leading to a state from which proper termination is guaranteed. Here the robust
fragment, depicted in Figure 7.3(b) coincides with the reachability graph. There-
fore, no synchronization pattern has to be computed. The WF-system is already
sound.
143
op3
p2
p4
p5
p1
i
p6
change 
BA change AB
taskA1
taskA2
taskB2
taskB1
joinA
joinB
initiate
p1p2
p2p3
o
p1p5
p6p4
p5p4
p5p3
p6p3
i
initiate
A1
p2p4 p1p6
B1 A2 B2
B2
B1A2 B2A1A1
A2
joinA joinB
B1
change 
BA
change    
   AB
(a) (b)
Figure 7.3: (a) WF-system with recovery behavior
(b) Corresponding reachability graph
In both cases, we have seen that through the appropriate adaption of the primary
process description other than pessimistic strategies can be supported. The recov-
ery integration was only shown exemplarily. As necessary information is specific
for any process, this cannot become automated. Still, the investigation of the pos-
sible behavior of the relaxed sound process may help to find an optimum set of
executions. If the set does not already form a robust fragment, the user needs to
adapt the process description such that, the desired set of executions determines a
robust fragment. New tasks must be incorporated to ensure that non-controllable
transitions that were not covered by any strategy are incorporated. This can be
achieved e.g. by compensation of controllable tasks. After the enhancement the
WF-system must be again relaxed sound and robust.
Note that the introduction of additional behavior can also be used to improve re-
laxed sound and robust process descriptions where the robust fragment does not
cover all controllable transitions ( ¨÷Ö¡ ).
As soon as the WF-system is relaxed sound and the set of desired executions de-
termines a robust fragment, the fragment can be implemented automatically. The
result is a sound WF-system.
In this chapter we have seen how existing results, e.g. the implementation of a
strategy (cf. Chapter 6) and the modeling towards relaxed sound and robust pro-
cess descriptions (cf. Chapter 3 to Chapter 5) can be reused to detect and implement
optimization potential. The relaxed sound process description can be seen as an in-
complete body that must be enhanced for further use. The way of enhancement
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determines the final execution policy. The benefit of the method is increased flex-
ibility in the modeling of workflow. Existing process descriptions can be reused
under changing priorities or different prerequisites. Only the scheduling strategy
has to be adapted.
7.4 Appraisal of results
The optimization of existing processes is the core of all business process re-engineer-
ing projects. The flexible adaption of workflow specifications according to changes
in the application domain is another important issue. However, there is hardly any
method that supports the user in finding optimization potential. Most approaches
merely propose investigating the performance evaluation of process descriptions
under varying parameters in a trial and error process. We could summarize the
drawbacks of this wide range of existing methods in the following points:
8 in box-solutions which play only within a given setting
8 trial and error
8 real improvement is left to the modelers
8 support is limited to invitations such as to look for possible parallelism
The key problem here is that creative import is left solely to the modeler. While this
input will always be important, by introducing support as described in the previous
chapter(s) the modeler will also be able to find non-immanent solutions (outside
the box).
The proposed approach presents subsets of possible executions among which the
application developer may choose a suitable one. If a non-robust subset is chosen
that relates to an optimistic strategy we can assume that this strategy had not been
thought of before. Its implementation needs some further investigation, namely
the enhancement of the primary specification by some recovery behavior. Even
here, the user can count of some support through the provided process model. The
compensation tasks to be added need lead to states that are covered by the robust
fragment. Feedback is provided again through the tests for relaxed soundness and
robustness.
We are confident that the strategy implementation on top of a relaxed sound process
description provides a good starting point for the development of a tool supporting
the identification of optimization potential in a methodical manner.
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7.5 Related work
Transactional workflows In the presented approach the recovery specification
was left to the modeler. Specific knowledge about the states from which compen-
sation is possible, compensating tasks, and states to which the process is rolled
back after compensation, is assumed.
The specification, analysis and support of recovery is a core aspect within trans-
action management. Introducing the possibility to recover from deficient states by
compensating corresponding transitions, transactional properties (e.g. ACID) have
to be considered. Transaction models determine a set of transactional properties
and describe how they are enforced. Transaction models have been initially devel-
oped to be used in database systems. Since, in [SR93] transactional workflows are
introduced as workflows with transaction support, a lot of work has been done to in-
tegrate workflows and transaction models. Much effort was put in the investigation
of advanced transaction models [Elm92] and their capabilities to support workflow
applications, e.g. [AAEA ù 96, KMO98, GPS99]. The general idea, exploited in
the mentioned approaches, is to assign existing transaction properties to workflow
activities. The use of several transaction models, e.g. SAGA or nested transaction
provides high flexibility because activities can be grouped as desired. However,
properties like atomicity, isolation and recovery cannot be defined independently,
but must follow either the SAGA or nested transaction model.
Other approaches, aiming at the integration of workflows and transaction mod-
els, focus on the specification, analysis and support of transaction state dependen-
cies, e.g. [ASSR93, GH94, GHM96, RSS97, AAH98, LR99, DDGJ01]. Within
these approaches transactional properties can be defined independently from a
specific transaction model. The transaction state dependencies are used to de-
scribe transactional properties of single tasks but also of intertask dependencies. In
[Reu89, ASSR93, GH94, GHM96, AAH98] intertask dependencies are also used
to implicitly specify the control-flow dependencies between tasks.
In contrast [DDGJ01] and [LR99] propose to specify the transactional and control-
flow dependencies separately. Here transactional properties are annotated to the
workflow specification, introducing the concept of spheres. All tasks contained
in a common sphere share the same corresponding transactional property, e.g. an
atomicity sphere describes the property that the contained tasks either all execute
successfully, or all have to be compensated.
In case the transactional properties (as well as the workflow) are specified in a
formal manner, e.g. using Petri nets ([AAH98, DDGJ01]) or CTL ([ASSR93]),
the enforceability of the intertask dependencies can be verified. In our termino-
146
logy this would correspond again to robustness of the corresponding WF-system.
This means, in the positive case, a controller can be constructed supervising the
compliance of the transactional properties at run-time. For the construction of the
controller again the adapted synthesis methods (described in Chapter 6) could be
applied.
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Chapter 8
The process model
We are now in a position to tie together all the elements introduced in the previous
chapters in a final process model for the specification of workflow processes.
The process model was designed to guide the modeler from an intuitive but in-
formal process description towards a formal workflow specification. The resulting
process description provides a sound specification of the functional process as-
pects. By adding further aspects, the resulting process description can be used as
input for a WFMS.
The process model bridges the gap between different abstraction levels. In contrast
to other approaches this is done not only by refining tasks but also by refining
applied correctness measures.
The chapter is organized as follows. In the first part, cf. Section 8.1, we motivate
the objective, illustrate the process model on a general level and explain modeling
decisions. In the second part, cf. Section 8.2, we describe the proposed process
model in more detail. The single steps are illustrated using a running example.
Finally, related work is discussed.
8.1 Objective and Overview
The main objective of the proposed procedure is to support the modeler in defining
the functional aspects of a workflow specification.
The modelers are experts within their domain, but are assumed to have relatively
little modeling knowledge. Therefore the proposed process model initially supports
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the use of an intuitive but semiformal modeling language. Such languages provide
a set of graphical elements and do not restrict their combination by too many rules.
A greater freedom in modeling raises the acceptability of languages but imports
ambiguity and vagueness into the derived process description.
At the start of process modeling this is an advantage. Here the objective is to find a
common level of understanding. Semi-formal semantics make it easier to agree on
a process description, as different interpretations are possible. In contrast, the final
process description, to be used as basis for a WFMS, should support a consistent
and unambiguous interpretation. Here, the modeling technique used should have a
formal foundation.
The proposed process model supports the use of different modeling languages for
different purposes. It is clear that this places considerable emphasis on the transfor-
mation between the different process descriptions. The procedure supported starts
with modeling business processes from a user perspective. For this purpose, the
use of a semi-formal modeling technique is proposed. The result of this first step
is a process description which possibly contains ambiguities and/or deficiencies.
The revision of the primary specification is supported, applying a pragmatic cor-
rectness check. In preparation for this, the primary process description is mapped
onto Petri nets. This way formal semantics is attached to the primary specification.
Note, the transformation does not eliminate ambiguities inherent to the primary
modeling technique but makes them explicit.
The transformed process description is tested for some pragmatic correctness crite-
ria, namely relaxed soundness and robustness. By applying them, we refrain from
the claim of producing process specifications that satisfy soundness right from the
beginning.
If the primary process description contained deficiencies, the analysis will give
precise feedback to the modeler. This way revision of the process description is
supported until the required correctness properties are satisfied.
In the next steps of the process model, the description is enhanced to fit the re-
quirements posed by the use in a WFMS. The modeler is guided in eliminating
ambiguities, fixing an execution strategy, and changing the perspective of the de-
scription towards monitoring.
Altogether, the proposed process model consists of five steps (Figure 8.1), namely
1. “Business process modeling (EPCs)”, 2. “Transformation into WF-systems”, 3.
“Correctness check and feedback”, 4. “Strategy determination & implementation”,
and 5. “Control refinement”. They are now reviewed.
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Figure 8.1: A process model for workflow modeling
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1st step: Business process modeling (EPCs) For the modeling of business pro-
cesses, we chose Event-driven Process Chains (EPCs) of the Architecture of Inte-
grated Information Systems (ARIS) described in [Sch94]. The use of EPCs is not
essential. Any other semiformal modeling technique could be used equally well.
EPCs were chosen as they are widely accepted in practice. This is based on their
use to describe the SAP reference models [KT97] and their comprehensive tool
support through the ARIS tool set.
EPCs provide a set of graphical elements. These can be combined in a fairly free
manner. The result is a process description providing a pattern describing a set of
desired process executions.
In the original publications concerning EPCs neither a comprehensive and consis-
tent syntax nor corresponding semantics are defined. EPCs leave room for interpre-
tation and hence ambiguities. An ambiguous process description may be desired
in the beginning, where the main focus is on communication.
2nd step: Transformation into WF-systems In the second step, the primary
specification is transformed into a Petri net. This way the process description is
provided with formal semantics. As a suitable Petri net-type we chose Workflow
nets (WF-nets), cf.[Aal98]. In contrast to other existing approaches, the proposed
transformation between the two techniques does not resolve ambiguities but makes
them explicit i.e. all intended behavior is preserved. The transformation is well
defined and therefore enables the transfer of properties of the WF-net to the original
process description.
3rd step: Correctness check & feedback Petri nets are supported by a wide
variety of analysis techniques and tools. These can now be applied to the resulting
WF-net. Beside standard tests such as the check for liveness and boundedness, we
particularly propose checks for relaxed soundness and robustness. Relaxed sound-
ness guarantees some minimum requirements that the resulting WF-system should
satisfy. Due to the possibly pure input, this criterion provides an adequate means
to conclude the correctness of the primary process description. Whereas relaxed
soundness makes a statement about the internal behavior, robustness states whether
the interaction with the environment can be managed in a satisfying manner.
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4th step: Strategy determination & implementation The derived process de-
scription is a relaxed sound and robust WF-system. WF-systems are generally
suitable for workflow specification and they provide a precise formal foundation in
combination with operational semantics.
However, it is not advisable to use the derived relaxed sound and robust WF-system
as input format for a workflow management system. Relaxed soundness and ro-
bustness only state that at least all intended behavior has been described correctly.
They do not guarantee that deficient executions do not exist.
To guarantee a reliable execution of the process at runtime, the process description
will be augmented such that, it becomes sound. The necessary enhancements are
determined by the choice of a certain scheduling strategy. The decision in favor of
a certain strategy (pessimistic or optimistic) is made by the modeler. The enhance-
ments are computed automatically. The resulting process description is sound.
5th step: Control refinement A workflow management system monitors activ-
ities performed by actors (people or software). Monitoring comprises activating
tasks by assigning them to certain actors and waiting for the tasks to complete. To
use the sound process description as input format for the workflow management
system, it has to be refined, reflecting the change from modeling to monitoring. In
the last step, task-modeling transitions are replaced by a refining subnet. Within
the subnet a distinction is made between the initiation of the task, the processing
of the corresponding activity and the completion of the task.
The derived specification is a sound WF-system specifying the functional aspects
of a process. By adding further aspects, the process description can be used as
input for a WFMS. Operating on the basis of the derived workflow specification,
smooth and reliable execution of the process can be guaranteed.
We will now provide detailed information of each step and illustrate these with the
help of a new running example.
8.2 Detailed description and illustration
8.2.1 1st step: Business process modeling (EPCs)
The graphical elements and the modeling rules of EPCs were introduced in Chap-
ter 3. We will not repeat this but merely recall some information about the seman-
tics. We refer to the primary publications concerning EPCs [Sch94] and act on the
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assumption that EPCs do not have operational semantics. In our interpretation, an
EPC specification describes a set of accepted executions. Deficient executions are
only described implicitly as the set of executions which do not fit the described
pattern.
Modeling with EPCs, the application developer describes “what the execution
(should) look like”, i.e. a set of accepted executions. The modeler does not think
about all possible executions but merely specifies a set of accepted executions. In
other words: EPCs do not state “how” the described executions are achieved but
just which executions are desirable. We will explain the EPC semantics we use by
means of an example.
Fig. 8.2 shows an EPC modeling the process “Handling of incoming order”. It
represents a reduced version of a real-life process of a telephone company. The
process models the ordering of a mobile phone which involves two departments:
accounts and sales.
The process starts with the event new order. The execution is split into two
parallel threads (AND split), the right one models the accounting, whereas the
left one models the sales. In the accounts department, first the creditworthiness
of the customer is checked (check credit). The result of this is either ok or
not ok. If the result is positive the payment is arranged (arrange payment).
Otherwise, the order is canceled. The left path models the tasks on the sales side.
After the order was recorded (record order), it either follows the paths pick,
wrap, and deliver, or cancel.
The two AND-connectors at the end make sure that only executions are accepted
where both the accounts and the sales departments, either cancel or proceed with
the order. The process “Handling an incoming order” is finished by archiving the
information (archive).
An accepted execution of the EPC from Figure 8.2 is
8 check credit, arrange payment, record order, pick,
wrap, deliver, archive
but also
8
record order, cancel, check credit, notify cancel,
archive.
The EPC only describes executions where the two departments work together cor-
rectly: they either both accept the order (AND accept) or both reject it
(AND cancel). Hence, the execution check credit, notify cancel,
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Figure 8.2: EPC: “Handling an incoming order”
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record order, pick, wrap, deliver, archive is not described by
the EPC.
The EPC does not determine “how” the accepted executions are achieved. It does
not stipulate the order of the two possible choices. So, the EPC from Figure 8.2
accepts executions where the two departments work in parallel as well as execu-
tions where the two departments work sequentially. In an early design phase, this
abstraction is beneficial, as it relieves the designer from thinking about efficiency
aspects of the execution for the time being.
To investigate the correctness of the process description, we transform the EPC
into a WF-net.
8.2.2 2nd step: The transformation of EPCs into WF-nets
The transformation of EPCs into WF-nets was introduced in Chapter 3. It takes
place in three steps. First, elements of the EPC are mapped onto Petri net-modules.
Second, the modules are combined to form a complex process description. In the
last step the resulting Petri net is enhanced to fit the WF-net definition. The last
step is only necessary if the EPC has more than one input and/or output event.
The transformation is well-defined. By applying the proposed rules, each EPC is
assigned to exactly one WF-net.
Figure 8.3 shows the application of the rules to the EPC from Figure 8.2.
In contrast to EPCs, Petri nets do have operational semantics (execution semantics).
A Petri net specification also describes “how” an execution is reached. Whereas
an EPC only describes a set of accepted executions, a Petri net describes all possi-
ble behavior. This difference has been neglected in previous attempts of mapping
EPCs to Petri nets. As a result, all EPCs have been considered deficient if the
corresponding Petri nets were deficient, cf. [Aal99, LSW98, MR00]. As a conse-
quence, the modeling facilities of EPCs have often been restricted such that, it was
possible to give useful feedback in case of errors.
The EPC in Figure 8.2 describes the set of executions where either both depart-
ments proceed, or both departments cancel the order, which describes reasonable
behavior. The EPC should therefore be considered correct. Previous approaches
would reject this process description, because of deficiencies of the corresponding
Petri net. In the following we see that the Petri net is vulnerable to deadlocks.
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8.2.3 3rd step: Correctness check & feedback
As WF-nets are a special type of Petri nets, many analysis techniques can be ap-
plied. The question is which correctness properties are reasonable to check. The
WF-net is the result of the transformation of an EPC. So far, we only know that
the WF-net derived is pure (cf. Section 3.4.1). EPCs make it possible to model
sequences, parallel threads, alternatives and cycles, and these constructs are found
again in the WF-net. A possible failure that may occur through the introduction of
cycles is the unboundedness of the resulting WF-net. Since modelers try to match
realistic scenarios within their descriptions, we can assume that unbounded behav-
ior is not desired. Unbounded places in the WF-net should therefore be discovered
through the analysis phase, and the function which corresponds to the faulty transi-
tion should be notified to the modeler. Boundedness can be verified using standard
Petri net techniques (coverability analysis).
In the next step, we check the WF-system for relaxed soundness. In Chapter 3 it
was shown that in the context of modeling with EPCs, relaxed soundness is more
useful than the check for soundness. Requiring soundness, rather than relaxed
soundness, means that many EPCs are discarded although they represent reason-
able behavior.
Relaxed soundness
As we have seen, relaxed soundness is a more pragmatic criterion which only
checks the resulting WF-system for some minimum requirements. Relaxed sound-
ness requires finding enough sound firing sequences, so that each transition is con-
tained in one of them. If the WF-system is not relaxed sound, it is not sound either.
Applying the new criterion, we do not claim to be able to model in a precise and
sound manner right from the beginning. Having looked at various process spec-
ifications by domain experts, we are convinced that such an approach will find
acceptance from the modelers.
The check for relaxed soundness has been implemented within Petri net tools, such
as LoLA [Sch99] (Low Level Petri Net Analyzer) or Woflan [VA00]. The al-
gorithms determine whether the WF-system is relaxed sound or not and in the
negative case return a list of deficient transitions.
The results of the correctness check of the WF-net can be transferred directly to the
primary specification. If the result of the relaxed soundness check is positive, we
can conclude that the EPC represents reasonable behavior. If the WF-net is further-
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more well-structured, we can conclude with Theorem 4.12 that the specification is
sound.
If the result is negative, then there are transitions that are not contained in any sound
firing sequence. According to the proposed transformation, the deficient transitions
either correspond to a function or to a connector within the EPC. This means that
either the function or one of the possible choices described by a connector are not
included in an execution that terminates properly. It can be concluded that the
corresponding part in the EPC needs improvement. This way, precise feedback is
provided which will help the modeler to improve the process description until the
corresponding WF-system fits the property.
Non-controllable choice robustness
As a further criterion, we require the resulting WF-system to be non-controllable
choice robust (short: robust). A necessary prerequisite for this second check is the
indication of non-controllable transitions in the WF-net. In general, this step needs
the intervention of the modeler. Using EPCs it cannot become automated due to
the imprecise event concept. Recall that an event either triggers a function or marks
the termination of it. Therefore there is a distinction between the trigger-event and
the supply-event [Sch94]. Within the modeling, this distinction is blurred by the
use of a simplifying event node (recall that events and functions are depicted as
alternating nodes).
This simplification suggests that both events coincide. If this is not the case, the
modeler often emphasizes the need for an extra input (e.g. to indicate the time
distance between two functions), by introducing an extra event. This input event
has one outgoing and no incoming arc, and thus breaks one of the syntactical rules1.
When trying to identify non-controllable transitions in the WF-net, these extra
events can be used as pointer, as they indicate non-controllable transitions of type
event. This kind of pointer was illustrated in Figure 8.4 a) also using an example
from an earlier chapter.
Non-controllable transitions of type decision are introduced in the WF-net if a
decision based on external information was modeled in the EPC. Within EPCs,
decisions are modeled with the help of an XOR-connector. A further hint to detect
decisions based on external information is given through the inscriptions of the
function preceding and the events following the XOR connector. Whereas the
function is denoted with notions such as “test”or “check”, the succeeding events
1Remember that only start events have no incoming arc
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often refer to the decision criteria (e.g.  R<SC3ãUTWVDØ ). A pointer of this kind was
illustrated in Figure 8.4 b).
<
send 
remainder
expired
rent books
books 
 lent
rent books
books 
 lent
send 
remainder
rent books
books 
 lent
send 
remainder
expired
expired
check ...
 ok not_ok
check ...
X
check ...
b) Pointer for a non-controllbale choice containing transitions of type "decision"
X
record 
order
c) Not every OR-connectors is a pointer 
     for a non-controllbale choice.
cancel pick
record 
order
cancel pick
a) Pointer for a non-controllbale choice containing transitions  of type  "event"
return 
books 
X
<
reader 
returns 
books
reader 
returns 
books
return 
books 
return 
books 
reader 
returns 
books
 ok not_ok  ok not_ok
Figure 8.4: Pointers that can be used to discover non-controllable transitions
Figure 8.4 c) gives an example of an XOR-connector which is not transformed
into a non-controllable choice. The XOR-connector models the decision between
the functions pick and cancel. The transitions derived through the EPC-PN
transformation are of type task. Hence, the choice is controllable.
The order of the EPC-PN transformation was the following: 1. Mapping EPC
elements to Petri net-modules, 2. Module combination, and 3. Adding unique
input/output places.
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The described step, identifying the non-controllable transitions, must be inserted
between steps two and three. A benefit of the additional step is that the resulting
net may be smaller, as places that must be merged in the last step will be reduced.
Assume that the non-controllable transitions were indicated. Then the algorithm
checking robustness is applied. If the algorithm aborts with the result “not robust”,
then there are non-controllable transitions which may inhibit proper termination.
The deficient transitions are notified to the modeler who has to revise the corre-
sponding elements within the primary specification.
Refinement of the 3rd step
Applying the different tests, the EPC is revised until the corresponding WF-system
satisfies the desired properties. As a result of the first three steps we obtain an
EPC describing reasonable behavior as well as a corresponding relaxed sound and
robust WF-system.
Figure 8.5 shows a high-resolution version of the 3rd step “Correctness Check and
Feedback”.
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   (not ok)  
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Control flow     
 dependencies
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robust, and pure 
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Figure 8.5: Refinement of the 3rd step: “Correctness check and feedback”
On the basis of the WF-system, the analysis can be extended in any desired way
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by applying a variety of results of the Petri net theory. Furthermore, the possibility
to execute the WF-net can be used for simulation of the process in order to detect
optimization potential.
Running example
Boundedness The resulting WF-system (cf. Figure 8.3) is bounded. It is even
safe, because no place can have more than one token.
Relaxed soundness The resulting WF-system is relaxed sound. A set of sound
firing sequences which contains all transitions is:
1. AND split, record order, pick, wrap, check credit,
ok, deliver, arrange payment, AND accept, archive
and
2. AND split, check credit, not ok, notify cancel,
record order, cancel, AND cancel, archive.
Following the proof of Theorem 4.12 from Chapter 4 we could conclude that if
the WF-net was also well-structured, it was sound. But the WF-net contains a
TP-handle, as highlighted in Figure 8.6.
The WF-system is not sound. There are firing sequences that deadlock, e.g.
X AND split, record order, pick, wrap, check credit,
not ok, deliver, notify cancel.
Robustness The WF-system is robust. The WF-net derived through the transfor-
mation contains one non-controllable choice. It consist of the two transitions (of
type decision) reflecting the outcome of the task check credit.
The reachability graph of the WF-system is depicted in Figure 8.7. The non-
controllable state transitions are marked with a bow. The robust fragment Y[Z]\
^
Z was highlighted by showing the associated states and state transitions in bold.
The existence of the robust fragment Y[Z states that, although the WF-system is
not sound, it is possible to control the execution such that, only sound executions
are chosen. Robustness states that this is possible independent of the outcome of
the moves of the environment (modeled by the non-controllable choices).
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8.2.4 4th step: Strategy determination & implementation
At this point, the specification developed only satisfies some minimum require-
ments. Relaxed soundness and robustness state that at least all relevant behavior
has been described correctly. However, the derived specification may still allow
for unsound executions, as the resulting WF-system does not have to be sound.
Within step four of the process model the process description will be augmented
so that it becomes sound. The necessary enhancements are determined through the
choice of a certain scheduling strategy. The decision in favor of a certain strategy
is made by the modeler.
Strategy determination
The behavior of a WF-system which is relaxed sound and robust covers sound and
unsound executions. To make the WF-system sound, the set of executions must be
restricted to only sound ones.
The user chooses a set of desired executions. This set determines a strategy. The
choice for a certain strategy cannot become automated, but depends on expert
knowledge. Information that must be considered concerns the costs and duration
of activities as well as the occurrence probability of certain external events or de-
cisions.
Strategies can be optimistic or pessimistic. A pessimistic strategy would only sup-
port the executions that guarantee proper termination right from the beginning. In
contrast, an optimistic strategy would also allow for executions that include the
resetting of tasks.
If an optimistic strategy is chosen, the modeler is required to additionally specify
possible recovery behavior, which can be added either at EPC or WF-net level.
The only requirement is that when adding new tasks it must be guaranteed that
the resulting WF-system is again relaxed sound and robust. More details on the
determination of an optimistic strategy were provided in Chapter 7.
A certain strategy was successfully determined if the set of chosen executions de-
termines a robust fragment.
Strategy implementation
Implementing a strategy coincides with augmenting the WF-system so that its be-
havior is restricted to the robust fragment. The elements that are augmented con-
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stitute a synchronization pattern - this refers to a set of places together with the
corresponding flow relationship.
For the computation of the synchronization pattern we refer to results of Petri net
(controller) synthesis [NRT92, CKLY98, CDLX02, GRX02a], which is based on
the theory of regions.
The algorithms used for our purpose were implemented in the tools Synet [Cai97]
and Petrify [CKK _ 97]. If possible, we favor the controller synthesis approach de-
scribed in Section 6.4, as it only enhances the primary process description. The
algorithm, which is based on the reachability graph of a pure and bounded WF-
system mainly works as follows. First, the set of forbidden state transitions is
determined. It consists of all state transitions which leave the robust fragment.
On the basis of this information, the algorithm computes the synchronization pat-
tern. Its incorporation into the primary WF-system disables the forbidden state
transitions, but does not change the rest of the behavior. A precise description of
the algorithm, its theoretical background and prerequisites for its application were
given in Chapter 6.
Bringing together the different cases, the step “Strategy determination and imple-
mentation” is refined as shown in Figure 8.8. Note, that in the refinement the mod-
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eler was assumed to revise the WF-net. If the modeler revises the primary EPC,
the 2nd Step “Transformation into WF-nets” should be as well contained in the
refinement.
Running example
We will apply the proposed steps to the running example.
Strategy determination: The pessimistic case Let us first assume that it is too
expensive to reset any task. Therefore the decision is made for a pessimistic strat-
egy. The corresponding fragment of sound executions was computed by the ro-
bustness algorithm and was shown in Figure 8.7.
Strategy implementation In the next step, the set of forbidden state transitions
is determined. It coincides with the state transitions that leave the fragment. The
set was illustrated in Figure 8.9(a), where it corresponds to the set of labeled state
transitions. All forbidden state transitions in this example are either labeled with
task pick or with task cancel.
Applying the algorithm described in Section 6.4 the computed synchronization
pattern consists of two places, pc1 and pc2. Incorporating them into the primary
WF-net the occurrence of tasks `baced and cgfihcejﬁk in all indicated states will be pre-
vented. The enhanced WF-net is shown in Figure 8.9(b). The derived WF-system
is sound. Through introduction of the synchronization pattern, both processes be-
came synchronized at the decision points.
Using this process description as basis for the workflow controller, the execution
of the process becomes serialized. The customer check would always be executed
before the ordering. Here, all sound but parallel firing sequences of the relaxed
sound WF-system have been eliminated.
If the delivery process took a long time and the customer check took a long time,
this would be very inefficient. This is especially undesirable if it is very rare that a
customer check results in a not ok. Such pessimistic scheduling would be annoy-
ing. It would be more efficient just to start the delivery of the order to the customer
hoping the customer check will be ok, i.e. following an optimistic approach. Only
in the rare case that not ok was reported, should the order be returned to stock
and canceled after all.
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Strategy determination: The optimistic case If the decision was made in favor
of an optimistic scheduling strategy, one additional intermediate step, “Modeling
recovery behavior”, has to be performed beforehand (cf. Figure 8.8). The rest of
the procedure then stays the same.
As described in Chapter 7, some additional information is necessary to add the
recovery behavior. For the running example we assume that all tasks within the
sales department that occur before the delivery can be reset without extraordinary
charges. This affects tasks pick and wrap. Corresponding compensation tasks
are return and unwrap. After the item has been returned to stock, the instance
should be canceled. Task deliver is considered to be nonreversible.
The enhanced EPC, incorporating the recovery behavior, as well as the correspond-
ing WF-net are shown in Figure 8.10. Notice that the integrated tasks only show
one possible way of modeling the recovery behavior.
The resulting WF-system is again relaxed sound and robust. The fragment that
was computed, applying the robustness algorithm (cf. Chapter 5), is shown in Fig-
ure 8.11(a). All sound firing sequences of the relaxed sound WF-system are main-
tained. Furthermore, some additional, less efficient executions are accepted too.
Strategy implementation The synchronization-pattern is computed on the basis
of the robust fragment. Finally, the synchronization pattern is added to the primary
WF-net. The resulting WF-system looks as shown in Figure 8.11(b). The resulting
process description is sound. There are no firing sequences that deadlock or do not
terminate properly. Furthermore, none of the transitions are dead.
Using the optimistic process description as the basis for the execution support
through a WFMS, the two departments can operate in parallel. The customer check
by the accounts department (check credit) can be executed concurrently with
preparative tasks of the sales handling (pick and wrap).
8.2.5 5th step: Control refinement
A workflow system is a reactive system, so it runs in parallel with its environment
and tries to enforce certain desirable effects in the environment. To be more precise,
the workflow controller monitors tasks performed by actors (people or software).
Monitoring comprises initiating tasks by assigning them to certain actors and wait-
ing for the task be completed. The role of the process description is to indicate
which tasks must be activated at a certain point in time.
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The process description developed so far does not fit these requirements entirely.
The reason for that is twofold. It is based on the chosen perspective and on the
instantaneous firing of transitions.
Perspective The process was modeled from a user point of view. So, activities
have been modeled by functions, which are transformed into transitions of type
task. Transitions are the active part within a WF-system. This contradicts the
perspective of the workflow management system. The system does not execute an
activity but merely initiates and monitors its processing.
Instantaneous firing Transitions fire instantaneous. This does not match with
the requirement to model activities (performed by external actors) as time consum-
ing entities. To fit these requirements the perspective of the process description
must be changed towards monitoring.
Refinement of tasks-transitions
Activities have been modeled by transitions of type task. To adapt to the reac-
tive setting, task transitions will be refined. Reflecting the embedding of activi-
ties within tasks, transitions of type task are depicted as a sequence of transitions
allocate task, begin activity, end activity, and record task
completion. Figure 8.12 illustrates the described transition refinement. The
transition allocate task models the allocation of the task to a possible actor.
This may either mean that it is “pushed” into someone’s in-basket or that the task
is put on a common list, from where it can be “pulled” by any actor. The precise
implementation depends on the mode of the workflow management system.
The transition begin activity and end activity are of type event as they
model the external events indicating that an actor started or completed the embed-
ded activity.
The actual processing of the task starts with transition begin task and ends
with end task. These transition are of type event and hence designated as non-
controllable. They model the external events indicating that an actor started or
completed the corresponding task. The processing itself is modeled via a place.
This way the instantaneous firing of transitions can be retained but now matching
an acceptable abstraction. The duration implicitly assigned to the execution of a
task-transition in a WF-net is now assigned to a place in the refined WF-net.
If the primary task-transition is in conflict with some other controllable transition
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and there is a marking enabling both, the choice for one of them is assumed to be
non-deterministic.
Refining the transitions as proposed, soundness of the refined WF-system is main-
tained2. Note, the proposed refinement is quite basic. Requiring progress, a task
is assumed to complete. A more elaborate refinement could allow a task to fail
or to become withdrawn, while it is processed. Such a more elaborate refinement
would encompass the need for (automatic) failure handling, in order to guarantee
transactional properties, such as failure atomicity. Nevertheless, we incorporate the
possibility to compensate tasks in order to recover from deficient states, e.g. dead-
locks. Still, we do not provide any automatic recovery behavior, but require the
modeler to explicitly indicate tasks that can be compensated and to specify the cor-
responding compensation task (cf. Chapter 7). Within workflow management this
procedure is reasonable. Obviously, not every tasks should be automatically con-
sidered to be reversible. Referring to the running example, task deliver may be
regarded as non-reversible, as it is unlikely (and unreasonably expensive) to get the
item back unbroken. Therefore, the proposed procedure supports the requirement
to decide individually on compensation.
Running example
Figure 8.13 shows the result, refining the WF-net of Figure 8.9(b). For simplicity,
a short-cut notation was chosen depicting task-transitions as transitions subdivided
into three sections: start and end white, middle grey.
2Refining a transition by a sequence of transitions is one of the basic operations proven to preserve
properties of liveness, and boundedness, cf. [Mur89] and therefore soundness [Aal97].
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8.3 Application of results
In this chapter, a comprehensive process model for the specification of workflow
was proposed. It leads from a semiformal description of the business process to a
sound workflow specification.
The procedure starts with the modeling of business processes from a user perspec-
tive, using an accepted semiformal modeling technique. A special feature of the
approach are the weak requirements on the first process description. In several
steps including analysis, revision, and automatic refinement, the primary process
description is transformed into a sound process description that may serve as input
for a WFMS3.
3The proposed process model covers one general issue within workflow management, namely the
specification of the control-flow aspects of a process. It is clear that if the process description will
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Note, for the use of a Petri net based process description as input format, one obsta-
cle remains to be handled: the May-firing rule. In standard Petri net semantics an
enabled transition may be deferred indefinitely. Clearly, this does not match realis-
tic behavior of workflow management systems, where transitions with the initiative
on the controller side (cf. Table 5.1), should not be delayed but fire immediately.
In continuative work [ED03] WF-nets have been adapted to the reactive setting
applying reactive semantics. It has been shown that soundness is preserved under
certain conditions.
Still, most of the existing workflow management systems do not support Petri nets
as input for the workflow controller. Exceptions are workflow management sys-
tems, such as COSA (Software Ley/COSA Solutions [SL99]) or Income (Get Pro-
cess AG [Inc]). Most other workflow management systems, e.g. Action Workflow,
or Staffware, use proprietary workflow languages. In order to apply the result of
the proposed process model, it remains necessary to support the transformation of
the derived process description into the supported file-format. This is a vendor
dependent task and was hence beyond scope of the proposed process model.
Still, to provide the reader with an idea of the points which need to be clarified on
a case by case basis in the course of the development for practical applications, we
again refer to Staffware. We will not propose precise transformation rules trans-
lating WF-nets into Staffware descriptions but only give an impression using the
running example. The following versions of the process “Handling an incoming
order” are expressed in the Staffware language. As in Chapter 3, we again use the
Audit Trail (AT) to observe interesting cases. The examples will show that pro-
cess descriptions can be transferred without expenditure, matching the expected
behavior.
Figure 8.14 shows the relaxed sound version of the process “Handling an incoming
order”. The choices are modeled via two nodes of type condition. The upper
choice depends on the result of the task check credit. The lower choice is
made independently by the user.
The primary process description (cf. Figure 8.3) was only relaxed sound. The
following execution led to a deadlock.
X AND split, record order, check credit, not ok,
notify cancel, pick, wrap, deliver
Expectedly, the corresponding execution within Staffware also deadlocks. The cor-
be used as input for a WFMS further aspects (e.g. determination and assignment of possible actors,
definition of the data-flow) must be incorporated.
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responding audit trail is shown in Figure 8.15. Note, Staffware does not detect the
deadlock, i.e. there is no message “Case does not terminate” or the like. Instead,
the system expects the case to complete.
The pessimistic case The primary, only relaxed sound WF-net was enhanced by
a synchronization pattern. The result of the incorporation was a sound WF-system.
Implementing the pessimistic strategy restricted the set of sound executions. Sound
but parallel executions were eliminated. Within Staffware, synchronization is mod-
eled via wait-steps. The Staffware description that corresponds to the pessimistic
process description of Figure 8.9(b) is shown in Figure 8.16.
The introduced wait-step guarantees that the order is only processed (picked,
wrapped, and delivered) if the check result was positive. The evaluation of the
lower condition refers to the result of the task check credit. This is realized
with the help of an internal variable, which is set by task check credit and read
by the conditions.
The optimistic case The Staffware description that corresponds to the imple-
mentation of an optimistic strategy is shown in Figure 8.17. Within the optimistic
strategy the synchronization between the two departments is only enforced after
task wrap. In the Staffware description this is expressed by the wait-step incor-
porated before task deliver. The conditions following steps record order
and pick order refer to the result of the task credit check. If the check is
positive, or has not yet been performed, the optimistic processing proceeds. If the
check result is negative, processed steps are compensated.
Figure 8.18 reflects an audit, in which the task check credit was executed
only after task pick and wrap were already executed. The result of the check was
negative. Tasks pick and wrap are reset by means of executing the compensation
tasks return and unwrap. The final report is “Case terminated normally”.
In the following, we will consider briefly an extra feature of Staffware, namely the
possibility to withdraw a task while it is being executed. The withdraw relation
is modeled via an arc that enters the according task from the top. Within the next
process description (cf. Figure 8.19) this feature was used to withdraw tasks pick
and wrap as soon as the check result turns out to be negative. The new conditions
test whether tasks wrap and pick have already been processed. This way, the
point in time is determined which makes it possible to withdraw either of these
tasks.
Figure 8.20 reflects an audit in which the outcome of task check credit was
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negative. This result was computed, while task wrap has been processed by user
swanne. Task wrap is withdrawn and task pick is reset. The final report is “Case
terminated normally”.
From this audit it can be observed that in Staffware it is not distinguished whether
a task is only allocated or already processed. The next visible state after allocating
the task to an actor is the completion of the task. Therefore a withdraw, makes
no difference between removing a task from the in-basket of some actor and the
interruption of a perhaps almost finished task execution. This involves at least two
disadvantages. First, it is not possible to compute an average processing time for a
task, because the actual start of the processing is not monitored. Second, it ignores
that tasks that are almost completed may have to be compensated. To remedy
these problems a task refinement as proposed in the last step of the process model
(cf. Section 8.2.5) should be supported.
By means of Staffware as an example, it was shown that the resulting sound pro-
cess descriptions can be transferred to process descriptions supported by existing
WFMSs.
8.4 Related work
There are many general publications about workflow management, e.g. [GHS95,
JB96, Law97, Fis01, AH02a, Mar02]. In the literature the scope of the domain is
delimited, terminology is standardized to some extent, the requirements are char-
acterized and state of the art of the existing solutions is outlined. The authors
indicate the close relation between workflow and business processes (e.g. [AH02a]
requiring the re-use of existing business process descriptions. As a consequence
thereof the need for different levels of abstraction within the modeling of processes
(e.g. [GHS95]) is emphasized. However, in existing approaches the different levels
of abstraction are either mixed or only supported through nesting of tasks.
The major contribution of this thesis is it to provide a process model that bridges the
gap between different levels of abstraction proposing a cross-language procedure
which first-time uses a refinement concept based on the correctness measures.
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Figure 8.14: Staffware description “Handling an incoming order” (relaxed sound)
Figure 8.15: Audit result of an unsound execution (deadlock)
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Figure 8.16: Staffware description “Handling an incoming order” (sound)
(pessimistic strategy)
Figure 8.17: Staffware description “Handling an incoming order” (sound)
(optimistic strategy)
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Figure 8.18: Audit of the optimistic Staffware description
Figure 8.19: Enhanced version of the optimistic Staffware description
Figure 8.20: Audit of the enhanced Staffware description
Chapter 9
Conclusion and future work
9.1 Conclusion
The goal of this thesis has been to provide a methodically well-founded process
model for the modeling of functional workflow requirements. The process model
should support and guide the modeler from a semiformal description of business
processes towards sound workflow specifications, i.e. helping to bridge the gap
between business process modeling and workflow specification.
We propose a process model that is based on a combination of different modeling
languages. A semiformal modeling language is used as interface to the domain
expert. As a prominent example, widely accepted in practice, we referred to Event-
driven Process Chains (EPCs). For the definition of the workflow specification, we
have used Petri nets, namely WF-nets. The strength of Petri-nets is their formal
foundation and the rich background of theory and tools, which enables profound
analysis.
The proposed approach acknowledges the need to describe business processes at
different levels of abstraction and combines the advantages of different modeling
languages that proved to fit the respective requirements.
It is clear that such a cross-language process model must direct particular attention
to a smooth transformation between the techniques used. This was achieved by
providing a set of rules transforming the semiformal process descriptions based
on EPCs into WF-nets. The proposed transformation does not restrict the mode-
ling facilities of the primary technique and maintains the various interpretations,
making them explicit.
180
The key concept for the proposed process model is the use of pragmatic correct-
ness criteria, namely relaxed soundness and robustness. They fit the correctness
requirements within this first abstraction level and make it possible to provide pre-
cise feedback to the modeler.
The resulting process description cannot yet be used as a basis for the execution
support. It may still contain undesired executions. Therefore, it must be refined
to fit the requirements of a workflow specification. The proposed process model
supports this refinement step, applying methods from Petri net synthesis. A sound
WF-system is automatically generated on the basis of a relaxed sound and robust
process description.
Only within this step do performance issues become relevant. Information that
is incorporated relates to a certain scheduling strategy. In preparation for the re-
finement, the modeler must determine which of the described executions are to be
supported by a WFMS.
The late determination of performance issues is especially desirable as correspond-
ing information (the occurrence probability of a certain failure, costs of failure
compensation, or priorities) will often only become available (and may even change)
at run-time. Their incorporation towards the end of the proposed process model ex-
tends the possibility to reuse modeling results under changing priorities.
The gradual refinement proposed within the process model also covers the smooth
transformation from processes descriptions representing a user perspective towards
a monitoring perspective. WF-nets are refined to meet the requirements posed
by a reactive system. The new property robustness assures that the process can
interact robustly with its environment. Finally, tasks are refined in order to reflect
the reactive behavior of a WFMS appropriately.
The resulting process description defines the tasks involved and determines their
order. The specification is sound. Using the process description as a basis for the
execution support during run-time reliable processing can be guaranteed.
9.2 Summary of main contributions
This section summarizes the main contributions. The results benefit the modeling
of workflow, i.e. support the development of practical applications. Furthermore
Petri net theory was enriched. Both the practical and the theoretical contribution is
based on the development of the two new correctness criteria, relaxed soundness
and robustness. They do not describe perfect behavior but provide a pragmatic
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measure for the correctness of process descriptions. The introduction of a less
stringent correctness concept makes it possible to specify a process at different
levels of abstraction. The process descriptions not only differ with respect to the
refinement of tasks but also in the detail of the described behavior. The proposed
procedure makes use of this distinction posing only loose requirements for the first
modeling.
A further contribution lies in the identification of existing Petri net theory to sup-
port the missing refinement step. Applying existing algorithms it becomes possible
to shift the process description on a more elaborated level of abstraction meeting
stricter correctness criteria.
The contributions of the thesis are summarized in the following list.
X A comprehensive process model has been provided, for the modeling of
workflow, focusing on the control flow aspects (cf. Chapter 8).
X The process model supports a semiformal modeling language as interface to
the domain expert modeling the business processes (cf. Chapter 3).
X A new alleviated correctness criterion, namely relaxed soundness, has been
introduced in order to provide an adequate quality measure for the resulting
process descriptions (cf. Section 3.4). Its appropriateness was confirmed by
a case study (cf. Section 3.6).
X Precise and understandable feedback is provided when relaxed soundness is
not met by the process description (cf. Section 3.4).
X Transformation rules have been provided, mapping EPCs onto Petri nets.
The transformation does not restrict the EPC modeling facilities. It espe-
cially supports the use of the OR-connector and the loose EPC assembling
rules (cf. Section 3.2).
X Transformation rules, relaxed soundness check and feedback have been im-
plemented in a supporting framework which is based on XML-notations
(cf. Section 3.5).
X Relaxed soundness has been embedded into Petri net theory. Possible rela-
tions to existing properties were scrutinized (cf. Chapter 4).
X A further correctness criteria, namely non-controllable choice robustness has
been introduced expressing the robust interaction of a WF-system with its
environment (cf. Chapter 5).
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X An algorithm for the robustness check has been introduced and proved to be
correct and complete (cf. Section 5.4).
X Existing results from Petri net synthesis have been applied in order to gener-
ate a sound process description (cf. Chapter 6).
X The concepts introduced in the thesis have been used to identify and install
different scheduling strategies (cf. Chapter 7).
X The applicability of resulting process descriptions as input for existing WFMSs
has been discussed taking Staffware as an example (cf. Section 3.7.1 and
Section 8.3).
9.3 Future work
There are several possible extensions of this work. First, the whole procedure could
be embedded into a supporting framework. So far, several parts (transformation of
EPC into WF-nets, check for relaxed soundness, transformation into a sound WF-
net) are only available within separate tools.
Second, the failure feedback for the modeler could be improved. Deficiencies
and improvement suggestions could be reflected directly in the primary EPC. Pre-
requisite for these features is the translation of Petri nets to EPCs. This backward
direction is an issue of current research.
Third, we introduced two new correctness criteria, necessary as a first quality mea-
sure for process descriptions. In the discussion at the end of Chapter 3, a third
property was identified. Within Staffware an accepted process description only
needs to terminate, but not necessarily properly. It would be interesting to investi-
gate this property, and possibly embed it into the proposed process model.
Fourth, the focus of the process model could be broadened towards other than the
control-flow aspects.
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Appendix
In the appendix two artificially constructed WF-nets are investigated. The WF-
systems are relaxed sound and robust, but comprise some kind of bizarre behavior
which complicates the synthesis of a sound WF-system. So far no realistic process
description could be found showing similar behavior. Still, as this behavior cannot
be excluded, methods are provided handling these anomalies.
9.4 Synthesis of a WF-net not covering all controllable
transitions
In this section we will investigate a relaxed sound and robust WF-system which
contains controllable transitions not covered by the robust fragment.
The WF-system YqporMsutvDaw shown in Figure 9.1 a) was already discussed in
Section 5.5. There, it was stated that it probably depicts deficient behavior, as a
choice which was considered to be controllable ( xgy and xDz ), is followed by a non-
controllable choice ( x{ and xD| ) which must (in case xLy was chosen) revoke the first
choice in order to terminate properly.
The WF-system is relaxed sound; all transitions are part of a sound firing sequence.
It is furthermore robust; there exist a robust fragment (complete winning strategy
for the WF-controller).
The corresponding reachability graph ^ Z~}r3[v/#w is depicted in Figure 9.1 b). The
robust fragment YmZn ^ Z } has been shown in bold.
Remarkably, the robust fragment Y[Zpr3W}S!v/}S'w does not contain state transi-
tions labeled with xLy and xD although they are covered by sound firing sequences.
The winning strategy suggests to always choose transition xFz and transition xD ,
as otherwise proper termination cannot be guaranteed. Here the set of labels

pŁﬁxﬁrPvDxgv,Kw
}im of the robust fragment is a proper subset of the transi-
184
t1 t2
t3
t4
t5 t6
t7 t8 t9
i
o
i
p1
p3p4
p2
o
p2p3
p5
p1p3
t1 t2
p1 p2 p3
p5p4
p4 p3p5
p3o
t3
t4
t5 t4
t6
t8
t6
t9t7
t3
t5
a) b)
t8
t2
t6
t9
r5
r1
c)
t3t4
r3r2
t5
t7
r6
r4
Figure 9.1: A relaxed sound and robust WF-system
tions used in the WF-system:  n .
Applying the synthesis algorithm described in [NRT92, CKLY98] to the robust
fragment Y[Z a sound WF-system is generated. The result is shown in Figure 9.1 c).
Note, as the algorithm introduces a transition for every label of the transition sys-
tem, the resulting WF-system sut does not contain transitions xLy and xD .
9.5 Synthesis of a general Petri net: Example
In this section an example is provided illustrating the synthesis of a general Petri
net1. Consider the WF-system rMstvDaFw shown in Figure 9.2. The process descrip-
tion is pure, safe, relaxed sound and robust. The following set of sound firing
sequences covers all transitions:
X init, e, a, c, clean
X init, e, b, d, clean
X init, f, g, b, d, clean
X init, f, a, b, x, clean
1Place/Transition nets with arc weights: U u¡¢[W£¥¤K¦ §
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Figure 9.2: A safe, relaxed sound and robust WF-system
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Still, the WF-system rMst¡vDaw is not sound, as it may deadlock. A firing sequence
that does not terminate properly is e.g.
X init, e, b, a
The WF-system is robust. There are not any non-controllable transitions. There-
fore relaxed soundness coincides with robustness.
The reachability graph ^ Z~¨© is an elementary transitions system (shown in Fig-
ure 9.3).
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Figure 9.3: The reachability graph ^ Z
¨©
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The robust fragment Y[Zªn ^ Z computed through the robustness algorithm is
shown Figure 9.4. The set of minimum regions is «­¬pﬁ® a3h  vD«¯°pﬁ®Wyﬁz  vD«­±p
ﬁ®Wy¥vD®²z²vD®	³²vD®S{  vD«­´#pŁﬁ®²²vD®i{µvD®²³²vD®	¶  vD«­·¸pŁﬁ®Wy¥vD®	³²vD®²|²vD®	¶ivD®	  v/«­¹upŁﬁ®	²vD®Wyeº  v
«­»¼pŁﬁ®²|²vD®	²vD®	¶  vD«¾½~pŁﬁ®¿y¥vD®²z²vD®	|  vD«­ÀpŁﬁ®WyÁy  vD«­Â¢pŁﬁ®S{µvD®	²vD®²z²vD®¿yeº  .
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Figure 9.4: The robust fragment YmZ
Correspondingly, the sets ^Ã/Ä for a'pHa3h'vﬁy¥ÅÆÅyÁy are as follows: ^ÃDÇÉÈ pŁﬁ« ¬U v
^
Ã
¯pŁﬁ«­±¥vD«ﬁ·¥vD«¾½

v
^
Ã
±¢pŁﬁ«­±¥vD«¾½¾vD«­Â

v
^
Ã
´¢pŁﬁ«­±UvD«­´¥vD«ﬁ·

v
^
Ã
·¢pŁﬁ«­±¥vD«­´¥vD«­Â

v
^
Ã
¹pŁﬁ«ﬁ·ÁvD«­»UvD«¾½

v
^
Ã
½pŁﬁ«­´¥vD«ﬁ·¥vD«­»

v
^
Ã
À¢pŁﬁ«­´UvD«­»¥vD«­Â

v
^
Ã
ÂpŁﬁ«ﬁ·ÁvD«­¹

v
^
Ã
¯¬pÊﬁ«­¹¥vD«­Â

v and ^ Ã ¯D¯?pÊﬁ«­À  . The fragment is not elementary. It does
not satisfy the event separation axiom (ESA) for elementary transition systems.
Consider, for example event f  vÌËUfHpÍﬁ«­±  . The region «­± is contained in
^
Ã
¯­v
^
Ã
± and ^ Ã · . Still, ®Wy and ®²z do not have an exit arc labeled by event c . The
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fragment is not excitation closed either. It does not satisfy the excitation closure
condition: Î¿kÏ ÑÐÒ¼ÓgÔ¥ÕFÖ «=p× ^ rMk3w . Consider again the event fŁ  with

^
rMfµw[pŁﬁ®Wy¥vD®	³²vD®S{  . «­±¼pØﬁ®Wy¥vD®²z²vD®	³²vD®S{ ¡ÙpH
^
rMf	w .
This means it is not possible to synthesize a safe WF-net with a reachability graph
isomorphic to the fragment.
Still, using the circumvention via transition splitting it is possible to synthesize a
safe WF-net with bisimilar behavior. As the fragment Y[Z is not excitation closed,
transition splitting is used to derive a split-morphic ECTS. The derived ECTS is
shown in Figure 9.5.
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Figure 9.5: A split-morphic ECTS
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On the basis of the ECTS, a safe Petri net is synthesized. The reachability graph
of the synthesized Petri net is bisimilar to the subgraph Y[Z . The synthesized Petri
net is shown in Figure 9.7.
Another possibility is to abandon the safeness property and to use general regions
for the synthesis. The subgraph Y[Z satisfies the separation axioms for general
transition systems. Therefore a general Place/Transition net can be synthesized.
Applying controller synthesis as proposed in [GRX02b] we first compute the set
of separation instances Ú on the basis of the robust fragment of Figure 9.4: Úp
irP²v,ÛLwÌv­rPz²v/fµwÌv­rP|²vFÜµw  . In a second step the controller places are synthesized. This
is done by solving the equation system determined by the event separation condi-
tions (cf. Equation 6.1), the marking equation lemma (cf. Equation 6.2), and the
general property of T-invariants (cf. Equation 6.3). The synchronization pattern
YÝsÞpßrMsàLvF¼v/áàgw is determined by the sum of controller places. It is shown in
Figure 9.6.
Joining the primary WF-net and the synchronization pattern, the Petri net shown in
Figure 9.8 is derived.
The resulting Petri net is not safe. The introduced control-place is marked with two
tokens. The resulting net is furthermore no WF-net. With an arc inscription greater
than one, it no longer belongs to the class of ordinary Place/Transition nets but to
the class of general Place/Transition nets. Still, the resulting Petri net is sound.
It may therefore serve as basis to support the execution of the actual process at
run-time.
CEsyncpattern.net clean f
2
p_c
e ini c d x
g b a
Figure 9.6: Synthesized synchronization pattern
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