Convergence rate of Euler-Maruyama scheme for SDEs with Dini continous
  coefficients by Wang, Zhen & Miao, Yu
ar
X
iv
:2
00
9.
12
79
1v
1 
 [m
ath
.PR
]  
27
 Se
p 2
02
0
CONVERGENCE RATE OF EULER-MARUYAMA SCHEME FOR
SDES WITH DINI CONTINOUS COEFFICIENTS
ZHEN WANG AND YU MIAO
Abstract. In this paper, we provide the convergence rate of Euler-Maruyama
scheme for non-degenerate SDEs with Dini continous coefficients, by the aid of
the regularity of the solution to the associated Kolmogorov equation.
Keywords:Non-degenerate, Stochastic differential equation, Euler-Maruyama
scheme, Dini continous, Kolmogorov equation.
1. Introduction
Let us fix T > 0 and consider the following non-degenerate stochastic differential
equation in Rd:
Xt = x+
∫ t
0
b(s,Xs)ds +
∫ t
0
σ(s,Xs)dWs, x ∈ R
d, (1.1)
where b : [0, T ] × Rd → Rd and σ : [0, T ] × Rd → Rd ⊗ Rm are two Borel mea-
surable functions, and {Wt, t ∈ [0, T ]} is an m-dimensional standard Brownian mo-
tion defined on a complete filtered probability space (Ω,F ,P; (Ft)t>0). And let
X = (Xt)06t6T be the unique strong solution to the SDE (1.1).
The non-degenerate stochastic differential equation is often used in control en-
gineering, physical, finance, biology, ect., and have also been extensively studied.
However, the solution of (1.1) is rarely analytically tractable on computer, one often
approximates Y = (Yt)06t6T by using the Euler-Maruyama scheme given by:
Yt = x+
∫ t
0
b(ηδ(s), Yηδ(s))ds +
∫ t
0
σ(ηδ(s), Yηδ(s))dWs, (1.2)
taking the integer N is sufficiently large such that δ := T
N
∈ (0, 1), ηδ(s) :=
[
s
δ
]
δ,
s ∈
[[
s
δ
]
δ, (
[
s
δ
]
+ 1)δ
)
, N ∈ N.
In [8], Kaneko and Nakao proved that the limit of Euler-Maruyama approximation
was the unique strong solution of SDE (1.1). After, it developed with the study of
the convergence rate for the Euler-Maruyama scheme. It is well-known that the
convergence rate of Euler-Maruyama approximation at the order 1/2 in Lp-norm
for any p > 1 (see [2]). If σ is an identity matrix and the coefficient b is Lipschitz
continuous in space and 1
2
-Ho¨lder continuous in time then for any p > 0, there exists
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Cp > 0, such that the Euler-Maruyama scheme has the strong rate of
1
2
(see for
example [9]). Yan [15] proved the rate of convergence in L1-norm sence for a range
of SDEs, the drift is Lipschitzian and the diffusion is Ho¨lder continuous, by means
of the Meyer Tanaka formula. [7] extended [15] to the convergence rate in Lp-norm,
by the Yamada-Watanabe approximation. Our finding partly improves upon recent
results in [10] [12] and [7], as well as the well-known ones in [4] [5].
In many applications, the coefficients b and σ are not Lipschitz continuous. Zhang
[17] is proved Euler-Maruyama approximation for SDE to converge uniformly to
the solution in Lp-space with respect to the time and starting points under non-
Lipschitz coefficients. If the drift coefficient is the Dini-Ho¨lder continuous, Gyo¨ngy
and Ra´sonyi [7] imply the order of strong rate of convergence for one dimensional
SDEs. And the case of d-dimension is introduced in [12], using a Yamada-Watanabe
approximation technique (see [16]). Ngo and Taguchi [13] show that the rates under
the diffusion coefficient is bouned variation and Ho¨lder continuous. In [14], the diffu-
sion coefficient σ is an identity matrix, the drift coefficient b is bouned β-Ho¨lder con-
tinuous with β ∈ (0, 1) in space and η -Ho¨lder continuous in time with η ∈ [1/2, 1],
then for any p > 1, the strong rate of convergence can be obtianed. Bao, Huang
and Yuan [1] discussed the strong convergence rate of Euler-Maruyama for non-
degenerate SDE with rough coefficients, where the drift term is Dini-countinuous
and unbounded, by the regularity of non-degenerate Kolmogrov equation. And also
it may allow the rate of convergence for the degenerate SDEs.
At same time, let D0 be the family of Dini fuction, i.e.,
D0 :=
{
φ
∣∣∣φ : R+ → R+ is increasing and
∫ 1
0
φ(s)
s
ds <∞
}
.
A function f : Rd → Rd is called Dini-continuity if there exists φ ∈ D0 such that
|f(x) − f(y)| 6 φ(|x − y|) for any x, y ∈ Rd. Remark that every Dini-continuous
function is continuous and every Lipschitz continuous function is Dini-continuous.
Moreover, if f is Ho¨lder continuous, then f is Dini-continuous, but not vice versa.
And set
D :=
{
φ ∈ D0|φ
2 is concave
}
,
for instance, a function f is Ho¨lder-Dini continuous of order α ∈ (0, 1).
In this paper, we study the strong rate of convergence speed estimate for Euler-
Maruyama scheme, under the following non-Lipschitz assumptions:
Assumption 1.1.
(a) The diffusion σ is bounded measurable and uniformly elliptic;
(b) The drift b is bounded measurable;
(c) For any s, t ∈ [0, T ] and x, y ∈ Rd, there exists φ ∈ D such that
(regularity of b and σ w.r.t. spatial variables)
|b(t, x)− b(t, y)|+ ‖σ(t, x)− σ(t, y)‖HS 6 φ(|x− y|).
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(d) For any s, t ∈ [0, T ] and x, y ∈ Rd, there exists φ ∈ D such that
(regularity of b and σ w.r.t. time variables)
|b(s, x)− b(t, x)|+ ‖σ(s, x)− σ(t, x)‖HS 6 φ(|s− t|).
In addition, we also prove convergence speed estimate for the non-degenerate
SDEs with unbouned coefficients. The method is mainly based on the regularity of
the solution to the Kolmogorov equation associated to the SDE (1.1).
The remainder of the paper is structured as follows. In the next section, we
introduce some notations and the main results. All proofs are deferred to Section 3.
2. Main results
2.1. Notations.
Let B(Rd) be the Borel-σ-algebra on Rd. Set ∇ := D = ( ∂
∂x1
, · · · , ∂
∂xd
)∗, D2 =
( ∂
2
∂xi∂xj
)16i,j6d and ∆ =
∑d
i=1
∂2
∂x2i
, where ∗ is the transpose of a vector or matrix.
Take ‖ · ‖ and ‖ · ‖HS stand for the usual operator norm and the Hilbert-Schmidt
norm, respectively.
Meanwhile, we introduce some space of function:
• ‖f‖T,∞ = supt∈[0,T ],x∈Rd ‖f(t, x)‖, where an operator-valued map f is on [0, T ]×R
d.
• Cβb (R
d,Rk), β ∈ (0, 1) denotes the set of all function from Rd to Rk which are
bounded and β-Ho¨lder continuous functions. Hence if f ∈ Cβb (R
d,Rk), then
sup
x,y∈Rd,x 6=y
|f(x)− f(y)|
|x− y|β
<∞.
• For a < b, we write Cβb ([a, b]) for C([a, b];C
β
b (R
d,Rd)) and define the norm ‖ ·
‖Cβ
b
([a,b]) on C
β
b ([a, b]) by
‖f‖Cβ
b
([a,b]) := sup
v∈[a,b],x∈Rd
|f(v, x)|+ sup
v∈[a,b],x 6=y
|f(v, x)− f(v, y)|
|x− y|β
.
Throughout the sequel, we denote the constant as C, the shorthand notation
a  b is to mean a 6 Cb, and C represents a positive cnstant although its value
may change from one appearance to the next.
2.2. Main results.
Theorem 2.1. Suppose that Assumption 1.1 holds. For p > 1, there exists β > 1
depending on T, p, d, ‖σ‖T,∞,M, x, then
E
(
sup
06t6T
|Xt − Yt|
p
)
6 βδp/2.
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Remark 2.1. In [1], the diffusion term is also the rough coefficient which refers to
second order continuous differentiable. That is a stronger condition, with the Ho¨lder-
Dini continous drift. So we check the results with the regularity of the solution to
the Kolmogorov equation associated to the SDE (1.1), under the diffusion and drift
coefficient are bounded and Dini continuous .
It seems to be a little bit stringent that the coefficients are uniformly bounded,
and the drift b is global Dini-continuous, in Theorem 2.1. Therefore, the above
conditions can be weakened by the means of uniform boundedness instead of local
boundedness and global Dini-continous instead of local Dini-continous, respectively.
Theorem 2.2. Assume that for any s, t ∈ [0, T ], there exists the constant CT , b and
σ are locall bounded measurable functions such that
|b(t, x)|+ ‖σ(t, x)‖HS 6 CT (1 + x), x ∈ R
d,
And if b and σ satisfy
|b(t, x)− b(t, y)|+ ‖σ(t, x)− σ(t, y)‖HS 6 φk(|x− y|), |x| ∨ |y| 6 k,
|b(s, x)− b(t, x)|+ ‖σ(s, x)− σ(t, x)‖HS 6 φk(|s− t|), |x| 6 k,
where φk ∈ D. Then for all p > 1, it holds that
lim
δ→0
E
(
sup
06t6T
|Xt − Yt|
p
)
= 0
Remark 2.2. We verify this conclusion by a method similar to Theorem 1.3 [1],
which allows the drift and diffusion term to be unbounded and Dini continuous.
3. Proofs of main results
We also need the following lemma for the proof.
Lemma 3.1. Let b, σ is bounded measure in both time and space variables. For p > 1
and t ∈ [0, T ], there exists a positive constant C > 0 depending on T,M, p, d, x, it
holds that
E
[
φ
(∣∣Yt − Yηδ(t)∣∣)p] 6 Cδp/2
Proof. Owing to φ ∈ D, based on Taylor expansion and the porperties of Dini
function, we have φ(0) = 0, φ′ > 0 and φ′′ < 0, so that
φ(t) =φ(0) + φ′(0)t+
φ′′(θt)
2!
t2, θ ∈ (0, 1), t ∈ R+
6φ′(0)x := Mx.
Thus, for any t ∈ R,
φ(|t|) 6M |t|.
For p > 1, noticing that
φ
(∣∣Yt − Yηδ(t)∣∣)p 6Mp ∣∣Yt − Yηδ(t)∣∣p .
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Using Aussumption 1.1 (a)-(b), we deduce that
∣∣Yt − Yηδ(t)∣∣p 
∣∣∣∣
∫ t
ηδ(t)
b(ηδ(t), Yηδ(t))ds
∣∣∣∣
p
+
∣∣∣∣
∫ t
ηδ(t)
σ(ηδ(t), Yηδ(t))dWt
∣∣∣∣
P
 δp + |Wt −Wηδ(t)|
p.
Hence there exists a positive constant C = C(T,M, p, d, x), such that, for p > 1,
E
[
φ
(∣∣Yt − Yηδ(t)∣∣)p] 6 ME [∣∣Yt − Yηδ(t)∣∣p] 6 Cδp/2.

The following lemma is taken from Theorem 2.8 in [3] or Theorem 2.3 in [14],
which provides the regularity of solution to the Kolmogorov equation associated to
the SDE (1.1) .
Lemma 3.2. Let T > 0, for any ε ∈ (0, 1), there exists m ∈ N such that 0 = t0 <
t1 < · · · < tm = T , for any ϕ ∈ C([tj−1, tj];C
β
b (R
d,Rd)), j = 1, · · · , m, there is at
least one solution u to the backward Kolmogorov equation
∂u
∂t
+∇u · b+
1
2
∆u = −ϕ, on [tj−1, tj]× R
d, u(tj, x) = 0
of class
u ∈ C
(
[tj−1, tj ];C
2,β′
b
(
R
d,Rd
))
∩ C1
(
[tj−1, tj ], C
β′
b
(
R
d;Rd
))
.
For some constant K depending on j and for all β ′ ∈ (0, β), we have
‖D2u‖
Cβ
′
b
([tj−1,tj ])
6 K‖ϕ‖Cβ
b
([tj−1,tj ])
and for some constant C0, it holds that
‖∇u‖Cβ
b
([tj−1,tj ])
6 C0(tj − tj−1)
1/2‖ϕ‖Cβ
b
([tj−1,tj ])
At same time, we can obtain
‖ϕ‖Cβ
b
([0,T ])C0(tj − tj−1)
1/2 6 ε.
Now we can give
Proof of Theorem 2.1. Let T > 0, for any ε ∈ (0, 1), there is m ∈ N, such that
0 = T0 < T1 < · · · < Tm = T . For i = 1, · · · , d and j = 1, · · · , m, using Lemma 3.2,
we can get
∂u
∂t
+∇u · b+
1
2
∆u = −b, on [Tj−1, Tj ]× R
d, u(Tj, x) = 0, (3.1)
and u satisfies
‖∇u‖Cβ
b
([Tj−1,Tj ])
6 C0(Tj − Tj−1)
1/2‖b‖Cβ
b
([Tj−1,Tj ])
6 ε. (3.2)
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For t ∈ [Tj−1, Tj], by Itoˆ’s formula and (3.1), we have
u(t, Xt)
=u(Tj−1, Xj−1) +
∫ t
Tj−1
∂u
∂t
(s,Xs)ds +
∫ t
Tj−1
∇u(s,Xs)dXs +
1
2
∫ t
Tj−1
∆u(s,Xs)ds
=u(Tj−1, Xj−1)−
∫ t
Tj−1
b(s,Xs)ds+
∫ t
Tj−1
〈∇u(s,Xs), σ(s,Xs)〉dWs.
Similarly, we have
u (t, Yt)
=u (Tj−1, Yj−1) +
∫ t
Tj−1
∂u
∂t
(s, Ys) ds+
∫ t
Tj−1
∇u (s, Ys) dYs +
1
2
∫ t
Tj−1
∆u (s, Ys) ds
=u (Tj−1, Yj−1)−
∫ t
Tj−1
b (s, Ys) ds+
∫ t
Tj−1
〈∇u (s, Ys) , σ
(
ηδ(s), Yηδ(s)
)
〉dWs
+
∫ t
Tj−1
〈∇u (s, Ys) , b
(
ηδ(s), Yηδ(s)
)
− b (s, Ys) 〉ds.
Hence, we can get∫ t
Tj−1
b(s,Xs)ds = u(Tj−1, Xj−1)− u(t, Xt) +
∫ t
Tj−1
〈∇u(s,Xs), σ(s,Xs)〉dWs, (3.3)
and∫ t
Tj−1
b (s, Ys) ds =u (Tj−1, Yj−1)− u (t, Yt) +
∫ t
Tj−1
〈∇u (s, Ys) , σ
(
ηδ(s), Yηδ(s)
)
〉dWs
+
∫ t
Tj−1
〈∇u (s, Ys) , b
(
ηδ(s), Yηδ(s)
)
− b (s, Ys) 〉ds. (3.4)
Combining with (3.3) and (3.4), we have
Xt − Yt = XTj−1 − YTj−1
+
∫ t
Tj−1
(
b(s,Xs)− b(ηδ(s), Yηδ(s))
)
ds+
∫ t
Tj−1
(
σ(s,Xs)− σ
(
ηδ(s), Yηδ(s)
))
dWs
=XTj−1 − YTj−1 +
(
u(Tj−1, XTj−1)− u
(
Tj−1, YTj−1
))
− (u(t, Xt)− u (t, Yt))
+
∫ t
Tj−1
[
〈∇u(s,Xs), σ(s,Xs)〉 − 〈∇u (s, Ys) , σ
(
ηδ(s), Yηδ(s)
)
〉
]
dWs
+
∫ t
Tj−1
〈∇u (s, Ys) , b (s, Ys)− b
(
ηδ(s), Yηδ(s)
)
〉ds+
∫ t
Tj−1
(
b (s, Ys)− b
(
ηδ(s), Yηδ(s)
))
ds
+
∫ t
Tj−1
(
σ(s,Xs)− σ
(
ηδ(s), Yηδ(s)
))
dWs.
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By (3.2) and the mean-value theorem, we have:
|Xt − Yt|
6
∣∣XTj−1 − YTj−1∣∣+ ∣∣u(Tj−1, XTj−1)− u (Tj−1, YTj−1)∣∣+ |u(t, Xt)− u (t, Yt)|
+
∣∣∣∣∣
∫ t
Tj−1
[
〈∇u(s,Xs), σ(s,Xs)〉 − 〈∇u (s, Ys) , σ
(
ηδ(s), Yηδ(s)
)
〉
]
dWs
∣∣∣∣∣
+ ‖∇u‖Cβ
b
[Tj−1,Tj ]
∫ t
Tj−1
∣∣b (s, Ys)− b (ηδ(s), Yηδ(s))∣∣ ds
+
∫ t
Tj−1
∣∣b (s, Ys)− b (ηδ(s), Yηδ(s))∣∣ds +
∣∣∣∣∣
∫ t
Tj−1
(
σ(s,Xs)− σ
(
ηδ(s), Yηδ(s)
))
dWs
∣∣∣∣∣
6 (1 + ε)
∣∣XTj−1 − YTj−1∣∣+ ε |Xt − Yt|
+
∣∣∣∣∣
∫ t
Tj−1
[
〈∇u(s,Xs), σ(s,Xs)〉 − 〈∇u (s, Ys) , σ
(
ηδ(s), Yηδ(s)
)
〉
]
dWs
∣∣∣∣∣
+ (1 + ε)
∫ t
Tj−1
φ
(∣∣Ys − Yηδ(s)∣∣) ds+ (1 + ε)
∫ t
Tj−1
φ (|s− ηδ(s)|) ds
+
∣∣∣∣∣
∫ t
Tj−1
(
σ(s,Xs)− σ
(
ηδ(s), Yηδ(s)
))
dWs
∣∣∣∣∣ .
For all p > 1, utilizing Jensen’s inquality, Ho¨lder inequality and Lemma 3.1, we can
obtain
|Xt − Yt|
p
66p−1(1 + ε)p
∣∣XTj−1 − YTj−1∣∣p + 6p−1εp |Xt − Yt|p
+ 6p−1
∣∣∣∣∣
∫ t
Tj−1
[
〈∇u(s,Xs), σ(s,Xs)〉 − 〈∇u (s, Ys) , σ
(
ηδ(s), Yηδ(s)
)
〉
]
dWs
∣∣∣∣∣
p
+ 6p−1(1 + ε)p(t− Tj−1)
p−1Mp
∫ t
Tj−1
∣∣Ys − Yηδ(s)∣∣p ds
+ 6p−1(1 + ε)p(t− Tj−1)
p−1Mp
∫ t
Tj−1
|s− ηδ(s)|
p ds
+ 6p−1
∣∣∣∣∣
∫ t
Tj−1
(
σ(s,Xs)− σ
(
ηδ(s), Yηδ(s)
))
dWs
∣∣∣∣∣
p
Because ε is arbitrary, there exists c(p, ε) := 6p−1εp < 1. Then we know
|Xt − Yt|
p
6
6p−1(1 + ε)p
1− c(p, ε)
∣∣XTj−1 − YTj−1∣∣p
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+
6p−1
1− c(p, ε)
∣∣∣∣∣
∫ t
Tj−1
[
〈∇u(s,Xs), σ(s,Xs)〉 − 〈∇u (s, Ys) , σ
(
ηδ(s), Yηδ(s)
)
〉
]
dWs
∣∣∣∣∣
p
+
6p−1(1 + ε)p(t− Tj−1)
p−1Mp
1− c(p, ε)
∫ t
Tj−1
[∣∣Ys − Yηδ(s)∣∣p + (t− Tj−1)δp] ds
+
6p−1
1− c(p, ε)
∣∣∣∣∣
∫ t
Tj−1
(
σ(s,Xs)− σ
(
ηδ(s), Yηδ(s)
))
dWs
∣∣∣∣∣
p
. (3.5)
Taking the supremum and then expectation on both sides of the above inequation,
and using BDG’s inequality, we have
E
[
sup
Tj−16u6t
|Xu − Yu|
p
]
6
6p−1(1 + ε)p
1− c(p, ε)
E
[∣∣XTj−1 − YTj−1∣∣p]
+
6p−1C(p, d)T
p
2
−1
1− c(p, ε)
∫ t
Tj−1
E
[∥∥∇u(s,Xs)σ(s,Xs)−∇u (s, Ys)σ (ηδ(s), Yηδ(s))∥∥pHS] ds
+
6p−1(1 + ε)pT p−1Mp
1− c(p, ε)
[∫ t
Tj−1
E
[∣∣Ys − Yηδ(s)∣∣p] ds+ Tδp
]
+
6p−1C(p, d)T
p
2
−1
1− c(p, ε)
∫ t
Tj−1
E
[∥∥σ(s,Xs)− σ (ηδ(s), Yηδ(s))∥∥pHS] ds
:=
4∑
i=1
Ii,
where C(p, d) is the constant in BDG’s inequality. With the help of lemma 3.1 and
the boundedness of σ, in I2, we have
E
[∥∥∇u(s,Xs)σ(s,Xs)−∇u (s, Ys) σ (ηδ(s), Yηδ(s))∥∥pHS]
=E [‖∇u(s,Xs)σ(s,Xs)−∇u (s, Ys) σ(s,Xs) +∇u (s, Ys) σ(s,Xs)
−∇u (s, Ys) σ (s, Ys) +∇u (s, Ys)σ (s, Ys)−∇u (s, Ys)σ (ηδ(s), Ys)
+∇u (s, Ys)σ (ηδ(s), Ys) −∇u (s, Ys)σ
(
ηδ(s), Yηδ(s)
)∥∥p
HS
]
64p−12pεp‖σ‖pT,∞ + 4
p−1εpE [φ(|Xs − Ys|)
p]
+ 4p−1εpE [φ(|s− ηδ(s)|)
p] + 4p−1εpE
[
φ(|Ys − Yηδ(s)|)
p
]
64p−12pεp‖σ‖pT,∞ + 4
p−1εpMpE [|Xs − Ys|
p] + 4p−1εpMpδp + 4p−1εpCpδp/2
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In I4, from the properties of Dini-function, it may be chosen the constant C0, C1,
such that
E
[∥∥σ(s,Xs)− σ (ηδ(s), Yηδ(s))∥∥pHS]
=E [‖σ(s,Xs)− σ (ηδ(s), Xs) + σ (ηδ(s), Xs)− σ (ηδ(s), Ys) + σ (ηδ(s), Ys)
− σ
(
ηδ(s), Yηδ(s)
)∥∥p
HS
]
63p−1E[φ(|s− ηδ(s)|)
p] + 3p−1E [φ(|Xs − Ys|)
p] + 3p−1E
[
φ(|Ys − Yηδ(s)|)
p
]
.
63p−1Mpδp + 3p−1MpE(|Xs − Ys|
p) + 3p−1MpCpδp/2.
Thus, for δ ∈ (0, 1) and p > 1, there exists the constant C2, C3, C4, we know
E
[
sup
Tj−16u6t
|Xu − Yu|
p
]
6
6p−1(1 + ε)p
1− c(p, ε)
E
[∣∣XTj−1 − YTj−1∣∣]p
+
6p−1c(p, d)T
p
2
−1(εpMp4p−1 + 3p−1Mp)
1− c(p, ε)
∫ t
Tj−1
E
[
sup
Tj−16u6s
|Xu − Yu|
p
]
ds
+
6p−1(1 + ε)pT
p
2
−1
1− c(p, ε)
×
[
4p−1εpCpδp/2 + 4p−1εpMpδp + 4p−12pεp‖σ‖pT,∞ + 3
p−1Cpδp/2 + 3p−1Mpδp
]
+
6p−1T p(1 + ε)pMp
1− c(p, d, ε)
[
Cδp/2 + Tδp
]
6C2E
[∣∣XTj−1 − YTj−1∣∣]p + C3
∫ t
Tj−1
E
[
sup
Tj−16u6s
|Xu − Yu|
p
]
ds+ C4δ
p/2.
Next, we prove by the Lemma 3.1 that for each j = 1, · · · , m,
E
[
sup
Tj−16u6t
|Xu − Yu|
p
]
6 Ajδ
p/2, t ∈ [Tj−1, Tj]. (3.6)
where A1 = C4e
C3T and Aj = (C2Aj−1 + C4)e
C3T , for j = 2, · · · , m. If j = 1, since
T0 = 0, ∀t ∈ (0, T1], we have
E
[
sup
06u6t
|Xu − Yu|
p
]
6 C3
∫ t
0
E
[
sup
06u6s
|Xu − Yu|
p
]
ds+ C4δ
p/2.
Using Gronwall’s inequality, we can get
E
[
sup
06u6t
|Xu − Yu|
p
]
6 C4e
C3T δp/2.
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We assume that (3.6) holds for j = 1, 2, · · · , i − 1 with 2 6 i 6 m. Then ∀t ∈
(Ti−1, Ti] we realize
E
[
sup
Ti−16u6t
|Xu − Yu|
p
]
6C2E
[∣∣XTi−1 − YTi−1∣∣p]
+ C3
∫ t
Ti−1
E
[
sup
Ti−16u6s
|Xu − Yu|
p
]
ds+ C4δ
p/2
6C3
∫ t
Ti−1
E
[
sup
Ti−16u6s
|Xu − Yu|
p
]
ds+ (C2Ai−1 + C4)δ
p/2.
By once more Gronwall’s inequality, it holds that
E
[
sup
Ti−16u6t
|Xu − Yu|
p
]
6 (C2Ai−1 + C4)e
C2T δp/2 = Aiδ
p/2.
Hence ∀j = 1, · · · , m, (3.6) is true. And we draw the conclusion that
E
[
sup
06s6T
|Xu − Yu|
p
]
6
m∑
j=1
E
[
sup
Tj−16u6Tj
|Xu − Yu|
p
]
6
m∑
j=1
Ajδ
p/2 := βδp/2.
Then the concludes the statement of Theorem 2.1. 
Proof of Theorem 2.2. Let χ ∈ C∞b (R+) is the cut-off function, such that 0 6 χ 6 1,
χ(r) = 1 for r ∈ (0, 1), and χ(r) = 0, for r > 2 . For any t ∈ [0, T ] and k > 1, let
b(k)(t, x) = b(t, x)χ
(
|x|
k
)
, σ(k)(t, x) = σ
(
t, χ
(
|x|
k
x
))
, x ∈ Rn.
Fixed k > 1, we have,
X
(k)
t = x+
∫ t
0
b(k)
(
s,X(k)s
)
ds +
∫ t
0
σ(k)
(
s,X(k)s
)
dWs, t ∈ (0, T ].
The corresponding continuous-time Euler-Maruyama is
Y
(k)
t = x+
∫ t
0
b(k)
(
ηδ(s), Y
(k)
ηδ(s)
)
ds+
∫ t
0
σ(k)
(
ηδ(s), Y
(k)
ηδ(s)
)
dWs, t ∈ (0, T ]. (3.7)
Using the BDG , Ho¨lder and Gronwall inequality, for all p > 1, for some CT , we
have (see the proof Theorem 1.2 in [1])
E
(
sup
06t6T
|Xt|
p
)
+ E
(
sup
06t6T
|Yt|
p
)
+ E
(
sup
06t6T
∣∣∣X(k)t ∣∣∣p
)
+ E
(
sup
06t6T
∣∣∣Y (k)t ∣∣∣p
)
6 CT .
(3.8)
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Since
E
(
sup
06t6T
|Xt − Yt|
p
)
63p−1E
(
sup
06t6T
∣∣∣Xt −X(k)t ∣∣∣p
)
+ 3p−1E
(
sup
06t6T
∣∣∣X(k)t − Y (k)t ∣∣∣p
)
+ 3p−1E
(
sup
06t6T
∣∣∣Yt − Y (k)t ∣∣∣p
)
=:I1 + I2 + I3,
applying the Chebyshev inequality and (3.8), we can deduce
I1 + I3 E
(
sup
06t6T
∣∣∣Xt −X(k)t ∣∣∣p I{sup06t6T |Xt|>k}
)
+ E
(
sup
06t6T
∣∣∣Yt − Y (k)t ∣∣∣p I{sup06t6T |Yt|>k}
)

(
E
(
sup
06t6T
|Xt|
p
)
+ E
(
sup
06t6T
∣∣∣X(k)t ∣∣∣p
))
E
(
sup06t6T |Xt|
)
k
+
(
E
(
sup
06t6T
|Yt|
p
)
+ E
(
sup
06t6T
∣∣∣Y (k)t ∣∣∣p
))
E
(
sup06t6T |Yt|
)
k

1
k
.
For the terms I2, by the Theorem 2.1, we have
I2  β1δ
p/2,
where the constant β1 > 1 depending on T, p, d,K,M, x, k. Furthmore, let δ → 0
and k →∞, then
lim
δ→0
E
(
sup
06t6T
|Xt − Yt|
p
)
= 0.
The concludes the statement of Theorem 2.2. 
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