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RESUMO
Essa tese apresenta uma metodologia de controle robusto, baseada em
otimizac~ao parametrica, para a sntese de estabilizadores de sistemas
de pote^ncia (ESP). O objetivo dos ESP e fornecer torque de amor-
tecimento aos sistemas eletricos multimaquinas, quando sujeitos a os-
cilac~oes eletromeca^nicas, de baixa freque^ncia.
O projeto dos controladores para os sistemas de pote^ncia e baseado
em otimizac~ao de func~oes mono-objetivo e multiobjetivo, de natureza
n~ao suave e n~ao convexa. Metodos de otimizac~ao baseados na esti-
mativa de derivadas e metodos baseados em heurstica s~ao utilizados
para a soluc~ao das func~oes objetivo. Controladores de ordem xa e
realimentac~ao de sadas s~ao considerados, bem como estruturas que
utilizam sinais remotos.
O objetivo principal dos ESP e garantir, alem da estabilidade do sis-
tema a robustez e coordenac~ao entre as fontes de amortecimento. A ro-
bustez dos controladores e considerada atraves de requisitos baseado no
calculo de valores singulares de sistemas e no pseudoespectro. Tecnicas
de controle multivariavel s~ao aplicadas para garantir a coordenac~ao
entre os ESP. Requisitos de estabilidade, robustez e coordenac~ao s~ao
combinados e resolvidos simultaneamente atraves do metodo de projeto
parametrico.
Palavras-chave: PSS, controle de sistemas de pote^ncia, controle ro-
busto, otimizac~ao n~ao suave e n~ao convexa, pseudoespectro, func~oes
multiobjetivo, estruturas descentralizada e quase-descentralizada

ABSTRACT
In this thesis a robust control methodology, based on parametric op-
timization, for power system stabilizers (PSS) synthesis is presented.
The goal of PSS is to provide damping torque to the multi-machine
electrical systems, when subjected to oscillations of low frequency.
The design of power systems controllers is based on optimization of
mono-objective and multiobjective functions that are nonsmooth and
nonconvex. Optimization methods based on the estimated of deriva-
tives and heuristics methods are used to solve the objective functions.
Fixed order controllers, output feedback and control structures using
remote signals are considered.
The main PSS purpose is to ensure stability, robustness and coordina-
tion between the damping sources. Controller robustness is considered
by imposing requirements based on the singular value decomposition
of the system and on the pseudospectrum. Multivariable control tech-
niques are applied to ensure coordination between the PSS. Stability,
robustness and coordination requirements are combined and solved, si-
multaneously, by the proposed parametric design method.
Keywords: PSS, power system control,control robustness, nonsmooth
and nonconvex optimization, pseudospectra, multiobjective functions,
descentralized and quasi-descentralized structures
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11 INTRODUC ~AO
Os sistemas eletricos de pote^ncia s~ao sistemas complexos que co-
brem areas geogracas de grandes dimens~oes, as vezes ultrapassando
fronteiras nacionais. O fornecimento de energia eletrica e um fator fun-
damental de bem estar e progresso dessas areas. O desenvolvimento so-
cial, os avancos tecnologicos e o aumento crescente da demanda de ener-
gia, exigem cada vez mais sistemas eletricos seguros e robustos, capazes
de fornecer energia initerruptamente, ate mesmo diante de condic~oes
adversas relacionadas ao clima ou de mudanca do estado de operac~ao
do sistema. Para que isso ocorra, diferentes sistemas de controle s~ao
inseridos nos sistemas eletricos.
Um problema atual na operac~ao dos sistemas eletricos esta re-
lacionado ao surgimento de oscilac~oes eletromeca^nicas entre geradores
e areas do sistema. Essas oscilac~oes surgem devido a falta de torque
de amortecimento e, se n~ao forem amortecidas podem levar o sistema
a instabilidade. Para evitar esse efeito indesejado, diferentes fontes
de amortecimento s~ao empregadas. Os estabilizadores do sistema de
pote^ncia (ESP) s~ao fontes de amortecimento utilizadas para garantir
um amortecimento adequado ao sistema eletrico, evitando blecautes
e limites no uxo de pote^ncia entre areas. Os ESP s~ao projetados
para satisfazer varios requisitos de controle, tais como a estabilidade
do sistema, um amortecimento mnimo desejado para os modos eletro-
meca^nicos dominantes, um tempo de resposta satisfatorio e a robustez
diantes de mudancas na operac~ao dos sistemas.
O projeto de controladores para a melhoria do amortecimento
e robustez dos sistemas de pote^ncia requer a aplicac~ao de tecnicas de
projeto por realimentac~ao de sadas, uma vez que a realimentac~ao de
estados requer o uso de todos os estados do sistema, n~ao sendo atra-
tivo para a aplicac~ao em sistemas de grande porte, como os sistemas
eletricos.
Metodos classicos de projeto de controladores, baseados na res-
posta em freque^ncia [7] e no posicionamento de polos [8], tem sido
largamente utilizados nas ultimas decadas. O projeto do ESP e resol-
vido como um sistema SISO (Single Input Single Output) que consi-
dera o projeto de um controlador por vez para cada gerador. Embora,
os metodos classicos tenham sido bem estabelecidos, as restric~oes na
expans~ao dos sistemas, as restric~oes econo^micas, a interconecc~ao com
grandes sistemas, a incorporac~ao de geradores com sinais remotos, a
coordenac~ao entre as fontes de amortecimento e a robustez dos siste-
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mas diante de perturbac~oes, motivam a pesquisa por novas tecnicas de
projeto.
Nos ultimos anos, a maior parte dos trabalhos relacionados a
projeto de controladores, tem-se voltado para a utilizac~ao de metodos
de projeto baseados em otimizac~ao e tecnicas de controle multivariavel.
Essas abordagens permitem que requisitos de coordenac~ao entre fontes
de amortecimento e robustez sejam considerados.
O projeto de controladores considerando a coordenac~ao entre
as fontes de amortecimento e resolvido utilizando-se tecnicas de con-
trole multivariavel, onde varios controladores s~ao projetados simulta-
neamente, diferente dos metodos de controle classico. O controle mul-
tivariavel tambem permite a incorporac~ao de estruturas de controle
quase-descentralizada, centralizada e hierarquica, que aumentam a se-
guranca do sistema, a capacidade de controle e a robustez.
O projeto de controladores robusto foi muito explorado atraves
das inequac~oes matriciais lineares (LMI) e inequac~oes matriciais biline-
ares (BMI) [2, 9{12]. No entanto, a aproximac~ao por LMIs apresenta
certas limitac~oes: a necessidade dos controladores serem da mesma
ordem da planta para garantir convexidade; problemas numericos nos
algoritmos para lidar com matrizes de inequac~oes n~ao convexas que con-
sideram restric~oes estruturais; e, tambem, devido ao grande numero de
variaveis e a dimens~ao do espaco de soluc~oes [13, 14]. As BMIs conside-
ram conjuntos de LMIs convexos, porem tornam-se problemas comple-
xos do tipo NP-hard e s~ao difceis de serem resolvidos por algoritmos
determinsticos [15].
A diculdade de lidar com robustez atraves das LMIs e BMIs
tem conduzido a uma nova alternativa de projeto de controladores uti-
lizando otimizac~ao de problemas n~ao suaves e n~ao convexos [13, 14, 16].
Controladores de ordem reduzida, realimentac~ao de sadas, descentra-
lizac~ao e sistemas de grandes dimens~oes, os quais limitam a utilizac~ao
das LMIs, podem facilmente ser tratados pela otimizac~ao parametrica.
Nos metodos de projeto parametricos, denidos assim por serem
baseados na soluc~ao de ndices explcitos e n~ao explcitos, qualquer re-
quisito de controle, associado ao desempenho e robustez dos sistemas,
e qualquer metodo de otimizac~ao pode ser utilizado, embora bons re-
sultados nem sempre s~ao obtidos para todos os casos. Alem disto, os
metodos parametricos s~ao mais exveis e permitem ajustes e alterac~oes
nas func~oes objetivo e nos metodos de otimizac~ao com o objetivo de
encontrar soluc~oes satisfatorias.
Objetivo 3
1.1 Objetivo
Este trabalho tem por objetivo principal o projeto de controla-
dores robustos para os sistemas eletricos de pote^ncia, de ordem xa e
reduzida por realimentac~ao de sadas.
O projeto e baseado na otimizac~ao de func~oes n~ao suaves e n~ao
convexas, atraves da formulac~ao de problemas mono-objetivo e multi-
objetivo, que visam atender requisitos de estabilidade, amortecimento
mnimo e robustez. A robustez e considerada no projeto atraves do con-
ceito do pseudospectro e valor singular de matrizes. Diferentes metodos
de otimizac~ao, baseados na estimativa de derivadas e em teorias pro-
babilsticas, s~ao utilizados para a soluc~ao dos problemas formulados.
Como proposta deste trabalho, requisitos de desempenho e ro-
bustez s~ao combinados formando um problema multiobjetivo. Os pro-
blemas multiobjetivos visam atender o amortecimento mnimo do sis-
tema e a robustez de forma simulta^nea, considerando a coordenac~ao
entre as fontes de amortecimento, atraves de tecnicas de controle mul-
tivariavel. Alem disso, duas diferentes estruturas de controle, usando
sinais locais e remotos, s~ao consideradas com o objetivo de avaliar a
metodologia proposta.
1.2 Principais Contribuic~oes
As principais contribuic~oes desta tese s~ao listadas a seguir.
 Desenvolvimento de Metodos de Projeto de Controle Robusto
Requisitos de robustez s~ao considerados no projeto atraves dos
valores singulares de matrizes e do pseudoespectro. Tais conceitos
s~ao explicitamente includos nas func~oes objetivo do problema,
visando garantir a robustez dos sistemas.
 Inclus~ao de Multiplos Requisitos de Controle no Projeto
Requisitos de estabilidade e amortecimento mnimo e requisitos
de robustez s~ao combinados formando problemas com multiplos
objetivos. No projeto dos controladores, a soluc~ao desses pro-
blemas visa atender os multiplos requisitos de controle de forma
simulta^nea.
 Uso de Algoritmos Evolucionarios para a Soluc~ao de Problemas
Multiobjetivo
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Algoritmos evolucionarios s~ao utilizados para a soluc~ao dos pro-
blemas multiobjetivo, onde o criterio de fronteira de Pareto e
includo para a selec~ao de soluc~oes n~ao dominadas. Esse criterio
permite a obtenc~ao de um conjunto de soluc~oes satisfatorias, das
quais e possvel escolher a mais viavel para um determinado sis-
tema.
 Comparac~ao de Algoritmos para a Soluc~ao de Problemas n~ao Su-
aves e n~ao Convexos
Simples algoritmos de busca direta s~ao utilizados para a soluc~ao
de problemas n~ao suaves e n~ao convexos. Comparac~oes com
metodos de otimizac~ao desenvolvidos para problemas dessa na-
tureza s~ao realizadas am de conrmar a aplicac~ao dos metodos
de busca direta.
 Projeto Coordenado entre Fontes de Amortecimento
Tecnicas de controle multivariavel s~ao implementadas na modela-
gem do sistema para garantir a coordenac~ao entre todas as fontes
de amortecimento de forma simulta^nea.
 Uso de Estruturas de Controle Descentralizada e Quase-descentralizada
Duas estruturas de controle s~ao implementadas. A estrutura des-
centralizada e a quase-descentralizada, onde sinais remotos s~ao
includos.
1.3 Lista de Publicac~oes
Alguns resultados obtidos na realizac~ao do doutorado foram pu-
blicados em revistas e congressos, os quais s~ao listados nesta sec~ao.
1.3.1 Artigo em Revista
1. Dill, G. K.; and Silva, A. S.; Robust Design of Power System
Controllers based on Optimization of Pseudospectral Functions
IEEE Transactions on Power Systems, vol.28, n.2, pp.1756-
1765, May, 2013. ISSN 0885-8950.
Apresentac~ao do Trabalho 5
1.3.2 Artigos em Congressos
1. Dill, G. K.; and Silva, A. S.; PSS Design Using Optimization
Search Methods, IFAC - In: 8th Power Plant and Power
System Control (PP&PSC). September, 2012.
2. Dill, G. K.; and Silva, A. S.; Design of Robust Power System
Controllers Using Parametric Optimization,XII Symposium of
Specialists in Electric Operational and Expansion Plan-
ning, May, 2012.
3. Dill, G. K.; and Silva, A. S.; Projeto de Controladores para Sis-
temas de Pote^ncia Utilizando Algoritmos Classicos e Heursticos,
In: The 9th Latin-American Congress on Electricity Ge-
neration and Transmission (CLAGTEE), Novembro, 2011.
4. Dill, G. K.; and Silva, A. S.; Power System Stabilizer Design
Using Optimization and Pseudospectra, IEEE Power Tech 2011,
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1.4 Apresentac~ao do Trabalho
A estrutura da tese e composta por oito captulos. Um breve
resumo dos captulos e apresentado nesta sec~ao.
 Captulo 2: Estabilidade de Pequenas Perturbac~oes
Uma denic~ao do sistema eletrico de pote^ncia e os controlado-
res envolvidos, bem como os conceitos relacionados a estabili-
dade dos sistemas de pote^ncia e introduzido. O foco principal do
captulo e apresentar o problema de oscilac~oes eletromeca^nicas
e sua soluc~ao, atraves do uso de estabilizadores. Denic~oes en-
volvendo os diferentes tipos de estruturas de controle utilizadas
na literatura e analise modal tambem s~ao apresentados, de onde
s~ao obtidas informac~oes dos modos do sistema e indicadores de
desempenho.
 Captulo 3: Projeto de Controladores Robustos
Diferentes metodos de projeto de controladores s~ao apresenta-
dos e discutidos neste captulo. Metodos de projeto que utilizam
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tecnicas de controle classico s~ao apresentados, porem a e^nfase
e dada aos metodos de projeto baseados em otimizac~ao, onde
tecnicas de controle multivariavel e robustez s~ao consideradas.
Metodos analticos, envolvendo LMIs e BMIs s~ao comparados
com metodos parametricos, os quais referem-se a proposta desse
trabalho.
 Captulo 4: Modelagem do Sistema de Pote^ncia
A modelagem do sistema eletrico de pote^ncia e baseada na line-
arizac~ao do sistema, considerando os dados de gerac~ao e trans-
miss~ao de energia. O sistema linearizado na forma de espaco de
estados e combinado com o sistema de controle, tambem repre-
sentado na forma de espaco de estados, gerando um sistema, em
malha fechada, na forma aumentada. O sistema aumentado e re-
presentado de duas formas distintas, onde em uma delas e possvel
considerar entradas externas. A modelagem de sinais remotos e
duas diferentes estruturas de controle tambem s~ao apresentadas.
 Captulo 5: Indices de Desempenho e Robustez
A formulac~ao do problema de otimizac~ao e denida atraves dos
ndices de desempenho e robustez. Os ndices de desempenho
e robustez s~ao formulados para atender requisitos mnimos de
controle: a estabilidade; o amortecimento mnimo; o tempo de
resposta e a robustez. As denic~oes dos ndices de desempenho
e robustez s~ao baseadas no conceito do pseudoespectro e valor
singular de matrizes. Diferentes ndices s~ao formulados com o
objetivo de atender a um ou mais requisito de controle.
 Captulo 6: Metodologia de Projeto
A metodologia de projeto parametrico e apresentada no Captulo
6. Os problemas de otimizac~ao mono-objetivo e multiobjetivo,
considerando os diferentes ndices de desempenho e robustez, s~ao
formulados. Os diferentes metodos de otimizac~ao utilizados para
a soluc~ao destes problemas tambem s~ao apresentados. Uma atenc~ao
maior e dada aos problemas com multiplos objetivos e metodos
de otimizac~ao baseados em heursticas, onde o criterio de Pareto
e utilizado para a selec~ao das melhores soluc~oes.
 Captulo 7: Resultados
Os resultados do projeto de controladores, utilizando os metodos
de projeto parametricos, s~ao apresentados neste captulo. Tre^s
sistemas testes s~ao utilizados para avaliac~ao dos resultados que
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consideram os diferentes ndices de desempenho e robustez e os
diferentes metodos de otimizac~ao. Simulac~oes no tempo, envol-
vendo o modelo n~ao linear do sistema, bem como as soluc~oes con-
servadoras obtidas com o pseudoespectro e diferentes estruturas
de controle, s~ao apresentadas. Alem disso, comparac~oes com ou-
tros metodos de projeto, que consideram robustez como requisito
de controle, s~ao realizadas.
 Captulo 8: Conclus~oes
A avaliac~ao das potencialidades da metodologia proposta s~ao apre-
sentadas na conclus~ao. Neste captulo s~ao relatados os principais
resultados obtidos nesta tese e levantados os possveis trabalhos
que possam vir a contribuir para o desenvolvimento e melhoria do
projeto de controladores para os sistemas eletricos de pote^ncia.
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92 ESTABILIDADE DE PEQUENAS PERTURBAC ~OES
2.1 Introduc~ao
O sucesso da operac~ao dos sistemas de pote^ncia depende larga-
mente da habilidade dos engenheiros de operac~ao e dos dispositivos da
rede em fornecer o servico de energia initerruptamente. A operac~ao
satisfatoria dos sistemas eletricos requer o fornecimento de energia as
cargas, com tens~ao e freque^ncia constantes. Tal exige^ncia e satisfeita
pelos geradores sncronos e seus controladores primarios.
Disturbios nos sistemas, tais como variac~oes de carga, mudancas
topologicas e interrupc~ao de energia em determinadas areas podem afe-
tar a sincronizac~ao entre as fontes de gerac~ao de energia, podendo pro-
vocar a interrupc~ao do fornecimento de energia para todo sistema. Esta
e a principal raz~ao para o estudo da estabilidade dos sistemas eletricos,
os quais devem ser capazes de operar de forma estavel sobre condic~oes
normais de operac~ao, bem como sob condic~oes adversas.
Neste captulo, e apresentado brevemente a congurac~ao tpica
de um sistema eletrico de pote^ncia, desde a gerac~ao ate os consumi-
dores nais, destacando-se os controles associados ao sistema. Dentro
deste contexto e explorado os conceitos relacionados a estabilidade do
sistema, a origem e a natureza das oscilac~oes eletromeca^nicas e as di-
ferentes estruturas de controles utilizadas para garantir a estabilidade
dos sistemas de pote^ncia. Um estudo envolvendo a analise modal e
apresentado para que seja possvel denir os autovalores e autovetores
que s~ao utilizados para a determinac~ao da localizac~ao e escolha dos si-
nais, bem como para fornecer informac~oes sobre os modos de oscilac~ao
eletromeca^nicos.
2.2 O Sistema Eletrico de Pote^ncia e seus Controles
Os sistemas de pote^ncia variam em dimens~ao e componentes es-
truturais, dependendo do local onde s~ao instalados e da capacidade de
transmiss~ao e controle do despacho de energia. Apesar disso, todos
os sistemas eletricos possuem as mesmas caractersticas basicas: s~ao
compostos por sistemas de corrente alternada ou contnua com tens~ao
e freque^ncia constante; utilizam geradores sncronos ou assncronos;
linhas de transmiss~ao; transformadores eletricos e dispositivos de con-
trole.
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Alem de gerar, transmitir e distribuir a energia eletrica, um sis-
tema eletrico de pote^ncia deve ser capaz de atender contnuas mu-
dancas de demanda de energia ativa e reativa, mantendo a qualidade
de pote^ncia fornecida e respeitando os limites de variac~ao de freque^ncia
e tens~ao [1]. Para atender tal requisito, subsistemas de controle devem
ser inseridos no sistema eletrico de pote^ncia. Uma estrutura com dife-
rentes sistemas de controle que atuam nos sistemas eletricos de pote^ncia
e ilustrada na Figura 1.
Figura 1 { Sistema de Pote^ncia e Controles Associados [1]
Os controles podem atuar diretamente sobre os dispositivos in-
dividuais do sistema eletrico de pote^ncia, ou para um conjunto de dis-
positivos. O controle na unidade de gerac~ao, no qual esta proposta esta
inserida, abrange o sistema de excitac~ao e o controle da fonte primaria.
O controle do sistema de excitac~ao e usado para controlar a tens~ao ter-
minal do gerador e o controle da fonte primaria e usado para regular o
torque de pote^ncia.
Alem do controle da unidade de gerac~ao, existe o controle de
carga-freque^ncia do sistema, o controle do despacho econo^mico de ener-
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gia, o controle dos alimentadores no sistema de distribuic~ao e o controle
de pote^ncia ativa e reativa na transmiss~ao.
O objetivo dos controles depende do estado de operac~ao do sis-
tema. Em condic~oes normais de operac~ao, o objetivo e controlar o
sistema, mantendo os valores de tens~ao e freque^ncia proximos do valor
nominal. Em condic~oes anormais (perda de gerac~ao, carga ou abertura
de linha), o objetivo do controle e restaurar o sistema fazendo o mesmo
voltar a operar num estado estavel.
Neste trabalho, sera dada e^nfase ao controle de unidades gerado-
ras, onde uma malha de controle adicional e inserida no sistema de ex-
citac~ao para fornecer torque de amortecimento. Essa malha de controle
deve suprir torque de amortecimento ao sistema eletrico sob condic~oes
normais ou anormais de operac~ao. Logo, os sistemas de controle est~ao
associados aos conceitos de estabilidade dos sistemas de pote^ncia, a
qual e denida na proxima sec~ao.
2.3 Estabilidade de Sistemas Eletricos de Pote^ncia
A estabilidade de um sistema de pote^ncia esta relacionada a ca-
pacidade do mesmo manter-se em sincronismo sob condic~oes normais
de operac~ao e em alcancar um novo estado de equilbrio apos sofrer
algum disturbio. A estabilidade de um sistema eletrico de pote^ncia de-
pende da sua congurac~ao, da condic~ao de operac~ao, bem como do tipo
de perturbac~ao e de sua intensidade. Nos estudos de estabilidade, esse
conceito e dividido em estabilidade tens~ao, a qual n~ao sera abordada
neste trabalho e em estabilidade eletromeca^nica.
2.3.1 Estabilidade Angular
A estabilidade angular, tambem conhecida como estabilidade ele-
tromeca^nica, e denida pela capacidade do sistema eletrico de pote^ncia
manter-se em sincronismo apos ter sido submetido a um disturbio.
Isso depende, fundamentalmente, da habilidade em manter=restaurar o
equilbrio entre torque eletromagnetico e torque meca^nico de cada gera-
dor do sistema. Os disturbios submetidos nos sistemas eletricos podem
ser de larga escala ou pequena escala, o que dene a estabilidade tran-
sitoria e a estabilidade de pequenas perburbac~oes, respectivamente.
Disturbios de larga escala est~ao associados a grandes excurs~oes
do a^ngulo do rotor do gerador, ocasionado pela retirada de uma linha de
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transmiss~ao ou perda de unidades geradoras por exemplo. Neste caso,
n~ao e possvel o sistema retornar ao mesmo ponto de equilbrio anterior.
Disturbios de pequena escala est~ao relacionados a um pequeno desvio
em um estado do sistema [17]. Neste caso, e possvel o sistema retornar
ao mesmo ponto de equilbrio anterior, ou para um ponto proximo do
ponto de equilbrio anterior. A instabilidade, em ambos os casos, ocorre
na forma do aumento do a^ngulo de alguns geradores do sistema, levando
a perda de sincronismo [2].
2.4 Analise Modal
A analise modal consiste na determinac~ao dos modos eletro-
meca^nicos (autovalores) que d~ao origem as oscilac~oes eletromeca^nicas
nos sistemas eletricos de pote^ncia. Tais indicadores s~ao obtidos atraves
da linearizac~ao do sistema para um determinado ponto de operac~ao.
O sistema linearizado em torno de um ponto de equilbrio e represen-
tado na forma de matrizes para que seja possvel avaliar a estabilidade
do sistema para o ponto escolhido e a regi~ao vizinha a esse ponto de
operac~ao.
2.4.1 Linearizac~ao do Modelo do Sistema Eletrico de Pote^ncia
Um sistema eletrico de pote^ncia, incluindo os geradores, con-
troladores, cargas e linhas de transmiss~ao, pode ser descrito por um
sistema n~ao-linear, na forma [18].
_x = f(x; z;u) (2.1)
0 = g(x; z;u) (2.2)
y = h(x; z;u) (2.3)
onde x 2 <n e o vetor de variaveis de estado, z 2 <m e o vetor de
variaveis algebricas e u 2 <p e o vetor de variaveis de entrada do sis-
tema. As equac~oes diferenciais associadas aos geradores, bem como
aos controladores, cargas e dispositivos dina^micos, tais como compen-
sadores de reativos s~ao representados pela equac~ao (2.1). As equac~oes
algebricas, da conex~ao dos geradores do sistema eletrico as linhas de
transmiss~ao e transformadores, s~ao representadas pela equac~ao (2.2) e
a equac~ao (2.3) s~ao equac~oes algebricas de sada do sistema referentes a
pote^ncia eletrica, corrente eletrica, freque^ncia e tens~ao nas barras [1, 2].
Analise Modal 13
Linearizando-se as equac~oes (2.1) a (2.3), em torno de um ponto
de equilbrio fx0; z0; u0g tem-se as seguintes equac~oes
 _x =
@f
@x
x+
@f
@z
z+
@f
@u
u (2.4)
0 =
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x+
@g
@z
z+
@g
@u
u (2.5)
y =
@h
@x
x+
@h
@z
z+
@h
@u
u (2.6)
onde x e uma variac~ao do vetor de estados em torno do ponto de
equilibrio, z uma variac~ao das variaveis algebricas e u uma variac~ao
do vetor de entradas.
Eliminando-se o vetor de variaveis algebricas z tem-se o sistema
 _x = Ax+Bu (2.7)
y = Cx+Du (2.8)
onde A;B;C e D s~ao as matrizes de derivadas parciais em (2.4), (2.5)
e (2.6) avaliadas para o ponto de equilbrio fx0; z0; u0g dadas por
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(2.11)
D =
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(2.12)
As matrizes A;B;C e D representam o sistema linearizado, em
torno de um ponto de equilbrio, na forma de espaco de estados, no
domnio do tempo. O smbolo  das equac~oes (2.7) e (2.8) e omitido
para seguir a representac~ao padr~ao na forma de espaco de estados,
fazendo x e u os valores incrementais.
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2.4.2 Analise dos Autovalores, Autovetores e Modos
Os autovalores de uma matriz A s~ao denidos como os valores
do para^metro escalar zi para o qual existem soluc~oes n~ao triviais da
equac~ao
Avi = zivi (2.13)
onde vi e o i
esimo autovetor a direita da matriz A, correspondente ao
iesimo autovalor zi [1].
Similarmente, um autovetor a esquerda da matriz A tambem
pode ser representado, o qual satisfaz a equac~ao (2.14) para um deter-
minado zi
wiA = ziw

i (2.14)
onde wi = [w

1 ; w

2 ; :::; w

n], representado pelo transposto conjugado do
vetor linha wi, e o i
esimo autovetor a esquerda da matriz A, correspon-
dente ao iesimo autovalor zi [1].
Para encontrar os autovalores da equac~ao (2.13) ou (2.14) calculam-
se as razes da equac~ao caracterstica
det(A  ziI) = 0 (2.15)
As n soluc~oes de zi = [z1; z2; :::; zn], obtidas da equac~ao (2.15), s~ao os
autovalores da matriz A.
Observac~ao: Nesta sec~ao, zi representa o conjunto de autovalores da
matriz A, enquanto que o vetor z na sec~ao 2.4.1 representa o vetor de variaveis
algebricas do sistema eletrico de pote^ncia.
Em notac~ao simbolica os autovalores s~ao representados por
zi = xi  jyi (2.16)
A parte real xi esta relacionada ao amortecimento do sistema e a parte
imaginaria yi esta relacionada ao amortecimento e freque^ncia de os-
cilac~ao do sistema [2]. O amortecimento e a freque^ncia de oscilac~ao do
sistema s~ao determinados por
i =   xip
x2i + y
2
i
(2.17)
fi =
yi
2
(2.18)
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Os autovalores podem conter somente parte real ou somente
parte real e imaginaria. Um autovalor somente com parte real cor-
responde a um modo n~ao oscilatorio. Um autovalor somente com parte
real negativa corresponde a um modo estavel n~ao oscilatorio e um auto-
valor com parte real positiva caracteriza uma instabilidade monoto^nica.
Autovalores complexos ocorrem em pares conjugados, e cada par cor-
responde a um modo oscilatorio. Se a parte real for negativa as os-
cilac~oes s~ao amortecidas, se a parte real for positiva, as oscilac~oes tem
amplitudes crescentes caracterizando uma instabilidade oscilatoria.
Em sistemas de pote^ncia, os autovetores a direita s~ao conhecidos
como mode-shapes. O autovetor vi e conhecido como o i
esimo mode-
shape, correspondente ao autovalor zi [2].
O mode-shape da uma medida da atividade de uma variavel de
estado quando um determinado modo e excitado [19]. As magnitudes
dos elementos do vetor vi fornecem o grau de atividade de cada variavel
de estado em relac~ao ao iesimo modo, enquanto os a^ngulos dos elemen-
tos do vetor vi fornecem as defasagens de cada variavel de estado em
relac~ao ao iesimo modo.
Os mode-shapes fornecem informac~oes importantes na participa-
c~ao de uma maquina ou grupo de maquinas em um modo de oscilac~ao
eletromeca^nico especco. E atraves dos mode-shapes que pode-se iden-
ticar qual a natureza da oscilac~ao e quais maquinas do sistema est~ao
oscilando com a mesma fase ou em oposic~ao de fase entre si, o que
provoca o desequilbrio.
2.5 O Problema da Estabilidade de Pequenas Perturbac~oes
As oscilac~oes eletromeca^nicas surgem devido a falta de torque de
amortecimento nos sistemas eletricos de pote^ncia. A caracterstica da
inercia das maquinas e o a^ngulo de pote^ncia, para diferentes condic~oes
de operac~ao, podem levar a oscilac~oes de freque^ncia entre os geradores
do sistema. A inercia das maquinas evita que a pote^ncia meca^nica seja
reduzida nos primeiros instantes apos uma reduc~ao da pote^ncia eletrica,
fazendo com que o rotor acelere, aumentando seu a^ngulo rotorico e pro-
vocando as oscilac~oes [20]. Alem disso, reguladores de tens~ao com alto
ganho e baixo torque de amortecimento, bem como utuac~oes de carga
sazonais, diante de uma perturbac~ao, d~ao origem a oscilac~oes eletro-
meca^nicas contnuas. Essas oscilac~oes eletromeca^nicas, se n~ao forem
amortecidas, podem levar o sistema eletrico de pote^ncia a instabilidade.
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Por estas raz~oes, faz-se necessario estudar a estabilidade de pequenas
perturbac~oes dos sistemas eletricos.
2.5.1 Natureza das Oscilac~oes Eletromeca^nicas
Um sistema eletrico de pote^ncia exibe varios modos de oscilac~ao,
como, por exemplo, os introduzidos pelas ac~oes dos controles de ex-
citac~ao e de velocidade. No entanto, os de principal interesse s~ao os
modos eletromeca^nicos de baixa freque^ncia, os quais s~ao associados
ao comportamento dina^mico dos rotores dos geradores. Esses modos
s~ao responsaveis por oscilac~oes que situam-se na faixa de freque^ncia de
0,1 a 3,0 Hz. Os modos eletromeca^nicos s~ao classicados por: modo
intra-planta; modo local; modo inter-area; modo de controle; e modo
torsional [2].
 Modos intra-planta: um ou mais geradores oscilam contra outro
da mesma planta. Modos intra-planta apresentam freque^ncias de
oscilac~ao entre 2,0 e 3,0 Hz.
 Modos locais: s~ao caracterizados pela oscilac~ao de um gerador
(ou grupo de geradores) contra o resto do sistema. O termo local
e utilizado em raz~ao das oscilac~oes estarem localizadas em uma
usina, ou em uma pequena parte do sistema. S~ao modos com
freque^ncia entre 1,0 a 2,0 Hz.
 Modos inter-area: s~ao observados quando um grupo de geradores
localizados em uma area oscilam contra outro grupo de geradores
localizados em outra area do sistema. As freque^ncias variam entre
0,1 e 0,7 Hz.
 Modos de controle: s~ao associados a controles de unidades de
gerac~ao, tais como: controle de excitac~ao; reguladores, converso-
res HVDC e controle de dispositivos FACTS. As freque^ncias de
oscilac~oes s~ao bem superiores a 3,0 Hz.
 Modos torsionais: s~ao caracterizados por oscilac~oes entre a tur-
bina, ou fonte primaria e controles do sistema. As freque^ncias
variam entre 10 e 46 Hz.
As Figuras 2 e 3 ilustram exemplos de modos de oscilac~ao, os
quais devem ser atenuados nos sistemas avaliados nesse trabalho.
Para evitar a perda de sincronismo do sistema, devido a um
amortecimento insuciente ou ate mesmo uma instabilidade oscilatoria,
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Figura 2 { Modo local [2] Figura 3 { Modo inter-area [2]
dispositivos de controle s~ao empregados, podendo atuar diretamente
nos geradores ou nas linhas e barras do sistema. Estes dispositivos tem
por objetivo fornecer torque de amortecimento ao sistema reduzindo as
oscilac~oes eletromeca^nicas.
2.6 Melhoria da Estabilidade de Pequenas Perturbac~oes
Diante do problema das oscilac~oes eletromeca^nicas em sistemas
eletricos, que podem levar o mesmo a instabilidade, a utilizac~ao de
fontes de amortecimento e um fator primordial para a garantia da se-
guranca do sistema. Nesta sec~ao, apresentam-se as diferentes fontes
de amortecimento que tem a func~ao de amortecer as oscilac~oes eletro-
meca^nicas.
2.6.1 Fontes de Amortecimento
Ate agora, os dois principais controladores usados para melho-
rar signicativamente o amortecimento dos modos de oscilac~ao eletro-
meca^nicos dos sistema de pote^ncia, conhecido como fontes de amorteci-
mento, s~ao os ESP (Estabilizadores do Sistema de Pote^ncia), tambem
conhecidos na literatura como PSS (Power Systems Stabilizers) e os
sistemas de controle suplementar instalados em equipamentos FACTS
(Flexible AC Transmission System).
Os ESP s~ao controladores acoplados aos reguladores de tens~ao
das maquinas, como um controle adicional, com o objetivo de melhorar
o amortecimento e robustez dos sistemas. Os ESP tem a func~ao de
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introduzir torque de amortecimento no rotor das maquinas sncronas.
Quando a velocidade angular do rotor da maquina oscila, o torque de
amortecimento produzido pelo ESP e usado para atenuar a oscilac~ao.
Com um ajuste adequado dos ESP pode-se evitar possveis instabilida-
des de modos eletromeca^nicos em sistemas eletricos de pote^ncia [1].
Os equipamentos FACTS s~ao instalados diretamente no sistema
para operac~ao contnua e atuam na compensac~ao de pote^ncia reativa,
uxo de pote^ncia, controle de tens~ao e melhoria do amortecimento do
sistema. Eles podem operar em serie junto a uma linha de transmiss~ao
ou em derivac~ao associados a uma barra do sistema. Estes dispositivos
possuem, alem do controle primario, que atua no controle de tens~ao
ou uxo de pote^ncia, um controle suplementar, tambem conhecido na
literatura como POD (Power Oscillation Damping), destinado ao amor-
tecimento de oscilac~oes eletromeca^nicas. Os FACTS tem como desvan-
tagem o elevado custo de implantac~ao, comparado com os ESP que s~ao
acoplados diretamente a excitac~ao dos geradores, alem da diculdade
de coordenac~ao com outras fontes de amortecimento [3].
Sistemas de transmiss~ao HVDC, os quais tem uma caracterstica
de resposta rapida, tambem podem ser usados para o amortecimento
de oscilac~oes eletromeca^nicas [21]. Estudos na area de modulac~ao de
pote^ncia ativa tambem vem sendo considerados [22, 23]. Alem disso,
os enrolamentos amortecedores dos circuitos dos rotores das maquinas
sncronas tambem podem fornecer torque de amortecimento porem, em
percentual muito pequeno, comparado com os ESP e FACTS, sendo,
as vezes, suciente apenas para pequenas oscilac~oes locais e, em geral,
insuciente para oscilac~oes inter-area [2].
2.6.2 A Estrutura dos Estabilizadores
A estrutura dos estabilizadores e composta por um ganho, um
bloco de compensac~ao de fase e um ltro chamado Washout. A estru-
tura classica ilustrada na Figura 4 pode ser aplicada nos equipamentos
FACTS, bem como nos ESP.
O Washout, representado pelo primeiro bloco, cuja constante de
tempo e denida por Tw, e um ltro passa alta, utilizado para atenuar
o sinal estabilizador em baixas freque^ncias. O ganho e a compensac~ao
de fase s~ao utilizados para compensar a fase do sistema na faixa de
freque^ncia de interesse. Em geral, utilizam-se compensadores avanco-
atraso dependendo do tipo de sinal de entrada.
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Figura 4 { Estrutura Classica do Controle Suplementar
O sinal de sada dos ESP deve ser limitado, pois em caso contrario
pode interferir na ac~ao do Regulador Automatico de Tens~ao (RAT). O
RAT atua para controlar o valor da tens~ao terminal e, uma variac~ao da
velocidade do rotor ou freque^ncia poderiam levar o ESP a contrariar a
ac~ao do RAT. Um limite entre 0:05 e 0:1 p.u. e normal [1, 2]. Do
lado negativo, o limite e normalmente ajustado para  0:05 e no lado
positivo para +0:1 p.u. [1, 2]. Esse limite e importante apos a primeira
oscilac~ao, quando a unidade requer grande torque de sincronizac~ao para
voltar ao ponto de equilbrio. Neste trabalho a sada dos controladores
foi limitada entre  5% e +10%.
2.6.3 Sinais de Entrada dos Estabilizadores
Os sinais de entrada dos estabilizadores tem a func~ao de intro-
duzir um sinal variavel do gerador ou do sistema na entrada do con-
trolador, com o objetivo de garantir a observabilidade dos modos a
serem amortecidos. Os ESP podem utilizar sinais de entrada derivados
da velocidade, freque^ncia, pote^ncia eletrica, pote^ncia de acelerac~ao ou
variac~ao angular [24].
O sinal da velocidade do rotor sera adotado neste trabalho para
o projeto dos controladores. A escolha da utilizac~ao desse sinal vem do
fato de que o desvio de velocidade esta em fase com a componente do
torque de amortecimento do rotor das maquinas [2, 7] e e de facil ob-
tenc~ao. O sinal de velocidade e sensvel a rudo e interac~oes torcionais
em unidades termicas exigindo, neste caso, o uso de ltros torcionais.
Normalmente, esses ltros s~ao utilizados para reduzir as interac~oes,
porem tendem a introduzir um efeito desestabilizante no modo de ex-
citac~ao, que aumenta com o aumento do ganho do estabilizador [2].
A componente extra de torque de amortecimento introduzida
pela ac~ao do ESP deve estar em fase com a variac~ao de velocidade
do eixo da maquina. Assim, tomando-se o desvio de velocidade como
sinal de entrada w, e necessario que esse sinal sofra um de avanco de
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fase para compensar os atrasos introduzidos pela malha de controle de
tens~ao do sistema [25].
Um exemplo de resposta de velocidade de um sistema maquina-
barra innita considerando a compensac~ao de fase e ilustrado na Fi-
gura 5, onde um curto-circuito trifasico, com durac~ao de 80ms e simu-
lado. Fica claro na Figura 5 a contribuic~ao do torque de amortecimento
pelo ESP, amortecendo as oscilac~oes rapidamente.
Figura 5 { Resposta do Sistema a um disturbio [2]
2.7 Estruturas de Controle
A estrutura de controle do ESP tem a capacidade de contro-
lar um ou mais modos inter-area dominantes nos sistemas eletricos de
pote^ncia. Os controladores podem controlar multiplos modos, desde
que o sinal de entrada tenha consideravel observabilidade em relac~ao
aos mesmos. Dessa forma, a aplicac~ao classica dos ESP, medindo si-
nais e amortecendo oscilac~oes localmente e, talvez, adicionando amor-
tecimento a um ou mais modos inter-area, pode n~ao ser suciente em
todos os casos. Com o objetivo de atender a multiplos modos inter-area,
novas estruturas de controle vem sendo propostas [3].
Os ESP pode ter diferentes tipos de estruturas de controle: a
descentralizada, a quase-descentralizada, a centralizada e a hierarquica.
Essas estruturas permitem o projeto de controladores utilizando sinais
locais e remotos atraves de tecnicas de controle multivariavel, onde o
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projeto de todos os controladores do sistema pode ser realizado simulta-
neamente efetuando-se a coordenac~ao entre todas as fontes de gerac~ao
e controle. A Figura 6 ilustra uma estrutura de controle hierarquica,
da qual pode se obter a estrutura centralizada e descentralizada.
Figura 6 { Estrutura de Controle Hierarquico [3]
O uso de estruturas de controle que utilizam sinais remotos (a
excec~ao da descentralizada) tornou-se viavel com o desenvolvimento dos
sistemas de medic~ao fasorial sincronizada que criou uma infraestrutura
capaz de lidar com a medic~ao e transmiss~ao de sinais remotos [26{29].
A aplicac~ao das diferentes estruturas de controle n~ao visam ape-
nas a melhoria da estabilidade de pequenas perturbac~oes. Numa vis~ao
global, elas visam melhorar a seguranca do sistema eletrico de pote^ncia
elevando sua capacidade de controle diante das mais diversas perturba-
c~oes.
2.7.1 Estrutura de Controle Descentralizado
Neste tipo de estrutura, cada controlador e alimentado por um
sinal local, originado do proprio gerador em que esta alocado. O sinal
e processado localmente no dispositivo e um sinal de controle e gerado.
Em relac~ao ao projeto do controlador, podem ser considerados metodos
de projetos SISO ou MIMO [3, 30{32].
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Esta e a estrutura de controle mais utilizada na literatura e pela
industria, porem tende a ser menos efetiva para amortecimento de mo-
dos inter-area. Aplicac~oes desta estrutura de controle s~ao apresentadas
em [33{35].
2.7.2 Estrutura de Controle Quase-Descentralizado
Nesse tipo de estrutura, o controlador pode ser alimentado por
sinais locais e remotos. Os sinais locais e remotos s~ao processados
localmente no dispositivo e um sinal de controle e gerado. Em relac~ao
ao projeto, s~ao considerados metodos de projeto MISO, em que os sinais
de entrada s~ao processados no proprio controlador, resultando em um
unico sinal de sada [26, 36].
Na literatura, encontram-se trabalhos que procuram explorar a
aplicabilidade desse tipo de controlador no sistema, usando dados re-
motos de PMUs (Unidades de Medic~ao Fasorial) [30, 31].
2.7.3 Estrutura de Controle Centralizado
O controle centralizado normalmente e situado em um local cen-
tral (subestac~ao central ou centro de operac~ao) e consiste de um contro-
lador projetado para otimizar o desempenho do sistema de uma forma
global [3].
O controle centralizado utiliza sinais remotos, podendo receber
multiplos sinais e visa o amortecimento de modos inter-area. Os sinais
s~ao processados no controlador e enviados a planta localizada remota-
mente. Este controle utiliza estrutura do tipo MIMO. Nas refere^ncias
[37, 38] s~ao apresentados controles centrais utilizando medic~ao fasorial
sincronizada, aplicada aos sistemas de pote^ncia.
2.7.4 Estrutura de Controle Hierarquico
A estrutura de controle hierarquico e uma combinac~ao da es-
trutura descentralizada com a centralizada e visa o amortecimento de
modos locais e inter-area. Os sinais s~ao processados no controlador
central e enviados a planta. Na planta, os sinais do controle central s~ao
combinados com os sinais do controlador local, aumentando a capaci-
dade de controle do sistema. Trabalhos utilizando controle hierarquico
podem ser encontrados em [3, 28, 39].
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No controle hierarquico o sistema apresenta um maior nvel de
robustez, uma vez que, com a perda de algum canal de comunicac~ao
da estrutura centralizada, um amortecimento mnimo e garantido pelo
controle descentralizado, que pode ser ajustado de forma coordenada
com o controle central ou independente, pelo proprio operador local [3].
2.8 Localizac~ao dos Controladores e Escolha de Sinais
Dadas as denic~oes dos ESP e sua utilizac~ao em diferentes estru-
turas de controle, e pre requisito de projeto saber a melhor localizac~ao
para a instalac~ao dessas fontes de amortecimento, bem como a escolha
do melhor sinal de controle a ser utilizado. Tais conceitos s~ao obtidos a
partir da analise modal, onde os indicadores, para estes ns, s~ao obtidos
dos autovetores dos sistemas.
Os ndices de controlabilidade, fatores de participac~ao e resduos
s~ao utilizados para avaliar qual unidade de gerac~ao do sistema apresenta
maior capacidade de controlar o mesmo. Ja o ndice de observabilidade
e utilizado para denir qual unidade de gerac~ao do sistema apresenta
o melhor sinal de entrada para o controlador a ser projetado.
2.8.1 Fatores de Participac~ao
Os fatores de participac~ao s~ao determinados pelo produto (ele-
mento a elemento) dos autovetores a esquerda e a direita e d~ao como
resultado o peso de cada estado em cada modo do sistema [2].
Em sistemas MIMO, os autovetores a esquerda e a direita s~ao
representados por matrizes de autovetores. A matriz de autovetores a
esquerda e denida por V = [v1n; v2n; :::; vnn] e a matriz de autovetores
a direita por W = [w1n; w2n; :::; wnn]. Sendo assim, a matriz com os
fatores de participac~ao e denida como
z1 : : : zi : : : zn
P =
26666664
p11 : : : pii : : : p1n
...
. . .
...
. . .
...
pk1 : : : pki : : : pkn
... : : :
...
. . .
...
pn1 : : : pni : : : pnn
37777775
x1
...
xk
...
xn
(2.19)
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onde pki e o produto elemento a elemento dewki:vki. Na equac~ao (2.19),
cada fator de participac~ao esta relacionado a contribuic~ao da kesima
variavel de estado no iesimo modo.
Com o objetivo de avaliar a inue^ncia dos elementos da matriz
P e conveniente realizar uma normalizac~ao dos fatores de participac~ao.
Assim, uma denic~ao generica dos fatores de participac~ao normalizados
pode ser apresentada.
Denic~ao 1 ( [2, 40]). Os fatores de participac~ao normalizados de uma
matriz A s~ao denidos por
pki =
jwkij:jvkijPk=n
k=1 jwkij:jvkij
(2.20)
onde a soma dos fatores de participac~ao e igual a 1.
Os fatores de participac~ao s~ao uma importante ferramenta em
projeto de controladores porque s~ao utilizados para identicar qual ge-
rador do sistema e o melhor candidato para a implementac~ao do con-
trole.
2.8.2 Controlabilidade, Observabilidade e Resduos
Uma desvantagem dos fatores de participac~ao e que os mesmos
est~ao relacionados somente aos estados do sistema e n~ao levam em con-
siderac~ao as entradas e sadas. Assim, e difcil identicar a efetividade
do controlador se essas informac~oes n~ao forem consideradas. A efetivi-
dade do controlador pode ser identicada pelos ndices de controlabili-
dade, observabilidade e resduos. A denic~ao desses ndices e baseada
na func~ao de transfere^ncia do sistema das equac~oes (2.7) e (2.8), repre-
sentada em espaco de estados.
y(s)
u(s)
= Gr(s) = (D+C(sI A) 1B) (2.21)
onde y(s) representa um conjunto de variaveis de sada e u(s) um
conjunto de variaveis de entrada do sistema.
Considerando que o termo D n~ao inuencia o modo e fazendo-se
VW = I, a equac~ao (2.21) pode ser reescrita por
Gr(s) = CVW(sI A) 1VWB (2.22)
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onde V e W s~ao matrizes compostas pelo conjunto de autovetores as-
sociados a cada autovalor zi da matriz A. Fazendo-se as multiplicac~oes
em (2.22) obtem-se a seguinte func~ao de transfere^ncia
Gr(s) = CV[V
 1(sI A)W 1] 1WB (2.23)
Gr(s) = CV(sI ) 1WB (2.24)
onde  = diag(z1; z2; :::; zn). Assim, a func~ao Gr(s) pode ser repre-
sentada da seguinte forma
Gr(s) =
nX
i=1
Cviw

iB
s  zi (2.25)
onde Cvi e a matriz observabilidade modal e w

iB e a matriz contro-
labilidade modal.
Em sistemas MIMO, a matriz Cvi relaciona os estados do sis-
tema as sadas e a matriz wiB relaciona as sadas com as entradas
do sistema. Na matriz Cvi e possvel identicar qual estado tem mais
inue^ncia na observabilidade do modo. Na matriz wiB e possvel iden-
ticar qual entrada tem maior inue^ncia na controlabilidade do modo.
O produto das matrizes controlabilidade modal e observabilidade
modal gera uma matriz de resduos em sistemas multivariaveis. Assim,
a equac~ao (2.25) pode ser representada por
Gr(s) =
nX
i=1
Ri
s  zi (2.26)
onde Ri e a i
esima matriz de resduos correspondente ao iesimo autova-
lor zi [2].
A matriz de resduos da uma medida da sensibilidade do auto-
valor zi a uma realimentac~ao adicionada a uma func~ao de transfere^ncia
do sistema em malha aberta. Na matriz Ri e possvel identicar a me-
lhor localizac~ao do ESP, ou seja, e possvel identicar o gerador onde a
realimentac~ao com o ESP sera mais efetiva.
2.9 Conclus~oes
Neste captulo, apresentou-se resumidamente os componentes do
sistema eletrico de pote^ncia e os conceitos de estabilidades relativos a
estes sistemas. O problema das oscilac~oes eletromeca^nicas que podem
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levar o sistema a instabilidade e a soluc~ao atraves do uso de fontes de
amortecimento (ESP). Alem disso, foram denidos os diferentes tipos
de estruturas para as fontes de amortecimento e a analise dos sistemas
eletricos linearizados com a denic~ao de conceitos importantes para o
entendimento do trabalho.
A partir do problema de oscilac~oes eletromeca^nicas e das possveis
soluc~oes, deniu-se o objetivo do trabalho utilizando as estruturas de
controle apresentadas. O enfoque dado neste trabalho sera apenas o
projeto do ESP. A utilizac~ao de equipamentos FACTS n~ao sera conside-
rada em func~ao do elevado custo desses equipamentos e as diculdades
de coordenac~ao com os dispositivos de controle ja existentes nos siste-
mas eletricos. A metodologia de projeto dos controladores, os requisitos
de desempenho e a modelagem do sistema e controle ser~ao apresentados
e discutidos nos proximos captulos.
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3 PROJETO DE CONTROLADORES ROBUSTOS
3.1 Introduc~ao
No seulo passado, consideravel e^nfase foi dada ao projeto econo^mi-
co de geradores, especialmente para os de elevada pote^ncia. Isso resul-
tou em maquinas com grandes reata^ncias sncronas e baixos torques
de sincronizac~ao [2]. O problema das grandes reata^ncias e baixos tor-
ques, na epoca, foi resolvido usando-se altos ganhos e rapida atuac~ao
do sistema de controle de excitac~ao, o que melhorou a estabilidade
transitoria dos sistemas. Por outro lado, o alto ganho do regulador
de tens~ao introduziu um torque de amortecimento negativo. Esse pro-
blema foi solucionado atraves da inclus~ao dos ESP, acoplado ao sistema
de excitac~ao, para produzir torque de amortecimento positivo.
Desde o surgimento dos ESP, varios metodos de projeto foram
e vem sendo propostos [1, 8, 33, 41{43]. As primeiras metodologias
de projeto baseavam-se nos metodos de controle classico. Essas meto-
dologias eram aplicadas apenas a sistemas do tipo SISO e requisitos
de robustez e coordenac~ao entre fontes de amortecimento n~ao eram
considerados. Requisitos de robustez e coordenac~ao entre fontes de
amortecimento passaram a ser considerados com a inclus~ao de tecnicas
de controle multivariavel e otimizac~ao. Dentro deste contexto surgem
os metodos de projeto analticos e os metodos de projeto parametricos.
Neste captulo, s~ao apresentados brevemente os metodos de pro-
jeto de controladores, baseados em tecnicas de controle classico e os que
utilizam otimizac~ao. Os metodos de projeto que utilizam otimizac~ao
s~ao divididos em metodos de projetos analticos e metodos de projeto
parametricos. Discuss~oes envolvendo os metodos de projeto que consi-
deram otimizac~ao e tecnicas de controle robusto s~ao realizadas.
3.2 Metodos de Projeto Usando Controle Classico
Metodos de projeto utilizando tecnicas de controle classico foram
largamente utilizados por varias decadas para o projeto de controlado-
res visando a melhoria da estabilidade de pequenos sinais. No controle
classico, o projeto de controladores e realizado um de cada vez. O pro-
jeto do ESP, considerando o controle classico, foi resolvido atraves do
posicionamento de polos usando o lugar das razes, atraves da resposta
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em freque^ncia usando o diagrama de Nyquist, ou atraves da func~ao de
transfere^ncia do sistema em malha aberta (GEP) [1, 25, 44, 45].
Projeto de controladores do tipo PI, PID, avanco de fase e avanco
atraso de fase foram utilizados para a obtenc~ao da func~ao de trans-
fere^ncia do controlador atraves dos metodos de controle classico. Re-
quisitos de estabilidade, amortecimento mnimo e ate mesmo tempo de
resposta eram especicados no projeto, porem nenhum criterio relaci-
onado a robustez e coordenac~ao entre as fontes de amortecimento era
considerado.
3.2.1 Posicionamento de Polos
O metodo do posicionamento de polos tem por nalidade deslo-
car os polos indesejaveis (que causam instabilidade) para uma posic~ao
mais adequada (com maior amortecimento). O projeto baseado nesta
metodologia consiste em determinar uma func~ao de transfere^ncia que
representa o controlador e, em malha fechada com o sistema, desloque
os autovalores para a regi~ao viavel [1]. Na Figura 7 e ilustrado um
exemplo do sistema em malha fechada com a func~ao de transfere^ncia
do controlador.
Figura 7 { Sistema de Controle em Malha Fechada
3.2.2 Resposta em Freque^ncia
Ometodo baseado no diagrama de Nyquist, considera a aplicac~ao
do criterio de Nyquist para projeto de controladores de sistemas mo-
novariaveis [41, 46]. O projeto de controladores e baseado na deter-
minac~ao da magnitude e fase da func~ao de transfere^ncia do sistema,
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para a qual, a func~ao de transfere^ncia do controlador, em malha fe-
chada, deve atender a um amortecimento mnimo e fase desejavel. A
magnitude e o a^ngulo s~ao determinados para a freque^ncia do modo
dominante do sistema, a qual e selecionada atraves do diagrama de
Nyquist [4].
O metodo de projeto baseado na func~ao de transfere^ncia do sis-
tema em malha aberta e semelhante ao projeto por Nyquist. Dada
a func~ao de transfere^ncia do sistema GEP (s), procura-se obter uma
func~ao ESP (s) capaz de compensar o ganho e fase do sistema GEP (s),
de forma a atender o amortecimento mnimo do sistema [47].
3.3 Metodos de Projeto Usando Otimizac~ao
Atualmente, o projeto de controladores considerando a coor-
denac~ao entre fontes de amortecimento e robustez e resolvido por metodos
de otimizac~ao e tecnicas de controle multivariavel.
Um problema envolvendo otimizac~ao esta relacionado a natureza
da formulac~ao do problema, mais precisamente a n~ao suavidade e n~ao
convexidade da func~ao objetivo. A estabilidade de um sistema eletrico
de pote^ncia, diante de perturbac~oes e assegurada quando os autovalores
do modelo do sistema linearizado se localizam no semiplano esquerdo
do plano complexo. Do ponto de vista de matrizes reais, essa condic~ao
e n~ao convexa, e havendo mais de um autovalor com parte real igual,
ou par conjugado, a condic~ao e dita n~ao suave [48]. Estas armac~oes
est~ao associadas as seguintes denic~oes:
Denic~ao 2. Um subconjunto S  <n e convexo se e somente se 8x; y
2 S,  2 [0; 1] se verica que [49]
x+ (1  )y 2 S (3.1)
Denic~ao 3. Seja f 2 C. Ent~ao, f e convexa em S convexo se e
somente se 8x; y 2 S se verica [49]
f(x+ (1  )y)  f(x) + (1  )f(y) (3.2)
Denic~ao 4. Seja f 2 C. Ent~ao f e suave sempre que suas derivadas
parciais, de qualquer ordem, est~ao denidas e s~ao contnuas [49].
Observac~ao: Note que nas denic~oes 3 e 4, x e y n~ao representam a parte
real e imaginaria dos autovalores, respectivamente, conforme denido na sec~ao 2.4.2.
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Diversas tecnicas vem sendo aplicadas para projeto de ESP, uti-
lizando otimizac~ao numerica, tecnicas de controle multivariavel e ro-
bustez, levando-se em considerac~ao a n~ao convexidade e n~ao suavi-
dade dos problemas. Nesta sec~ao, apresentam-se os metodos de projeto
analticos, onde e possvel obter uma formulac~ao convexa do problema
e os metodos de projeto parametricos, onde a formulac~ao do problema
pode ser n~ao suave e n~ao convexa. Os metodos analticos ja foram
bem explorados na literatura e consideram requisitos de estabilidade e
robustez. No caso dos metodos parametricos, criterios de robustez fo-
ram pouco explorados. Ambos os metodos utilizam otimizac~ao, porem
diferenciam-se na formulac~ao do problema.
3.3.1 Metodos de Projeto Analticos
Embora n~ao exista uma denic~ao clara na literatura, neste tra-
balho, s~ao considerados metodos analticos aqueles que utilizamndices
de desempenho implcitos, ou seja, como o proprio nome diz, s~ao base-
ados na soluc~ao de uma equac~ao analtica.
Denic~ao 5. Indices de desempenho implcitos s~ao ndices que n~ao
consideram a inclus~ao de requisitos de desempenho e robustez, em ma-
lha fechada, explicitamente na func~ao objetivo [50].
Os metodos analticos podem ser resolvidos utilizando-se tecnicas
de controle baseadas em inequac~oes matriciais lineares (LMI), ine-
quac~oes matriciais bilineares (BMI) e atraves do regulador linear quadra-
tico (LQR). Esses metodos visam minimizar um determinado ndice de
desempenho ou func~ao custo a qual, em geral, e resolvida solucionando-
se a equac~ao de Riccati e Lyapunov [51].
3.3.1.1 Inequac~oes Matriciais Lineares - LMI
As LMIs surgiram como ferramenta potencial para tratar o pro-
blema de performance e robustez dos sistemas, simultaneamente. Nas
LMIs, um conjunto de equac~oes lineares de igualdade e desigualdade
s~ao resolvidas por metodos de otimizac~ao [51].
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Denic~ao 6. A estrutura de uma LMI e denida na forma matricial,
onde o objetivo e encontrar valores Fi tal que
F(xi) , F0 +
mX
i=1
xiFi > 0 (3.3)
onde xi = [x1; x2; ::::; xm] 2 <m e o vetor de variaveis de decis~ao e Fi 2
<nn para i = [0; ::::;m] s~ao matrizes simetricas. A restric~ao F(xi) > 0
e uma restric~ao convexa em xi, isto e, o conjunto fxijF(xi) > 0g e
convexo.
A equac~ao (3.3) pode ser reescrita atraves de uma func~ao energia,
ou func~ao custo, podendo ser a inequac~ao de Lyapunov ou a equac~ao
de Riccati. As LMIs tornaram-se atrativas porque, alem de considerar
a func~ao Lyapunov para garantir estabilidade, buscam a soluc~ao de
problemas que consideram incertezas.
3.3.1.2 Inequac~oes Matriciais Bilineares (BMI)
Uma alternativa para contornar o problema da convexidade e
representar as LMIs por BMIs. As BMIs, ao contrario das LMIs, tra-
balham com conjuntos de desigualdades matriciais que n~ao s~ao neces-
sariamente convexas.
Denic~ao 7. Uma BMI e denida na forma matricial por
F(xi;yi) , F0 +
mX
i=1
xiFi +
nX
j=1
yjGj +
mX
i=1
nX
j=1
xiyjHij > 0 (3.4)
onde xi = [x1; x2; ::::; xm] 2 <m e yj = [x1; x2; ::::; xn] 2 <n s~ao os
vetores de variaveis de decis~ao e Fi;Gi;Hij s~ao matrizes simetricas.
Uma BMI e uma LMI em xi para um yj xo e uma LMI em yj
para um xi xo, sendo, desta forma, um problema convexo em xi e con-
vexo em yj, separadamente. O termo bilinear implica que o problema
e n~ao convexo considerando-se as variaveis xi e yj, simultaneamente.
As BMIs s~ao usadas em problemas de controle n~ao triviais, onde
n~ao e possvel formular o problema em termos de LMIs. Como BMIs
formam conjuntos que n~ao s~ao necessariamente convexos, podem des-
crever um numero muito maior de restric~oes que as LMIs e, podem ser
usadas para representar um numero maior de problemas de otimizac~ao
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e controle. Alem das LMIs, inequac~oes polinomiais tambem podem ser
escritas como BMIs [52].
3.3.1.3 Regulador Linear Quadratico (LQR)
O controle LQR e um controlador com retroalimentac~ao que visa
a obtenc~ao de uma soluc~ao otima atraves da minimizac~ao de um deter-
minado ndice de desempenho.
A formulac~ao do problema consiste em determinar uma estrategia
de controle que minimize o ndice LQR, levando-se em considerac~ao as
matrizes de peso Q e R denidas semi-positiva e positiva, respectiva-
mente.
Denic~ao 8. O ndice LQR e dado por
J(x;u) =
1
2
Z 1
0
(xTQx+ uTRu)dt (3.5)
onde x e u s~ao as variaves de estado e entrada do sistema aumentado
da equac~ao (4.19).
A soluc~ao do ndice LQR, considerando restric~oes estruturais e
realimentac~ao de sadas pode ser obtida por meio da equac~ao generali-
zada de Riccati [53].
No LQR e necessario a utilizac~ao da matriz de estados e rea-
limentac~ao de todas as variaveis de estado. Porem essa abordagem
permite que controladores dina^micos com realimentac~ao de sadas de
baixa ordem tambem possam ser considerados, atraves de restric~oes
estruturais [33].
3.3.1.4 Eventuais Problemas com Metodos Analticos
Na metodologia de projeto analtico, requisitos de estabilidade,
robustez e coordenac~ao entre fontes de amortecimento podem ser resol-
vidos simultaneamente. Apesar disso, os metodos de projeto analticos
aplicados a sistemas de pote^ncia apresentam alguns problemas.
 Soluc~ao por Realimentac~ao de Estados
Na realimentac~ao de estados, onde todos os estados do sistema
s~ao considerados, problemas convexos s~ao obtidos, podendo fa-
cilmente serem resolvidos por LMIs. O problema, neste caso, e
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que controladores da mesma ordem da planta devem ser projeta-
dos para garantir convexidade [3]. Controladores com a mesma
ordem da planta s~ao praticamente inviaveis em sistemas eletricos
de pote^ncia, onde o numero de estados e muito grande [54].
 Reduc~ao de Ordem e Realimentac~ao de Sadas
A reduc~ao da ordem do sistema e uma alternativa para projetar-
se controladores de ordem reduzida, utilizando-se a realimentac~ao
de sadas. O problema dessa abordagem e que o problema de
otimizac~ao deixa de ser convexo, tornando-se um problema de
difcil soluc~ao [10]. Alem disso, na reduc~ao da ordem da planta,
pode-se perder informac~oes de alguns estados do sistema.
 Dimens~ao dos Sistemas
As LMIs lidam com um grande numero de variaveis, uma vez que
as variaveis de Lyapunov crescem de acordo com a dimens~ao do
sistema na forma n(n+1)=2, onde n e a ordem do sistema. Alem
disso, as variaveis do controle tambem precisam ser adicionadas.
Sendo assim, um problema de grande dimens~ao deve ser resol-
vido, o que limita a aplicac~ao em sistemas com grande numero
de estados, como e o caso dos sistemas eletricos.
No caso das BMIs, a dimens~ao do sistema e ainda maior que
nas LMIs. De acordo com a equac~ao (3.4), as BMIs envolvem
mais variaveis de decis~ao que as LMIs, aumentando a dimens~ao
do problema e consequentemente o tempo computacional para o
calculo das soluc~oes.
 Soluc~ao de Problemas NP-hard
A formulac~ao por BMIs e mais difcel de ser solucionada computa-
cionalmente do que as LMIs porque torna-se um problema do tipo
NP-hard (N~ao deterministicamente Polinominal) [15], onde n~ao
consegue-se obter uma soluc~ao em tempo polinomial. Algoritmos
n~ao determinsticos devem ser utilizados, porem n~ao apresentam
garantia de converge^ncia [55].
 Restric~oes Estruturais
Uma grande diculdade dos metodos que utilizam equac~oes anal-
ticas e o numero de restric~oes impostas, o que diculta a con-
verge^ncia das soluc~oes. Restric~oes quanto a estrutura do controle
e restric~oes para evitar cancelamentos de polos e zeros s~ao dois
exemplos necessarios que devem ser considerados [56, 57].
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No caso do controle LQR, uma diculdade esta na escolha das
matrizes de peso adequadas aos estados, quando restric~oes estru-
turais e realimentac~ao de sadas s~ao consideradas. Segundo [29],
o metodo n~ao apresenta garantia de converge^ncia, pois depende
fortemente do ajuste das matrizes de peso, quando essas restric~oes
s~ao consideradas.
 Aproximac~oes Convexas
Com o objetivo de melhorar a converge^ncia dos metodos analticos,
s~ao propostas aproximac~oes convexas com politopos, elipsoides de
regi~oes de estabilidade n~ao convexa. Em geral essas aproximac~oes
s~ao obtidas de condic~oes de estabilidade pessimista ou conserva-
dora e e difcil avaliar qu~ao distante essas condic~oes est~ao da
condic~ao necessaria [48].
3.3.2 Metodos de Projeto Parametricos
O reconhecimento das limitac~oes na sntese de controladores por
metodos analticos fez com que pesquisadores da area de controle bus-
cassem uma alternativa baseada na otimizac~ao n~ao suave e n~ao con-
vexa onde requisitos de desempenho e robustez podem ser facilmente
includos [13, 14, 16]. A principal vantagem dessa metodologia pa-
rametrica e fornecer resultados praticos onde outros metodos falham.
Denic~ao 9. Neste trabalho s~ao denominados metodos de projeto pa-
rametricos aqueles metodos que baseiam-se na soluc~ao de ndices explcitos,
ou seja, que consideram explicitamente requisitos de desempenho e ro-
bustez, em malha fechada, na func~ao objetivo [50].
3.3.2.1 As Vantagens dos Metodos Parametricos
Os metodos de projeto parametricos, ao contrario dos metodos
analticos, utilizam ndices de desempenho explcitos de natureza n~ao
suave e n~ao convexa, dando liberdade ao projetista formular o ndice
com os requisitos que deseja atender. Essa e uma das vantagens dos
metodos parametricos em relac~ao aos metodos analticos. Alem disto,
outras vantagens tambem podem ser consideradas.
 A Realimentac~ao de Sadas e Reduc~ao de Ordem
A realimentac~ao de sadas e reduc~ao de ordem s~ao facilmente
includos na formulac~ao do problema, n~ao sendo necessario a
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reduc~ao da ordem do sistema, independentemente da dimens~ao
do mesmo.
 Plantas Complexas
Plantas com grande numero de estados podem ser facilmente con-
sideradas, pois os metodos parametricos trabalham apenas com
a matriz de controladores, a qual utiliza numero de para^metros
reduzidos para cada controlador.
 Variedade de Problemas e Metodos de Otimizac~ao
Os mais variados problemas, relacionados a estabilidade do sis-
tema, tempo de resposta, amortecimento, robustez, sinais remo-
tos, estruturas de controle e coordenac~ao podem ser formulados e
resolvidos simultaneamente por metodos parametricos. Qualquer
metodo de otimizac~ao, capaz de lidar com os problemas de na-
tureza n~ao suave e n~ao convexa, pode ser utilizado como metodo
de soluc~ao.
 Obtenc~ao de Soluc~oes
Quando um algoritmo BMI falha para convergir, ou uma LMI
n~ao e viavel, o metodo falha, deixando o projetista sem opc~ao.
Os metodos parametricos, em contraste, permitem ao projetista
usar um conjunto de func~oes ou combinac~ao de func~oes, de tal
forma que um conjunto de soluc~oes seja gerado, do qual a melhor
soluc~ao pode ser escolhida. Alem disto, quando n~ao e obtida
uma soluc~ao satisfatoria, o projetista pode reiniciar o algoritmo,
ajustando os para^metros ou atribuindo uma nova condic~ao inicial.
Existem varios trabalhos que utilizam metodos de projeto pa-
rametricos para soluc~ao de ndices explcitos. Tecnicas de projeto de
controladores utilizando-se algoritmos geneticos podem ser encontradas
em [5, 58]. O projeto de ESP utilizando-se redes neurais e demonstrado
em [59, 60] e o projeto utilizando logica Fuzzy em [61, 62]. Metodo de
projeto de controladores baseados em tecnicas de otimizac~ao n~ao suave
e n~ao convexa s~ao apresentados em [13, 35, 63{65]. O projeto conside-
rando requisitos no domnio do tempo s~ao mostrados em [66].
Apesar dos diversos trabalhos ja relatados, n~ao ha uma pre-
ocupac~ao de incluir requisitos de desempenho e robustez simultane-
amente, considerando-se a coordenac~ao entre as fontes de amorteci-
mento, como e feito nas LMIs. No projeto do ESP, aplicado aos sis-
temas de pote^ncia, utilizando otimizac~ao parametrica, a maioria dos
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autores procura garantir estabilidade, tempo de resposta e reduc~ao do
numero de controladores.
3.4 Conclus~oes
Neste captulo, apresentou-se os diferentes metodos de projeto
de fontes de amortecimento, desde os metodos de controle classico aos
que envolvem otimizac~ao, subdivididos em analticos e parametricos.
Em func~ao das limitac~oes dos metodos classicos e das diculda-
des de trabalhar com os metodos analticos, neste trabalho, os metodos
parametricos s~ao utilizados para o projeto de controladores.
Nos proximos captulos, uma metodologia que considera a co-
ordenac~ao entre as multiplas fontes de amortecimento do sistema e
tecnicas de controle robusto e apresentada.
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4 MODELAGEM DO SISTEMA DE POTE^NCIA
4.1 Introduc~ao
Os atuais sistemas eletricos de pote^ncia possuem diversos tipos
de equipamentos e dispositivos de controle para a gerac~ao, transmiss~ao
e distribuic~ao de energia eletrica. Tais sistemas, apresentam grandes di-
mens~oes e diferentes capacidades de transmiss~ao e controle do despacho
de energia para os consumidores. Consumidores de energia apresentam
demanda diversicada o que diculta o controle dos sistemas atraves
dos operadores centrais. Sistemas sujeitos a perturbac~oes externas,
mudancas topologicas e ate mesmo oscilac~ao da demanda precisam ne-
cessariamente serem controlados para que a estabilidade e o balanco de
energia seja mantido.
Para obter-se o domnio dos sistemas, a dina^mica dos equipa-
mentos e dispositivos de controle, assim como, a estrutura fsica dos
sistemas e as diferentes condic~oes de carregamento precisam ser co-
nhecidas. Tal conhecimento dos sistemas e obtido atraves de modelos
fsico-matematicos, lineares e n~ao lineares, onde todos os equipamen-
tos, dispositivos e estruturas fsicas s~ao considerados. Assim e possvel
realizar o estudo da estabilidade de pequenos sinais e o controle dos
sistemas eletricos.
Neste captulo, e apresentada a modelagem do sistema eletrico
de pote^ncia, juntamente com o modelo do controle. Duas modelagens
do sistema em malha fechada s~ao apresentadas: uma considera en-
tradas externas e a outra n~ao. Ambas as modelagens, representadas
na forma aumentada, s~ao denidas isolando-se a matriz de controla-
dores. Duas diferentes estruturas de controle: a descentralizada e a
quase-descentralizada s~ao denidas e modeladas utilizando-se a mesma
matriz de controladores. A estrutura de controle quase-descentralizada
utiliza sinais remotos logo, a modelagem de atrasos de transporte de
sinais deve ser incorporada ao sistema.
4.2 Modelo do Sistema de Pote^ncia
Como apresentado no captulo 2, um sistema eletrico de pote^ncia
pode ser representado por um conjunto de equac~oes n~ao lineares na
forma
_x = f(x; z;u) (4.1)
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0 = g(x; z;u) (4.2)
y = h(x; z;u) (4.3)
as quais s~ao linearizadas em torno de um ponto de equilbrio. O pro-
blema de oscilac~oes eletromeca^nicas esta relacionado com a estabilidade
das equac~oes (4.1 - 4.3), as quais, apos a linearizac~ao s~ao representadas
na forma de espaco de estado pelas equac~oes (2.7 - 2.8). Eliminando-se
o smbolo do desvio  para m de simplicidade, as equac~oes (2.7 - 2.8)
podem ser representadas por
_x = Ax+B2 u (4.4)
y = C2 x+Du (4.5)
onde x 2 <n e o vetor de estados, u 2 <p e o vetor de entradas e
y 2 <q e o vetor de sadas. Na equac~ao (4.4) A e a matriz de estados
do sistema, B2 e o vetor de entradas e na equac~ao (4.5) C2 e o vetor
de sadas.
Tal sistema (4.4) e (4.5), sujeito a perturbac~oes externas, pode
ser representado pelas seguintes equac~oes
_x = Ax+B1w +B2 u (4.6)
z = C1 x+D11w +D12 u (4.7)
y = C2 x+D21w +D22 u (4.8)
onde w 2 <p e o vetor de entradas externas, podendo ser originado de
um disturbio ou rudo e o vetor z 2 <q e o vetor de sadas externas, que
representa o erro ao disturbio ou rudo, o qual deve ser minimizado.
4.3 Modelo do Controle
O modelo do controle, assim como o modelo do sistema, tambem
pode ser representado na forma de espaco de estados por
_xc = Ac xc +Bc uc (4.9)
yc = Cc xc +Dc uc (4.10)
onde xc 2 <l e o vetor de estados, uc 2 <q e o vetor de entradas do
controle e yc 2 <p e o vetor de sadas. As matrizes do sistema de
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controle Ac, Bc, Cc e Dc tem dimens~oes l  l, l  q, p  l e p  q,
respectivamente.
4.4 A realimentac~ao de Sadas
A realimentac~ao de sadas pode ser representada por controlado-
res estaticos ou dina^micos. A realimentac~ao de sadas estatica consiste
apenas em determinar um ganho estatico ou uma matriz de ganhos
K que ira estabilizar o sistema. Em muitos casos apenas um ganho
estatico n~ao e suciente para satisfazer todos os requisitos de desempe-
nho pre-especicados em um projeto de controle. Assim, e necessario
o uso de um compensador dina^mico. Neste trabalho, o compensador
dina^mico e representado por uma matriz de controladores K, que con-
sidera as matrizes do modelo do controle, das equac~oes (4.9) e (4.10),
na forma de espaco de estados.
K =

Ac Bc
Cc Dc

(4.11)
Controladores dina^micos tendem a ser mais robustos pois acom-
panham as variac~oes de freque^ncia do sistema. No caso de controle
estatico, esta possibilidade n~ao existe porque o mesmo e representado
por uma matriz de ganhos [3].
A matriz de controladores K contempla todos os controladores
projetados e neste trabalho. Alem disso, considera-se ainda l < n,
a ordem dos controladores dina^micos e menor que a ordem da planta.
Portanto, a realimentac~ao de sadas considera controladores dina^micos,
de ordem reduzida.
O problema de estabilidade por realimentac~ao de sadas consiste
em encontrar uma matriz K, tal que o sistema eletrico de pote^ncia
das equac~oes (4.4)-(4.5) e o das equac~oes (4.6)-(4.7)-(4.8) seja estavel,
quando satisfeita a sequinte lei de controle
u =  Ky (4.12)
4.5 O Sistema Aumentado
A malha fechada do sistema eletrico denominado por P atraves
das equac~oes (4.6) a (4.8) e do controle K das equac~oes (4.9) a (4.10),
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representado na Figura 8, onde F = (I  DcD22) resulta no seguinte
sistema
Figura 8 { Sistema em Malha Fechada
24 _x_xc
z
35 =  AMF BMF
CMF DMF
24 xxc
w
35 (4.13)
sendo,
AMF =

A+B2F
 1DcC2 B2F 1Cc
BcC2 +BcD22F
 1DcC2 Ac +BcD22F 1Cc

(4.14)
BMF =

B1 +B2F
 1DcD21
BcD21 +BcD22F
 1DcD21

(4.15)
CMF =

C1 +D12F
 1DcC2 D12F 1Cc

(4.16)
DMF =

D11 +D12F
 1DcD21

(4.17)
O sistema aumentado e considerado na modelagem por incluir a
matrizK de compensac~ao dina^mica dos controladores. A representac~ao
do sistema da equac~ao (4.13) na forma aumentada e dada por

AMF BMF
CMF DMF

=
24 A 0 B10 0 0
C1 0 D11
35+ (4.18)
24 0 B2I 0
0 D22
35 Ac Bc
Cc Dc
 
0 I 0
C2 0 D21

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Na equac~ao (4.18), a matriz de controladores, representada pelas sub-
matrizes Ac;Bc;Cc e Dc e isolada, de tal forma que seja possvel de-
termina-la facilmente, uma vez que os demais para^metros s~ao xos.
Desconsiderando as entradas e sadas externas da equac~ao (4.7)
e considerando B1, D21 e D22 nulas, um novo sistema aumentado pode
ser reescrito 
Amf Bmf
Cmf Dmf

=

A 0
0 0

+ (4.19)
0 B2
I 0
 
Ac Bc
Cc Dc
 
0 I
C2 0

que e equivalente a malha fechada das equac~oes (4.4), (4.5) e (4.9), (4.10).
Ambas as modelagens das equac~oes (4.18) e (4.19) do sistema aumen-
tado, incluindo ou n~ao entradas e sadas externas, s~ao consideradas no
projeto dos controladores.
A modelagem considerando ou n~ao entradas externas e denida
porque neste trabalho diferentes func~oes objetivo, envolvendo requisitos
de estabilidade e robustez s~ao considerados.
O modelo do sistema que considera entradas externas permite a
inclus~ao de perturbac~oes e rudos externos no sistema, enquanto que
no sistema da equac~ao(4.19) n~ao e possvel representa-las.
4.6 Modelagem das Estruturas de Controle
Duas estruturas de controle s~ao consideradas neste trabalho, a
descentralizada e a quase-descentralizada. A estrutura descentralizada,
ilustrada na Figura 9, utiliza apenas sinais locais e e o tipo de estru-
tura mais utilizado pela industria. A estrutura quase-descentralizada,
ilustrada na Figura 10, combina sinais locais e remotos.
Denic~ao 10. Por sinais locais, dene-se o sinal proveniente do pro-
prio gerador em que o controlador e implementado e os sinais remotos
s~ao sinais oriundos de outros geradores do sistema.
Para utilizac~ao dos sinais remotos, um atraso de transporte do si-
nal e considerado no projeto dos controladores, que representa o tempo
de resposta da informac~ao no processo de medic~ao da grandeza eletrica
e envio ao controlador.
A estrutura quase-descentralizada da Figura 10 foi implementada
com o objetivo de avaliar a inclus~ao de sinais remotos na metodologia
proposta. Desta forma, utilizou-se uma estrutura especca onde o
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Figura 9 { Estrutura de Controle Descentralizada
Figura 10 { Estrutura de Controle quase-descentralizada
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sinal remoto e adicionado ao sinal local, com o objetivo de aumentar a
observabilidade dos modos sem, no entanto, aumentar a complexidade
da matriz do controle. Logo, a matriz de controladores e a mesma para
as duas estruturas.
Ambas as estruturas de controle s~ao representadas, na matriz de
controladores, por blocos diagonais, uma vez que utilizam somente um
sinal de entrada, podendo ser local ou um sinal equivalente composto
pela soma do sinal local e do sinal remoto. Logo, cada controlador esta
associado a apenas um sinal de entrada.
A estrutura da matriz dos controladores, considerando compensa-
c~ao dina^mica e dada pela equac~ao (4.20)
K =
2666664

Ac1 bc1
cc1 dc1

: : : 0
...
. . .
...
0 : : :

Ac bc
cc dc

3777775 (4.20)
onde o numero de controladores e . Cada controlador, representado
por um bloco diagonal, esta associado a uma entrada e uma sada do
sistema e a dimens~ao de cada bloco depende da ordem do controlador.
A matriz de func~oes de transfere^ncia, correspondente a matriz
de controladores K da equac~ao (4.20) e dada por
K(s) = diag(k11(s);k22(s); : : : ;k(s)) (4.21)
Neste trabalho, adotou-se como modelo de func~ao de transfere^ncia
para cada controlador, uma func~ao com tre^s para^metros variaveis, dada
por
kii(s) = ki
sTw
1 + sTw
(1 +
p
i
wi
s)l
(1 +
1
wi
p
i
s)l
(4.22)
para i = 1; : : : ; , l e a ordem de cada controlador e i, wi e ki s~ao
os para^metros de cada controlador. Essa estrutura de controle garante
polos estaveis e controladores de fase mnima, atraves da limitac~ao dos
para^metros do controlador. Alem disso, apenas tre^s para^metros s~ao
otimizados por controlador, o que reduz o esforco computacional no
processo de otimizac~ao.
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Embora a metodologia permita a escolha da ordem l do con-
trolador, neste trabalho somente controladores de segunda ordem s~ao
utilizados.
4.7 Modelagem dos Atrasos
Ate recentemente, na area de sistemas de energia eletrica, o
atraso no processo de controle era ignorado, pois os controladores pro-
jetados eram predominantemente locais e apresentavam atrasos muito
pequenos. O desenvolvimento da tecnologia baseada em medic~ao faso-
rial sincronizada [26, 29, 67, 68], abriu espaco para a implementac~ao
de diferentes tipos de estruturas de controle. Com isso, a inclus~ao dos
atrasos, nos sistemas eletricos de pote^ncia, passou a ser considerada.
Denic~ao 11. O atraso neste trabalho, representa o intervalo de tempo
desde o instante de medic~ao da grandeza e a ac~ao do atuador na planta.
Numa estimac~ao conservadora os atrasos podem estar numa faixa
de 0,1 a 1s [2, 69]. O projeto de controladores incluindo o atraso fornece
uma aproximac~ao mais realista da atuac~ao do controlador no sistema.
O uso de sinais remotos, em sistemas de pote^ncia, possibilita
a inclus~ao de sinais com melhor observabilidade, em relac~ao aos mo-
dos alvo, como sinais de entrada para os controladores, aumentando
a capacidade de controle dos sistemas. Um problema que surge com
a utilizac~ao de sinais remotos e o seu efeito desestabilizante na malha
de controle, o que pode reduzir a efetividade do controle, podendo, em
alguns casos, levar o sistema a instabilidade [38].
O atraso de transporte de sinal pode ser representado por uma
func~ao n~ao racional, dada por
GTD(s) = e
 sT (4.23)
onde T representa o tempo de atraso.
O desao para os engenheiros de controle e como considerar ou
incluir a modelagem dos atrasos de transporte no projeto dos sistemas
de controle.
A principal raz~ao para a inclus~ao da modelagem dos atrasos neste
trabalho esta diretamente relacionada a aplicac~ao do projeto de con-
troladores considerando a estrutura quase-descentralizada, embora a
modelagem possa ser estendida para as estruturas de controle centra-
lizada e hierarquica. No caso da estrutura de controle descentralizada,
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a inclus~ao dos atrasos no modelo do sistema sera desprezada, pois s~ao
utilizados apenas sinais locais.
4.7.1 Modelagem Utilizando Aproximac~ao de Pade
A primeira incorporac~ao de func~oes irracionais, representadas
por atrasos, nos sistemas eletricos foi introduzida atraves da apro-
ximac~ao por preditor de Smith [70, 71]. Novas tecnicas, derivadas do
preditor de Smith foram desenvolvidas ao longo dos anos, onde os atra-
sos s~ao considerados na entrada e/ou sadas dos sistemas.
A aproximac~ao de Pade, gera uma aproximac~ao por func~oes ra-
cionais de ordem denida da func~ao da equac~ao (4.23). Essa tecnica
visa aproximar o tempo de retardo por uma func~ao racional em s, dada
pelo polino^mio da equac~ao (4.24), onde r(x) e a func~ao racional de grau
m [72, 73].
r(x) =
Pn(x)
Qm(x)
=
p0 + p1x+ :::+ pnx
n
q0 + q1x+ :::+ qnxm
(4.24)
Uma aproximac~ao de primeira ordem para a equac~ao (4.24) e
usual. No entanto, esse tipo de representac~ao apresenta um degrau em
t = 0 devido ao mesmo grau do numerador e denominador da func~ao
de transfere^ncia [29]. Desta forma, em t = 0, o modelo apresentara um
sinal de resposta, o que, considerando sistema com atraso, e indesejavel.
Uma aproximac~ao de segunda ordem, proposta em [73], e utilizada com
o objetivo de manter uma boa resposta em freque^ncia da modelagem
de Pade, melhorando a resposta temporal em t = 0.
Segundo [73], o aumento do grau da func~ao de transfere^ncia
representa uma melhor aproximac~ao do atraso. Em contrapartida a di-
mens~ao do sistema aumenta em func~ao do numero de estados inseridos
pelo polino^mio caracterstico. A func~ao de transfere^ncia que representa
tal aproximac~ao e dada por [73]
Gp(s) =
6  2Ts
6 + 4Ts+ sT 2
(4.25)
Essa aproximac~ao apresenta melhores resultados que a apro-
ximac~ao por uma func~ao de primeira ordem [73]. A representac~ao dessa
func~ao de transfere^ncia em espaco de estados e dada por
_xd = Ad xd +Bd ud (4.26)
yd = Cd xd +Dd ud (4.27)
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onde xd 2 <n e o vetor de estados do atraso, ud 2 <p e o vetor de entra-
das e yd 2 <q e o vetor de sadas. As matrizes Ad, Bd, Cd e Dd s~ao as
realizac~oes na forma observavel. Cabe considerar que o sistema (4.26)
e (4.27) e um sistema multivariavel, onde est~ao representados todos os
atrasos de entradas e sadas do sistema.
Em sistemas de pote^ncia, muitos autores utilizam esta tecnica
para modelagem de atrasos [19, 26, 29, 73]. Neste trabalho, a modela-
gem dos atrasos e representada pela equac~ao (4.25) na forma de espaco
de estados.
4.7.2 Incorporac~ao dos Sinais Locais e Remotos
Na estrutura de controle quase-descentralizada utilizada neste
trabalho, existem dois sinais de entrada associados a cada controlador e
somente um sinal de entrada equivalente. Este sinal equivalente e dado
pela adic~ao dos dois sinais, o sinal local e o sinal remoto. A incorporac~ao
desses sinais, com o objetivo de aumentar a observabilidade dos modos
e obter uma unica entrada equivalente, e dada por
yma = ya + yra (4.28)
onde ya, com a = 1:::::, e o sinal local do controlador e yra e o sinal
remoto.
Incorporando-se o sistema eletrico das equac~oes (4.4) e (4.5) e
os atrasos de transporte das equac~oes (4.26) e (4.27), considerando o
sinal de sada equivalente da equac~ao (4.28), tem-se o seguinte sistema
eletrico de pote^ncia
_xqd = Aqd xqd +Bqd uqd (4.29)
ym = Cqd xqd (4.30)
onde
Aqd =

A 0
BdC Ad

(4.31)
Bqd =

B
0

(4.32)
Cqd =

DdC Cd

(4.33)
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A matriz de malha fechada do sistema eletrico de pote^ncia e o
controle, incluindo a incorporac~ao dos sinais locais e remotos, pode ser
representada na forma aumentada por
Amf Bmf
Cmf Dmf

=

Aqd 0
0 0

+ (4.34)
0 Bqd
I 0
 
Ac Bc
Cc Dc
 
0 I
Cqd 0

Considerando as entradas externas no sistema, a equac~ao (4.34)
pode ser reescrita na seguinte forma

AMF BMF
CMF DMF

=
24 Aqd 0 B10 0 0
C1 0 D11
35+ (4.35)
24 0 BqdI 0
0 D22
35 Ac Bc
Cc Dc
 
0 I 0
Cqd 0 D21

Assim, tem-se o modelo do sistema eletrico em malha fechada,
incluindo as matrizes do controle e os atrasos de sinais na forma au-
mentada, considerando ou n~ao a inclus~ao de entradas externas.
4.8 Conclus~oes
Neste captulo apresentou-se a modelagem, a partir da linea-
rizac~ao em torno de um ponto de equilbrio, do sistema de pote^ncia, do
controle e dos atrasos de sinais, considerando as estruturas de controle
descentralizada e quase-descentralizada.
Quatro sistemas em malha fechada, escritos na forma aumen-
tada, s~ao denidos. Todos, s~ao representados em func~ao da matriz
dos controladores K, possibilitando o projeto de controladores conside-
rando entradas externas e sinais remotos.
Com a modelagem denida, o problema de oscilac~oes eletro-
meca^nicas pode ser resolvido, atraves da determinac~ao da matriz de
controladores K. O desao agora e como incluir requisitos que garan-
tam a estabilidade e robustez dos sistemas em malha fechada.
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5 INDICES DE DESEMPENHO E ROBUSTEZ
5.1 Introduc~ao
Na operac~ao dos sistemas eletricos de pote^ncia, deseja-se que
o sistema seja capaz de manter o sincronismo n~ao somente para uma
condic~ao nominal de operac~ao, como tambem para um conjunto de
diferentes pontos de operac~ao. Esta denic~ao esta associada a certos
requisitos necessarios para o bom desempenho dos sistemas eletricos.
Os requisitos n~ao est~ao somente relacionados a estabilidade do sistema e
amortecimento mnimo, mas tambem a estabilidade dos sistemas diante
de variac~oes parametricas e perturbac~oes externas [74].
Os ndices de desempenho e robustez incorporam os requisitos
de projeto para que os controladores projetados possam assegurar o
desempenho desejado para os sistemas eletricos. Tais requisitos podem
ser denidos como: estabilidade; amortecimento mnimo; tempo de
resposta; robustez e coordenac~ao entre as fontes de amortecimento.
Neste captulo, s~ao denidos os requisitos de projeto, bem como
os ndices de desempenho e robustez, os quais s~ao utilizados para o
projeto dos controladores. Varios ndices de desempenho s~ao denidos
em func~ao do pseudoespectro e valores singulares de matrizes. Logo,
discuss~oes sobre esses conceitos s~ao apresentadas. Aqui, a notac~ao C
representa um conjunto de numeros complexos, k : k e a norma 2, min
e max s~ao o menor e o maior valor singular, respectivamente.
5.2 Requisitos de Desempenho, Robustez e Coordenac~ao
Nesta sec~ao, uma descric~ao de cada requisito de desempenho,
robustez e coordenac~ao entre fontes de amortecimento e apresentada.
5.2.1 Estabilidade
A estabilidade e o requisito mnimo esperado para todo sistema
de controle, como tambem para os sistemas eletricos. Existem varias
denic~oes que permitem caracterizar a estabilidade de um sistema li-
near. Em linhas gerais, a estabilidade de sistemas pode ser caracteri-
zada a partir da resposta de estado zero ou entrada zero [74], utilizando
criterios classicos como a localizac~ao dos polos do sistema ou pelo teo-
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rema de Lyapunov. Uma denic~ao clara de estabilidade pode ser feita
usando o teorema da estabilidade assintotica e exponencial.
Denic~ao 12 (Estabilidade Assintotica). O ponto de equilbrio x e
estavel se, para qualquer R > 0, existe um r > 0 tal que, se k x(0) k< r
ent~ao k x(t) k< R para qualquer t  0.
O ponto de equilbrio x e assintoticamente estavel se e estavel e,
alem disso, existe um r > 0 tal que se k x(0) k< r ent~ao, k x(t) k! 0
quando t!1.
A estabilidade dos sistemas pode ser vericada atraves da parte
real dos autovalores da matrizA em malha fechada. Sendo estes negati-
vos, o sistema e estavel, porque sua resposta temporal tende a decrescer
exponencialmente [75]. Esta denic~ao esta associada ao conceito de
estabilidade exponencial.
Denic~ao 13 (Estabilidade Exponencial). O ponto de equilbrio x e
exponencialmente estavel se 9; z > 0 tais que, 8t > 0; kx(t)k 
kx(0)ke zt.
A Figura 11 apresenta um exemplo de um sistema estavel com
decaimento exponencial.
Figura 11 { Estabilidade Exponencial
As denic~oes apresentadas no Captulo 2, relacionadas a esta-
bilidade de pequenas perturbac~oes, relacionam-se com o conceito de
estabilidade exponencial. Uma vez que a resposta temporal do sistema
e amortecida diante de uma perturbac~ao, o sincronismo e mantido.
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5.2.2 Amortecimento Mnimo
Um sistema que seja exponencialmente estavel pode apresentar
um desempenho n~ao adequado se existirem autovalores muito proximos
do eixo imaginario, o que caracteriza um polo pouco amortecido. Neste
caso, pequenas perturbac~oes podem levar o sistema a instabilidde. As-
sim, para assegurar suciente margem de estabilidade n~ao deve-se ter
apenas como objetivo que os autovalores apresentem parte real nega-
tiva, mas tambem que eles apresentem um amortecimento mnimo.
Em sistemas eletricos de pote^ncia, diferentes criterios para a es-
colha do amortecimento mnimo do sistema s~ao denidos. A Ontario
Hydro dene um amortecimento mnimo igual a 3% para o modo do-
minante do sistema [1]. Em [76] um amortecimento mnimo de 10% e
denido para modos inter-area de baixas freque^ncias. Na literatura, a
maioria dos autores utilizam um fator de amortecimento mnimo igual
a 5% para o modo dominante do sistema [5, 35, 43, 64].
Uma maneira simples de garantir um amortecimento mnimo
para os modos eletromeca^nicos e assegurar que seus autovalores quem
posicionados dentro de um cone, no semiplano esquerdo do plano com-
plexo [28, 77], conforme ilustrado na Figura 12.
Figura 12 { Cone no Plano
Complexo
Figura 13 { Cone Deslocado no
Plano Complexo
5.2.3 Tempo de Resposta
O tempo de resposta e um requisito utilizado para assegurar
que as variaveis de interesse quem em torno de um valor nal dese-
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jado em um tempo especicado. Em sistemas eletricos, as oscilac~oes
eletromeca^nicas, por exemplo, devem ser amortecidas em um tempo
especicado.
Denic~ao 14. O tempo de resposta, ou tempo de acomodac~ao a x% e
o tempo para a resposta do sistema entrar e permanecer em uma faixa
de x% em torno do valor nal da resposta. Valores usuais de x% s~ao
5, 2 e 1 [78].
Nas Figuras 12 e 13 o amortecimento mnimo e garantido em
ambos os casos, se os autovalores do sistema forem posicionados den-
tro do cone. Porem, no caso da Figura 13, alem do amortecimento
mnimo um tempo de resposta desejado, por exemplo a 5%, pode ser
considerado como requisito de desempenho, atraves do valor de x0 [78]
tr5%(s) =
3
x0
(5.1)
onde x0 e o valor absoluto da parte real do autovalor dominante e
tr5%(s) e o tempo que a exponencial passa do seu valor maximo em
t = 0 para 5% do seu valor maximo.
Na literatura, n~ao ha um valor padr~ao denido para a especi-
cac~ao do tempo de resposta dos sistemas. A especicac~ao do tempo
de resposta varia de acordo com cada pas. No Reino Unido o tempo
de resposta e especicado entre 10-12s. Na Dinamarca e Noruega esse
valor varia entre 10 e 20s [76]. No Brasil, o ONS (Operador Nacional
do Sistema Eletrico) dene como criterio que a diferenca de amplitude
maxima das oscilac~oes do sistema apos 10s de simulac~ao n~ao pode ser
superior a 2% [79].
5.2.4 Robustez
A robustez esta associada a garantia de estabilidade n~ao somente
para um ponto de operac~ao, como tambem para um conjunto de dife-
rentes condic~oes de operac~ao. A robustez pode ser denida de forma
analoga as denic~oes de estabilidade, considerando um conjunto de per-
turbac~oes.
Denic~ao 15. Dado um conjunto de perturbac~oes na matriz A em
malha fechada, tal que Api = fAp1;Ap2; :::;Apng, para i = 1; :::; n,
o sistema e dito ser robusto se, 8Api, a equac~ao (5.2) e satisfeita.
Do contrario, pode-se dizer que o sistema apresenta desempenho ro-
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busto para determinadas perturbac~oes do conjunto Api que satisfazem
a equac~ao (5.2).
xi(t) = e
Apitx0 ) xi(t)! 0 quando t!1 (5.2)
Logo, o controlador deve garantir um desempenho satisfatorio
para os pontos de operac~ao do conjunto Api.
No controle robusto, busca-se tambem minimizar a inue^ncia de
incertezas do modelo (), perturbac~oes externas (Pe) e rudos (R),
conforme ilustra o sistema generico de controle robusto da Figura 14.
Figura 14 { Sistema de Controle Robusto
A diculdade que surge, ao se trabalhar com o sistema da Fi-
gura 14, e como modelar e representar tais incertezas, perturbac~oes e
rudos. Em sistemas eletricos de pote^ncia as incertezas e perturbac~oes
externas s~ao causadas por variac~oes parametricas e mudancas topologicas,
tais como o aumento da gerac~ao ou carga de uma unidade geradora ou
barra do sistema, ou a retirada ou variac~ao da reata^ncia de uma linha
do sistema.
5.2.5 Controle Coordenado
Os controladores para os diferentes dispositivos do sistema n~ao
devem interagir de forma adversa. Ate recentemente, a industria n~ao
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exigia requisitos estritos entre a coordenac~ao de fontes de amorteci-
mento e demais dispositivos do sistema. Atualmente, devido aos diver-
sos blecautes que vem ocorrendo nos sistemas eletricos de pote^ncia, a
coordenac~ao dos dispositivos tem recebido maior atenc~ao.
A coordenac~ao n~ao signica o projeto de uma estrutura de con-
trole centralizado ou hierarquico, e sim um ajuste simulta^neo dos para^-
metros de um numero de controladores descentralizados para garantir
desempenho adequado durante o perodo transitorio e em regime per-
manente. A coordenac~ao dos controladores e um requisito necessario,
pois espera-se desempenho satisfatorio dos ESP e FACTS quando ope-
rando simultaneamente, como tambem quando um equipamento e re-
tirado de operac~ao. Esse requisito n~ao e considerado nos ndices de
desempenho e robustez. Ele e includo na modelagem do sistema em
malha fechada, onde o sistema e modelado como um sistema MIMO
e os controladores s~ao projetados simultaneamente para esse sistema
considerando as entradas e sadas associadas.
Com base nesses conceitos, envolvendo estabilidade, amorteci-
mento mnimo e o desempenho robusto s~ao denidos os ndices de de-
sempenho aplicados nesse trabalho, que tem por objetivo atender a
esses requisitos.
5.3 Pseudoespectro e Valor Singular
Os ndices de desempenho associados aos requisitos de robustez,
utilizados neste trabalho, s~ao denidos em func~ao do pseudoespectro
e dos valores singulares de matrizes. Portanto, uma denic~ao previa
desses conceitos e introduzida.
5.3.1 Valores Singulares de Matrizes
Os valores singulares de uma matriz fornecem ganhos nas direc~oes
principais, em sistemas MIMO, e podem ser obtidos da decomposic~ao
em valores singulares de uma matriz real ou complexa [74].
Suponha-se que G e uma matriz p q cujos elementos de entra-
das podem ser tanto numeros reais ou complexos. Ent~ao existe uma
fatorac~ao da forma
G = U
X
V (5.3)
onde a matriz U, de dimens~ao p p, e a matriz V, de dimens~ao q  q,
s~ao matrizes unitarias (U = U 1). A matriz
P
e uma matriz pq que
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contem uma matriz diagonal D, n n, com n = min(p; q) contendo os
valores singulares reais e n~ao negativos. Os valores singulares i(G) s~ao
arranjados em ordem decrescente ao longo da diagonal principal [80].
A matriz V representa a matriz transposta conjugada de V.
Denic~ao 16 ( [2, 74]). Os valores singulares da matriz G s~ao de-
terminados pela raiz quadrada dos autovalores de GG, onde G e a
transposta conjugada de G.
i(G) =
p
zi(GG) (5.4)
Os vetores das colunas de U representam as direc~oes de sada da
planta. Eles s~ao ortogonais e tem comprimento unitario (ortonormais),
tal que [74]
kuik2 =
p
jui1j2 + jui2j2 + :::+ juinj2 = 1 (5.5)
ou seja, ui :ui = 1 e u

i :uj = 0 para i 6= j.
Da mesma forma, os vetores das colunas de V s~ao ortogonais,
de comprimento unitario e representam as direc~oes de entrada [74].
O vetor ui indica a i
esima direc~ao principal de sada. Similar-
mente, o vetor vi indica a i
esima direc~ao principal de entrada. Essas
direc~oes de entrada e sada est~ao relacionadas com os valores singulares.
Isso pode ser mostrado reescrevendo a equac~ao (5.4), usando a relac~ao
VV = I
Gvi = iui (5.6)
A equac~ao (5.6) sugere que, se uma entrada e considerada na
direc~ao de vi, ent~ao a sada e na direc~ao ui. Uma vez que kvik2 = 1 e
kuik2 = 1, o valor singular i e o ganho da matriz G nessa direc~ao.
i(G) = kGvik2 = kGvik2kvik2 (5.7)
Logo, as direc~oes s~ao relevantes para sistemas MIMO e o ganho
desses sistemas depende da direc~ao e da freque^ncia w. Em sistemas
SISO as direc~oes n~ao s~ao relevantes e o ganho do sistema depende
apenas da freque^ncia w [74].
O maior ganho, para qualquer direc~ao de entrada, e o maximo
valor singular de G na direc~ao v1
max(G) = max
v 6=0
kGv1k2
kv1k2 = 1(G) (5.8)
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e o mnimo ganho, para qualquer direc~ao de entrada, e o mnimo valor
singular de G na direc~ao vn
min(G) = min
v 6=0
kGvnk2
kvnk2 = n(G) (5.9)
onde n = min(p; q)
O vetor v1 corresponde a direc~ao de entrada com maior ampli-
cac~ao e o vetor u1 corresponde a direc~ao de sada nas quais as entradas
s~ao mais efetivas. Essas informac~oes s~ao utilizadas neste trabalho para
a formulac~ao de ndices de desempenho e robustez que visam deter-
minar as maiores perturbac~oes admissveis nos sistemas eletricos de
pote^ncia, bem como torna-los mais robustos.
5.3.2 O Pseudoespectro de Matrizes
O pseudoespectro e um conceito derivado do espectro de matrizes
e e baseado num conjunto de denic~oes, as quais expressam as suas
propriedades.
Denic~ao 17 ( [81]). O conjunto de todos os autovalores de uma ma-
triz A 2 <nn e denido como o espectro de A.
(A) = fz 2 C : min(A  z I) = 0g (5.10)
onde z s~ao os autovalores da matriz A.
No controle robusto e importante saber seA e robusta, ou seja, se
A mantem-se estavel diante de variac~oes parametricas ou perturbac~oes.
Neste caso, o espectro dos autovalores (A) pode n~ao ser um indicador
suciente para avaliar as propriedades dina^micas da matriz A, mesmo
que (A) corresponda a um sistema estavel. Matrizes reais e complexas
proximas de A podem apresentar autovalores instaveis. No pseudoes-
pectro, ao contrario do (A), obtem-se indicac~oes mais robustas pois
variac~oes em torno de A s~ao consideradas.
Denic~ao 18. O -pseudoespectro (A) de uma matriz A 2 <nn e
um subconjunto do plano complexo denido por
(A) =

z 2 C : k(zI A) 1k >  1	 (5.11)
onde  e uma constante positiva.
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Assim, pode-se dizer que o -pseudoespectro e um conjunto de
autovalores de matrizes num raio  para A, tal que
(A) = fz 2 C : z e um autovalor deA+A
para qualquer A 2 C e k A k< g (5.12)
Se k:k = k:k2, a norma de uma matriz e o maior valor singular
e a norma da inversa e o inverso do menor valor singular [81]. Sendo
assim, a equac~ao (5.11) pode ser representada atraves do menor valor
singular, de acordo com
k (zI A) 1 k= [min(zI A)] 1 (5.13)
onde min e o menor valor singular.
Denic~ao 19 ([81, 82]). Analogo a equac~ao (5.11), o -pseudoespectro
dos autovalores de A e um subconjunto no plano complexo limitado por
, tal que
(A) = fz 2 C : min(A  z I) < g (5.14)
Alem da robustez dos sistemas, a normalidade e a sensibilidade
dos autovalores de matrizes tambem podem ser avaliadas pelo (A)
para diferentes valores de .
Denic~ao 20. Uma matriz A 2 <nn e normal se ela disp~oe de um
conjunto completo de autovetores ortogonais, isto e, se A e unitaria-
mente diagonalizavel [81].
A = UU (5.15)
onde U e a matriz ortogonal formada pelos autovetores e  e a ma-
triz diagonal dos autovalores. Em outras palavras, pode-se dizer que a
matriz A tem condicionamento numerico proximo da unidade.
Matrizes normais apresentam baixa sensibilidade dos autovalo-
res diante de perturbac~oes. Matrizes n~ao normais apresentam maior
sensibilidade a variac~oes parametricas [81]. Assim, uma pequena per-
turbac~ao na matriz A pode deslocar algum dos autovalores para o se-
miplano direito do plano complexo, tornando o sistema instavel. Logo,
e importante que a matriz do sistema, em malha fechada, seja o mais
proximo possvel da normalidade para que o deslocamento dos autova-
lores seja uniforme e de acordo com a amplitude da perturbac~ao.
No -pseudoespectro, para k(zI A) 1k2 !1, a matrizA tende
a ser normal, conforme e ilustrado nas Figuras 15 e 16.
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Figura 15 { Pseudoespectro Figura 16 { Pseudoespectro 3D
Nas Figuras 15 e 16 por exemplo, perturbac~oes de mesma am-
plitude (), em diferentes direc~oes, cuja k(zI   A) 1k2 > 1, causam
deslocamentos de mesma amplitude dos autovalores, pois os autovalo-
res se deslocam dentro do cone formado na Figura 16. Ja perturbac~oes
cujo k(zI   A) 1k2 < 1, o deslocamento dos autovalores ocorre com
diferentes amplitudes e direc~oes, o que caracteriza a n~ao normalidade.
5.4 Indices Associados aos Requisitos de Desempenho e Ro-
bustez
Nesta sec~ao s~ao apresentados os ndices associados aos requisi-
tos de estabilidade e robustez. Muitos ndices incluem mais de um
requisito de desempenho e robustez. O uso de um conjunto de ndices
de desempenho e de robustez possibilita ao projetista combinar varios
deles para gerar um conjunto de soluc~oes, das quais o projetista pode
selecionar a mais viavel.
Aqui, as notac~oesXmf eXMF representam as matrizes de malha
fechada das equac~oes (4.18)- (4.19) e (4.34)- (4.35), podendo incluir ou
n~ao os sinais remotos. As equac~oes (4.18) e (4.35) s~ao utilizadas nos
ndices da norma H1 e H2 e as equac~oes (4.19) e (4.34) nos demais
ndices denidos.
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5.4.1 Indices de Desempenho
Nesta sec~ao s~ao apresentados os ndices de desempenho relacio-
nados aos requisitos de estabilidade, amortecimento mnimo e tempo
de resposta.
5.4.1.1 Indice de Amortecimento
Este ndice determina o coeciente de amortecimento do modo
eletromeca^nico dominante do (Amf ).
Denic~ao 21. O modo eletromeca^nico dominante do sistema e de-
nido pelo modo eletromeca^nico que apresenta o menor fator de amor-
tecimento do sistema.
Denic~ao 22. O ndice de amortecimento dos autovalores de uma
matriz Amf 2 <nn e dado por
(Amf ) = min fi(Amf ) : z 2 C; min(Amf   z I) = 0g (5.16)
onde i(Amf ) e determinado pela equac~ao
i(Amf ) =
 Re zip
(Re zi)2 + (Im zi)2
; (5.17)
e Re zi e Im zi representam as partes real e imaginaria do i
esimo au-
tovalor dominante do sistema.
Este ndice e bem conhecido e foi muito utilizado na literatura
[3, 77]. Ele visa atender os requisitos de estabilidade e amortecimento
mnimo dos modos eletromeca^nicos do sistema.
5.4.1.2 Abscissa Espectral
A abscissa espectral e denida pela maior parte real de todos
elementos de (Amf ).
Denic~ao 23 ([82]). A abscissa espectral de uma matriz Amf 2 <nn
e dada por
0(Amf ) = max fRe z : z 2 C; min(Amf   z I) = 0g (5.18)
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Este conceito e de fundamental interesse para o projeto de con-
troladores pois a parte real dos autovalores de uma matriz Amf , em
malha fechada, esta diretamente relacionada a estabilidade exponencial
do sistema. Este ndice de desempenho esta relacionado a estabilidade
e o tempo de resposta do sistema, uma vez que n~ao considera criterios
de amortecimento mnimo e robustez.
5.4.1.3 Abscissa Espectral no Plano w
O plano w e utilizado como um artifcio para facilitar o uso da
abscissa espectral com um amortecimento mnimo especicado. Neste
trabalho, o plano w e denido a partir de um mapeamento do plano s.
A transformac~ao do plano s para o plano w e dada por [83]
zi = zwie
j (5.19)
onde zi e zwi s~ao os i autovalores no plano s e w respectivamente.
Atraves do mapeamento da equac~ao (5.19), o amortecimeto mni-
mo do sistema no plano s e obtido se todos os autovalores do sistema
no plano w forem estaveis. Em outras palavras, dado que os autova-
lores do sistema no plano w localizam-se no lado esquerdo do plano
complexo, utilizando-se a equac~ao (5.19), esses autovalores s~ao posici-
onados dentro de um cone no plano s, cujo amortecimento mnimo e
denido pelo a^ngulo  [83]. A representac~ao dos autovalores no plano
s e w e ilustrada na Figura 17.
Figura 17 { Mapeamento do Plano w
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Assim como a abscissa espectral, a abscissa espectral no plano
w e denida pela maior parte real de todos elementos de (Amf ), no
plano w.
Denic~ao 24. A abscissa espectral no plano w de uma matriz Amf 2
<nn e dada por
w(Amf ) = max fRe zw : zw 2 C; min(Amf   zw I) = 0g (5.20)
onde zw representa os autovalores do sistema mapeados no plano w.
O mapeamento da Figura 17 foi apresentado em [83], visando
avaliar como o criterio de estabilidade absoluta de Routh pode ser apli-
cado para investigar a estabilidade relativa e aperiodicidade estrita de
um sistema linear invariante no tempo. Diferente da abscissa espectral,
o uso deste ndice de desempenho no projeto visa obter, alem da es-
tabilidade e tempo de resposta do sistema, um amortecimento mnimo
desejado.
5.4.2 Indices de Robustez
Os ndices de robustez s~ao utilizados para maximizar as per-
turbac~oes admissveis na matriz do sistema em malha fechada de forma
a manter a estabilidade, ou minimizar o efeito das perturbac~oes. Ao
inves de garantir estabilidade para um pequeno conjunto de pontos de
operac~ao, tal como o projeto considerando multiplos cenarios [42, 84],
os ndices de robustez conduzem as soluc~oes do problema de otimizac~ao
para um conjunto maior de condic~oes de operac~ao.
Neste trabalho, os ndices de robustez s~ao baseados no espectro,
no pseudoespectro e na sensibilidade de matrizes complexas, proximas
da matriz do sistema nominal em malha fechada, utilizando o conceito
de valor singular de matrizes.
5.4.2.1 Abscissa Pseudoespectral
A abscissa pseudoespectral e denida pela maior parte real de
todos elementos de (Amf ), para um determinado  xo.
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Denic~ao 25 ([81, 82]). A abscissa pseudoespectral de uma matriz
Amf 2 <nn e dada por
(Amf ) = sup fRe z : z 2 C; min(Amf   z I) < g (5.21)
Observac~ao: Note que a notac~ao sup e utilizada na denic~ao da abscissa
pseudoespectral. Ela indica o valor supremum. Na literatura essa notac~ao e muito
sutil, pois alguns autores utilizam a notac~ao max [2, 74]. Neste trabalho e utilizada
a notac~ao sup pois, de acordo com [85], o valor supremum de uma func~ao f(x) e um
valor maximo assintoticamente de um conjunto de valores innitos. Por exemplo:
para f(x) = 1 ex, o valor 1 e o supff(x)g, pois f(x) tende a  1. O valor maximo
de uma func~ao f(x), denotado por maxff(x)g, e o valor maximo de um conjunto
de valores nitos e e usado nos ndices em que o valor maximo e nito.
Para  = 0, o pseudoespectro se reduz ao espectro da matriz
Amf e a abscissa pseudoespectral e, neste caso, a abscissa espectral.
A (Amf ) visa a estabilidade e robustez do sistema para qualquer
perturbac~ao 4Amf , tal que
k4Amfk <  (5.22)
O conceito do -pseudoespectro e da abscissa pseudoespectral
s~ao ilustrados na Figura 18. O lugar geometrico dos autovalores do
sistema de Amf +Amf , k Amf k< , para varios valores de  s~ao
mostrados. Dois contornos, para  = 1 e  = 2, s~ao plotados. Eles
correspondem ao 1-pseudoespectro e o 2-pseudoespectro.
Logo, a maior perturbac~ao possvel que mantem a estabilidade
do sistema pode ser avaliada para os diferentes valores de  atraves do
pseudoespectro.
Este ndice visa a estabilidade e a robustez do sistema, uma
vez que o sistema deve ser estavel n~ao somente para a condic~ao nomi-
nal, como tambem, para um conjunto de perturbac~oes k4Amfk < .
Esta condic~ao, e uma condic~ao suciente, pois os autovalores para
o  denido n~ao podem se deslocar para o semiplano direito. Para
k4Amfk   ainda e possvel obter a estabilidade do sistema, visto
que os autovalores podem se deslocar dentro do pseudoespectro para
locais que ainda sejam pontos estaveis no plano complexo. Esse des-
locamento dos autovalores no plano complexo depende do tipo de per-
turbac~ao aplicada e dos autovalores mais sensveis a perturbac~ao.
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Figura 18 { Contorno 1: autovalores de Amf+Amf , k Amf k< 1.
A abscissa pseudoespectral para 1 e 1 .
Contorno 2: autovalores de Amf +Amf , k Amf k< 2.
A abscissa pseudoespectral para 2 e 2 .
5.4.2.2 Indice de Amortecimento Pseudoespectral
O ndice de amortecimento pseudoespectral e denido de forma
analoga a denic~ao da abscissa pseudoespectral. Porem, ao inves de
utilizar a parte real dos autovalores, neste ndice o amortecimento do
modo dominante do sistema e utilizado. Ou seja, aquele que apresenta
menor amortecimento para um  xo.
Denic~ao 26. Ondice de amortecimento pseudoespectral de uma ma-
triz Amf 2 <nn e dado por
(Amf ) = inf fi(Amf ) : z 2 C; min(Amf   z I) < g (5.23)
Observac~ao: Note que a notac~ao inf e utilizada na denic~ao do ndice
de amortecimento pseudoespectral. Ela indica o valor inmum. Neste trabalho e
utilizada a notac~ao inf pois, de acordo com [85], o valor inmum de uma func~ao
f(x) e o menor valor assintotico de um conjunto de valores innitos. Por exemplo:
para f(x) = 1 + ex, o valor 1 e o infff(x)g, pois f(x) tende a 1. O menor valor
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de uma func~ao f(x), denotado por minff(x)g, e o menor valor de um conjunto de
valores nitos e e usado nos ndices em que o valor mnimo e nito.
O ndice de amortecimento pseudoespectral determina o amor-
tecimento do modo dominante para todas as matrizes Amf +4Amf ,
com k4Amfk < 
Para  = 0, o pseudoespectro se reduz ao espectro da matriz
Amf e o ndice de amortecimento pseudoespectral e, neste caso, equi-
valente ao ndice de amortecimento. Este ndice visa a maximizac~ao do
amortecimento do sistema e a robustez, atraves do pseudoespectro.
e a abscissa pseudoespectral no plano w e, neste caso, equivalente
a abscissa espectral no plano w
5.4.2.3 Abscissa Pseudoespectral no Plano w
A abscissa pseudoespectral no plano w e denida pela maior
parte real de todos os autovalores do sistema mapeados no plano w
para um , xo.
Denic~ao 27. A abscissa pseudoespectral no plano w de uma matriz
Amf 2 <nn e dada por
w(Amf ) = sup fRe zw : zw 2 C; min(Amf   z I) < g (5.24)
A abscissa pseudoespectral no plano w e a maior parte real dos
autovalores para todas as matrizes Amf +4Amf , com k4Amfk < 
considerando um amortecimento mnimo denido por .
Para  = 0, o pseudoespectro se reduz ao espectro da matriz
Amf e a abscissa pseudoespectral no plano w e, neste caso, equivalente
a abscissa espectral no plano w. Este ndice visa garantir o amorteci-
mento do sistema e a robustez, atraves do pseudoespectro.
5.4.2.4 Norma H1
A norma H1 de um sistema pode ser entendida como sendo o
maior ganho em termos de energia que esse sistema pode oferecer a um
sinal de entrada. Por isto, e muito utilizada na analise de perturbac~oes
e rudos na entrada e sada do sistema.
A norma H1 e determinada com base na func~ao de transfere^ncia
do sistema da Figura 8 em malha fechada, onde o bloco P representa
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o sistema de pote^ncia dado pelas equac~oes (4.6) a (4.8) e o bloco K
representa o controle dado por (4.9) e (4.10) [16].
A func~ao de transfere^ncia equivalente, considerando o sistema
aumentado da equac~ao (4.13) pode ser denida por
Gwz(s) =
z(s)
w(s)
= (CMF (sI AMF ) 1BMF +DMF ) (5.25)
onde as matrizes AMF ;BMF ;CMF eDMF representam as matrizes do
sistema em malha fechada, considerando-se a modelagem com entradas
externas. A partir da equac~ao (5.25) pode-se calcular a norma innita.
Denic~ao 28 ( [14, 48]). A norma H1 da func~ao de transfere^ncia
do sistema em malha fechada da equac~ao (5.25), onde as matrizes
AMF ;BMF ;CMF eDMF 2 <nn, e dada por
kGwz(s)k1 = sup

max (CMF (zI AMF ) 1BMF +DMF : (5.26)
z 2 C; Re z > 0g
A norma H1, calculada para a func~ao de transfere^ncia Gwz(s),
visa minimizar o efeito da sada quando simulado uma perturbac~ao na
entrada do sistema.
A norma H1 so pode ser aplicada em sistemas estaveis [16].
Assim, para ndices com um unico objetivo, algum criterio adicional
deve ser implementado para tornar o sistema estavel. Ja em problemas
com multiplos objetivos, esse criterio pode ser denido atraves de outra
func~ao objetivo que vise a estabilidade do sistema.
Este ndice esta relacionado apenas a robustez do sistema, uma
vez que precisa de algum criterio adicional para garantir a estabilidade
quando aplicado a sistemas instaveis.
5.4.2.5 Raio de Estabilidade Complexo
O raio de estabilidade complexo e um ndice que determina a
dista^ncia de Amf para o conjunto de matrizes que s~ao instaveis. Em
outras palavras, tambem consiste em garantir estabilidade para per-
turbac~oes na matriz Amf com norma menor que um valor especi-
cado [6].
O calculo do raio de estabilidade n~ao considera perturbac~oes
externas como a norma H1, apenas variac~oes parametricas Amf +
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Amf s~ao consideradas. Assim, a func~ao de transfere^ncia do sistema
em malha fechada pode ser denida por
G(s) = (sI Amf ) 1 (5.27)
onde a matriz Amf , e representada pelo do sistema aumentado das
equac~oes (4.19) e (4.34). A partir da equac~ao (5.27) pode-se calcular o
raio de estabilidade.
Denic~ao 29 ([81, 82]). O raio de estabilidade complexo de uma matriz
Amf 2 <nn e dado por
(Amf ) = inf

[max (zI Amf ) 1] 1 : z 2 C; Re z > 0
	
(5.28)
onde, inf e o valor inmum, (Amf ) e a inversa do maior valor sin-
gular supremo da func~ao de transfere^ncia, dada pela equac~ao (5.27) e
indica a dista^ncia a instabilidade. Alternativamente, o raio de estabi-
lidade pode ser denido como
(Amf ) = inf fk Amf k : Amf +Amf e instavel; (5.29)
8Amf 2 Cg
A estabilidade, neste caso, e garantida se
k4Amfk < (Amf ) (5.30)
onde 4Amf representa a maior perturbac~ao possvel do sistema que
mantem a estabilidade.
O conceito do raio de estabilidade e ilustrado na Figura 19. A
mnima perturbac~ao k Amf k, para a qual o limite do -pseudoespectro
toca o eixo imaginario, corresponde ao raio de estabilidade.
Da mesma forma que a norma innita, o raio de estabilidade
tambem visa apenas a robustez do sistema, sendo que um criterio para
garantir estabilidade precisa ser implementado para ser solucionado
como um problema mono-objetivo.
5.4.2.6 Sensibilidade dos Autovalores
Sistemas mal condicionados tendem a ser sensveis a variac~oes
parametricas ou mesmo a perturbac~oes [81]. A sensibilidade dos auto-
valores esta relacionada a capacidade do sistema variar ou n~ao diante
de perturbac~oes. Sistemas que apresentam alta sensibilidade tendem
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Figura 19 { Contorno 1: autovalores de Amf+Amf , k Amf k 1.
O raio de estabilidade e (Amf ) = 1
a variar com mais facilidade a posic~ao de seus autovalores para per-
turbac~oes na matriz Amf .
Dado uma matriz Amf , com o espectro de Amf denotado por
(Amf ), seja Amf um disturbio na matrizAmf . A preocupac~ao aqui
e como (Amf ) varia com a perturbac~ao, ou seja, com o espectro de
Amf +Amf .
Em [81] s~ao apresentadas diversas formas para o calculo da sen-
sibilidade dos autovalores de uma matriz Amf . Neste trabalho s~ao
utilizadas duas abordagens. A primeira, usa a medida da sensibilidade
de todo espectro dos autovalores (Amf ) e a segunda usa a sensibili-
dade de um determinado autovalor.
A sensibilidade de todo o espectro dos autovalores e denida
pelo condicionamento numerico da matriz Amf , que e uma medida de
sensibilidade dos autovalores frente a disturbios na matriz de estados.
Denic~ao 30 ([81]). A sensibilidade de todo espectro de uma matriz
Amf 2 <nn e dada por
s(z)(Amf ) =
max(Amf )
min(Amf )
(5.31)
O condicionamento numerico para matrizes normais e proximo
de 1 e varia na faixa de 1 < s(z)(Amf ) <1.
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A sensibilidade de um determinado autovalor e denida pelo con-
dicionamento numerico de um autovalor zi especco, que e uma medida
de sensibilidade de zi diante de variac~oes parametricas e perturbac~oes.
Autovalores com baixa sensibilidade apresentam melhores propriedades
de robustez.
Seja zi um determinado autovalor de Amf , com vi e wi, cor-
respondentes aos autovetores a direita e a esquerda, respectivamente.
Considerando zi o autovalor dominante do sistema, sua sensibilidade
diante de perturbac~oes pode ser denida.
Denic~ao 31 ([81]). A sensibilidade do autovalor dominante de uma
matriz Amf 2 <nn e dado por [81].
s(zi)(Amf ) =
kwi(Amf )k:kvi(Amf )k
jwi (Amf ):vi(Amf )j
(5.32)
onde, jwi(Amf ):vi(Amf )j sempre sera maior que o produto da norma
do autovetor a esquerda e a direita [81].
Supondo que vi(Amf ) foi escalonado de modo que k vi(Amf ) k=
1 e wi(Amf ) foi escalonado tal que w

i (Amf )vi(Amf ) = 1. Logo, a
norma k wi(Amf ) k pode ser usada como o condicionamento numerico
para zi e a equac~ao (5.32) pode ser reescrita
s(zi)(Amf ) = kwi(Amf )k (5.33)
A sensibilidade e um conceito local, pois esta relacionada a va-
riac~ao dos autovalores 4z em relac~ao a pequenas variac~oes em 4Amf .
Estes ndices visam apenas determinar a sensibilidade dos auto-
valores do sistema a variac~oes parametricas e perturbac~oes. Eles n~ao
atendem a estabilidade e o amortecimento mnimo. No entanto, podem
melhorar a robustez do sistema.
5.4.2.7 Norma H2
A norma H2 pode ser denida como a energia do sinal de sada
de um sistema em resposta a um disturbio na entrada deste [2, 74].
Denic~ao 32 ([74]). Dado o sistema da Figura 8, onde tem-se um
vetor de entrada wi e um vetor de sada zi, a relac~ao entre a en-
trada e sada e denida por uma matriz de transfere^ncia Gwz(s) da
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equac~ao (5.25) e a norma H2 pode ser denida, no domnio da freque^ncia,
como sendo a soma das energias de todas as func~oes de Gwz(jw).
kGwz(s)k2 ,
s
1
2
Z +1
 1
tr[Gwz(jw):Gwz(jw)]dw (5.34)
onde o traco de uma matriz quadrada A, denotado por tr(A), e por
denic~ao, a soma dos elementos da diagonal principal de A.
Na literatura existem varias maneiras de denir a norma H2.
Neste trabalho, a norma H2 e determinada computacionalmente via
gramianos, considerando a func~ao de transfere^ncia (5.25), a qual e subs-
tituida na equac~ao (5.34) [74].
Denic~ao 33 ( [2, 74]). A norma H2 da func~ao de transfere^ncia
do sistema em malha fechada da equac~ao (5.25), onde as matrizes
AMF ;BMF ;CMF eDMF 2 <nn, e dada por
kGwz(s)k2 =
q
tr(BTMFQBMF ) (5.35)
onde Q e o graminiano de controlabilidade que e obtido da soluc~ao de
AMFQ+QBMF +CMF = 0
A denic~ao da norma H2 e muito semelhante a da norma innita
pois ambas relacionam-se com a energia ou ganho do sistema diante de
perturbac~oes externas na entrada ou sada deste. A diferenca entre as
normas e que a norma H1 e determinada pelo maior valor singular do
sistema em malha fechada, enquanto que a norma H2 e determinada
pela soma quadratica de todos os valores singulares do sistema [2].
Para sistemas instaveis, algum criterio que vise a estabilidade
do sistema precisa ser considerado antes de computar a norma H2 a
cada iterac~ao, uma vez que o calculo da norma H2 so tem sentido para
sistemas estaveis [16].
5.5 Implementac~ao Computacional de Func~oes Pseudoespec-
trais
Nosndices de desempenho que consideram  > 0, o pseudoespec-
tro e formulado como uma restric~ao, para a qual a maior perturbac~ao
deve ser determinada pelo valor de . A soluc~ao computacional das
func~oes pseudoespectrais que consideram o menor valor singular do sis-
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tema como restric~ao e baseada em [6], onde a restric~ao e formulada
junto ao ndice e e determinada por um metodo de otimizac~ao.
Nesta sec~ao, as func~oes pseudoespectrais s~ao reescritas em func~ao
de h(x; y) para que seja possvel realizar o processo de busca com o
metodo de otimizac~ao proposto.
Para um sistema em malha fechada Amf com  > 0 e xo, o
menor valor singular pode ser determinado pela func~ao h(x; y), que
representa uma aproximac~ao equivalente do pseudoespectro
h(x; y) = min(Amf   (x+ iy)I)   (5.36)
onde x e a parte real dos autovalores e y a parte imaginaria.
O -pseudoespectro de Amf e denido pelo conjunto
f(x; y) 2 C : h(x; y) < 0g (5.37)
Sendo assim, as func~oes pseudoespectrais da abscissa pseudo-
espectral, do ndice de amortecimento pseudoespectral e da abscissa
pseudoespectral no plano w podem ser reescritas de acordo com
(Amf ) = supfx : (x; y) 2 C; h(x; y) < 0g (5.38)
(Amf ) = inffi(Amf ) : (x; y) 2 C; h(x; y) < 0g (5.39)
w(Amf ) = supfxw : (xw; yw) 2 C; h(xw; yw) < 0g (5.40)
Logo, a soluc~ao computacional das func~oes pseudoespectrais pode
ser obtida utilizando-se somente informac~oes dos autovalores do sis-
tema, para os quais o menor valor singular e calculado. Na proxima
sec~ao e apresentado um metodo de busca da melhor soluc~ao, baseado
no cruzamento de x e y para calcular o menor valor singular.
5.5.1 Metodo de Procura Vertical-Horizontal [6]
As func~oes pseudoespectrais s~ao resolvidas usando o metodo de
procura vertical-horizontal. O metodo baseia-se na procura de zeros re-
ais da func~ao h(x; y), os quais s~ao autovalores da matriz Hamiltoniana,
representados por x e y [6].
Denic~ao 34. Uma matriz Hamiltoniana e denida como uma matriz
quadrada A 2 C2n2n com AJ = AJ, sendo a matriz J 2 C2n2n uma
matriz simetrica e todos autovalores de A s~ao reais [86].
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A procura vertical, busca uma intersecc~ao de uma linha vertical
h(x; :), com um x xo, e o pseudoespectro. A parte imaginaria dos
autovalores iy da matriz Hamiltoniana H(x) correspondem ao menor
valor singular do sistema Amf   (x + iy)I, se e somente se, iy e um
autovalor da matriz Hamiltoniana [6]
H(x) =

xI Amf I
 I Amf   xI

(5.41)
Os autovalores iy que n~ao satisfazem min(Amf   (x+ iy)I) < 
s~ao desconsiderados, restando apenas os zeros desejaveis de h(x; :), os
quais s~ao classicados em pares.
Existem dois tipos de zeros da func~ao h(x; y), os zeros de cruza-
mento l, onde a func~ao h(x; y) muda o sinal e os zeros de n~ao cruza-
mento u, onde isso nao ocorre. Assim, o conjunto de zeros desejaveis,
que s~ao autovalores da matriz Hamiltoniana H(x), s~ao classicados em
ordem crescente. Para cada segmento de reta vertical com o valor de x
xo existe ent~ao pares de zeros, contendo um zero de cruzamento lj e
um zero de n~ao cruzamento uj . A reta horizontal e ent~ao tracada para
o ponto medio entre os zeros de cruzamento e n~ao cruzamento, dado
por
yj =
lj + uj
2
(5.42)
A procura horizontal, busca a intersecc~ao da linha horizontal
h(:; y), para cada componente de y desejado da equac~ao (5.42) e o
ndice de desempenho. Os pontos de intersecc~ao da parte imaginaria ix
dos autovalores da matriz Hamiltoniana H(y) correspondem ao menor
valor singular do sistema Amf   (x + iy)I, com maior parte real dos
autovalores para as equac~oes (5.38) e (5.40) e com menor coeciente
de amortecimento para a equac~ao (5.39), se e somente se, ix e um
autovalor da matriz Hamiltoniana [6]
H(y) =

iAmf   yI I
 I iAmf + yI

(5.43)
Neste algoritmo, a componente x e calculada atraves da parte
imaginaria dos autovalores da matriz Hamiltoniana H(y), assim como
feito com a componente y obtida da matriz H(x). Uma vez que os
autovalores de matrizes Hamiltoniana s~ao sempre reais isso e possvel.
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Para provar o uso do ix como parte imaginaria, considera-se que
o valor singular da matriz Amf   (x + iy)I e o mesmo em ambos os
casos com as matrizes H(x) e H(y) conforme [6],
i(A  (x  iy)I) = iA  ( y + ix)I (5.44)
Substituindo iA por A, x por y e  y por x tem-se a prova da
igualdade
i(A  (y + ix)I) = A  (x+ iy)I (5.45)
Para as func~oes pseudoespectrais, x e a parte real dos autovalores
do sistema e y a parte imaginaria. A cada iterac~ao, uma estimativa do
autovalor mais a direita do plano complexo no plano s para a abscissa
pseudoespectral, x, ou no plano w para a abscissa pseudoespectral no
plano w, xw, e encontrada. Para o ndice de amortecimento pseudoes-
pectral o modo dominante x iy e determinado a cada iterac~ao.
As principais etapas do metodo s~ao descritas no Algoritmo 1.
Para ilustrar a descric~ao do metodo, adotou-se a func~ao objetivo da
abscissa pseudoespectral.
Algoritmo 1 Metodo de Busca Vertical-Horizontal [6]
1: Inicia-se o processo com x1 =  e r = 1
2: Procuram-se os zeros da func~ao h(xr; :)
3: Classicam-se os zeros que cruzam o eixo vertical lrj e os que n~ao cruzam
o eixo vertical urj
4: Para cada j = 1; 2; :::;mr, calcula-se yrj =
lrj+u
r
j
2
5: Encontra-se o maior zero xrj da func~ao h(:; y
r
j )
6: Dene-se o novo valor xr+1 = maxfxrj : j = 1; 2; :::;mrg
7: Faz-se r = r + 1 e retorna ao passo 2
Nota: lrj e u
r
j s~ao denominados zeros de cruzamento e de n~ao cruzamento respecti-
vamente, onde a func~ao h(x; y) muda o sinal ou n~ao.
5.6 Conclus~oes
Foram apresentados neste captulo os requisitos de desempenho
associados aos ndices de desempenhos e robustez. Os ndices associa-
dos a robustez foram denidos em func~ao do pseudoespectro e valores
singulares. Nas func~oes pseudoespectrais a restric~ao e formulada junto
ao ndice, o qual e resolvido por um metodo de procura.
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Os ndices relacionados a robustez do sistema, tal como a H1,
H2, o , a s(z) e a szi n~ao consideram como requisito a estabilidade do
sistema. Portanto, quando esses ndices, formulados como problemas
mono-objetivo, s~ao aplicados a sistemas com fator de amortecimento
negativo, um criterio que vise a estabilidade do sistema deve ser uti-
lizado, previamente. Esse criterio visa estabilizar o sistema, tornando
possvel o calculo do ndice de robustez referido, posteriormente. Em
problemas com multiplos objetivos o criterio de estabilidade e combi-
nado com os de robustez permitindo a soluc~ao simulta^nea.
Essa combinac~ao de ndices de desempenho, bem como a for-
mulac~ao dos problemas de otimizac~ao, s~ao apresentados no proximo
captulo.
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6 METODOLOGIA DE PROJETO
6.1 Introduc~ao
Nos ultimos anos, varios dos trabalhos relacionados a projeto
de controladores tem-se voltado para a utilizac~ao de metodos de oti-
mizac~ao para a obtenc~ao de uma soluc~ao otima, ou um controlador
otimo, que apresente bom desempenho para os sistemas eletricos [2,
10, 11, 42, 87, 88]. Dentro desse contexto, os autores tentam trabalhar
com metodos de projeto que possam ser aplicados a problemas n~ao
suaves e n~ao convexos [13, 14, 16].
Problemas de natureza n~ao suave e n~ao convexa podem ser difceis
de serem resolvidos utilizando os metodos de otimizac~ao, baseados no
uso de derivadas. A implementac~ao de tecnicas de otimizac~ao, base-
adas na estimac~ao de derivadas para pontos de n~ao suavidade e n~ao
convexidade podem ser uma alternativa [89]. Metodos de otimizac~ao
que n~ao utilizam derivadas tambem podem ser utilizados, desde que
apresentem desempenho satisfatorio para os problemas n~ao convexos.
Neste captulo, s~ao apresentados a formulac~ao dos ndices de
desempenho e os metodos de otimizac~ao, capazes de solucionar pro-
blemas de naturezas n~ao convexa e n~ao suave, envolvendo problemas
mono-objetivo e multiobjetivo, onde, neste ultimo caso, o criterio de
fronteira de Pareto e utilizado para a selec~ao das soluc~oes otimas.
6.2 Metodologia Proposta
O projeto, considerando controladores de baixa ordem, com rea-
limentac~ao de sadas, e resolvido atraves de otimizac~ao. A metodologia
proposta objetiva a otimizac~ao dos ndices de desempenho e robus-
tez denidos no captulo 5, com a intenc~ao de atender seus requisitos,
atraves da formulac~ao mono-objetivo e a combinac~ao desses ndices,
originando problemas multiobjetivo.
A formulac~ao e denida considerando as matrizes do sistema
aumentado em malha fechada do captulo 4, aplicada a estrutura de
controle descentralizada ou quase-descentralizada, incluindo ou n~ao a
modelagem de entradas externas no sistema eletrico de pote^ncia. Alem
disto, o espaco de procura 
, que contempla as restric~oes de para^metros
76 Metodologia de Projeto
dos controladores, e incluindo como restric~ao do problema. O espaco
de procura e denido por:

 =
8<:K 2 C : kmin  ki  kmaxmin  i  max
wmin  wi  wmax
9=; (6.1)
onde ki; i; wi s~ao os para^metros dos controladores da equac~ao (4.22)
e kmin; min; wmin; kmax; max; wmax s~ao os limites dos para^metros de
cada controlador.
6.2.1 Formulac~ao Mono-objetivo
A formulac~ao de func~oes mono-objetivo esta diretamente associ-
ada a otimizac~ao dos ndices denidos no captulo 5. O problema de
otimizac~ao dessas func~oes objetivos e formalizado como:
 Minimizar a Abscissa Espectral
Min: F0(K) = 0(Amf )
s:a: K 2 
 (6.2)
onde 0(Amf ) e a abscissa espectral. O problema de otimizac~ao
e formulado com o objetivo de minimizar a 0(Amf ). Isto e
equivalente a deslocar os autovalores da matriz o mais a esquerda
possvel do eixo imaginario.
 Minimizar a Abscissa Espectral no plano w
Min: F1(K) = w(Amf )
s:a: K 2 
 (6.3)
onde w(Amf ) e a abscissa espectral no plano w. O problema de
otimizac~ao e formulado com o objetivo de minimizar w(Amf ).
Isso e equivalente a deslocar os autovalores para dentro do cone
no plano s.
Neste trabalho, am de melhorar a otimizac~ao do problema for-
mulado, este ndice foi implementado atraves da minimizac~ao
do somatorio quadratico da parte real de todos os autovalores
instaveis no plano w.
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 Maximizar o Indice de Amortecimento
Min: F2(K) =  (Amf )
s:a: K 2 
 (6.4)
onde (Amf ) e o ndice de amortecimento. O problema de oti-
mizac~ao e formulado com o objetivo de minimizar  (Amf ).
Isto e equivalente a maximizar o amortecimento do modo ele-
tromeca^nico que apresenta o menor ndice de amortecimento.
 Minimizar a Abscissa Pseudoespectral
Min: F3(K) = (Amf )
s:a: K 2 
 (6.5)
onde (Amf ) e a abscissa pseudoespectral. O problema de
otimizac~ao e formulado com o objetivo de minimizar (Amf ),
considerando-se uma perturbac~ao maxima cuja norma e denida
pelo valor de .
 Maximizar o Indice de Amortecimento Pseudoespectral
Min: F4(K) =  (Amf )
s:a: K 2 
 (6.6)
onde (Amf ) e o ndice de amortecimento pseudoespectral. O
problema de otimizac~ao e formulado com o objetivo de maximizar
(Amf ), considerando-se uma perturbac~ao maxima cuja norma
e denida pelo valor de .
 Minimizar a Abscissa Pseudoespectral no Plano w
Min: F5(K) = w(Amf )
s:a: K 2 
 (6.7)
onde w(Amf ) e a abscissa pseudoespectral no plano w. O pro-
blema de otimizac~ao e formulado com o objetivo de minimizar
w(Amf ), considerando-se uma perturbac~ao maxima cuja norma
e denida pelo valor de .
 Maximizar o Raio de Estabilidade
Min: F6(K) =  (Amf )
s:a: K 2 
 (6.8)
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onde (Amf ) e o raio de estabilidade. O problema de otimizac~ao
e formulado com o objetivo de minimizar  (Amf ). Isto e equi-
valente a maximizar a dista^ncia a instabilidade, ou determinar
a maior perturbac~ao admissvel na matriz Amf que assegura a
estabilidade do sistema.
 Minimizar a Sensibilidade dos Autovalores
Min: F7(K) = s(z)(Amf )
s:a: K 2 
 (6.9)
onde s(z)(Amf ) e a sensibilidade de todo espectro dos autova-
lores do sistema. O problema de otimizac~ao e formulado com o
objetivo de minimizar s(z)(Amf ). Isto e equivalente a minimizar
o condicionamento numerico da matriz Amf , ou tornar a matriz
Amf o mais normal possvel.
 Minimizar a Norma H1
Min: F8(K) = kGwz(s)k1
s:a: K 2 
 (6.10)
onde kGwz(s)k1 e a norma innita. O problema de otimizac~ao
e formulado com o objetivo de minimizar kGwz(s)k1, ou seja,
minimizar o ganho entre uma perturbac~ao na entrada do sistema
e a sada deste. Isto e equivalente a minimizar o pico do maior
valor singular do sistema em malha fechada [2].
 Minimizar a Norma H2
Min: F9(K) = kGwz(s)k2
s:a: K 2 
 (6.11)
onde kGwz(s)k2 e a norma H2. O problema de otimizac~ao e
formulado com o objetivo de minimizar a norma kGwz(s)k2. Isto
e equivalente a minimizar o esforco na sada do controle frente a
perturbac~oes na entrada do sistema. Diferente da norma H1, na
norma H2 a soma quadratica de todos os valores singulares do
sistema e minimizada [2].
Na formulac~ao mono-objetivo, para as func~oes F6(K) a F9(K) a
abscissa espectral e considerada, caso o sistema seja instavel, uma vez
que o calculo das func~oes so tem sentido para sistemas estaveis [16],
ja que as func~oes consideram somente requisitos de robustez. Logo, no
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processo de otimizac~ao, a abscissa espectral e utilizada para estabilizar
o sistema, para ent~ao, determinar o valor de cada uma das func~oes.
6.2.2 Formulac~ao Multiobjetivo
As func~oes objetivo formuladas anteriormente foram apresenta-
das individualmente porem, como proposta deste trabalho, combina-se
duas ou mais func~oes, com o objetivo de formar problemas multiob-
jetivos capazes de atender a dois ou mais requisitos de desempenho e
robustez.
A combinac~ao de func~oes objetivos visa obter estabilidade, amor-
tecimento, robustez, tempo de resposta e esforco de controle reduzido,
simultaneamente. O problema multiobjetivo, para m func~oes objetivos
e denido por
Min: F (K) = [F1(K); F2(K); : : : ; Fm(K)]
s:a: K 2 
 (6.12)
onde 
 e o espaco viavel de procura, Fi; i = 1 : : :m representa as
func~oes objetivo associadas aos diferentes requisitos de desempenho e
robustez do sistema em malha fechada.
A soluc~ao da formulac~ao do problema multiobjetivo pode ser re-
solvida utilizando-se tecnicas para a combinac~ao das multiplas func~oes
objetivos. Na proxima sec~ao, s~ao discutidas essas tecnicas e escolhida
a que apresenta melhor desempenho para a combinac~ao de func~oes ob-
jetivos de natureza distinta.
6.2.3 Problemas Multiobjetivo e Fronteira de Pareto
Na literatura existem pelo menos quatro metodologias diferentes
desenvolvidas para aplicac~ao de problemas com multiplos objetivos [90].
O problema multiobjetivo pode ser resolvido utilizando-se tecnicas de
agregac~ao de peso a cada uma das func~oes, atraves da tecnica de pro-
gramac~ao por metas, atraves do metodo de restric~oes " ou utilizando o
criterio de fronteira de Pareto de soluc~oes n~ao dominadas.
 Agregac~ao de Pesos. O metodo consiste em atribuir um peso xo
a cada uma das func~oes objetivo. Assim, cada func~ao tera uma
determinada contribuic~ao na soluc~ao do problema. A diculdade
desse metodo e a denic~ao dos pesos para cada uma das func~oes
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quando a natureza das func~oes s~ao diferentes. A formulac~ao dessa
metodologia e representada pela equac~ao
Min: Z =
NX
j=1
wj [fj( ~xj)] (6.13)
onde wj e o peso atribudo a cada uma das func~oes objetivo.
 Programac~ao por Metas. Essa tecnica e semelhante ao metodo
de agregac~ao de pesos, porem procura-se minimizar o desvio dos
objetivos em relac~ao a uma meta pre especicada. A formulac~ao
comum e apresentada em (6.14), onde Tj e a meta denida e wj e o
peso atribudo a cada desvio [90]. A vantagem desta formulac~ao e
que o algortmo de otimizac~ao vai procurar soluc~oes que atendam
a meta porem, essa metodologia apresenta o mesmo problema da
diculdade de escolha dos pesos.
Min: Z =
NX
j=1
wj jfj( ~xj)  Tj j (6.14)
 Restric~ao ". E um metodo que consiste em descobrir a soluc~ao
otima de Pareto baseada na otimizac~ao de um objetivo, tratando
os demais como restric~oes limitadas por um intervalo ". Essa
metodologia exige grande esforco computacional e as soluc~oes en-
contradas nem sempre s~ao globais e n~ao dominadas [90].
 Fronteira de Pareto. Essa tecnica busca encontrar soluc~oes otimas
n~ao dominadas e sua aplicac~ao so e viavel em problemas com
multiplos objetivos. Uma denic~ao da metodologia e apresen-
tada ja que, baseado nas metodologias anteriores, a fronteira de
Pareto e a que atende da melhor forma o conjunto de func~oes
multiobjetivo denidas.
Denic~ao 35. Dado um conjunto de soluc~oes para um problema de oti-
mizac~ao multiobjetivo, s~ao denominadas otimos de Pareto aquelas que,
entre si, so e possvel melhorar um objetivo causando um detrimento
simulta^neo em outro, e s~ao melhores que as demais em pelo menos um
objetivo [91].
As soluc~oes que atendem ao conceito de otimo de Pareto, s~ao
chamadas n~ao dominadas e, quando dispostas no espaco de func~oes
objetivo, denem a fronteira de Pareto [90].
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Por soluc~oes n~ao dominadas entende-se aquelas soluc~oes cujo va-
lor e melhor em todos os objetivos de um problema multiobjetivo. Por
exemplo: dados duas soluc~oes x1 dominando x2 no sentido de Pareto,
isto signica que f(x1) e melhor que f(x2) para todos objetivos do
problema e existe pelo menos uma func~ao objetivo para qual f(x1) e
estritamente melhor que f(x2) [90]. A soluc~ao x1 e dita ser um otimo
de Pareto se, e somente se, n~ao existe nenhuma outra soluc~ao que a
domine. Em outras palavras, a soluc~ao x1 n~ao pode ser melhorada em
um dos objetivos sem afetar no mnimo um dos outros objetivos. Sendo
assim, duas condic~oes podem ser denidas para avaliar a domina^ncia
de cada uma das soluc~oes
Condic~ao 1 : f8i : fi(x1)  fi(x2)g
Condic~ao 2 : f9i : fi(x1) < fi(x2)g (6.15)
A aplicac~ao do conceito de fronteira de Pareto pode ser estendida
ao problema multiobjetivo da equac~ao (6.12), o qual pode ser reescrito
como
Fj1;j2;:::;jm(K) = [Fj1(K); Fj2(K); ::::Fjm(K)]
T (6.16)
onde m representa o numero de func~oes objetivo.
Denic~ao 36. Um ponto K 2 
 e um ponto otimo de Pareto se n~ao
existir uma matriz K que possa reduzir o valor de uma func~ao objetivo
sem causar detrimento em pelo menos uma outra func~ao objetivo, si-
multaneamente. A soluc~ao K e um otimo de Pareto se, e somente se,
n~ao existe outra soluc~ao que possa domina-la.
O conjunto otimo de Pareto pode ent~ao ser denido por
P = fK 2 
j9K 2 
 Fj1;j2;:::jm(K)  Fj1;j2;:::;jm(K)g (6.17)
onde todas soluc~oes n~ao dominadas de P formam a fronteira de
Pareto
FP = fFj1;j2;:::;jm(K)jK 2 Pg (6.18)
O projetista pode ent~ao selecionar a melhor soluc~ao da fronteira
de Pareto. Isso e fundamental para a aplicac~ao em sistemas de pote^ncia
uma vez que a soluc~ao que apresenta maior robustez pode ter baixo
amortecimento e a soluc~ao com maior amortecimento pode apresentar
baixa robustez. Logo, um criterio de selec~ao deve ser denido para
a escolha de uma unica soluc~ao da fronteira de Pareto que atenda da
melhor forma os multiplos objetivos.
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Observac~ao: Note que o smbolo  na denic~ao 37 indica uma soluc~ao
n~ao dominada de Pareto e n~ao tem nenhuma relac~ao com as matrizes transpostas
conjugadas denidas nos captulos 2 a 5.
6.2.4 Escolha da Melhor Soluc~ao da Fronteira de Pareto
Uma diculdade que surge em problemas multiobjetivo, que uti-
lizam a fronteira de Pareto, e como escolher a melhor soluc~ao, dentre
as n~ao dominadas, que atende da melhor forma os multiplos objetivos.
Na literatura, em [92] e utilizado uma abordagem baseada em
logica fuzzy para determinar a soluc~ao de Pareto que atende da me-
lhor forma aos multiplos objetivos. O problema desta tecnica e que o
amortecimento mnimo do sistema n~ao e levado em considerac~ao, pois
a tecnica e baseada na escolha do ponto medio da fronteira de Pa-
reto. Assim, pode-se obter sistemas pouco amortecidos e ate mesmo
instaveis.
Neste trabalho, o criterio de selec~ao do ponto otimo da fronteira
de Pareto e baseado no numero de func~oes objetivos.
Denic~ao 37. Dado um conjunto de soluc~oes K que representam as
soluc~oes n~ao dominadas da fronteira de Pareto
 Para uma unica func~ao objetivo. A melhor soluc~ao e a soluc~ao
com maior amortecimento para o sistema de pote^ncia.
Fotimo = F
min
j1 (K
) (6.19)
 Para duas func~oes objetivo. A soluc~ao otima e a soluc~ao com
menor valor para a func~ao objetivo relacionada a robustez para
a qual um amortecimento mnimo de 5% e encontrado, de tal
forma que os controladores garantam amortecimento mnimo para
o sistema e sejam o mais robustos possveis.
Fotimo = [Fj1(K
?); Fminj2 (K
?)] (6.20)
onde, K? representa o conjunto de matrizes de controladores,
para qual o sistema em malha fechada apresenta amortecimento
superior a 5%.
 Para tre^s ou mais func~oes objetivo. A soluc~ao otima e esco-
lhida usando o conceito de soluc~oes n~ao dominadas relacionadas
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as func~oes objetivo que consideram robustez. A soluc~ao otima e a
soluc~ao n~ao dominada dentre as soluc~oes relacionadas a robustez
para a qual um amortecimento mnimo de 5% e encontrado, de
tal forma que os controladores garantam amortecimento mnimo
para o sistema e sejam o mais robustos possveis.
Fotimo = [Fj1(K
); Fj2(K); Fj3(K)] (6.21)
onde, K e a matriz dos controladores que apresenta maior do-
mina^ncia para Fj2(K
) e Fj3(K) sobre as demais matrizes K,
cujo amortecimento mnimo de 5% e garantido.
Se as soluc~oes para diferentes func~oes objetivo e metodos de oti-
mizac~ao apresentarem fator de amortecimento inferior a 5%, e escolhida
a soluc~ao que apresentar o maior fator de amortecimento para o sistema
e nesse casso a robustez e a mnima possvel.
6.3 Metodos de Otimizac~ao
A soluc~ao dos problemas parametricos mono-objetivos e multiob-
jetivos, aplicados ao projeto de controladores em sistemas de pote^ncia,
s~ao resolvidos utilizando-se metodos de otimizac~ao.
Devido as diculdades da aplicac~ao das tecnicas de combinac~ao
de multiplas func~oes objetivos de natureza distinta, neste trabalho, os
metodos de otimizac~ao s~ao divididos entre os que utilizam o conceito
de fronteira de Pareto, de soluc~oes n~ao dominadas, para tratar os pro-
blemas multiobjetivos e os metodos de otimizac~ao, onde n~ao e possvel
aplicar o conceito de fronteira de Pareto.
Os metodos de otimizac~ao que n~ao utilizam o conceito de fron-
teira de Pareto s~ao utilizados apenas para solucionar os problemas
mono-objetivo da sec~ao 6.2.1, enquanto que os metodos que utilizam o
conceito de fronteira de Pareto podem ser utilizados para solucionar o
problemas mono-objetivo e multiobjetivo.
6.3.1 Metodos de Otimizac~ao para Soluc~ao de Problemas
Mono-objetivo
Os metodos de otimizac~ao aplicados a problemas mono-objetivo
s~ao baseados na busca direta de soluc~oes, estimativa de derivadas ou
em heurstica, atraves de algoritmos evolucionarios. Em todos os casos,
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o objetivo principal e lidar com problemas de natureza n~ao suave e n~ao
convexa.
Os metodos de otimizac~ao utilizados, neste trabalho, para a
soluc~ao de problemas mono-objetivo s~ao: os metodos de Hooke-Jeaves
e o de busca multidirecional (MDS), propostos em [93]; o metodo
Hbrido, proposto em [89, 94]; e o metodo de otimizac~ao por enxame
de partculas (PSO), proposto em [95].
A escolha dos metodos foi baseada em aplicac~oes anteriores a
sistemas de pote^ncia [32, 64, 87, 96, 97] e na experie^ncia adquirida ao
longo do desenvolvimento desta pesquisa.
6.3.1.1 Metodo de Hooke-Jeaves
O Hooke-Jeaves e um metodo de busca direta que n~ao utiliza
gradiente. O metodo baseia-se na comparac~ao dos valores da func~ao
objetivo e e particularmente atrativo em situac~oes onde n~ao e viavel
calcular a derivada da func~ao objetivo.
O metodo proposto em [98], baseia-se em uma seque^ncia de mo-
vimentos exploratorios, comecando em um ponto base inicial e dois
outros pontos adjacentes denidos pela adic~ao ou subtrac~ao da esti-
mativa do gradiente ao ponto incial. Se um desses pontos produzir
decrescimento no valor da func~ao objetivo, para um problema de mini-
mizac~ao, este ponto e a nova soluc~ao. Caso nenhum ponto produza um
decrescimento no valor da funcao objetivo, o tamanho do passo pre-
denido e reduzido a metade e o movimento exploratorio e repetido.
As principais etapas do metodo s~ao descritas no Algoritmo 2.
6.3.1.2 Metodo de Busca Multi Direcional - MDS
Assim como o metodo do Hooke-Jeeaves, o metodo de busca
multidirecional tambem e um metodo de busca direta. O algoritmo
inicia-se como o metodo do Hooke Jeaves, onde a func~ao objetivo e
avaliada pelos seus vertices, que representam as possveis soluc~oes. O
processo de converge^ncia divide-se em quatro etapas principais: a re-
ex~ao, a expans~ao, contrac~ao e sorteio.
 Reex~ao. Na reex~ao um conjunto de N soluc~oes e obtido em
comparac~ao com o valor inicial da func~ao objetivo avaliada. Se
o menor valor da func~ao objetivo do conjunto e menor que o
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Algoritmo 2 Metodo de Hooke Jeaves [93]
1: Faz-se k = 1 e inicia-se a busca com os vertices aleatorios i = 1; ::::; N
2: Classica-se os vertices atribuindo a xk1 a soluc~ao com menor valor de
f(xi)
3: Para i = 1; ::::; N : pk = xk1 + hv
k
i , onde h e o tamanho do passo e v
k
i a
direc~ao
4: Calcula-se o novo valor da func~ao f(pk)
5: Se a condic~ao f(xk1) > f(p
k) e atendida, segue para o passo 8
6: Se a condic~ao f(xk1)  f(pk) e atendida, faz-se pk = xk1   hvki
i. Se f(xk1)  f(pk), reduz-se o tamanho do passo h = h2 e determina-se
o novo ponto pk = xk1   hvki
7: A nova soluc~ao e xk1 = p
k
8: Repete-se os itens 2 a 7 ate satisfazer o criterio de parada onde, f(xk1) 
f(pk) < 
Nota: vki e a i
esima coluna da direc~ao da matriz V na iterac~ao k, onde V = I
da func~ao inicial ocorre o processo de expans~ao, do contrario, a
contrac~ao.
 Expans~ao . O processo de expans~ao inicia-se com a inclus~ao de N
novos pontos, os quais s~ao expandidos em relac~ao ao ponto obtido
na etapa de reex~ao, com o objetivo de encontrar uma soluc~ao
melhor para a func~ao objetivo avaliada.
 Contrac~ao. Na contrac~ao, N novos pontos s~ao contrados em
relac~ao ao ponto obtido na etapa de reex~ao, com o objetivo de
encontrar melhores soluc~oes para a func~ao objetivo. Por esta
raz~ao o metodo e denominado multidirecional.
 Classicac~ao. Ao nal de cada iterac~ao, e realizada a classicac~ao
dos vertices de acordo com o conjunto denido pelos vertices com
melhor soluc~ao obtidas nas etapas de contrac~ao e expans~ao.
A busca continua, sempre objetivando encontrar uma melhor
soluc~ao, utilizando os processos de expans~ao e contrac~ao. O criterio de
parada e satisfeito quando a diferenca entre o valor da func~ao anterior
e o valor atual s~ao menores que uma tolera^ncia. As principais etapas
do metodo s~ao descritas no Algoritmo 3.
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Algoritmo 3 Metodo de Busca Multidirecional [93]
1: Faz-se k = 1 e inicia-se a busca com os vertices aleatorios i = 1; ::::; N
2: Classica-se os vertices atribuindo a xk1 a soluc~ao com menor valor de
f(xi)
3: Reex~ao
i. Para j = 2; ::::; N + 1 : rj = x
k
1   (xj   xk1)
ii. Calcula-se f(rj)
iii. Se f(xk1) > minjff(rj)g, segue para o passo 4
iv. Se f(xk1) < minjff(rj)g, segue para o passo 5
4: Expans~ao
i. Para j = 2; ::::; N + 1 : ej = x
k
1   e(xj   xk1)
ii. Calcula-se f(ej)
iii. Se minjff(rj)g > minjff(ej)g, xj = ej , sen~ao xj = rj
iv. Segue para o passo 6.
5: Contrac~ao
i. Para j = 2; ::::; N + 1 : xj = x
k
1 + c(xj   xk1)
ii. Calcula-se f(xj)
6: Classicac~ao
i. Classica-se as soluc~oes de f(xj) e escolhe-se a que apresentar o menor
valor como novo ponto inicial xk1
6.3.1.3 Metodo Hbrido
O metodo hbrido utiliza uma combinac~ao de algoritmos com o
objetivo de trabalhar com problemas n~ao suaves e n~ao convexos e ao
mesmo tempo garantir baixo esforco computacional. O metodo com-
bina o BFGS (Broyden Fletcher Goldfarb Shanno), o metodo do feixe
e o gradiente amostrado.
 BFGS. E um metodo baseado no metodo Quase-Newton, com
uma direc~ao de busca inexata. O metodo usa uma estimativa da
derivada para calcular a inversa da matriz hessiana e ent~ao denir
a direc~ao de busca. A ideia central e gerar uma aproximac~ao da
derivada sem, no entanto, avaliar a matriz jacobiana, como e feito
no metodo de Newton tradicional.
 Gradiente Amostrado. E um metodo desenvolvido especica-
mente para problemas n~ao convexos e n~ao suaves. O algoritmo
utiliza a amostragem de varios gradientes ao longo do processo
de otimizac~ao, o que melhora a direc~ao de busca quando compa-
rado com a estimativa de apenas um gradiente, como e o caso
do BFGS. Para pontos de n~ao suavidade, o algoritmo utiliza in-
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formac~oes dos autovetores a esquerda e a direita da matriz de
estados para a estimac~ao da derivada.
 Metodo do Feixe. E baseado no conceito de  - subdiferencial, de-
nido por uma congurac~ao de subgradientes em uma vizinhanca
da iterac~ao atual, sendo utilizado para avaliar a otimalidade do
ponto encontrado.
O metodo parte com o BFGS, que utiliza apenas uma estima-
tiva da derivada, por iterac~ao, para realizar a busca. A otimalidade
da soluc~ao encontrada e avaliada pelo metodo do feixe. O mnimo
encontrado pelo BFGS e comparado com os gradientes de sua vizi-
nhanca. Caso a condic~ao de mnimo n~ao seja atendida, utiliza-se o
metodo do gradiente amostrado para renar a busca e encontrar uma
soluc~ao melhor. A desvantagem, neste caso, e o tempo computacional,
que aumenta devido ao maior numero de amostragens, quando compa-
rado com o BFGS [89]. As principais etapas do metodo s~ao descritas
no Algoritmo 4.
6.3.1.4 Otimizac~ao por Enxame de Partculas - PSO
O PSO foi desenvolvido em [95], baseado no comportamento de
populac~oes de passaros, onde os membros tendem a seguir o lider do
grupo, ou seja, aquele que apresenta o melhor desempenho.
O algoritmo e desenvolvido com base no conceito de posic~ao e
velocidade. A posic~ao apresenta a soluc~ao do problema e a velocidade
a direc~ao de busca que e determinada levando-se em considerac~ao tre^s
diferentes termos: a inercia, a memoria e a cooperac~ao.
 Inercia. A inercia, conduz o indivduo para a direc~ao que este
vinha seguindo;
 Memoria. A memoria, atrai o indivduo para a melhor posic~ao
encontrada por ele durante sua trajetoria;
 Cooperac~ao. A cooperac~ao, conduz o indivduo para a melhor
posic~ao ate ent~ao encontrado pelo enxame.
A escolha da melhor posic~ao de cada partcula, a cada iterac~ao
k, assim como a melhor posic~ao do enxame e atualizada com base
na memoria e cooperac~ao do enxame, prevalecendo o indivduo mais
apto para um determinado objetivo. Ao nal do numero maximo de
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Algoritmo 4 Metodo Hbrido [94]
1: Inicia-se o processo de busca com o BFGS, atraves de uma condic~ao
inicial xk, com k = 1 e determina-se a estimativa da hessiana Bk
2: Obtem-se a direc~ao de busca pk, resolvendo Bkpk =  rf(xk)
3: Realiza-se a procura fazendo xk+1 = xk + kpk, com k = k + 1,
retornando-se ao passo 1, ate atender o criterio de parada. O para^metro
k e o tamanho do passo
4: Geram-se pontos aleatorios xv proximos de x
k+1 com dia^metro amostral

5: Determina-se o subgradiente gk dos pontos xv e o gradiente rf(xk+1)
i. Se nenhum gk apresentar direc~ao descendente em relac~ao a rf(xk+1),
xk+1 e a nova soluc~ao
ii. Se existir gk < rf(xk+1), determina-se uma nova direc~ao de busca
com o metodo do gradiente amostrado, sendo xk+1 = xk a nova condic~ao
inicial
6: A direc~ao de busca dk e determinada por dk =   gkkgkk2
7: Determina-se o comprimento do passo tk
tk = max S
s:a: S 2 f0; 1; 2; :::::g e
f(xk + Sdk) < f(xk)  Skgkk2
(6.22)
onde  e um fator de reduc~ao e  a condic~ao de Armijo
i. Se f(xk + tkdk) e diferenciavel, calcular xk+1 = xk + tkdk, com
k = k + 1, retornando ao passo 6 ate atender o criterio de parada
ii. Se f(xk + tkdk) n~ao e diferenciavel, escolher um ponto xv, tal que
xv + t
kdk seja diferenciavel e calcular xk+1 = xv + t
kdk, com k = k+1,
retornando ao passo 6 ate atender o criterio de parada
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iterac~oes (gerac~oes), o indivduo com a melhor posic~ao de todo o en-
xame e a soluc~ao otima do problema de otimizac~ao. As principais
etapas do metodo s~ao descritas no Algoritmo 5.
Algoritmo 5 Metodo por Enxame de Partculas [95]
1: Faz-se k = 1 e cria-se uma populac~ao inicial aleatoria com i = 1; ::::; N
indivduos
2: Denir o vetor posic~ao ski = [s
k
1D; s
k
2D; :::s
k
ND] para a populac~ao inicial
3: Calcular o vetor velocidade inicial vk+1i = [v
k+1
1D ; v
k+1
2D ; :::; v
k+1
ND ], com
vk+1i = wi0:v
k
iD, onde D e denida pelo numero de para^metros dos con-
troladores e vkiD e um valor constante inicial
4: Atualizar o vetor posic~ao de cada partcula sk+1i = s
k
i + v
k+1
i
5: Criar um vetor com a melhor posic~ao de cada indivduo pki =
[pk1D; p
k
2D; :::; p
k
ND]
6: Criar um vetor com a melhor posic~ao ocupada pelo grupo de indivduos
gki = [g
1
ND; g
2
ND; :::; g
k
ND]
7: Atualizar o vetor velocidade vk+1i = wi0v
k
i +r1wi1(p
k
i  ski )+r2wi2(gki  
ski ), onde k representa o numero de gerac~oes
8: Repetir os itens 4 a 7 ate que o numero de gerac~oes seja atingido
Nota: No calculo da velocidade, vki e a velocidade do indivduo i, na iterac~ao k e
ski e a posic~ao do indivduo. Os para^metros wi1 e wi2 s~ao duas constantes positivas
e wi0 e uma func~ao peso decrescente, o que reduz progressivamente a importa^ncia
da inercia. Os para^metros r1 e r2 s~ao valores aleatorios entre 0 e 1.
Neste trabalho, o PSO e utilizado para a soluc~ao de problemas
mono-objetivo, e uma extens~ao de sua formulac~ao e aplicada a proble-
mas multiobjetivo, atraves do MOPSO, conforme descrito na proxima
sec~ao.
6.3.1.5 Metodos de Otimizac~ao para a Soluc~ao de Problemas
Mono-objetivo e Multiobjetivo
Os metodos de otimizac~ao aplicados a problemas mono-objetivo
e multiobjetivo, s~ao baseados em algoritmos evolucionarios, que con-
sideram estrategias evolucionarias e programac~ao evolucionaria [90].
Esses metodos tem uma caracterstica de converge^ncia probabilstica
e n~ao baseiam-se na estimativa de derivadas, trabalham com uma po-
pulac~ao de indivduos e n~ao com um unico ponto inicial, podem traba-
lhar tanto com para^metros contnuos quanto discretos e n~ao dependem
exclusivamente da condic~ao inicial denida [99].
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Na literatura existem diversos algoritmos baseados em estrategias
e programac~ao evolucionaria para os quais a formulac~ao multiobjetivo
pode ser aplicada [90, 100{103]. A escolha dos metodos foi baseada
na velocidade de converge^ncia do metodo, na obtenc~ao de soluc~oes n~ao
dominadas e na capacidade de soluc~ao de problemas n~ao suaves e n~ao
convexos. Assim, o metodo NSGA II baseado em estrategias evolu-
cionarias e o metodo MOPSO, baseado em programac~ao evolucionaria
foram escohidos. Ambos os metodos utilizam o conceito de Pareto
para obtenc~ao de soluc~oes n~ao dominadas e apresentam um tempo de
converge^ncia satisfatorio. O NSGA II foi aplicado a projeto de con-
troladores para sistemas de pote^ncia em [35, 92], ja o MOPSO n~ao
encontrou-se, na literatura, aplicac~oes do projeto de controladores para
sistemas de pote^ncia.
No caso da aplicac~ao desses metodos a problemas mono-objetivo,
o conceito de fronteira de Pareto e desconsiderado e todas as soluc~oes
s~ao n~ao dominadas.
6.3.1.6 Otimizac~ao Multiobjetivo por Enxame de Partculas -
MOPSO
OMOPSO utiliza quase as mesmas caractersticas do PSO porem,
enquanto no PSO a soluc~ao e representada pelo melhor indivduo da po-
pulac~ao, no MOPSO, um conjunto de soluc~oes otimas n~ao dominadas e
obtido para que seja possvel tracar a fronteira de Pareto dos multiplos
objetivos do problema [91]. A diferenca e que, no MOPSO, o operador
de mutac~ao e uma estrategia de reposic~ao de partculas s~ao utilizados
para evitar que o metodo, ao longo do processo de otimizac~ao, convirja
para uma soluc~ao n~ao viavel, ou n~ao satisfatoria. Nessa estrategia, os
indivduos com melhor aptid~ao s~ao utilizados nas gerac~oes seguintes
para conduzir o grupo de partculas para a melhor soluc~ao. As princi-
pais etapas do metodo s~ao descritas no Algoritmo 6.
Note que no MOPSO, um conjunto com as soluc~oes n~ao domina-
das sk+1i , e utilizado para tracar a fronteira de Pareto, enquanto que,
no PSO apenas o indivduo com a melhor soluc~ao gki e utilizado como
soluc~ao otima.
A velocidade do MOPSO e determinada pelo conjunto de soluc~oes
locais n~ao dominadas pki e pelo conjunto de soluc~oes globais n~ao do-
minadas hki , as quais s~ao armezanadas em um arquivo externo. Esse
arquivo externo e criado para manter um historico das soluc~oes n~ao do-
minadas e armazenar, a cada iterac~ao, as novas soluc~oes com o objetivo
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Algoritmo 6 Metodo Multiobjetivo por Enxame de Partculas [91]
1: Faz-se k = 1 e cria-se uma populac~ao inicial aleatoria com i = 1; ::::; N
indivduos
2: Denir o vetor posic~ao ski = [s
k
1D; s
k
2D; :::s
k
ND] para a populac~ao inicial
3: Calcular o vetor velocidade inicial vk+1i = [v
k+1
1D ; v
k+1
2D ; :::; v
k+1
ND ], com
vk+1i = wi0:v
k
iD, onde v
k
iD e um valor constante inicial
4: Atualizar o vetor posic~ao de cada partcula sk+1i = s
k
i + v
k+1
i
5: Criar um vetor com a melhor posic~ao n~ao dominada de cada indivduo
pki = [p
k
1D; p
k
2D; :::; p
k
ND]
6: Criar um vetor de reposic~ao com as soluc~oes n~ao dominadas pelo grupo
de indivduos hki = [h
k
ND; h
k
ND; :::; h
k
ND]
7: Atualizar o vetor velocidade vk+1i = wi0v
k
i +r1wi1(p
k
i  ski )+r2wi2(hki  
ski ), considerando a melhor posic~ao n~ao dominada ocupada por cada
indivduo e a soluc~ao armazenada no vetor de reposic~ao
8: Repetir os itens 4 a 7 ate que o numero de gerac~oes seja atingido
Nota: No calculo da velocidade, vki e a velocidade do indivduo i, na iterac~ao k e
ski e a posic~ao do indivduo. Os para^metros wi1 e wi2 s~ao duas constantes positivas
e wi0 e uma func~ao peso decrescente, o que reduz progressivamente a importa^ncia
da inercia. Os para^metros r1 e r2 s~ao valores aleatorios entre 0 e 1.
de melhorar o processo de busca do metodo, obtendo apenas soluc~oes
n~ao dominadas ao nal do processo de otimizac~ao.
6.3.1.7 Algoritmo Genetico de Selec~ao n~ao Dominada -
NSGA II
O Algoritmo Genetico de Selec~ao n~ao Dominada - NSGA II [104]
e baseado na selec~ao de soluc~oes n~ao dominadas, de uma populac~ao de
indivduos, obtidas atraves da fronteira de Pareto.
A cada iterac~ao s~ao avaliados quais indivduos da populac~ao do-
minam o restante do conjunto. Assim, cada indivduo assume uma
posic~ao com o numero de indivdos que ele domina, denominado rank.
Alem disso, um outro ndice de decis~ao e utilizado, a dista^ncia de cru-
zamento, que mede a dista^ncia de cada indivduo de sua vizinhanca.
Logo, duas func~oes s~ao utilizadas para avaliar a aptid~ao de cada in-
divduo em relac~ao aos objetivos denidos.
Baseado nos dois indicadores, 50% da populac~ao com os melhores
indivduos e selecionada para as operac~oes de cruzamento e mutac~ao.
Como dois descendentes s~ao gerados por indivduo durante o cruza-
mento, a nova populac~ao de indivduos tem a mesma dimens~ao da po-
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pulac~ao inicial. Para a nova populac~ao de indivduos, a domina^ncia e a
dista^ncia de cruzamento s~ao novamente avaliadas e o processo se repete
ate que o numero de gerac~oes seja atendido. As principais etapas do
metodo s~ao descritas no Algoritmo 7.
Algoritmo 7 Metodo de Selec~ao N~ao Dominada [104]
1: Faz-se k = 1 e cria-se uma populac~ao inicial aleatoria com i = 1; ::::; N
indivduos, com o numero de variaveis de decis~ao D, que representam o
numero de para^metros dos controladores ski = [s
k
1D; s
k
2D; :::s
k
ND]
2: Avaliar a domina^ncia e a dista^ncia de cruzamento de cada um dos N
indivduos para as func~oes objetivo do problema
3: Selecionar 50% dos melhores indivduos da populac~ao, baseado na do-
mina^ncia e na dista^ncia de cruzamento
4: Realizar o cruzamento binario dos parentes selecionados skjD e s
k
mD para
gerac~ao dos descendentes conforme:
i. dkjD =
1
2
[(1  k)skjD + (1 + k)skmD] e
ii. dkmD =
1
2
[(1 + k)s
k
jD + (1  k)skmD]
onde j = 1; :::; N
2
e m = 1; :::; N
2
s~ao soluc~oes aleatorias selecionadas da
populac~ao de dimens~ao N
2
.
5: Determinar a nova populac~ao de N indivduos skiD = d
k
jD [ dkmD
6: Realizar a mutac~ao polinomial para cada descendente atraves de sk+1iD =
skiD + (puD   plD)k, considerando:
i. k = (2rk)
1

+
m1   1; se rk < 0:5 ou
ii. k = 1  [2(1  rk)]
1
m+1 ; se rk  0:5
7: Repetir os itens 2 a 6 ate que o numero de gerac~oes seja atingido
Nota: No codigo o descendente sk+1iD e a soluc~ao do problema ao nal do numero de
gerac~oes. O para^metro k e um numero aleatorio ( 0), puD e plD s~ao os limites
maximos e mnimos de cada parente respectivamente, rk e um numero aleatorio
entre (0,1) e m e o fator de distribuic~ao da mutac~ao. Os descendentes sofrem uma
mutac~ao polinomial, onde os limites mnimos e maximos de cada componente s~ao
considerados. Esses limites evitam controladores com ganhos excessivos, pois todos
os para^metros, de cada indivduo, cam limitados.
6.4 Implementac~ao Computacional
O projeto dos controladores para os sistemas de pote^ncia, uti-
lizando a metodologia de projeto parametrico proposta, foi realizado
atraves de uma plataforma de simulac~ao.
A utilizac~ao de um conjunto de func~oes objetivo e um conjunto
de metodos de otimizac~ao, assim como diferentes estruturas de controle,
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com ou sem sinais remotos, foram integrados em um unico codigo prin-
cipal com o modelo dos sistemas eletricos linearizados.
A linearizac~ao dos sistemas eletricos foi realizada utilizando-se
o PacDyn. Uma interface entre o PacDyn e Matlab foi desenvolvida
para a representac~ao do sistema na forma de espaco de estados no Ma-
tlab. O PacDyn e o Anarede s~ao softwares desenvolvidos pelo CEPEL
(Centro de Pesquisas de Energia Eletrica) para analise de modos ele-
tromeca^nicos e analise de redes, respectivamente 1.
A elaborac~ao da plataforma de simulac~ao tem por objetivo per-
mitir ao usuario/projetista a escolha das caractersticas de projeto do
controlador, com base nos dados nela contido, ou incluir novos ndices,
modelos e metodos. Alem disto, a plataforma de simulac~ao tambem
foi desenvolvida com o objetivo de gerar uma futura toolbox com os
metodos de projeto parametricos.
O processo resumido executado pela plataforma para o projeto
dos controladores e ilustrado na Figura 20.
6.5 Conclus~ao
Neste captulo foram apresentados a metodologia proposta, ba-
seada nos metodos de projeto parametricos, atraves da formulac~ao das
func~oes mono-objetivo e multiobjetivo, e os metodos de otimizac~ao uti-
lizado para solucionar os problemas formulados.
Osndices de desempenho, a modelagem do sistema eletrico e dos
controladores apresentados nos captulos anteriores, foram implemen-
tados em uma plataforma de simulac~ao computacional, a qual permitiu
a obtenc~ao dos resultados para os sistemas testes avaliados, os quais
s~ao apresentados no proximo captulo.
1Vers~oes acade^micas, licenciadas a UFSC, dos softwares desenvolvidos pelo CE-
PEL, foram utilizadas
94 Metodologia de Projeto
Figura 20 { Plataforma Computacional para Projeto dos Controladores
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7 RESULTADOS
7.1 Introduc~ao
Neste captulo s~ao apresentados os resultados dos controlado-
res projetados pelos diferentes ndices de desempenho formulados e
metodos de otimizac~ao aplicados a tre^s diferentes sistemas: o sistema
equivalente Sul-Sudeste com 5 geradores e 7 linhas de transmiss~ao; o
conhecido sistema New England com 10 maquinas (sendo uma um bar-
ramento innito) e 39 barras e o sistema New England New York com
16 geradores e 160 estados.
O desempenho e a robustez dos controladores, utilizando as dife-
rentes estruturas de controle propostas, e avaliado atraves de variac~oes
nos para^metros do sistema e mudancas topologicas, tais como: aumento
da gerac~ao ou carga; retirada de linhas crticas; e perda de controlado-
res ou sinais.
Discuss~oes envolvendo outros metodos de projeto de controle ro-
busto s~ao consideradas para embasar a metodologia e justicar a esco-
lha dos metodos parametricos como uma alternativa para os projetistas
de controle de sistemas eletricos de pote^ncia.
Embora a metodologia proposta permita a escolha da ordem do
controlador, neste trabalho, somente controladores de segunda ordem
s~ao projetados. Os para^metros dos controladores, usando as diferentes
func~oes objetivos e metodos de otimizac~ao, foram limitados de acordo
com a Tabela 1.
Tabela 1 { Limites dos Para^metros dos Controladores [5]
Para^metro Mnimo Maximo
ki 0.01 100
i 0.01 10
wi 1.2 13
O limite dos para^metros foi denido com base no projeto de con-
troladores convencionais [5, 35, 105]. O para^metro wi representa a faixa
de freque^ncias dos modos eletromeca^nicos de oscilac~ao, em rad=s. O
para^metro i representa a faixa de avanco de fase dos controladores e o
para^metro ki a faixa de ganho dos controladores [105]. O para^metro ki e
inuenciado pelo ganho do RAT, ou seja, depende do sistema, enquanto
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que os para^metros i e wi n~ao [5]. Em alguns casos especcos, foi ne-
cessario variar esses limites para facilitar a converge^ncia do metodo de
otimizac~ao.
Os resultados deste captulo foram obtidos usando-se os softwa-
res PacDyn [106], Anatem [107], Anarede [108], EigTool [109] e Ma-
tlab [110].
7.2 Sistema Equivalente Sul-Sudeste
Nesta sec~ao, s~ao realizados varios estudos no sistema equivalente
Sul-Sudeste utilizando-se os ndices de desempenho propostos e os di-
ferentes metodos de otimizac~ao.
O desempenho e robustez dos controladores e avaliado conside-
rando os metodos de otimizac~ao aplicados aos problemas mono-objetivo
e multiobjetivo. As soluc~oes da fronteira de Pareto s~ao comparadas
para provar o criterio de escolha da sec~ao 6.2.5 e um estudo conside-
rando a reduc~ao do esforco do controle tambem e apresentado.
7.2.1 Descric~ao do Sistema
O sistema equivalente Sul-Sudeste e apresentado na Figura 21.
Esse sistema e composto por 5 maquinas sncronas, sendo que uma re-
presenta o sistema equivalente da regi~ao sudeste do Brasil. Os gerado-
res s~ao representados por um modelo de quinta ordem e os reguladores
de tens~ao por um modelo de primeira ordem. Os dados completos do
sistema podem ser obtidos em [41].
7.2.2 Desempenho em Malha Aberta
Atraves da analise modal realizada no PacDyn [106], vericou-se
que o sistema apresenta dois modos inter-area dominantes: um cor-
respondente a oscilac~oes entre o sistema Sudeste e Itaipu (modo 1) e
outro associado a oscilac~ao do sistema Sul (Salto Santiago, Salto Se-
gredo e Foz de Areia) contra o sistema Sudeste e Itaipu juntos (modo
2), conforme apresentado nas Figuras 22 e 23.
Na escala a direita, das guras, est~ao representadas as unidades
de gerac~ao associadas as respectivas barras do sistema. Os dois modos
dominantes do sistema s~ao apresentados na Tabela 2.
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Figura 21 { Sistema Equivalente Sul-Sudeste
Figura 22 { Mode Shape para
Modo 1
Figura 23 { Mode Shape para Modo
2
Alem do sistema ser instavel, ele apresenta um problema adici-
onal de controlabilidade modal que existe em sistemas multi-maquina
onde, alguns geradores, dependendo de sua localizac~ao, capacidade e
dista^ncia de grandes centros de carga s~ao incapazes de fornecer amorte-
cimento atraves de controle de excitac~ao de um modo inter-area pouco
amortecido. Este problema e ilustrado na presenca de um par de ze-
ros complexos conjugados mal amortecidos da func~ao de transfere^ncia
da malha de controle de excitac~ao de Itaipu. Como esse par de ze-
ros, por meio de mudancas no sistema, aproxima-se do par de polos
eletromeca^nicos a ser amortecido, a controlabilidade de um ESP insta-
lado neste gerador sobre este par de polo ca baixa. Por esta raz~ao,
e tambem conforme ja citado em outros trabalhos [30], dois ESP s~ao
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Tabela 2 { Autovalores Dominante em Malha Aberta
Modo Autovalor Freque^ncia Amortecimento
(Hz) (%)
1 0.645.39i 0.86 -11.9
2 -0.225.87i 0.93 3.84
projetados para que seja possvel obter a estabilidade e robustez do
sistema.
Para o modo menos amortecido (modo 1) tambem realizou-se
uma analise dos ndices de controlabilidade e observabilidade e fatores
de participac~ao no PacDyn [106]. A unidade de gerac~ao de Itaipu foi a
que apresentou os maiores ndices de controlabilidade, observabilidade
e fator de participac~ao. A segunda unidade de gerac~ao que apresentou
os maiores ndices foi a unidade associada a barra de Salto Segredo.
Assim, escolheu-se as unidades de Salto Segredo e Itaipu para o projeto
de dois controladores utilizando-se sinais locais de velocidade.
7.2.3 Projeto de Controladores Usando Problemas
Mono-objetivo
Nesta sec~ao s~ao apresentados os resultados obtidos com os meto-
dos de otimizac~ao aplicados a problemas mono-objetivo usando os dife-
rentes ndices de desempenho apresentados. Os resultados apresentam
o modo dominante do sistema em malha fechada, para o caso nominal
e tre^s outros casos perturbados, conforme Tabela 3.
Tabela 3 { Condic~oes de Operac~ao em Malha Aberta
Condic~ao Descric~ao
P1 Condic~ao nominal de operac~ao
P2 Reata^ncia da linha 5-1 dobrada
P3 Aumento de 30% na carga de Salto Segredo
P4 Aumento de 10% na gerac~ao de Salto Segredo
Os resultados obtidos para o projeto de dois ESP, com os ndices
de desempenho avaliados, utilizando-se os metodos de otimizac~ao de
Hooke-Jeaves, MDS, Metodo Hbrido e PSO s~ao apresentados nas Ta-
belas 4 a 7.
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Tabela 4 { Autovalores Dominantes para Multiplos Cenarios - Metodo
do Hooke Jeaves
Func~ao P1 P2 P3 P4
Objetivo
F0 -1.2012.07i -0.455.46i -1.1812.71i -1.1913.04i
j=9.44% j=8.24% j=9.28% j=9.11%
F1 -0.546.22i -0.375.68i -0.586.34i -0.374.80i
j=8.71% j=6.64% j=9.25% j=7.67%
F2 -0.8810.07i -0.465.86i -0.8710.06i -0.476.23i
j=8.73% j=7.98% j=8.62% j=7.62%
F3 -0.8312.49i -0.8212.47i -0.8012.5i -0.7212.80i
j=6.62% j=6.62% j=6.44% j=5.68%
F5 -0.256.21i -0.024.65i -0.286.29i -0.084.83i
j=4.04% j=0.55% j=4.53% j=1.75%
F6 -0.145.05i -0.125.04i -0.215.06i -0.095.05i
j=2.87% j=2.55% j=4.31% j=1.80%
Na Tabela 4 e possvel observar que a soluc~ao obtida com a
func~ao mono-objetivo da abscissa pseudoespectral F3 conduz a um de-
sempenho robusto dos controladores projetados em malha fechada com
o sistema de pote^ncia. O fator de amortecimento e a freque^ncia do
modo dominante mantiveram-se quase inalterados para os diferentes
casos avaliados.
As soluc~oes obtidas com as func~oes F5 e F6 apresentaram fator de
amortecimento abaixo de 5%. Isso ocorreu porque o metodo do Hooke-
Jeaves n~ao e um metodo desenvolvido especicamente para trabalhar
com problemas de natureza n~ao suave e n~ao convexa. Alem disso o
metodo de otimizac~ao depende do valor da condic~ao inicial atribuda
para encontrar uma soluc~ao satisfatoria. Soluc~oes com maior fator de
amortecimento poderiam ser obtidas a medida que uma boa condic~ao
inicial fosse atribuda. O problema e como atribuir uma boa condic~ao
inicial quando utilizam-se diferentes func~oes objetivos.
As soluc~oes para diferentes func~oes mono-objetivos obtidas com
o metodo MDS s~ao apresentadas na Tabela 5. Os resultados s~ao equiva-
lentes aos obtidos com o metodo de Hooke-Jeaves. Ambos metodos de
otimizac~ao s~ao baseados na busca direta de soluc~oes. A func~ao F3 no-
vamente apresentou boa robustez e a func~ao F6 novamente apresentou
fator de amortecimento abaixo de 5%.
Soluc~oes satisfatorias foram obtidas com as diferentes func~oes
mono-objetivos solucionadas pelo metodo hbrido, conforme Tabela 6.
Por tratar-e de um metodo de otimizac~ao desenvolvido especicamente
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Tabela 5 { Autovalores Dominantes para Multiplos Cenarios - Metodo
MDS
Func~ao P1 P2 P3 P4
Objetivo
F0 -0.375.09i -0.315.08i -0.465.08i -0.315.12i
j=7.41% j=6.08% j=9.04% j=6.15%
F1 -0.495.39i -0.165.48i -0.605.37i -0.375.43i
j=9.10% j=3.06% j=11.26% j=6.87%
F2 -0.295.09i -0.235.07i -0.649.27i -0.235.10i
j=5.71% j=4.65% j=6.92% j=4.50%
F3 -0.8013.22i -0.8013.20i -0.7713.23i -0.7513.53i
j=6.05% j=6.05% j=5.85% j=5.59%
F6 -0.205.83i -0.000125.48i -0.265.92i -0.135.76i
j=3.46% j=0.002% j=4.50% j=2.33%
Tabela 6 { Autovalores Dominantes para Multiplos Cenarios - Metodo
Hbrido
Func~ao P1 P2 P3 P4
Objetivo
F0 -1.0910.36i -0.305.37i -1.0810.36i -1.0310.56i
j=10.54% j=5.62% j=10.44% j=9.74%
F1 -0.285.61i -0.105.61i -0.425.62i -0.165.60i
j=5.04% j=1.90% j=7.51% j=2.88%
F2 -0.7510.33i -0.7510.34i -0.7410.33i -0.6810.52i
j=7.29% j=7.32% j=7.16% j=6.49%
F3 -1.0911.17i -0.405.28i -1.0711.17i -1.0211.41i
j=9.74% j=7.71% j=9.61% j=8.91%
F6 -0.599.99i -0.6010.00i -0.589.98i -0.5210.18i
j=5.98% j=6.02% j=5.84% j=5.14%
F8 -0.8910.63i -0.365.56i -0.8710.63i -0.8110.84i
j=8.34% j=6.63% j=8.21% j=7.47%
para trabalhar com problemas de natureza n~ao suave e n~ao convexa
foi possvel obter soluc~oes melhores que as obtidas com os metodos do
Hooke-Jeaves e o MDS.
A func~ao F1 n~ao apresentou boas propriedades de robustez pois,
diante das perturbac~oes avaliadas o fator de amortecimento obtido com
essa func~ao cou abaixo de 5% em alguns casos. Isso ocorreu porque
essa func~ao n~ao considera nenhum requisito de robustez, logo era de se
esperar apenas a estabilidade para o ponto nominal considerado.
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Tabela 7 { Autovalores Dominantes para Multiplos Cenarios - Metodo
PSO
Func~ao P1 P2 P3 P4
Objetivo
F0 -0.839.46i -0.829.47i -0.597.88i -0.659.69i
j=8.83% j=8.65% j=7.46% j=6.79%
F1 -0.364.44i -0.334.38i -0.9010.19i -0.334.45i
j=8.12% j=7.64% j=8.87% j=7.43%
F2 -0.283.05i -0.183.01i -1.3912.56i -0.273.05i
j=9.36% j=6.04% j=11.04% j=9.03%
Com o metodo de otimizac~ao evolucionario do PSO tambem foi
possvel obter soluc~oes adequadas para o sistema de pote^ncia em malha
fechada com os controladores projetados. A Tabela 7 mostra diferentes
soluc~oes obtidas com esse metodo. A vantagem do PSO, em relac~ao
aos metodos de otimizac~ao anteriores, e que n~ao foi preciso variar as
condic~oes iniciais para obter uma soluc~ao satisfatoria.
7.2.3.1 Analise N~ao-Linear
O desempenho e robustez dos controladores e tambem avaliado
atraves de simulac~oes no tempo, com o objetivo de levar em conta
as n~ao linearidades do sistema. Os controladores usados nessa analise
foram obtidos usando os metodos de otimizac~ao de busca direta (Hooke
Jeaves e MDS).
O desempenho dos controladores e avaliado atraves de uma per-
turbac~ao no sistema. Um curto-circuito trifasico e aplicado a barra 5
por 50ms e eliminado apos 50ms atraves da abertura da linha 5-1, a
qual e religada apos 50ms. Os resultados obtidos com diferentes ndices
de desempenho s~ao apresentados na Figura 24, com o uso do metodo
de Hooke-Jeaves.
A robustez dos controladores e avaliada atraves de uma variac~ao
na topologia do sistema. A reata^ncia da linha 5-1 e dobrada e o mesmo
curto-circuito na barra 5 e simulado. Os resultados obtidos com os
diferentes ndices de desempenho s~ao apresentados na Figura 25, com
o uso do metodo MDS.
As simulac~oes conrmam que soluc~oes satisfatorias, com ade-
quado amortecimento e robustez para o sistema eletrico de pote^ncia
s~ao obtidas.
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Figura 24 { A^ngulo na barra de Itaipu - Metodo do Hooke-Jeaves
Figura 25 { A^ngulo na barra de Itaipu - Metodo MDS
7.2.3.2 Avaliac~ao das Soluc~oes
A otimizac~ao dos ndices de desempenho e robustez e uma boa
aproximac~ao para a obtenc~ao de controladores de baixa ordem, in-
cluindo requisitos de robustez. A soluc~ao dos problemas de natureza
n~ao suave e n~ao convexa foi facilmente resolvida pelos metodos de oti-
mizac~ao avaliados.
Os resultados apresentados nessa sec~ao mostram que ate mesmo
simples metodos de busca direta podem ser usados para a soluc~ao dos
problemas de otimizac~ao. Os resultados dos metodos de busca direta
s~ao comparaveis aos resultados obtidos pelo metodo hbrido, o qual foi
desenvolvido para problemas n~ao suaves e n~ao convexos e o PSO.
Os metodos de otimizac~ao baseados na estimativa de derivadas
(Hooke-Jeaves, MDS e Hbrido) apresentaram extrema depende^ncia das
Sistema Equivalente Sul-Sudeste 103
condic~oes iniciais para a obtenc~ao de soluc~oes satisfatorias. Depen-
dendo do metodo e do ndice de desempenho foi necessario variar as
condic~oes iniciais ate que fosse possvel encontrar um sistema estavel
em malha fechada, o que demandou grande esforco de trabalho na ten-
tativa de encontrar uma soluc~ao viavel. Por esta raz~ao, os para^metros
dos controladores, para esses metodos de otimizac~ao, n~ao foram limita-
dos, com o objetivo de facilitar a busca de uma soluc~ao satisfatoria. Ao
contrario dos metodos baseados na estimativa de derivadas, com PSO
n~ao foi necessario variar as condic~oes iniciais. O metodo n~ao apresentou
diculdade de convergencia para as condic~oes iniciais atribudas.
A abscissa pseudoespectral F3 apresentou um tempo computaci-
onal de tre^s a cinco vezes maior que a abscissa espectral, dependendo do
metodo de otimizac~ao utilizado, devido ao fato de considerar o pseudo-
espectro como restric~ao do problema de otimizac~ao. Um tempo equi-
valente tambem foi obtido com as func~oes pseudospectrais F4 e F5.
O tempo computacional aproximado, necessario para a converge^ncia
desses problemas, utilizando-se um processador Intel(R) Core(TM) i5-
2410M CPU @ 2.30GHz e apresentado na Tabela 8 para os diferentes
metodos de otimizac~ao utilizados.
Tabela 8 { Tempo Computacional para F0 e F3
F0 F3
Hooke-Jeaves 1 min 3 min
MDS 1 min 3 min
Hbrido 3 min 15 min
PSO 2 min 7 min
Os resultados sugerem que encontrar um ndice de desempenho
adequado que contemple estabilidade e robustez e mais crtico do que a
escolha do metodo de otimizac~ao. Alem disso, um conjunto de soluc~oes
pode ser gerado com as diferentes func~oes objetivos e os metodos de
otimizac~ao, no qual o projetista pode escolher a mais viavel.
7.2.4 Projeto de Controladores Usando Problemas Multiob-
jetivo
Nesta sec~ao, s~ao apresentados os resultados obtidos com os meto-
dos evolucionarios multiobjetivo usando as diferentes combinac~oes de
ndices de desempenho e robustez. Os ndices s~ao combinados num
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problema multiobjetivo de tal forma a considerar no mnimo requisitos
de estabilidade e robustez.
Os resultados apresentam o modo dominante para a soluc~ao
otima obtida da fronteira de Pareto que garante um amortecimento
mnimo de 5% para o sistema nominal e e a mais robusta possvel.
As mesmas perturbac~oes da analise mono-objetivo s~ao simuladas para
avaliar a robustez dos controladores. Dois controladores s~ao instalados
nas unidades geradoras das barras 3 e 4 do sistema da Figura 21.
Os resultados obtidos com a combinac~ao dos ndices de desem-
penho e robustez avaliados, utilizando-se o metodo de otimizac~ao o
NSGA II e o MOPSO, s~ao apresentados nas Tabelas 9 e 10.
Tabela 9 { Autovalores Dominantes para Multiplos Cenarios - Metodo
NSGA II
Func~ao P1 P2 P3 P4
Objetivo
F06 -0.7611.47i -0.375.83i -0.7411.47i -0.346.09i
j=6.66% j=6.43% j=6.51% j=5.58%
F16 -0.495.62i -0.385.41i -0.605.62i -0.395.62i
j=8.73% j=7.14% j=10.72% j=7.08%
F26 -0.8712.89i -0.335.64i -0.8512.90i -0.7413.15i
j=6.77% j=5.98% j=6.63% j=5.64%
F36 -0.7511.43i -0.375.84i -0.7311.44i -0.346.09i
j=6.55% j=6.43% j=6.41% j=5.57%
F07 -0.7112.05i -0.7112.01i -0.6912.02i -0.6212.29i
j=5.92% j=5.92% j=5.76% j=5.07%
F17 -0.729.52i -1.0713.76i -0.719.54i -0.9414.11i
j=7.54% j=7.77% j=7.42% j=6.69%
F27 -0.525.77i -0.385.55i -1.5115.45i -0.405.77i
j=8.98% j=6.87% j=9.74% j=6.91%
F37 -0.639.71i -0.345.80i -0.629.68i -0.559.89i
j=6.51% j=5.93% j=6.41% j=5.60%
De acordo com as Tabelas 9 e 10, as soluc~oes obtidas com os pro-
blemas multiobjetivo, solucionadas pelos metodos MOPSO e NSGA II,
apresentaram maior robustez que as soluc~oes obtidas com os problemas
mono-objetivos. Isso ocorreu porque essas func~oes combinam requisitos
de estabilidade e robustez, os quais s~ao resolvidos de forma simultanea
no projeto dos controladores.
Os resultados com o metodo NSGA II foram obtidos com po-
pulac~ao de 20 a 100 indivduos e entre 300 e 1000 gerac~oes. Ja os
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Tabela 10 { Autovalores Dominantes para Multiplos Cenarios - Metodo
MOPSO
Func~ao P1 P2 P3 P4
Objetivo
F06 -0.5910.42i -0.6210.36i -0.5810.44i -0.6010.41i
j=5.67% j=6.05% j=5.55% j=5.78%
F16 -0.7111.48i -0.355.57i -0.7011.51i -0.355.80i
j=6.22% j=6.36% j=6.11% j=6.04%
F26 -1.2918.14i -1.3018.01i -1.2918.16i -1.2818.13i
j=7.09% j=7.20% j=7.10% j=7.09%
F36 -0.7610.90i -0.355.64i -0.7410.92i -0.345.88i
j=6.96% j=6.29% j=6.83% j=5.79%
F07 -1.0015.08i -0.9915.04i -0.9815.10i -0.8515.46i
j=6.64% j=6.57% j=6.49% j=5.51%
F17 -0.649.99i -0.345.66i -0.6310.02i -0.305.88i
j=6.39% j=6.05% j=6.27% j=5.16%
F27 -1.2818.59i -1.3218.54i -1.2618.61i -1.2918.59i
j=6.87% j=7.12% j=6.76% j=6.96%
F37 -0.9515.31i -0.9315.28i -1.3912.56i -0.9315.33i
j=6.19% j=6.12% j=11.04% j=6.05%
resultados com o MOPSO foram obtidos com populac~ao de 50 a 200
indivduos e entre 500 e 1500 gerac~oes.
Os para^metros dos controladores s~ao mostrados na Tabela 11,
onde ESP3 e ESP4 indicam os estabilizadores de Salto Segredo (barra 3)
e Itaipu (barra 4), respectivamente.
7.2.4.1 Avaliac~ao das Soluc~oes
A utilizac~ao de um conjunto de requisitos de desempenho e ro-
bustez gera um conjunto de soluc~oes otimas capazes de atender a di-
versos requisitos de desempenho. Embora a soluc~ao de problemas com
multiplos objetivos seja um problema mais difcil de resolver, quando
os objetivos s~ao de naturezas distintas, os metodos de otimizac~ao en-
contraram resultados adequados para os problemas formulados.
Nos metodos de otimizac~ao aplicados a problemas multiobjetivo,
n~ao encontrou-se diculdade para a obtenc~ao de soluc~oes satisfatorias,
independente da condic~ao inicial xa ou aleatoria atribuda. Porem, es-
ses metodos de otimizac~ao apresentaram maior esforco computacional.
Isso ocorreu porque esses metodos utilizam a fronteira de Pareto para
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Tabela 11 { Controladores obtidos com NSGA II e MOPSO
Controladores Obtidos com NSGA II
Func~ao ESP3 ESP4
Objetivo
F06 k11 =
185:2s2+5172s+36100
s2+55:71s+775:8 k22 =
501:9s2+1650s+1486
s2+20:28s+102:8
F36 k11 =
183s2+5203s+36990
s2+56:27s+791:5 k22 =
457:1s2+1642s+1474
s2+20:3s+103
F17 k11 =
469:8s2+8842s+41610
s2+55:57s+772:1 k22 =
284:7s2+196:8s+33:99
s2+13:82s+47:76
F37 k11 =
35:07s2+114:1s+92:79
s2+1:927s+0:927 k22 =
205:7s2+190s+44:3
s2+18:56s+86:11
Controladores Obtidos com MOPSO
Func~ao ESP3 ESP4
Objetivo
F06 k11 =
347s2+5301s+20250
s2+41:82s+437:2 k22 =
604s2+3659s+5542
s2+28:71s+206:1
F36 k11 =
357:2s2+4401s+13550
s2+41:53s+431:1 k22 =
759:5s2+4471s+6580
s2+28:31s+200:4
F07 k11 =
919:4s2+19730s+105900
s2+74:55s+1389 k22 =
998:1s2+1505s+567:4
s2+26:83s+179:9
F17 k11 =
452:6s2+5080s+14250
s2+43:51s+473:3 k22 =
541:4s2+3409s+5367
s2+25:09s+157:3
a selec~ao de soluc~oes n~ao dominadas, tecnicas de procura baseadas em
probabilidade, estrategias evolucionarias e programac~ao evolucionaria.
As soluc~oes encontradas com os problemas e metodos multiobje-
tivo apresentaram melhor desempenho e robustez se comparadas com
as soluc~oes obtidas de problemas mono-objetivo, pois requisitos de es-
tabilidade e robustez foram tratados de forma simulta^nea no projeto.
7.2.5 Analise das Soluc~oes de Pareto
A analise das Soluc~oes de Pareto visa validar o criterio de escolha
das soluc~oes n~ao dominadas da fronteira de Pareto atraves da analise
da sensibilidade das soluc~oes frente a perturbac~oes genericas no sistema
em malha fechada e atraves da analise de robustez das soluc~oes frente
a mudancas na topologia do sistema.
Para a realizac~ao dos estudos com as soluc~oes da fronteira de
Pareto, tre^s soluc~oes da func~ao objetivo F27, cujos modos dominantes
s~ao apresentados na Tabela 12 e duas soluc~oes das func~oes objetivo F06
e F37, s~ao selecionadas. As soluc~oes selecionadas foram obtidas usando
o metodo MOPSO.
As soluc~oes n~ao dominadas da fronteira de Pareto para a func~ao
F27 (combinando F2 e F7) s~ao apresentadas na Figura 26, onde tre^s
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soluc~oes s~ao selecionadas: F2min a melhor soluc~ao para a func~ao obje-
tivo F2(K
), a qual apresenta maior amortecimento; F7min a melhor
soluc~ao para a func~ao objetivo F7(K
), a qual apresenta a maior ro-
bustez; e Foptm a melhor soluc~ao denida na sec~ao 6.2.4.
Figura 26 { Fronteira de Pareto - F27
Na Figura 26, observa-se na curva da fronteira de Pareto que
a soluc~ao que garante o maior amortecimento para o sistema F2min e
a soluc~ao com a maior sensibilidade dos autovalores, enquanto que a
soluc~ao que garante a menor sensibilidade dos autovalores F7min e a
soluc~ao com menor amortecimento, dentre as soluc~oes da fronteira de
Pareto.
Tabela 12 { Modos Dominantes para Tre^s Soluc~oes de Pareto
MOPSO - F27
Pontos Selecionados Autovalores f (Hz)  (%)
F2min -0.785.52i 0.87 14.06
F7min 0.665.38i 0.85 -12.18
Foptm -0.375.19i 0.82 7.11
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7.2.5.1 Analise da Sensibilidade
Nesta analise, varias perturbac~oes aleatorias Amf na matriz de
estados do sistema em malha fechada s~ao geradas, tal que k Amf k
1. Os autovalores do sistema, considerando as tre^s soluc~oes selecionadas
da Tabela 12 e as mesmas perturbac~oes Amf , s~ao apresentados nas
Figuras 27 a 29.
Figura 27 { F27 - F2min
Figura 28 { F27 - F7min
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Figura 29 { F27 - Foptm
Para a func~ao multiobjetivo F27, a melhor soluc~ao para F2 (F2min),
tem-se o maior fator de amortecimento do sistema nominal, como mos-
tra a Tabela 12. Porem, os autovalores s~ao mais sensveis as per-
turbac~oes na matriz de estado, como mostra a alta dispers~ao dos auto-
valores frente a pequenas perturbac~oes na Figura 27.
A melhor soluc~ao para F7 (F7min) e a menos sensvel, como
conrmado pela baixa dispers~ao dos autovalores frente as pequenas
perturbac~oes na Figura 28. No entanto, o modo dominante para o
sistema nominal, mostrado na Tabela 12, e instavel.
A soluc~ao otima Foptm apresenta um fator de amortecimento
satisfatorio, conforme Tabela 12, e os autovalores apresentam sensi-
bilidade inferior aos autovalores com F2min, conforme indicado pela
baixa dispers~ao dos autovalores da Figura 29, gerando melhores carac-
tersticas de robustez.
Uma vez que as perturbac~oes na matriz Amf foram geradas
aleatoriamente, matrizes que n~ao correspondem a pontos de operac~ao
viaveis s~ao tambem geradas, conduzindo o sistema para soluc~oes insta-
veis na Figura 29. Entretanto, a baixa sensibilidade dos autovalores
para perturbac~oes aleatorias conrma que os ndices de robustez, in-
cludos nas func~oes objetivos conduzem o processo de otimizac~ao para
soluc~oes mais robustas.
Embora um compromisso entre robustez e desempenho e ine-
vitavel, o metodo e capaz de gerar soluc~oes praticas a dar exibilidade
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ao projetista para selecionar a soluc~ao mais adequada para atender aos
requisitos do sistema.
7.2.5.2 Analise da Robustez
Nesse estudo, varias mudancas na carga, gerac~ao ou topologicas
s~ao realizadas ao sistema em malha fechada e desempenho das soluc~oes
n~ao dominadas da fronteira de Pareto e avaliado. As soluc~oes n~ao
dominadas da fronteira de Pareto que apresentaram maior fator de
amortecimento para o sistema s~ao comparadas com as soluc~oes obtidas
do criterio de selec~ao proposto. As func~oes objetivos F06, F27 e F37 s~ao
consideradas nessa analise e as perturbac~oes s~ao listadas na Tabela 13.
Tabela 13 { Condic~oes de Operac~ao
Condic~ao Descric~ao
P1 Variac~ao de 10% da carga na barra 3
P2 Variac~ao de 20% da carga na barra 3
P3 Variac~ao de 30% da carga na barra 3
P4 Variac~ao de 40% da carga na barra 3
P5 Variac~ao de 50% da carga na barra 3
P6 Reata^ncia da linha 5-1 e reduzida a metade
P7 Reata^ncia da linha 5-1 e dobrada
P8 Retirada da linha 5-1
P9 Aumento de 10% na gerac~ao da barra 3
O fator de amortecimento dos modos dominantes do sistema,
considerando as nove perturbac~oes, e apresentado nas Figuras 30 a 32.
Para a func~ao multiobjetivo F06, os resultados da Figura 30 con-
rmam que a soluc~ao otima e obtida de um ponto entre a soluc~ao
com maior amortecimento (F0min) e a soluc~ao com maior robustez
(F6min). A soluc~ao otima obtida da fronteira de Pareto manteve o
fator de amortecimento do sistema em patamares mais elevados diante
das perturbac~oes simuladas, enquanto que a soluc~ao que apresentou o
maior fator de amortecimento para a condic~ao nominal de operac~ao, de-
pendendo da perturbac~ao, apresentou resultados inferiores e ate mesmo
instaveis. Um conclus~ao similar pode ser denida para as func~oes F27
e F37, atraves das Figuras 31 e 32.
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Figura 30 { F06 - F0min and Foptm
Figura 31 { F27 - F2min and Foptm
7.2.6 Avaliac~ao do Desempenho e Robustez dos Controladores
A avaliac~ao do desempenho dos controladores e robustez tambem
e realizada atraves de simulac~ao no tempo, com o objetivo de avaliar o
comportamento do sistema eletrico de pote^ncia real e suas n~ao lineari-
dades.
Um curto-circuito e aplicado na barra 5 por 50ms e eliminado
apos 50ms atraves da abertura da linha 5-1, a qual e religada apos
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Figura 32 { F37 - F3min and Foptm
outros 50ms. O a^ngulo na maquina de Itaipu para quatro func~oes
objetivo, solucionadas pelo MOPSO e apresentado na Figura 33.
Figura 33 { A^ngulo na Barra de Itaipu - MOPSO
A robustez dos controladores e avaliada atraves de uma variac~ao
na topologia do sistema. A reata^ncia da linha 5-1 e dobrada e o mesmo
curto-circuito na barra 5 e simulado. Os resultados para quatro func~oes
objetivo, solucionadas pelo metodo NSGA II, s~ao apresentadas na Fi-
gura 34.
Os resultados das Figuras 33 e 34, conrmam as propriedades
de amortecimento e robustez dos controladores. Os diferentes modos
dominantes obtidos nas Tabelas 9 e 10, com as diferentes func~oes ob-
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Figura 34 { A^ngulo na Barra de Itaipu - NSGA II
jetivos, ilustram as diferencas na resposta temporal do sistema para as
perturbac~oes simuladas.
A metodologia proposta para a soluc~ao de problemas multiobje-
tivo combinando ndices de estabilidade e robustez pode ser, portanto,
considerada adequada para o projeto de controladores para sistemas
eletricos de pote^ncia.
7.2.7 Considerac~ao do Esforco do Controle
Nesta sec~ao, alem dos requisitos de estabilidade e robustez, a
minimizac~ao da norma H2 e utilizada para reduzir o esforco na sada do
controle frente a perturbac~oes na entrada do sistema. Problemas com
tre^s func~oes objetivos s~ao formulados cujas soluc~oes n~ao dominadas,
para um determinado problema, s~ao ilustradas pela fronteira de Pareto
da Figura 35.
Neste estudo, a soluc~ao obtida com a func~ao objetivo denida
com tre^s objetivos e comparada com as soluc~oes obtidas da combinac~ao
de dois objetivos, bem como com a soluc~ao de um problema mono-
objetivo. As func~oes consideradas s~ao: a abscissa espectral no plano w
F1; a sensibilidade dos autovalores F7 e a minimizac~ao da norma H2 F9.
No problema mono-objetivo e considerado somente a func~ao objetivo
F1, que visa o amortecimento mnimo do sistema. Na combinac~ao
de dois objetivos e utilizada a func~ao F17, que visa o amortecimento
mnimo e a robustez. O problema com tre^s objetivos utiliza a func~ao
F179 e inclui a norma H2 para reduzir o esforco dos controladores.
Todas func~oes objetivo formuladas s~ao solucionadas pelo MOPSO.
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Figura 35 { Fronteira de Pareto com Tre^s Func~oes Objetivo
7.2.7.1 Analise Linear
Os modos dominantes do sistema em malha fechada para diferen-
tes combinac~oes entre as func~oes objetivos avaliadas s~ao apresentados,
conforme Tabela 14.
Tabela 14 { Autovalores Dominantes com dois ESP - Metodo MOPSO
Func~ao Autovalor Frequencia Amortecimento
Objetivo (Hz) (%)
F1 -0.695.55i 0.88 11.07
F17 -0.375.86i 0.93 6.38
F179 -0.355.86i 0.93 5.95
Os resultados foram obtidos com populac~oes de 50 a 100 in-
divduos e 500 a 1000 gerac~oes. De acordo com os resultados, o fator
de amortecimento do sistema foi sendo reduzido a medida que mais
requisitos de robustez foram includos.
7.2.7.2 Analise N~ao Linear
As tre^s soluc~oes utilizadas na analise linear s~ao tambem avaliadas
atraves da simulac~ao no tempo.
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A robustez dos controladores e avaliada atraves da mesma mu-
danca na topologia do sistema, onde a reata^ncia da linha 5-1 tem seu
valor dobrado e o mesmo curto-circuito e aplicado na barra 5. O a^ngulo
na barra de Itaipu e a sada do ESP de Itaipu s~ao ilustrados nas Figu-
ras 36 e 37.
Figura 36 { A^ngulo na Barra de Itaipu - MOPSO
Figura 37 { Sada do ESP de Itaipu - MOPSO
As simulac~oes conrmam as propriedades de amortecimento m-
nimo e robustez. Alem disso, a inclus~ao da norma H2 reduziu signi-
cativamente o esforco do controle do ESP de Itaipu.
7.3 Sistema New England
O sistema New England e utilizado para avaliar o desempenho
das duas diferentes estruturas de controle e o pseudoespectro. Neste es-
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tudo s~ao utilizadas somente func~oes pseudoespectrais, onde a robustez
e modelada como uma restric~ao atraves do min.
Para as simulac~oes com o sistema New England, o limite dos
para^metros dos controladores foi alterado, com o objetivo de diminuir o
esforco computacional e tornar o processo de converge^ncia mais rapido,
uma vez que as func~oes pseudospectrais exigem mais tempo para con-
vergir do que as demais func~oes objetivos avaliadas. Os limites dos
para^metros dos controladores, para esta analise, s~ao apresentados na
Tabela 15.
Tabela 15 { Limites dos Para^metros dos Controladores [5]
Para^metro Mnimo Maximo
ki 0.01 100
i 0.01 20
wi 1.2 13
7.3.1 Descric~ao do Sistema
O sistema New England e composto por 39 barras e 10 gerado-
res sncronos, sendo um representado por um barramento innito. Os
geradores s~ao representados por um modelo subtransitorio de quinta or-
dem e os reguladores de tens~ao por um modelo de primeira ordem. O
modelo dos reguladores foram alterados do modelo original do sistema
obtido em [111] para representarem o comportamento de reguladores
modernos.
O sistema New England, cujo diagrama e ilustrado na Figura 38,
e bastante conhecido e ja foi utilizado em diversos estudos. Os dados
completos do sistema podem ser obtidos em [111]. O ganho dos re-
guladores foi ajustado com valor igual a 100 e a constante de tempo
de 0.05s, sendo representado por uma func~ao de primeira ordem. Os
reguladores de todas as 9 maquinas possuem os mesmos para^metros.
7.3.2 Desempenho em Malha Aberta
Atraves da analise modal realizada no PacDyn [106] vericou-
se que o sistema apresenta 6 modos dominantes, sendo 3 instaveis e 3
pouco amortecidos.
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Figura 38 { Sistema New England
O modo 1 corresponde a um modo inter-area com as maquinas
das barras 38, 30 e 37 oscilando contra o resto do sistema. As areas
envolvidas s~ao claramente seperadas atraves da linha pontilhada em
vermelho na Figura 38. O modo 2 corresponde a um modo local com os-
cilac~ao entre as maquinas das barras 31 e 32 contra as demais maquinas
situadas no lado inferior da linha pontilhada da Figura 38. O modo 3
corresponde a uma oscilac~ao de todos os geradores do sistema contra a
barra 39 (barra innita). O modo 4 corresponde a uma oscilac~ao entre
as maquinas das barras 30 e 37 contra o resto do sistema. O modo 5
corresponde a uma oscilac~ao local entre a maquina da barra 31 contra
a maquina da barra 32. O modo 6 corresponde a uma oscilac~ao local
entre a maquina da barra 34 contra as maquinas das barras 35 e 36.
As Figuras 39 a 44, apresentam os mode-shapes de cada um dos modos
de oscilac~ao.
Na escala a direita, das guras, est~ao representadas as unidades
de gerac~ao associadas as respectivas barras do sistema. Os seis modos
dominantes do sistema s~ao apresentados na Tabela 16.
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Figura 39 { Mode
Shape para Modo 1
Figura 40 { Mode
Shape para Modo 2
Figura 41 { Mode
Shape para Modo 3
Figura 42 { Mode
Shape para Modo 4
Figura 43 { Mode
Shape para Modo 5
Figura 44 { Mode
Shape para Modo 6
Para o modo menos amortecido (modo 1) tambem realizou-se
uma analise dos ndices de controlabilidade e observabilidade no
PacDyn [106]. A barra 38 foi a que apresentou o maior ndice de con-
trolabilidade, seguido das barras 32, 31, 35 e 36 respectivamente. Ja os
sinais de velocidade mais observaveis s~ao identicados na barra 38, se-
guido das barras 30, 34, 32 e 37. A barra 38, foi a barra que apresentou
o maior fator de participac~ao para o modo dominante avaliado.
7.3.3 Estrutura Descentralizada e Quase-Descentralizada
No sistema New England, s~ao projetados seis controladores, con-
siderando a estrutura de controle descentralizada e a quase-descentrali-
zada. Os controladores s~ao adicionados nas unidades de gerac~ao asso-
ciadas as barras 30, 31, 32, 35, 37 e 38. A localizac~ao dos controladores
foi denida atraves da combinac~ao dos ndices de controlabilidade e ob-
servabilidade (resduos) do sistema. Uma comparac~ao do desempenho
dessas duas estruturas de controle e realizada nesta sec~ao.
Para a estrutura de controle quase-descentralizada, os sinais re-
motos mais observaveis do sistema s~ao utilizados nas unidades de gerac~ao
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Tabela 16 { Autovalores Dominante em Malha Aberta
Modo Autovalor Freque^ncia Amortecimento
(Hz) (%)
1 0.596.72i 1.07 -8.74
2 0.056.46i 1.02 -0.81
3 0.023.65i 0.58 -0.67
4 -0.167.05i 1.12 2.30
5 -0.207.11i 1.13 2.81
6 -0.326.99i 1.11 4.70
com os maiores ndices de controlabilidade. Para a estrutura de con-
trole descentralizada, somente sinais locais s~ao utilizados. O tempo
de atraso de transporte do sinal remoto considerado no projeto dos
controladores e de 100ms.
Neste estudo e considerando somente as func~oes psedoespectrais
mono-objetivo e s~ao solucionadas utilizando o metodo de otimizac~ao
NSGA II. Os modos eletromeca^nicos dominantes para as func~oes obje-
tivo avaliadas s~ao apresentados na Tabela 17.
Tabela 17 { Modos Dominantes com seis ESP
Descentralizado Quase-decentralizado
Func~ao Autovalores f  Autovalores f 
Objetivo (Hz) (%) (Hz) (%)
F3 -0.6310.10i 1.60 6.25 -0.608.18i 1.30 7.38
F4 -0.466.79i 1.08 6.81 -0.466.39i 1.01 7.32
F5 -0.386.55i 1.04 5.85 -0.406.72i 1.06 6.02
Os resultados foram obtidos com populac~oes de 50 a 100 in-
divduos e 500 a 1000 gerac~oes.
Com o objetivo de avaliar a robustez dos controladores, a linha
14-4 e retirada, alterando-se assim a topologia do sistema. Os modos
eletromeca^nicos dominantes para essa condic~ao de operac~ao s~ao apre-
sentados na Tabela 18.
Resultados satisfatorios s~ao obtidos para ambas estruturas de
controle, conforme mostrado nas Tabelas 17 e 18.
Para o sistema linearizado, a estrutura quase-descentralizada
apresenta um fator de amortecimento um pouco superior ao da es-
trutura descentralizada, considerando a condic~ao nominal de operac~ao.
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Tabela 18 { Modos Dominantes com seis ESP, apos Mudanca To-
pologica
Descentralizado Quase-decentralizado
Func~ao Autovalores f  Autovalores f 
Objetivo (Hz) (%) (Hz) (%)
F3 -0.6510.08i 1.60 6.48 -0.417.01i 1.11 5.91
F4 -0.356.75i 1.07 5.25 -0.387.07i 1.12 5.43
F5 -0.356.60i 1.05 5.41 -0.296.92i 1.10 4.25
Isso ocorre porque sinais remotos, com maior observabilidade s~ao con-
siderados no processo de otimizac~ao. Diante de uma perturbac~ao,
a estrutura quase-descentralizada apresenta fator de amortecimento
hora melhor hora pior que a estrutura descentralizada, dependendo
da func~ao objetivo. Isso ocorre porque hora s~ao obtidas soluc~oes locais
proximas do otimo global e hora distantes.
Para os dois estudos, considerando o ponto de operac~ao nominal
e o caso com a mudanca na topologia do sistema, observa-se que n~ao ha
uma signicativa melhora no amortecimento do sistema com a estrutura
quase-descentralizada, em relac~ao a descentralizada.
7.3.3.1 Simulac~ao no Tempo
Com o objetivo de avaliar os resultados obtidos da analise linear,
s~ao realizadas simulac~oes reais no sistema, considerando os controlado-
res obtidos para as duas estruturas de controle.
Um curto-circuito na barra 14 do sistema e simulado, o qual e
eliminado apos 50ms, atraves da abertura da linha 14-4, cujo o religa-
mento ocorre apos outros 50ms. O a^ngulo dos rotores das maquinas 38,
30 e 32 s~ao apresentados nas Figuras 45 a Figura 47, respectivamente.
Mesmo considerando as n~ao linearidades do sistema, resultados
equivalentes ao da analise linear s~ao obtidos. Soluc~oes satisfatorias
s~ao obtidas com a estrutura descentralizada e quase-descentralizada.
A inclus~ao do atraso de sinal no projeto dos controladores n~ao cau-
sou dicultade no processo de converge^ncia, porem n~ao obteve-se uma
signicativa melhora no amortecimento do sistema com a estrutura de
controle quase-descentralizada.
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Figura 45 { A^ngulo do Gerador 38 - F3
Figura 46 { A^ngulo do Gerador 30 - F4
Figura 47 { A^ngulo do Gerador 32 - F5
Os resultados sugerem que estudos adicionais s~ao necessarios
na implementac~ao dessa estrutura de controle, visando a melhoria do
amortecimento do sistema.
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7.3.3.2 Perda do Sinal Remoto
A robustez dos controladores da estrutura quase-descentralizada
tambem e avaliada considerando a perda do sinal remoto.
A mesma falta e aplicada na barra 14 do sistema, com abertura e
religamento da linha 14-4, quando o sinal remoto e retirado. O a^ngulo
do rotor da maquina 38 e apresentado na Figura 48 para as tre^s func~oes
objetivos avaliadas.
Figura 48 { A^ngulo da barra 30 para a perda do sinal remoto
Soluc~oes adequadas s~ao obtidas com a estrutura de controle
quase-descentralizada, mesmo com a perda do sinal remoto do sistema.
7.3.4 Analise em Func~ao do Pseudoespectro
O pseudoespectro e uma medida de robustez, ja que, atraves
do pseudoespectro, o locus dos autovalores do sistema para pequenas
perturbac~oes, em torno de um ponto de equilbrio e gerado. Esse estudo
visa mostrar os resultados das func~oes pseudoespectrais mono-objetivo,
considerando a estrutura de controle descentralizada, utilizando-se o
Eigtool [109] para a plotagem do pseudoespectro.
O pseudoespectro, para o sistema em malha fechada, com os con-
troladores projetados pelas tre^s func~oes pseudoespectrais mono-objetivo,
usando o metodo NSGA II para soluc~ao, s~ao mostrados nas Figuras 49
a 51.
As Figuras 49 a 51 mostram os autovalores do sistema em malha
fechada em func~ao de . As curvas do pseudoespectro s~ao plotadas para
 = 10pow, onde pow e dado pelo valor da barra a direita das guras.
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Figura 49 { Pseudoespectro para F3
Figura 50 { Pseudoespectro para F4
O valor de  que garante estabilidade para perturbac~oes
k Amf k< , considerando o ndice F3, e igual a 10e 8:5, com F4
a condic~ao suciente que garante a estabilidade do sistema e para
 < 10e 8:4 e para F5 a condic~ao e  < 10e 8:0. Teoricamente, es-
ses valores s~ao relativamente pequenos porem, a estabilidade e garan-
tida de acordo com o pseudoespectro, pois nenhum autovalor pode se
deslocar para o lado direito do semiplano complexo. Por outro lado,
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Figura 51 { Pseudoespectro para F5
perturbac~oes com norma superior ao valor de  encontrado no pseudo-
espectro, tambem podem corresponder a um sistema estavel, pois os
autovalores podem se deslocar para diferentes posic~oes dentro do pseu-
doespectro, no semiplano esquerdo ou apresentarem baixa sensibilidade
a perturbac~ao.
Com o objetivo de avaliar a robustez dos resultados e o con-
servadorismo do pseudoespectro, quando aplicado a sistemas eletricos
de pote^ncia, a linha 14-4 e retirada do sistema. O a^ngulo do gerador
38, para esse caso perturbado, quando simulado um curto-circuito na
barra 14, eliminado apos 50ms e apresentado na Figura 52.
Figura 52 { Variac~ao Angular no gerador da barra 38
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A resposta no tempo, para o disturbio simulado, mostra que as
func~oes pseudoespectrais garantem bom desempenho para o sistema,
considerando o novo ponto de operac~ao.
A mudanca topologia, atraves da retirada da linha 14-4, repre-
senta uma perturbac~ao cuja norma k Amf k= 26:92, que deveria ser
equivalente a  = 26:92. Se comparado com os resultados do pseudoes-
pectro ca evidente a existe^ncia de um conservadorismo nos resultados
com o pseudoespectro.
Para pequenos disturbios na matriz de estados do sistema, a
estabilidade e garantida. Para grandes disturbios cuja k Amf k>  o
sistema ainda pode apresentar resultados satisfatorios. Uma vez que os
autovalores podem apresentar baixa sensibilidade a perturbac~oes ou se
deslocarem para pontos do lado esquerdo do plano complexo, mesmo
que a curva do pseudoespectro extrapole o eixo imaginario.
7.4 Sistema New England New York
Nesta sec~ao e realizado um estudo no sistema New England New
York utilizando-se os ndices de desempenho propostos e metodos de
otimizac~ao. Os resultados s~ao apresentados apenas para as func~oes
com multiplos objetivos, pois o objetivo aqui e avaliar a aplicac~ao da
metodologia a um sistema de maior porte.
7.4.1 Descric~ao do Sistema
O sistema New England New York tem 160 estados e e composto
por 68 barras, 16 geradores e 33 cargas n~ao lineares, representadas por
modelo de corrente constante [4]. O sistema e dividido em cinco areas,
os geradores G53 a G61 s~ao associados ao sistema New England, os
geradores G62 a G65 s~ao associados ao sistema New York e os geradores
G66 a G68 representam tre^s areas equivalentes conectadas entre os dois
sistemas. A estrutura fsica do sistema e ilustrada na Figura 53. Os
geradores sncronos s~ao representados por um modelo de quinta ordem
e os reguladores automaticos de tens~ao por um modelo de primeira
ordem, com ganho igual a 200 e constante de tempo de 0; 05s.
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Figura 53 { Sistema New England New York [4]
7.4.2 Desempenho em Malha Aberta
Atraves da analise modal realizada no PacDyn [106] vericou-se
que o sistema apresenta 15 modos dominantes, sendo 9 instaveis e 6
pouco amortecidos.
O modo 1 corresponde a oscilac~oes entre a maquina da barra 61
oscilando contra as maquinas das barras 54 e 55. O modo 2 corresponde
a oscilac~oes entre as maquinas das barras 58; 57; 62 contra as maquinas
das barras 61; 54; 65. O modo 3 corresponde a um modo de oscilac~ao
local entre as maquinas das barras 63 e 62. O modo 4 e um modo
local com oscilac~ao entre as maquinas das barras 55 e 54. O modo
5 corresponde a oscilac~oes entre as maquinas das barras 62; 60; 53 e as
61; 54; 58; 55. O modo 6 corresponde as oscilac~oes entre as maquinas das
barras 57; 58; 59; 56 e 54; 61; 55; 53. O modo 7 corresponde a oscilac~oes
entre as maquinas das barras 59; 57 e 56; 58. O modo 8 refere-se as
oscilac~oes entre as maquinas das barras 62; 61; 58 e 60; 53. O modo 9
oscilac~oes entre as maquinas das barras 59; 56 e 58; 57; 60. O modo 10
todos os geradores apresentam a fase aproximada. O modo 11 e um
modo inter-area com oscilac~ao entre as maquinas da barra 68 e 66. O
modo 12 corresponde a oscilac~oes entre as maquinas das barras 57; 56
e 58; 59. O modo 13 corresponde a oscilac~oes das maquinas 67; 66; 68
contra o resto do sistema. O modo 14 e um modo local com oscilac~ao
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entre as maquinas da barra 60 contra 53. O modo 15 corresponde a
oscilac~oes entre a maquina da barra 67 contra 66; 68. As Figuras 54 a
59, apresentam alguns dos modos de oscilac~ao.
Figura 54 { Mode
Shape para Modo 1
Figura 55 { Mode
Shape para Modo 3
Figura 56 { Mode
Shape para Modo 4
Figura 57 { Mode
Shape para Modo 5
Figura 58 { Mode
Shape para Modo 6
Figura 59 { Mode
Shape para Modo 7
Na escala a direita, das guras, est~ao representadas as unidades
de gerac~ao associadas as respectivas barras do sistema. Os 15 modos
dominantes do sistema s~ao apresentados na Tabela 19.
Para o modo menos amortecido (modo 1) tambem realizou-se
uma analise dos ndices de controlabilidade, observabilidade, fator de
participac~ao e resduos no PacDyn [106]. Com isso, deniu-se a seque^ncia
das unidades de gerac~ao, associadas as respectivas barras do sistema,
para adic~ao dos controladores, a qual foi denida pela seguinte ordem:
maquinas 61, 54, 55, 60, 53, 58, 57, 59, 56, 62, 64, 65, 63, 66, 68, 67.
7.4.3 Analise do Desempenho e Robustez dos Controladores
Quatorze ESP com sinal de entrada da velocidade do rotor de
cada maquina foram projetados. Os autovalores em malha fechada
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Tabela 19 { Modos Dominantes em Malha Aberta
Modo Autovalor Freque^ncia Amortecimento
(Hz) (%)
1 0.697.83i 1.24 -8.83
2 0.537.57i 1.20 -7.06
3 0.8512.46i 1.98 -6.81
4 0.548.54i 1.36 -6.30
5 0.298.39i 1.33 -3.48
6 0.247.80i 1.24 -3.08
7 0.2310.10i 1.60 -2.35
8 0.118.79i 1.40 -1.34
9 0.0110.05i 1.60 -0.17
10 -0.054.54i 0.72 1.27
11 -0.043.44i 0.54 1.30
12 -0.118.44i 1.34 1.38
13 -0.032.42i 0.38 1.39
14 -0.2910.19i 1.62 2.84
15 -0.185.05i 0.80 3.64
para a func~ao objetivo F16 solucionada pelo MOPSO, s~ao mostrados
na Figura 60.
Figura 60 { Autovalores em Malha Fechada com F16 - MOPSO
A simulac~ao de um curto-circuito na barra 9 por 50ms, elimi-
nado atraves da abertura da linha 8-9, a qual e religada apos outros
50ms e realizado. Na Figura 61, o a^ngulo do gerador G13 da barra
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65 e apresentado para algumas func~oes multiobjetivo solucionadas pelo
metodo NSGA II.
Figura 61 { A^ngulo do Gerador G13 - NSGA II
A robustez dos controladores e avaliada atraves de uma variac~ao
na topologia do sistema. Perda de gerac~ao, perda de uma linha e a
perda de ate mesmo um ESP por vez. Os resultados s~ao resumidos na
Tabela 20, a qual apresenta os modos dominantes do sistema em malha
fechada. Esses resultados foram obtidos usando a func~ao objetivo F17
e o metodo de otimizac~ao MOPSO.
Tabela 20 { Modos Dominantes com Quatorze ESP
Caso Autovalor f (Hz)  (%)
Sistema Nominal -0.589.97i 1.58 5.86
Retirada da Linha 9-30 -0.589.97i 1.58 5.86
Retirada da Linha 1-2 -0.102.18i 0.34 5.01
Retirada da Linha 8-9 -0.112.24i 0.35 5.29
Perda de 25% da gerac~ao do gerador G1 -0.589.97i 1.58 5.88
Perda do ESP do Gerador G1 -0.539.99i 1.59 5.38
Perda do ESP do Gerador G15 -0.589.97i 1.58 5.86
A estabilidade do sistema com amortecimento superior a 5%, e
mantida com a remoc~ao das tre^s linhas mais crticas [2, 4] do sistema.
A perda de 25% da gerac~ao do gerador G1, associado a barra 53, ilustra
a robustez para mudancas na gerac~ao do sistema.
O projeto coordenado de ESP deve conduzir a alta depende^ncia
dos modos de oscilac~ao inter-area para cada ESP particular. Testes
com a remoc~ao de um ESP por vez foram realizados para avaliar essa
depende^ncia. Os modos inter-area s~ao estaveis para a perda de qualquer
130 Resultados
ESP projetado para o sistema, conforme ilustrado pela perda do ESP
do gerador G1 e do ESP do gerador G15 na Tabela 20, no entando,
em alguns casos, modos locais apresentaram fator de amortecimento
negativo.
Os autovalores do sistema, em malha fechada, com os contro-
ladores obtidos com a func~ao objetivo F16, solucionada pelo metodo
MOPSO, s~ao mostrados na Figura 62. Esses resultados foram gerados
atraves de uma mudanca na topologia do sistema, onde a linha 8-9 foi
removida.
Figura 62 { Autovalores Perturbados em Malha Fechada com F16 -
MOPSO
Os autovalores mostram uma pequena sensibilidade a perturbac~ao
mantendo um amortecimento adequado.
A simulac~ao do mesmo curto-circuito na barra 9 e realizada para
o sistema com variac~ao na topologia, correspondendo a perda da linha
8-9, com o objetivo de ilustrar o desempenho dos controladores conside-
rando as n~ao linearidades do sistema real. O desempenho dos controla-
dores projetados pelo NSGA II, para diferentes ndices de desempenho
e robustez e apresentado na Figura 63.
Esses resultados conrmam que a combinac~ao de ndices de de-
sempenho e robustez e metodos de otimizac~ao podem gerar um con-
junto de soluc~oes robustas para os sistemas eletricos de pote^ncia.
7.5 Comparac~oes com Outros Metodos de Projeto de Con-
trole Robusto
Nesta sec~ao, algumas comparac~oes s~ao realizadas com duas me-
todologias para o projeto de controle robusto em sistemas de pote^ncia:
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Figura 63 { G13 rotor angle - NSGA II
o projeto baseado na operac~ao de mutiplos cenarios e os metodos basea-
dos em inequac~oes de matrizes. O objetivo e mostrar que a soluc~ao por
metodos parametricos e uma alternativa de projeto, que pode fornecer
soluc~oes para problemas ainda n~ao resolvidos por outras metodologias.
7.5.1 O Projeto Considerando Multiplos Cenarios
O projeto baseado emmultiplos cenarios de operac~ao inclui varias
condic~oes de operac~ao dos sistemas eletricos no projeto de controlado-
res robustos [42, 84]. O metodo de projeto e baseado na localizac~ao
adequada dos autovalores dominantes do sistema em malha fechada
para todas as condic~oes de operac~ao consideradas. Mnimos quadrados
n~ao linear [84], programac~ao co^nica [42] ou otimizac~ao usando algorit-
mos geneticos [5, 112] tem sido usado como metodos de soluc~ao. Essas
metodologias s~ao ecie^ntes, especialmente, se um numero limitado de
cenarios crticos pode ser claramente identicado. Do contrario, a di-
mens~ao do problema deve aumentar ou pontos de operac~ao crticos
podem n~ao ser identicados e includos no conjunto dos pontos de
operac~ao.
Nos metodos parametricos, o objetivo e considerar todas as per-
turbac~oes possveis Amf da matriz Amf em malha fechada. E obter
um conjunto de soluc~oes praticas viaveis que atendam aos mais diversos
cenarios de operac~ao.
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7.5.2 Projeto Baseado em Inequac~ao de Matrizes
O projeto baseado em Inequac~oes de matrizes apresenta certas
limitac~oes, conforme ja apresentadas no captulo 3. Nesta sec~ao, exem-
plos do problema da dimens~ao e do tempo computacional s~ao ilustra-
dos e um estudo comparativo com os metodos de projeto parametrico
e apresentado.
7.5.2.1 Problema da Dimens~ao
Para o sistema equivalente Sul-Sudeste do Brazil, com 29 varia-
veis de estados e 2 controladores, o numero de variaveis de Lyapunov
e 435, mais 4 entradas da matriz dos controladores K, considerando
o projeto por realimentac~ao estatica de sadas . Para o Sistema New
England New York, com 160 variaveis de estado e 14 controladores,
o numero de variaveis de Lyapunov salta para 12880, mais 196 entra-
das da matriz dos controladores K . Esse fato do aumento do numero
de variaveis do sistema diculta o processo de converge^ncia, principal-
mente quando grandes plantas s~ao consideradas. Uma alternativa e
reduzir a ordem do sistema mas n~ao existe garantia que o desempenho
dos controladores seja mantido com a reduc~ao de ordem do sistema,
na presenca de dina^micas n~ao modeladas, quando simulado no sistema
real.
No metodo de projeto parametrico, um sistema de 29 estados
mais 2 controladores de segunda ordem torna-se um sistema com 33
estados. Alem disto, como as matrizes do sistema de pote^ncia s~ao
xas, apenas 3 variaveis, por controlador, s~ao otimizadas no processo
de soluc~ao.
7.5.2.2 Tempo Computacional
A alta dimens~ao do problema associado as LMIs leva a um tempo
computacional bem superior a otimizac~ao parametrica. O tempo com-
putacional para o metodo de projeto proposto e apresentado na Ta-
bela 21. Esses resultados foram obtidos com a func~ao objetivo F07
com um processador Intel(R) Core(TM) i5-2410M CPU @ 2.30GHz. O
MOPSO apresenta maior tempo computacional que o NSGA II para
obtenc~ao de soluc~oes satisfatorias. Os resultados para o projeto base-
ado em LMIs foram obtidos de [11].
Conclus~oes 133
Uma vez que os sistemas em [11] tem dimens~oes diferentes dos
sistemas testes utilizados nesse trabalho, um polino^mio de segunda or-
dem f(n) = 0:068538n2+0:10526n+1, onde n e o numero de variaveis
de estado, foi denido de acordo com os dados disponveis e usado para
estimar os resultados com as LMIs para cada dimens~ao de cada sistema
teste. Isso e de certa forma otimista, uma vez que a soluc~ao de LMIs
com controle xo e um problema do tipo NP hard.
Tabela 21 { Tempo Computacional para NSGA II, MOPSO and LMI
Sul-Sudeste New England N. England-N. York
29 estados 54 estados 160 estados
NSGA II 6 min 18 min 86 min
MOPSO 12 min 30 min 103 min
LMIs 62 min 207 min 642.7 min
7.6 Conclus~oes
Diversas conclus~oes foram obtidas atraves dos resultados expos-
tos nesta tese. Nesta sec~ao, e apresentado um resumo das principais
conclus~oes deste captulo.
Tre^s sistemas testes foram aplicados neste estudo: o sistema equi-
valente Sul-Sudeste do Brasil, com 29 estados; o sistema New England,
com 54 estados e o sistema New England New york, com 160 estados.
 Sistema Equivalente Sul-Sudeste do Brasil
No sistema equivalente Sul-Sudeste do Brasil foram projetados
dois controladores, associados as unidades geradoras de Itaipu e
Salto Segredo. Testes considerando diversas perturbac~oes neste
sistema foram avaliadas, considerando diferentes soluc~oes obtidas
com diferentes func~oes mono e multi objetivo e metodos de oti-
mizac~ao. Resultados adequados foram obtidos na maioria dos ca-
sos, sendo que os melhores resultados foram obtidos com func~oes
que combinammultiplos objetivos, onde requisitos de estabilidade
e robustez foram considerados e resolvidos simultaneamente.
Este sistema tambem foi utilizado para comprovar o criterio de
escolha da soluc~ao otima de Pareto, onde cou comprovado o
aumento da robustez do sistema para as soluc~oes selecionadas
por este criterio.
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A inclus~ao de problemas com tre^s objetivos tambem foi avaliada.
Neste caso, considerou-se uma func~ao relacionada a estabilidade
do sistema e duas relacionadas a robustez, sendo que uma delas
visava reduzir o esforco na sada dos controladores, o que de fato
ocorreu.
 Sistema New England
O sistema New England foi utilizado para avaliar as duas dife-
rentes estruturas de controle propostas e o pseudoespectro dos
autovalores. Neste sistema foram projetados seis controladores
associados as unidades geradoras com os maiores ndices de con-
trolabilidade e observabilidade.
A estrutura quase-descentralizada, que considera a inclus~ao de
atrasos de sinais na modelagem, n~ao apresentou problemas no
processo de converge^ncia. Porem, essa estrutura n~ao melhorou
o fator de amortecimento do sistema quando comparada com a
estrutura descentralizada.
No estudo com o sistema New England somente as func~oes pseu-
doespectrais mono-objetivo foram consideradas e, em func~ao disto,
o pseudoespectro dos autovalores do sistema, em malha fechada,
foi avaliado.
As func~oes pseudoespectrais apresentaram elevado tempo com-
putacional, quando comparado com as demais func~oes objetivo,
porque consideram o pseudoespectro como restric~ao. Alem disso,
os resultados com o pseudoespectro foram conservadores porque
a sensibilidade dos autovalores diante de cada perturbac~ao es-
pecca n~ao e levado em considerac~ao. Assim, soluc~oes satis-
fatorias foram obtidas mesmo com perturbac~oes com valores de
norma superior aos limites do pseudoespectro, onde os autovalo-
res foram pouco sensveis a essas perturbac~oes.
 Sistema New England New York
Este sistema foi utilizado com o objetivo de avaliar a metodologia
proposta quando aplicada a um sistema com grande numero de
estados. Neste sistema, foram projetados quatorze controladores
associados as unidades geradoras com maior controlabilidade e
observabilidade.
Estudos considerando a retirada das linhas mais crticas do sis-
tema, bem como a remoc~ao de um controlador por vez foram
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realizadas. Resultados adequados foram obtidos nestes estudos e
nenhum modo inter-area apresentou fator de amortecimento ne-
gativo.
O tempo computacional para os estudos realizados com os tre^s
sistemas testes tambem foi avaliado e comparado com resultados obti-
dos da literatura de metodos de projeto solucionados por LMIs. Uma
vez que as LMIs apresentam um numero de variaveis de otimizac~ao bem
superior ao numero de variaveis dos metodos de projeto parametricos,
os resultados mostram que, mesmo com os metodos de otimizac~ao que
exigem maior esforco computacional o tempo computacional para a
obtenc~ao de soluc~oes satisfatorias e inferior aos obtidos pelas LMIs.
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8 CONCLUS~OES
O projeto de controladores utilizando otimizac~ao parametrica,
combinando conceitos de estabilidade e amortecimento mnimo com
os conceitos do pseudospectro e valor singular de matrizes, mostrou-se
adequado, sendo uma alternativa viavel para o projeto de controladores
robustos de baixa ordem por realimentac~ao de sadas.
A combinac~ao dos ndices de desempenho e robustez, solucio-
nados simultaneamente, considerando o projeto de multiplos controla-
dores ao mesmo tempo, possibilitou a coordenac~ao entre as fontes de
amortecimento e o atendimento dos diversos requisitos de projeto.
A vantagem da otimizac~ao parametrica e a facilidade de lidar
com as restric~oes estruturais e sistemas com grande numero de esta-
dos. Problemas restritos ou irrestritos, assim como a n~ao suavidade
e n~ao convexidade, podem ser facilmente solucionados por diversos
metodos de otimizac~ao. Alem disto, no projeto utilizando otimizac~ao
parametrica, um conjunto de soluc~oes viaveis e obtido a cada simulac~ao,
utilizando as diferentes func~oes objetivos e metodos de otimizac~ao, pos-
sibilitando ao projetista escolher a mais adequada.
As principais conclus~oes desta tese s~ao sumarizadas nos seguintes
itens principais:
 Indices de Desempenho e Robustez
Os requisitos de desempenho dos controladores, implementados
atraves dos ndices de desempenho e robustez, asseguraram um
desempenho adequado do sistema.
A estabilidade do sistema foi obtida para os ndices de desem-
penho avaliados, embora com diferentes taxas de amortecimento,
alguns mais amortecidos que outros. Esses resultados variam de
acordo com cada ndice de desempenho e o metodo de otimizac~ao
escolhido. Alem disso, a robustez dos controladores tambem foi
vericada, considerando diferentes cenarios de operac~ao e ate
mesmo atraves da retirada de controladores e linhas crticas.
A formulac~ao multiobjetivo mostrou-se satisfatoria pois requisitos
de estabilidade, amortecimento mnimo, robustez e coordenac~ao
entre as fontes de amortecimentos foram atendidos, simultanea-
mente. Os melhores resultados desta tese foram obtidos desta
formulac~ao.
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Os resultados obtidos com o pseudoespectro s~ao conservadores
para avaliar a robustez dos sistemas. Soluc~oes, com bom desem-
penho, foram obtidas com perturbac~oes superiores aos limites de-
nidos pelo pseudoespectro.
A inclus~ao da minimizac~ao da norma H2 nos problemas multiob-
jetivos mostrou-se um ndice eciente para a busca de controla-
dores otimos que minimizem a energia de sada do sistema diante
de perturbac~oes, reduzindo o esforco dos controladores.
 Metodos de Otimizac~ao
Os metodos de otimizac~ao utilizados neste trabalho, apresenta-
ram desempenho satisfatorio quando aplicados a problemas de
natureza n~ao suave e n~ao convexa. Ate mesmo simples metodos
de busca direta, mostraram-se capazes de solucionar problemas
desse tipo, apresentando resultados equivalentes aos metodos de
otimizac~ao desenvolvidos especicamente para problemas dessa
natureza.
Metodos de otimizac~ao baseados na estimativa de derivadas apre-
sentaram extrema depende^ncia das condic~oes iniciais para a ob-
tenc~ao de resultados satisfatorios, enquanto que, nos metodos
heursticos isso n~ao ocorreu. O problema dos metodos heursticos
e o esforco computacional que aumenta, principalmente com os
metodos MOPSO e NSGA II, onde o conceito da fronteira de
Pareto e includo. Mesmo assim, e vantajoso a utilizac~ao desses
metodos, pois n~ao ha necessidade de variar-se as condic~oes iniciais
ate obter-se uma soluc~ao viavel.
Os metodos n~ao apresentaram garantia de converge^ncia global.
Soluc~oes locais ou proximas das soluc~oes globais foram obtidas,
dependendo do metodo de otimizac~ao, ndice de desempenho e
condic~ao inicial atribuda.
O criterio de Pareto para a selec~ao de soluc~oes n~ao dominadas
mostrou-se uma ferramenta eciente, visto que, para problemas
com multiplos objetivos, a soluc~ao com melhor desempenho e
robustez n~ao foi a que apresentou maior fator de amortecimento
e sim aquela que apresentou melhores propriedades de robustez
para um amortecimento mnimo denido. Esse criterio de selec~ao
e muito importante para a melhoria da robustez dos sistemas.
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 Estruturas de Controle
A inclus~ao da modelagem dos atrasos durante o processo de soluc~ao
n~ao trouxe grandes diculdades na obtenc~ao de soluc~oes satis-
fatorias porem, os resultados com a estrutura quase-descentraliza-
da n~ao melhoram signicativamente o amortecimento do sistema
quando comparado com a estrutura descentralizada.
A perda do sinal remoto poderia vir a degradar o desempenho
do controle quase-descentralizado, porem isso n~ao ocorreu por-
que o sinal remoto foi considerado no processo de soluc~ao. Logo,
a estrutura quase-descentralizada com a perda do sinal remoto
apresentou desempenho equivalente ao da estrutura descentrali-
zada.
 Comparac~oes com Outros Metodos
O projeto simulta^neo, considerando diversos requisitos de de-
sempenho e robustez, assim como requisitos estruturais e facil-
mente resolvido utilizando-se a otimizac~ao parametrica. Alem
disso, caso n~ao seja encontrada uma soluc~ao viavel, o projetista
pode alterar a condic~ao inicial ou algum para^metro do metodo
de otimizac~ao e repetir a simulac~ao ate encontrar uma soluc~ao
adequada.
Nos metodos baseados em LMIs, os quais frequentemente falham
para convergir ou n~ao encontram soluc~oes viaveis em determina-
dos casos, n~ao existe a possibilidade de repetir a simulac~ao em
busca de uma soluc~ao adequada. Alem disso, o esforco compu-
tacional e ainda menor, utilizando-se a otimizac~ao parametrica.
Logo, os metodos de projeto parametricos s~ao uma boa escolha
para o projeto de controladores.
Os resultados indicam que o projeto de controladores utilizando
otimizac~ao parametrica, incluindo requisitos de robustez deve ser con-
siderado uma ferramenta em potencial para o ajuste de estabilizadores
dos sistemas de pote^ncia e outros dispositivos de amortecimento de
oscilac~oes.
8.1 Trabalhos Futuros
Embora essa tese atenda a varios requisitos mnimos de controle,
varios topicos importantes n~ao foram investigados. Quest~oes como a
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considerac~ao de perturbac~oes estruturadas, onde somente os elementos
que variam na matriz s~ao considerados na modelagem dos sistemas
para o projeto de controladores e esquemas de controle para estrutura
quase-descentralizada, n~ao foram explorados e s~ao sugest~oes para a
continuidade do trabalho. As principais sugest~oes de trabalhos s~ao
descritas a seguir:
 Desenvolvimento de um Algoritmo mais Rapido para o Calculo
do Pseudoespectro.
A simulac~ao computacional das func~oes pseudoespectrais apre-
sentam um esforco computacional superior as demais func~oes ob-
jetivo. Isso ocorre porque uma restric~ao e imposta a func~ao ob-
jetivo. Logo, a cada iterac~ao um algoritmo para a soluc~ao das
func~oes pseudoespectrais e utilizado. Esse algoritmo e baseado
na comparac~ao da parte real e da parte imaginaria de cada auto-
valor para a determinac~ao do menor valor singular. Alternativas
poderiam ser pesquisadas no sentido de calcular o menor valor
singular de forma mais rapida e eciente.
 Desenvolvimento de Novos Indices de Desempenho e Robustez.
Assim como o pseudoespectro considera o menor valor singular
como restric~ao, as func~oes objetivos tambem poderiam conside-
rar, em sua formulac~ao, restric~oes como a norma H1 e a norma
H2. Indices que produzam uma resposta temporal rapida para
os sistemas eletricos tambem poderiam ser desenvolvidos, com o
objetivo de reduzir rapidamente o impacto das oscilac~oes. Indices
que consideram a perda de sinais tambem podem ajudar na me-
lhoria do desempenho dos controladores projetados com mais de
um sinal de entrada, de forma que com a perda de um sinal o
desempenho do sistema seja assegurado.
 Implementac~ao de uma Estrutura de Controle Quase-descentrali-
zada Generica.
Neste trabalho procurou-se implementar a estrutura de controle
quase-descentralizada para avaliar a inclus~ao de sinais com atraso
de transporte no projeto dos controladores. Uma estrutura sim-
ples foi implementada, a qual n~ao melhorou, signicativamente,
o amortecimento do sistema. Como proposta de trabalho futuro,
uma estrutura generica, que aumente o amortecimento do sistema
pode ser pesquisada e implementada. Uma aternativa e realizar
o projeto de dois controladores, sendo um com sinal de entrada
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local e um com sinal de entrada remoto. Ao nal a soma dos
sinais de sada de cada um dos controladores representa a sada
do controle quase-descentralizado.
 Expans~ao da Metodologia Proposta.
Como proposta a metodologia pode ser expandida para:
1. Projeto de estruturas de controle centralizado e hierarquico;
2. Projeto considerando multiplos cenarios de operac~ao;
3. Projeto considerando diferentes sinais de entrada;
4. Projeto considerando a estrutura das perturbac~oes como
criterio para melhorar a robustez;
5. Projeto aplicado ao controle de dispositivos FACTS e outras
fontes de gerac~ao de energia;
 Melhoria da Interface da Plataforma de Simulac~ao.
Esta proposta visa tornar a plataforma de simulac~ao uma tool-
box para o projeto de controladores utilizando otimizac~ao pa-
rametrica.
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9 DADOS DOS SISTEMAS TESTES UTILIZADOS
Neste ape^ndice s~ao apresentados os dados dina^micos e estaticos
dos sistemas testes avaliados.
9.1 Sistema Equivalente Sul-Sudeste do Brasil
Os dados dina^micos dos geradores do sistema equivalente Sul-
Sudeste do Brasil e dos reguladores de tens~ao s~ao apresentados na Fi-
gura 64. A condic~ao de carregamento do sistema e a mesma utilizada
em [41] e os dados das barras e linhas s~ao apresentados na Figura 65.
9.1.1 Dados do Sistema
Figura 64 { Dados dos geradores e reguladores do sistema
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Figura 65 { Dados das barras e linhas do sistema
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9.2 Sistema New England
Os dados dina^micos dos geradores do sistema New England e dos
reguladores de tens~ao s~ao apresentados nas Figuras 66 e 67, respecti-
vamente. A condic~ao de carregamento do sistema e a mesma utilizada
em [111] e os dados das barras e linhas s~ao apresentados nas Figuras 68
e 69, respectivamente.
9.2.1 Dados do Sistema
Figura 66 { Dados dos geradores do sistema
Figura 67 { Dados dos reguladores do sistema
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Figura 68 { Dados das barras do sistema
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Figura 69 { Dados das linhas do sistema
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9.3 Sistema New England New York
Os dados dina^micos dos geradores do sistema New England New
York e dos reguladores de tens~ao s~ao apresentados nas Figuras 70 e 71.
A condic~ao de carregamento do sistema e a mesma utilizada em [4] e
os dados das linhas e barras s~ao apresentados nas Figuras 72, 73 74,
respectivamente.
9.3.1 Dados do Sistema
Figura 70 { Dados dos geradores do sistema
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Figura 71 { Dados dos reguladores do sistema
Figura 72 { Dados das linhas do sistema
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Figura 73 { Dados das linhas do sistema
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Figura 74 { Dados das barras do sistema
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