Absfracf-This article first reviews recently proposed techniques for adaptive and direct linear MIMO equalization in the context of MIMOCDMAisystems and in particular with application to a MIMO-extended UMTS-FDD downlink. The focus is thereby mainly nu the complexily of the algorithms. The second part of the paper proposes frequency domain (FD) MIMO equalization using the overlapladd FlT method in conjunction with tw-o diITerent lowcomplexity m)-deconvolution techniques to obtain the equalizer c e efficienfs based on explicit channel impulse response estimates. The emecfs of imperfect channel estimation are discussed. An architectnre for the VLSI implementation of the prnposed method is snggested and an estimate of the complexity of the proposed circuit is given in the conclusions.
INTRODUCTION
Multiple-Input-Multiple-Output (MIMO) systems [I] have received significant attention in recent years as-a means to increase the spectral efficiency of communication systems. Originally the concept has mostly been applied to narrow-band systems. however in the past two years it has made its way into many broad-band systems. MIMO is now being considered for 3G mobile communication and specifically as an extension to
UMTS [2]
and to HSDPA. However, it is also known that in practice the performance of such systems is heavily limited by self-and multiple-access interference through multipath propagation, which on the other hand provides additional diversity and increases the richness of the channel. Unfortunately with basic low-complexity receivers (such as a space-time RAKE) the adverse effect of the interference is in general the dominant factor While joint maximum likelihood detection would he the optimal solution, it is not feasible in practice due to its exponential complexity. Besides numerous multi-user-detection schemes linear cliip-spacedequa1i;ation is currently being considered by the industry as a practical approach to improve the performance of the standard single-input-single-output (SISO) UMTS-FDD downlink under multipath propagation conditions (e&: [16] ). Linear MIMO equalization is used to achieve higher data rates on the downlink through spatial multiplexing with increased resilience against interference [71, [61. However, despite quite ~31, ~41. promising performance results the complexity of such a system is still considerably high and the various equalization techniques differ significantly in the number of operations they require to compute the equalizer coefficients and to apply them to the received signal.
This paper first gives a brief overview of candidate algorithms for linear MIMO-equalization in general. The focus is thereby on the analysis of the computational complexity of the algorithms and their suitability for VLSI implementation. The third section briefly describes the MIMO-extended UMTS-FDD downlink system which we consider in this paper. In section four of the paper two low-complexity equalization methods based on deconvolution of an estimated channel are described and discussed in the context of a MIMO-CDMA system. The effects of imperfect channel estimation are also discussed. The fifths section describes a high-level VLSI architecture for their realization before the paper is concluded.
COMPLEXITY OF LINEAR MIMO EQUALIZATION
Linear equalization of MIMO channels is an extensively studied subject that received some attention in other fields even before the introduction of MIMO concepts in wireless communication (see references in [5]). Numerous authors have derived and analyzed various linear equalization techniques, often based on concepts and ideas that are well known from the SISO case. AImost all proposed algorithms can he categorized based on their learning strategy, which use an estimafe of the channels impulse response or direct adaptiori to a transmitted pilot sequence (blind methods are not considered here). In addition to that it is noted that linear convolution can be carried out in the time domain (TO) or in the frequency domain, which is known from the audio signal processing field to greatly reduce the implementation complexity.
The complexities of various algorithms are presented in 
..
In fact it is noted that a similar system configuration has been considered in [6] , [7] , suggesting the TDNLMS and the therein newly derived TD-NLMS-G method to achieve low complexity.
An alternative approach to the equalization based on a linear convolution in the time domain is the equalization in the frequency domain. It is known from the audio signal processing field that the application of the equalizer coefficients to the signal (convolution) can be performed very efficiently in the frequency domain (using the overlapladd or overlaplsave method) without any performance loss. It can he shown that the savings are even higher in the MIMO case and that the FD-convolution becomes efficient even for very short equalizer lengths. For the adaptation of the coefficients, FD methods can also be used to further simplify the well known LMS algorithms. An RLS algorithm based on the frequency domain representation of the MIMO channel has also been suggested. The corresponding references are given in table I.
LINEAR EQUALIZATION IN MIMO-UMTS A. Sysrem Oremien: andModef
The system under consideration is based on the UMTS-FDD downlink. A schematic overview of the transmitter is shown on the left side of figure 1. The data signal for each of the K active users is QPSK modulated before being demultiplexed into N T~ parallel streams. The spatial rate is therefore equal to the number of antennas. Each of these streams is then upsampled to the chiprate of FC = 3.84 Mchipds and multiplied with a userspecific Orthogonal Variable Spreading Factor (OVSF) channelization code. The length of the code determines the spreading factor (SF) and is derived from the desired data rate B as
+.
Subsequently the corresponding streams of all users' are summed and a separate pilot is added for each of the SF = 2.F -N "ole that not ull users need to have the same spatial mlc.
thk antenbas q and p respectively. The matrix Q is obtained by first arranging the vectors hp,q, into toeplitz matrices ' ?& which are then stacked to fully descnbe the frequency selective MIMO channel. The vectors e(La,+L,-l)(s-lj+D thereby consist of N,, stacked vectors of length Le, + L,-1 ulhich describe the desired impulse response from each of the transmit antennas to the output of the qth MISO equalizer. Subsequently the signal is despread. To reduce the effect of residual spatial interference and to allow for spatial noise whitening at the symbol level (not employed in this work) a spatial-only maximum likelihood detector is used for detection.
'For relatively sinall anfenna spacing this is a msonable assumption.
Fig. 1. System Ovemiew

IV. DIRECT FREQ. DOMAIN METHODS
A. Frequeric) Doniairi Convolurion
To reduce the complexity of the linear convolution in the equalizer it can he carried out in the frequency domain using the overlapiadd or overlaplsave method. In this paper we will use the fust approach. Extending it from the SISO case to the multichannel case is suaight forward. At each receive antenna a set of Le, samples is collected and zero extended to a length of 
B. Windowed Freq. Domain Deconvolurion
The windowed frequency domain deconvolution is based on the simple observation that in the SISO case the infinite length MMSE equalizer can always he obtained in the frequency domain as The problem is that, as a consequence of the cyclic convolution with the frequency domain response of the square window, expression 7 consists of a set of coupled equations. This prevents a simple solution to the problem.
The goal is now to find a more suitable window w that leads to a more convenient (preferably decoupledj set of equations in 7, while still representing a good approximation to the original rectangular window. An appropriate choice, which also leads to a rather simple hardware implementation is given in the frequency domain as 
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The result of the above equation can either be transformed back into time domain to directly obtain the Le, equalizer coefficients or it can be used together with the overlapiadd frequency domain equalization. However, in the latter case a 2x upsampling of the coefficients has to be performed either directly in the frequency domain through a convolution with an appropriate window or through a transformation into time domain, followed by a windowing operation and a transformation back into frequency domain. As opposed to the equalizer itself. the first altemative is generally more efficient to implement. This is due to the fact that the coefficients of the convolution are constant and that the operation can be approximated quite accurately with a relatively short FIR filter.
Simulation results that show the performance of the frequency domain approximation are given in figure 2. The powerldelay profile of the channel was chosen as a chip-spaced version of the "PedestrianB" channel with Rayleigh fading coefficients. The system uses four transmit and four receive antennas and a spreading factor of 32 to provide a raw data rate of IMbps to and 10W4 respectively. In these simulations perfect channel knowledge at the receiver was assumed. However in practice channel estimation errors in a simple correlation based channel estimator will result from three sources:
I j Thermal noise 2) Self and multiple-access interference between the pilots 3) Aging of the estimated channel profile depending on the and the data channels To a cenain extent the first two problems can he reduced by averaging over a longer period and by increasing the pilot-power to user-power ratio. The second measure will of course result in additional interference to the user channels which however can he mitigated at the receiver as the pilot signals are known (151. For the simulations in figure 3 the overly optimistic assumption is made that the Rayleigh fading channel is constant throughout the duration of a burst and is perfectly known to the receiver at a time instant t. The computation of the equalizer coefficients requires the time At during which the channel changes. The corkelation coefficient between the new and the old channel is known to be ( I = JO (2nFdAt). Results are plotted for ( I = 1,0.999,0.996,0.991, which roughly correspond to a computation delay of At = 256 chips at Doppler spreads of Fd = 0,150,300,450 Hz. While under these idealistic conditions good performance is achieved even for large Doppler spreads it should be noted that the results also indicate that very accurate channel estimation is required to obtain good results, which in practice is the main drawback of the algorithm.
For an assessment of the sensitivity of the algorithm to channel estimation noise it is modeled as additive uncorrelated zeromean Gaussian noise with variance a ' . At the same time the correlation coefficient between the actual and the estimated channel 
C. Cjrlic Frequency Donloin Solution
The cyclic FD-equalizer is a special case of the approximate windowed solution where a flat window is chosen as 4 = Due to the simplicity of the training sequences this procedure can be realized very efficiently in hardware.
[17] recursion. 5 ) An upsampling Unit that generates the upsampled frequency domain representation of the length Le, MlMO equalizer for the overlap/add FFT method of complex multiplications as a measure suggests that -neglecting the effort for channel estimation -complexity is comparable to adaptive LMS type methods, whereby in the MIMO case significant savings result from carrying out the convolution in the frequency domain, using the overlapladd method (see the last ~~ two rows of table I). With an iliitial VLSl implenicnl3tion of the key components for the cyclic FD-cqunllzer for a 1 x 1 MIMO-UMTS downlink it is estimated from initial synthesis results that Fig. 7 . Schedule
Schedule
The FFTflFFT block can be shared between the application of the equalizer and its computation. Figure 7 shows a suitable schedule for an equalizer length of 32 chips and a 4 x 4 system. For the hardware realization a system clock rate that is 32-times higher than the chip rate is assumed: FCLK = Fc x 32 zz 123MHz. Herewith 1024 cycles are available for a block of Leq = 32 chips. With only 4 complex multipliers the four 6 4 point lTTs can be performed in 200 cycles. Another 256 cycles is then required to calculate the 64 matrixxveclor multiplications, Le. the FDMIMO equalization. The inverse FFTs require another 200 cycles. The remaining 368 cycles in each block can now be used in the computation of the equalizer coefficients, once a new channel eslimate becomes available. As a total of 16 channel estimates have to be transformed the operation is distributed over the duration of 4 blocks. As soon as all FD-channel profiles are available the Riccati recursion is used to compute the FD-equalizer coefficients for each of the 32 frequency coniponents. As a single matrix inverse can be done in 128 cycles an additional 4 block or 128 chips is required. The Zxupsampling is performed directly in the frequency domain using an approximation of the appropriate window function. The overall delay between the arrival of a new channel estimate and the update of the equalizer coefficients is herewith only 256 chips, which in the light of figure 3 should still provide good performance, assuming a good channel estimate.
VI. CONCLUSION
In this paper an overview of linear MIMO equalization approaches was given, focusing on the complexity of the algorithms measured in number of complex multiplications. Subsequently a low complexity approach was proposed to compute the equalizer coefficients in the frequency domain, based on an estimate of the channel impulse responses. In principle this can be easily obtained in DS-CDMA systems through correlation. However it was also shown that relatively accurate estimates of the MIMO-channel are required to obtain good interference suppression, which in practice might he difficult. The cyclic FDequalization was shown as a special case of the proposed approximate windowed FD-equalization with even lower complexity. An initial implementation assessment based on the number '. it will require less than 250K gate equivalents of logic and 50K hits of memory. 
