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We propose and discuss a numerical method to model electromagnetic emission from the oscillating
relativistic charged particles and its coherent amplification. The developed technique is well suited
for free electron laser simulations, but it may also be useful for a wider range of physical problems
involving resonant field-particles interactions. The algorithm integrates the unaveraged coupled
equations for the particles and the electromagnetic fields in a discrete spectral domain. Using
this algorithm, it is possible to perform full three-dimensional or axisymmetric simulations of short-
wavelength amplification. In this paper we describe the method, its implementation, and we present
examples of free electron laser simulations comparing the results with the ones provided by commonly
known free electron laser codes.
I. INTRODUCTION
When relativistic charged particles propagate through a periodically modulated field, they oscillate and emit a
radiation with a shorter wavelength due to the Doppler effect (see fig. 1). This is the principle of Synchrotron
Radiation (SR) sources, where beams of accelerated electrons are deviated by a wiggling magnetic field in order to
produce bright X-rays. In state-of-the-art sources, the electrons are produced by a linear accelerator and are wiggled
in a series of alternating permanent magnets known as an undulator. A particularly interesting case is that of free
electron lasers (FEL), where the SR source operates in a coherent regime. In these devices, the emitted X-rays have
a resonant interaction with the electrons, and they are efficiently amplified via Stimulated Compton Scattering (see
[1, 2] for recent reviews of FELs). Through this process, X-ray free electron lasers (XFELs) can currently reach the
multi-GW level in peak-power, at the angstro¨m wavelengths [3].
In order to describe the physics of free electron lasers, major theoretical results were obtained both in the quantum
and classical approaches [4–7], and appropriate numerical tools were developed [8]. To simulate the particles-field
interaction, one may use an approach similar to the method adopted in the particle-in-cell (PIC) schemes [9]. In
this approach, the Maxwell equations are solved on a spatial grid by the finite difference time-domain (FDTD)
methods. The electrons are represented by charged macro-particles and the particles-radiation interaction is conveyed
by interpolation techniques. In the case of relativistic particles interacting with an X-ray radiation, this requires a
grid which accurately resolves the wavelength of the amplified radiation λs as well as the electron beam size lb. In
XFELs the ratio lb/λs may be as high as 10
5 − 106, and the direct implementation of such methods results in a large
computational load.
In the dedicated FEL codes this problem is overcome by making a few approximations. One approximation,
used in the majority of the mainline FEL codes is the slowly varying envelope approximation (SVEA), in which the
electromagnetic field is regarded as a wave, E(r, t) = Re{Eˆ(r, t) exp[2pii(z − ct)/λs]}, where λs is the anticipated
resonant wavelength [10] and where Eˆ is assumed to be slowly-varying in space and time [11]. Often SVEA is
complemented with the wiggler-averaged formulation which assumes that the trajectories of oscillating electrons follow
precisely the sinusoidal field of the undulator. This approach allows to consider only slow longitudinal displacements
of electrons with respect to the electromagnetic field without solving the full three-dimensional equation of motion.
Both SVEA and wiggler-averaging provide a great calculation efficiency for the conventional FEL modeling, however,
in the cases, where fast variations of the radiation profile are essential the correct description may require non-averaged
approach [14, 15].
Due to the growing interest for the unaveraged FEL modeling, a number of approaches were developed for one-
dimensional simulations [15, 16], and three-dimensional simulations [17, 19]. One approach consists in using the
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FIG. 1: Schematic representation of the emission from an oscillating relativistic particle, and of its spectrum.
multi-frequency model, which is a pseudo-spectral time domain (PSTD) method, where the Maxwell equations are
integrated in a predefined Fourier domain [12]. One such model is presented in [13], where the author uses a one-
dimensional Fourier decomposition of the fields along the direction of propagation, centered around the resonant
frequency. The orthogonality of the Fourier modes in a finite-length periodic interval allows to write separately the
equations for each mode, and to integrate them in time along with the equations motion for the electrons. Similar
approach, using Fast Fourier Transform (FFT) technique, was developed in [16] for one-dimensional unaveraged
modeling.
In three-dimensional simulations besides the purely FDTD methods the spectral techniques are often combined with
FDTD approach, for example in [17], where the split-step integration accounts for diffraction via FFT, and particles-
field interaction is resolved with an FDTD Galerkin method. Alternatively, decomposition of the electromagnetic field
into the Gauss-Hermite or Gauss-Laguerre modes is also a popular method, which has been used to represent the
transverse profile of the radiation [18, 19]. The choice of the correct transverse mode can be advantageous in terms
of calculation time and accuracy, and it depends on the symmetry of the problem and its boundary conditions.
In this paper we describe a general approach for three-dimensional modeling of FEL simulations with a spectral
method. A fully three-dimensional algorithm is based on Cartesian Fourier series, and for the axisymmetric case
we use the cylindrical Fourier-Bessel series. The spectral components of the fields are defined on a discrete grid in
Fourier space, and the particles currents are projected onto this spectral grid. The Maxwell equations are integrated
numerically for each spectral component, and the forces are calculated by summing the Fourier series at the particles
positions. The structure of the spectral domain may be chosen rather flexibly, which provides a simple way to capture
the harmonics of the emitted field (see fig. 1). The required spectral resolution for the field can be rather modest,
which in some cases allows to run the simulations on a desktop computer. In this communication we focus on the
numerical recipe itself and its implementation in the context of the basic FEL interaction.
In the following, we describe the mathematical model (section II) and the main aspects of its implementation in
the code PlaRes (section III), and we discuss the choice of the simulation parameters (section IV). In section V we
introduce several FEL simulations which were run with PlaRes, and we compare the results with those obtained by
three commonly-used FEL codes. Section VI summarizes the results and gives prospective applications for PlaRes.
II. FIELDS AND PARTICLES EQUATIONS
The interaction between charged particles and electromagnetic fields can be described by the equations for the
vector and scalar potentials A, Φ written in the Lorentz gauge [22],
(∂2t − c2∇2)A = 4picJ , (∂2t − c2∇2)Φ = 4pic2ρ , ∇ ·A+ c−1∂tΦ = 0 , (1)
along with the equations of motion:
dtpj = −e
(
E+ c−1vj ×B
)
, dtrj = vj , vj = pj/
(
m2 + |pj |2/c2
)1/2
. (2)
3Here J = −e∑j vjδ(rj − r) and ρ = −e∑j δ(rj − r) are the electron currents and charge densities, c is the speed
of light, and m and e are the mass of the electron and the elementary charge. Equations (1) and (2) are written in
Gaussian units.
The radiation and space-charge fields produced by the particles are defined by eq. (1). These fields act back on
the particles through eq. (2) along with the “external” fields Eext and Bext produced by the undulator and the
complementary devices (quadruples, chicanes etc):
E = Eext − c−1∂tA−∇Φ , B = Bext +∇×A . (3)
In order to simulate the looped interaction of the particles and the fields, eqs. (1) to (3) have to be self-consistently
integrated in time.
The first two equations of the system eq. (1) are used to calculate the vector and scalar potentials, and they can be
integrated by a spectral time-domain method. In the following text we will work in dimensionless units. The potentials
are normalized as a = eA/mec
2 and φ = eΦ/mec
2, and the field components are normalized as ε = eE/(mc2ku)
and b = eB/(mc2ku). The velocities, spatial coordinates and time are in units of c, k
−1
u and ω
−1
u respectively, where
ku = 2pi/λu is the wavevector of the undulator with a period λu and ωu = kuc.
A. Cartesian Fourier series
Let us demonstrate the calculation of the radiation field in eq. (1) using the Fourier decomposition technique. For
this we consider only the component of a which is oriented along the electron oscillations. The other components
of a, as well as φ can be calculated with a similar approach. Using the Fourier theorem and considering a periodic
simulation domain of size (Lx , Ly , Lz), one may write the fields as a Fourier series:
a(t, r) = <
[∑
k∈K
a˜(t,k)e−ik·r
]
, (4)
where the wavevector k is normalized to ku and belongs to a Cartesian grid K in Fourier space. The resolution of K
is defined by the size of the simulation domain as:
∆kx = 2pi/Lx ,∆ky = 2pi/Ly ,∆kz = 2pi/Lz . (5)
The complex values of a˜(t,k) define the phases and amplitudes of the Fourier modes at time t. Substituting the
decomposition eq. (4) into the electromagnetic equation eq. (3) we obtain:
<
[∑
k∈K
e−ik·r
(
∂2t + |k|2
)
a˜(t,k)
]
= −4pie
2ku
mec2
∑
j
vjδ(rj − r) . (6)
In free electron laser interaction, the velocity of the electron beam and the group velocity of the radiation are
typically very close to c, and we may consider the solution to be of the form a˜ = aˆei|k|t. Using the orthogonality of
the Fourier modes in eq. (6), one can multiply this equation by a factor eikm·r, and integrate it over the simulation
domain. This results in a separate equation for each mode:
∂2t aˆ(t,km) + 2i |km| ∂taˆ(t,km) = −
8pie2
meω2uV
∑
j
vje
i(km·rj−|km|t) , (7)
where m is the index of the mode, and V = LxLyLz is the volume of the simulation domain.
Note that, considering a˜ = aˆei|k|t, we are generally neglecting the backscattered wave, since its correct description
would require a very short integration time-step to resolve the oscillations of aˆ with a frequency ∼ |2k|.
B. Cylindrical Fourier-Bessel series
In three-dimensional simulations the algorithm based on the Cartesian Fourier series is able to model the amplifi-
cation of a radiation having a complex transverse profile (see section IV). In this case, even for a moderate spectral
resolution, the three-dimensional spectral domain may be very large, and can result in a considerable computational
4load. Fortunately, in FEL simulations it is often possible to assume that the produced radiation has a symmetry with
respect to the axis of propagation of the electrons.
To demonstrate how axial symmetry can be used in the calculations, let us write the field equation (1) in the
cylindrical coordinates (z , r , θ):
∂2t a− ∂2za−
1
r
∂2θa−
1
r
∂r(r∂ra) = −4pie
2ku
mec2
∑
j
vjδ(rj − r) . (8)
The solution to this equation may be constructed with help of cylindrical harmonics, i.e. by decomposing the field in
a Fourier-Bessel series [23]:
a(t, r) = <
[∑
α
∑
k∈Kα
a˜α(t,k)e
−ikzzJα(krr) cos(αθ + Θα)
]
, (9)
where α is an integer number, and Θα is an angular phase. The discrete transverse wavevectors kr in the Fourier
grid Kα are not necessarily regularly spaced. In order to determine these discrete values of kr we impose Dirichlet
boundary condition: a⊥(r = R) ≡ 0, where R is the outer boundary of simulation domain r ∈ (0, R). This imposes
kr j = uj/R where the uj are the roots of the equation Jα(uj) = 0, and moreover with these conditions the chosen
basis is orthogonal. Using this property of orthogonality, we can find the equation for any given mode:
∂taˆα(t,k) + 2i |k| ∂taˆα(t,k) = − 8pie
2
meω2uV (1 + δ0,α)Jα+1(krR)
2
∑
j
vje
i(kzz−|k|t) cos(αθ + Θα)Jα(krrj) , (10)
where the volume of the cylindrical simulation domain is V = piR2Lz.
The most of the typical situations can be modeled with only first two the terms in the α sum of eq. (9). The term
α = 0 defines fully axisymmetric field profile, which does not depend on the angle θ, while α = 1 corresponds to the
antisymmetric field profile. The phase Θ1 (Θ0 may always be assumed to be 0) allows to choose the antisymmetry of
the modeled field. In the FELs this case is typical for the even harmonics emitted in the linear undulator, which are
generated off-axis [1].
C. Lorentz force and particle motion
To model the particle motion, the electric and magnetic fields, ε and b, have to be calculated from the potentials
as −∂ta − ∇φ and ∇ × a respectively. In the case of the Cartesian Fourier decomposition eq. (4) we find the fields
acting on the particles as:
ε(rj , t) = εext(rj , t)−<
[∑
k∈K
[
∂taˆ+ i |k| aˆ(t,k)− ik φˆ(t,k)
]
ei|k|t−ik·rj
]
, (11a)
b(rj , t) = bext(rj , t)−<
[∑
k∈K
ik× aˆ(t,k)ei|k|t−ik·rj
]
. (11b)
The fields from eq. (11) are then used to model in the equations of motion for the particles :
dtpj = −ε(rj , t)− vj × b(rj , t) , dtrj = vj . (12)
The expression equivalent to eqs. (11) and (14) for the Fourier-Bessel representation eq. (9) are more cumbersome
but can be easily derived writing explicitly the component of differential operators “∇·” and “∇×”, acting on the
cylindrical functions in the Cartesian space.
D. Space-charge and diffraction fields
The role of the space-charge fields associated with the φˆ is twofold, and one has to distinguish the effect of the
large-scale field of the whole bunch and the small-scale field of the local density modulations. The large-scale field
5results in the Coulomb repulsion of the beam in all directions (see [24]). On the other hand, the small-scale fields
alter the dispersion properties of the electron beam and can either suppress or enhance the amplification of radiation.
For instance, while the stimulated Compton scattering is damped by these fields, the stimulated Raman scattering
takes advantage of the collective electron oscillations in a plasma wave [25].
In the present study, we will neglect both these large-scale and short-scale space-charge phenomena, and thus φˆ is
assumed to be zero in the rest of this article. This also allows to use the resulting gauge condition, ∇ ·A = 0, to
facilitate accounting for the radiation diffraction. Let us write the relation between field components for the Cartesian
Fourier model:
kxaˆx + kyaˆy + kzaˆz = 0 . (13)
In the common case of a linear undulator, the electrons oscillate along the x-axis, and they produce a radiation
which is mainly polarized along x, i.e. ax  az, ay. Moreover, the radiation is emitted mostly along the z axis, and
thus kz  kx , ky. For these reasons, we may neglect the term kyaˆy  kxaˆx , kzaˆz in eq. (13), and find the longitudinal
component of the field (which arises as a consequence of diffraction) as:
aˆz = −(kx/kz)aˆx . (14)
For two-dimensional electron oscillations, equations (eq. (7)) or (10) should be solved for both ax ∼ ay components,
and az can be found directly from eq. (13) as aˆz = −(kxaˆx + kyaˆy)/kz.
E. Slowly varying envelope approximation
In the eqs. (7), (10) and (11) we operate with the envelope aˆ, which describes the amplitude of electromagnetic
field interacting with relativistic particles. In the most of realistic situations, the oscillations of the X-ray field are
much faster than the dynamics of the amplitude – growth or damping – and one may assume aˆ varies slowly in time.
As a consequence, the second order term ∂2t aˆ 2|k|∂taˆ can be neglected, which corresponds to the SVEA approach.
With this approximation the field equation for the Cartesian solver (7) will read:
i |km| ∂taˆ(t,km) = − 4pie
2
meω2uV
∑
j
vje
i(km·rj−|km|t) , (15)
the one for the cylindrical model (10):
i |k| ∂taˆα(t,k) = − 4pie
2
meω2uV (1 + δ0,α)Jα+1(krR)
2
∑
j
vje
i(kzz−|k|t)Jα(krrj) cos(αθ) , (16)
and the calculation of the field on the particles positions can be simplified by neglecting the slow variations of potential
amplitude ∂taˆ in the first equation of eq. (11):
ε(rj , t) = εext(rj , t)−<
[∑
k∈K
i|k| aˆ(t,k)ei|k|t−ik·rj
]
. (17)
The above equations are similar to those of the FDTD codes that are said to use the slowly-varying approximation
(SVEA). However, these FTDT codes usually introduce two distinct approximations : neglecting the second-order
derivative ∂2t aˆ, and using a spatial step equal to λs, justified by the fact that the envelope is varying in space slowly.
While the former approximation is valid when ∂2t aˆ ks∂taˆ, the latter turns out to have a narrower range of validity.
Indeed, recent studies [15, 16] showed that, when solving the first order-field equations on a grid having a spatial
resolution lower than λs, one can correctly model the situations where the radiation profile changes rapidly, and where
the latter approximation is not applicable.
Since our algorithm uses the first-order equation but does not introduce this coarse spatial discretization of λs, it
may have a wider range of applicability than standard FTDT codes. This is confirmed in the section V A, where we
show that the second-order equation eqs. (7, 10) and first-order eqs. (15, 16) lead to very similar result, even when
the radiation profile dynamics is very rapid.
6III. NUMERICAL INTEGRATION SCHEME AND ITS IMPLEMENTATION
The methods described in the previous section may describe the X-ray field amplification with account for the
three-dimensional effects (radiation diffraction and electron divergence) at a moderate computational cost. In the
simulations, the field and particle equations have to be numerically integrated over time. To integrate the first order
differential equations we choose a leapfrog algorithm, since it requires a single computation of the fields at each
iteration, while retaining second-order accuracy. In this approach, the values of the forces and the particles positions
are defined at integer times (n∆t), while the “generating” terms (e.g. electron currents) are defined at half-integer
times ((n+ 1/2)∆t) – where ∆t is the integration timestep. We therefore refer to these variable with a corresponding
superscript of the form n or n+ 1/2 in rest of this section.
A. Reduced order scheme (SVEA)
Here let us detail one full cycle of SVEA model integration, i.e. how the variables at iteration n are deduced from
the variables at iteration n − 1. In order to do so, let us consider that, at the iteration n − 1, the known variables
are rn−1j , aˆ
n−1, pn−1/2j and γ
n−1/2
j = (1 + |pn−1/2j |2)1/2. Going from iteration n− 1 to iteration n involves updating
the fields (a), as well as the particles positions and velocities (b). These successive operations are repeated at each
integration timestep.
t
rn−1j
aˆn−1
(19)→ rn−1/2j
v
n−1/2
j
(18)→ aˆn
(a)
t
rn−1j
aˆn−1 pn−1/2j aˆ
n
j
(20)→ rnj
(21)→ pn+1/2
(b)
FIG. 2: Typical leapfrog schemes for the fields (a) and the particles (b)
(a) To calculate the electromagnetic field, we consider the leapfrog discretization of eq. (15) or (16):
aˆn⊥ = aˆ
n−1
⊥ + i
4pie2∆t
meω2uV |k|
∑
j
v
n−1/2
⊥ j exp
(
ikzz
n−1/2
j − i|k|(n− 1/2)∆t
)
F (r⊥,k⊥) , (18)
where F = exp
(
ik⊥ · rn−1/2⊥ j
)
for the Cartesian algorithm, and F =
cos(αθ + Θα)
1 + δ0,α
Jα(krr
n−1/2
⊥ j )
Jα+1(krR)2
for Fourier-Bessel
one.
Note that eq. (18) requires the variables rj and vj = pj/γj to be defined at step n − 1/2, whereas rn−1/2j is not
yet known. Therefore, before applying equation (18), the algorithm first computes the auxiliary variables r
n−1/2
j by
taking a half-timestep:
r
n−1/2
j = r
n−1
j + v
n−1/2
j ∆t/2 , (19)
while keeping rn−1j in the computers memory.
(b) The particles coordinates are updated by a standard leapfrog operation:
rn = rn−1 + vn−1/2∆t . (20)
Calculating the particles velocity first involves computing the electric and magnetic fields at t = n∆t, by using
equations eqs. (11b) and (17) or their counterpart for the Fourier-Bessel method. The values of the electromagnetic
7fields are then used in the equation of motion eq. (12). This equation is implemented with the Boris pusher [28],
which is an explicit algorithm that extracts p
n+1/2
j from the implicit discretized equation :
p
n+1/2
j − pn−1/2j
∆t
= −εnj −
(
p
n+1/2
j + p
n−1/2
j
2γ¯n
)
× bnj , γ¯n ≡
√
1 + (pn−1/2 − εnj ∆t/2)2 . (21)
These operations are summarized in fig. 2.
B. Non-SVEA algorithm
The procedure of the integration of eqs. (7) and (10) is rather similar to the one described above, and it may be
done with help of leapfrog method. For this we first define the time derivative of aˆ as a new variable gˆ = ∂taˆ and
write two first order equations:
∂tgˆ + 2i |km| gˆ = S(t,km) , (22a)
∂taˆ = gˆ , (22b)
where S(t, km) is a left hand side of eq. (7) or eq. (10).
Now, defining gˆ and aˆ at the integer and half-integer time steps respectively, we can integrate the set eq. (22)
numerically with the discretized equations:
gˆn =
1− i |km|∆t
1 + i |km|∆t gˆ
n−1 +
∆t
1 + i |km|∆t S
n−1/2 , (23a)
aˆn+1/2 = aˆn−1/2 + ∆t gˆn , (23b)
Note that to use the leapfrog scheme for the particle motion, the Lorentz force has to be calculated on the particles
positions at the integer step with help of eq. (11). Therefore, we have to explicitly calculate the value of aˆn =
aˆn−1/2 + 0.5∆t gˆn. The other steps are identical to the ones described in section III A.
C. Suppression of the shot noise
Since the real number of electrons in the beam is typically very big (up to 1010), in numerical simulations, the
electrons are usually replaced by macro-particles. Each macro-particle has the same charge-to-mass ratio as an
electron, but represents a large number of electrons. Typically, in simulations of FEL amplification, a reasonable
modeling accuracy can be reached by using a relatively low number of macro-particles, ∼ 103 − 105. However,
the artificially low number of particles and associated shot noise affect the spontaneous emission generated at the
beginning of a FEL interaction. In practice, this simulated spontaneous emission can be very different from the
physical one. In the case of the self-amplified spontaneous emission process (SASE), the final X-ray signal origins
from this spontaneous noise, and thus the correct modeling of it is very important.
The control of the shot noise in FEL codes have been extensively studied in the last decades [20, 21, 26, 27]. The
basic principle of this control is to suppress the shot noise for a given wavelength λsupp, by placing, for each macro-
particle, an identical one with a longitudinal coordinate shifted by λsupp/2, so that it will emit in anti-phase with its
counterpart. The physical shot noise can then be generated via a proper random displacement of these additional
particles.
For the first test studies of our algorithm, we will use a simple particle loading algorithm, which provides full noise
suppression for a chosen wavelength and its harmonics:
{z} = {z} ∪ {z + λsupp/(2α)} , (24)
where {z} is a set of the particles z-coordinates, and α is a harmonic number.
8D. Code PlaRes
The algorithms for three-dimensional and axisymmetric simulations presented in this section are implemented in the
code PlaRes (which stands for “plasma resonator”). The code allows to use and combine the different Maxwell solvers
in the same simulation, where each solver is defined by its own discontinuously composed spectral domain. In the
case of solvers combination, the solvers should be linearly independent (e.g. axially symmetric and antisymmetric),
or operate on non-overlapping spectral domains.
The tool is developed using a hybrid programming framework: the initialization of the simulation, the paralleliza-
tion, the runtime management and the data output are performed by a Python object-oriented code, while all the
“expensive” number-crunching routines are written in Fortran 90 and called from Python via the f2py interface gen-
erator [29]. Parallelization is carried out by distributing the particles among the processing units and summing their
contributions to the fields via message passing interface (MPI) (using Python’s mpi4py package [30]). In this way,
the code provides a high flexibility for new external fields setup and for further algorithmic developments.
IV. MODELING PARAMETERS
In order to implement the method of sections II and III in practice, one needs to truncate the series in eqs. (4)
and (9), and to therefore to specify a finite spectral domain in which the studied fields are localized. The optimal
choice for these parameters is based on the physics of synchrotron radiation and free electron lasers.
The spectral properties of synchrotron radiation are well known, and are described in the literature (see [31]). The
wavelength of the emitted light by a relativistic charge is Doppler-shifted by a factor (1−n ·v)−1, where n = k/|k| is
a unit vector pointing towards the observer. For an oscillating relativistic electron with v‖ ' 1 and v⊥ = vˆ⊥ sin kuz,
the emission is produced in the direction of the particle’s velocity, and within a cone of angular size ∼ γ−1b . For a
linearly polarized undulator, the central wavenumber of the emitted light reads:
ks =
2γ2bku
1 +K20/2 + γ
2
b θ
2
, (25)
and its bandwidth is determined by the total number of oscillations performed by the particle, δkz/ks ' N−1osc .
Here K0 is the undulator parameter and θ = k⊥/k‖ is the angle between the direction of observation and the
electron trajectory. The undulator parameter can be defined as the amplitude of oscillation of the normalized electron
momentum K0 = p⊥/mc = vˆ⊥γb. For a magnetic undulator with a field B0, the undulator parameter reads [1]:
K0 = eB0/(mc
2ku) = 0.934 B0[T] λu[cm] .
For large values of K0, the particles trajectories are significantly non-harmonic. In this case, the emitted spectrum
contains harmonics of ks and becomes broadband.
During resonant amplification, the power of the generated radiation grows exponentially along the undulator Prad ∝
exp(z/Lg), where Lg is the gain length. The spectral bandwidth of the amplified light is typically determined by the
spectrum of the light emitted by individual particles over Lg. In the simple one-dimensional case of an ideal electrons
beam, the gain length and the corresponding growth rate are determined by the FEL parameter ρ [32]:
Lg0 =
1
2
√
3ρku
, ρ = γ−1e (ne/32nc)
1/3 ([JJ ]K0)
2/3
, (26)
where ne is the peak density of the electron bunch and nc is defined by nc ≡ pimc2/e2λ2u. By definition, [JJ ] ≡
J0(ξ) − J1(ξ), where J0 and J1 are the Bessel functions and ξ = K20/4(2 + K20 ). In this formulation, the bandwidth
of the amplified light estimates as δkz/ks ' ρ. It is also important to mention, that according to the sampling
theorem the spectral width δkz is directly related to the minimal spatial scale of the modeled radiation. This may
become important, when modeling very short electron currents [15], seeding with a pulse produced by high-harmonics
generation [16], etc. In this case, the required spectral bandwidth may be much bigger than the one estimated in
terms of FEL resonance, and should be taken into account.
The transverse size of the spectral region required to describe the shape of the radiation beam and its diffraction can
be deduced from eq. (25), by considering that the amplified light is emitted around the resonant frequency k‖ ' ks|θ=0
with a bandwidth δk‖. On the whole, the dimensions of the spectral domain required for an FEL simulation can be
9approximately defined by the following formulas:
k‖ = 2γ2zku ,
δk‖ & ρk‖ , (27)
k⊥ &
√
2δk‖ku ,
where γz is a Lorentz factor associated with electron longitudinal motion, and in case of a linearly polarized undulator
γz = γb (1 +K
2
0/2)
−1/2.
It is also important to correctly choose the resolution of this spectral domain, which defines the size of the periodic
simulation domain, according to eq. (5). The longitudinal size of the simulation domain Lz should be larger than
both the length of the electron beam lbeam and the slippage length of the radiation ctsim/2γ
2
z . The transverse sizes
Lx,y or R have to be larger than the radius of the electron beam σ⊥ and the radiation beam size σs. In practice, the
structure of the radiation transverse mode is defined by its diffraction parameter ηd = Lg0/(2ksσ
2
⊥) [1, 33]. If the
diffraction is weak, ηd  1, the amplification is one-dimensional, and it occurs mainly within the electron beam i.e.
σs ' σ⊥. In the opposite case, ηd  1, diffraction leads to a radiation transverse size, which is much larger than the
electron beam. The parameters of this three-dimensional amplification are significantly different from eq. (26), and
the radiation transverse size is related to the gain length as:
σs '
√
λsLgD
2pi
, LgD =
λ2u
8pi2σ⊥K0[JJ ]
√
2γbnc
ne
(1 +K20/2) . (28)
V. SIMULATIONS
In order to test the code Plares, we benchmark it against other existing FEL codes. For this we choose the data of
the comparative analysis published by L. Giannessi et al in [34]. In this article, the authors compare three well-known
codes MEDUSA [19], GENESIS 1.3 [35] and PERSEO [36] on a test case which involves a coupling of high-order
harmonics in a conventional magnetic undulator. In the corresponding simulation, the electron beam has a 1 ps
flat-profile with a current of 110 Amperes, a mean energy of 200 MeV, 0.01% energy spread, a transverse emittance of
1 mm·mrad, and a radius of 95.3 µm. The electrons travel through a magnetic undulator with a period of 2.8 cm and
an undulator parameter K = 1.95. The FEL process is seeded by a co-propagating 50 fs Gaussian electromagnetic
pulse, which is focused to a 183.74 µm transverse size, at a distance of 70 cm from the undulator entrance. The
wavelength of the seed pulse is matched to the central wavelength of the undulator radiation λs = 265.151 nm and
its peak power is set at 10 kW. The shot noise in the simulations is completely suppressed.
In our tests we use the simple model of an ideal linearly polarized undulator, where the magnetic field oscillates
with the longitudinal coordinate, and does not depend on the transverse position. Moreover, no special treatment of
the beam’s transverse dynamics is performed, so that, after being initiated with a flat transverse density profile and
a Gaussian distribution in transverse momenta, the beam diverges freely.
In [34], the authors perform one- and three-dimensional simulations within the steady-state and time-dependent
approaches. In the steady-state approach, the electron bunch is considered to be infinitely long, and the radiation
amplitude is assumed to be independent of the longitudinal coordinate. This approach is close to the theoretical
description of the FEL process, and, in addition, it allows to reduce the longitudinal size of the simulation domain to
a few radiation wavelengths – thereby drastically decreasing the computational load.
The time-dependent approach allows to include more phenomena into the simulations and to study the impact of
the finite lengths of the electron and radiation beams. For example, time-dependent simulations are able to model the
“slippage” effect, i.e. the fact that the emitted radiation progressively overtakes the electron bunch and eventually
stops being amplified. Slippage typically results in significant modulations of the longitudinal profile of the radiation.
A. One-dimensional simulations
For the one-dimensional case we calculate the power of the radiation emitted at the first three odd harmonics.
In the steady-state simulations each harmonic is modeled with a single wavenumber, so that the spectral domain is
kz = [ks , 3ks , 5ks]. The electron beam is modeled with 2000 macro-particles. In order to capture the fifth harmonic
in the electron oscillations we advance each period of the radiation field with 90 iterations, so that the chosen time
step ∆t = λu/90c.
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FIG. 3: (a) Radiation power for the first three odd harmonics, as a function of the propagation distance. (b) and (c) : spatial
(b) and spectral (c) profiles of the third harmonic at z = 4.6 m. (d) Spectral dynamics of the third harmonics. In (a,b,c)
the results obtained with the code PlaRes 1D (colored curves) is compared with the data produced by MEDUSA1D (dashed
black), PERSEO (solid black) [34].
In fig. 3a, we compare the results obtained by Plares (colored curves) with the ones obtained by MEDUSA1D
(black dashed curve) and PERSEO (black solid curve) for steady-state simulations. The three codes agree almost
perfectly in the description of the (seeded) first harmonic, even at the saturation. The third and fifth harmonics are
not seeded, and the comparison reveals that our code develops a lower level of spontaneous noise in the third and
fifth harmonics during the early interaction. The agreement is particularly good with the unaveraged MEDUSA1D
simulations.
In order to study the longitudinal profile of the radiation, we have also run time-dependent simulations. In these
tests, the spectral domain of the fundamental and third FEL harmonics have bandwidths of 1.6% ks and 4% ks
respectively, and the “time window” (i.e. length of the periodic simulation domain) is Lz/c = 1.5 ps. This results into
a total of 98 spectral modes. As the chosen duration of the electron beam in [34] is rather long (1 ps), this simulation
requires a big number of macro-particles: 105. In fig. 3b and fig. 3c we compare the calculated spectral and spatial
profiles of the radiation with those obtained in the MEDUSA1D and PERSEO simulations. The agreement between
the three codes is found to be remarkably good. The dynamics of the spectral distribution of the third harmonic is
shown in fig. 3d. In this figure, the formation, growth and saturation of the third harmonic can be clearly seen.
To test the validity of the reduced-order model discussed in section II E, we perform a test, which is assumed
to violate the standard SVEA approximation, used in the averaged FDTD FEL codes. For this we consider the
same time-dependent simulation as before, but with electron current duration of 28 fs, which corresponds to only 31
wavelengths of the amplified fundamental mode. For such conditions, the slippage becomes important and should be
treated without temporal or spatial averaging. The results of the simulations with eq. (10) and eq. (16) are presented
in fig. 4. The relative discrepancy in the produced radiation energy between the algorithms is also presented with a
green curve in fig. 4. The discrepancy grows with the signal amplification, however, it stays reasonably low, and does
not exceed 1.5 %.
The one-dimensional tests were performed on a desktop computer using the 4-cores CPU Intel Xeon E5-1620. The
steady-state simulations required only 0.5 minute, while the time-dependent tests needed around 30 minutes due to
the high number of modes and macro-particles. The algorithms described in sections III A and III B demonstrated
rather similar performance – the non-SVEA simulation took only 4% more time than section III A. This is due to the
fact that the mentioned timing includes also particle pusher, MPI exchange, and writing the diagnostic data to the
disk.
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Dynamics of the relative algorithms discrepancy ∆ = |WSVEA −WnoSVEA|/WSVEA is shown by a solid green curve.
B. Three-dimensional simulations
An additional series of tests is performed in order to account for three-dimensional effects, such as: diffraction of
the amplified waves, focusing of the seed pulse, divergence of electron beam, and transverse structure of the even FEL
harmonics. The developed numerical code allows such study via the full three dimensional Cartesian solver, or via
the axially symmetric and antisymmetric solvers, described in sections II A and II B respectively.
0 1 2 3 4 5 6 7 8 9
103
104
105
106
107
108
Distance (m)
Po
w
er
 (W
)
1h
3h
5h
2h
4h
FIG. 5: Radiation power for the first five harmonics, as a function of the propagation distance in the steady-state fully
three-dimensional (solid lines) and axisymmetric (dashed) simulations.
For the first test, we perform a steady state modeling of the first five harmonics, kz = [ks , 2ks , 3ks , 4ks , 5ks], with
the fully 3D solver. The transverse size of the modeled domain is Lx = Ly = 5 mm, and the maximal transverse
wavenumbers are fixed to kmaxx = k
max
y = 25 mm
−1. This results in a transverse spectral grid composed of 43 × 43
modes. The required number of macro-particles for the steady-state simulations can be rather low, and in this test we
have used 8000 particles. The modeled growth of the radiation power is presented in fig. 5 (solid curves). If compared
with the data presented in [34], the excitation of the third and fifth harmonics in our simulation occurs about 50 cm
earlier, but agrees in the dynamics and in saturation power values. The discrepancy may result from the difference
in the undulator implementation, and in the initial transverse distribution of the electrons in the two codes.
The fully three-dimensional simulation took 90 minutes using four 6-core Intel Xeon X5690 CPUs. Using the
axisymmetric model with the same simulation parameters, we may use only 42 transverse Bessel modes, which would
drastically speed-up the calculation. We performed a test using a combination of three solvers: one axisymmetric
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solver, and two antisymmetric solvers with respect to the x-axis (along electron oscillations) and y-axis. All three
solvers are linearly independent, and may be used simultaneously for the same longitudinal modes, which allows
to compare the contributions of each solver to the total power of each FEL harmonic. The results of this test are
presented by the dashed curves in fig. 5 and they have a remarkable agreement with the fully three-dimensional model.
In table I we introduce the fractions of the total power at the exit of the undulator modeled by each solver. As can
be seen, the odd harmonics are almost purely axisymmetric, while the even ones are antisymmetric with respect to
the y-axis. Using only these two solvers, and dividing the odd and even harmonics between them, this calculation
can be performed in 5 minutes.
TABLE I: Fractions of the total emitted power modeled by Fourier-Bessel solvers for each of first five harmonics
Harmonic Symmetric (%) Y -antisymmetric (%) X-antisymmetric(%)
1h 99.955 0.017 0.028
2h 0.5 99.487 0.012
3h 99.892 0.052 0.054
4h 1.458 98.427 0.115
5h 99.122 0.677 0.2
In fig. 6 we plot the phase-fronts of the second harmonic on the exit of the undulator modeled by the three-
dimensional (a) and axisymmetric (b) algorithms. The field distributions almost perfectly agree (discrepancy of 0.57
%) except for the central part, where three-dimensional approach demonstrates slightly asymmetric features.
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FIG. 6: The transverse phase structure of the second harmonic at z = 9.1 m in the steady-state fully three-dimensional (a)
and axisymmetric (b) simulations. The value of Ex field is described in the colorbar in the units of mc
2ku/e.
In the last test, we performed a time-dependent simulation with the axisymmetric algorithms. Here, only the first
and third harmonics are modeled. The spectral domains for each harmonics are chosen to have a relative bandwidth
of 1% and in the transverse direction the maximal wavenumber is fixed to kmaxr = 16 mm
−1. The resulting spectral
grid for both harmonics is composed of 72 × 28 modes, and the electron beam is represented by 2 × 105 macro-
particles. The energy growths for each harmonic are shown in fig. 7a. In this figure, we compare the results of
the Plares simulation (colored curves) with the data produced by GENESIS (dashed black) and PERSEO (solid
black). Our results demonstrate a very good agreement with the code GENESIS, in which the three-dimensional
effects are self-consistently taken into account. On the opposite, the code PERSEO is essentially one-dimensional,
and three-dimensional effects are taken into account only approximately, by using the analytic model of M. Xie [37].
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VI. CONCLUSIONS
To conclude, we have presented a spectral time-domain method for FEL simulations, we have detailed its general
mathematical and numerical formulation. This method is used to model the resonant interaction of a short-wavelength
electromagnetic field with a relativistic particle beam. We have shown that, by representing the fields in a discrete
Fourier space, one can significantly simplify the integration of the electromagnetic equations. In doing so, we also
avoid the approximated interpolation and averaging techniques, that are associated with FTDT schemes. Instead we
use the exact projections of the particle currents onto the Fourier modes, and integrate field and motion equations
resolving the electron oscillations. The interaction of the particles with the electric and magnetic fields in real space
is described via a leapfrog integration scheme. The reduced-order field equation is derived with assumption of the
temporally slow variation of the field amplitude.
The discussed algorithms for three-dimensional and axisymmetric simulations are implemented in the code PlaRes.
The code is tested, and test results were compared to the ones obtained with the commonly used FEL codes. In the
test cases involving harmonic amplification in a magnetic undulator, the comparisons have demonstrated an excellent
agreement between PlaRes and other codes. The comparison of the models with the second order field equation and
the reduced-order SVEA equation have revealed no significant differences in the case of a short beam.
The unaveraged algorithm for the particle motion and the general approach used in its numerical implementation
provides flexibility to the code. This allows for instance to use very realistic models for the undulators with a complex
field structure, and to consider electron beams with a complex phase-space structure. This is paramount for the
concepts of coherent radiation sources, based on the alternative drivers and undulators. For example, it has been
proposed to create a new type of X-ray sources by accelerating the electrons with a laser-wakefield accelerator [38].
Laser-wakefield accelerators can indeed produce high peak current femtosecond beams of relativistic electrons on a
millimeter distances [39], but the phase-structure of these beams can be very different than that of conventional
accelerators. Presently the brightness of such sources is rather moderate as a result of the high electron divergence.
This motivates the development of more compact undulators, and a number of the alternative undulator schemes
have been proposed and explored recently [40–42]. In this context, the unaveraged and generic approach of Plares
can be beneficial, as it can be flexibility adapted to the various proposed schemes.
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