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The State-of-the-art Technology of Currency Identifica-
tion: A Comparative Study 
1 INTRODUCTION 
Currency has become a medium for trading various goods that replaces the ancient 
barter system. Currency is composed of three important components, namely, coins, 
banknotes and electronic data. The stability of currency represents a nation’s overall 
strength in economy. Therefore it appears to be significant to protect security of cur-
rency’s circulations. 
However, there exists currency counterfeit that influences the normal stability of 
currency. Cheaters are able to produce reprographic equipment to copy, scan and dis-
tribute fake banknotes that severely affects security of currency. The currency prob-
lem requires national reserve banks raise effective technical solutions to cope with 
them. Even if private banks have their own approaches of handling the threats from 
counterfeit currency, national reserve banks should officially have the authorization to 
centralize currency issue and policy establishment. 
A counterfeiter’s primary objective is to reproduce passable reproductions and mas-
tering security features. Security features are classified into three categories [3] 
[22][23][49][50], (a) immediately detectable through human senses, (b) hidden from 
normal view of human senses, detectable using basic tools, such as a magnifying 
glasses or Ultra Violet light, (c) intrinsic characteristics resulting from the manufac-
turing process and the interaction of raw materials. 
As physical banknotes have obvious weaknesses, all paper-like materials are prone 
to wear and tear, therefore they are possibly exploited by counterfeiters for producing 
forged banknotes which are hardly recognized by currency examination machines and 
tools. Therefore banks and cashers are using techniques such as digital image pro-
cessing, machine vision and pattern recognition that effectively distinguish fake 
banknotes from the authentic ones [51,52,53]. Software is being trained to recognize 
specific banknotes using learned knowledge based on computable features, a bank-
note which does not meet the specified condition is deemed to be either counterfeit or 
worn-out which affects normal transactions, it will be further examined and may be 
removed from the circulation. Similarly, if a banknote has such an engraving and 
printing problem in producing time which has been found out by using the same ma-
chine vision technology, it will be disposed before it entered the circulation after 
manual examinations. Traditional currency recognition software is used to check print 
quality of new notes [51,52,53]. It is considered to be significant of utilizing print 
banknotes, quality of notes remains to be authenticated by manual inspections. Cheat-
ers are able to reproduce the forged notes with certain security features by simulating 
the genuine ones. However, it is impossible for them to distribute the notes with all 
the security features [12][15][19][24][27][30][33]. 
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Albeit there is a new kind of money which is electronic version of currency, it con-
tains most of the basic security components which are inherited from physical bank-
notes. Nevertheless, as differences exist in transactions of using physical banknotes 
and electronic currency, the security and governance should be taken into considera-
tion. In this paper, we will analyze features of currency by using feature extraction 
and classification techniques in the banknotes of USD (USA Dollar), NZD (New Zea-
land Dollar) and CNY (Chinese Yuan).  
In this paper, we hope to investigate quantitative methods of currency authentica-
tion further, a comparative study will be conducted based on the methods illustrated in 
Table 1 which is based on a published survey paper [51]. By designing and imple-
menting an experiment on these feature extraction methods and classifiers, we expect 
selecting an existing algorithm that performs the best in distinguishing genuine cur-
rency notes from the forgery ones. Our contribution is to conduct comparisons of 
banknote identification approaches and select an effective identification method from 
various candidate ones. In this paper, the brief introduction of feature extraction and 
classifiers as well as the proposed algorithms are presented in Section 2. The explana-
tion of our dataset and the experiment process are described in Section 3. Section 4 
will present the analysis of the experimental results. Finally, the conclusion of this 
paper will be drawn in Section 5. 
2 CURRENCY SECURITY COMPUTATIONS 
Digital image processing and computer vision have been employed to quality assur-
ance of paper currency in the producing time and currency authentication in the trans-
action time. Usually the Bureau of Engraving and Printing of the government official-
ly take over production of paper currency and examine the printing procedure. In real 
transactions, the bank and government of all countries allow cashers to use the Cash 
Check and Count Machines for cash verification which are granted by government. 
Any suspicious cashes will be reported to police for further investigations. 
 
Table 1. Prevalent feature extraction and classification algorithms in currency authenti-
cation from the previous literatures review [51] 
Task Method 
Feature extraction 
Canny 
Hough Transform 
PCA 
SURF 
LBP 
Classification 
LVQ 
GA 
ANN 
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SVM 
Adaboost 
HMM 
 
    Our aims in this section are to investigate the algorithms that have been employed 
to the area of currency authentication by using those computable features in Table 1. 
Our goal is to automatically authenticate banknotes under a camera. By summing up 
the features and classifiers, this paper compares the results of experiments using these 
existing approaches such as CPN, SURF or Discrete Wavelet Transform for classifi-
cation [4][17][20][21] [22] [29] [35][38][40][45][47][48]. 
2.1 Computable Features 
Despite the current security approaches of currency notes vary as the variances of na-
tions and regions, the authentication is achieved by using multiple models of Human 
Vision System (HVS) such as security strips and paper watermarks. Basically, the 
authentication of these notes is in accordance with digital image processing since the 
geometric patterns on currency notes are designed for currency types and edition dis-
tinctions. Therefore it is crucial to investigate the authentication of currency notes 
synthetically from the point view of visual information such as computer graphics, 
digital image processing, and computer vision, etc. Based on the given currency fea-
tures, detection and classification algorithms could be employed to authenticate cur-
rency notes, etc. 
2.1.1 Canny Edge Detector 
Previous research work has extended the knowledge of banknote authentication based 
on security components by utilizing various feature extraction and classification algo-
rithms. One generally used in feature extraction is Canny edge detector. There are two 
criteria for evaluating performance of edge detectors [1][38][49]. The first criterion is 
that a qualified detector needs to have a good signal-to-noise ratio which is able to 
facilitate the process of edge detector. The other is the accuracy of edge detection 
which describes precise boundaries of the detected object. 
The process of the Canny edge detection encompasses multiple stages. At the first 
step, an image is processed with a filter to remove insignificant details of the image 
which is then transferred to a grayscale image. The most widespread use of filters for 
noise removal in Canny edge detection is Gaussian operator. One concern in setting of 
the filter is the tune of its width which severely affects the result due to noise. On the 
next phase the gradient of each pixel is determined. 
    As edges of an image may be expanded in any directions, the Canny algorithm de-
tects edges in four directions, namely, horizontal, vertical and diagonal directions. 
The magnitude is called edge strength and calculated by using operators such as Rob-
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erts, Prewitt, Sobel which returns two metrics of gradient in two directions. From this, 
the edge, gradient and direction are obtained by, 
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where G is the gradient strength and arctan(·) is the arctangent function which is 
computed for the start of direction. The edge direction angle is rounded to one of four 
angles representing horizontal, vertical and the two diagonals (0˚, 90˚, 45˚ and 135˚, 
respectively). 
2.1.2 Hough Transform 
Hough transform is a technique which is used to extract features of a specific shape 
from an image [23]. Classical Hough transform is most broadly used for detection of 
regular patterns such as lines and circles. Despite its domain restrictions, the classical 
Hough transform retains a myriad of applications as the most manufactured parts con-
tain feature boundaries which are described by regular curves. The main advantage of 
Hough transform technique is that it is able to avoid influence of gaps in feature 
boundary detection and is relatively immune to image noise. The Hough transform 
method performs well in the detection of fake banknotes which have been in circula-
tion. This is because of its ability to detect lines where there are gaps in the captured 
image, especially for notes which are torn-up or worn-out. 
    The simplest case of Hough transform is the linear transform for detecting straight 
lines. In the image, a straight line is described as y = m·x + b where the parame-
ter m is slope of the line, and b is the intercept. For the sake of computations, Hough 
transform uses a different pair of parameters, denoted as r and θ for the lines in 
Hough transform. In a polar coordinate system, the parameter r represents the algebra-
ic distance between the line and the origin, while θ is angle of the vector orthogonal 
to the line and pointing toward the half upper plane. Linear Hough Transform is in-
terpreted as: 
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Each line in an image after Hough transform has a value of (r, θ) where θ  [0, 2] 
and r ≥ 0. The (r, θ) is used to define Hough space for analyzing lines in two dimen-
sions. 
2.1.3 PCA 
Principal Component Analysis (PCA) is a statistical procedure that uses an orthogonal 
transformation to convert a set of observations of possibly correlated variables into a 
set of values of linearly uncorrelated variables called principal components [26][44]. 
The number of principal components is less than or equal to the number of original 
variables. This transformation is defined in such a way that the first principal compo-
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nent has the largest possible variance, and each succeeding component in turn has the 
highest variant possibility under the constraint that it is orthogonal to the preceding 
components. 
    PCA is the simplest of true eigenvector-based multivariate analyses. Its operation is 
often thought of as revealing the internal structure of the data in a way that best ex-
plains the variance in the data. If a multivariate dataset is visualized as a set of coor-
dinates in a high-dimensional data space, the PCA supplies us with a lower-
dimensional picture, a projection of this object when viewed from its most informa-
tive viewpoint. This is done by using only the first few principal components so that 
the dimensionality of the transformed data is reduced. The PCA is one of the most 
popular methods for feature extraction of data and it is discussed in documents on 
multivariate analysis. The most common derivation of the PCA is in terms of a stand-
ardized linear projection which maximizes the variance in the projected space.  
    The PCA is well suited for extracting characteristics from banknotes, as banknotes 
are high quality documents, much classification data is captured. When embedded 
smart detection devices into ATM and banknote sorting machines, time is a critical 
factor as the PCA is used to determine the necessary features, we assure that only the 
necessary elements are being checked for this purpose. 
    Traditionally, the PCA is performed on symmetric covariance matrix or symmet-
ric correlation matrix. These matrices are calculated from the data matrix. The covari-
ance matrix contains scaled sums of squares and cross products. A correlation matrix 
is like a covariance matrix. The principal components are normalized eigenvectors of 
the covariance matrix of the genes and ordered according to how much of the varia-
tion present in the data they contain. Each component is then interpreted as the direc-
tion, uncorrelated to previous components, which maximizes variance of the samples 
when projected onto the component. The dimensionality is reduced to a single dimen-
sion by projecting each sample onto the first principal component. 
2.1.4 LBP 
Local Binary Pattern (LBP) is an operator for texture description and it converts the 
original image into binary one by using a threshold to choose value of each pixel 
[16][42]. The LBP value of a certain pixel is calculated by the following Equation (5). 
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Where gp is the value of a pixel p, gi is the grayscale value of i-th pixel around pixel p 
which totally has eight neighbors. Threshold of the pixel is given by the function s(·).  
 
The normal process of LBP is: 
 
Step 1. Separate the original picture into cells. 
Step 2. Compare one pixel to each of its eight-neighbors following a direction of 
clockwise. 
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Step 3. If a central pixel value is greater than the value of adjacent pixels, then this 
neighbor will be replaced by the value of 1 and vice versa. 
Step 4. Make the result of each cell into the histogram so as to demonstrate the fre-
quency of each number 
Step 5. Normalize the histogram. 
Step 6. Combine histograms of each cell in the image and construct the feature vector 
for the entire image. 
Once the feature vector of LBP is formed, it is then utilized in machine learning al-
gorithm to classify or cluster images. The LBP is broadly used for face recognition 
and other fields which require texture analysis. 
2.2 Classification Algorithms 
2.2.1 SVM 
In machine learning, Support Vector Machines (SVMs) are supervised learning mod-
els with associated learning algorithms that analyze data and recognize patterns  
for classification and regression analysis [11][34][41][43][46]. Given a set of training 
examples labelled as one of two categories, an SVM training algorithm builds a model 
that assigns new examples into one category or the other, makes it a non-
probabilistic binary linear classifier. An SVM model is a representation of the exam-
ples as points in space, mapped so that the examples of the separate categories are 
divided by a clear gap that is as wide as possible. New examples are then mapped into 
the same space which belongs to a category based on which side of the gap they fall 
on. 
2.2.2 GA 
A Genetic Algorithm (GA) is a method for solving both constrained and uncon-
strained optimization problems based on a natural selection process that mimics bio-
logical evolution [10]. The algorithm repeatedly modifies a population of individual 
solutions. At each step, the genetic algorithm randomly selects individuals from the 
current population and uses them as parents to produce their children for next genera-
tion. Over successive generations, the population evolves toward an optimal solution. 
The GA algorithm is applied to solve the problems that are not well suited for 
standard optimization algorithms, including problems in which the objective function 
is discontinuous, non-differentiable, stochastic, or highly nonlinear. 
The GA algorithm usually starts with a set of solutions (represented 
by chromosomes) called population. Solutions from one population are taken and 
used to form a new population. This is motivated by hypnosis that the new population 
will be better than the old ones. Solutions chosen to form new solutions (offspring) 
are selected for currency identification according to the fitness - the more suitable 
they are, the more chances they have to reproduce. 
2.2.3 LVQ 
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A Learning Vector Quantization (LVQ) network has the first competitive layer and a 
second linear layer [14]. The competitive layer learns to classify input vectors in the 
same way as the competitive layers of Cluster with Self-Organizing Map Neural Net-
work. The linear layer transforms the competitive layer's classes into target classifica-
tions defined by the user. The classes learned by the competitive layer are referred to 
as subclasses and classes of the linear layer as target classes. 
An advantage of LVQ is to create prototypes that are easy to interpret for experts in 
the respective application domain. The LVQ is applied to multi-class classification 
problems in a natural way. 
2.2.4 SOM 
A Self-Organizing Map (SOM) or Self-Organizing Feature Map (SOFM) is a type 
of Artificial Neural Network (ANN) that is trained using unsupervised learning to 
produce a low-dimensional (typically two-dimensional), discretized representation of 
input space of the training samples, called a map [7][39]. SOMs are different from 
other ANNs in the sense that they use a neighborhood function to preserve topologi-
cal properties of the input. 
2.2.5 HMM 
Hidden Markov Model (HMM) which is employed to detect differences between sev-
eral continuous states, is a widely used algorithm in statistic [9][32][37]. HMM uti-
lized in currency notes authentication is due to its probability presentation in time-
varying sequences. Equation (6) indicates the computational process of the HMM. 
)),1,|(max(arg tiOP i                                    (6) 
where  is the model to be estimated, O is the observation sequences in training set, P 
is a probability of O in the model . The best model * is selected with the highest 
probability. 
)|(max)|( * OPOP mm                                       (7) 
where m is the number of candidate models, O is the given sequence to be trained. 
The probability is calculated by Bayesian theory: 
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In HMM, the model selection is conducted based on the number of states, training 
iterations and Gaussian components. The number of Gaussian components is itera-
tively increased in test for determining its most suitable value for certain model estab-
lishment. Further, the length of sequence is also a significant parameter to be tested in 
the experiments. 
2.2.6 ANN 
Artificial Neural Networks (ANN) are typically organized in layers [2][5][6][8][18] 
[25] [28] [31]. Layers are made up of a number of interconnected nodes which con-
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tain an activation function. Various patterns are presented to the network via input 
layer, which communicates to one or more hidden layers where the actual process is 
done via a system of weighted connections.  
    With the delta rule, as with other types of propagation, learning is a supervised pro-
cess that occurs with each cycle or epoch (i.e. each time the network is presented with 
a new input pattern) through a forward activation flow of outputs, and the backwards 
error propagation of weight adjustments. When a neural network is initially presented 
with a pattern it makes a random guess as to what it might be. It then sees how far its 
answer was from the actual one and makes an appropriate adjustment to its connec-
tion weights. 
    Once a neural network is trained to a satisfactory level it may be used as an analyti-
cal tool on other data. In order to work for this task, a user no longer specifies any 
training runs and instead allows the network to work in forward propagation mode 
only. New inputs are presented as the input pattern where they filter into and are pro-
cessed by the middle layers as training is taking place. The output of a forward propa-
gation is the predicted model for the data which is then used for further analysis and 
interpretation. 
2.2.7 AdaBoost  
AdaBoost (adaptive boosting) is an ensemble learning algorithm that is used for clas-
sification or regression [13]. Although the AdaBoost is more resistant to over-fitting 
than many machine learning algorithms, it is often sensitive to noisy data and outliers. 
    AdaBoost is also called adaptive because it uses multiple iterations to generate a 
single composite strong learner. AdaBoost creates the strong learner (a classifier that 
is well-correlated to the true classifier) by iteratively adding a classifier that is only 
slightly correlated to the true classifier (a week learner). During each round of train-
ing, a new weak learner is added to the ensemble and a weighting vector is adjusted to 
concentrate on examples that were misclassified in previous rounds. The result is a 
classifier that has higher accuracy than the weak learners’ classifiers. 
3 OUR CONTRIBUTIONS 
3.1 Data Collection 
In order to deal with the ongoing experiments of comparing the precision using vari-
ous classifiers, a proper dataset is predefined for experiment input. The dataset in this 
project includes three kinds of currency with three different amounts of values, name-
ly, New Zealand Dollar (NZD: $10, $20, $100), US Dollar (USD: $5, $50, $100) and 
Chinese Yuan (CNY: ¥10, ¥50, ¥100). The requirements for these samples are in var-
ious degrees with clear patterns of identifications on the currency so as to facilitate the 
process of feature extraction. 
The features to be used in classification are Canny edge detector, Hough transform 
feature, PCA, YIG and LBP. All the features are organized in a form of vectors and 
each direction of the vector represents a feature. The features are all extracted by us-
9 
 
 
 
ing the programming platform Matlab. Figure 1 illustrates the features we used in our 
experiments. 
As there are a considerable number of raw samples which tend to affect the recog-
nition process of the experiment, like experiments in currency authentication, we de-
cide to segment one currency note into six partitions with three divisions in vertical 
direction and two in horizontal. Figure 2 shows an example of this segmentation. 
Each of the 3×2 parts of the currency is treated as a vector which is applied to fea-
ture extraction and utilized for the purpose of data collection. Moreover, as dimen-
sions of the sample currency notes are different, the vectors are hard to be integrated 
into the database. Therefore, we decided to use the PCA for dimension decreasing. On 
the basis of a trail for testing parameters of components in the PCA, we find that the 
component number of 50 is suitable for the feature extraction. 
In addition to the parameter tuning in the PCA, we also choose the value of Y in 
YIQ for color feature extraction in our data preprocessing. YIQ is a better translation 
of color descriptor of RGB. YIQ is the color space commonly used by 
the NTSC color TV system [36].  
Specifically, Y component in YIQ denotes for the luminance information and the 
brightness of certain areas. As a preferred brightness descriptor of image and frames, 
YIQ has shown its outstanding performance in a variety of applications. 
In the experiment, Canny edge detector is employed to extract the edge information 
of a vector and centroid of the detected image by applying Canny edge detector is 
utilized as the centroid has the ability to briefly describe the pixel distribution of a 
certain image. The extracted features of an instance are indicated in Table 2. 
 
 
Figure 1. Various features used in experiments 
3.2 Experiment Design  
By clearly defining and collecting data from currency notes samples, we dispatch 
them into eight distinguished classifiers. The two most significant considerations for 
our experiments are the parametric tuning and result analysis. The parametric tuning 
methods vary as the difference of algorithms. By identifying the best approach for 
each algorithm, we will conduct a comparison among these algorithms for determin-
ing the most suitable algorithm in currency authentication.  
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Figure 2. The sample of currency notes 
Table 2. The extracted features from training data 
No Canny Hough YIQ LBP PCA 
1 89.313 7.0 0.26404 41.295 8.2653 
2 90.127 6.0 0.26479 41.681 8.2653 
3 88.837 7.0 0.26534 41.421 8.2653 
4 90.806 1.0 0.23128 41.808 8.2653 
5 91.066 1.0 0.2394 41.808 8.2653 
6 87.657 3.0 0.23392 41.808 4.823 
7 88.005 8.0 0.25777 51.661 4.823 
8 88.968 5.0 0.26921 52.088 4.823 
9 88.387 9.0 0.26862 52.088 4.823 
10 85.079 6.0 0.23319 51.803 4.823 
   
  We use F-measure shown in Equations (9) as our criterion for comparing all the 
eight classifiers which combine both precision and recall. Precision is the fraction of 
retrieved instances that are relevant, while recall is the fraction of relevant instances 
that are retrieved. Both precision and recall are therefore based on an understanding 
and measure of relevance. In this experiment, we expect the rate of currency identifi-
cation to be as high as possible. On one hand, we hope the prediction precision of cor-
rectly classified currency notes in retrieved notes is high; on the other hand, the ratio 
of correctly identified notes to the number of relevant notes is preferred to be bigger. 
Therefore, we need both of precision and recall to be as high as possible. By consider-
ing both of the value of precision and recall, F-measure is an ideal function for our 
experiment. 
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4 RESULTS AND COMPARISONS 
4.1 Experiment Results 
4.1.1   LVQ 
The LVQ is a clustering algorithm for distributing instances into different categories. 
In this experiment, we pre-define the categories to be 0 and 1 which represent authen-
tic and forgery currency notes respectively. The parameter to be calibrated is learning 
rate which explains the amount of weights updated. The accuracy is highly dependent 
on the initialization of the model as well as the learning parameters used shown in 
Table 3. 
4.1.2  GA 
Crossover probability tells us how often a crossover will be performed. If there is no 
crossover, the offspring is exact copy of the parents. If there is a crossover, the off-
spring is made from parts of parents’ chromosome. If the crossover probability is 
100%, then all offspring is made by crossover. If it is 0%, the new generation is made 
from exact copies of chromosomes of old population, crossover is made in hope that 
new chromosomes will have good parts of old chromosomes and maybe the new 
chromosomes will be better. However it is good to leave some parts of population 
survive to next generation. 
    Mutation probability means how often will be parts of chromosome mutated. If 
there is no mutation, the offspring is taken after crossover (or copy) without any 
change. If the mutation is performed, part of chromosome is changed. If the mutation 
probability is 100%, whole chromosome is different, if it is 0%, nothing is changed. 
    Population size represents how many chromosomes are in population (in one gen-
eration). If there are too few chromosomes, GA has a few possibilities to perform 
crossover and only a small part of search space is explored. On the other hand, if there 
are too many chromosomes, GA slows down. Mutation is adopted to prevent falling 
GA into local extreme, but it should not occur very often, because GA will in fact 
change to random search. 
    Table 5 reports the accuracy of each algorithm of different kinds of currency notes. 
We select the algorithms with the highest precision and compare them to select the 
most suitable algorithm for authenticate currency note. 
Table 3. Results of LVQ clustering 
Currency Learning Rate F-measure 
NZD 0.3 71.3% 
USD 0.3 82.3% 
CNY 0.3 82.3% 
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NZD 0.7 83.4% 
USD 0.7 85.3% 
CNY 0.7 87.4% 
 
Table 4. Results of the GA algorithm 
Currency Population size Mutation probability F-measure 
NZD 100 50 98.4% 
USD 100 50 91.7% 
CNY 100 50 83.0% 
NZD 50 50 92.8% 
USD 50 50 87.4% 
CNY 50 50 95.5% 
4.2 Analysis 
From Table 4, we observe that the GA algorithm is the most suitable one for authenti-
cating currency notes from the view of content-based analysis. While the experiment 
is conducted by using three different kinds of currency notes and five different fea-
tures are extracted for the data model establishment, the F-measure result of adopting 
different classification and cluster algorithm appears to be various from around 40% 
to as high as 98%.  
    By tuning the parameters of each algorithm, we firstly select the most suitable set 
of parameters for each algorithm. While some of the algorithms have only one param-
eter to be tuned in this experiment, GA and ANN algorithms have two kinds of pa-
rameter to tune. As the results of different currency with different parameters are dis-
tributed in a large scope, we simply compare each kind of parameter by computing 
their average value and select the set of parameters with the largest average F-
measure to be the best one for a certain algorithm. 
 
Table 5. Comparisons of different algorithms in currency authentication 
Currency LVQ GA ANN SVM SOM Adaboost HMM 
NZD 10 83.4% 90.4% 78.2% 86.3% 55.9 % 82.0% 74.0% 
USD 5 85.3% 91.7% 76.8% 75.2% 65.3% 50.4% 50.4% 
CNY 10 87.4% 83.0% 73.1% 80.6% 62.1% 74.0% 74.0% 
 
    After the parametric comparison, it is important to make a contrast of these algo-
rithms and select the best one as the experiment result for currency notes authentica-
tion. From Table 5, the GA algorithm has been proved as the most preferable one with 
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the F-measure value at around 90% which is apparently higher than that of the other 
algorithms.   
5  CONCUSION AND FUTURE WORK 
In this paper we concentrate authentication problem in banknotes identification and 
select suitable algorithms for our comparative study. Our contribution is to review the 
available algorithms [51] which are thought very effective in currency notes authenti-
cation. The result explicitly reveals that GA algorithm is the most feasible algorithm 
in currency authentication. 
    Our future work is proposed to improve the results. Firstly, the types and the num-
ber of samples are expected to be enhanced by taking consideration of more available 
samples of both genuine ones and forgery ones. Moreover, more features are expected 
to be adopted since currency notes are protected by various ways of security methods. 
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