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Abstract
This paper develops novel tests to compare the predictive ability of two forecasters using panels. We
consider two different equal predictive ability (EPA) hypotheses. First hypothesis states that the
predictive ability of two forecasters is equal on average over all periods and units. Under the second
one, the EPA hypothesis holds jointly for all units. We study the asymptotic properties of proposed
tests using sequential limits under strong and weak cross-sectional dependence. Their finite sample
properties are investigated via Monte Carlo simulations. They are applied to compare the economic
growth forecasts of OECD and IMF using data from OECD countries.
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1 Introduction
Formal tests of the null hypothesis of no difference in the forecast accuracy using two time se-
ries of forecast errors have been widely discussed and formalized in the literature, for instance,
by Vuong (1989), Diebold and Mariano (1995, hereafter DM), West (1996), Clark and McCracken
(2001, 2015), Giacomini and White (2006, hereafter GW), Clark and West (2007), among others.
Whereas the literature in panel data is scarce, with a few exceptions. First is Davies, Lahiri, et al.
(1995, hereafter DL) who focus on testing unbiasedness and efficiency of forecasts made by sev-
eral different agents for the same unit. Their analysis is based on a three dimensional panel data
regression where the dimensions are agents generating the forecasts, target years and forecast hori-
zons. Second is undertaken by Timmermann and Zhu (2019, hereafter TZ) who focus on predictions
produced for several different units.
The main aim of this paper is to propose tests for the equal predictive ability (EPA) hypothesis
for panel data taking into account both the time series and the cross-sections features of the data.
We propose tests allowing to compare the predictive ability of two forecasters, based on n units,
hence n pairs of time series of observed forecast errors of length T . Various panel data tests of EPA
are proposed, extending that of DM which concerns a single time series. Contrary to DL, our tests
are developed for forecasts made for different panel units.
We develop two types of tests. The first one focuses on EPA on average over all panel units and
over time. This test is useful and of economic importance when the researcher is not interested in
the differences of predictive ability for a specific unit but the overall differences. In the second type
of tests we focus on the null hypothesis which states that the EPA holds for each panel unit.
The applied literature in comparing the accuracy of two or more forecasts with panel data
suggests that the forecast errors of similar units, such as countries, are affected by global common
shocks, for instance, by global financial crisis. Pain, Lewis, Dang, Jin, and Richardson (2014) show
that the economic growth projections of the OECD for the period 2007-2012 are systematically
upward biased. A similar tendency exists for other forecasters, such as IMF. Moreover, these effects
are carried into the loss differentials as the evidence that we provide in this paper shows. The results
of Pain et al. (2014) indicates also that the effect of these common shocks is heterogeneous across
economies and some country clusters exists. Hence, it is expected that a small number of common
factors cannot capture all the dependencies in the forecast errors and the loss differentials based on
them.
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Following these insights, we model the loss differentials by an approximate factor model where
a small number of common factors affect all units in the panel with heterogeneous loadings and
the idiosyncratic errors are cross-sectionally weakly correlated. We therefore allow the loss differ-
entials to contain weak cross-sectional dependence (WCD) and strong cross-sectional dependence
(SCD) simultaneously. To develop our tests, we follow the literature on principal components (PC)
analysis of large dimensional approximate factor models (Bai, 2003; Bai & Ng, 2002) and covariance
matrix estimation methods which are robust to spatial dependence based on geographic or economic
distances between units (Kelejian & Prucha, 2007, hereafter KP). We also propose a novel partial
sample covariance estimator for the case of unknown distances which is robust to arbitrary WCD.
We explore the asymptotic properties of the test statistics that we propose using sequential limits
and the small sample properties via a Monte Carlo simulation exercise.
Our paper is most related to that of TZ but our tests differ from theirs in some important
aspects. We consider the joint EPA hypothesis and we explore different ways to deal with WCD.
Their overall test statistic Jn,T is equivalent to our S
(3)
n,T in the sense that they are both based on
the estimation of the variance of the sample mean using cross-sectional averages of observations, a
method proposed by Driscoll and Kraay (1998, hereafter DK). Hence, both statistics are robust to
arbitrary CD. However, their performance is relatively weak in the case of small T and large n, a
well known problem in the literature. We propose test statistics by distinguishing the cases of WCD
and SCD which provide some gain in small properties as we show by Monte Carlo simulations.
TZ do not consider tests for the joint EPA hypothesis which is important in practice, especially for
macroeconomic forecasts. They consider overall EPA tests, tests for known time and cross-sectional
clusters and tests for individual cross-sections. In their tests for time and cross-sectional clusters,
the null hypothesis states that the EPA hypothesis holds for each cluster. To derive test statistics for
this hypothesis, they assume that the observations are dependent within clusters and independent
among them. Our tests can be easily generalized to testing the clustered EPA hypothesis relaxing
this assumption of independence.
Our joint EPA hypothesis can be seen as a special case of their clustered EPA hypothesis where
the number of clusters equals n. Apart from the fact that they assume independence among clusters,
an important difference between their tests and the joint EPA tests we propose is that their tests
may lack power even if the clustered EPA hypothesis is violated in the case that the overall EPA is
satisfied. The tests we propose are consistent when the EPA is violated for even one cluster (unit).
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Our testing framework is also more general than that of TZ as we do not place assumptions on
the forecast errors, such that they follow a factor structure. Instead, following DM, we motivate our
test statistics with assumptions on the loss differentials themselves and not on the models or methods
of forecasting, as in West (1996) and GW. Moreover, contrary to TZ, we rely on an approximate
factor model where the idiosyncratic errors are not necessarily independent among cross-sectional
units.
Finally, the paper contributes also to the empirical literature. These tests are applied to compare
the economic growth forecasts errors of the OECD and the IMF. We investigate the equality of
accuracy for different time periods and country samples.
The remainder of the paper is as follows: In Section 2, we present our model, the hypotheses
of interest and statistics for panel tests of EPA. Section 3 investigates the small sample properties
of these new tests. In Section 4, the predictive ability of the OECD and IMF are compared using
their economic growth forecasts. Sections 5 concludes.
2 Tests for Equal Predictive Ability for Panel Data
2.1 The model and the hypotheses
We are interested in the forecast errors concerning an economic variable observed for time t =
1, 2, . . . , T , units i = 1, 2, . . . , n. We assume that the loss differential of the errors take the form
∆Li,t = L (e1i,t)− L (e2i,t) = µi + vi,t, (1)
vi,t = λ
′
ift + εi,t, (2)
εi,t =
n∑
j=1
rijǫj,t, (3)
where L(·) is a generic loss function, eli,t is the forecast error made by forecaster l = 1, 2 at time t
for unit i. ft is an m×1 vector of unobservable common factors and λi is the associatedm×1 vector
of fixed factor loadings. The coefficients rij are fixed but unknown elements of an n×n matrix Rn.
The variables ft and ǫi,t are assumed to be zero mean weakly stationary time series allowed to be
autocorrelated through time. In particular we assume that ǫi,t =
∑∞
h=0 cihψi,t−h, where ψi,t−h are
independently distributed random variables with zero mean and unit variance, cih are absolutely
summable sequences of fixed coefficients for each i. We assume that the idiosyncratic terms εi,t
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carry WCD such that the variance of its cross-sectional average vanishes asymptotically:
lim
n→∞
Var
(
n−1
n∑
i=1
εi,t
)
= lim
n→∞
n−2 n∑
i,j=1
E(ǫi,tǫj,t)r
′
i.rj.
 = 0, ∀t = 1, 2, . . . , T, (4)
where ri. = (ri1, ri2, . . . , rin)
′. Whereas the common component in the process implies SCD such
that the variance of its cross-sectional average is bounded away from zero for any n sufficiently large:
Var
(
n−1
n∑
i=1
λ′ift
)
= n−2
n∑
i,j=1
λ′iE(ftf
′
t)λj ≥ δ > 0, ∀t = 1, 2, . . . , T. (5)
WCD can be modeled by a factor model with a possibly infinite number of weak common factors or
using spatial models. The definition of a weak common factor is due to Chudik, Pesaran, Tosetti, et al.
(2011). Let us write (3) as a factor model without an idiosyncratic term: εi,t = r
′
i.ǫ.,t where
ǫ.,t = (ǫ1,t, ǫ2,t, . . . , ǫn,t)
′. Then a variable ǫi,t is said to be a weak common factor if its associated
factor loadings rij satisfy limn→∞
∑n
j=1 |rij | = δ < ∞. If each variable ǫi,t satisfies this, we have
the usual condition of spatial econometrics on the boundedness of the row and column sums of the
spatial weights matrix Rn. If further structure is imposed on the WCD, the model in (3) contains as
special cases all commonly used spatial processes like spatial autoregression (SAR), spatial moving
average (SMA), and spatial error components (SEC) as well as their higher order versions. In what
follows we propose tests for both cases of known and unknown distances between panel units.
Assuming that µi are fixed parameters, a hypothesis of interest is
H0,1 : µ¯ = 0, (6)
where µ¯ = 1n
∑n
i=1 µi. This hypothesis state that the forecasts generated by the two agents are
equally accurate on average over all i and t. It looks plausible to consider this in a micro forecasting
study where the units can be seen as random draws from a population. If the researcher is not
interested in the difference in predictive ability for a fixed unit but the predictive ability on average,
this hypothesis should be considered.
In a macro forecasting study, the differences for each unit can have a specific economic importance
and may be of interest from a policy perspective. For instance, a question of interest is whether
the forecasts made by agents are more accurate for a particular group of countries or all countries
in the sample. In this case, the null hypothesis can be formulated such that the predictive equality
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holds for each unit as
H0,2 : E(∆Li,t) = µi = 0, for all i = 1, 2, . . . , n. (7)
2.2 Tests for overall equal predictive ability
Consider the sample mean loss differential over time and units:
∆L¯n,T =
1
nT
n∑
i=1
T∑
t=1
∆Li,t.
We provide testing procedures for overall EPA implied in (6) based on ∆L¯n,T . Under conditions
which we discuss below, in particular WCD of the loss differential series meaning that λ′ift = 0 and
the idiosyncratic errors satisfy the condition in (4), this statistic satisfies a central limit theorem
(CLT) given by
√
nT (∆L¯n,T − µ¯n)/σn,T D−→ N(0, 1), (8)
where µ¯n = n
−1∑n
i=1 µi and
σ2n,T =
1
nT
n∑
i,j=1
T∑
t,s=1
E(vi,tvj,s).
If the loss differentials carry SCD as defined in (5), the convergence rate is modified such that
√
T (∆L¯n,T − µ¯n)/σn,T D−→ N(0, 1), (9)
where
σ2n,T =
1
n2T
n∑
i,j=1
T∑
t,s=1
E(vi,tvj,s).
The case of no CD. Suppose that the loss differential is generated by (1)-(3) with λ′ift = 0 and
rij = 0 for every i 6= j. If weak stationarity assumption is satisfied for each i, a sequential application
of the CLT for weakly stationary time series (see, e.g. Anderson, 1971, Theorem 7.7.8) and the CLT
for independent but heterogeneous sequence (see, e.g. White, 2001, Theorem 5.10) provides the result
in (8) with σ2n,T = σ¯
2
n = n
−1∑n
i=1 σ
2
i , σ
2
i =
∑∞
s=−∞ γvi(s), γvi(s) = E(vi,tvi,t−s). The conditions for
this result to be valid can be seen by writing
√
nT (∆L¯n,T − µ¯n) as 1√n
∑n
i=1
√
T (∆L¯i,T −µi), where
∆L¯i,T =
1
T
∑T
t=1∆Li,t. As T → ∞,
√
T (∆L¯i,T − µi) D−→ Zi, where Zi ∼ N(0, σ2i ), under weak
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stationarity assumption. Then, the convergence of 1√
n
∑n
i=1 Zi/σ¯n, as n→∞, follows from Theorem
5.10 of White (2001), provided that {Zi}ni=1 are independent as they are, E|Zi|2+δ < C < ∞ for
some δ > 0 for all i, and σ¯2n > δ
′ > 0 for all n sufficiently large.
Suppose that we want to test hypothesis (6). We consider the test statistic
S
(1)
n,T =
∆L¯n,T
ˆ¯σn,T /
√
nT
D−→ N(0, 1), (10)
where ˆ¯σ2n,T = n
−1∑n
i=1 σˆ
2
i,T , and σˆ
2
i,T is a consistent estimate of σ
2
i based on the ith time series of
loss differentials
σˆ2i,T =
1
T
T∑
t,s=1
kT
( |t− s|
lT + 1
)
∆L˜i,t∆L˜i,s, (11)
where ∆L˜i,t = ∆Li,t−∆L¯i,T and kT (·) is the time series kernel function. Under general conditions
Andrews (1991) showed that σˆ2i,T
p−→ σ2i as T → ∞ with lT → ∞, lT = o(T ). If the conditions
implying σˆ2i,T
p−→ σ2i are satisfied, it immediately follows that ˆ¯σ2n,T − σ2n,T
p−→ 0 from which the
asymptotic distribution for the test statistic given in (10) is obtained under the null hypothesis (6).
The case of WCD. Suppose that in (1)-(3), λ′ift = 0 but rij 6= 0 for some i 6= j. In this case
of WCD, the loss differentials ∆Li,t are no longer independent across i, and therefore, the variance
estimator ˆ¯σ2n,T given above is no longer valid. Nevertheless, the CLT in (8) still satisfied with
σ2n,T =
1
nT
n∑
i,j=1
T∑
t,s=1
r′i.γǫi(|t− s|)rj.,
where γǫi(|t− s|) = diag[γǫ1(|t− s|), γǫ2(|t− s|), . . . , γǫn(|t− s|)], γǫi(s) = E(ǫi,tǫi,t−s). To see this,
write
√
nT (∆L¯n,T − µ¯n) as 1√n
∑n
i=1
√
T (∆L¯i,T − µi) = 1√n
∑n
i=1 r
′
i.
(
1√
T
∑T
t=1 ǫ.,t
)
which follows
from (3). Then, by the CLT for weakly stationary time series and the Cramer-Wold device (see, e.g.
White, 2001, Proposition 5.1), as T →∞, 1√
T
∑T
t=1 s
−1/2
n ǫ.,t
D−→ Z, where sn = diag(σ21 , σ22 , . . . , σ2n)
and Z ∼ N(0, In), under mutual independence of the components of ǫ.,t. Now the result follows from
the application of the CLT for spatially correlated triangular arrays of Kelejian and Prucha (1998).
Given that max1≤i≤n
∑n
j=1 |rij | < ∞, max1≤j≤n
∑n
i=1 |rij | < ∞, as n → ∞, 1√ne′nRns
1/2
n Z
D−→
N(0, σ2) where en is an n-dimensional vector of ones and σ
2 = limn→∞ e′nRnsnR
′
nen, hence (8) is
satisfied.
For a single cross-sectional data subject to WCD, KP proposed a spatial heteroskedasticity and
autocorrelation consistent (SHAC) estimator of variance-covariance matrix which can be extended
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to give a WCD-robust estimator of σ2n,T . Such an estimator is
σˆ22,n,T =
1
nT
n∑
i,j=1
kS
(
dij
dn
) T∑
t,s=1
kT
( |t− s|
lT + 1
)
∆L˜i,t∆L˜j,s, (12)
leading to a test statistic as
S
(2)
n,T =
∆L¯n,T
σˆ2,n,T /
√
nT
D−→ N(0, 1), (13)
where kS(·) is the space kernel function, dij = dji ≥ 0 denotes the distance between units i and j,
and dn the threshold distance, which is an increasing function of n such that dn →∞ as n→∞. The
estimator σˆ22,n,T is a panel data generalization of the non-parametric covariance estimator proposed
by KP. It is used by Pesaran and Tosetti (2011). Moscone and Tosetti (2012) use a similar estimator
with the difference being that they set kT (·) = 1.
Consistency of (12) follows from the arguments by Moscone and Tosetti (2012). To see this,
define the space-time kernel by
kST
(
dij
dn
,
|t− s|
lT + 1
)
= kS
(
dij
dn
)
kT
( |t− s|
lT + 1
)
.
Consistency of the variance estimator requires that kST (x) : R → [0, 1] satisfy (i) kST (0) = 1 and
kST (x) = 0 for |x| > 1, (ii) kST (x) = kST (−x), and (iii) |kST (x) − 1| ≤ C|x|δ for some δ ≥ 1 and
0 < C <∞. Then, σˆ22,n,T − σ2n,T
p−→ 0 from which the asymptotic distribution for the test statistic
given in (13) is obtained under the null hypothesis (6) if max1≤i≤n
∑n
j=1 1dij≤dn ≤ sn where sn
is the number of units for which dij ≤ dn and satisfies sn = O(nκ) such that 0 ≤ κ < 0.5 and∑n
j=1 |r′j.ri.|dηij <∞, η ≥ 1.
The disadvantage of this variance estimator is that economic data do not always have a natural
ordering. Also there are many possible distance metrics available and economic theory does not
always help to choose between them. When a distance metric is not available we can use a partial
sample estimator given by
σˆ22,n,T =
1
npT
np∑
i,j=1
T∑
t,s=1
kT
( |t− s|
lT + 1
)
∆L˜i,t∆L˜j,s,
where np = ⌈n1/2⌉ and ⌈·⌉ denotes the smallest integer greater than its argument. Similar variance
estimators are used by Bai and Ng (2006) and Moscone and Tosetti (2015). The first study focuses
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on the factor models whereas the second one deals with panel regression models with small T . Our
variance estimator generalizes theirs by allowing a large T with the help of a time series kernel
function. Moscone and Tosetti (2015) shows the consistency of their estimator under the conditions
required for the consistency of the kernel based estimator discussed above, such as the boundedness
of the row and column sums of the matrix Rn. We can expect the consistency result to hold in our
more general case as well but the details of this claim are beyond the scope of our paper.
Remark 1. In the case of WCD in addition to non-parametric estimation, one can use parametric
methods to estimate the covariance matrix. When the model for the spatial dependence structure
of the loss differentials is correctly specified we can expect to have more powerful tests compared to
the case of non-parametric estimation.
Remark 2. The tests S
(1)
n,T and S
(2)
n,T are directly applicable to a single cross-section which is a
special case where T = 1. To show the normality of the test statistics it suffices to replace the
long-run variances with the variance of the loss differentials. Then, we can apply the CLT for
independent but heterogeneous sequence (see, e.g. White, 2001, Theorem 5.10) and the CLT for
spatially correlated triangular arrays of Kelejian and Prucha (1998) to show the normality of S
(1)
n,T
and S
(2)
n,T , respectively. When T = 1 the test statistic S
(1)
n,T corresponds to one of the tests for a single
cross-section by TZ. Our test S
(2)
n,T is more general as it allows for WCD in the loss differentials. As
discussed by TZ, when the loss differentials display SCD, the interpretation of these test statistics
change and they can be used to test the EPA conditional on the common factors.
The case of SCD. This is the most general case of the model defined by (1)-(3) with no specific
restriction imposed on the parameters. A CLT as in (9) can be obtained under general conditions
with
σ2n,T =
1
n2T
n∑
i,j=1
T∑
t,s=1
λ′iE(ftf
′
s)λj +
1
n2T
n∑
i,j=1
T∑
t,s=1
r′i.γǫi(|t− s|)rj..
We write
√
T (∆L¯n,T − µ¯n) as 1√T
∑T
t=1(∆L¯n,t − µ¯n) = 1√T
∑T
t=1 v¯n,t where L¯n,t =
1
n
∑n
i=1∆Li,t
and v¯n,t =
1
n
∑n
i=1 vi,t. Suppose that vi,t is α-mixing of size r/(r − 1) with r > 1 as defined by
DK. This implies that v¯n,t is α-mixing of size r/(r − 1) as well. If E|v¯n,t|r < δ <∞ for some r ≥ 2
and σ¯2n,T = Var[T
−1/2∑T
t=1 v¯n,t] > δ > 0 the CLT for dependent and heterogeneously distributed
random variables (see, e.g. White, 2001, Theorem 5.20) can be applied such that
√
T v¯n,T /σ¯n,T ∼
N(0, 1) for all T sufficiently large from which the result in (9) follows. In this case the convergence
rate of the sample mean is
√
T rather than
√
nT .
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In this case of SCD, the variance estimator given in (12) can be modified by setting kS (·) = 1 and
leaving kT (·) unrestricted. This variance estimator does not require any knowledge of a distance
measure between the units. Moreover, it assigns weights equal to one for all covariances, hence
robust to SCD as well as WCD. The test statistic takes the form:
S
(3)
n,T =
∆L¯n,T
σˆ3,n,T /
√
T
D−→ N(0, 1), (14)
where
σˆ23,n,T =
1
n2T
n∑
i,j=1
T∑
t,s=1
kT
( |t− s|
lT + 1
)
∆L˜i,t∆L˜j,s. (15)
The variance estimator (15) was proposed by DK, which is valid when T is large, regardless of n
finite or infinite. Consistency of the estimator follows immediately from the conditions given above
except that now it is required vi,t to be α-mixing of size 2r/(r−1) with r > 1 and the factor loadings
λi to be uniformly bounded. Then the null distribution in (14) follows.
It is known that when the number of units in the panel is close to the number of time series
observations this estimator performs poorly. An alternative way to estimate the covariance matrix
is to exploit the factor structure of the DGP. The PC estimation of the factor model defined by
(1)-(3) is investigated by Stock and Watson (2002), Bai and Ng (2002), Bai (2003), among others.
This method minimizes the sum of squared residuals SSR =
∑n
i=1
∑T
t=1(∆L˜i,t − λ′ift)2 subject to
Var(ft) = Im. Then the solution for the estimates of the common factors, f̂t, are given by
√
T times
the first m eigenvectors of the matrix
∑n
i=1∆L˜i.∆L˜
′
i. with ∆L˜i. = (∆L˜i,1,∆L˜i,2, . . . ,∆L˜i,T )
′ and
the factor loadings can be estimated as λ̂i =
1
T
∑T
t=1 f̂t∆L˜i,t. Then the overall EPA hypothesis can
be tested using
S
(4)
n,T =
∆L¯n,T
σˆ4,n,T /
√
T
D−→ N(0, 1), (16)
where
σˆ24,n,T =
1
n2T
n∑
i,j=1
T∑
t,s=1
kT
( |t− s|
lT + 1
)
λ̂′if̂tf̂
′
sλ̂j +
1
n2T
n∑
i,j=1
kS
(
dij
dn
) T∑
t,s=1
kT
( |t− s|
lT + 1
)
ε̂i,tε̂j,s, (17)
with ε̂i,t = ∆L˜i,t − λ̂′if̂t. The conditions under which the estimates λ̂i and f̂t are consistent are
given in Bai and Ng (2002). Consistency of the variance estimator (17) follows directly under these
conditions together with the conditions on consistent estimation of the long-run variance as in
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Andrews (1991). These lead to the null distribution given in (16). As in the case of pure WCD of
the loss differentials, if a distance metric is not available we can use
σˆ24,n,T =
1
n2T
n∑
i,j=1
T∑
t,s=1
kT
( |t− s|
lT + 1
)
λ̂′if̂tf̂
′
sλ̂j +
1
n
 1
npT
np∑
i,j=1
T∑
t,s=1
kT
( |t− s|
lT + 1
)
ε̂i,tε̂j,s
 . (18)
Remark 3. In (17) and (18), the first terms involving the common components dominate the
second ones. This is because under WCD of the process εi,t the latter terms vanish, hence, they are
asymptotically negligible. This means that under SCD, one can use simpler estimators which do
not take into account the WCD of the error terms. Such an estimator can be obtained by setting
kS (·) = 1 if i = j and kS (·) = 0 otherwise in (17). Our Monte Carlo results which are available
upon request show that this variance estimator works very well in the case of SCD.
2.3 Tests for joint equal predictive ability
In this section we are concerned with testing the hypothesis (7), i.e., H0 : µ1 = µ2 = · · · = µn = 0.
The discussion in Section 2.3.1 is based on large T and small n scenario. In Section 2.3.2 we propose
extensions to the case of large T and large n.
2.3.1 The case of large T and small n
In the case of fixed n, by the CLT for weakly stationary time series and the Cramer-Wold device, the
joint limiting distribution of the vector of loss differential series∆L¯T = (∆L¯1,T ,∆L¯2,T , . . . ,∆L¯n,T )
′
is given by
√
TΩ−1/2n (∆L¯T − µ) D−→ N(0, In),
as T →∞, where µ = (µ1, µ2, . . . , µn)′,
Ωn =
1
T
n∑
i,j=1
T∑
t,s=1
hih
′
jE(vi,tvj,s),
with hi being the ith column of In.
The case of no CD. Under cross-sectional independence of the loss differential series, we have
Ωn = diag(σ
2
1 , σ
2
2 , . . . , σ
2
n). Therefore, the first test statistic considered is
J
(1)
n,T = T∆L¯
′
T Ω̂
−1
1,n∆L¯T
D−→ χ2n, (19)
11
where Ω̂1,n is a consistent estimator of Ωn with diagonal elements σˆ
2
i,T given in (11). Consistency of
the estimator Ω̂1,n follows directly from the fact that its components are consistent under the
conditions, for instance, given by Andrews (1991). Hence, this test statistic is robust against
arbitrary time dependence as is S
(1)
n,T .
The case of CD. In the case of small n, neither the kernel based estimators of the spatial
dependence structure nor the partial sample estimator is consistent. Nevertheless, the estimator
suggested by DK is still adapted and it is robust to arbitrary CD. Similar to the steps leading to
the overall EPA test S
(3)
n,T we construct a test statistics which does not require a known distance
metric and is robust to WCD or SCD. The test statistic is given by
J
(3)
n,T = T∆L¯
′
T Ω̂
−1
3,n∆L¯T
D−→ χ2n,
where
Ω̂3,n =
1
T
n∑
i,j=1
T∑
t,s=1
kT
( |t− s|
lT + 1
)
hih
′
j∆L˜i,t∆L˜j,s.
Although this statistic has the advantage of being robust to any kind and strength of CD, it is
feasible only when n < T .
2.3.2 The case of large T and large n
When n grows with T , the limiting chi-square distribution is not meaningful. In this case, if the
loss differentials are cross-sectionally independent a standardized chi-square test can be used. This
test statistic is given by
Z
(1)
n,T =
J
(1)
n,T − n√
2n
D−→ N(0, 1). (20)
The stated null distribution can be obtained by sequential asymptotics, letting first T approach to
infinity. Then, the quadratic form given in (19) is a sum of the squares of n independent standard
normal random variables, hence (20) is verified.
The case of WCD. An extension of S
(2)
n,T gives the second test statistic that is robust to
arbitrary time and cross sectional dependence:
J
(2)
n,T = T∆L¯
′
T Ω̂
−1
2,n∆L¯T ,
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where
Ω̂2,n =
1
T
n∑
i,j=1
kS
(
dij
dn
) T∑
t,s=1
kT
( |t− s|
lT + 1
)
hih
′
j∆L˜i,t∆L˜j,s, (21)
In our Monte Carlo study, we use the χ2n critical values to investigate the small sample properties
of this test statistic. However, the validity of this null distribution is not obvious as the consistency
of the non-parametric variance estimator (21) requires large n but the test statistic has infinite
variance as n→∞.
To see if the small sample properties of the test improves, we calculate the following standardized
version of this test statistics as is done in the case of independent cross-sections:
Z
(2)
n,T =
J
(2)
n,T − n√
2n
D−→ N(0, 1).
The case of SCD. As in this case of large n we can estimate the common factors in the loss
differentials and their loadings consistently, we can generalize the test statistics S
(3)
n,T in order to test
the joint EPA hypothesis. This naive test statistic is given by
J
(4)
n,T = T∆L¯
′
T Ω̂
−1
4,n∆L¯T ,
where
Ω̂4,n = Λ̂
[
1
T
T∑
t,s=1
kT
( |t− s|
lT + 1
)
f̂tf̂
′
s
]
Λ̂′ + Σ̂n,
and
Σ̂n =
1
T
n∑
i,j=1
kS
(
dij
dn
) T∑
t,s=1
kT
( |t− s|
lT + 1
)
hih
′
j ε̂i,tε̂j,s. (22)
Once more, we use the χ2n critical values for this test statistic in our Monte Carlo simulations
although the validity of this distribution is not obvious because PC estimates of the common factors
require large n but the test statistic has infinite variance as n→∞. Again, one can use a centered
and scaled version of this statistic given by
Z
(4)
n,T =
J
(4)
n,T − n√
2n
D−→ N(0, 1).
13
3 Monte Carlo Study
To investigate the small sample properties of the test statistics given above, a set of Monte Carlo
simulations are conducted. 2000 samples from each DGP described below for the dimensions of
T ∈ {10, 20, 30, 50, 100}, n ∈ {10, 20, 30, 50, 100} are generated. All tests are applied for the nominal
size of 5%.
3.1 Design
Two different DGPs are considered to explore the effect of WCD and SCD on the performance of
the tests. DGP1 contains only spatial dependence. In this case, for each unit i, two independent
forecast error series (e1i,t, e2i,t) are generated using spatial AR(1) processes defined as
ζl,it = ρ
n∑
j=1
wijζl,jt + ul,it, with, ul,it ∼ N(0, 1), l = 1, 2,
where wij is the element of the spatial matrix Wn in row i and column j. To make the power
results across different experiments comparable, the average unconditional variance of the forecast
error series el,it, l = 1, 2, is held fixed. Such series are generated as
el,.t =
1√
s¯2
Snul,.t, (23)
where ul,.t = (ul,1t,ul,2t, . . . ,ul,nt)
′, Sn = (In − ρWn)−1 and s¯2 = n−1tr(SnS′n). It can now be
shown that the average of the diagonal elements of the variance-covariance matrix of this process is
equal to one. In this DGP a quadratic loss function is used.
DGP2 contains common factors as well as spatial dependence. In this case, following GW we
directly generate the loss differential, hence we do not rely on a specific loss function. This is given
by
∆Li,t = φ(µi + λ1if1t + λ2if2t + εi,t).
To investigate the size properties we set µi = 0 for each i = 1, 2, . . . , n and generate factor loadings
as
λ1i, λ2i ∼ N(1, 0.2).
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The common factors are formed by
f1t, f2t ∼ N(0, 1),
hence, they do not incorporate autocorrelation. The error series εi,t are generated in the same spirit
as in (23). We finally set φ = 1/3.4 to control for the variance of the loss differential series.
We explore the power properties of various tests under two different alternative hypotheses.
The first one is the homogeneous alternative and the second one is the heterogeneous alternative.
For DGP1 with homogeneous alternative, we generate a third set of forecast error series as e3i,t =
√
1.2e2i,t and report the results from testing the equality of forecast accuracy of e1i,t and e3i,t. In
the heterogeneous scenario, we generate the third series according to e3i,t =
√
θie2i,t where
θi ∼ U(0.6, 1.4).
Similarly, in the case of DGP2, we set µi = 1.2 for each i in the case of homogeneous alternative
and
µi ∼ U(−0.4, 0.4),
in the case of heterogeneous alternative. It is important to note that in the case of heterogeneous
alternative, the unconditional expectations of the loss differentials are equal to zero in all DGPs.
Hence, the overall EPA hypothesis holds. On the other hand, for each unit, the expected value of
the loss differential is different from zero. Therefore, the joint EPA hypothesis does not hold. As a
consequence, we expect the overall EPA tests not to have increasing power against the heterogeneous
alternative whereas joint EPA tests to be consistent.
Three different spatial AR(1) parameters are considered for both DGPs: ρ = 0, 0.5 and 0.9. To
save space we report results for only ρ = 0.5. As error series and common factors are generated for
each unit as white noises, it is implicitly assumed that these are one-step ahead forecasts.
As we generate one-step ahead forecasts, the time series kernel kT (·) = 1 if t = s and kT (·) = 0
otherwise. Spatial interactions between units are created with a rook-type weight matrix where
two units in the panel are neighbors if their Euclidean distance is less than or equal to one. In
the computation of the spatial kernel kS(·), we used these distances. In addition we use distances
based on the wrong assumption that the units are located on a line. We use Bartlett kernel for all
experiments and following KP, we set the spatial kernel bandwidth to ⌈n1/4⌉. For the tests with
common factors we assume that the number of common factors is correctly specified.
15
Before the discussion of the size and power properties of the robust tests, as a benchmark we
refer to the results on the non-robust tests S
(1)
n,T and J
(1)
n,T . The size and power of these tests are
reported in Table 1. As is expected, all tests are incorrectly sized.
3.2 Size properties
The results on the size properties of robust tests with DGP1 are given in Table 2. The size of the
kernel robust test S
(2)
n,T of the overall EPA hypothesis improves with either T or n. First we focus
on the results when the distance metric is correctly specified. In the smallest samples with T = 10
and n = 10, this particular setting provides an empirical size of 9.9%. For T = 100 with n = 10
corresponding value equals 8.65% whereas for T = 10 with n = 100 it is 8.35%. In the largest sample
its size is 6.25% which is close to the nominal value of 5%. When the distance between the panel
units is not correctly specified, the size of the test still improves with either dimension. However,
as expected the size distortions are slightly larger in this case. In the largest smallest and largest
sample sizes its size equals 12.5% and 8.3%, respectively. The test which uses the partial sample
estimator of the variance has similar size values. However, its size improves only with T . When
T = 10 and n = 10 its size is slightly larger than that of the kernel robust test with a misspecified
distance. When T = 10 with n = 100 the size distortion augments (13.4%). In the case of large
T , however, it performs better than the kernel robust test with either correct or incorrect distance.
For instance, when T = 100 and n = 10 its size equals 6.25%. The test S
(3)
n,T performs very well
especially when T is large and n is small. In most of the combinations of T and n it shows better
properties than S
(2)
n,T . When T is greater than 50, it is correctly sized except when n = 100, however,
even in this case its size equals 6.95% which makes it the preferred test over any version of S
(2)
n,T .
The test S
(4)
n,T shows good properties even though it wrongly assumes that the loss differential series
contain common factors. For small values of n with moderate to large T it is even preferred over
S
(2)
n,T . Overall, it is also observed that they are correctly sized as T gets large. Lastly, for these tests
wee see that asymptotically the way to deal with WCD does not play an important role: the tests
which are using the correct distance metric, misspecified distances and the partial sample estimator
of the variance are equivalent in large samples.
Typically, the performance of the joint EPA tests deteriorates with n and improves with T .
When the distance metric of the kernel robust version of the tests J
(2)
n,T is correctly specified, its size
equals 22.5% for T = 10 with n = 10. As T gets larger its size converges to the nominal value. In
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the extreme case of T = 10 with n = 100, the rejection rate of the correct null is nearly 100%. For
this large value of n as well, its size improves as T gets larger but even when T = 100 its size is
about twice as big as the nominal value. For the joint tests we see that the size properties of the
test with a misspecified distance metric is nearly the same as the test using the correct distances.
The standardized test Z
(2)
n,T provides some improvement over J
(2)
n,T . It can be seen that when T
is large, the performance of J
(2)
n,T deteriorates with n whereas Z
(2)
n,T is nearly correctly sized for all
values of n. The test J
(3)
n,T is infeasible when n > T . It is seen that it requires large T compared to
n to have good size properties. However, even when n = 10 and T = 100 its size is 10.15%. The
factor robust test J
(4)
n,T is over-sized for almost all sample sizes but its performance improves with
T . In this case as well the kernel method is robust to the misspecification of the distance metric
and the standardization of the test statistic provides some improvement especially in terms of large
n properties.
The size results for DGP2 are reported in Table 3. As expected, for this DGP the overall test
S
(2)
n,T is grossly over-sized and its performance does not improve with increases in the sample size in
any dimension. The test S
(3)
n,T shows very good properties except when T is very small. Especially
when T > 30 it is correctly sized even for large values of n. Conclusions are similar for the factor-
robust tests S
(4)
n,T . The tests which use kernel-robust estimation of the spatial interactions, with
or without correct distance metric, as well as the test which uses the partial sample estimator are
correctly sized for moderate to large values of T . As in the case of DGP1, their size properties are
asymptotically equal.
The results concerning the joint EPA tests are less encouraging as in the previous DGP. The
test J
(2)
n,T does not show huge size distortions, especially for moderate T , however we observe that
it is undersized for large time series dimensions. The test J
(3)
n,T behaves in line with theoretical
expectations such that it has lower size distortions for large T and small n. However, its size equals
10.65% even for T = 100 when n = 10. The factor-robust tests of the overall EPA hypothesis
are over-sized in all sample sizes under consideration. The standardized test Z
(4)
n,T improves the
performance but this improvement remains limited.
To summarize, in the case of both DGPs overall EPA hypothesis can be tested with a size close
to the nominal value for almost all sample sizes. In particular, it is found that the test S
(3)
n,T has
very good properties. For DGP1, for small T and large n, the kernel robust test is preferred over
the test based on the partial sample estimator given that the distance metric is correctly specified.
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Otherwise partial sample estimator provides a test with better properties. Finally, for the joint tests
the test J
(3)
n,T is preferred over others, however, it requires samples with large T and small n.
3.3 Power Properties
The power results of the tests for DGP1 under the homogeneous alternative hypothesis are given in
Table 4. In the previous subsection, we have seen that the size of all overall EPA tests approach to
the nominal level. Here, it is seen that the power of the test S
(2)
n,T converges to 100%, hence the test
is consistent in its all forms. For moderate to large T , the test S
(3)
n,T is correctly sized. We observe
that its power is only slightly lower compared to that of S
(2)
n,T in these sample sizes. Even though
they wrongly assume that there are common factors in the DGP, the power of the factor-robust
tests S
(4)
n,T are very close to that of S
(3)
n,T and they are consistent.
The previous results of the joint EPA tests are correctly sized only for large T and small n. Here
we see that their power is generally low, with an exception of the standardized test Z
(2)
n,T . For the
samples with T = 100 and n = 10, its power equals 52.7%. The corresponding value for the test
J
(2)
n,T 34.65%. Hence, Z
(2)
n,T has a clear advantage over J
(2)
n,T even when n is small. However, once
more, the power of all tests approach to 100% with n and T .
Table 5 reports the power results of the tests for DGP2 under the homogeneous alternative
hypothesis. For this DGP, we have seen that the tests S
(2)
n,T are over-sized even asymptotically.
Hence, we focus on the tests S
(3)
n,T and S
(4)
n,T . It is seen that the power of both tests are very similar
for all sample sizes. Their properties improve only with T but they reach 100% of even for moderate
T for this parametrization of the DGP.
To save space, we do not report the power results under the heterogeneous alternative hypothesis.
However, the main finding is summarized in Figure 1 where the size adjusted power of the factor-
robust tests S
(4)
n,T and J
(4)
n,T are shown. It can be seen that under the homogeneous alternative, the
size adjusted power of both overall and joint EPA hypotheses approach to 100%. Whereas, under
the heterogeneous alternative, the size adjusted power of the overall test equals the nominal size.
This is because of the fact that under this alternative hypothesis the expected value of the loss
differential equals zero. However, they are different from zero for each panel unit, hence the joint
EPA test has power against this alternative.
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4 Empirical Application
4.1 Data, empirical setup and preliminaries
In this section, we use the tests proposed to compare the OECD and IMF GDP growth forecasts.
The data for the IMF forecast errors come from their Historical WEO Forecasts Database. The
database includes historical τ -steps ahead forecast values, τ = 1, 2, . . . , 5, for GDP growth rate. The
data covers up to 192 countries and starts from early 1990’s. We collected similar data from the
past vintages of the Economic Outlook of the OECD. The Economic Outlook contains only 1-step
ahead forecasts. Both organizations publish their forecasts twice a year. In our application we focus
on their summer forecasts made for the following year. These forecasts are published in June every
year by the OECD whereas IMF forecasts are published in July. The publishing dates are close,
hence the forecast errors are comparable.
Eventually we have a balanced panel data set of GDP growth forecast errors of 29 OECD
countries from the two organization between 1998 and 2016. To investigate the role of heterogeneity
and the change in the dimensions of the panel data set, we also apply the tests to a sample of G7
countries between 1991 and 2016. This data set comes from Turner (2017).
We implement the tests described above on the two data sets. We create two different loss series:
absolute loss and quadratic loss. The absolute error loss differential is created as
∆L
(1)
i,t = |e1i,t| − |e2i,t|,
where, as is throughout the application, first organization is the OECD. This loss function is impor-
tant when we compare the magnitude of the (absolute) bias made by the two organizations. The
quadratic loss is generated as
∆L
(2)
i,t = e
2
1i,t − e22i,t.
This loss function is arguably the most frequently used one and it is useful to compare the variance
in the forecast errors. For instance, if the forecasts of the both organizations are unbiased the
expectation of absolute error loss is zero and quadratic loss permits to compare the variances directly.
We begin the analysis by the DM tests applied to each country. We compute the DM test statistic
for all countries, between the years 1998 and 2016 using the OECD data set. In the computations,
we use a Bartlett kernel with a bandwidth parameter of 0 because we have 1-step ahead forecasts.
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The result are given in Table 6.
First, in terms of the sign of the statistics, a considerable amount of heterogeneity can be observed
in the sample. For both types of loss functions roughly half of the statistics are negative. Second,
most of these statistics are statistically insignificant with exceptions being BEL, CAN, ESP, HUN
and NZL. For BEL which is a country where the predictive ability of the IMF is superior, the EPA
hypothesis can be rejected at 5% and 10% levels with absolute and quadratic losses, respectively. In
the case of CAN, we can reject the EPA hypothesis with absolute loss at 10% significance level. For
CAN too, IMF predicts the economic growth rate better than OECD. In the case of ESP and HUN,
the differences in predictive ability are significant with both the absolute and quadratic losses. For
ESP OECD predictions, for HUN IMF predictions outperform the other. For NZL we can reject
the EPA hypothesis with absolute loss at 5% level.
4.2 CD in loss differentials
As found in our Monte Carlo simulations, the increase in the number of cross-sections increases the
power of EPA tests. To see if we can reject the EPA hypothesis by using cross sectional information
we apply the panel tests to the data set. However, the gain from the usage of panels depends on
the degree and the nature of CD. Before proceeding to panel tests of EPA, we analyze the CD in
the two panel data sets of OECD and G7 countries.
Here, we use two tests of CD. The first is the LM test of the absence of CD by Breusch and Pagan
(1980) and the second one is the bias corrected version of it developed by Pesaran, Ullah, and Yamagata
(2008). The first is a test of the joint significance of pairwise correlations between all units in the
panel. The null hypothesis of this test is the absence of CD between any pair in the panel and
the statistic is distributed as χ2q with q = n(n − 1)/2. Hence, the test is more suitable for the
cases of fixed and small n. The second test statistic is a bias corrected version of the LM test after
standardization. It is asymptotically normal as n→∞ and more suitable for large panels.
We apply these tests to both the original data and to the residuals from a linear factor model
estimated by the PC methods as in Bai and Ng (2002) and Bai (2003). For the OECD sample the
number of PCs to be extracted from the panel is chosen by the information criterion ICp1 proposed
by Bai and Ng (2002). This suggests the existence of 6 common factors. For the G7 sample we
extract 2 first PCs as in this case of small n the information criteria are inconsistent. Although this
number is arbitrary, for this sample we apply the tests which do not require the consistent estimation
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of the number of common factors, hence this strategy does not have an effect on the conclusions of
our application. The results are given in Table 7. As can be seen, the null hypothesis of no CD is
rejected using any test on both data sets and both loss functions in conventional significance level.
This means that the tests which allow for common factors and spatial dependence on this sample
are more reliable.
To see the time series profile of the common factors in the loss differential series, we report in
Figure 2 the plot of the first three PCs in the standardized quadratic loss differential series for the
OECD sample, numbered in decreasing order with respect to their eigenvalues. Associated factor
loadings estimates are reported in Table 8. These estimates of the common factors in quadratic loss
differentials show clearly the effect of financial crisis.
The first common factor makes a peak in 2009. As for most of the countries in the sample
estimated loadings are positive, this shows that the first organization, OECD, had a lower predictive
ability compared to IMF in this period. However, the second common factor is negative in this
period. Hence, it compensates the effect of the first one for the countries with a positive loading.
There are eight countries in the sample for which the loadings of the two first factors are positive.
The third common factor shows the effect in 2008. It is negative in this year, and for more than
half of the countries its loading is negative. This means that on 2008 as well, the OECD had a lower
predictive ability for most of the countries. However, there is considerable amount of heterogeneity
in the factor loadings, therefore the predictive ability between the organizations.
4.3 Panel tests for the EPA hypotheses
Here we apply the panel EPA tests to both data sets. Following the insights of the Monte Carlo
results, we apply the factor-robust tests S
(4)
n,T and J
(4)
n,T to the OECD data set and the cluster-robust
tests S
(3)
n,T and J
(3)
n,T to the G7 sample. S
(4)
n,T and J
(4)
n,T are computed using (17) and (22), respectively.
As a benchmark, we also report the results from the tests assuming no CD, namely S
(1)
n,T and J
(1)
n,T .
The results are given in Table 9. As before, for the time series kernels we use a bandwidth of
0. For the spatial kernels we use the geographic distances between countries which are measured
as the distance between the most populated cities of each country pair. Alternatively we tried the
distance between the capital cities but the results are similar and not reported here. The data on
geographical distance come from CEPII GeoDist dataset (Mayer and Zignago, 2011). We chose the
25th percentile of the sample of distances as the bandwidth parameter in all kernel functions.
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For the OECD sample the statistics of the overall EPA hypothesis for the absolute loss are
positive whereas for the quadratic loss they are negative. Hence, OECD has a lower prediction
performance in terms of bias and higher performance in terms of variance. However, these differences
are low and statistically insignificant. Using the non-robust joint EPA tests we cannot reject the
EPA hypothesis. With robust tests, however, the null is rejected for both loss functions. Hence, we
can conclude that there are significant differences between the prediction performance of the two
institutions.
The results are similar for the G7 sample. In this case, the statistics of the overall EPA hypothesis
are negative for both loss functions but once more they are statistically insignificant. However,
using the robust tests of the joint EPA hypothesis on the quadratic loss, we can reject the null of
no difference between the predictive ability of the two institutions.
5 Conclusion
This paper concerned the problem of testing equal predictive ability (EPA) hypotheses using panel
data. The test proposed by Diebold and Mariano (1995) is generalized to a panel data framework
taking into account the complexities arising from using either micro and macro data. We derived
test statistics for two different EPA hypotheses. First hypothesis, the overall EPA, states that the
predictive ability of the two forecasters is equal on average over all time periods and cross-sectional
units, whereas under the second hypothesis, the joint EPA, the equality of prediction performance
holds true jointly for each unit in the panel. Our proposed tests are robust to different forms of cross-
sectional dependence in the loss differentials, arising from spatial dependence (weak cross-sectional
dependence), common factors (strong cross-sectional dependence) or both.
The small sample properties of the proposed tests are found to be good in a set of Monte Carlo
simulations. In particular, the overall EPA tests robust to strong cross-sectional dependence are
correctly sized. This is the case even in the experiments which do not involve common factors but
only spatial dependence. However, their power is relatively low compared to test statistics which
are robust only to spatial dependence, given that forecast errors do not contain common factors.
The tests are used to compare the prediction performance of two major organizations, OECD
and IMF, on their historical economic growth forecasts. In a sample of 29 OECD countries covering
the period between 1998 and 2016, we found that IMF has an overall better performance in terms
of bias whereas OECD makes predictions with less variance. Though, overall differences are not
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statistically significant. It is possible to reject the joint EPA hypothesis, in favor of the alternative
hypothesis of at least one panel unit for which the predictive power of the two institutions is different.
As a robustness check, the tests are applied to a sample of G7 countries between 1991 and 2016. In
this sample, OECD predictions are better on average in terms of both bias and variance, though,
once again the overall differences are statistically insignificant. We can reject the null of joint EPA
hypothesis using the quadratic loss function.
The main findings in this paper suggests further developments. A possible extension of the testing
procedures proposed in this paper is to allow to distinguish between the sources of the differences
in predictive ability. The predictive ability of different forecasters may differ through periods while
on average they have equal predictive power. To deal with this situation, the conditional EPA tests
of Giacomini and White (2006) may be extended to our panel data framework. This is an ongoing
research agenda.
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Table 1: Small Sample Properties of the Non-Robust Tests S
(1)
n,T and J
(1)
n,T
Overall EPA Tests: S
(1)
n,T Joint EPA Tests: J
(1)
n,T
n\T 10 20 30 50 100 n\T 10 20 30 50 100
DGP1: Size
10 13.55 13.05 12.10 12.70 13.40 10 19.35 10.90 8.35 8.15 6.85
20 13.05 12.50 12.15 10.45 11.45 20 24.85 12.35 10.25 7.30 6.05
30 11.40 11.70 11.85 11.40 10.50 30 32.35 14.85 11.15 8.05 6.95
50 14.30 11.60 10.35 11.10 10.10 50 45.70 18.80 13.65 8.95 6.60
100 13.50 11.05 12.75 12.40 11.40 100 67.15 28.50 17.10 11.20 7.95
DGP2: Size
10 48.00 47.30 44.85 42.90 48.45 10 23.90 19.95 17.10 15.00 16.70
20 62.15 62.20 60.40 58.40 56.80 20 28.55 22.90 20.85 17.95 18.00
30 67.65 64.25 65.05 65.55 65.35 30 29.85 23.35 23.80 22.30 19.40
50 72.20 72.35 72.00 74.15 73.00 50 34.05 26.50 23.55 24.05 20.55
100 79.90 80.75 81.90 79.20 80.00 100 35.70 30.05 27.85 24.20 24.60
DGP1: Power
10 24.15 33.05 38.15 54.80 76.25 10 22.35 16.60 18.65 26.10 44.50
20 32.00 49.20 61.35 78.30 95.90 20 30.00 24.45 26.80 38.35 64.50
30 40.95 61.10 74.65 89.50 99.35 30 39.45 29.45 32.40 46.20 77.25
50 55.50 78.25 91.05 98.50 100.00 50 55.40 39.10 45.70 60.15 91.65
100 79.85 96.35 99.30 100.00 100.00 100 78.45 60.90 67.10 83.75 99.45
DGP2: Power
10 95.40 99.60 100.00 100.00 100.00 10 92.05 99.15 99.90 100.00 100.00
20 98.15 99.80 100.00 100.00 100.00 20 95.70 99.60 100.00 100.00 100.00
30 98.75 99.95 100.00 100.00 100.00 30 97.20 99.75 100.00 100.00 100.00
50 99.05 100.00 100.00 100.00 100.00 50 98.45 100.00 100.00 100.00 100.00
100 99.50 100.00 100.00 100.00 100.00 100 99.30 100.00 100.00 100.00 100.00
Note: Overall EPA Tests are introduced in Section 2.2 and Joint EPA Tests are in Section 2.3. The
nominal size is 5%. Power is calculated under homogeneous alternative hypothesis.
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Table 2: Size - DGP1: No Common Factors, Spatial Dependence
Overall EPA Tests Joint EPA Tests
n\T 10 20 30 50 100 n\T 10 20 30 50 100
S
(2)
n,T 10 9.90 9.05 8.15 8.95 8.65 J
(2)
n,T 10 22.55 9.75 7.90 6.60 5.75
20 8.65 8.00 7.90 6.85 7.15 20 52.80 22.25 15.00 9.90 6.65
30 7.75 6.85 8.35 6.40 6.85 30 67.65 29.55 17.75 10.70 8.00
50 9.70 6.85 6.35 7.30 6.45 50 88.20 41.90 26.15 13.40 7.95
100 8.35 6.90 7.40 6.80 6.25 100 99.35 68.40 43.25 20.55 10.45
S
(2)
n,T [ms ] 10 12.50 11.05 10.25 10.80 11.00 J
(2)
n,T [ms ] 10 21.60 11.15 8.00 6.85 6.65
20 11.05 10.25 10.20 8.80 9.25 20 37.85 16.40 11.90 8.65 6.25
30 9.65 9.20 10.45 8.60 8.35 30 47.30 20.20 13.75 9.05 7.30
50 11.75 9.20 7.85 9.60 8.40 50 65.05 27.30 17.30 10.05 6.45
100 9.75 8.40 9.70 9.00 8.30 100 95.25 48.45 28.55 14.95 9.20
S
(2)
n,T [ps ] 10 12.90 9.10 7.70 7.00 6.25 Z
(2)
n,T 10 20.95 9.05 6.90 5.50 5.30
20 12.15 10.00 9.05 6.80 6.60 20 49.10 19.00 12.70 8.00 5.05
30 11.35 8.70 9.20 6.55 6.75 30 64.10 25.55 15.00 8.15 5.50
50 13.10 9.60 7.65 7.50 6.80 50 85.20 36.30 21.50 10.80 5.35
100 13.40 9.85 10.00 9.00 7.65 100 99.00 62.40 36.30 15.45 7.35
S
(3)
n,T 10 8.30 7.15 5.85 5.80 5.90 J
(3)
n,T 10 56.30 33.05 18.30 10.15
20 9.65 7.40 6.90 5.95 5.65 20 89.20 55.60 22.95
30 8.70 6.85 7.45 5.30 5.15 30 92.05 45.50
50 10.85 7.40 5.25 5.90 5.70 50 91.00
100 9.95 7.15 6.95 6.45 5.35 100
S
(4)
n,T 10 8.85 7.80 6.05 5.60 5.20 J
(4)
n,T 10 66.20 33.40 24.55 17.30 12.50
20 9.55 8.10 7.30 6.20 6.20 20 92.65 53.65 35.90 23.15 13.40
30 8.40 7.20 7.25 5.90 5.80 30 98.25 67.10 43.75 26.95 15.85
50 10.65 7.05 5.75 6.45 6.25 50 99.95 82.50 58.70 30.75 17.05
100 9.00 6.85 7.75 6.95 6.00 100 100.00 96.55 78.65 44.40 21.60
S
(4)
n,T [ms ] 10 8.90 8.00 6.15 5.60 4.90 J
(4)
n,T [ms ] 10 65.00 34.30 26.10 18.90 14.00
20 10.25 8.15 7.75 6.70 6.50 20 87.40 47.65 33.35 23.55 14.05
30 8.75 7.70 8.10 6.45 6.35 30 94.55 55.30 37.80 23.25 15.65
50 11.50 7.85 6.65 7.20 6.80 50 99.60 70.45 48.35 25.50 15.10
100 9.70 7.70 9.00 8.05 6.95 100 100.00 89.70 66.70 35.65 18.50
S
(4)
n,T [ps ] 10 9.50 8.50 7.05 6.90 6.60 Z
(4)
n,T 10 64.25 31.70 22.65 15.90 11.20
20 10.30 8.20 8.20 6.45 6.80 20 91.65 50.25 31.90 20.30 11.40
30 9.65 7.15 8.25 6.10 6.00 30 97.80 63.30 39.20 22.40 13.45
50 11.45 7.85 6.55 6.55 6.40 50 99.95 78.30 54.15 24.85 12.65
100 11.70 7.70 8.60 7.80 7.00 100 100.00 94.80 74.05 37.25 16.10
Note: See the note of Table 1. [ms ] indicates that the test uses a misspecified distance metric, [ps ] refers to the partial
sample estimator of the WCD.
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Table 3: Size - DGP2: Common Factors, Spatial Dependence
Overall EPA Tests Joint EPA Tests
n\T 10 20 30 50 100 n\T 10 20 30 50 100
S
(2)
n,T 10 30.70 30.50 26.60 24.70 29.60 J
(2)
n,T 10 13.80 8.40 6.05 5.65 4.15
20 29.95 29.35 28.05 25.90 25.00 20 17.45 7.70 5.30 2.45 2.55
30 37.25 34.65 35.55 34.75 32.60 30 21.40 7.60 5.85 3.65 2.80
50 47.35 43.55 42.90 44.35 42.70 50 28.95 9.10 6.55 4.40 2.80
100 59.25 59.10 57.95 56.25 57.95 100 38.90 12.90 7.15 5.00 3.05
S
(2)
n,T [ms ] 10 37.65 36.05 33.50 31.30 38.05 J
(2)
n,T [ms ] 10 18.85 14.15 10.80 10.00 9.30
20 45.50 44.85 43.45 41.35 40.25 20 21.30 13.05 10.55 7.50 7.30
30 52.75 49.50 51.15 50.80 50.00 30 24.45 12.85 12.25 9.80 7.90
50 60.85 59.30 58.90 60.20 59.80 50 28.25 15.25 13.15 11.10 8.50
100 68.15 67.25 67.55 66.40 67.35 100 33.50 17.10 12.35 10.00 8.90
S
(2)
n,T [ps ] 10 24.25 22.95 20.30 18.90 22.35 Z
(2)
n,T 10 13.35 7.90 5.85 5.20 3.70
20 34.80 33.65 32.90 30.50 28.95 20 16.45 7.15 4.70 2.30 2.20
30 40.40 37.60 38.35 37.35 35.85 30 19.80 6.65 5.25 3.15 2.25
50 45.70 41.75 41.30 41.95 40.50 50 26.50 7.90 5.70 3.90 2.15
100 53.95 54.25 54.15 51.60 52.25 100 36.25 11.30 6.40 4.40 2.95
S
(3)
n,T 10 10.15 8.45 6.00 6.30 5.65 J
(3)
n,T 10 56.20 34.60 18.90 10.65
20 9.35 7.35 6.70 5.20 5.85 20 90.50 53.15 23.55
30 10.25 6.50 7.70 5.75 5.40 30 90.85 46.00
50 8.65 6.85 6.50 5.45 4.95 50 91.40
100 8.45 7.05 5.25 5.65 4.70 100
S
(4)
n,T 10 9.90 7.95 5.65 6.05 5.25 J
(4)
n,T 10 66.80 36.15 26.45 17.30 14.00
20 9.20 7.20 6.25 4.95 5.30 20 90.65 51.75 34.65 20.35 13.15
30 10.00 6.40 7.55 5.45 5.25 30 96.55 62.15 38.75 22.75 11.05
50 8.50 6.60 6.30 5.40 4.85 50 99.75 74.85 48.15 26.40 12.60
100 8.45 6.95 5.20 5.60 4.55 100 100.00 92.70 66.15 33.65 11.05
S
(4)
n,T [ms ] 10 9.85 8.05 5.65 6.05 5.30 J
(4)
n,T [ms ] 10 66.00 36.15 26.60 18.55 15.45
20 9.25 7.20 6.30 4.95 5.35 20 85.45 48.35 34.20 21.45 15.75
30 10.05 6.40 7.65 5.50 5.25 30 92.35 56.00 36.25 22.85 14.60
50 8.55 6.65 6.35 5.40 4.85 50 97.65 64.25 43.70 25.70 14.25
100 8.45 7.00 5.20 5.60 4.55 100 100.00 85.95 59.25 31.55 14.00
S
(4)
n,T [ps ] 10 9.75 7.95 5.75 6.05 5.40 Z
(4)
n,T 10 65.15 34.80 24.45 16.25 12.65
20 9.15 7.15 6.15 4.90 5.20 20 89.80 49.10 31.85 17.45 10.90
30 10.10 6.40 7.60 5.50 5.25 30 95.70 58.25 35.00 19.60 8.65
50 8.60 6.65 6.35 5.40 4.85 50 99.65 70.55 42.65 21.65 10.30
100 8.45 6.90 5.20 5.60 4.55 100 100.00 90.75 61.05 27.20 8.20
Note: See the note of Table 2.
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Table 4: Power Under Homogeneous Alternative DGP 1: No Common Factors, Spatial Dependence
Overall EPA Tests Joint EPA Tests
n\T 10 20 30 50 100 n\T 10 20 30 50 100
S
(2)
n,T 10 19.05 26.60 30.80 47.60 70.80 J
(2)
n,T 10 25.40 14.75 15.50 21.00 34.65
20 24.55 40.05 53.05 71.15 93.20 20 57.40 33.90 29.25 34.30 54.50
30 33.55 51.85 67.20 85.15 98.85 30 72.40 43.70 38.05 43.55 69.15
50 48.55 71.60 87.80 97.50 100.00 50 91.75 60.40 54.15 57.80 84.50
100 71.15 94.05 98.40 99.95 100.00 100 99.65 86.80 79.75 82.35 97.50
S
(2)
n,T [ms ] 10 21.80 29.85 34.90 51.60 73.80 J
(2)
n,T [ms ] 10 24.60 15.90 17.50 23.45 39.85
20 28.65 45.30 57.30 75.10 95.00 20 43.85 28.70 27.15 36.45 59.80
30 37.60 56.25 71.15 87.85 99.25 30 54.50 34.30 32.60 44.45 73.25
50 52.35 75.15 89.75 98.05 100.00 50 73.55 45.45 48.40 57.60 88.25
100 74.30 95.20 98.70 99.95 100.00 100 97.00 74.35 71.60 80.75 98.35
S
(2)
n,T [ps ] 10 20.25 23.30 26.95 41.00 64.15 Z
(2)
n,T 10 42.15 31.60 31.40 38.15 52.70
20 26.95 38.70 52.00 68.80 92.00 20 77.05 58.95 54.70 58.65 76.85
30 36.15 52.85 65.55 83.35 98.60 30 88.70 70.20 66.95 71.10 87.50
50 50.55 72.45 85.80 97.10 99.95 50 98.30 89.15 86.80 87.25 97.15
100 73.25 94.45 98.45 99.95 100.00 100 100.00 99.35 98.30 98.75 99.95
S
(3)
n,T 10 16.45 21.70 25.35 39.10 63.50 J
(3)
n,T 10 61.60 41.75 34.45 36.20
20 23.75 37.25 48.85 66.20 90.40 20 93.60 76.45 70.15
30 31.80 48.80 63.00 82.15 98.25 30 97.65 90.10
50 47.00 67.65 84.25 96.25 99.95 50 99.85
100 68.50 92.20 97.80 99.90 100.00 100
S
(4)
n,T 10 17.60 20.65 25.15 36.80 59.00 J
(4)
n,T 10 69.45 39.95 33.85 33.75 37.25
20 24.45 37.70 48.85 66.15 89.95 20 94.55 66.55 54.55 51.50 63.90
30 31.85 49.35 64.50 82.40 97.90 30 98.55 78.70 64.75 63.25 78.20
50 47.20 69.30 85.20 96.75 100.00 50 99.95 91.45 83.35 78.55 91.75
100 69.35 92.70 97.95 99.95 100.00 100 100.00 99.55 96.20 94.70 99.00
S
(4)
n,T [ms ] 10 17.15 20.85 25.20 36.80 58.75 J
(4)
n,T [ms ] 10 69.70 41.65 35.30 35.45 38.20
20 24.95 38.00 49.90 66.35 89.85 20 90.95 62.15 52.75 51.70 65.30
30 32.90 50.30 65.30 83.55 98.00 30 96.20 70.95 61.95 62.10 79.85
50 48.70 70.55 86.30 97.10 100.00 50 99.45 86.05 77.10 76.15 92.95
100 71.00 93.25 98.15 99.95 100.00 100 100.00 98.00 93.35 94.05 99.25
S
(4)
n,T [ps ] 10 17.35 22.10 26.05 39.10 62.30 Z
(4)
n,T 10 67.60 38.30 31.90 31.40 35.10
20 25.20 37.00 49.50 66.60 90.15 20 93.60 63.65 50.30 47.55 59.90
30 33.60 49.60 63.95 82.20 97.95 30 98.05 74.60 61.40 59.15 74.60
50 47.90 69.10 85.40 96.60 100.00 50 99.95 89.45 79.85 73.55 89.70
100 70.85 92.90 98.05 99.95 100.00 100 100.00 99.20 94.85 92.45 98.75
Note: See the note of Table 2.
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Table 5: Power Under Homogeneous Alternative DGP 2: Common Factors, Spatial Dependence
Overall EPA Tests Joint EPA Tests
n\T 10 20 30 50 100 n\T 10 20 30 50 100
S
(2)
n,T 10 91.80 98.90 99.85 100.00 100.00 J
(2)
n,T 10 86.35 97.20 99.75 100.00 100.00
20 92.75 99.20 99.95 100.00 100.00 20 93.35 99.40 100.00 100.00 100.00
30 95.60 99.50 100.00 100.00 100.00 30 96.70 99.90 100.00 100.00 100.00
50 97.10 99.85 100.00 100.00 100.00 50 99.55 99.95 100.00 100.00 100.00
100 98.45 99.95 100.00 100.00 100.00 100 99.90 100.00 100.00 100.00 100.00
S
(2)
n,T [ms ] 10 93.80 99.30 99.95 100.00 100.00 J
(2)
n,T [ms ] 10 89.90 98.40 99.85 100.00 100.00
20 96.30 99.55 100.00 100.00 100.00 20 94.80 99.75 100.00 100.00 100.00
30 97.60 99.75 100.00 100.00 100.00 30 97.35 99.75 100.00 100.00 100.00
50 98.25 99.95 100.00 100.00 100.00 50 99.00 100.00 100.00 100.00 100.00
100 99.15 100.00 100.00 100.00 100.00 100 99.95 100.00 100.00 100.00 100.00
S
(2)
n,T [ps ] 10 88.75 98.30 99.85 100.00 100.00 Z
(2)
n,T 10 85.90 97.10 99.75 100.00 100.00
20 93.55 99.30 100.00 100.00 100.00 20 92.80 99.40 100.00 100.00 100.00
30 95.50 99.60 100.00 100.00 100.00 30 96.25 99.90 100.00 100.00 100.00
50 96.25 99.85 100.00 100.00 100.00 50 99.40 99.95 100.00 100.00 100.00
100 98.35 99.90 100.00 100.00 100.00 100 99.90 100.00 100.00 100.00 100.00
S
(3)
n,T 10 74.45 93.05 98.95 99.95 100.00 J
(3)
n,T 10 99.70 99.85 100.00 100.00
20 74.90 94.75 99.35 100.00 100.00 20 100.00 100.00 100.00
30 77.65 95.60 99.25 100.00 100.00 30 100.00 100.00
50 78.10 95.35 99.45 99.95 100.00 50 100.00
100 78.95 96.60 99.65 100.00 100.00 100
S
(4)
n,T 10 73.75 92.85 98.90 99.95 100.00 J
(4)
n,T 10 98.00 99.25 99.85 100.00 100.00
20 74.40 94.55 99.30 100.00 100.00 20 99.95 100.00 100.00 100.00 100.00
30 77.35 95.45 99.20 100.00 100.00 30 100.00 100.00 100.00 100.00 100.00
50 77.70 95.25 99.45 99.95 100.00 50 100.00 100.00 100.00 100.00 100.00
100 78.85 96.55 99.65 100.00 100.00 100 100.00 100.00 100.00 100.00 100.00
S
(4)
n,T [ms ] 10 73.70 92.80 98.90 99.95 100.00 J
(4)
n,T [ms ] 10 98.00 99.35 99.90 100.00 100.00
20 74.45 94.55 99.30 100.00 100.00 20 99.90 100.00 100.00 100.00 100.00
30 77.35 95.50 99.20 100.00 100.00 30 100.00 100.00 100.00 100.00 100.00
50 77.75 95.35 99.45 99.95 100.00 50 100.00 100.00 100.00 100.00 100.00
100 78.85 96.55 99.65 100.00 100.00 100 100.00 100.00 100.00 100.00 100.00
S
(4)
n,T [ps ] 10 73.65 92.95 98.95 99.95 100.00 Z
(4)
n,T 10 97.75 99.20 99.85 100.00 100.00
20 74.60 94.50 99.20 100.00 100.00 20 99.90 100.00 100.00 100.00 100.00
30 77.45 95.45 99.20 100.00 100.00 30 100.00 100.00 100.00 100.00 100.00
50 77.80 95.25 99.45 99.95 100.00 50 100.00 100.00 100.00 100.00 100.00
100 78.85 96.55 99.65 100.00 100.00 100 100.00 100.00 100.00 100.00 100.00
Note: See the note of Table 2.
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Table 6: DM Test Statistics for Each Country–OECD Sample (1998-2016)
Country Absolute Loss Quadratic Loss Country Absolute Loss Quadratic Loss
AUS -0.6155 -0.4050 ISL -0.5325 -0.4712
(0.5382) (0.6855) (0.5943) (0.6375)
AUT 0.6885 0.1479 ITA 1.0697 1.1711
(0.4912) (0.8824) (0.2848) (0.2415)
BEL 2.0138 1.6625 JPN 1.4231 1.0345
(0.0440) (0.0964) (0.1547) (0.3009)
CAN 1.7833 1.5011 KOR 0.5976 0.5560
(0.0745) (0.1333) (0.5501) (0.5782)
CHE 1.0464 1.0980 LUX 0.9249 1.0136
(0.2954) (0.2722) (0.3550) (0.3108)
CZE -1.0617 -1.0003 MEX -0.5196 -0.3816
(0.2884) (0.3172) (0.6034) (0.7027)
DEU -0.3686 -1.1310 NLD 0.0813 0.8709
(0.7124) (0.2581) (0.9352) (0.3838)
DNK 0.0445 -0.7032 NOR 0.0084 -0.6276
(0.9645) (0.4819) (0.9933) (0.5302)
ESP -1.6955 -1.6919 NZL -2.0726 -1.5350
(0.0900) (0.0907) (0.0382) (0.1248)
FIN 0.4240 0.1252 POL -0.4466 -0.9600
(0.6716) (0.9003) (0.6552) (0.3370)
FRA 1.4205 1.4507 PRT -0.0675 0.1274
(0.1555) (0.1469) (0.9461) (0.8987)
GBR -0.2435 -1.1233 SWE -0.6610 -0.1636
(0.8076) (0.2613) (0.5086) (0.8701)
GRC -1.0708 -1.4509 TUR -0.0736 -0.3015
(0.2843) (0.1468) (0.9414) (0.7630)
HUN 2.3868 1.8742 USA 0.2005 0.0081
(0.0170) (0.0609) (0.8411) (0.9935)
IRL 0.4724 0.6562
(0.6366) (0.5117)
Note: The statistics are calculated as S
(0)
i,T =
√
T (∆L¯i,T /σˆi,T )
D−→ N(0, 1) where σˆ2i,T is com-
puted as in (11) with a bandwidth equal to zero. The values shown in parentheses are p-values.
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Table 7: CD Tests Results
Absolute Loss Quadratic Loss Absolute Loss Quadratic Loss
OECD Sample G7 Sample
Original Data
BP Test 478.103 856.275 34.636 51.945
(0.008) (0.000) (0.031) (0.000)
Modified BP Test 2.745 17.139 2.232 5.064
(0.006) (0.000) (0.026) (0.000)
Defactored Data
BP Test 629.735 1065.481 87.893 84.956
(0.000) (0.000) (0.000) (0.000)
Modified BP Test 8.516 25.102 10.948 10.467
(0.000) (0.000) (0.000) (0.000)
Note: The values shown in parentheses are p-values.
Table 8: Factor Loadings in Quadratic Loss Differential Series in OECD Sample
Country Factor 1 Factor 2 Factor 3 Country Factor 1 Factor 2 Factor 3
AUS 0.19 0.66 -0.02 ISL 0.04 0.21 -0.24
AUT -0.43 -0.21 -0.27 ITA 0.86 -0.26 0.31
BEL 0.05 -0.85 0.22 JPN 0.27 0.41 -0.44
CAN -0.40 -0.46 -0.09 KOR 0.67 0.48 -0.05
CHE 0.71 -0.26 0.41 LUX 0.44 -0.48 -0.33
CZE 0.25 -0.05 -0.37 MEX 0.83 -0.09 0.00
DEU 0.69 0.56 -0.15 NLD 0.65 0.04 0.19
DNK -0.13 -0.06 0.75 NOR -0.64 0.57 -0.17
ESP -0.65 0.50 0.15 NZL -0.10 0.28 0.84
FIN 0.77 0.49 -0.07 POL -0.06 -0.55 0.02
FRA 0.30 -0.24 0.66 PRT 0.16 -0.18 -0.07
GBR -0.12 0.70 0.41 SWE 0.50 -0.18 -0.56
GRC -0.21 -0.49 -0.16 TUR 0.18 -0.06 -0.04
HUN 0.34 -0.85 0.24 USA 0.61 0.44 0.45
IRL 0.67 -0.03 -0.49
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Table 9: Empirical Results of the Panel Tests for the EPA Hypotheses
Overall Tests Joint Tests
Absolute Loss Quadratic Loss Absolute Loss Quadratic Loss
OECD Sample
S
(1)
n,T 0.132 -0.322 J
(1)
n,T 32.571 30.186
(0.895) (0.747) (0.295) (0.405)
S
(4)
n,T 0.106 -0.205 J
(4)
n,T 71.714 97.934
(0.916) (0.837) (0.000) (0.000)
G7 Sample
S
(1)
n,T -0.498 -1.187 J
(1)
n,T 7.119 8.027
(0.618) (0.235) (0.417) (0.330)
S
(3)
n,T -0.371 -1.089 J
(3)
n,T 9.622 19.205
(0.710) (0.276) (0.211) (0.008)
Note: The values shown in parentheses are p-values.
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Figure 1: Size Adjusted Power of Selected Tests Under Different Alternative Hypotheses for DGP2
(5% Nominal Size)
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Figure 2: Common Factors in Quadratic Loss Differential Series in OECD Sample
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