Decision Analysis with Multiple Objectives(I) -A Review and Evaluation of Multiple Objective Linear Programming Model- by 佐藤 紘光
多重目標下の意思決定過程の分析（1）
一品目標線型計画法の適用
佐　藤　紘光
はじめに
　多重目標下の意思決定プロセスを解析的に研究しようとする試みが決定
理論における最近の主要な関心事となっている。現実の意思決定プロセス
が多次元の複数目標を同時的に追求する場であることを直視するとき，研
究対象が共通的にこれらの領域に向けられてきたことは余りにも当然のこ
とと言わなければならない。しかしながら，単一目標から複数目標の追求
へと分析対象を拡大するとぎ，われわれは，相異なる目標間に生じるコン
フリクトをいかに解決するかという難問に否応なく直面することになる。
かかるコンフリクトは現に至るところで生じている。たとえぽ，行政面に
おいては，公共の福祉と個人の利害，自然保護と地域開発といった間の緊
張関係をその典型例としてあげることがでぎる。また，経営上の問題に目
を向ければ，組織目標と個人目標，長期目標と短期目標，収益性と財務健
全性等々の間におけるコンフリクトの解決が，目標・資源の配分プロセス
における重要な課題となっている。
　複数目標間に生じるコンフリクトの解決過程は，これまで単一規準
（single　criterion）のもとが展開されてきた「最適性」論理のみによって
は十分な説明がなしえないために，それに代わる複数規準（multicriteria）
のもとでの新しい説明論理を探求するべく，現在，各種のアプローチがと
られているq）。本稿では，そのうちの1つである数理計画法に焦点をあ
て，とくに，M．　ZelenyおよびP．L．　Yuによって開発された多目標線型
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計画法（multiple　objective　linear　programming二以下MOLPと略称
する）の内容と，意思決定プロセスの記述と分析を行うにあたってのこの
モデルの有効性を検討する。
　本論に入る前に，ベクトル間の大小関数を次の不等号によって表わすこ
とを断わっておく。すべてのi＝1，……，」に対して，ai≧biが成立
するときは，ベクトルによってα≧bと表わし，すべてのi＝1，……，
Zに対して，ai≧biが成立し，かつ，少なくともある1つのiについて，
ai＞biが成立するときは，α1≧みと表わす。また，すべてのi＝1，…
…，1について，ai＞biが成立するときは，α〉みと表わす。
IMOLPの概要
　多目標線型計画問題は次のように定式化される。
　目的関数：9（κ）＝（c1・κ，　c2・κ，……，σ‘・の一一〃z砿
　制約条件：κεX　　　　　　　　　　　　　　　　　　　（1）
　ここで，劣は1×％の決定変数ベクトル（x1，……，勾，……，　x。），　Xは
　　　　　　　　　　　　　れ実行可能解の集合倒κεEπ，Σατゴx5＝わτ：xゴ≧0，7＝1，……，吻，ノ＝1，…
　　　　　　　　　　　　ノヨユ
…，”｝を表わし，♂は1×ηの判定基準（criterion）ベクトル（o乞1，晦，
……Cc㌔），　z（κ）はZ×1の目的関数ベクトル（vector－valued　objective
function）を表わす（2＞。
　通常のLPと異なり，　MOLPは，このように複数個の目的関数式をも
ち，それぞれの最適化（ここでは最大化）を意図する。しかし，特殊な場
合を除いて，すべての目的関数式を同時に最適化する解は，一般には，存
在しない。換言すれば，すべての‘＝1，……，‘に対して，
　吻κc」・κ＝c1・κ＊　（i＝1ジ・・…，～）
　躍8x
となるような解κ＊を発見できるのは，特殊な場合，つまり，各目標間に
なんらコンフリクトが存在しないときに限られる。多目標の同時追求を行
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う意思決定の場においては，通常の場合，ある目標を最適化するには・他
の目標追求をある程度犠牲にせざるをえないという，目標間の相剋，いわ
ゆるトレード・オフに直面する。そのために，MOLPにおける「最大
化」という命題は次のように定義される（3）。
　　ε（κ’）ン（κつ　　をみたすκ’をXのなかに存在させないようにする．
　すべてのκ＊εXを発見すること
このような解κ＊の集合を，効率解（efficient　solutions，　Pareto　optimal
solutions，またはnondominated　solutions）集合と呼び，以下これをN
で表わし，それ以外の集合（X－N）をDで表わす。
　要するに，z（劣’）＞z（κ＊）をみたすκ’εXが存在すれば，κ＊はん’
によってdominateされるから，κ＊εDとなる。他方，　Nは，さきにトレ
ード・オフという言葉で表現したように，任意のある目的関数値をさらに
増加させるには，少なくとも他の1つ以上の目的関数の値を減少させなけ
ればならないという関係が目標間に成立している解の集合である。われわ
れの当面の目的は，このようなNを発見することにある。
　ところで，線型計画法の理論で示されるように，Xは，凸領域を構成
し，次式のように有限個の基底端点解｛κ1，……，κ「｝の凸結合によって表
わされる。
X一o盈酬・・≧・・盈・・一・｝　　　　（・）
　κ正の集合をX。、で表わし，X。。のうちNに属する部分集合，すなわち
効率的基底端点解の集合N∩X，．をN，。で表わすと，N自身もN・・の
凸結合によって表わされることが証明されている（4）。それゆえに，われわ
れは，まずN。。に注目し，以下，これを発見するアルゴリズムー多重
判定基準シンプレックス法（multicriteria　simplex　method）一を検討
することにしよう（5）。
　通常のシンプレックス表の判定基準行を目的関数式に応じて，多次元に
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拡彊すると，（1）の任意の基底解κoに対するそれは第1表のように示され
る。この表では，9ノ（仁1，……，」，ノ＝1，……，のという要素からなるZ個
　　　　　　　　　　　　　　　　　　じの判定基準行と，合成した目的関数式ΣC包・κに．対応する判定基準行
　　　　　　　　　　　　　　　　　　乞＝1
zノ＋1が最下行につけ加えられている（zノ＋1の意味については後述する）。
MOLPにおけるシンプレックス表は，このように複数個の判定基準行か
ら構成されるので多重判定基準シンプレックス表と呼ばれる。
プ　基底
1　　x1
〃3　　　X勉
　第1表　多重判定基準シンプレックス表
　基底変数　　非基底変数
Xゴひ鱒”…’川”川’”X”し　　　X1陀＋1………Xノ’’”‘餌●’X花
1・………………・・0
0……………・…・・1
ツ拠＋1。冒”●’’”
ン窩窺＋プ’”●”巳ツ皿ノ●●陰’「’ン〃zη
　　　　　　　値
y1ゴ’．……ツ1π　　　ツ10
　　　　　　　ンmO
勉郭1　1こ∵：∵’”硝’’’”l　l四’…’じマゴ’●’…㍗　㍗
　ぜ　　　　　　　　　　　　　　　コ　　　　　　　　　　　　　　　　ヘ　コ　　　　　　　　　コ　　　　　　　　　　　　コ　　　　　　　　　　ロ　　　　　　　　　コ　規＋」　　　0・……一・………O　　z％、………z己ゴ………z‘，、　　z㌔
　　　　Σ　0・…・……・………0　・隔一…・1＋1・・…・zl＋1　zl＋1
　κ0における基底変数と非基底変数の集合を，それぞれ，ノと∫で表わ
すと，XOご｛X1，……，X。｝が非退化解であれぽ，その各要素は，
　X」⇒」0＞OGεノ），　xゴニ0（ゴεノ）となり，　zノとZ♂（第∫目的関数値）は
次式で表わされる（第1表参照）。
　　　　　　　zゴ長戸Σc。砂，ゴー。ノ　　σ＝1ヂー・，り　　　　　　　　（3！
　　　　γ31
　　　　　　　Z♂二Σc〆ツγo　　　σ＝1，・・…・ノ）　　　　　　　　（4）
　　　　7；ユ
　さらに，上記のそれぞれを，
　　乞ゴ＝（Zノ，……，9ゴ‘）’
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　　90＝（901，……，90り’
　というベクトルで表現すれぽ，ζゴは基底解κoに対応する判定基準（列）
ベクトル，ξoは基底解κoに対応する目的関数値ベクトル，すなわち（1）に
おけるξ（κ0）を示すことになる。
　ここで，基底解κoにおいて非基底にある変数（Xj）を基底にいれ替え
て新しい基底解κ1を作り，κ1に対応する目的関数値ベクトル乞1を求め
ると，次の関係式が導かれる。
　　乞1＝Zo一θゴ・2：，　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（5）
　ここで，θゴは，シンプレックス法の手続に従って，ブεノに対応する正の
ッηに対して，
　　θゴ＝癬π（y．0／y。ゴ）
　　　　　7
　として求められるものである。㈲における，z1とZoとの間には，　zブの
性質に応じて，一定の大小関係が成立する。この点に注目すると次の定理
カミ導かれる。
　定理1　　ある基底解κoにおいて，θゴ＞0と仮定すると，
　（a）紛≦0となる非基底列ノが存在すれば，が庄N，。である。
　（b）嬢≧0となる非基底変数xブを基底に入れて新しい基底解（ズ1）を
　　作ると，κ1εDとなる。
　この定理が成立するのは，（a）においては，当該列にある変数を基底に入
れることによって，すべての目的関数値を改善でき，逆に，（b）において
は，　Z（κ1）〈Z（κ0）という関係が成立するからである。われわれの目的
はN，．を発見することにあるから，（a）の場合にはさらに基底の入れ替え
が必要になり，逆に，（b）に該当するような変数は決して基底に組み入れな
いことが明らかになる。
　さて，定理1（a）によって，κ。∈Nを判定する1つの条件が導かれた。さ
らに，次に示すように，同じ様にシンプレックス基準を適用することによ
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つて，今度は，κoεN，。を判定する1つの条件を導くことができる。
　すなわち，
　（c）第i判定基準行のすべての非基底列（jεJ）においてZji＞0となつ
　　ておれば，κ0において第i目標は最大値に達しており，ci・κ＞ci・劣0
　　となるκ’εXが，代替的最適解を含めて，他に存在しないので，κoεN，．
　　である。
　以上から，上記の（a）と（・）のいずれの条件にも該当しない場合の効率性の
判定が問題となる。そこで，このような場合の判定ルールとしてZeleny
らによって考察されたnondominance　testと呼ばれる効率性の判定手続
を吟味することにしよう。
　κoがN，xに属するか否かは，　z（ガ）＞z（κo）をみたすκ’εXの存非を
問うことによって明らかになるから，（1）の制約条件κεXのほかに，あら
たに，
　　‘乞・κ⊇≧♂・κo　　　　（∫＝1，・・…　。，Z）　　　　　　　　　　　　　　　　　　　　　　　　（6）
　という」個の制約条件を追加した，次式のLP問題を考えてみる。
　　　　　　　　じ　目的関係：v＝Σε一一〃2ακ
　　　　　　　i匹1
　制約条件：（a）　κεX　　　　　　　　　　　　　　　　　（7）
　　　　　　（b）　ci・κ一εi十yi＝ci・κo　　　（i＝1，…・…・…・，’）
　　　　　　　　ε五≧0，　y置≧0　　　　　　　　（i＝1，…………，’）
　制約条件式（b）は，超過額（ci・X－ci・κ0）を表わす非負のスラック変数
εiと人為変数yiを用いて⑥の不等式を等式に変換したものである。目的
関数は，ci・κ0すなわち90に対する各目標の超過額εiの総和を最大にす
ることを要求している。
　（7）の解法過程で求まる最初の実行可能解，κ＝κoにおいて，すべてのεi
とyiは零の値をとり，したがって，　v；0となる。かりに，最適解〃1礁v
が零よりも大きくなれば，少なくとも1つ以上のεiが正であることを意
　40
多重目標下の意思決定過程の分析（1）
味するから，
　　ci・κ＝ci●κ0十εi
　が成立する。したがって，c多・κ＞cε・κo，つまり，　g（κ）＞9（κo）となっ
て，κ。εDであることが判明する。逆に，κ＝κoが最適解，したがって，
班ακv＝0であれぽ，すべてのεiが零であるから，z（κ）≧《κo）をみたす
実行可能解κは存在しないことになる。これより，この場合はん。εN，xが判
明する。
　このような判定が多重判定基準シンプレックス表（第1表）のうえで行
うことができれぽ大変好都合である。なぜならぽ，そこで得られる端点艶
ごとに（7）のしP問題を解くという煩雑さを回避できるからである。そこ
で，第1表と（7）のシンプレックス表との対応関係を検討してみることにし
よう。（7）のシンプレックス表は次のような構造をもっている。
変 数
　Xl，○’”。・，　Xm　　　Xm＋1，’’”
［A　圃　1　
　C‘x（％＿観）　　　　0どx肌
　01×（η＿祝）　　　　01x肌
。㍉Xn　　　ε1，’。・。’㍉εz　　y1ド。’’”，yε
　　　　Omx己　　　　　0祝x‘
　　　＿1乙xこ　　　　　1己x‘
　　　＿11xz　　　　　　llxE
　値
bm×1
C・∫。
0
????
　ここで，Aは，（1）における技術係数行列，　Cは判定基準（目的関数係数）
行列，bは右辺定数ベクトル，1は単立行列，0は零行列または零ベクト
ル，oは零のスカラー，1は（1，1，……，1）ベクトルを表わす。（8）と（9）は，
それぞれ，制約条件式（a）と（b）に対応し，O⑦は目的関数式に対応する判定基
準行である（6）。
　さて，κoの基底変数に対応する（〃z×〃霧）の技術係数行列をBで表わ
し，それに対応する（’×〃のの目的関数係数行列をCBで表わすと，最
初の実行可能解κ＝κoにおいて，さきの（8）～⑩は，次のように変化する。
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　ここで，（11）＝B1×（8），（12）＝cB×（11）一（9），そして　（13）＝11×‘
（12）＋（10）である。（11）～（13）は実行可能解（κ，ε）＝（κ。，0）を示してい
る。なお，C・κo＝CBB　1bであるから，（12）における右辺（値）は，零ベ
クトルになっていることに注意されたい。
　他方，第1表の多重判定基準シンプレックス表を以上の記号で表わす
　　　　　　　　　　　　　　　　　　　　　　　じと，’＋1番目の判定基準行はすでに述べたようにΣd・κに対応してい
　　　　　　　　　　　　　　　　　　　　　　　i＝1
るから，次のようになる。
　　　　　　　変　　　　　　　数　　　　　一一一一一一一．．．．一一．一一．．一．一一一一．一．一一一．値
　　r　　　　X1，…・・…………・。・………・μ’，　Xn
　1～溺　　rB｝IA　　　　　　　iB－1　　　　　　B己b　　　　　　　働
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　コ嚇17i同一ci・・珪’ヨ翰舳　1。萄
　　Σ　　　1、11×z〔cBB－1A－C〕　i　llxε〔cBB－1〕　1　11×己〔¢BB－1b〕　．I　Oe
　これより，（13）の第1列と第2列は，（16）の変数列と同一であり，し
たがって，zノ＋1（第1表）そのものであることがわかる。それゆえに，あ
らためて（7）を解かなくても，同一の情報が多重判定基準シンプレックス
表のzノ＋1から得られることが理解される。
　このことは重要な意味をもっている。というのは，（13）は（7）の最適
性に関する判定基準行であったから，前述の判定ルールを適用して，zノ＋1
を通じて効率性の判定をなしうることを示唆するからである。この点を各
ケースに分けて検討してみよう。
　（イ）（13）の各要素，つまりZj‘＋1（j二1，……，n）がすべて正であれば，
　　（κ，ε）＝（κo，0）が（7）の最適解（〃2ακv＝0）であるから，κoεN，xが
　　判明する。
　（ロ）（13）に負の要素がある場合，つまり，あるZj‘＋1が負の場合には，
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次の2つのケースが考えられる。
（ロー1）当該第」列の（12）のすべての要素，つまり，すべての
　Z」i（i＝1，……，」：Zj己＋1＜0）が負であって，θ」＞0の場合。この場
　合には，j列にある変数（Xj）を基底に入れることによって，すべ
　てのεi（i＝1，……，1）に正の値をとらせることができるから，そう
　して得られる基底解をκ1とすれば，（5）より，
　　ci。κ1＝ci・κ〇十εi　　　　（i＝1，・・・…　，1）
　　となり，ε三＞0であるから，κoはん1によってdominateされる。
　したがって，この場合は，κoεDが判明する。
（ロー2）　（ロー1）の条件を緩めて，（12）の中に正の要素が含ま
　れている場合，つまり，あるZjkが正の場合。この場合には，若干
　めんどうな手続が必要になる。（12）において，前述したように，
　各εiは零の値をとって基底に入っているから，Zjk（＞0）をピボッ
　　ト・エレメントとしてεkとX」との間で基底を入れ替えても，新し
　い基底変数X」は零の値しかとり得ない。したがって，他の基底変
　数の値はなんら変化しない。それゆえに，こうして求めた基底解は
　κ0と同一の端点上にあり続ける。εiとXjとのこのような入れ替え
　　である限り，これを何度行っても，得られる基底解は謁。と同一端
　点上にあって，v＝0であり続ける。このようなsimplex　iteration
　　の結果，
　　（i）z’j‘＋1がすべて正になるか，
　　㈹　（ロー1）の条件をみたす列が発生するか，
　　のいずれかの状態に達する。（i）の場合は，（イ）のケースに該当するか
　　ら，κoεN，、が判明し，（i）の場合は，（ロー1）の理由によって，κoεD
　　が判明する。
ところで，（ロー1）の第2の条件をθゴ＝0と変えた場合にはどのよう
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になるであろうか。この場合には，第1表におけるツ。。が零であることを
意味するから，まず，第r行の基底に入っている変数とX」との間で基底
を入れ替える。この入れ替えを行っても，θj＝0であるから，新しい基底
解はκoと同一端点上にある。したがって，この基底解を出発点として，
あらためて，以上に述べた判定ルールを適用していけぽよい。
　このようなテストを行いながら，隣接する端点解を求めていくことによ
って，われわれは，N，。に属するすべての解を発見していくことができる
のである（7）。
　MOLPの以上の解法手続を具体的な数値例に適用してみよう。ここで
は次のような問題を考える。ある企業は2つの事業部から構成され，第1
事業部は3種類の製品（1，2，3）を，第2事業部は2種類の製品（4，5）
を製造・販売している。各製品の製造・販売量を（X1，……，X5）で表わし，
一定期間における製造上の技術的制約条件が次のように表わされるものと
しよう。
／5　　10　12　4　 16
　4．5　　　5　　10
2 10　　　4
　2　81
　5　4i
Xj≧0
xll　r46，000、共通資源制約
・・
・・≦ P・・…1第講藷制約
。、　；8，000　　 　　　　　1第2事業部　　　　　　　　1　原料制約
。、 噤B…1第繍制約
　（」＝1，・・・…　，5）
　意思決定者は，当該期間において，企業全体の限界利益，売上高，機械
稼動時間数の最大化という3つの目標を同時的に追求するものとし，それ
ぞれの目的関数係数をつぎのように仮定する。
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　　　　15　　　20　　　20　　　5　　　40’　製品単位当り限界利益
　C＝　450　　1，000　　1，600　　1，100　　1，400　　製品単位当り販売価格
　　　　2　　　10　　　　4　　　　5　　　　4　　製品単位当り機械時間
　このMOI，　P問題をシンプレックス法で解いていくと，2回のiteration
の後に次のκo解に到達する（第2表）。x6～xloは各制約条件式に対応す
るスラック変数である。この解は効率解であろうか。判定基準行列をみる
と，前述した（a）および（c）の条件は充足していないし，Z」Z＋1＝Z」4（」＝3，4，9）
は負である。さらに，負の2」i（i≦3，j＝3，4，9）が存在しているので，κo
は前述の（ロー2）の状態にあることがわかる。そこで，さきのテストを
行う。それが第3表に示されている。そのステップ皿において，z14＜0，か
つzli＜0（i；1，2，3）が得られるので，（ロー1）の条件が充足され，κoεD
が判明する。そこで，さらに基底の入れ替えを行う。
第2表　ステップ皿（ぎ。）
基底　　X、　X2　×3　　×4　×5　×6　×7　×8　Xg　X、。
?
???0．5　1　　1．2　　　　　　　　0．1　　　　　　　　－0．2
　　　　　　　0．25　　1　　　　　　　　　　　　　　　　0．125
　②4　－0．51　1－3　　　　　－8　　　　　　　　　－1　　　　　　1　　　　2
　　　　　　　　4　　　　　　　　　　　　　－0．5　　1
??）??? 　4　　　5
－400　　　－750
　8　　　－4
?????? 　1
－25
－1．5
3，000
1，000
4，000
1，200
4，000
　100，000
4，400，000
　34，000
Σ148 一388　　－749 103 一25．5 14，534，000
1
　　　　　　　　　　　　　　　　　○はピボット・エレメントを表わす
　まず，第2表において，x1を基底に導入してみよう。その結果，κ1が
得られる（第4表）。これによると，すべてのZj1（jεJ）が正（Zj1＞0）に
なっているので，この解は第1の目的関数（限界利益）を最大化しており，
代替解が存在しないので，κ1εN，xが判明する。
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第3表nondominance　test　1
睡底｛・・X・X・X・Xgε・ε2 ε3
??ッ?ー
??ッ??
?? 一5　　4　　⑤　　　2　　1　　1
50　　　－400　　　－750　　　　100　　　　－25
3　　　　　8　　　　－4　　　　　1　　　　－1．5
1
1
?
48　　　－388　　　－749　　　　103　　　－25，5
X4
ε2
ε3
　一1　　　 0．8　　1　　　0．4　　0．2　　0．2
－700　　　200　　　　　　　　　　400　　　　　125　　150　　　　．1
　－1　　　11．2　　　　　　　2．6　　－0．7　　0．8 1
Σ1　　　－701　　21L2 402．6　124．3　150。8
第4表　ステップ】V（κ1）
基底｝・・X・X・X・X・X・X・X・X・X司値
???1　　　　　2
　　1　　0．2
一2
0．251
?
一〇．25　　　0，5　　　　　　0．5
0．225　－0．25　　　　－0．45
　　　　　　　0．125
－1．75　　　1．5　　1　　　3．5
　　　　　　　－0．5　1
　14　　5
－500　－750
　2　　－4
0．75　　2．5　　　　　　3．5
112．5　－25　　　　－50
　1．75　　－1．5　　　　　－3
2，0QO
2，000
1，000
7，200
4，000
　110，000
4，300，000
　28，∞0
?
一484　　－749 115　　－24 一49．5 4，438，000
　さらに，κ1に対して，X4を基底に入れて隣接する端点解（ぎ2）を求め
る。その結果は第5表に示される。κ2は効率解であろうか。この場合も
（ロー2）の状態にあるので，再び効率性のテストを行う。それが第6表
である。そのステップ皿で，Z」4　GεJ）がすべて正になり，（イ）の条件が充
足されるので，κ2εN、xであることが判明する。
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第5表　ステップV（κ2）
基底1・・X・X・X・X・X・X・X・X・・、。1
　　し
値
xl
x2
×4
×5
x引
　L
1　　　　2
　　1　　G．2
一2
1
1
一〇．25　　　0、5
－G．225－0，25
一1．75　　　1．5
　　0．5
　－0．45
　－0．125
　　0，156
1　　3．5
糊
2，000
2，0QO
1，000
　750
7，200
　14
－500
　2
　0．75　2、5
112．5　－25
　1．75　　－1．5
　4．125　　－1，25
－143．75　　187．5
　－3．5　　　1
　105，000
5，050，000
　32，000
Σ1 一484 115　　－24 一143．125・87．2515，・87，000
第6表nondominance　test（2）
基 底
????ー ???
?????
?
l
　Xg
　ε2
　ε3
Σ
X3 X6 X7 Xg XIO　　ε1　　ε2　ε3
　14
－500
　2
　0．75　　　　2．5　　　　＊4。125　　－L25　　　1
112．5　　　　－25　　　　－143．75　　　187．5
　1，75　　　　－1．5　　　　－3．5　　　　　1
1
1
一484 115 一24　　　　－143．125　　187．25
　3．394　　　　0．182　　　　0．606　　　　1
－12．121　　138．636　　　62．121
13，879　　　2．386　　　0．621
一〇．303　　0．242
143，94　　34．848　1
－0．061　　0．848　　　　1
1，758　　141．022　　　62．742 143，878　34．696
　　　　　　　　　　　　　　　　　　　＊はピボヅト・エレメントを表わす
　さらに隣接解を求めていくと，既述のものも含め，次のように全部で6
つの効率解が求まる。
　κ1＝　　（2，000，　2，000，　0，　0，　1，000，　0，　0，　7，200，　0，　4，000）
　κ2＝　（2，000，　2，000，　0，　1，000，　750，　0，　0，　7，200，　0，　0）
　κ3コ　（0，　1，800，　1，000，　1，000，　750，　0，　0，　9，200，　0，　0）
　κ4ニ・　（Q，　2，950，　425，　1，287．5，　390．6，　（），　0，　0，　2，3（）0，　G）
　κ5＝　（971．4，　2，925．7，　0，　1，257．1，　428．5，　0，　0，　0，　2，057。1，　0）
　κ6二　　（971，4，　2，925，7，　0，　0，　742．8，　0，　0，　0，　2，057．1，　5，028．5）
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　また，上記の各解の目的関数値は第7表のようになる。これをみると，
各効率解相互間に目的関数値のトレード・オフ関係が成立していることが
理解されるであろうd
　　　　　　　　　　　　第7表　z（x7）　　　　　　　　　　（単位：千）
κ1 κ2　　　　κ3 κ4 ∫5 ズ6
c1●　κ話　　　　　　110＊　　　　105　　　　　91　　　　　　89，56　　　　　96．51　　　　102，8
c2●　κ包　　　　4，300　　　5，050　　　5，550　　　　5，593．1＊　　　5，345．71　　4，402．86
・…一　・8　32　30　392・　39・2・　34・・7
＊印は各目的関数の最大値を示す
H　意思決定者との応答
　前節において，所与のMOLP問題に対する効率的端点解の集合N，。を
求めた。モデルが産出したこの集合のなかから，意思決定老は果たしてい
かなる解（または，その組合せ）を選択するであろうか。その選択行為
は，まさしく目標間に存在するトレード・オフの調整過程に他ならない。
このプロセスを分析し，記述しようとするならぽ，われわれは，まず意思
決定者の選好構造を明らかにしなければならない。本節では，これを表現
するものとして，効用関数（8）を想定して，それとの関連でいかなる選択が
なされるかを記述するとともに，かかる選択行為に対してモデルがいかな
る情報提供をなしうるかを考察する。
　意思決定者の効用関数が既知であるとすれば，彼は効用を最大にする解
を選ぶものと仮定することができる。ところで，ここでの効用とは，それ
によって，」個の異質の目標に対して意思決定者が抱いている相対的な重
要性，ないしは既述の如きトレード・オフに対する態度を表わそうとする
ものであるから，その関数Uは，」個の目標水準ci・κ（i＝1，……，りに
よって規定され，さらに，各々を最大化せよという（1）の命題に表現され
ているように，他の目標水準を一定とすれば，ある目標水準の増加に伴い
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Uの値も増加するものと仮定することがでぎる。つまり，ここでの効用関
数Uは，C〔κ〕馨｛cκ1κεX｝の上に定義される増加関数U〔Cκ〕であると仮
定することがでぎるのである。しかも，Xが凸多面体であり，　Cκが線型
ベクトル関数であるから，C〔κ〕も凸多面体を構成する。このような特性
から，次の定理が導かれる（9）。
　定理2　　λ・cκを最大にする少なくとも1つの解がC〔減上における
　　U〔Cκ〕をも最大にするある重みベクトルλ＝（λ1，……，えz））≧0が存在
　　する。
　以下の記述のために，この定理の内容を記号で表わすことにしよう。す
なわち，重みベクトルλのすべての可能な集合をA，つまり，
　　　　　　　　　　　こ　　A＝｛川λεE‘：λi≧0：Σλi＝1，i＝1，……，’｝　　　　　　　㈲
　　　　　　　　　　　i＝1
　とし，所与のλεAに対して，
　　　　　　　　　　ニ　　初ακえ・Cκ≡脚κΣえi・ciκ　　　　　　　　　胸
　　3εX　　　　　　　　詔6x　　i葬1
　という加重総和問題（additive　weight　problem）をPえと略称する
と，定理2によれぽ，Pλを最大にする少なくとも1つの解が，同時に
U〔Cκ〕をも最大にする重みベクトルえεAが存在するというのである。こ
の定理の意味するところは極めて重要である。というのは，目標間の重要
度，ないしはトレード・オブに対する態度といった情報が意思決定者から
λ＊εAという形で入手できさえすれば，分析者の側で，それに対応するPλ＊
を作成し，これを最大にする解を求めれば，それが自動的に決定者の効用
を最大化する解となっていることが，保証されるからである。
　だとすれば，λ＊情報の入手可能性がここでの最大の関心事となる。し
かし，残念ながら，その一般的な可能性は低いと言わざるをえない。とい
うのは，目標間の重要度ないしはトレード・オフに対する態度は，決定者
がおかれているその時々の環境条件や，様々な行動的・心理的諸要因にも
とづいて規定されるものであって，その表明には高度な主観的価値判断が
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伴う。したがって，決定者自身ですら，これを明確に知覚しえないのが通
例であるし，まして，これをλεAという形に計量化することには大きな
困難が伴うと思われるからである。
　こうした現実に対処するために，Zelenyらは，分析老の側で，あらか
じめ，Aのなかで成立しうるあらゆるλの組合わせを想定して，それぞ
れに対応するP2の最大解を求め，その結果を意思決定者に提供するとい
う方法を提案している。こうした情報が提供されることによって，意思決
定者は自己の選好にもっともrelevantなλの領域を認知でき，同時に，
それに対応する行動コースを選択することができるようになると思われる
からである。
　もちろん，この方法によって，最終的に特定のλ＊εAが求まるかどうか
は不明である。しかし，この方法は，選択可能な代替的行動コースとそれ
　コ　　　コ　　　ロ　　　　　　　　
に対応すべきえの値を明示するという点において，最適性論理によって
はこれまで説明のつかなかったトレード・オフの調整過程に対して，1っ
の説明論理を付与するものとみなすことがでぎるのである。
　しかし，この方法をとる場合，λの組合せは無数に存在するので，無数
のPまを考慮しなければならないということになる。したがって，この方
法が実施可能であるかどうかは，考慮すべきPλの数が有限個になるよう
に，λの範囲を適切に分類できるかどうか，すなわちそのようにAを分
割（decompose）することができるかどうかにかかってくる。しかし，幸
いにして，ここでさきのN，。を利用することができる。というのは，所
与のえεAに対してP躍を最大にする解は必ずN。、に含まれているはずで
あるから，逆に，有限個の効率的端点解から，各々に対応するλの範囲
を識別でき，それによってAが分割できるからである。すなわち，各
κ「εNexに対して，
　　脚κえ・cκニλ・cκ「　　　　　　　　　　　⑲　　銚X
50
　　　　　　　　　　　　　　　　　　　多重目標下の意思決定過程の分析（1）
　となるλの集合A（κ「）を発見すればよいのである。ところで，え・cκ「
がPλの最大値になっているかどうかは，多重判定基準シンプレックス表
　　　　　　　　　　　　ど　　　　　　　　　　　　　　　　　　　　　コにおけるZ」1の加重合計Σλi・Z」iがすべてのjεJにおいて正になって
　　　　　　　　　　　　ニユ
いるか否かによって判定することができる。したがって，A（κ「）は，
　　A（κ・）；｛え1λεE‘：2・Zj≧0：jεJ｝　　　　　　　　　　　　　　⑳
　と表わされる。λ・Zjは凸結合であるから，え・Z」≧0（1εJ）によって規定
されるλの集合A（κ「）は閉じた凸多面体を構成し，すべての2＊εA（κつ
に対して，∫「はP之＊の最大解となる。
　前述の数値例でA（κ「）を求めてみよう。まず，A（κ1）についてみると，
λ・Zj≧0（jεJ）は次のようになる。ただし，グラフ作製の都合上，売上高
目標の金額が相対的に大きいために，それに対応するウエイト（22）は100
円を1単位として扱うことにする。
　3　条件式（みZ」≧0）
　3　　14λ1－5λ2十2λ3≧0
　4　　　　　　　5　　21－　　7．5　え2－　　4　　23　≧　0
　6　　　　　　　0。75え1十112．5　22＋175　　λ3　≧　0
　7　　　　　2．5λ1－　0．25λ2－　1．5λ3≧0
　9　　　　　3．5え1－　0．522－　3　え3≧0
　上式に，λ1＝1一λ2一λ3を代入すると，Aの次元を1つだけ減少させる
ことができる。その結果を図示すると，A（κ1）は第1図の斜線部分とな
る。他のがにも同様の手続を適用して，すべてA（xうを求めると，第
2図の如き結果が得られる。
　この図は，多重目標下の意思決定過程を分析し，記述する際の1つの有
力な手掛りを与える。すでに述べたように，A（κ「）とん「との明確な対応
関係を基礎にして，かりに，意思決定者が特定のλ＊εA（κ「）を指定するこ
とができれば，がが一意的に求める解となる。一歩譲って，そのような
特定のλ＊が指定できず，選好範囲が複数のA（κ「）に及んでいる場合で
51
?????????（????）
0．555
0．538
第1図A（二じ1）
9
3
7
A（エ■）
　　　4
　　　0．4
λ3　　第2図　A（が）
???（?????
0．555
0．538
　　　　λ20。8751（売上高）
A（㌶6）
　A（π5）
　　　　　　A（4）A（コ。■）
　　　A（。・）A（・3）
　　　　　　　　λ20．4　　0．7370．7691（売上高）
あっても，意思決定者は，該当するz（κう相互間のトレード・オフ情報
（第7表）を入手することがでぎるから，それにもとづいて代替解を比較
検討することによって，自己の選好範囲をより明確に限定していくことが
可能になる。
　MOLPの最大の長所は，このようなトレード・オフ情報を産出すると
ころにあるが，このモデル自体が意思決定者によるA（κ「）の特定化を保
証するものではないことを留意しておかなけれぽならない。したがって，
意思決定者が最後まで価値判断を示さない場合には，分析者の側で，なん
らかの客観的な決定ルールを用意しておく必要が生じる。その1つとして，
ゲーム理論にもとつくミニ・マックス基準の適用が考えられる。以下，こ
の基準によるトレード・オフの調整過程を検討しよう。
　　2』〃3ακziω　　（i＝1，…・・㍉り　　　　　　　（21｝
　　　　∬εX
　と定義すると，乞写（21，……，2‘）は，すべての目的関数がそれぞれ最適
値をとっているという意味において，2は理想解（ideal　solution）と呼
ばれる。コンフリクトの存在によって，一般的にはそのような解を求める
ことはできないために，われわれは，compromise　solution，すなわち2
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に「できる限り近似する」解を求めざるをえない。ところで，この近似の
程度を測る1つの尺度として次の如き概念を用いることがでぎる（10）。
　　　　　　あ　　　　　　　　　　　ユ
　　Lp（z）＝〔Σ（2Lzi（κ））P〕P，　1≦p≦○○　　　　　　　　（22｝
　　　　　　i冨1
　われわれの目的は，乞にできる限り近似する解を求めることにあるか
ら，Lp（z）を最小化する解，すなわち，
　　〃2伽　Lp（z）＝（c1・死P，……，c‘・πP）　　　　　　　　　　　　　　　　（23）
　　記εX
　における禦が，所与のPに関するcompromise　solutionとなる。こ
こで，P＝1と仮定した場合には，
　　　　　　ろ　　L1（z）＝Σ（2Lzi（κ））　　　　　　　　　　　（24｝
　　　　　i‘1
　となり，P＝○○と仮定した場合には，
　　L。。（z）＝脚κ｛2Lzi（κ）｝　　　　　　　　　　（25）
　　　　　　　i
　となる。つまり，P二〇〇のときは，　L・。（z）は理想解との間に生じうる
最大の偏差を表わすことになる。
　ここで，元。。に注目してみよう。（23）と（25）より，髪。。は次式に従っ
て求められる解である。
　　厩ηL。。（z）≡〃励脚κ｛2i－ziω｝　　　　　　　（26）
　　伽X　　　　　　　　　　3εX　　　i
　ここで，理想解との偏差をマトリックスに表わすと，第8回目ように示
すことができる。ここで，κ「は〃2砿zi（κ）（i＝1，……，1）を満たす解で
　　　　　　　　　　　　　　　zεX
あるから，κ「εN。．を満足している。第8表は2人零和ゲームにおけるぺ
　　　　　　　　　　　　　第8表2Lc乞・が
ん「
C包・κ
???
k
??．．．．，．?
茗1－C1・κ
21－cl．κ1
21－C1●κ2
21FC1・κk
22－C2・κ
22－C2●犀1
22－C2・κ2
22－C2●κk
2‘一d・κ
2己一Cらん1
2乙一C己●κ2
2呂一cL●κk
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イオフ・マトリックスに相当するから，（26）の解死。。は，次式を解いて
得られる最適戦略α＊＝（α1＊，……，αk＊）を通じて求められる。
　目的関数：v一→厩π
　　　　　　　　制約条件：Σαr＊（2Lci・κ「）≦V　　（i＝1，……，’）　　　（幼
　　　　　　r＝1　　　　　　　　　　　に　　　　　　　　　　　Σα，＊＝1
　　　　　　　　　　　r＝1
　　　　　　　　　　　α，＊≧0　（r＝1，……，k）
　（27）は，同値関係を維持しながら，次の如きより簡単なLP問題に変
換することができるqP。
　　　　　　　　目的関数：Σα。一→〃鱗
　　　　　r旨1
　　　　　　び　制約条件：Σα。（乞Lci・κ「）≦1　　（i＝1，……Z）　　　　　㈱
　　　　　r冨1
　　　　　　　α「≧0　　　　　　　　　　　（r＝1，…　…，k）
　（28）の最適解を凌＝（凌1，……，改）とし，▽をその目的関数の最大値，
　　　　　　　すなわち，▽＝Σ費。とすると，（27）におけるゲームの値はv＝1／▽にな
　　　　　　τ＝1
って，最適戦略α＊は，α＊＝v酉という関係式によって求められる。そし
て，薫。。は，α＊をウエイトとするκ「の凸結合として，すなわち，
　　　　　　　死。。；Σα，＊κ「　　　　　　　　　　　　　　（29）
　　　　r51
　によって求められる。κ「εN，xであるから，前述したように，その凸結
合である髪。。もNに属する。
　さきの数値例にもとづいて死。。を求めてみよう。ただし，（25）におい
ては，L。。（z）を偏差の絶対額で定義したが，目標間の尺度の相違を勘案
した場合，これを相対偏差で表わした方が合理的と思われるので，以下で
は，これを次のように修正（規準化）することにするq2）。
　　…（・）一旗乞一身（κ）｝　　　　・…
　これにもとづいて，（26）～（28）も相対偏差に修正する。この場合のペ
イオフ・マトリックスは，第7表の（κ1，♂，κ5）より，次のようになる。
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∫「
L㏄（z）
?????
2一Z1（κ）
　21
i
0
0．1858
0．1226
22－Z2（劣）
一一T2
0．2312
0
0．0442
23－Z3ω
　23
0．2857
0
　このデータを修正後の（28）に入力して最適解を求めると，α＊＝（0．253，
0，0．747）となり，その結果，死。。＝0．253κ1＋0．747κ5となって，死。。の
構成要素（X1，・…一，X10）は，次のように求まる。
死OQ＝（1，231．6，　2，691．5，　0，　939，　573．1，　0，　1，821．6，　1，536．7，　1，012）
　その結果，z（κoo）は，（99，923，5，080，960，36，366）’となる。この解
は，理想解との間に生じる最大の偏差を最小にするという客観的な決定ル
ールに従ってトレード・オフの調整を図ったものである。z（κQO）を第7
表の各z（κ「）と比較してみると，髪○。εNであることが確認されるであろ
う。
皿　目標計画法との比較
　複数目標を取扱う数理計画モデルとしては，目標計画法（goal　progra－
mming：以下GPと呼ぶ）がMOLPよりも早くから知られており，現
実の問題解決の場にもすでに多くの適用がなされているq3）。　2つのモデ
ルは，LPという同一の母体から，複数目標間に存在するコンフリクトの
調整という同一の目的のもとに展開されたものである。したがって，両者
がいかなる関係にあって，情報提供，問題解析といった面においていず
れが有効なモデルであるかを検討しておくことは意義のあることと思われ
る。
　周知のように，GPモデルは，複数個（1，……，りの目標に対して意思
決定者が達成しようとしている希求水準ないしは満足水準（Z1，●’。’”，Z‘）
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塗前提として，それとの間に生じる達成偏差ツi一（i；1，……，りのウエイ
ト合計を最小にする活動計画一いわゆる満足解一を求めることを意図
する。上位に設定された希求水準に下方から接近していく問題設定・した
がって超過達成は無視し，不足達成のみにペナルティを課す決定問題をG
Pモデルに定式化すれば次のようになるq4＞。
　　　　　エ　　廊〃｛Σωiyi－lz（κ）十1プ≧Z：κεX：アーεE‘：アー≧0｝　　　（31）
　　　　1コ1
　ここで，ωiは第i目標に対する希求水準2iの不足達成y－i　1単位に対
するリブレットを表わすウエイト係数であり，zは希求水準ベクトル（21，
……C2りである。
　GPとMOLPの比較を容易にするために，まず前節の数値例をGP
モデルで解いておこう。ただし，2＝（120，000，5，500，000，30，000），ω
＝（0．6，0．002，0．2）と仮定しておく（15）。この場合のGP解は，ンー＊＝
（10，000，1，200，000，2，000），κ＊＝（2，000，2，000，0，0，1，000，0，0，
7，200，0，4，000）となり，目的関数値は8，800となる。この解はさきのM
OLPにおけるκ1（第4回転に対応していることに注意されたい。
　（31）から明らかなように，GPモデルにおいては，希求水準とリブレ
ット係数が所与のインプット係数として定式化されている。ところで，こ
のωは，茗という希求水準をもつ意思決定者がそれらの不達成に対して
抱く相対的不効用を計量化したものであるから，そのように特定化された
目標水準の相対的な重要度を表わしたものと解することができる。GPの
ねらいは，乞のなかにコンフリクトが生じた場合，このωによってトレー
ド・オフを調整しようとする点にある。しかし，ωがこのような性格を
もつ係数であるために，意思決定者の曖昧な選好構造を前提とする限り，
その計量化には，前述したλの場合とほぼ同様の困難が伴うことになる。
事実，このモデルを現実に適用する際に直面する最大の問題は，ωと2
をいかに特定化するかという作業である。
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　ωは，Zが達成できないときに感じる不効用の相対的大きさを表わした
ものであるから，2自体の達成可能性（ないしは困難性）と，そのなかに
生じるコンフリクトの強弱によって影響を受けるはずである。モデルへの
インプット段階では意思決定者がωを明示できない理由はまさにこの点
にある。この段階においては，自己の表明した希求水準が果たしてどの程
度達成可能なものであって，そのなかにいかなるトレード・オフが生じる
かを正確に予測することは極めて困難である。第一，決定者自身が2を
それほど確定的なものとは考えておらず，多分に事後的修正：の余地を残し
たものとみなしているのが通例であろう。
　かりに，モデルの代替的実行可能解とそれらが産出する各目標水準につ
いておよその範囲がわかれば，2との間に生じうる偏差の可能な範囲，し
たがって，その達成可能性とそこに生じるトレード・オフが認知されるで
あろう。ωの形成はこの段階に至って始めて可能になるものと思われる。
かりに，この推論が正しいとするならば，ωは，GPモデルが想定する如
く，意思決定者から先験的に与えられるパラメータとしてではなく，目標
間に生じるトレード・オフに依存しながら事後的に形成されるパラメータ
とみなされるべきであろうq6）。
　この点の論議を明確にするために，Isermanの研究に依拠して（17），　M
OLPを満足基準にもとつく決定モデルに拡張して，　GPとの比較を行お
う。この場合のMOLPは次の定式になる。
　目的関数：y（κ）＝プー一一〃励
　制的条件：（a）z（κ）＋1ツー≧乞　　　　　　　　　　　　　（32）
　　　　　　（b）　　　　　　κεX
　　　　　　　　プεE‘，ツー≧0
　制約条件については（31）より既に明らかであろう。目的関数式は2の
不達成額を最小化するベクトルを求めることを要求している。このMOL
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Pにおいても，すべてのi＝1，……，1に対して，
　　駕’π　 ンーi＝ンーi＊　　　　　　　　（i＝1・。・・9●・9。の曹9，　1）
　　伽X
　となるプi＊が存在するのは，特別の場合，つまり，2になんらコンフ
リクトがない場合に限られる。したがって，y（κ’）≦y（κ＊）となるκ’を
Xのなかから排除するすべてのκ＊εX（N。。）を発見することがここでの目
的となる。（32）から示唆されるように，Zをどのように定めるかによっ
てN，。は変化する。そのため，Isermanは，所与の2のもとで導かれ
る効率解を2効率（2－efficient）と呼んでいる。
　GPとの比較を容易にするため，前述の数値例と同じように，2＝
（120，000，5，500，000，30，000）と仮定して解を求めてみよう。その場合，
（32）は次のように表わされる。
　　　　　　　　　　　　　　　　　　　　　　／　　　　　＼　　　　／
厩π
　　　　へ
﹇????
5
4．5
2
15　　20　　20　　　5
450　　1，000　　1，600　　1，100
　2　　10　　　4　　　5
?????
　40
1，400
　4
12 　 4
10
4
　　　2
　　　5
???????
十
1
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?
1
1
Xl
X2
×3
×4
×5
yf
y2－
y3一
1≦　難／，
　／120・∞0
≧　　5，500，000
　　　30，000
　　　　　　　　　　　　　x1，・…・・，　x5，　y1一，　y2一，　y3一≧0
　これに対するZ効率解（x1，……，xlo）は次のように求まる。これら5つ
の効率解にrelevantなωの範囲をA（κ「のとし，これを求めると，第
3図のようになるq8）。
κ1乞＝（2，000，　2，000，　0，　0，　1，000，　0，　0，　7，200，　0，　4，000）
κ2乏＝（1，666．7，　2，300，　0，　0，　916．7，　0，　0，　4，866．7，　666．7，　4，333．3）
κ3乞＝（2，000，　2，000，　0，　500，　875，　0，　0，　7，200，　0，　2，000）
κ4乞＝（2，000，　2，000，　0，　1，000，　750，　0，　0，　7，200，　0，　0）
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κ5乞＝＝（2，000，　1，820，　900，　1，000，　750，　0，　0，　9，000，　0，　0）
　　　　　　　　　　　第9表　y（メの　　　　　　　（単位：千）
い・ κ2ヨ κ3葦 κ4否　　　κ52
????????　10　　　12．3　　12．5　　　　15　　27．6
1，200　　　1，166．7　　　825　　　　　　450　　　　0
　2　　　0　　　0　　　　0　　0
λ3
1
A（　2κ茗）
0．538A（媛
第3図　2：一効率解に対応するA（　　rκΣ）
A（コじ⊥　z）　A暢）A（・・書）
0．4 0．737 1　　λ2
　さて，κ1茗の各要素をみると，それがさきのGP解κ＊と一致している
ことがわかる。これは偶然ではない。両者が一致した理由は，第3図の
A（κ12）をみれば明らかになる。すなわち，GPモデルに入力したリブレ
ット係数が，ωεA（κ1のとなっていたからに他ならない。かりに，他のい
ずれかの集合A（κ「のに属するωをインプットしておれば，GP解は
錫となっていたはずである。つまり，GP解は，満足基準によるMOL
Pの1つの特殊解であることが理解されるであろう。
　MOLPを採用する場合には，意思決定者は第9表の如きトレード・オ
フ情報を入手でき，それにもとづいて自己の選好にもっとも適合するωの
範囲を探求していくことができる。そして，最終的な選択に至るまでに，
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いかなるトレード・オブがなされ，そのために選択した各目標水準が各々
の最適値からどの程度の譲歩がなされたかを知ることができる。N。xの探
求プロセスを欠くGPモデルに対しては，最終的な結論を問うことはでき
ても，そこに至るまでのこのようなプロセス情報を求めることはできな
い。この意味において，GPがoutput　orientedなモデルであるのに対
し，MOLPはprocess　orientedなモデルであると結論づけることがで
きる。　　　　　　　　　　　「
　最後に，数理分析の用具としてのGPモデルの技術的な弱点に触れてお
こう。それは，このモデルから得られる双対情報（shadow　priceやre－
duced　cost）が数理的な分析には有効に機能しないという点である。その
最大の原因は，判定基準要素の算定過程でウエイトωが混入されるところ
にある。しからば，MOLPにおいてはどうであろうか（19）。これを検討
するために，κ1，に注目してみよう。その判定基準行列は，y『i（と人為
変数）に対応する部分を除けば，たまたま第4表のそれに合致しているの
で，これにもとづいて吟味しよう。
　（3）で定義したZjiは，　L　Pの双対性理論に従って，次のように解する
ことができる。
（イ）スラック変数に対応するZj置は，それに対応する制約資源1単位当り
　の第i目標への貢献額（shadow　price）を示す。
（ロ）構造変数に対応するZ」iは，当該活動水準1単位当りの第i目標への
　影響額（reduced　cost）を示す。
　たとえば，共通資源（スラック変数X6）に対応する判定基準列Z6iは
（0．75，112．5，1．75）ノとなっている。これは，共通資源がもう1単位追
加投入できれぽ，限界利益を0．75，売上高を112，5，機械稼動時間を1．75
だけ増加できることを表わしている。また，第2事業部の原料制約（スラ
ック変数Xg）は，そのもう1単位の追加投入によって，限界利益を3．5だ
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け増加させるが，逆に，売上高と機械稼動時間に対しては，それぞれ，50
単位および3単位だけ減少させるように寄与する。
　また，製品4（x4）は，この解においては，非基底にある。したがっ
て，1単位も製造しない状態にある。この場合，z4iは次の如き情報を与
える。つまり，製品4を1単位でも製造・販売すれば，売上高と機械稼動
時間を，それぞれ，750単位および4単位だけ増加させることができるが，
逆に，限界利益は5単位犠牲にしなければならない。
　この例から理解されるように，MOLPの双対情報は，各制約資源と棄
却した行動コースのopportunity　costを多次元に評価したものである。
モデルが写し出そうとしている個別管理領域における様々な決定前提と，
それに意図的な影響を与えようとする目標体系との結びつきを計量的に明
らかにするこのような情報が双方の決定過程にフィード・バックされるこ
とによって，全体としてより整合性のある結論に到達することが可能にな
る。
まとめにかえて
　本稿では，MOLPモデルによる多重目標下におけるトレード・オフの
調整過程を検討するとともに，多目標計画法の1つであるGPとの比較を
行った。その結果，MOLPが，トレード・オフ情報を産出するという点
と，process　orientedなモデルとして利用できるという点において，意
思決定者がおかれている現実的制約に対して一層弾力的に応えうる可能性
をもっていることを明らかにした。すでに解法のためのコンピュータ・プ
ログラムも開発されているので（2。），今後は，現実の適用面においてその
有効性がテストされるであろう（2P。
　しかしながら，このモデルを現実の問題解決の場に適用する際には，次
のような問題が生じることを予測しておかなければならない。すなわち，
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現実のモデルにおいては，必然的に，変数や制約式の数が多くなり，同時
的に追求する目標の数も増えてくる。そうなると効率的端点解の数が飛躍
的に増加するため，各代替解が発生させるトレード・オフ情報も複雑な構
成となる。意思決定者の選好が明確であるか，ミニ・マックス基準の如く
客観的な選択ルールを適用する場合にはなんら問題はないが，そうでない
場合には，多数の組合わせのなかから1点を選択することにはかなりの困
難を伴うことになる。これを解決するには，モデルと意思決定者との間の
応答をより緊密化するとともに，選好範囲を限定するためのより強力な方
法が開発されなければならない。すで．にその方向における研究成果がいく
つか発表されているが，その点に関する検討は次稿に譲りたい。
　注
（1）　多重目標下の意思決定問題に対する各種のアプローチに関する概説につい
　　て．は、，K．　R．　MacCrimon，〔8〕，　M．　K．　Starr　and　M．　Zeleny〔12〕．，　K．
　　Nakamura〔10〕等を参照されたい。
（2）　ベクトル最大化が目的関数になっているので，（1）のモデルはvector　ma－
　　ximum　problemとも呼ばれる。
（3）　ベクトル最小化問題であれば，定義における不等号の向きは逆になる。
（4）　cf．　P．L．　Yu　and　M．　Zeleny〔15〕PP．437～438．
（5）　multicriteria　simplex　methodに関する以下の論述は，　M．　Zeleny，
　　〔16〕〔17〕，P．　L．　Yu　and　M．　Zeleny〔15〕に依拠している。　N・xを発見
　　するアルゴリズムは他の研究者によっても開発されている。cf，　R　E．　Ste－
　　uer〔13〕．
（6）人為変数に対応する．目的関数係数にはペナルティーがすでに付加されてい
　　る。
（7）　隣接解を効率的に探求するアルゴリズムについてはM．Zeleny〔16〕，
　　PP．80～93．を参照されたい。なお，　N・xは互いに隣接した有限個の効率的
　　端点解から構成されることが証明済みである。cf．　M．　Zeleny〔16〕，　P．30，
　　P．L．Yu　and　M．　Zeleny〔15〕，　pp．448～449．
（8）　社会的な決定モデルでは，効用関数よりもwelfare　functionが用いられ
　　る場合もある。
（g）　cf．　M．　Zeleny〔17〕，　p．275．
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（10）　Lp（z）はfamily　of　L・P－metricsと呼ばれる。その詳細々こついて々よ，
　　M。Zeleny〔17〕，　PP．281～300，　M．　Zeleゆy　a狙d　J，　L．　Cochrane〔18〕，
　　pp．383～390．を参照されたい。
（11）　この変換過程については，cf．　R．　Luce　and　H．　Raiffa〔7〕，　PP．408～423．
（12）　MOLPが発生させる各種のペイナフ・マトリックスの態様に応じて適切
　　な基準化を行う方法については，S．M．　Belenson　and　L．C．　K：apur〔1〕が
　　詳しい。
（13）　GPモデルの適用例については，　cf．　S．M．　L㏄〔6〕．
（14）　下方に設定された希求水準を上方から接近していく場合や，特定の水準を
　　過不足なく達成することを意図する場合においても，（31）のような定式に
　　変換することができる。
（15）　ω2については，売上高目標の測定単位を前述したように調整するべく，こ
　　の係数に100分の1を乗じて，相対化を図った。売上目標を100分の1にスケール
　　・ダウンすれば，ωは（0．6，0．2，0．2）になる。以下の論述にあたって，A（鳩）
　　との対比を行うとぎは，このようにスケール・ダウンしたωの値を用いる。
（16）　GPモデルに対するこの点の批判については，　cf．　J．　N，　Morse〔g〕，　p．
　　385，H．　Iserman〔4〕，　p．246．
（17）　　cf，　H．　Iserman　〔4〕．
（18）　この場合も，売上目標について100円を1単位として計算している。
（19）　MOLPにおける双対変数の意味については，　H．　Iserma且〔2〕〔3〕〔4〕
　　を参照されたい。また，J．S．　H、　Kornbluth〔5〕は，　MOLPの双対情報
　　に対して経済的解釈を行い，これを会計機構に組み入れる試みを展開してい
　　る。
（20）　コンピュータ・プログラムについては，cf．　M．　Zeleny〔16〕，　PP．202～
　　220．
（21）　たとえば，複数規準にもとづいて人材を選択・配置する決定問題の解決の
　　ために，R．　E．　Steuer　and　M．　J．　Wallace，　Jr〔14〕は本稿で述べた満足
　　基準にもとつくMOLPモデルを適用している。
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