



ELSEVIER Journal of Computational nd Applied Mathematics 89 (1997) 135-153 
An algebraic multilevel iteration method for finite element 
matrices 1 
O. Axelsson a,,, M. Larin b 
aDepartment of Mathematics, Catholic University of Nijmegen, Toernooiveld 1, 6525 ED Nijmegen, Netherlands 
bDepartment of Problems of Physics and Chemistry, Computing Center SD RAS, Lavrentiev ave. 6, 
630090 Novosibirsk, Russia 
Received 5 December 1996; received in revised form 3 November 1997 
Abstract 
To solve a sparse linear system of equations resulting from the finite element approximation of elliptic self-adjoint 
second-order boundary-value problems an algebraic multilevel iteration method is presented. The new method can be 
considered as an extension of methods, which have been defined by Axelsson and Eijkhout (1991) for nine-point matrices 
and later generalized by Axelsson and Neytcheva (1994) for the Stieltjes matrices, on a more wider class of sparse 
symmetric positive-definite matrices. The rate of convergence and the computational complexity of the method are analyzed. 
Experimental results on some standard test problems are presented and discussed. © 1997 Elsevier Science B.V. All rights 
reserved. 
Keywords: Algebraic multilevel iterative method; Preconditioned conjugate gradient method; Generalized eigenvalue 
problem 
AMS classification: 65FI0; 65N20 
I. Introduction 
Many problems in science and engineering can be reduced to solving an algebraic linear system 
of equations 
Ax- -b ,  (1.1)  
where A is a sparse symmetric positive-definite matrix of order N, which arise from finite element 
approximations of elliptic self-adjoint second-order boundary-value problems. 
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In recent imes much interest has been devoted to the construction of preconditioners of optimal 
order of computational complexity for the solution of system (1.1). For such preconditioners, one 
can find an iterative method which converges in a number of iterations independent of N, and a 
computational cost per iteration which is proportional to N. In particular, algebraic multilevel and 
multigrid methods allow us to construct preconditioning matrices with these properties, see [2, 4-6, 
9-11], for instance. 
In the present paper we will use the algebraic multilevel iteration (AMLI) method to define the 
preconditioners for the preconditioned conjugate gradient (PCG) method. The preconditioning matrix 
M can be recursively defined as a sequence of preconditioning matrices M ~k) corresponding to a 
sequence of matrices {A ~k~} of an increasing order nk, k=ko, ko + 1,...,L, where k0 is the level 
number of the coarsest mesh used. Note that A =A/L) and M =M IL). 
There are two different ways to define the sequence {A(k)}. The first approach is based on the 
finite element approximation of reduced matrices for a sequence of nested meshes, for details, see 
[5, 6, 11]. The second one is to form the reduced matrices explicitly as Schur's complements of 
intermediate matrices of the previous level, which are constructed by some technique of deletion of 
certain matrix entries and diagonal compensation of those entries, see [1, 2, 4]. 
The present paper belongs to the second class and can be considered as an extension of methods, 
which have been defined by Axelsson and Eijkhout [2] for nine-point matrices and later generalized 
by Axelsson and Neytcheva [4] for the Stieltjes matrices. These methods are methods of deletion 
of matrix entries and diagonal compensation of them. The first method is based on the recursive 
red-black ordering of mesh nodes, approximating the nine-point stencils by five-point ones at the 
red points and then forming the reduced system explicitly as the Schur's complement system of the 
previous level, which is then a nine-point stencil on a skew-oriented mesh. The second one is an 
extension of the first method to more general classes of Stieltjes matrices. 
The main difference between the method presented here and those used previously is that, instead 
of the recursive red-black ordering on a rectangular mesh we make use of a special recursive 
one on a triangular mesh, and in contrast o the five-point approximation of nine-point stencils in 
some nodes we apply a four-point approximation of the standard seven-point finite element one. 
In addition, we will show that when choosing a proper recursive ordering, the presented method is 
readily applicable also when applied for nonregular finite element meshes. 
The paper is organized as follows. In Section 2, the background for the AMLI method is recalled. 
Section 3 is devoted to the description of the algorithm to approximate he first pivot block of the A Ik~ 
matrices. The computational complexity and the rate of convergence will be discussed in Sections 
4 and 5. The local analysis of the quality of the preconditioning matrix is given in Section 6. In 
the final section, performance r sults on standard test problems are presented and discussed. 
2. The AMLI method 
To create the preconditioning matrix M we have to construct a sequence of matrices {A(k)}, 
k=ko, ko + 1, . . . ,L -  1,L of an increasing order nk, where A ~L~ =A and A is assumed to be a sparse 
symmetric positive-definite matrix. 
Let {G~} be a sequence of matrix graphs corresponding to the sequence of matrices {AIkl}, i.e., 
G~ =(Xk,Ek)= G(A~)), where Ark =X(A Ck)) is a set of vertices and Ek =E(A ~)) is a set of edges 
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(k) in the matrix graph for A k, where (i, j) c Ek if and only if aii 7 ~ O. We assume that the following 
conditions are satisfied: 
(1) {Xk} is a sequence of nested meshes, i.e., 
Xk, C Xk,,+~ E-- .  CXk cXk+~ E.--EXL, (2.1) 
(2) the number of vertices increase in a geometric ratio, i.e., 
nk+l --p~>~p > l, k=ko, ko+ l , . . . , L -  l. (2.2) 
nk 
Now we define the sequence {A (<)} by recursion from the top to the bottom: Each matrix 
A (~+1), k > 0, is partitioned in a certain manner into a two by two block matrix form: 
[ A(,kl +', ~(~') ]~*]2 (2.3) 
A(~+')---- LAnai +') "'22~(~+1) ' 
where the first group of unknowns correspond to the vertices in X~+I, which are not in Xk, and the 
second one corresponds to those in Xk. The selection of sets of the vertices X~ will be discussed in 
detail in Section 3. It is assumed that A(ikl ) is diagonally dominant. 
When we approximate A0<i +') by a diagonal and positive matrix A(lhl +'), defined by 
A(,t; +'we (~+ ' ) -- AC, k,+"e *k+'), (2.4) 
where e (k+t)-- (I . . . . .  l )  w is a column vector of the order nk+1 -n~.  
Next we consider an intermediate matrix 
~(~+l) ~(~+I) ' (2.5) 
<J21 "'22 
which is also a symmetric positive-definite matrix. This result will be proved in Section 5. 
We define now the matrix A (k) as the Schur's complement of>1 (~+~), i.e., 
A(t) =<'22J(/<+1) --'J21A(k+l)A(lkl+l) t~(k+t)"12 • (2.6) 
Note that A ~k) is a symmetric positive-definite matrix being a Schur's complement of the symmetric 
positive-definite matrix [8]. In order to preserve some sparsity pattern in the matrix sequence one 
must choose A]~I +l) properly. Typically, it is a diagonal or a block-diagonal. 
To proceed, we apply a similar operation to each matrix A (k) and repeat his process until the 
matrix corresponding to a coarse mesh is obtained. 
The preconditioning matrix M is defined recursively, based on a sequence of matrices {M(k)}, 
which are preconditioners for the sequence A (k), k = k0, k0 +1 . . . . .  L. Here they are defined as follows: 
M (k')) - -A (~')) for  k=ko + 1 . . . . .  L,  
j ,j(k+) i S(k) ' 
L"21 
(2.7) 
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where the matrix A(I] ) is defined above and 
S (k) = A (k) [I - P~.k (M (*)-'A (k))]-l, (2.8) 
where Pv~(X) is a polynomial of degree vk, normalized by Pv~(0)= 1, and which is small in the 
interval Ik = [_tk,ik] containing the eigenvalues of M(k)-'A Ck). Let in addition Pvk(x) > O, x EIk hold. 
The choice of the polynomials will be discussed in detail in Sections 5 and 6. Note that both A (k) 
and M (k) are symmetric and positive definite so the eigenvalues of M (k) 'A (kl are real and positive. 
3. Description of sets Ark 
At first we make an important remark. It is well-known that in the process of LU-factorization 
the structure of the original matrix A suffers fill-in. However, by the deletion of certain couplings 
before the elimination, there does not appear many new couplings. If we delete some couplings for 
a group of nodes(unknowns) before their elimination, then the resulting Schur's complement will 
have a simple structure as compared to the structure of the exact Schur's complement, which would 
have arisen if no initial deletions were done. 
This fact can be used to preserve the sparsity structure of the Schur's complement of the inter- 
mediate matrix ,~(k+,) in the process of the factorization. This will be discussed now. 
Let a matrix A (k), which corresponds to the structure of a triangular finite element mesh/matrix, 
be given on each level. 
Step 1 (Partitioning the set of vertices Xk+~ ): Color the nodes of the graph in three colors: red(o), 
blue([]) (the set Xk+l\Xk ) and green(e) (the set Ark) by a certain principle: nodes which have the 
same color are not connected, i.e., there are no couplings between the nodes of the same color (Fig. 
l(a)). A classical result states that for an arbitrary planar graph with four colors would suffice. 
For graphs with some special property fewer colors may suffice. For instance, for an equilateral 
triangulation, it suffices with three and the familiar five-point difference rectangular mesh requires 
only two colors. 
Step 2 (Approximation of the block ~,~,~(k)~',. Delete all couplings between red and blue nodes by 
diagonal compensation. It leads to the mesh corresponding to the intermediate matrix ilk+l I, which 
is shown in Fig. l(b). 




Fig. 1. Transformation of the graph Gk+l into the graph Gk: (a) Example of coloring of a triangular mesh; (b) the 
triangular mesh after deleting certain couplings; (c) the new triangular mesh. 
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Step 3 (Calculat ion o f  the new matr ix  Ark)): Make a graph reconstruction which corresponds to 
Gaussian elimination of all red and blue nodes. It generates a new triangular finite element mesh 
Gk for the green nodes, which has the same structure and much fewer number of nodes (Fig. l(c)). 
As the corresponding matrix has again the same finite element matrix structure, the process can 
be repeated until a sufficiently coarse grid is reached, where the linear system of equations can be 
solved by a direct method with computational cost sufficiently small in relation to nL. For example, 
one can use the following criterion: 
nk,, ~ (nL)1/3. (3.1) 
In this case the total computational cost to solve the system with matrix A (k°) has the order O(n 2/3 ). 
We have here assumed that the nodes of the coarse mesh have been ordered such that the bandwidth 
of A (k'! is O(v/~70), or less. 
Alternatively, one can use a simple iterative solution such as the Jacobi PCG method to solve 
the coarse mesh matrix problems. In this case, the number of iterations depend on the condition 
number of this matrix. For a further discussion of this approach, see [4]. 
4. Computat iona l  complex i ty  
At each level we have to solve a system with the matrix M ~k), which is a preconditioner to the 
matrix A ~k). By the choice of S I~+~ and the structure of the matrix sequences {A ~k)} and {MIk)}, it 
requires only some matrix-vector multiplications and vector additions. More precisely, solution of 
a system with matrix M ~) breaks up into two subproblems: forward 
m _ l  
Zl =Allhi +1) Yl, 
z2 = Y2 -- A~ +l)zl, 
(4.1) 
and back substitutions 
X2 =S (k) Iz2 ' 
x. =z ,  - A]~ +1) 'a(k+l l ,  12 )X2" 
(4.2) 
Here we have to solve two systems with the diagonal matrix ,4(1~i I and the system with S (k), which 
was earlier suggested in [5] and can be written in the following way: 
Solve M(~)x = a,,k w. 
For r = 1 step 1 until vk - 1: 
solve M(k)x =A(k)x + a~.,_rw, 
where 
P~,(t) = 1 - aEt . . . . .  a , , t " .  
Hence, to solve the system with M (k+l) we need to solve vk systems with M (~). Each of these systems 
require vh - 1 solutions with M (k-~) and so on. To estimate the total computational complexity we 
can use a recursive technique, which has been already discussed in [4]. 
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Denote by wL the computational complexity of the solution of the system with preconditioning 
matrix M and by nk the number of points of the mesh at level k. Let v, 0 ~< v ~<L be an integer 
parameter and let the polynomial degrees v~ be chosen as 1 for every/t consecutive values of k, i.e., 
vL=l ,  vL ~=1, ..., vL_~,+~=l, VL_~,=V, 
VL--I,--= = 1, YL- l l -2  = 1, . . . ,  ~'L--ZlL = 1, YL--2/I--1 = Y, (4.3) 
VL-2p--2 ~ 1, YL 21t 3 ~ l ,  . . .  , I~ko = 1. 
Let the number of nodes n~0 at the coarse level be defined by criterion (3.1) and the amount of 
2 The latter holds when we solve the coarse mesh work at the coarsest level be proportional to nk0. 
problem by a direct method and the bandwidth of the corresponding matrix is O(~) .  Then 
wL = C(nL + . . .  + HL-It ) AV CY(HL-I,-1 AV "'" AV nL-2~) 
~-C y2(1/IL-21t-1 ~- " " " AV nL--31l) -~ " " " -~ C I'(L--k°)/(l'+l)n~o 
(4.4) 
~ CnL 1+- -+- - '+  p 1 - vp -(~'+~) + Cv(L k°)/(~+J)n~° 
pt '+' - - I  1 ( V ~(L--k°)/C'~+')pL_h. n2 o
<~ CnLp~ 1)l  -- v/p' '+j + CnL kp,,+, j n~' 
where p is the constant from (2.2) and C is an upper bound of the arithmetic work per meshpoint 
defined by vector additions and matrix-vector multiplications in (4.1) and (4.2). Due to the deletion 
of certain matrix entries as discussed in Section 3, C does not depend on L. The inequality for the 
first term in (4.4) is satisfied provided that 
v < p¢,+l, (4.5) 
and from (4.4) one can see that its coefficient of nL is independent of the number of levels. To 
analyze the second term in (4.4), we assume that 
v < (0p) I'+1 (4.6) 
for some 0< 1. Then, using (2.2) we find that the second term in (4.4) is bounded by O(nL) if 
oL-k°nko ~ 1, 
i.e., 
0 ~- nk0- i/~L-k0) . (4.7) 
Here, nk- ~/~L-k°) --~ 1, as L --+ e~, if k0 is fixed, i.e., if the size of the coarse mesh problem is fixed. 
Hence, in this case we can take 0 very close to unity. If we permit nk0 to grow with nL, for instance, 
as nko=n~ for some 4<1,  then it follows from (4.7) that O<<,nS/~L-k) Assume that nL=p L (cf. 
(2.2)). Then the above condition implies O<<,p -~/~l-~°/L) When L ~ oo, we find O<p -~. Hence, 0 
can be taken arbitrary close to unity, if ~ is sufficiently small. The choice made in (3.1) seems to be 
sufficient. Then 0 ~<p-1/3. As a conclusion, the coefficient of nL of the second term is independent 
of the number of nodes on the fine mesh if (4.6) and (4.7) hold. It follows that the inequalities 
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of (4.6) and (4.7) define the upper bound of the degrees of the polynomials, under which the total 
computational complexity for one application of the preconditioner is proportional to the number of 
nodes on the fine mesh, and that conditions (4.6) and (4.7) are only slightly stricter than (4.5). 
5. Rate of convergence 
In this section we will analyze the condition number of the matrix A to the preconditioner M 
and discuss some conditions for an optimal rate of convergence. This will be done by comparing 
the condition numbers on two adjacent levels. 
For the further analysis we recall that the intermediate matrices {~lk)} arise as result of deleting 
certain couplings in the first pivoting block A~I~ ) of the original matrix A <k). The values of these 
couplings can be both negative and positive, because the matrices AII~ ) are not M-matrices in general. 
Now if we try to find its approximation from (2.4), it may happen that the resulting matrix Atl~i ) is 
either a nonpositive definite or singular matrix. Hence, assume that on each level all positive entries 
are located outside All~ ) (in A(I k), for instance). 
Now to estimate the condition number we will use the following results, which were proven 
earlier for Stieltjes matrices. Here we rewrite them in our notation. 
The following inequalities for the condition numbers on each level, 
xTA (k+l)x 
(1 - Pv~( l_k))~xVM(k+l) x ~flk+l, (5.1) 
hold, where we have assumed that 
max P,,~ (t) = P~,~ (th), Ik = [tk, ik] 
tEl~ 
is valid. Here we choose the boundary points of the interval Ik+l to be 
_tk+ l =(1 - P~.~(tk)), ih+l =flk+l. (5.2) 
The definition of the constants flk+~ will be discussed in detail in the next section. The polynomials 
P,.~(t) are chosen as 
P,, ( t )=  (!~+:~) , (5.3) 
T,.~ + 1 
where Tin(t)  are the Chebyshev polynomials of degree m, 
T0 = 1, T1 = t, T,.+j = 2tT,. - T,._I.  
To obtain the final condition on the lower bound of the degrees of the polynomials we use the 
standard technique, which is described in [4]. 
The condition for the optimal rate of convergence is 
v > max I-[ /~, , (5.4) 
g=l'2"'"'L/It s=L--~t 
where vk is chosen as in (4.3). 
We collect the final results (4.6), (4.7) and (5.4) in the following theorem. 
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Theorem 5.1. The algebraic multilevel iteration method for the finite element matrices, based 
on the sequence of  the matrices {A Ik)} defined with (2.4) and (2.6), and the sequence of  their 
preconditioners {Mtk)}, recursively defined with (2.7), (2.8) and (5.3), has an optimal order of  
computational complexity i f  
L--(~--1 )p )1/2 
(Op) ~+l > v > max H fls ~= 1,2,...,L/p s=L--~lt 
where ~s is the above defined constants by (5.1) and (5.2), p is a coefficient of  a geometric 
progression from (2.2), 0 is a parameter, which depends on the number of  nodes on the coarse 
mesh and defined by (4.7), v is the degree of  the matrix polynomials used in (2.8) and v> 1 at 
every (It + 1 )th step. 
Thus, choosing proper degrees of the polynomial vk we have an optimal rate of convergence, 
i.e., the condition number of M-1A has magnitude O(1), and the whole computational complexity 
is O(nL), which is proportional to the number of nodes on the fine mesh. 
6. Local analysis 
To estimate the quality of a constructed precondition matrix we solve the following generalized 
eigenvalue problem on each level: 
A(k)v= 2M(k)v. (6.1) 
To do this we construct element matrices which can be associated with the global matrices and 
analyze their condition number, i.e., we reduce the analysis of the global generalized eigenvalue 
problem to a local analysis. 
Lemma 6.1. Let {Ai}~=l and {Mi}7=, be sequences of  symmetric positive-semidefinite matrices, 
"A  ~M A = ~i=l i, M = ~i=l i. Then, if for some positive constants ~i and fli >>- ~i and for all x c ~", 
~ixV M, x <~ xV Aix <~ xV M, x 
holds, then 
o~xT M x ~ xT Ax ~ flxT M x, 
where ~ = min ~i, fl = max fli. 
Proof. Follows directly from the definition of the parameters of ~ and ft. [] 
Lemma 6.1 shows that the global analysis can be reduced to a local analysis. In finite element 
applications, Ai usually correspond to the elementary finite element stiffness matrices, and M~ are 
their preconditioners. In this case A, and M~ are typically singular, except, for a few matrices such 
as those associated with boundary elements. However, the spectral relation between A and M is still 
valid if one of them is positive definite on the orthogonal complement to their common null space. 
O. Axelsson, M. Larin/Journal of Computational and Applied Mathematics 89 (1997) 135 153 143 
3 1 
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Fig. 2. The superelement. 
Consider two triangular elements, which have a common edge (see Fig. 2). It is well-known that 
the corresponding finite element matrices for linear basis functions on arbitrary triangles, which are 
shown in Fig. 2, are 
Jill ~- 71 --~1 --ill 
1 [ -Tt  ~t -'}- "}'1 --0{1 
L --ill --~1 t l  ~ O{l 
[ ~2 +72 --72 --12 ] 
K2=~l ] -72 ~2+72 -~2 
A A 
where ~l, ill, 71, ~2, f12, Y2 are cotangents of gl, t l ,  ~, g2, f12, ~2, respectively. Note that this relation is 
valid only for the original grid since on the later grids the values of ~i, ii and 7i are not cotangents 
of suitable angles. However, for each triangular element of the graph Gk, 0 < k < L one can assign 
a similar elementary matrix, where o~g, iig, 7~ are values of off-diagonal entries of A (e). For example, 
(k+l) II (k+l) (k+l) 
~1 =--a23 , =--a13 , }~1 =--a12 
After having assembled these elementary matrices, we derive the following superelement matrix: 
1 
K = - 
2 
l l  -}-71 -}-12-}-72 --71 --72 --~1 --t2 
--)'1 --72 gl -}-71 -}-~2-}-Y2 --'gl --~2 
--ill --~1 t l  -}-~1 0 
-32 -~2 0 32+72 
(6.2) 
Two nodes, lying on the common edge, are red and blue, the other nodes are green. Deleting the 
coupling between red(1 ) and blue(2) nodes, we obtain 
B= [ i ,  +/32 o - i ,  -,:q fll + ~ 0 
--3{ 2 0 i2 @ 3{2 
(6.3) 
144 O. Axelsson, M. Larin/Journal of Computational nd Applied Mathematics 89 (1997) 135-153 
Now we have to solve the local generalized eigenvalue problem 
Kw=2Bw 
or, by partitioning the matrices into two by two blocks, 
 2]Ew I  21[w l 
K2, K2 w2 K21 K2 w2 
(6.4) 
The solution of this problem is as follows: 
1. 2= 1, w, =0,  W2: (l); 
2. 2= 1, w, = ('l), w2 =0;  
3. 2# 1, w2 =--Kf2lK21wl and (Kll - K I zK2221K21)wl  =2(Bll  -- K12K[21K21)wl, where wl is not in 
the null space of the two matrices. 
An elementary calculation shows that in the latter case the generalized eigenvalue problem re- 
duces to 
- -  w l  = )4 + wl, 
7, +72+/s t  +51 /$2+52/  1 1 k,/$1 +51 /$2+52J  1 1 
which has the unique solution 
(71 + 72)(51 + /$')(52 + /$2) 
2= 1 + ~1/$,(52 +/$2) + 52/$2((~1 + ill)" (6.5) 
Theorem 6.2. The upper bound of the maximum eigenvalue of the generalized eigenvalue problem 
(6.1) on level k is 
ik < 1 + max (' (7, + 72)(0q + fl, )(~x2 + /$2) ) 
ecE~ \,51/$1(52 + /$2) + 52/$2( 5, + /$1) ' 
where 5i, fli, Yi, i = 1,2, are entries of the superelement matrix defined above and Ek is the set of 
superelement matrices on level k. 
To investigate the function "~(~1,/$1, ~2,/$2) assume that 
In this case the conditions of extremum of the function 2(~j,ill, cq,/$2) 
02 02 02 
=0,  =0,  =0,  
02 02 02 
=0,  =0,  - -  =0 ,  
reduce to the following system: 
(6.6) 
(6.7) 
fl~(~2 +/$2)2(71 + '/2) = O, (6.8a) 
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/3~(9{I ~-/31)2(71 ~-)~2) =0,  
9{~(~, +/3, )~e,'m + v~) = 0, 
9{~(~, +/3,)2(> + ~,~)=0, 
(< +/3~)(9{2 +/3~) = 0, 
which has the solution 
1. 71 ~-72 =0, 9{I-}-/31 =0, 9{1¢0, /31¢0; 
2. 7L +72=0,  9{2+/32 =0` ~2¢ 0, /32¢0; 
3. ~, +/31 =o, 9{~+/3:=0, 9{,¢0,/3,50, 9{~¢0,/3~¢0; 
4. 9{1 =0,  /31 =0;  
5. 9{2=0, /32=0. 





Lemma 6.3. Assume that no entry of the matrix B, defined by (6.3), is equal to zero. Then all 
entries of its Schur's complement are nonzero too. 
Proof. Since B is an elementary matrix of ~zl (k+l), then its Schur's complement is defined from the 
new entries of the matrix A ~k). By hypothesis of the lemma we have 
9{1 ~ 0, /3j ~ 0, 9{2 ~ 0, /32 :¢ 0. (6.9) 
Then after elimination of red(l) and blue(2) nodes (see (6.3) and Fig. 3) we obtain a new coupling 
between the remaining reen nodes (3 and 4), 
S=K~2-K I2B I I1Ko l (  c ~ 1 ~ 2 -  " = -9{1  -}- 9{2 -{- --/31/31/32 ) [ .4_/32 
which is not equal to zero by (6.9). [] 
1 , 1 
-1  1 ' 
(6.10) 
Lemma 6.3 shows that if the matrix graph of A CL) on the level L is identical to the triangular 
finite element grid, then the matrix graphs on the remaining levels are also identical to the triangular 
finite element grids, i.e., the system of equations (6.8d) and (6.8e) are beyond reach. 
Moreover, due to the fact that on the level L the values of gi, A /3i, 7, i = 1,2, are angles of triangles, 
the following expressions: 
~, +f i ,#0 ,  ~2 +/32#0, (6.11) 
hold. By (6.11), the system of equations (6.8a)-(6.8c) are also beyond reach. Thus, the function 
2(~1,/3j, ~2,/32) has no extremum points for arbitrary values of ~, and fig, i= 1,2. 
However, there is a possibility that condition (6.6) is not valid. For example, if we have ~ =/32 = 
~,1 i.e., two isosceles fight-angled triangles, then 9{1 = /32 = 0. Note that in this case the coupling 
between 1 and 2 is equal to zero and therefore the matrix graph is not triangular. Thus, (6.6) is the 
first condition on the original grid. The second one naturally occurs from (6.10) as the condition 
of the difference from zero of the numerator of the fraction 
~,+~2#0 or fl~+/32#0. (6.12) 
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Fig. 3. Example of the graph GL-~ in case of a regular square mesh. 
Condition (6.12) may not hold either. For example, if we have ~ =x, ~2 =n-x ,  then 
(X 1 -~ (Z 2 = cotx  4- cot(rt --X) = cotx + (--cot X) = 0. 
The analysis made shows that the suggested method is applicable for an arbitrary triangulation 
for which conditions (6.6) and (6.12) hold. On the other hand, the method is not applicable to 
the isosceles right triangular mesh. However, these conditions can always be satisfied by a local 
modification of the original grid with the help of selected conditions (6.6) and (6.12), but as we 
shall see in the numerical tests, the resulting condition number can be big. 
Remark. From the first point of view, seems that there seems a contradiction between the results 
of local and global analyses. There are two conditions (6.6) and (6.12) in the local analysis and 
there are none in the global one. However, it is not true! 
The first condition arises as a result of the difference between the notions "matrix graph" and 
"grid". They are not identical! And the example with the isosceles right triangular mesh shows in 
this case that the matrix graph is the square regular mesh and in contrast he grid is the standard 
seven-point regular mesh. Hence, the deletion of couplings on the rectangular grid by the rules for 
a triangular grid may cause an undesirable surprise. It is readily seen that after the first reduction we 
obtain the graph GL_~ (see Fig. 3), which corresponds to the block-diagonal matrix with tridiagonal 
blocks. If we continue our procedure now, then we obtain the following undesirable situation: for 
a vertex of GL_~, which has only two real couplings, we must delete them(!). Thus, the matrix 
block A(lkl ) becomes indefinite. 
The second condition arises as a result of the difference between the estimates obtained from the 
global and the local analyses. From the proof of Lemma 6.1 it is readily seen that the estimates 
of the local analysis are stronger than the global one. In the result of a more detailed analysis of 
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(6.12) one can see that if either of ~l + ~z = 0 or fll + r2 = 0 is equal to zero, then the corresponding 
diagonal entry of the local preconditioning matrix B (see (6.3)) is equal to zero too. However, the 
whole contribution of all superelements, based on the vertex, cannot be equal to zero. Thus, condition 
(6.12) may be omitted. 
7. Numerical experiments 
In this section we will present and discuss numerical experiments for various types of meshes. 
We will test the method described above on the Laplace equation 
-Au=O (7.1) 
on a domain f2 with Dirichlet boundary conditions 
u [r = 1 where F = c3f2. (7.2) 
The coefficient matrix on the finest level was derived using standard piecewise linear finite ele- 
ments on a triangular mesh. The right-hand side in the system of equations was chosen so that the 
solution has the form 
u = x( 1 - x )y (  1 - y )e  xy. (7.3) 
The solution method is the preconditioned conjugate gradient method with a preconditioner M
defined by (2.5), (2.6) and (6.6). The initial approximation was always taken as the zero vector. 
The following stopping criterion was used: 
rT M-  I ri 
rTM-  1 r~ 
- -  < 10 -12, (7.4) 
where rl and ri are the initial and the current residuals. 
At first let f2 be a unit square f2 = (0, 1 )2 and let the mesh on the finest level be an isosceles 
right triangular mesh. In Section 4 it was noted that the isosceles right triangular mesh was a bad 
mesh for this method. It is confirmed by numerical experiments. After two reductions we derived 
RCk+~) is singular. Step by step a new rectangular (m×m)-mesh, for which the matrix BIll +l) or ~22 
modification of the original mesh in the case (20 × 20)-mesh is illustrated in Appendix A. 
There are two possible ways of solving this problem. First, we can use another approximation of 
the first pivoting block on each level. The other would be to use another triangular (general) mesh. 
In the present paper we shall investigate the second method. 
For example, in the case of a regular isosceles triangular mesh we can make some perturbation 
of the coordinates of the interior nodes in one direction by some small parameter g= eh, where h 
is the character mesh size and e, ~ 1. Let the interior nodes of the original isosceles triangular mesh 
have the coordinates 
x , /=( j -  1)h, i=2 , . . . ,n+l ,  
y! /=( i -  1)h, j=2  .... ,n+l ,  
(7.5) 
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Table 1 
PCG method, c=0.01 
72 /~ v Number o f  15 e /~ v Number of  
iterations iterations 
1 2 17 1 2 195 
2 3 25 2 3 223 
0 1 15 0 1 57 
0 2 17 0 2 145 
0 3 23 0 3 225 
then after perturbation they have the following coordinates: 
x i j=( j - l )h+sh ,  j=2  . . . . .  n÷l ,  
y~j=(i-1)h, i=2,4 ,6 ,  )Fn+ll 
• " , - ,  2 ,, (7.6) 
x i j=( j -  1)h, j=2 , . . . ,n÷l ,  
= - F - r -1  + l ,  Yij (i 1)h, i=3 ,5 ,7 , . . . ,2  ,+l 
where Ix 7 is the integer part of x, i.e., on applying g= sh we shifted only the nodes on even- 
numbered coordinate lines. It allowed us to avoid right angles in the elements(triangles). 
In Table 1 the results of the experiments for the preconditioned conjugate gradient method for 
different choices of polynomial degrees and grids are given. In all the tables, v is the degree of the 
matrix polynomials used and v > 1 at every (# + 1 )th level. For example, in a case v = 2, # = 0 we 
have a twofold W-cycle. 
From Table 1, one can see that for a reasonable choice of the polynomial degrees or, equivalently, 
the values /~ and v, the W-cycle versions of the method has not improved the rate of convergence 
since the upper bound of the maximum eigenvalue of the matrix M~k)-'A ~k) is large due to the fact 
that the angles of the triangles are closed to the right ones. Thus, the lower bound on polynomial 
degrees is not satisfied. 
Another numerical experiment has been performed for the same problem with another domain f2. 
Assume that ~2 is a regular hexagonal domain (Fig. 4), which can be mapped from a triangular, 
an L-shape and a polygonal domain using a certain isomorphic mapping. 
Let the initial triangulation of f2, consisting of six equilateral triangles, be given. Introduce a re- 
finement parameter k, which defines how many nodes are located on each edge of the original 
hexagonal. In Fig. 4 one can see an example for k = 2. Step by step modification of the original 
hexagonal mesh in the case k = 10 can be found in Appendix B. 
Let l be the number of levels, corresponding to the given refinement parameter k. The results 
obtained after solving the problem (7.1)-(7.2) for unpreconditioned and preconditioned CG methods 
in the case of/~ = 0, v = 1 (V-cycle) are shown in Tables 2 and 3, respectively. 
In Table 4 one can see the behaviour of the number of iterations of the method for various values 
of # and v, v ¢ 1 (W-cycle). 
On the basis of the experiments he following conclusions can be made. 
1. Comparing the results of Table 2 with the results of Tables 3 and 4 one can see that the method 
gives a substantially fewer number of iterations with respect o the original (unpreconditioned) 
conjugate gradient method. 
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Fig. 4. Example of a triangulation of the hexogonal domain for k = 2. 
Table 2 
CG method 
k Number of Number of Average 
unknowns iterations reduction 
factor 
5 91 22 0.5275 
l0 331 41 0.7073 
15 721 59 0.7897 
20 1261 77 0.8349 
25 1951 95 0.8635 
Table 3 
PCG method, V-cycle 
k Number of Number of Number of Average 
levels unknowns iterations reduction 
factor 
5 4 91 12 0.2950 
10 5 331 14 0.3647 
15 5 721 16 0.3994 
20 6 1261 18 0.4413 
25 6 1951 19 0.4641 
2. In the case where # = 0, v = 2, the number of  iterations for any refinement factor k is optimal. 
Analyzing condition (5.4) one can see that the square root of  maximum eigenvalues in Table 5 
is less than the corresponding value of  v. For example, if we choose the polynomial degree as 
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Table 4 
PCG method, W-cycle 
k Number of Number of # v Number of Average 
levels unknowns iterations reduction 
factor 
5 4 91 0 2 13 0.3210 
0 3 14 0.3604 
1 2 15 0.3952 
1 3 18 0.4669 
10 5 331 0 2 13 0.3356 
0 3 18 0.4532 
1 2 18 0.4703 
1 3 24 0.5560 
15 5 721 0 2 14 0.3614 
0 3 19 0.4854 
1 2 20 0.5052 
1 3 27 0.5952 
20 6 1261 0 2 14 0.3670 
0 3 22 0.5274 
1 2 26 0.5929 
1 3 37 0.6903 
25 6 1951 0 2 14 0.3518 
0 3 23 0.5452 
1 2 27 0.6018 
1 3 38 0.7029 
~t = 0, v = 2, then for any value o f  refinement parameter k we have 
k = 5, (max{2.241,2.804} )1/2 = (2.804)1/2 = 1.6745149 < 2, 
k ---- 10, (max{2.405, 2.815, 2.943}) ~/2 = (2.943) 1/2 = 1.7155174 <2,  
k = 15, (max{2.720, 2.910, 2.978}) 1/2 = (2.978) I/2 = 1.728294 < 2, 
k -- 20, (max{2.077, 2.855, 2.892, 2.966})1/2 = (2.966)~/2 = 1.7222079 < 2, 
k = 25, (max{2.670,2 .917,2 .957,2 .964})  ~/2 = (2.964) 1/2 = 1.7216271 <2.  
Moreover,  it can be readily seen from (4.6) and (4.7) that in this case (/~ = 0) the method has 
an optimal order o f  complexity since p=3 and O<p -j/3. 
3. Table 3 shows that the number  o f  iterations for the method (for # = 0, v = 1 ) grows very slowly 
with respect to the number  o f  unknowns.  
4. Another  interesting observation was also made, namely that the behaviour o f  the number  o f  
iterations in numerical  experiments performed for various domains f2, a triangular, a square, 
an L-shape and a polygonal  domain, for instance, is similar. 
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Table 5 
Examples of lower and upper bounds of the eigenvalues computed of the matrices 
k ~t v Level Minimum Max imum Condition 
number eigenvalue eigenvalue number 
5 0 2 2 l.OOOO 2.241 2.241 
3 0.8534 2.804 3.286 
lO 0 2 2 1.0000 2.405 2.405 
3 0.8298 2.815 3.392 
4 0.7034 2.943 4.184 
15 0 2 2 1.0000 2.720 2.720 
3 0.7862 2.910 3.701 
4 0.6699 2.978 4.445 
20 0 2 2 1.0000 2.077 2.077 
3 0.8774 2.855 3.254 
4 0.7193 2.892 4.020 
5 0.6381 2.966 4.648 
25 0 2 2 1.0000 2.670 2.670 
3 0.7929 2.917 3.679 
4 0.6722 2.957 4.398 
5 0.6037 2.964 4.909 
Based on the results of  experiments it can be recommended to use the V-cycle version of  the 
suggested method as it gives still a reasonable number of  iterations (nearly optimal) and the total 
computational cost is proportional to the number of  unknowns on the fine mesh (optimal), and, 
moreover, its programming realization is simpler than for the W-cycle versions. 
As a final conclusion, we have found that the algebraic multilevel iteration method, applied to 
the finite-element matrices, leads to iterative methods of  a nearly optimal order of  the computational 
complexity and rate of  convergence. However, the method is only applied for nonregular finite- 
element meshes, i.e., the method does not work on the isosceles fight triangular mesh and on 
triangulations very close to this. It seems that it is not a strong restriction on the suggested method. 
However, it turns out that in case of  a strong anisotropy in one direction, the rate of  convergence 
of  the method applied to the system (1.1), arising from finite-element approximation on nonregular 
finite-element mesh, has a behaviour similar to the case of  the isosceles fight triangular mesh. Future 
investigations will be directed to finding a way of  avoiding the condition on the mesh. 
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Appendix A 
Step by step modification of the isosceles fight triangular mesh in the case (20 × 20)-mesh: 
[NININ/NNMNINX,ININININYNIN [x,NNl'q 
N/MMMMMMMMMMMMMx, I~d'q',d 
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Appendix B 
Step by step modification of the hexagonal mesh in the case k = 10: 
l eve l=5 
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