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Strichartz estimates and local existence for the capillary water
waves with non-Lipschitz initial velocity
Thibault de Poyferré∗ Quang Huy Nguyen †
Abstract
We consider the gravity-capillary waves in any dimension and in fluid domains with
general bottoms. Using the paradiferential reduction established in [29], we prove Strichartz
estimates for solutions to this problem, at a low regularity level such that initially, the
velocity field can be non-Lipschitz up to the free surface. We then use those estimates to
solve the Cauchy problem at this level of regularity.
1 Introduction
1.1 Equations
The water waves problem is the study of the motion of an incompressible inviscid fluid,
lying above a fixed bottom and below an atmosphere, from which it is separated by a free
surface. At equilibrium, this surface is flat. As soon as one perturbs this equilibrium, the
surface will be put in motion by the combined action of gravity and surface tension.
The velocity of such a fluid will obey the classical Euler equations of fluid dynamics,
with the added difficulty of the moving surface. As such, the domain occupied by the fluid
will depend on the time at which it is observed. We thus consider the time-dependent
domain
Ω = {(t, x, y) ∈ [0, T ]×Rd ×R : (x, y) ∈ Ωt}
where each Ωt is a domain located underneath a free surface
Σt = {(x, y)×R
d ×R : y = η(t, x)}
and above a fixed bottom Γ = ∂Ωt \Σt. The physical dimensions are d = 1, 2. We make
the following important assumption on the domain: Assumption (Ht)
Ωt is the intersection of the half space
Ω1,t = {(x, y)×R
d ×R : y < η(t, x)}
and an open connected set Ω2 containing a fixed strip around Σt, i.e., there exists h > 0
such that
{(x, y)×Rd ×R : η(t, x) − h ≤ y ≤ η(t, x)} ⊂ Ω2.
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This important hypothesis prevents the bottom from emerging, or even from coming
arbitrarily close to the free surface. The study of water waves without it is an open
problem.
It is customary in mathematics to simplify the problem further by supposing the
motion of the fluid to be irotational. This covers a large class of physical applications.
Now under this additional hypothesis, and if the domain is simply connected, the velocity
field v admits a potential φ : Ω→ R, i.e, v = ∇φ. An important observation by Zakharov
[44] is that the motion is then completely determined by the value of the elevation η(t, x)
and of the trace ψ(t, x) = φ(t, x, η(t, x)) of the potential at the surface. We can then
find φ as the unique variational solution of
(1.1) ∆φ = 0 in Ωt, φ(t, x, η(t, x)) = ψ(t, x), ∂nφ|Γ = 0
Now following Craig and Sulem [17] to write a compact version of the equations, we
introduce the Dirichlet-Neumann operator
G(η)ψ =
√
1 + |∇xη|2
(∂φ
∂n

Σ
)
= (∂yφ)(t, x, η(t, x)) −∇xη(t, x) · (∇xφ)(t, x, η(t, x)).
The water wave system can now be rewritten as the following so-called Zakharov-
Craig-Sulem system on (η, ψ) :
(1.2)

∂tη = G(η)ψ,
∂tψ + gη −H(η) +
1
2
|∇xψ|
2 −
1
2
(∇xη · ∇xψ +G(η)ψ)2
1 + |∇xη|2
= 0,
where H(η) is the mean curvature of the free surface:
H(η) = div
(
∇η√
1 + |∇η|2
)
.
The vertical and horizontal components of the velocity will play an important role in the
analysis of system (1.2). These quantities can be expressed in terms of η and ψ as
(1.3) B = (vy)|Σ =
∇xη · ∇xψ +G(η)ψ
1 + |∇xη|2
, V = (vx)|Σ = ∇xψ −B∇xη.
1.2 The problem
In the present paper and its companion [29], we aim to prove local existence for rough
data below the energy threshold, using the dispersive properties of this system. The local
existence of solutions for the water waves system has been extensively studied by many
authors, among them Nalimov [28], Yosihara [43], Coutand-Shkoller [15], Craig [16], Wu
[39, 40], Christodoulou-Lindblad [18], Lindblad[30], Lannes [26], Ming-Zhang [32] and for
the case with surface tension, in Beyer-Günther [9], Ambrose-Masmoudi [7, 8], Shatah-
Zeng [33, 34, 35]. For the full system with gravity and surface tension, in terms of
regularity of data the result of Alazard, Burq and Zuily [2] reaches an important level:
(1.4) (η0, ψ0) ∈ Hs+
1
2 (Rd)×Hs(Rd), s > 2 +
d
2
.
Observe that by the formulas (1.3), this is the optimal Sobolev index to ensure that the
initial velocity field is Lipschitz up to the free surface, which is a quite natural criterion
for the flow of fluid particles to be well-defined, in terms of the Cauchy-Lipschitz theorem.
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Now, let us look at the linearized around the rest state (η = 0, ψ = 0) of (1.2), with g = 0.
It reads
∂tΦ+ i |D|
3
2 Φ = 0,
where Φ = |D|
1
2 η + iψ. This linear equation is dispersive (see paragraph 1.3 below),
and we expect the full system to exhibit dispersive properties as well. The consequences
of this dispersion for long time dynamics have been extensively studied in recent years,
starting from the works of Wu [41, 42], by Germain-Masmoudi-Shatah [19, 20], Alazard-
Delort [5, 6], Ionescu-Pusateri [24, 25], Hunter-Ifrim-Tataru [21], and Ifrim-Tataru [22, 23].
In this paper, we are interested in the consequences for short time and rough data, the
so-called Strichartz estimates. They are a family of local in time estimates improving the
Sobolev inequalities for a solution of the system, which can then be used to improve the
energy estimates and thus lead to well-posedness with less regularity for initial data. The
method to obtain such results for quasi-linear wave equations was developed by Bahouri
and Chemin [11] and by Tataru, notably in [37].
However, little is known about Strichartz estimates for water waves systems. In [14],
Christianson-Hur-Staffilani proved Strichartz estimate for 2D gravity-capillary waves un-
der another formulation. Then, Alazard-Burq-Zuily obtained in [3] such a result for
solutions to (1.2) at regularity (1.4). We want to improve this in two ways, by proving
Strichartz estimates :
(1) valid for 3D waves,
(2) that can be used to improve the threshold (1.4), for both 2D and 3D waves.
In fact, the method used in [3] relies on a reduction specific to the dimension d = 1,
so for (1) we need another method. On the other hand, for (2) one need to derive the
Strichartz estimates assuming that the solution is less regular than (1.4) and consequently,
the coefficients appearing in the equation are rougher. Such a program has been carried
out by Alazard, Burq and Zuily in [1] for the pure gravity case. In fact, we shall follow
here a similar approach, that is, proving dispersive estimates using semiclassical analysis.
The main novelty is that here, the equation has infinite speed of propagation, so that
we need to construct a parametrix in semiclassical time. Also, we use at the fullest the
regularity of the coefficients to expand the lifespan of this parametrix.
The first step in this program is to reduce system (1.2) to a single equation to which
the method for quasilinear equations can be applied. This uses paradifferential calculus,
whose notations and main features are recalled in Appendix 6. Specifically, we proved in
the companion paper [29] that assuming (η, ψ) to be a solution of (1.2) satisfying condition
(Ht) for all times t ∈ I = [0, T ], such that
(η, ψ) ∈ L∞(I;Hs+
1
2 (Rd)×Hs(Rd)) ∩ Lp(I;W r+
1
2 ,∞(Rd)×W r,∞(Rd)),
where
(1.5) s >
3
2
+
d
2
, 2 < r < s−
d
2
+
1
2
,
the system (1.2) can be rewritten as
(1.6) ∂tu+ TV · ∇u+ iTγ+ωu = f,
where the principal symbol γ is of order 3/2, real-valued; the sub-principal symbol ω is
of order 1/2, complex-valued; the transport field V is the horizontal part of the velocity
field at the free surface: V = (vx)|Σ and the remainder term f satisfies the following tame
estimate for a.e. t ∈ I
‖f(t)‖Hs ≤ F
(
‖η(t)‖
Hs+
1
2
, ‖ψ(t)‖Hs
) [
1 + ‖η(t)‖
W r+
1
2
,∞ + ‖ψ(t)‖W r,∞
]
.
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In this article, we shall study equation (1.6) independently from its origin in the water
waves system, proving a priori Strichartz estimates for its solution. This will imply a priori
Strichartz estimates for the gravity-capillary waves system (1.2). We will then combine
them with the energy and contraction estimates and with a blow-up criterion, all proved
in [29], to solve the Cauchy problem at low regularity such that the initial velocity field
may fail to be Lipschitz (up to the surface).
1.3 Main results
Remark that the linearized system of (1.2) around the rest state (η = 0, ψ = 0)
when g = 0 reads {
∂tη − |Dx|ψ = 0,
∂tψ −∆η = 0,
which can be written
∂tΦ+ i|Dx|
3
2Φ = 0, with Φ = |Dx|
1
2 η + iψ.
It classically follows from the explicit formula for the solution, Litlewood-Paley decompo-
sition, stationary phase and a TT* argument that
‖Φ‖
LpW s−
d
2
−µopt,∞
. ‖Φ|t=0‖Hs
with
(1.7)
{
µopt =
3
8 , p = 4 if d = 1,
µopt =
3
4 − ε, p = 2 if d ≥ 2.
Our first result states that the fully nonlinear gravity-capillary waves system (1.2) satisfies
a similar estimate to (1.7) with
µ =
3
20
− ε if d = 1, µ =
3
10
− ε if d ≥ 2.
More precisely, we prove
Theorem 1.1. Let I = [0, T ], d ≥ 1 and p ≥ 1. Let V (t, x) : I ×Rd → Rd be a vector
field and γ, ω, ω1 be the symbols defined by (2.1). Consider
(1.8) µ ∈
(
0,
3
20
)
, p = 4 if d = 1; µ ∈
(
0,
3
10
)
, p = 2 if d ≥ 2.
Then for any σ ∈ R there exist k = k(d) ∈ N and F : R+ → R+ non-decreasing such
that the following property holds:
if f ∈ Lp(I;Hσ−
9
10 (Rd)) and u ∈ L∞(I;Hσ(Rd)) satisfy
(∂t + TV · ∇+ iTγ+ω)u = f,
then we have
(1.9) ‖u‖
Lp(I;Wσ−
d
2
+µ(Rd))
≤ F(Υ)
[
‖f‖
Lp(I;Hσ−
9
10 (Rd))
+ ‖u‖L∞(I;Hσ(Rd))
]
,
where Υ is the sum of semi-norms of the coefficients, defined by (2.23) and (4.6):
Υ = ‖V ‖Lp(I,W 1,∞(Rd)) +Mk(γ)(I) +Nk(γ)(I) +Nk(ω)(I).
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As a corollary, this will imply the corresponding Strichartz estimate for the water
waves equation. To be concise in the following statements let us define the quantities that
control the system:
Sobolev norms : Mσ,T = ‖(η, ψ)‖
L∞([0,T ];Hσ+
1
2×Hσ)
, Mσ,0 = ‖(η0, ψ0)‖
Hσ+
1
2×Hσ
,
Blow-up norm : Nσ,T = ‖(η, ψ)‖
L1([0,T ];Wσ+
1
2
,∞×Wσ,∞)
,
Strichartz norm : Zσ,T = ‖(η, ψ)‖
Lp([0,T ];Wσ+
1
2
,∞×Wσ,∞)
.
Corollary 1.2. Let d ≥ 1, h > 0 and (s, r) ∈ R2 such that
s > 2 +
d
2
− µ, 2 < r < s−
d
2
+ µ,
with µ and p as in (1.8). Then there exists a non-decreasing F : R+ → R+ such that for
all T ∈ (0, 1], for all (η, ψ) smooth solution of (1.2) on [0, T ] satisfying inft∈[0,T ] dist(η(t),Γ) >
h, there holds
Zr(T ) ≤ F (TF (Ms(T ) + Zr(T ))) .
In [29], we have established the following energy estimate, blow up criterion and con-
traction estimate.
Proposition 1.3 ([29, Theorem 1.1]). Let d ≥ 1, h > 0, p > 1 and (r, s) ∈ R2 such that
(1.10) s >
3
2
+
d
2
, 2 < r < s+
1
2
−
d
2
.
Then there exists a non-negative, non-decreasing function F such that: for all T ∈ (0, 1]
and all (η, ψ) smooth solution to (1.2) on [0, T ] satisfying inft∈[0,T ] dist(η(t),Γ) > h, there
holds
Ms,T ≤ F (Ms,0 + TF (Ms,T + Zr,T )) .
Proposition 1.4 ([29, Theorem 1.2]). Let d ≥ 1, h > 0 and indices
3
2
+
d
2
< s0 < s−
1
2
, 2 < r < s0 +
1
2
−
d
2
.
Let T ∗ = T ∗(η0, ψ0, h) be the maximal time of existence and
(η, ψ) ∈ L∞
(
[0, T ∗);Hs+
1
2 ×Hs
)
be the maximal solution of (1.2) with prescribed data (η0, ψ0) satisfying dist(η0,Γ) > h.
Then if T ∗ is finite, we have
lim sup
T→T∗
(Ms0(T ) +Nr(T )) = +∞.
Proposition 1.5 ([29, Theorem 5.9]). Let p and µ as in (1.8). Let (ηj , ψj), j = 1, 2 be
two solutions to (1.2) on I = [0, T ], 0 < T ≤ 1 such that
(ηj , ψj) ∈ L
∞(I;Hs+
1
2 (Rd)×Hs(Rd)) ∩ Lp(I;W r+
1
2 (Rd)×W r,∞(Rd))
with
s >
3
2
+
d
2
, 2 < r < s−
d
2
+ µ;
such that inft∈[0,T ] dist(ηj(t),Γ) > h > 0. Set
M js,T := ‖(ηj , ψj)‖L∞([0,T ];Hs+
1
2×Hs)
, Zjr,T := ‖(ηj , ψj)‖Lp([0,T ];W r+
1
2
,∞×W r,∞)
.
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Consider the differences δη := η1 − η2, δψ := ψ1 − ψ2 and their norms in Sobolev space
and Hölder space:
PT := ‖(δη, δψ)‖
L∞(I;Hs−1×Hs−
3
2 )
+ ‖(δη, δψ)‖
Lp(I;W r−1,∞×W r−
3
2
,∞)
.
Then there exists a non-decreasing function F : R+ × R+ → R+ depending only on
d, r, s, h such that
PT ≤ F
(
M1s,T ,M
2
s,T , Z
1
r,T , Z
2
r,T
)
‖(δη, δψ)|t=0‖
Hs−1×Hs−
3
2
.
With the above ingredients we can prove our main theorem about the Cauchy problem.
Theorem 1.6. Let d ≥ 1 and two real numbers r, s satisfying
2 < r < s−
d
2
+ µ, µ =
{
3
20 if d = 1,
3
10 if d ≥ 2.
Let (η0, ψ0) ∈ Hs+
1
2 × Hs be such that dist(η0,Γ) > h > 0. Then there exists a time
T > 0 such that the Cauchy problem for (1.2) has a unique solution
(η, ψ) ∈ L∞
(
[0, T ];Hs+
1
2 ×Hs
)
∩ Lp
(
[0, T ];W r+
1
2 ,∞ ×W r,∞
)
where p = 4 when d = 1 and p = 2 when d ≥ 2. Moreover, we have
(η, ψ) ∈ C0
(
[0, T ];Hs
′+ 12 ×Hs
′
)
, ∀s′ < s
and
inf
t∈[0,T ]
dist(η(t),Γ) > h/2.
Remark 1. In view of the formulas (1.3), the initial velocity field in the Cauchy theory
1.6 may fail to be Lipschitz up to the free surface but it becomes Lipschitz at almost all
later time. This result is parallel to the result in [1] for pure gravity water waves.
The plan of the paper is as follows. First, we prove in Section 2 some reduction of the
problem, reducing it to a semiclassical equation. In Section 3, we construct a microlocal
parametrix for this equation. Then in Section 4, we use it to prove the Strichartz estimates.
The last part, Section 5, is devoted to the local existence of solutions. Some needed results
about paradiferential calculus are recalled in Appendix 6.
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2 Reductions of the system
2.1 Paradifferential reduction
First of all, we recall precisely the paradifferential reduction of the gravity-capillary system
(1.2) that we performed in [29], which requires the following symbols:
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• Symbols of the Dirichlet-Neumann operator
λ(1) =
√
(1 + |∇η|2)|ξ|2 − (∇η · ξ)2,
λ(0) =
1 + |∇η|2
2λ(1)
{
div
(
α(1)∇η
)
+ i∂ξλ
(1) · ∇α(1)
}
with
α(1) =
λ(1) + i∇η · ξ
1 + |∇η|2
.
• Symbols of the mean-curvature operator:
ℓ(2) := (1 + |∇η|2)−
1
2
(
|ξ|2 −
(∇η · ξ)2
1 + |∇η|2
)
, ℓ(1) := −
i
2
(∂x · ∂ξ)ℓ
(2).
• Symbols used for symmetrization
q =
(
1 + (∇xη)
2
)− 12 , p = (1 + (∇xη)2)− 54 |ξ| 12 + p(− 12 ),
where p(−
1
2 ) = F (∇xη, ξ)∂αx η, with |α| = 2 and F ∈ C
∞(R ×R \ {0};C) is homo-
geneous of order −1/2 in ξ.
• Symbols in the symmetrized equation:
(2.1)
γ :=
√
l(2)λ(1) =
(
|ξ|2 −
(∇η · ξ)2
1 + |∇η|2
) 3
4
,
ω := −
i
2
(∂ξ · ∂x)
√
l(2)λ(1) +
√
l(2)
λ(1)
Reλ(0)
2
.
Theorem 2.1. Let s > 32 +
d
2 , 2 < r < s−
d
2 +
1
2 and p ∈ [1,∞]. Suppose that (η, ψ) a
solution of (1.2) satisfying condition (Ht) for all times t ∈ I and
(2.2) (η, ψ) ∈ L∞(I;Hs+
1
2 (Rd)×Hs(Rd)) ∩ Lp(I;W r+
1
2 ,∞(Rd)×W r,∞(Rd)),
The complex-valued unknown u := Tpη + iTq(ψ − TBη) then satisfies
(2.3) ∂tu+ TV · ∇u+ iT γu = f − iTωu,
where for a.e. t ∈ I,
(2.4) ‖f(t)‖Hs ≤ F
(
‖η(t)‖
Hs+
1
2
, ‖ψ(t)‖Hs
) [
1 + ‖η(t)‖
W r+
1
2
,∞ + ‖ψ(t)‖W r,∞
]
.
As mentioned in the introductory section, we shall from now on consider (2.3) as an
independent equation with coefficients V, γ, ω, ω1 at the following regularity level
(2.5)
V ∈ L∞
(
I;W
1
2 ,∞(Rd)d
)
∩ Lp
(
I;W 1,∞(Rd)d
)
,
η ∈ L∞
(
I;W 2,∞(Rd)
)
∩ Lp
(
I;W
5
2 ,∞(Rd)
)
,
which is sufficient for the semi-norms appearing in Theorem 1.1.
We give here some preliminary informations on the principal symbol γ. Define
C′ =
{
ξ ∈ Rd : 1/4 ≤ |ξ| ≤ 4
}
.
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Lemma 2.2. 1. The symbol γ is in L∞(I;W 1,∞S
3
2 )∩Lp(I;C
3
2S
3
2 ) and for all β ∈ Nd,
there exists Fβ : R+ → R+ such that for all t ∈ I, ξ ∈ C′,∥∥∥Dβξ γ(t, ξ)∥∥∥
W 1,∞
≤ Fβ (‖∇η(t)‖W 1,∞) ,(2.6) ∥∥∥Dβξ γ(t, ξ)∥∥∥
C
3
2
≤ Fβ (‖∇η(t)‖W 1,∞)
[
1 + ‖∇η(t)‖
W
3
2
,∞
]
.(2.7)
2. There exists an absolute constant Cd > 0 such that with c0 = Cd(1+‖∇η‖L∞(I×Rd))
we have for all t ∈ I, x ∈ Rd, and ξ ∈ C′,
(2.8) |detHessξ(γ)(t, x, ξ)| ≥ c0.
Proof. The proof of part 1. is straightforward using product rules and Sobolev embedding.
For a proof of part 2., we refer to Corollary 4.7 in [1].
2.2 Localization in frequency
To prove our estimates, we will follow standard procedure: decomposing the solution
using Littlewood-Paley theory and using a parametrix and a TT* argument to derive
Strichartz estimates for those dyadic pieces. We will then bring the pieces back together
to derive a Strichartz estimate for the original solution. Standard definitions and notations
for the Littlewood-Paley decomposition are recalled in appendix 6. For j ≥ 0, the dyadic
piece ∆ju verifies the equation
(2.9) (∂t + iTγ + TV · ∇)∆ju = Fj ,
where
(2.10) Fj := ∆jF − i∆j(Tωu) + i [Tγ ,∆j ] + [TV ,∆j ] · ∇u.
Recall that ∆j∆k = 0 if |k−j| ≥ 2. In the sequel, we shall always consider ∆ju for j large
enough, in particular j ≥ 1 so the spectrum of ∆ju is always contained in the annulus
Cj :=
{
ξ ∈ Rd : 2j−1 < |ξ| ≤ 2j+1
}
.
Thanks to the spectral localization of ∆ju we can replace the paradiferential operators
with pseudodifferential operators. Such a replacement for the transport term is harmless
due to the following lemma.
Lemma 2.3 ([1, Lemma 4.9]). We have
TV · ∇∆ju = Sj−3(V ) · ∇∆ju+Rju,
where Rju has its spectrum contained in an annulus C(c12j−1, c22j+1) and satisfies the
following estimate
‖Rju‖Hs(Rd) ≤ C ‖V ‖W 1,∞(Rd) ‖u‖Hs(Rd)
where the constant C > 0 is independent of u, V, j.
The preceding lemma was proved in [1] thanks to the special form of the symbol
V (x)ξ. Here, for the highest order term, let us prove the following more general fact for
any paradifferential operator. Let a ∈ Γmr , r > 0 and define
(2.11) ∀j ∈ Z, Sj(a)(x, ξ) = ψ(2−jDx)a(x, ξ)
the spatial regularization of the symbol a, where ψ is given in the Littlewood-Paley de-
composition 6.1.
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Proposition 2.4. For every j ∈ N∗, define
Ta∆ju = Sj−3(a)(x,Dx)∆ju+R
′
ju.
Then the spectrum of R′′j u is contained in an annulus C(c12
j−1, c22
j+1) and for every
µ ∈ R we have the following norm estimate∥∥R′ju∥∥Hµ−m+r(Rd) ≤ CMmr (a) ‖u‖Hµ(Rd)
where the constant C > 0 is independent of a, u, j.
Remark 2. If a is homogeneous in ξ then Sj−3a is still homogeneous in ξ. This remark
is important in the next part when we multiply both side of our equation by h
3
2 to derive
a semi-classical equation.
Proof. Since ̺ = 1 on the support of ϕj for any j ≥ 1, we see that
R′ju = Ta∆ju− Sj−3(a)(x,Dx)̺(Dx)∆ju.
In the following proof, we shall use the presentation of Métivier [31] on pseudodifferential
and paradifferential operators. To be compatible with [31] we also abuse in notations:
by Γmr we denote the class of symbols a satisfying (6.1) for any ξ ∈ R
d and by Mm0 the
semi-norm (6.2) where the suppremum is taken over ξ ∈ Rd.
1. By definition (6.3) of the paradifferential operator Ta we have Tav = Op(σa̺)v
where Op(σa̺) denotes the classical pseudodifferential operator with symbol
σa(x, ξ)̺(ξ) = χ(Dx, ξ)a(x, ξ)̺(ξ).
Hence R′ju = Op(aj)u with
aj(x, ξ) = σa(x, ξ)̺(ξ)ϕj(ξ)− Sj−3(a)(x, ξ)̺(ξ)ϕj(ξ).
Now, we write
aj =
(
σa̺ϕj − a̺ϕj
)
+
(
a̺ϕj − Sj−3(a)̺ϕj
)
= a1j + a
2
j .
Applying Proposition 5.8(ii) in [31] gives a1j ∈ Γ
m−r
0 and (remark that (ϕj)j is bounded
in Γ0r)
Mm−r0 (a
1
j) ≤ CM
m
r (a̺ϕj) ≤ CM
m
r (aρ).
On the other hand, if we denote b = a̺ϕ then a2j(x, ξ) = b(x, ξ) − ψj−3(Dx, ξ)b(x, ξ).
Taking into account the fact that suppϕj ⊂ B(0, C2j) we may estimate
|a2j(x, ξ)| ≤
∑
k≥j−2
|∆jb(x, ξ)| ≤
∑
k≥j−2
2−kr ‖b(·, ξ)‖W r,∞
≤ C2−jr ‖b(·, ξ)‖W r,∞ = C2
−jr |ϕj(ξ)| ‖a(·, ξ)̺(ξ)‖W r,∞
≤ C(1 + |ξ|)m−rMmr (a̺), ∀ξ ∈ R
d.
By the same method for estimating |∂αξ a
2
j | we obtain that a
2
j ∈ Γ
m−r
0 and hence aj ∈ Γ
m−r
0 ;
moreover
Mm−r0 (aj) ≤ CM
m
r (a̺).
2. Property (6.5) implies in particular that
Fx(σa)(η, ξ) = 0 for |η| ≥ ε2(1 + |ξ|),
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here we denote Fx the Fourier transform with respect the the patial variable x.
On the other hand, by definition of the smoothing operator
FxSj−3(a)(x, ξ)̺(ξ)ϕj (ξ) = ψ(2
−(j−3)η)Fxa(η, ξ)̺(ξ)ϕ(2
−jξ)
which vanish if |η| ≥ 12 (1+|ξ|). Indeed, if either |ξ| > 2
j+1 or |ξ| ≤ 2j−1 then ϕ(2−jξ) = 0.
Considering 2j−1 < |ξ| ≤ 2j+1 then |η| ≥ 12 (1+ |ξ|) > 2
j−2 and thus ψ(2−(j−3)η) = 0. We
have proved the existence of 0 < ε < 1 such that
(2.12) Fxaj(η, ξ) = 0 for |η| ≥ ε(1 + |ξ|).
3. By the spectral property (2.12) one can use the Bernstein inequalities (see Corollary
4.1.7, [31]) to prove that aj is a pseudodifferential symbol in the class S
m−r
1,1 . Then,
applying Theorem 4.3.5 in [31] we conclude that∥∥R′ju∥∥Hµ−m+r(Rd) = ‖Op(aj)u‖Hµ−m+r(Rd) ≤ CMm−r0 (aj) ‖u‖Hµ(Rd) .
Finally, the Fourier transform of R′ju reads
F(R′ju)(ξ) =
∫
Rd
Fx(aj)(ξ − η, η)uˆ(η) dη.
Using the spectral localization property (2.12) and the fact that Fx(aj)(ξ− η, η) contains
the factor ϕj(η) we conclude that the spectrum of R′ju is contained in an annulus of size
2j as claimed.
Now we can use the preceding results to rewrite the equation as
(∂t + iSj−3(γ)(x,Dx) + Sj−3(V ) · ∇)∆ju = F
′
j ,(2.13)
F ′j = Fj +Rj + iR
′
j.(2.14)
2.3 Regularization of symbols
Now, following the classical method for quasilinear equations pioneered by Bahouri and
Chemin in [10] and [11], we further regularize the equation, using a parameter δ ∈ (0, 1).
By doing so, we aim to construct a parametrix with a regular enough phase to apply the
stationary phase argument. This results in a slightly worse remainder term, which will in
turn result in slightly worse Strichartz estimates. Eventually, we optimize in δ.
Define for all (t, x, ξ) ∈ I ×Rd ×Rd and j ≥ 0,
S(j−3)δ(γ)(t, x, ξ) = ψ(2
−(j−3)δDx)γ(t, x, ξ)
and similarly S(j−3)δ(V )(t, x). Let ϕ1 ∈ C∞(R
d), with
suppϕ1 ⊂ C
′ =
{
ξ :
1
4
≤ |ξ| ≤ 4
}
, ϕ1 = 1 on C′′ :=
{
ξ :
1
3
≤ |ξ| ≤ 3
}
,
so that it is 1 on the support of the Littlewood-Paley function ϕ. Then, equation (2.13)
can be rewritten as
(2.15) Lj∆uj(t, x) :=
(
∂t + S(j−3)δ(V ) · ∇+ iS(j−3)δ(γ)(x,Dx)ϕ1(2
−jDx)
)
∆ju = Fjδ ,
with
(2.16)
Fjδ = i
(
S(j−3)δγ(x,Dx)− Sj−3γ(x,Dx)
)
∆ju+ F
′
j +
(
S(j−3)δ(V )− Sj−3(V )
)
· ∇∆ju.
The function ϕ1 has been inserted to keep into the operator the information about the
localization of its solution ∆ju.
Next, Lemma 2.2 shows that the Hessian in ξ of γ is non-degenerate and since Sjδ(γ) is
a small perturbation of γ when j large enough, we also have
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Proposition 2.5. There exists c0 > 0, j0 ∈ N, such that
|detHessξ (Sjδ (γ)) (t, x, ξ)| ≥ c0,
for all t ∈ I, x ∈ Rd, ξ ∈ C′, j ≥ j0.
2.4 Semi-classical formulation
We now want to prove Strichartz estimates for the homogeneous version of equation
(2.15):
(2.17) Ljuj(t, x) = 0.
To this end, we recast the problem in the semi-classical formalism with h = 2−j. One
need to write the pseudodifferential operators as functions of hDx. Since the highest order
operator is of order 32 , we will multiply the equation by h
3
2 . Let us consider the following
model operator
∂t + i |Dx|
3
2 ,
which becomes
h
3
2 ∂t + i |hDx|
3
2 .
To give it the canonical form of a semi-classical equation, we need to put the equation in
the semi-classical time σ := h−
1
2 t. In our model, the operator would become
h∂σ + i |hDx|
3
2 .
Here, we have
h
3
2S(j−3)δ(γ)(t, x,Dx)ϕ1(2
−jDx) = Sjδ(γ)(h
1
2 σ, x, hDx)ϕ1(hDx)
because of the homogeneity of the original symbol γ, which is conserved by its spatial
regularization. Next, for the change of temporal variable t = h
1
2 σ we set
wh(σ, x) := uj(h
1
2σ, x), Vh(σ, x) := S(j−3)δ(V )(h
1
2σ, x),(2.18)
Γh(σ, x, ξ) := S(j−3)δ(γ)(h
1
2σ, x, ξ)ϕ1(ξ),(2.19)
Lh(σ, x) := h∂σ + iΓh(x, hDx) + h
1
2Vh · (h∇x),(2.20)
so that
(2.21) h
3
2 (Ljuj)(h
1
2σ, x) = Lhwh(σ, x),
and we want to establish Strichartz estimates for the semi-classical PDE
(2.22) Lhwh(σ, x) = 0.
Symbolic calculus. To express the regularity of the symbols involved, we define
for k ∈ N and J a time interval, the quantities
(2.23)
Nk(γ)(J) :=
∑
|β|≤k
sup
t∈J
sup
ξ∈C′
∥∥∥Dβξ γ∥∥∥
W 1,∞x (Rd)
,
Nk(ω)(J) :=
∑
|β|≤k
sup
t∈J
sup
ξ∈C′
∥∥∥Dβξ ω∥∥∥
L∞x (R
d)
.
The regularity of V is tracked under the norm
(2.24) E(J) := Lp(J ;W 1,∞(Rd))d.
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To simplify notations, let us set
Ξk(J) = ‖V ‖E(J) +Nk(γ)(J).
Let us define now our symbol classes.
Definition 2.6. Let m ∈ R, µ0 ∈ R
+, and a(σ, x, ξ, h) a smooth function defined
on h−
1
2J×Rd×C′×(0, h0], with h0 > 0 and smooth in the second and the third argument.
We say that a ∈ Smµ0(h
− 12 J) (resp. a ∈ S˙mµ0(h
− 12J)) if there is a function Fk : R
+ → R+
for every k ∈ N (resp. k ∈ N∗), such that for all (σ, x, ξ, h) ∈ h−
1
2J ×Rd × C′ × (0, h0],
(2.25)
∣∣∣DαxDβξ a(σ, x, ξ, h)∣∣∣ ≤ Fk (Ξk+1(J)) hm−|α|µ0 , |α|+ |β| ≤ k.
We need a result on composition of such symbols, whose proof is indeed the same as
that of Proposition 4.20, [1].
Proposition 2.7. If f is a symbol in Smδ (h
− 12J) (respectively S˙mδ (h
− 12 J)), with m ∈ R,
and we are given two symbols U ∈ S˙δδ (h
− 12 J) and V ∈ S˙0δ (h
− 12 J), then
F (σ, y, ζ) := f (σ, U(σ, y, ζ), V (σ, y, ζ))
is in Smδ (h
− 12J) (respectively S˙mδ (h
− 12J)).
Since η ∈ L∞(I,Hs+
1
2 (Rd)) and V ∈ L∞(I,Hs(Rd)) with s > 32 +
d
2 we obtain by
using Bernstein inequalities that
Lemma 2.8. We have Γh, ∇xΓh, Vh ∈ S0δ (h
− 12 I).
Remark 3. Recall that C′′ =
{
ξ ∈ Rd : 13 ≤ |ξ| ≤ 3
}
. In the semi-classical scale, Propo-
sition 2.5 translates as
(2.26) |detHessξ (Γh) (σ, x, ξ)| ≥ c0,
for (σ, x, ξ, h) ∈ h−
1
2 I ×Rd × C′′ × (0, h0], for h0 small enough, because ϕ1 = 1 on C′′.
2.5 Straightening the transport term
The semi-classical equation (2.22) is not perfectly adapted to the construction of a
parametrix, the reason being the term of order h
1
2 , which has to be taken into account
while constructing the phase. An easy way around this problem is to remark that this
is only a transport term, and can be straightened by going to the associated lagrangian
coordinates. Consider the solution Xh(σ; y) ∈ R
d of the differential equation
(2.27)
{
X˙h(σ; y) = h
1
2Vh(σ,Xh(σ; y)),
Xh(0; y) = y,
where y ∈ Rd. The vector field Vh is in L∞(h−
1
2 I;H∞(Rd))d, and∣∣∣h 12Vh(σ, x)∣∣∣ ≤ C ‖V ‖L∞(I×Rd) , ∀(σ, x) ∈ h− 12 I ×Rd.
Then (2.27) has a unique solution on h−
1
2 I. Moreover, we have the following estimates
on the flow (for the proof, see Proposition 4.10 in [1]).
12
Proposition 2.9. At fixed σ ∈ h−
1
2 I, the map y 7→ Xh(σ; y) is in C∞(Rd;Rd), and
there exists functions F , Fα : R+ → R+ such that
(i)
∥∥∥∥∂Xh∂y (σ; ·)− I
∥∥∥∥
L∞
≤ F
(
‖V ‖E(I)
) ∣∣∣h 12 σ∣∣∣ 12 ,
(ii)
∥∥(DαyXh)(σ; ·)∥∥L∞ ≤ Fα (‖V ‖E(I)) h−δ(|α|−1) ∣∣∣h 12σ∣∣∣ 12 , |α| ≥ 2.
Corollary 2.10. If T satisfies
(2.28) TF(‖V ‖E(I))≪ 1
then for any σ ∈ h−
1
2 I, the map Xh(σ) is a diffeomorphism from Rd to itself.
Proof. Proposition 2.9 shows that for T small enough as in (2.28), the matrix ∂Xh∂y (σ; y)
is invertible. Also, we have
|Xh(σ; y)− y| ≤ h
1
2
∫ h− 12 T
0
∥∥∥V (h 12 s)∥∥∥
L∞(Rd)
ds ≤ T 1/p
′
‖V ‖Lp([0,T ],L∞(Rd)) ,
with 1/p′ + 1/p = 1. Thus, the map Xh(σ) is proper. This enables us to conclude using
the Hadamard theorem.
We will always assume in what follows that the chosen T satisfies (2.28). The Strichatz
estimates for the original solution can be recovered by summing the ones for the short
time, the number of pieces depending only on the LptL
∞
x -norms of V appearing in the
final constant.
Now we have to compute how our semi-classical equation (2.22) gets affected by this
change of variables. The new unknown will be vh(σ, y) := wh(σ,Xh(σ; y)). The important
quantity is A := (Γh(hDx)wh)(σ,Xh(σ; y)). Taking σ, h, δ as parameters, we have
A = (2πh)−d
∫ ∫
eih
−1(X(y)−x′)·ηΓ (X(y), η)w(x′) dx′ dη.
Now we need to set
Hh(σ; y, y
′) :=
∫ 1
0
∂Xh
∂y
(σ;λy + (1− λ)y′) dλ, Mh(σ; y, y
′) :=
(
HTh (σ; y, y
′)
)−1
,
M0h(σ; y) :=
((
∂Xh
∂y
)T
(σ; y)
)−1
, Jh(σ; y, y
′) :=
∣∣∣∣det(∂Xh∂y
)
(σ; y′)
∣∣∣∣ |detMh(σ; y, y′)| .
Proposition 2.9 shows that M and M0 are well defined. Remark that M0(y) = M(y, y)
and that J(y, y) = 1. We now change variables in the expression of A, putting x′ := X(y′).
We will then use X(y)−X(y′) = H(y, y′)(y − y′) and set η :=M(y, y′)ζ to get
A = (2πh)−d
∫ ∫
eih
−1(y−y′)·ζΓ (X(y),M(y, y′)ζ) J(y, y′)v(y′) dy′ dζ.
We have proved that
(2.29) A = (Γh(hDx)wh)(σ,Xh(σ; y)) = Phvh(σ, y),
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where Ph is a semi-classical pseudodifferential operator of amplitude
(2.30) p˜h(σ, y, y′, ζ) := Γh (σ,Xh(σ; y),Mh(σ; y, y′)ζ) Jh(σ; y, y′).
We define the symbol
(2.31) ph(σ, y, ζ) := p˜h(σ, y, y, ζ) = Γh
(
σ,Xh(σ; y),M
0
h(σ; y)ζ
)
.
We also set
(2.32) ph(σ, y, ζ) := p˜h(σ, y, y, ζ) = Γh
(
σ,Xh(σ; y),M
0
h(σ; y)ζ
)
.
Let us write Ih := [0, h
1
2+δ] and impose a constrain on δ:
(2.33) 0 < δ ≤
1
2
so that for all σ ∈ h−
1
2 Ih one has
(2.34)
∣∣∣h 12σ∣∣∣ 12 ≤ hδ.
Proposition 2.11. For every k ∈ N, there exists Fk : R+ → R+, such that
(2.35)
∣∣∣DαyDβζ ph(σ, y, ζ)∣∣∣ ≤ Fk (Nk(γ)(I) + ‖V ‖E(I)) [1 + h−(|α|−1)δ] ,
where |α|+ |β| ≤ k, and (σ, y, ζ, h) ∈ h−
1
2 Ih ×R
d × C′ × (0, h0].
Consequently, we have
(2.36) ph ∈ S0δ (h
− 12 Ih) and ∇yph ∈ S0δ (h
− 12 Ih).
Remark 4. Remark that Proposition 2.7 implies only the first assertion in (2.36). In the
construction of the phase of our parametrix below, to control the flow (see (3.6), (3.7))
we need to differentiate p twice in x and thus the first assertion in (2.36) implies only
∂2xp ∈ S
−2δ
δ (h
1
2 Ih) while with the second one, we have ∂2xp ∈ S
−δ
δ (h
1
2 Ih). Consequently,
the restriction σ ≤ hδ is sufficient instead of requiring σ ≤ h2δ. This means that the
parametrix is constructed in a time of double length by virtue of the second one.
Proof. We will consider σ ∈ h−
1
2 Ih and h ∈ (0, h0) as parameters. Denote Ak =
Nk(γ)(I) + ‖V ‖E(I). First, remark that we can use the identity(
∂X
∂y
)
(y) ·M0(y) = Id
and Proposition 2.9 to get
(2.37)∥∥M0(y)− I∥∥
L∞(Rd)
≤ F (‖V ‖E)h
δ,∥∥DαyM0(y)∥∥L∞(Rd) ≤ Fα (‖V ‖E)h−δ|α| ∣∣∣h 12σ∣∣∣ 12 ≤ Fα (‖V ‖E)hδ−δ|α|, for |α| ≥ 1.
Now Dβζ p is a finite linear combination of terms of the form
(Dβ
′
ξ Γ)
(
X(y),M0(y)ζ
)
· P|β|(M
0(y)) := A ·B,
where |β′| = |β|, and where P|β|(M0(y)) is a homogeneous polynomial of order |β| in the
coefficients of M0(y). Hence DαyD
β
ζ p is a finite linear combination of terms of the form
Dα1y A ·D
α2
y B, α1 + α2 = α.
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Concerning B we use (2.37) to find
(2.38)
{
|B| ≤ Fk (‖V ‖E) ,∣∣Dα2y B∣∣ ≤ Fk (‖V ‖E)hδ−|α2|δ if |α2| ≥ 1.
By the fact that Γh ∈ S0δ (h
− 12 I) we see that if α = 0 then |AB| ≤ Fk(‖V ‖E). Considering
now |α| ≥ 1. If α1 = 0 then α2 = α 6= 0 and thus by (2.38)
|A · ∂αyB| ≤ Fk(‖V ‖E)h
δ−|α|δ.
From now on, we assume |α1| ≥ 1. By virtue of the Faà di Bruno formula, we see
that Dα1y A is a finite linear combination of terms of the form
C =
(
DaxD
β′+b
ζ Γ
) (
X(y),M0(y)ζ
) r∏
j=1
(
Dljy X(y)
)pj (
Dljy M
0(y)ζ
)qj
,
where 1 ≤ |a|+ |b| ≤ |α1|, |lj| ≥ 1,
∑r
j=1(|pj |+ |qj |)lj = α1,
∑r
j=1 pj = a,
∑r
j=1 qj = b.
We distinguish 2 cases corresponding to a = 0 or a 6= 0.
Case 1: |a| = 0. Then every pj is 0, and
∑r
j=1 |qj | |lj | = |α1| ≥ 1, so that at least one
of the |qj | |lj| is non null. Then using the boundedness of D
β′+b
ζ Γ (since Γh ∈ S
0
δ (h
− 12 I)),
estimates (2.37), and the fact that ζ is bounded on the support of ϕ1(M0(y)ζ) and thus
of (Dβ
′+b
ζ )Γ(X(y),M
0(y)ζ), we obtain
|C| ≤ Fk(Ak)h
δ−δ
∑r
j=1|lj ||qj | = Fk(Ak)h
δ−δ|α1|.
On the other hand, (2.38) implies that |∂α2y B| ≤ Fk(‖V ‖E)h
−|α2|δ, ∀α2 ∈ N. Therefore,
we conclude in this case that
|C · ∂α2y B| ≤ Fk(Ak)h
δ−|α|δ.
Case 2: |a| ≥ 1. We use in this case ∇xΓ ∈ S0δ , estimate (2.37), and Proposition 2.9 with
the remark above on the boundedness of ζ to obtain∣∣∣(DaxDβ′+bζ Γ) (X(y),M0(y)ζ)∣∣∣ ≤ Fk(Ak)h−(|a|−1)δ,∣∣∣(Dljy X(y))pj ∣∣∣ ≤ Fk(Ak)h−(|lj |−1)|pj |δ,∣∣∣(Dljy M0(y)ζ)qj ∣∣∣ ≤ Fk(Ak)h−|lj||qj |δ.
These estimates imply |C| ≤ Fk(Ak)hM with
M = −(|a| − 1)δ −
r∑
j=1
(|lj | − 1)|pj|δ −
r∑
j=1
|lj||qj |δ = −(|α1| − 1)δ
and hence |C| ≤ Fk(Ak)h−(|α1|−1)δ. The second inequality in (2.38) then yields
|C · ∂α2y B| ≤ Fk(Ak)h
−(|α|−1)δ.
Summing up, we obtain in any case the desired estimate and complete the proof.
We also have the following result, whose proof follows that of the preceding and is in
fact simpler.
15
Proposition 2.12. For every k ∈ N, there exists Fk : R+ → R+, such that
(2.39)
∣∣∣Dα1y Dα2y′ Dβζ p˜h(σ, y, y′, ζ)∣∣∣ ≤ Fk (Nk(γ)(I) + ‖V ‖E(I))h−(|α1|+|α2|)δ,
where |α1|+ |α2|+ |β| ≤ k, and (σ, y, ζ, h) ∈ h−
1
2 Ih ×R
d × C′ × (0, h0].
Concerning the Hessian of the principal symbol, we derive the following result.
Proposition 2.13. There exist h0 > 0 and c0 > 0 such that
|detHessζ (ph) (σ, y, ζ)| ≥ c0,
for (σ, y, ζ, h) ∈ h−
1
2 I ×Rd × C × (0, h0]. Here, recall that C =
{
ζ ∈ Rd : 12 ≤ |ζ| ≤ 2
}
.
Proof. The Hessians of ph and Γh are conjugated by
Hessζ(ph)(y, ζ) =
(
M0(y)
)T
Hessζ Γh(X(y),M
0(y)ζ)M0(y),
so the result follows from (2.37) and (2.26) for h0 small enough.
At last, the transport term disappears, since
(2.40)
(
h∂σwh + h
1
2Vh · (h∇x)wh
)
(σ,Xh(σ; y)) = h∂σvh(σ, y).
Now, using (2.29) and (2.40), the semi-classical equation (2.22) becomes
(2.41) (Lhwh) (σ,Xh(σ, y)) = (h∂σ + iPh) vh(σ, y) = 0
via the change of spatial variable vh(σ, y) := wh(σ,Xh(σ; y)).
3 Construction of the parametrix
We want to construct a parametrix for the operator h∂σ + iPh (recall that the space-
time variables are (σ, y)). To compensate for the loss in powers of h incurred while
differentiating our symbols, we will need to restrict ourselves to a small time interval
depending on the frequency and the number of derivative used to regularize: σ ∈ h−
1
2 Ih =
[0, hδ].
We will look for a parametrix with the following Fourier integral operator form
(3.1) Kv(σ, y) = (2πh)−d
∫∫
eih
−1(φh(σ,y,η)−y′·η)b˜h (σ, y, y
′, η)χ1(η)v(y
′) dy′ dη.
We will take φh to be a real valued phase such that
φh(0, y, η) = y · η
and b˜h an amplitude of the form
(3.2) b˜h(σ, y, y′, η) = bh(σ, y, η)ψ
(
∂φh
∂η
(σ, y, η)− y′
)
,
where b|σ=0 = χ(η), χ ∈ C∞c (R
d \ {0}) and ψ ∈ C∞c (R
d) is such that ψ(z) = 1 if |z| ≤ 1.
At last, χ1 ∈ C∞c (R
d) is 1 on the support of χ.
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3.1 Construction of the phase
As usual, the phase will be the solution of the eikonal equation associated with the prin-
cipal symbol of the operator,
(3.3)
∂φh
∂σ
+ ph
(
σ, y,
∂φh
∂y
)
= 0, φh(0, y, η) = y · η.
We will solve this equation with the method of characteristics. Those are the solution of
the system
(3.4)

y˙h(σ; y0, η) =
∂ph
∂ζ
(σ, yh(σ; y0, η), ζh(σ; y0, η)) , yh(0; y0, η) = y0,
ζ˙h(σ; y0, η) = −
∂ph
∂y
(σ, yh(σ; y0, η), ζh(σ; y0, η)) , ζh(0; y0, η) = η.
This system has a unique solution on h−
1
2 Ih. Now let us show that for fixed h, η, and σ
this flow is a global diffeomorphism from Rd to itself.
We start by showing that the differential of this map is invertible. Taking h as a parameter,
denote by
m(σ) := (σ, y(σ; y0, η), ζ(σ, y0, η))
the flow-out of (0, y0, η). Differentiate (3.4) with respect to y0. Then at the point (y0, η),
there holds
(3.5)

∂˙y
∂y0
(σ) =
∂2p
∂y∂ζ
(m(σ))
∂y
∂y0
(σ) +
∂2p
∂ζ2
(m(σ))
∂ζ
∂y0
(σ),
∂y
∂y0
(0) = Id,
∂˙ζ
∂y0
(σ) = −
∂2p
∂y2
(m(σ))
∂y
∂y0
(σ)−
∂2p
∂ζ∂y
(m(σ))
∂ζ
∂y0
(σ),
∂ζ
∂y0
(0) = 0.
This system is linear, of the form U˙(σ) = M(σ)U(σ). Then, Proposition 2.11 and the
remark that follows it give
(3.6) ‖M(σ)‖ ≤ F
(
N2(γ)(h
− 12 Ih) + ‖V ‖
E(h−
1
2 Ih)
)
h−δ.
When we integrate in time over h−
1
2 Ih = [0, h
δ], we get
(3.7)
∫ σ
0
‖M(s)‖ ds ≤ F
(
N2(γ)(h
− 12 Ih) + ‖V ‖
E(h−
1
2 Ih)
)
.
The Grönwall inequality then shows that ‖U(σ)‖ is uniformly bounded on h−
1
2 Ih. Now
using (3.5) and noticing that the coefficients of the first equation involve only derivatives
of order 0 and 1 in y of p, we obtain by virtue of Proposition 2.11
(3.8)
∣∣∣∣∂yh∂y0 (σ; y0, η)− Id
∣∣∣∣ ≤ F (N2(γ)(h− 12 Ih) + ‖V ‖E(h− 12 Ih)) hδ.
Similarly, since the second equation in (3.5) has coefficients containing derivatives of p in
y up to order 2, we have
(3.9)
∣∣∣∣∂ζh∂y0 (σ; y0, η)
∣∣∣∣ ≤ F (N2(γ)(h− 12 Ih) + ‖V ‖E(h− 12 Ih)) .
Now taking h small enough, (3.8) gives the invertibility of the matrix ∂yh∂y0 (σ; y0, η),
and since
|yh(σ; y0, η)− y0| ≤
∫ σ
0
|y˙h(s, y0, η)| ds ≤ F
(
N2(γ)(h
− 12 Ih) + ‖V ‖
E(h−
1
2 Ih)
)
hδ
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for σ ∈ h−
1
2 Ih, the map y0 7→ yh(σ, y0, η) is proper. Therefore it is as announced a global
diffeomorphism, and we denote by κh its inverse:
yh(σ; y0, η) = y ⇔ y0 = κh(σ; y, η).
Then we can define for h0 small enough, for (h, σ, y, η) ∈ (0, h0] ×
(
h−
1
2 Ih
)
×Rd ×Rd
the real-valued phase
(3.10) φh(σ, y, η) = y · η −
∫ σ
0
ph (s, y, ζh (s;κh(s; y, η), η)) ds.
Proposition 3.1. The function φ defined in (3.10) solves the eikonal equation (3.3).
The proof of this proposition is standard (see for example [45], 10.2.2).
The map φ is C1 in σ and C∞ in (y, η). We can study the Hessian of this phase in
the η variable, using our study of the symbol p.
Proposition 3.2. For h0 small enough, there exists a constant M0 > 0 such that
|detHessη(φh)(σ, y, η)| ≥M0σ
d,
for σ ∈
(
h−
1
2 Ih
)
, y ∈ Rd, η ∈ C and h ∈ (0, h0].
Proof. By differentiating the eikonal equation (3.3) twice with respect to η, we find that
∂σ(∂ηi∂ηjφ) =−
d∑
k,l=1
(∂ζk∂ζlp)
(
σ, y,
∂φ
∂y
)
(∂yk∂ηiφ)(∂yl∂ηjφ)
−
d∑
k=1
(∂ζkp)
(
σ, y,
∂φ
∂y
)
(∂yk∂ηi∂ηjφ).
From the initial conditions of the eikonal equation, we obtain the values of the terms
at σ = 0, so that
∂σ(∂ηi∂ηjφ)|σ=0 = −(∂ζi∂ζjp) (0, y, η) ,
so that
∂ηi∂ηjφ (σ, y, η) = −(∂ζi∂ζjp) (0, y, η)σ + o(σ).
Then using Proposition 2.13 and taking h0 small enough, which means σ small, we can
conclude the proposition.
Now we want estimates of higher orders for the phase and various related quantities.
We start by estimating the derivatives of the flow.
Proposition 3.3. There exists F : R+ → R+ such that
(3.11)
∣∣∣∣∂yh∂y0 (σ; y0, η)− Id
∣∣∣∣ ≤ F (N2(γ)(h− 12 Ih) + ‖V ‖E(h− 12 Ih)) hδ,∣∣∣∣∂ζh∂y0 (σ; y0, η)
∣∣∣∣ ≤ F (N2(γ)(h− 12 Ih) + ‖V ‖E(h− 12 Ih)) ,∣∣∣∣∂yh∂η (σ; y0, η)
∣∣∣∣ ≤ F (N2(γ)(h− 12 Ih) + ‖V ‖E(h− 12 Ih)) hδ,∣∣∣∣∂ζh∂η (σ; y0, η)− Id
∣∣∣∣ ≤ F (N2(γ)(h− 12 Ih) + ‖V ‖E(h− 12 Ih)) hδ,
18
for (h, s, y0, η) ∈ (0, h0]× h−
1
2 Ih ×R
d × C′.
Moreover, for every k ≥ 1 there exists Fk : R+ → R+ such that for (α, β) ∈ Nd ×Nd{ ∣∣DαyDβη yh(σ)∣∣ ≤ Fk(‖V ‖E0 +Nk+1(γ))hδ−δ|α|,∣∣DαyDβη ζh(s)∣∣ ≤ Fk(‖V ‖E0 +Nk+1(γ))h−δ|α|.
Consequently,
yh ∈ S˙
δ
δ (h
− 12 Ih), ζh ∈ S˙
0
δ (h
− 12 Ih).
Proof. The first two estimates of (3.11) have already been proven in (3.8) and (3.9) .
Similarly, if we differentiate the characteristic system (3.4) with respect to η we obtain
the last two estimates of (3.11).
To prove estimates on higher order derivatives, we proceed by induction and Grönwall
inequality (see Proposition 4.21, [1]).
We now deduce estimates on some quantities associated to the phase. Define
(3.12) θh(σ, y, y′, η) :=
∫ 1
0
∂φh
∂y
(σ, λy + (1 − λ)y′, η) dλ.
Corollary 3.4. For every k ≥ 1 there exists Fk : R+ → R+ such that for (α, β) ∈
N
d ×Nd with |α|+ |β| = k, (α1, α2, β) ∈ Nd ×Nd ×Nd with |α1|+ |α2|+ |β| = k,∣∣DαyDβηκh(σ; y, η)∣∣ ≤ Fk (Nk+1(γ)(h− 12 Ih) + ‖V ‖E(h− 12 Ih))hδ−|α|δ,(3.13) ∣∣∣∣DαyDβη (∂φh∂y
)
(σ, y, η)
∣∣∣∣ ≤ Fk (Nk+1(γ)(h− 12 Ih) + ‖V ‖E(h− 12 Ih))h−|α|δ,(3.14) ∣∣∣∣DαyDβη (∂φh∂η
)
(σ, y, η)
∣∣∣∣ ≤ Fk (Nk+1(γ)(h− 12 Ih) + ‖V ‖E(h− 12 Ih))hδ−|α|δ,(3.15)
∣∣∣Dα1y Dα2y′ Dβη θh(σ, y, y′, η)∣∣∣ ≤ Fk (Nk+1(γ)(h− 12 Ih) + ‖V ‖E(h− 12 Ih))h−(|α1|+|α2|)δ,
(3.16)
for all (h, σ, y, y′, η) ∈ (0, h0]×
(
h−
1
2 Ih
)
×Rd ×Rd × C′.
This means that κh ∈ S˙δδ ,
∂φh
∂y ∈ S˙
0
δ ,
∂φh
∂η ∈ S˙
δ
δ .
Proof. The first estimate comes from the relation y(σ;κ(σ; y, η), η) = y which by differ-
entiation gives
∂y
∂y
·
∂κ
∂y
= Id,
∂y
∂y
·
∂κ
∂η
= −
∂y
∂η
.
Now the case k = 1 follows from (3.11), and by differentiating k + 1 times and using an
induction we get (3.13).
From the definition of φ as a solution of the Hamilton-Jacobi equation associated to p,
we see that φ is a generating function for the Lagrangian surface{
(σ, p(σ); y, ζ(σ;κ(σ; y, η), η);κ(σ; y, η), η) |σ ∈
(
h−
1
2 Ih
)
, (y, η) ∈ R2d
}
,
so that
(3.17)
∂φ
∂y
(σ, y, η) = ζ(σ;κ(σ; y, η), η),
∂φ
∂η
(σ, y, η) = κ(σ; y, η).
This immediately implies (3.15), and since ζ ∈ S˙0δ , κ ∈ S˙
δ
δ and obviously η ∈ S˙
0
δ , we can
use Proposition 2.7 to get (3.14).
At last (3.16) follows directly from the definition of θ and from (3.14).
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3.2 Construction of the amplitude
The first step in constructing the amplitude is to compute the expression
Jh(σ, y, y
′, η) := e−ih
−1φh(σ,y,η)Ph
(
eih
−1φh(σ,y,η)b˜h (σ, y, y
′, η)
)
.
This is a classical computation, identical to the one performed in [1], section 4.7.1. This
yields, taking h, σ, y′, η as parameters, for all N ∈ N∗,
J(y) =p
(
y,
∂φ
∂y
(y)
)
b(y)Ψ(y) +
∑
1≤|α|≤N−1
h|α|
α!
Dαz
[(
∂αη p˜
)
(y, z, θ(y, z)) b(z)
]∣∣
z=y
Ψ(y)
+ UN (y) +RN (y) + SN (y),
whereΨ(y) = ψ
(
∂φh
∂η (σ, y, η) − y
′
)
which has been defined in (3.2), and θ has been defined
in (3.12). The first remainder contain all the terms where Ψ is differentiated at least once,
(3.18)
UN (y) :=
∑
1≤|α|≤N−1
h|α|
α!
∑
0≤|β|≤|α|−1
(
α
β
)
Dβz
[(
∂αη p˜
)
(y, z, θ(y, z)) b(z)
]∣∣
z=y
Dα−βy Ψ(y),
the second is the Taylor remainder due to the change of phase,
(3.19) RN (y) :=
1
(2πh)d
∫∫
eih
−1(y−z)·µκ(µ)rN (y, z, µ)˜b(y) dy dµ
with
rN (y, z, µ) =
∑
|α|=N
N
α!
∫ 1
0
(1− λ)N−1(∂αη p˜)(y, z, µ+ λθ(y, z))µ
α dλ,
and where κ ∈ C∞c is 1 on the support of p˜(y, z, µ + θ(z, z
′)), which is compact locally
in η because the phase is locally bounded in η. The last one comes from this κ term, and
it is
(3.20)
SN (y) :=
1
(2π)d
∑
|α|≤N−1
∑
|β|=N
N
h|α|+|β|
α!β!
∫∫ 1
0
(1 − λ)N−1µβ κˆ(µ)fα,β(y, y + λhµ) dλdµ,
where
fα,β(y, z) = ∂
β
zD
α
z
[(
∂αη p˜
)
(y, z, θ(y, z)) b˜(z)
]
.
Now φ satisfies the eikonal equation (3.3), so that we have
(3.21) e−ih
−1φ(y) (h∂σ + iP )
(
eih
−1φ(y)b˜ (y)
)
= h
∂σb+ i ∑
1≤|α|≤N−1
h|α|−1
α!
Dαz
[(
∂αη p˜
)
(y, z, θ(y, z)) b(z)
]∣∣
z=y
Ψ(y)
+ (hb∂σΨ+ iUN) + iRN + iSN .
We want this to be O(hN+1). Let
(3.22) TN := ∂σb+ i
∑
1≤|α|≤N−1
h|α|−1
α!
Dαz
[(
∂αη p˜
)
(y, z, θ(y, z)) b(z)
]∣∣
z=y
,
so that we want TN = O(hN ).
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Writing
L := ∂σ +
d∑
i=1
ai(y)∂yi + c(y),
where
(3.23)
ai(y) := (∂ηip)
(
y,
∂φ
∂y
(y)
)
,
c(y) :=
d∑
i=1
(
∂ηi∂y′i p˜
)(
y, y,
∂φ
∂y
(y)
)
+
d∑
i,j=1
(
∂ηi∂ηjp
)(
y,
∂φ
∂y
(y)
)(
∂yi∂yjφ
)
(y),
we can rewrite (3.22) as
(3.24) TN = Lb(y) + i
∑
2≤|α|≤N−1
h|α|−1
α!
Dαz
[(
∂αη p˜
)
(y, z, θ(y, z)) b(z)
]∣∣
z=y
.
For a fixed ν satisfying
(3.25) 0 < ν ≤ 1− δ
we look for b under the form
(3.26) b =
N∑
k=0
hkνbk.
Inserting this ansatz into (3.24) gives, after a change of indices,
(3.27)
TN =
N∑
k=0
hkνLbk(y)
+ i
N+1∑
k=1
hkν
∑
2≤|α|≤N−1
h|α|−1−ν
α!
Dαz
[(
∂αη p˜
)
(y, z, θ(y, z)) bk−1(z)
]∣∣
z=y
.
We take b0 as a solution of
(3.28)
{
Lb0 = 0,
b0(η)|σ=0 = χ(η),
where χ ∈ C∞c (R
d \ {0}) is the Cauchy data needed for b.
Then we will recursively construct bk, 1 ≤ k ≤ N as a solution of
(3.29)

Lbk = Fj−1 := −i
∑
2≤|α|≤N−1
h|α|−1−ν
α!
Dαz
[(
∂αη p˜
)
(y, z, θ(y, z)) bk−1(z)
]∣∣
z=y
bk|σ=0 = 0.
Again, (3.28) and (3.29) are solved by the method of characteristics. First we study the
highest-order coefficients.
Lemma 3.5. For 1 ≤ i ≤ d, ai ∈ S0δ (h
− 12 Ih).
Proof. We know from Proposition 2.11 and the remark that follows it that ∂ηip ∈ S
0
δ .
From Corollary 3.4 we have that ∂φ∂y ∈ S˙
0
δ . Then, using Proposition 2.7 gives the lemma.
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Now consider the differential equation{
Y˙ (σ) = a(σ, Y (σ), η),
Y (0) = y.
From Lemma 3.5, a is bounded, so the system has a unique solution on h−
1
2 Ih. Now we
remark that
∂a
∂y
=
∂2p
∂y∂η
+
∂2p
∂η2
·
∂2φ
∂y2
.
Thus, using Proposition 2.11 and noticing as in the proof of Corollary 3.4 that since ∂φ∂y =
ζ(κ(y)), we can differentiate to get ∂
2φ
∂y2 =
∂ζ
∂y ·
∂κ
∂y , which is bounded by (3.11) and (3.13),
we find that ∂a∂y is bounded.
Proceeding as in the proof of Proposition 2.9, we differentiate the equation in y and
use Grönwall lemma to deduce that∣∣∣∣∂Y∂y − Id
∣∣∣∣ ≤ F (N2(γ)(h− 12 Ih) + ‖V ‖E(h− 12 Ih)) hδ,
so that the map y 7→ Y (σ; y, η) is a global diffeomorphism with inverse µ(σ;Y, η). Now
again differentiating the equation and using the Faa-di-Bruno formula, we can prove by
induction the following result.
Lemma 3.6. The functions Y and µ both belong to S˙δδ (h
− 12 Ih).
Now we see that
d
dσ
[bj(σ, Y (σ))] =
(
∂bj
∂σ
+ a · ∇bj
)
(σ, Y (σ)) = −(cbj)(σ, Y (σ)) + Fj−1(σ, Y (σ)),
so that the unique solution of (3.28) and (3.29) is
(3.30)

b0(σ, y, η) = χ(η) exp
(∫ σ
0
c (s, Y (s;µ(σ, y, η), η), η) ds
)
,
bj(σ, y, η) =
∫ σ
0
e
∫
s
σ
c(s′,Y (s′;µ(σ,y,η),η),η) ds′Fj−1 (s, Y (s;µ(σ, y, η), η), η) ds.
The main result in the construction of the amplitude is the following proposition on the
regularity of the bjs.
Proposition 3.7. The symbols bj are in S0δ (h
− 12 Ih).
Proof. Step 1. We start by showing that
(3.31) e
∫
s
σ
c(s′,Y (s′;µ(σ,y,η),η),η) ds′ ∈ S0δ (h
− 12 Ih).
This will be a consequence of the simple remark that if a ∈ Smδ with m ≥ 0, then e
a ∈ S0δ .
So we need to show that
(3.32)
∫ s
σ
c (s′, Y (s′;µ(σ, y, η), η), η) ds′ ∈ S0δ (h
− 12 Ih).
First, from Lemma 3.6 we now that Y and µ both belong to S˙δδ , and then Proposition 2.7
implies that Y (s′;µ(σ, y, η), η) ∈ S˙δδ . Therefore, once again, by Proposition 2.7 we only
need to prove
(3.33)
∫ s
σ
c(s′, y, η) ds′ ∈ S0δ (h
− 12 Ih).
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(Recall (3.23) for the definition of c.)
From Corollary 3.4 we know that ∂φ∂y ∈ S˙
0
δ and
∂2φ
∂y2 ∈ S
−δ
δ . On the other hand, one can
deduce from Proposition 2.11 that
∂2ηp(y, η) ∈ S
0
δ , (∂y′∂ηp˜)(y, y, η) ∈ S
0
δ .
Then, by Proposition 2.7 we get
(∂2ηp)(y, ∂yφ(y)) ∈ S
0
δ , (∂y′∂η p˜)(y, y, ∂yφ(y)) ∈ S
0
δ
and hence
(∂2ηp)(y, ∂yφ(y))∂
2
yφ(y) ∈ S
−δ
δ .
Consequently,∫ s
σ
(∂2ηp)(s
′, y, ∂yφ(s
′, y))∂2yφ(s
′, y) ds′ ∈ S0δ ,
∫ s
σ
(∂y′∂ηp˜)(s
′, y, ∂yφ(s
′, y), η) ds′ ∈ Sδδ .
With this, we get (3.32) and thus (3.31).
Step 2. We now need to prove that
(3.34)
∫ σ
0
Fj−1 (s, Y (s;µ(σ, y, η), η)) ds ∈ S
0
δ (h
− 12 Ih).
We write for any 2 ≤ |ι| ≤ N − 1,
Gj−1(σ, y, η) := h
|ι|−1−ν Dιz
[(
∂ιηp˜
)
(σ, y, z, θ(σ, y, z), η) bk−1(z)
]∣∣
z=y
.
Since Y ∈ S˙δδ , by Proposition 2.7 we see that to obtain (3.34) it suffices to prove that
for any Λ = (α, β) with |α|+ |β| = k ≥ 0 there holds∣∣DΛGj−1 (s, y, η))∣∣ ≤ Fk (Nk+1(γ)(h− 12 Ih) + ‖V ‖
E(h−
1
2 Ih)
)
h−δ−|α|δ(3.35)
where DΛ = (Dαy , D
β
η ). Again, the Faa-di-Bruno formula implies that D
ΛGj−1 is a finite
linear combination of terms of the form K1 ·K2 with
K1 = h
|ι|−1−νDΛ1
{
Dι1z
[(
∂ιηp˜
)
(σ, y, z, θ(y, z), η)
]∣∣
z=y
}
,
K2 = D
Λ2Dι2z bj−1(σ, y, η),
where Λi = (αi, βi), |Λ1|+ |Λ2| = |Λ|, |ι1|+ |ι2| = |ι|. By induction, there holds
|K2| ≤ Fk(...)h
−(|α2|+|ι2|)δ.
On the other hand, thanks to Proposition 2.12, we can deduce without any difficulty that
|K1| ≤ Fk(...)h
|ι|−1−νh−(|α1|+|ι1|)δ.
Consequently, |K1 ·K2| ≤ Fk(...)hM where, since |ι| ≥ 2,
(3.36)
M = |ι| − 1− ν − (|α1|+ |ι1|)δ − (|α2|+ |ι2|)δ = |ι|(1 − δ)− 1− ν − |α|δ
≥ 2(1− δ)− 1− ν − |α|δ = 1− ν − 2δ − |α|δ ≥ −δ − |α|δ.
Therefore, we obtain (3.35).
Remark 5. If instead of (3.26), one takes b of the usual form b =
∑
hkbk then a similar
computation shows that step 2 of the above proof does not work.
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In summary, we have proved that
Proposition 3.8. Let φh be the solution to the eikonal equation (3.3) and bj ∈ S0δ (h
− 12 Ih)
given by the formula (3.30). We have
(3.37) e−ih
−1φ (h∂σ + iP )
(
eih
−1φb˜
)
= hTNΨ+ hb∂σΨ+ iUN + iRN + iSN .
with
(3.38) TN = ih
(N+1)ν
∑
2≤|α|≤N−1
h|α|−1−ν
α!
Dαz
[(
∂αη p˜
)
(y, z, θ(y, z)) bN (z)
]∣∣
z=y
,
and UN , RN , SN given by (3.18), (3.19), (3.20) respectively.
Define the "error" of the parametrix to the exact solution as
(3.39) Rh(σ, y) := (h∂σ + iP ) (Kv) (σ, y) .
Then using the preceding proposition and our study of the phase φ and the amplitude
before, we can prove using the stationary phase method as in Proposition 4.31, [1] that
Kv defined in (3.1) is a good parametrix in the following sense
Proposition 3.9. Take M0 an integer. Then for any N ∈ N, there exists a function FN :
R
+ → R+ such that
sup
0<σ≤hδ
‖Rh(σ, ·)‖HM0 (Rd) ≤ FN (Nk(γ) + ‖V ‖E)h
N ‖v‖L2 .
Remark 6. In Proposition 4.31, [1], ‖v‖L2 on the right hand side of the preceding estimate
is replaced by ‖v‖L1 . Let us remark how to get ‖v‖L2 as above. According to Lemma
4.33, [1] Rh can be written as
Rh(σ, y) =
∫
Hh(σ, y, y
′)v(y′)dy′
where the kernel Hh satisfies the following property: let k0 > d be an integer then we
have for some ρ > 0
(3.40) sup
σ∈[0,hδ],y∈Rd,y′∈Rd|η|≤C
〈m(σ, y, y′, η)〉k0
∣∣DβyHh(σ, y, y′)∣∣ ≤ Cβ,NhρN ,
with
m(σ, y, y′, η) = ∂ηφ(σ, y, η) − y
′.
We only need to bound Rh in L2, the bounds for ∂βyRh in L
2 follow similarly. Now by
the Schur test it suffices to prove that
sup
σ∈[0,hδ ],y′∈R
∫
|Hh(y, y
′)| dy ≤ CNh
ρN , sup
σ∈[0,hδ],y∈R
∫
|Hh(y, y
′)| dy′ ≤ CNh
ρN
In view of (3.40) this reduces to
sup
σ∈[0,hδ],y′∈R,|η|≤C
∫
〈m(σ, y, y′, η)〉−k0dy ≤ CNh
ρN ,
sup
σ∈[0,hδ],y∈R,|η|≤C
∫
〈m(σ, y, y′, η)〉−k0dy′ ≤ CNh
ρN .
The first inequality was proved in Lemma 4.32, [1]. For the second one, the obvious
change of variables y′ 7→ y˜ := ∂ξφ(σ, y, η) − y′ gives the conclusion.
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4 Strichartz estimates
We first derive Strichartz estimates for the semi-classical equation (2.41). If v0h is the
initial datum for this equation, recall that the parametrix Kv0h is defined by (3.1), where
φ and b were constructed in the preceding section. The kernel of K is
Kh(σ, y, y
′) = (2πh)−d
∫
eih
−1(φh(σ,y,η))−y
′·η)b˜h (σ, y, y
′, η)χ1(η) dη,
so that
Kv0h =
∫
Kh(σ, y, y
′)v0h(y
′) dy′.
The parametrix K at time 0 is a good approximation of the initial value, as proved below.
Lemma 4.1. For any integer M0 greater than d/2, we have
Kv0h(0, y) = v
0
h(y) + rh(y),(4.1)
‖rh‖HM0 (Rd) ≤ FN(. . . )h
N
∥∥v0h∥∥L2(Rd) , ∀N ∈ N.(4.2)
Proof. Keeping in mind the initial conditions imposed on φ and b, and the fact that v0h is
localized in frequency, we have equation (4.1) with
rh(y) = (2πh)
−d
∫∫
eih
−1(y−y′)·ηχ(η) (1−Ψ(y − y′)) v0h(y
′) dy′ dη.
Now for |β| ≤M0, Dβy rh(y) is a finite linear combination of terms of the form
h−d−|β1|
∫∫
eih
−1(y−y′)·ηηβ1χ(η)Ψβ1(y − y
′)v0h(y
′) dy′ dη, |β1| ≤ |β| ,
where |y − y′| ≥ 1 on the support of Ψβ1. This is a convolution of v
0
h(y
′) with
wh(Y ) := h
−d−|β1|
∫
eih
−1Y ·ηηβ1χ(η)Ψβ1(Y ) dη
with |Y | ≥ 1 on the support of Ψβ1 . This is an oscillating integral, and integrating by
parts with the vector field
L =
1
|Y |2
∑
Yj∂ηj
yields
wh(Y ) = h
M−d−|β1|
∫
eih
−1Y ·η(−L)M
(
ηβ1χ(η)
)
Ψβ1(Y ) dη.
Hence, the L1 norm of wh is bounded by FM (. . . )hM−d−|β1| for all M ∈ N, so that
for |β| ≤M0, ∥∥Dβy rh∥∥L2 ≤ FM (. . . )hM−d−|β1| ∥∥v0h∥∥L2 .
This concludes the proof of (4.2).
Now define Th the propagator of our (homogeneous) semi-classical equation, i.e.,
(4.3)
{
(h∂σ + iPh)
(
Th(σ, σ0)v
0
h
)
(y) = 0,(
Th(σ0, σ0)v
0
h
)
(y) = v0h(y),
where h ∈ (0, h0] with h0 small enough, 0 < |σ − σ0| ≤ hδ, y ∈ R
d and v̂0h supported in C.
Then using the Duhamel formula and (3.39), (4.1) we can write
(4.4) Th(σ, σ0)v0h = Kv
0
h(σ − σ0)− Th(σ, σ0)rh −
∫ σ
σ0
Th(σ, s)Rh(s) ds.
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By classical energy estimates, we have that Th is bounded on Sobolev spaces (and notably
on L2), uniformly in time. This, combined with Proposition 3.9, (4.2) and (4.4), gives
sup
0≤σ≤hδ
∥∥Kv0h(σ)∥∥L2 ≤ F(. . . )∥∥v0h∥∥L2 .
Thus to use the classical TT* argument and prove Strichartz estimates, we only need
to prove the following lemma.
Lemma 4.2. There holds for any 0 < σ ≤ hδ,∥∥K(σ)K∗(σ′)v0h∥∥L∞(Rd) ≤ F (Ξk) h−d2 |σ − σ′|− d2 ∥∥v0h∥∥L1(Rd) ,
where K∗ denotes the adjoint of K.
Proof. Here we follow the proof of Theorem 10.8, [45]. The bound of the Lemma will be
implied by an L∞ bound on the kernel of K(σ)K∗(σ′), which is
W (σ, σ′, x, z) :=
1
(2πh)2d
∫∫∫
e
i
h
(φh(σ,x,η)−φh(σ
′,z,ζ)−y·(η−ζ))B dy dζ dη
where B ∈ S0δ .
In the (y, ζ) variables, φh is non-degenerate and it is stationary at ζ = η, y =
∂ζφh(σ
′, z, ζ). Thus using stationary phase we get
W (σ, σ′, x, z) =
1
(2πh)d
∫
e
i
h
(φh(σ,x,η)−φh(σ
′,z,η))B′ dy dζ dη
where again B′ ∈ S0δ .
Now the phase of this oscillating integral is
φ˜ :=φh(σ, x, η) − φh(σ
′, z, η)
=(σ − σ′)(ph(0, x, η) +O(|s|+ |s
′|)) + 〈x− z, η + σ′F (σ′, x, z, η)〉
where F is in S0δ with seminorms controled by F (Ξk), and the constant of the O is also
of this form. The phase is stationary when
∂ηφ˜ = (I + σ
′∂ηF )(x− z) + (t− s)(∂ηph +O(|σ|+ |σ
′|)) = 0,
and since for h small, σ′ is small and thus (I + σ′∂ηF ) is invertible, the phase can only
be stationary when x− z = O(σ − σ′). The Hessian is then
∂2η φ˜ = (σ − σ
′)(∂2ηph(0, x, η) +O(|σ|+ |σ
′|)).
Since ∂2ηph(0, x, η) is non-singular, stationary phase gives for |σ − σ
′| > Ch that
|W (σ, σ′, x, z)| ≤ F (Ξk)h
− d2 |σ − σ′|
−d2 ,
and for |σ − σ′| < Ch, it is easily seen that
|W (σ, σ′, x, z)| ≤ F (Ξk)h
−d ≤ F (Ξk)h
−d2 |σ − σ′|
− d2
also. This concludes the proof of the Lemma.
Now the TT* argument (see Theorem 10.7, [45]) can be invoked to prove the Strichartz
estimates for the parametrix :
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Proposition 4.3. For any 2 ≤ p ≤ ∞, 1 ≤ q ≤ ∞ such that
2
p
+
d
q
=
d
2
,
there is a nonnegative nondecreasing function F such that for 0 < h ≤ h0 small enough,
there holds ∥∥Kv0h∥∥Lp((0,hδ);Lq(Rd)) ≤ F(Ξk)h− 1p ∥∥v0h∥∥L2(Rd) .
This, Proposition 3.9, (4.2) and (4.4), the boundedness of Th on Sobolev spaces and
Sobolev embeddings give the same Strichartz estimates for (4.3).
Corollary 4.4. For any 2 < p ≤ ∞, 1 ≤ q ≤ ∞ such that
2
p
+
d
q
=
d
2
,
there is a nonnegative nondecreasing function F such that for 0 < h ≤ h0 small enough,
for any σ0 ∈ h−
1
2 I, there holds∥∥Thv0h∥∥Lp((σ0,σ0+hδ);Lq(Rd)) ≤ F(Ξ)h− 1p ∥∥v0h∥∥L2(Rd) .
Now, recall from (2.41) that with vh(σ, y) = wh(σ,Xh(σ, y)) there holds
(Lhwh) (σ,Xh(σ, y)) = (h∂σ + iPh) vh(σ, y) = 0.
Denoting by Sh(σ, σ0) the flow map of Lhwh(σ, x) = 0 we deduce immediately from
Corollary 4.4 the following estimates.
Corollary 4.5. Let χ ∈ C∞c (R
d) be supported in C =
{
ξ : 12 ≤ |ξ| ≤ 2
}
. Take 2 < p ≤ ∞,
1 ≤ q ≤ ∞ such that
2
p
+
d
q
=
d
2
.
There is a nonnegative nondecreasing function F such that for 0 < h ≤ h0 small enough,
for any σ0 ∈ h−
1
2 I, there holds with w0h := χ(hDy)w0, for any L
2 function w0, that∥∥Shw0h∥∥Lp((σ0,σ0+hδ);Lq(Rd)) ≤ F(Ξk)h− 1p ∥∥w0h∥∥L2(Rd) .
We are now in position to derive Strichartz estimates for the operator Lj , whose flow
map is denoted by Sj , using the relation (2.21):
h
3
2 (Ljuj)(h
1
2σ, x) = Lh(σ, x)wh(σ, x), wh(σ, x) = uj(h
1
2σ, x) h = 2−j.
Theorem 4.6. Let Ij = [t0, t0 + 2−j(δ+
1
2 )]. There exist k ∈ N, and j0 ∈ N such that for
any s ∈ R and ε > 0 there exist F ,Fε : R+ → R+ such that if we have{
Ljuj = 0,
uj(t0) = u
0
j ,
where uj, u0j and Fjδ are supported in the annulus Cj =
{
ξ : 1C 2
j ≤ |ξ| ≤ C2j
}
, then there
exist k = k(d) and j0 ∈ N such that for j ≥ j0, we have
‖uj‖
L4(Ij ,W
s− 1
8
,∞(R))
≤ F(N)
∥∥u0j∥∥Hs(R) , if d = 1,
‖uj‖
L2+ε(Ij ,W
s− d
2
+ 3
4
−ε,∞(Rd))
≤ Fε(N)
∥∥u0j∥∥Hs(Rd) , if d = 2.
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We now glue together the Strichartz estimates in the preceding proposition to get
Strichartz estimates in the full time interval.
Corollary 4.7. Recall that I = [0, T ]. Put ς = 12 + δ. There exist k ∈ N, and j0 ∈ N
such that for any s ∈ R and ε > 0, there exist F ,Fε : R+ → R+ such that if we have
(4.5)
{
Ljuj(t, x) = Fjδ(t, x),
uj(t0, x) = u
0
j(x),
where uj, u0j and Fjδ are supported in the annulus Cj =
{
ξ : 1C 2
j ≤ |ξ| ≤ C2j
}
, then there
exist k = k(d) and j0 ∈ N such that for j ≥ j0, there holds
‖uj‖
L4(I,W s−
1
2
+3
8
−
ς
4
,∞(R))
≤ F((Ξk)
(
‖Fjδ‖L4(I,Hs−ς(R)) + ‖uj‖L∞(I,Hs(R))
)
, if d = 1,
‖uj‖
L2(I,W s−
d
2
+ 3
4
−
ς
2
−ε,∞(Rd))
≤ Fε(Ξk)
(
‖Fjδ‖L2(I,Hs−ς(Rd)) + ‖uj‖L∞(I,Hs(Rd))
)
, d ≥ 2.
Proof. Take a cut-off χ ∈ C∞c (0, 2) equal to one on [
1
2 ,
3
2 ]. Define for 0 ≤ m ≤ [2
ςjT ]− 2
the interval Ij,m := [m2ςj, (m+2)2−ςj], and the associated cut-off χj,m(t) := χ
(
t−m2−ςj
2−ςj
)
.
We have
Lj(χj,muj) = χj,kFj,δ + 2
ςjχ′
(
tm2−ςj
2−ςj
)
uj,
with χj,mu(k2−ςj) = 0. Then applying Theorem 4.6 to χj,kuj with the help of the
Duhamel formula, noticing that the flow maps S(t, τ) are bounded on Sobolev spaces
and χj,m = 1 on ((m+ 12 )2
ςj , (m+ 32 )2
−ςj), we find for d ≥ 2
‖uj‖
L2(((m+ 12 )2
−ςj ,(m+ 32 )2
−ςj),W s−
d
2
+ 3
4
−ε,∞)
≤ F(Ξk)
(
‖Fjδ‖L1((m2−ςj ,(m+2)2−ςj),Hs) + 2
ςj
∥∥∥∥χ′( t−m2−ςj2−ςj
)
uj
∥∥∥∥
L1(I,Hs)
)
≤ F(Ξk)
(
2−ςj/2 ‖Fjδ‖L2((m2−ςj ,(m+2)2−ςj),Hs) + ‖uj‖L∞(I,Hs)
)
.
Then we multiply both sides by 2−ςj/2 and use the fact that uj and Fjδ are supported in
annulus to find
‖uj‖
L2(((m+ 12 )2
−ςj ,(m+ 32 )2
−ςj),W s−
d
2
+3
4
−
ς
2
−ε,∞)
≤ F(Ξk)
(
‖Fjδ‖L2((m2−ςj ,(m+2)2−ςj),Hs−ς) + 2
ςj/2 ‖uj‖L∞(I,Hs)
)
.
At last, elevating at the power 2 and summing back the pieces, and adding the control of
the first and last pieces using Theorem 4.6, we find the result as claimed.
The case d = 1 follows along the same lines.
The next step is to derive Strichartz estimates for the non-regularized equation. For
these estimates, one need the following higher order semi-norm of γ
(4.6) Mk(γ)(J) :=
∑
|β|≤k
sup
ξ∈C′
∥∥∥Dβξ γ∥∥∥
Lp(J;W
3
2
,∞
x (Rd))
,
and we put
Ξ˜ =Mk(γ)(J) +Nk(γ)(J) +Nk(ω)(J) + ‖V ‖E(J) .
28
Corollary 4.8. There exists k ∈ N, and j0 ∈ N such that for any s ∈ R and ε > 0 there
exist F ,Fε : R+ → R+ such that if we have
(4.7)
{
(∂t + iTγ + TV · ∇)uj = Fj ,
uj(0) = u
0
j ,
where uj, u0j and Fj are supported in the annulus Cj =
{
ξ : 1C 2
j ≤ |ξ| ≤ C2j
}
, then there
exist k = k(d) and j0 ∈ N such that for j ≥ j0, we have
• if d = 1,
‖uj‖
L4(I,W s−
1
2
+ 3
20
,∞(R))
≤ F(Ξ˜k)
(
‖Fj‖
L4(I,Hs−
9
10 (R))
+ ‖uj‖L∞(I,Hs(R))
)
,
• if d ≥ 2,
‖uj‖
L2(I,W s−
d
2
+ 3
10
−ε,∞(Rd))
≤ Fε(Ξ˜k)
(
‖Fj‖
L2(I,Hs−
9
10 (Rd))
+ ‖uj‖L∞(I,Hs(Rd))
)
,
for j ≥ j0.
Proof. By (2.14), (2.15) and (2.16) we have that if uj is a solution of (4.7) then uj is also
a solution of (4.5) with
Fjδ = Fj +Rj + iR
′
j +
(
S(j−3)δγ(x,Dx)− Sj−3γ(x,Dx)
)
∆ju+
(
S(j−3)δ(V )− Sj−3(V )
)
· ∇∆ju
=: Fj + F˜j .
From Lemma 2.3 we have that Rj and R′j are of order 0. On the other hand, with p = 4
if d = 1 and p = 2 if d ≥ 2, there holds∥∥(S(j−3)δ(V )− Sj−3(V )) · ∇uj∥∥Lp(I,Hs−(1−δ)(Rd)) ≤ ‖V ‖E(J) ‖uj‖L∞(I,Hs(Rd)) ,∥∥(S(j−3)δ(γ)− Sj−3(γ))uj∥∥Lp(I,Hs− 32 (1−δ)(Rd)) ≤Mk(γ)(J) ‖uj‖L∞(I,Hs(Rd)) .
Those are classical regularization results (See e.g. [38], Section 1.3).
We deduce that ∥∥∥F˜j∥∥∥
Lp(I,Hs−
3
2
(1−δ)(Rd))
≤ F(Ξk) ‖uj‖L∞(I,Hs(Rd)) .
Now, choosing δ = 25 gives ς =
3
2 (1− δ) and then Corollary 4.7 concludes the proof.
Finally, we prove our main theorem.
Proof of Theorem 1.1
Let u be as in the statement of the theorem, by (2.3) u is a solution of
∂tu+ iTγu+ TV · ∇u = f − iTωu.
Then, by (2.9) ∆ju solves
(∂t + iTγ + TV · ∇)∆ju = Fj ,
with
Fj := ∆jf − i∆j(Tωu) + i [Tγ ,∆j ]u++ [TV ,∆j ] · ∇u.
Notice that Fj has spectrum in Cj . Applying the symbolic calculus Theorem 6.3 we deduce
that
‖∆j(Tω1u)‖Lp(I;Hs−
1
2 ))
≤ CNk(ω1) ‖u‖L∞(I;Hs))
‖[Tγ ,∆j ]u‖
Lp(I;Hs−
1
2 )
≤ CNk(γ) ‖u‖L∞(I;Hs)) ,
‖[TV ,∆j ] · ∇u‖Lp(I;Hs)) ≤ C ‖V ‖E ‖u‖L∞(I;Hs)) .
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Then we can use Corollary 4.8 on ∆ju to prove
‖∆ju‖
Lp(I,W s−
d
2
+µ,∞(Rd))
≤ F (Nk(γ) + ‖V ‖E)
(
‖f‖
Lp(I,Hs−
9
10 (Rd))
+ ‖u‖L∞(I,Hs(Rd))
)
for j ≥ j0, and using the bound
‖∆ju‖
Lp(I,W s−
d
2
+µ,∞(Rd))
≤ C2jµ ‖u‖L∞(I,Hs(Rd)) ≤ C ‖u‖L∞(I,Hs(Rd))
for j < j0, we finally obtain
‖u‖
Lp(I,W s−
d
2
+µ−ε,∞(Rd))
≤
∑
j
2−jε ‖∆ju‖
Lp(I,W s−
d
2
+µ,∞(Rd))
which is bounded by the desired quantity.
5 Cauchy problem
We are now in position to derive the Cauchy theory announced in Theorem 1.6. Let
(η0, ψ0) ∈ H
s+ 12 ×Hs, s > 2−
d
2
+ µ
be the initial data such that dist(η0,Γ) > h > 0. We regularize (η0, ψ0) to a sequence
(ηε0, ψ
ε
0) ∈ H
∞×H∞ converging to (η0, ψ0) in Hs+
1
2 ×Hs. Then we can choose a uniform
h0 > 0 such that dist(ηε0,Γ) > h0. For each initial condition (η
ε
0, ψ
ε
0) we know from the
local well-posedness theory in [2] that there exists a smooth solution (ηε, ψε) to (1.2) with
the maximal life time interval [0, T ∗ε ). Applying our a priori estimate of Proposition 1.3
and the Strichartz estimate of Corollary 1.2 give for each ε > 0
M εs,T + Z
ε
r,T ≤ Fh0
(
M εs,0 + T
δF
(
M εs,T + Z
ε
r,T
))
, ∀T ∈ [0, T ∗ε ), ∀ε > 0.
with obvious notations. Combining this estimate with the blow-up criterion in Proposition
1.4 one deduces by standard argument that there exists a time T > 0 uniformly in ε > 0
such that T ∗ε > T . Set I = [0, T ]. By virtue of Proposition 1.5, the sequence (η
ε, ψε) is
Cauchy in
Xs−
3
2 ,r−
3
2 := C0(I;Hs−1(Rd)×Hs−
3
2 (Rd)) ∩ Lp(I;W r−
1
2 (Rd)×W r−1,∞(Rd))
and therefore converges strongly to some (η, ψ) in Xs,r. On the other hand, this sequence
is bounded in
Y r,s := (η, ψ) ∈ L∞(I;Hs+
1
2 (Rd)×Hs(Rd)) ∩ Lp(I;W r+
1
2 (Rd)×W r,∞(Rd)).
Therefore, it converges strongly to (η, ψ) in Xs
′,r′ for any s′ < s, r′ < r and weakly to
(η, ψ) in Y r,s. Consequently, one can pass to the limit in the system (1.2) as ε→ 0 to have
that (η, ψ) is a distributional solution to (1.2). Here, we remark that the only nontrivial
point is to pass to the limit in the Dirichlet-Neumann operator G(ηε)ψε, this is done for
example in [1], Corollary 5.16. Finally, by interpolation it holds that
(η, ψ) ∈ C0(I;Hs
′+ 12 (Rd)×Hs
′
(Rd)), ∀s′ < s,
which completes the proof of Theorem 1.6.
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6 Appendix
Definition 6.1. 1. (Littlewood-Paley decomposition) Let ψ ∈ C∞0 (R
d) be such that
ψ(θ) = 1 for |θ| ≤ 1, ψ(θ) = 0 for |θ| > 2.
Then we define
ψk(θ) = ψ(2
−kθ) for k ∈ Z, ϕ0 = ψ0, and ϕk = ψk − ψk−1 for k ≥ 1.
Given a temperate distribution u and an integer k in N we also introduce Sku and ∆ku
by Sku = ψk(Dx)u and ∆ku = Sku−Sk−1u for k ≥ 1 and ∆0u = S0u. Then we have the
formal decomposition
u =
∞∑
k=0
∆ku.
2. (Zygmund spaces) If s is any real number, we define the Zygmund class Cs∗(R
d) as the
space of tempered distributions u such that
‖u‖Cs
∗
:= sup
q≥0
2qs ‖∆qu‖L∞ < +∞.
3. (Hölder spaces) For k ∈ N, we denote by W k,∞(Rd) the usual Sobolev spaces. For
ρ = k+σ, k ∈ N, σ ∈ (0, 1) denote by W ρ,∞(Rd) the space of functions whose derivatives
up to order k are bounded and uniformly Hölder continuous with exponent σ.
Remark 7. When s ∈ (0,∞) \N we have
Cs∗(R
d) ≡W s,∞(Rd).
For n ∈ N we still have the following estimate
sup
q≥0
2nq ‖∆qu‖L∞ ≤ C(n) ‖u‖Wn,∞ .
Definition 6.2. 1. (Symbols) Given ρ ∈ [0,∞) and m ∈ R, Γmρ (R
d) denotes the space
of locally bounded functions a(x, ξ) on Rd × (Rd \ 0), which are C∞ with respect to ξ
for ξ 6= 0 and such that, for all α ∈ Nd and all ξ 6= 0, the function x 7→ ∂αξ a(x, ξ) belongs
to W ρ,∞(Rd) and there exists a constant Cα such that,
(6.1) ∀ |ξ| ≥
1
2
,
∥∥∂αξ a(·, ξ)∥∥Wρ,∞(Rd) ≤ Cα(1 + |ξ|)m−|α|.
Let a ∈ Γmρ (R
d), we define the semi-norm
(6.2) Mmρ (a) = sup
|α|≤d/2+1+ρ
sup
|ξ|≥1/2
∥∥∥(1 + |ξ|)|α|−m∂αξ a(·, ξ)∥∥∥
Wρ,∞(Rd)
.
2. (Paradifferential operators) Given a symbol a, we define the paradifferential operator Ta
by
(6.3) T̂au(ξ) = (2π)−d
∫
χ(ξ − η, η)â(ξ − η, η)̺(η)û(η) dη,
where â(θ, ξ) =
∫
e−ix·θa(x, ξ) dx is the Fourier transform of a with respect to the first
variable; χ(θ, η) is defined by
(6.4) χ(θ, η) =
+∞∑
k=0
ψk−3(θ)ϕk(η);
and ̺ ∈ C∞(Rd), ̺ = 0 if |ξ| ≤ 12 and ̺ = 1 if |ξ| ≥ 1.
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Remark 8. The cut-off function χ has the following properties for some 0 < ε1 < ε2 < 1
(6.5)
{
χ(η, ξ) = 1, for |η| ≤ ε1(1 + |ξ),
χ(η, ξ) = 0, for |η| ≥ ε2(1 + |ξ).
Symbolic calculus for paradifferential operators is summarized in the following theorem
(see [31], [12]).
Theorem 6.3. (Symbolic calculus) Let m ∈ R and ρ ∈ [0,∞).
(i) If a ∈ Γm0 (R
d), then Ta is of order ≤ m. Moreover, for all µ ∈ R there exists a
constant K such that
(6.6) ‖Ta‖Hµ→Hµ−m ≤ KM
m
0 (a).
(ii) If a ∈ Γmρ (R
d), b ∈ Γm
′
ρ (R
d) with ρ > 0. Then TaTb − Ta♯b is of order ≤ m+m′ − ρ
where
a♯b :=
∑
|α|<ρ
(−i)α
α!
∂αξ a(x, ξ)∂
α
x b(x, ξ).
Moreover, for all µ ∈ R there exists a constant K such that
(6.7) ‖TaTb − Ta♯b‖Hµ→Hµ−m−m′+ρ ≤ KM
m
ρ (a)M
m′
0 (b) +KM
m
0 (a)M
m′
ρ (b).
(iii) Let a ∈ Γmρ (R
d) with ρ > 0. Denote by (Ta)∗ the adjoint operator of Ta and by a the
complex conjugate of a. Then (Ta)∗ − Ta∗ is of order ≤ m− ρ where
a∗ =
∑
|α|<ρ
1
i|α|α!
∂αξ ∂
α
x a.
Moreover, for all µ there exists a constant K such that
(6.8) ‖(Ta)∗ − Ta‖Hµ→Hµ−m+ρ ≤ KM
m
ρ (a).
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