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Absztrakt
Ezen tanulma´ny a ”Deklarat´ıv Nyelvek Fu¨ggo˝se´gi Anal´ızise e´s Tanula´sa” c´ımu˝ doktori e´rtekeze´s eredme´nyeinek
te´zisszeru˝ o¨sszefoglala´sa´t tartalmazza.
Az imperat´ıv programoza´si nyelvek mellett egy ma´sik fontos programoza´si paradigma a deklarat´ıv ira´ny. A deklarat´ıv
programok sokkal le´ıro´bb jellegu˝ek, ko¨zelebb a´llnak az emberi gondolkoda´shoz.
A doktori e´rtekeze´s ha´rom fo˝ deklarat´ıv ira´nyvonallal foglalkozik, a Logikai Programoza´ssal (LP) [20,17], a
Korla´toza´sos Logikai Programoza´ssal (CLP) [18,12], e´s az Attribu´tum Nyelvtanokkal [1]. Ezen teru¨letek ko¨zt szoros
kapcsolat a´ll fenn, [6] a Logikai Programok Attribu´tum Nyelvtanokkal to¨rte´no˝ le´ıra´sa´val foglakozik, a Logikai Pro-
gramok pedig a Korla´toza´sos Logikai Programok (CLP) specia´lis eseteke´nt kezeleheto˝k [12]. A doktori e´rtekeze´s egyik
fo˝ te´ma´ja a Logikai illetve Korla´toza´sos Logikai Programok szeletele´se. A szeletele´s [11] egy olyan program anal´ızis
technika, mely seg´ıti az adatfolyam jobb mege´rte´se´t, a nyomko¨vete´st, a pa´rhuzamos´ıta´st stb. Egy adott va´ltozo´ra
vonatkozo´ program szelet a program azon re´szeit tartalmazza, melyek hata´ssal lehetnek a va´ltozo´ra (”ha´trafele
ira´nyulo´ szeletele´s”), illetve amelyekre hata´ssal lehet az adott va´ltozo´ (”elo˝re ira´nyulo´ szeletele´s”).
A doktori e´rtekeze´sben kidolgoza´sra keru¨lt egy olyan dinamikus szeletelo˝ algoritmus amely az adatfolyam vizsga´lata
mellet a kontroll fu¨ggo˝se´geket is figyelembe veszi, ı´gy seg´ıtve a program o¨sszefu¨ggo˝ komponenseinek megtala´la´sa´t,
illetve a ku¨lo¨nbo¨zo˝ t´ıpusu´ program hiba´k forra´sa´nak felta´ra´sa´t.
Megadunk egy olyan a´ltala´nos szelet defin´ıcio´t mely az SLD-fa sikeres a´gai mellett a sikertelen a´gakra is e´rve´nyes.
Az adatfolyam anal´ızisnek a sikertelen a´gakra ilyen mo´don to¨rte´no˝ kiterjeszte´se seg´ıti ma´r le´tezo˝ nyomko¨vete´si tech-
nika´k hate´konysa´ga´nak no¨vele´se´t, ”holt” ko´dre´szek megtala´la´sa´t, a program jobb mege´rte´se´t, pa´rhuzamos´ıta´sa´t, stb.
A Korla´toza´sos Logikai Programoza´s (CLP) ke´t deklarat´ıv programoza´si paradigma, az egyenlet megolda´s e´s a
Logikai Programoza´s (LP) fu´zio´jake´nt jo¨tt le´tre. A doktori disszerta´cio´ban re´szletesen kidolgozzuk a Korla´toza´sos
Logikai Programok Szeletele´se´nek elme´leti ha´ttere´t [24,25,26], mely megfelelo˝ alapot teremt va´ltozo´ megoszta´son
alapulo´ szeletele´si algoritmusok kidolgoza´sa´ra is.
Az Indukt´ıv Korla´toza´sos Logika Programoza´s egy u´j kutata´si ira´ny, mely a Korla´toza´sos Logikai Programoza´s
(CLP) [12,18] teru¨lete´n indukt´ıv logikai tanula´si mo´dszereket alkalmaz (ILP [19,16]).
A disszerta´cio´ban ismertete´sre keru¨l egy Korla´toza´sos Logikai Programok tanula´sa´ra kidolgozott olyan mo´dszer,
mely CLP programok specializa´la´sa´n alapul [28]. A specializa´lo´ elja´ra´s kombina´lja az u´gynevezett ”kicsomagola´s”
(unfolding) transzforma´cio´t klo´z elhagya´ssal [3], illetve a hate´konysa´g no¨vele´se´nek e´rdeke´ben szeletele´ssel.
A doktori e´rtekeze´sben formaliza´ljuk az unfolding-on alapulo´ tanulo´ algoritmus alapveto˝ fogalmait CLP-re
vonatkozo´an, kimondjuk e´s bizony´ıtjuk az ezekhez tartozo´ te´teleket, pe´lda´ul, hogy az unfolding transzforma´cio´
mego˝rzi a CLP programok mu˝veletei e´s logikai szemantika´ja´t. Formaliza´ljuk a tanulo´ algoritmusokat, e´s bela´tjuk
azok helyesse´ge´t.
A Ford´ıto´ Programok vila´ga´ban az Attribu´tum Nyelvtanok (AG) haszna´lata az egyik legsze´lesebb ko¨rben alkalma-
zott mo´dszer [29,15,1]. Az Attribu´tum Nyelvtanok a Ko¨rnyezet Fu¨ggetlen Nyelvek [14] a´ltala´nos´ıta´sa´nak tekintheto˝k.
Az Attribu´tum Nyelvtanokat gyakran haszna´lja´k ku¨lo¨nbo¨zo˝ programoza´si nyelvek specifika´la´sa´ra e´s implementa´la´sa´ra.
Mivel az Attribu´tum Nyelvtanoknak, illetve szemantikus fu¨ggve´nyeinek definia´la´sa sokszor nagyon sok munka´val ja´r,
eze´rt igen hasznos lehet egy olyan eszko¨z kidolgoza´sa, mely pe´lda´k alapja´n ke´pes AG-k szemantikus fu¨ggve´nyeinek
ko¨vetkeztete´se´re. A Disszerta´cio´ban bemutatunk egy olyan pa´rhuzamos tanulo´ elja´ra´st, mely az LP e´s az AG ko¨zti
kapcsolaton alapulva [6] ke´pes AG-k szemantikus fu¨ggve´nyeinek tanula´sa´ra. Egy a Logikai Programokra kidolgozott
tanula´si mo´dszer lett adopta´lva Attribu´tum Nyelvtanokra a [8] cikkben (Gyimo´thy T. e´s Horva´th T.), a Doktori
e´rtekeze´sben megadjuk ennek egy pa´rhuzamos´ıtott va´ltozata´t. A pa´rhuzamossa´g nem csak hate´konyabb ve´grehajta´si
ido˝t eredme´nyez, hanem seg´ıt az interakt´ıv algoritmus sora´n a felhaszna´lo´nak feltett ke´rde´sek sza´ma´t is reduka´lni
[27].
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1. BEVEZETE´S
A ko¨vetkezo˝kben megadunk ne´ha´ny fontos alapveto˝ deﬁn´ıcio´t, hogy formaliza´lni tudjuk eredme´nyeinket.
A to¨bbi deﬁn´ıcio´t a Doktori e´rtekeze´s re´szletesen ta´rgyalja.
Definition 1 Korla´toza´sos (Constraint) Logikai Program
A constraint domain egy 〈L,D〉 pa´r, ahol L egy olyan A abc feletti elso˝rendu˝ nyelv, melynek az abe´ce´je tar-
talmazza a predika´tum szimbo´lumokat (belee´rtve az egyenlo˝se´get is), a fu¨ggve´ny szimbo´lumokat (belee´rtve
a konstansokat is), e´s a va´ltozo´kat. D pedig egy alaphalmaz (domain).
Az L-beli fu¨ggve´nyszimbo´lumok mindegyike adott interpreta´cio´val rendelkezik D-n. A konstansok 0 arita´su´
fu¨ggve´nyszimbo´lumoknak tekintheto˝ek.
Egy term egy va´ltozo´, egy konstans, vagy egy olyan n-arita´su´ (n > 0) fu¨ggve´nyszimbo´lum, melyet egy
termekbo˝l a´llo´ elem n-es ko¨vet (ez uto´bbit o¨sszetett termnek nevezik).
Az L-beli predika´tumszimbo´lumok ke´t diszjunkt halmazra vannak felosztva a ko¨vetkezo˝ mo´don:
1. constraint predika´tumok Σ, melyek D-n elo˝re megadott fix interpreta´cio´val rendelkeznek
(ide tartozik az = szimbo´lum is)
2. definia´lt predika´tumok Π, melyek megjelenhetnek egy program klo´zban fejbeli predika´tumke´nt,
e´s melyekre a felhaszna´lo´ adhat meg megfelelo˝ interpreta´cio´t D-n.
Egy definia´lt atom egy formula a p(t1, · · · , tn) alakban, ahol p egy n-arita´su´ definia´lt predika´tum (p ∈ Π),
e´s t1, · · · , tn termek.
A constraint atomok olyan formula´k, melyek constraint predika´tumokbo´l vannak konstrua´lva (egy elo˝re
adott interpreta´cio´val). Egy constraint-re tipikus pe´lda egy olyan linea´ris egyenlo˝se´g (illetve egyenlo˝tlense´g),
ahol az alkalmazott constraint predika´tum a raciona´lis sza´mok halmaza´n interpreta´lt = szimbo´lum, az
alaphalmaz a raciona´lis sza´mok halmaza: X − Y = 1 (illetve X − Y ≤ 1).
Egy klo´z egy olyan h : −b1, ..., bn, n ≥ 0 alaku´ formula, ahol h, b1, ..., bn atomi formula´k. A b1, ..., bn
predika´tumok lehetnek constraint illetve definia´lt predika´tumok is, de a fejbeli h predika´tum egy definia´lt
predika´tum.
Egy ce´l (goal) egy fej ne´lku¨li klo´z. Egy te´ny (fact) egy olyan h ← c1, · · · , cn klo´z, ahol c1, · · · , cn constraint
predika´tumok.
Egy constraint logikai program klo´zok halmaza´bo´l a´ll.
A Logikai Programok csak deﬁnia´lt predika´tumokat tartalmaznak.
Definition 2 Szkeleton (va´z)
Egy P programhoz tartozo´ szkeleton egy olyan c´ımke´zett, rendezett fa, melyre:
- A gyo¨ke´r c´ımke´je egy ce´l (goal) klo´z
- Az egyes csomo´pontok < c, σ > alaku´ klo´z pe´lda´nyokkal vannak c´ımke´zve; ne´ha´ny csomo´pont
lehet ”?”-vel is c´ımke´zve, az ilyet nem teljes csomo´pontnak nevezzu¨k.
- minden nem leve´l csomo´pontnak pontosan annyi gyermeke van,
aha´ny definia´lt (nem constraint) predika´tum van a teste´ben.
- Az i-edik gyerek fej predika´tuma ugyanaz, mint az adott csomo´pontot
c´ımke´zo˝ klo´z i-edik definia´lt predika´tuma.
Definition 3 Szkeletonhoz tartozo´ constraint halmaz
Egy adott S szkeletonhoz tartozo´ C(S) constraint halmaz a ko¨vetkezo˝ constraint-ekbo˝l a´ll:
- az S csomo´pontjait c´ımke´zo˝ klo´zokhoz tartozo´ constraint-ek.
- az o¨sszes x = y alaku´ egyenlo˝se´g, ahol x jelo¨li az S szkeleton n csomo´pontja´t c´ımke´zo˝ klo´z i-edik
definia´lt test atomja´nak argumentumait, e´s y jelo¨li a hozza´ tartozo´ gyerek (az n csomo´pont i-edik gyereke)
fej atomja´nak argumentumait. Nem hozunk le´tre egyenlo˝se´get, ha az n csomo´pont i-edik gyermeke nem
teljes.
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Egy adott P programhoz tartozo´ deriva´cio´s (levezete´si) fa egy olyan szkeleton, melyhez tartozo´ constraint
halmaz kiele´g´ıtheto˝. Ha a szkeleton teljes (nem tartalmaz nem teljes csomo´pontot), akkor a levezete´si fa´t
bizony´ıta´si fa´nak h´ıvjuk.
A szeletele´s deﬁnia´la´sa sora´n hivatkozni fogunk ”program / levezete´si fa / bizony´ıta´si fa poz´ıcio´ra”. A
szeletele´s mindig egy va´ltozo´ adott elo˝fordula´sa´ra, egy adott poz´ıcio´ra ne´zve keru¨l megkonstrua´la´sra. Egy
T levezete´si fa (vagy szkeleton) o¨sszes poz´ıcio´ja´nak halmaza´t Pos(T )-vel fogjuk jelo¨lni.
2. LOGIKAI PROGRAMOK ADATFOLYAM ANAL´ıZISE
A szerzo˝nek a te´ma´hoz kapcsolo´do´ tudoma´nyos publika´cio´i: [23,10,9].
A Logikai Programok [20,17] adatfolyam anal´ızise fontos szerepet ja´tszik to¨bbek ko¨zt a
nyomko¨vete´sben, tesztele´sben e´s program mege´rte´sben.
A Szeletele´s [11] egy olyan program anal´ızis technika, melyet eredetileg imperat´ıv programokra dolgoztak
ki. A szeletele´s szinte´n alkalmazhato´ az elo˝zo˝ekben felsorolt teru¨leteken. Egy adott va´ltozo´ra vonatkozo´ pro-
gram szelet a program azon re´szeit tartalmazza, melyek hata´ssal lehetnek a va´ltozo´ra (”visszafele ira´nyulo´
szeletele´s”), illetve amelyekre hata´ssal lehet az adott va´ltozo´ (”elo˝re ira´nyulo´ szeletele´s”).
A Logikai Programok adatfolyama nem explicit, eze´rt az imperat´ıv programokna´l alkalmazott szele-
tele´si mo´dszerek ko¨zvetlenu¨l nem adopta´lhato´ak. Az adatfolyam implicit volta tova´bb nehez´ıti a program
viselkede´se´nek mege´rte´se´t. Eze´rt olyan program elemzo˝ eszko¨zo¨k, melyek seg´ıtik az adata´ramla´s mege´rte´se´t
nagy gyakorlati hasznossa´ggal b´ırnak. Ebben a te´ma´ban az egyik kutata´si eredme´ny kora´bbi Prolog pro-
gramokra kidolgozott nyomko¨vete´si mo´dszerek [22] optimaliza´la´sa, illetve a program anal´ızis seg´ıte´se szele-
tele´si technika alkal maza´sa´val. A szeletele´si technika egy u´gynevezett Program Fu¨ggo˝se´gi Gra´fon alapul.
Kidolgoza´sra keru¨lt egy olyan dinamikus szeletelo˝ algoritmus amely az adatfolyam vizsga´lata mellet a
kontroll fu¨ggo˝se´geket is ﬁgyelembe veszi, ı´gy seg´ıtve a program o¨sszefu¨ggo˝ komponenseinek megtala´la´sa´t,
illetve a ku¨lo¨nbo¨zo˝ t´ıpusu´ program hiba´k forra´sa´nak felta´ra´sa´t.
Megadunk egy olyan a´ltala´nos szelet deﬁn´ıcio´t mely az SLD-fa sikeres a´gai mellett a sikertelen a´gakra
is e´rve´nyes. Az adatfolyam anal´ızisnek a sikertelen a´gakra ilyen mo´don to¨rte´no˝ kiterjeszte´se seg´ıti ma´r
le´tezo˝ nyomko¨vete´si technika´k hate´konysa´ga´nak no¨vele´se´t, ”halott” ko´dre´szek megtala´la´sa´t, a program
jobb mege´rte´se´t, pa´rhuzamos´ıta´sa´t, stb.
Elke´szu¨lt egy protot´ıpus is Prolog programok szeletele´se´re alkalmazva a fenti meggondola´sokat, mely
nyomko¨vete´ssel lett kombina´lva.
Vizsga´ljuk meg a ko¨vetkezo˝ pe´lda´t.
Example 1 Csupa´n az adatfolyam anal´ızise´nek vizsga´lata nem ele´g a hiba forra´sa´nak felta´ra´sa´hoz
A hiba´s program a ko¨vetkezo˝: A helyes program ez lenne:
1. p(A,X) :- q(A,X). 1. p(A,X) :- q(A,X).
2. q(A,X) :- A > 0, X is 2. 2. q(A,X) :- A = 0, X is 2.
3. q(A,X) :- X is 3. 3. q(A,X) :- X is 3.
Ve´grehajtva a fenti (hiba´s) programot a p(0,X) ce´lra a program a´ltal adott va´lasz X = 3 lesz, ba´r az
a´ltalunk elva´rt megolda´s X = 2 lenne. Eze´rt valahol egy hiba kell hogy legyen a programban. Ve´grehajtva
az X va´ltozo´ra ne´zve egy ”sima” adatfolyam anal´ızisen alapulo´ szeletele´st, a kapott szelet nem tartalmazza
a hiba´s A > 0 predika´tumot, mert X nem fu¨gg ko¨zvetlenu¨l a 2. klo´z predika´tumaito´l, csupa´n kontroll
fu¨ggo˝se´g a´ll fenn ko¨ztu¨k. Ez azt jelenti, hogy ha az A > 0 predika´tum ma´ske´pp e´rte´kelo˝do¨tt volna ki (igazra
az esetu¨nkben), akkor ez hata´ssal lett volna az X va´ltozo´ e´rte´ke´re is. Az a´ltalunk javasolt u´j szeletele´si
technika, melyet ”Debug slice”-nak h´ıvunk ma´r tartalmazza az A > 0 predika´tumot, ﬁgyelembe veszi a
kontroll fu¨ggo˝se´geket is.
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2.1. Logikai Programok Kibo˝v´ıtett SLD-fa´ja, Szkeleton(n), Levezete´si-fa Fu¨ggo˝se´gi Gra´fja
Egy P programnak egy adott ce´lra vonatkozo´ lehetse´ges levezete´sei reprezenta´lhato´ak az SLD-fa
seg´ıtse´ge´vel. Az SLD-fa minden egyes a´ga pontosan egy levezete´snek felel meg [21]. A sikeres levezete´snek
megfelelo˝ a´gakat sikeres a´gaknak nevezzu¨k, a sikertelenekhez tartozo´kat sikertelen a´gaknak, mı´g a ve´gtelen
levezete´shez tartozo´kat ve´gtelen a´gaknak h´ıvjuk.
Egy SLD-fa´nak lehet sok sikertelen, e´s ne´ha´ny, vagy csak egy sikeres a´ga. A cut (!) predika´tum haszna´lhato´ a
Prolog logikai programoza´si nyelv esete´n arra, hogy megakada´lyozza a felesleges sikertelen a´gak fele´p´ıte´se´t.
A cut bee´p´ıtett predika´tum hata´sa a ko¨vetkezo˝: a ”!” sikeres ve´grehajta´sa uta´n az interpreter ma´r nem
hajthat ve´gre visszale´pe´st az adott klo´zban a ”!” baloldala´n le´vo˝ predika´tumokra vonatkozo´an, viszont a
to˝le jobbra le´vo˝ predika´tumokra ma´r a norma´l ve´grehajta´si szaba´ly vonatkozik. Jelo¨lju¨k cut(W )-vel az SLD
fa a´ga´nak azt a re´sze´t, ami maga´ba foglalja azokat a csomo´pontokat, melyekre a ”!” ily mo´don hata´ssal
van. Ezen informa´cio´kkal kiege´sz´ıtve az SLD-fa deﬁn´ıcio´ja´t egy olyan struktu´ra´t kaptunk, melyet Bo˝v´ıtett
SLD-fa´nak neveztu¨nk el. Az a´ltalunk deﬁnia´lt dinamikus szeletelo˝ algoritmus (Debug slice) ezen struktu´ra
egy szelete´t adja eredme´nyu¨l. Azonban arra nem alkalmas ez a fa szerkezet, hogy az adatfolyam anal´ızist
ve´grehajtsuk rajta. Ehhez a ma´r elo˝zo˝ekben deﬁnia´lt u´gynevezett Szkeleton(n) struktu´ra´t haszna´ltuk,
ahol n egy leve´l csomo´pontot jelo¨l az SLD-fa´ban. Egy-egy e´rtelmu˝ megfeleltete´s van a T SLD-fa n leve´l
csomo´ponttal azonos´ıtott egy a´ga, illetve a megfelelo˝ S Szkeleton(n) ko¨zt. Ezt a megfeleltete´st adja meg
a φ : nodes(S) → nodes(T ) leke´peze´s.
A Szkeleton(n) deﬁn´ıcio´ja´t me´g tova´bb bo˝v´ıtettu¨k va´ltozo´k leko¨te´se´re vonatkozo´ informa´cio´val.
Egy deriva´cio´s fa adatfolyama´t szeretne´nk reprezenta´lni valamilyen mo´don. Egy logikai programban az
adat ke´tfe´le mo´don a´ramolhat: egyre´szt egyik klo´zbo´l a ma´sikba uniﬁka´cio´n keresztu¨l, ma´sre´szt egy klo´zon
belu¨l egy adott va´ltozo´ to¨bbszo¨ri elo˝fordula´sa vezethet adatfu¨ggo˝se´ghez [4,5]. A ko¨vetkezo˝ deﬁn´ıcio´ tu¨kro¨zi
ezeket az informa´cio´kat.
Definition 4 Levezete´si Fa Fu¨ggo˝se´gi Gra´f (PTDG: Tg,n = (Pos(S),∼T ))
Legyen T egy SLD-fa a g ce´lra vonatkozo´an, n ∈ nodes(T ) egy levele T -nek, e´s S legyen
Szkeleton(n), β, δ ∈ Pos(S).
– A PTDG csomo´pontjai a Pos(S) elemei.
– β ∼T δ pontosan akkor, ha a ko¨vetkezo˝ felte´telek valamelyike fenna´ll:
1. β e´s δ ko¨zo¨s va´ltozo´t tartalmaznak a V va´ltozo´halmazban (loka´lis e´l)
2. a δ predika´tuma a β predika´tuma´val volt unifika´lva, e´s β is e´s δ is a hozza´juk tartozo´ predika´tumok
k-dik poz´ıcio´i (tranz´ıcio´s e´l).
A fenti deﬁn´ıcio´bo´l ma´r la´tszik, hogy a fu¨ggo˝se´gi gra´f az SLD-fa egyetlen a´ga´ra van megkonstrua´lva (az n-
nel azonos´ıtott a´ga´ra), Szkeleton(n)-re. Terme´szetesen a PTDG megkonstrua´lhato´ minden Szkeleton(n)-re
(n a T egy csomo´pontja), azaz a T SLD-fa minden a´ga´ra.
Ezt a gra´fot tova´bb bo˝v´ıtju¨k adatfolyam ira´ny´ıta´si informa´cio´kkal (Tg,n = (Pos(S),→T )).
2.2. A´ltala´nos szelet defin´ıcio´ e´s a Debug Slice
1. Te´zis
A tova´bbiakban egy a´ltala´nos szelet defin´ıcio´t adunk meg, amely azt mutatja, hogy a Szkeleton(n) egy
adott argumentum poz´ıcio´ja mely ma´s poz´ıcio´kto´l fu¨gg (az adatfolyam szempontja´bo´l).
4
Definition 5 Slice(Tg,n, α)
Legyen P egy logikai program, T egy adott g ce´lra vonatkozo´ SLD-fa, n ∈ nodes(T ) a T egy
leve´lcsomo´pontja, S Szkeleton(n), e´s Tg,n = (Pos(S),→T ) a hozza´ tartozo´ Ira´ny´ıtott Levezete´si Fa
Fu¨ggo˝se´gi Gra´f. Legyen α ∈ Pos(S).
A Tg,n egy α poz´ıcio´ra vonatkozo´ szelete (Slice(Tg,n, α)):
– a Tg,n egy re´szgra´fja
– egy β ∈ Pos(S) pontosan akkor van benne a szeletben, ha β →∗T α
Ez egy olyan a´ltala´nos szelet deﬁn´ıcio´, amely az SLD-fa egy adott a´ga´ra vonatkozik, ez az a´g lehet egy
sikertelen levezete´shez tartozo´ a´g is.
A Debug slice megkonstrua´la´sa´hoz elso˝ le´pe´ske´nt az u´n. Potencia´lis Predika´tum Fu¨ggo˝se´gi Halmazt hozzuk
le´tre (PDPS).
Definition 6 Potencia´lis Predika´tum Fu¨ggo˝se´gi Halmaz(PDPS)
Legyen P egy logikai program, T a g ce´lhoz tartozo´ levezete´si fa. A T egy csomo´pontja´nak legbaloldal-
ibb (kiva´lasztott) predika´tuma benne van a Potencia´lis Predika´tum Fu¨ggo˝se´gi Halmaz (PDPS)-ban, ha
aktua´lisan nincs ugyan hata´ssal T -nek egy sikeres a´ga´hoz tartozo´ predika´tum argumentuma´ra, de hata´ssal
lehetne ra´, ha logikailag ma´shogyan e´rte´kelo˝do¨tt volna ki.
A ko¨vetkezo˝ te´tel azt hata´rozza meg, hogy mely predika´tumok tesznek eleget ezen felte´telnek.
Theorem 1 Potencia´lis Predika´tum Fu¨ggo˝se´gi Halmaz
Legyen P egy logikai program, T egy a g ce´lra vonatkozo´ levezete´si fa. Ekkor
PDPS= {T sikeres a´gaihoz tartozo´ predika´tumok} ∪ {T -nek a sikertelen leve´lcsomo´pontjai}.
Definition 7 Debug Slice
A g ce´lhoz tartozo´ Bo˝v´ıtett SLD-fa (T ) Debug Slice-a a ko¨vetkezo˝ halmaz:
Debug slice= PDPS ∪ Data F low of PDPS ∪ Cut(W ) Set =
= {A T sikeres a´gainak a predika´tumai}⋃ {A T sikertelen leve´lcsomo´pontjaihoz tartozo´ predika´tumok}⋃
φ(∪n,α{k ∈ nodes(S) | k-nak van legala´bb egy argumentum poz´ıcio´ja slice(Tg,n, α)-ben,
α p egy argumentum poz´ıcio´ja, n a T egy sikertelen leve´lcsomo´pontja})⋃
(∪Mark {p ∈ nodes(T ) | p egy legbaloldalibb predika´tum azon a T -beli u´ton, amely a cut(Mark)
-ot legbaloldalibb predika´tumke´nt tartalmazo´ csomo´pontbo´l indul e´s megy felfele a
Mark-al azonos´ıtott csomo´pontig})

A Debug Slice o¨tlete az imperat´ıv nyelveken ve´grehajtott vizsga´latokbo´l sza´rmazik, amelyet ott ”releva´ns
slice”-nak h´ıvnak [7]. A releva´ns slice haszna´lhato´ olyan hibaforra´sok felta´ra´sa´ra, amelyek nem tala´lhato´ak
meg csupa´n az adatfolyam anal´ızise´nek seg´ıtse´ge´vel. A releva´ns slice esete´n az adatfu¨ggo˝se´gek ki vannak
ege´sz´ıtve u´n. kontroll fu¨ggo˝se´gekkel.
A kerese´si strate´gia veze´rle´se´t befolya´solja´k egyre´szt (1) a predika´tumok logikai kie´rte´kele´se (az interpreter
folytatja a kerese´st sikeres predika´tum kie´rte´kele´s esete´n, visszale´p sikertelen esete´n), e´s (2) egy specia´lis
bee´p´ıtett predika´tum cut(!) (a cut sikeres ve´grehajta´sa uta´n nem lehet visszale´pni a cut-to´l balra le´vo˝
litera´lokhoz). Az a´ltalunk le´trehozott Debug Slice deﬁn´ıcio´ ﬁgyelembe veszi ezt a ke´t fajta kontrol hata´st,
valamint ki van bo˝v´ıtve (3) azon predika´tumok adatfolyam fu¨ggo˝se´ge´vel, amelyek re´szt vesznek a kontrol
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fu¨ggo˝se´gekben. Erre a kiterjeszte´sre az ad okot, hogy egy p predika´tum sikertelense´ge´t okozhatta egy a p-t
az adatfolyamon keresztu¨l ele´ro˝ hiba´s adat.
A Debug Slice egy informa´lis deﬁn´ıcio´ja a ko¨vetkezo˝.
Legyen P egy logikai program, T egy a g ce´lra vonatkozo´ Bo˝v´ıtett SLD-fa. A T Debug slice-a a ko¨vetkezo˝
predika´tumokat tartalmazza:
1. A Potencia´lis Fu¨ggo˝se´gi Halmazhoz (PDPS) tartozo´ predika´tumok
2. A PDPS-hez tartozo´ predika´tumok a´ltal meghata´rozott adatfolyam a´ltal speciﬁka´lt predika´tumok
3. T -nek valamely cut(W)-je´hez tartozo´ predika´tumai
A tesztele´s sora´n ku¨lo¨nbo¨zo˝ t´ıpusu´ hiba´kat sikeru¨lt felta´rni, amelyeket szimpla adatfolyam anal´ızist alkal-
mazva nem sikeru¨lt megtala´lni, viszont a Debug Slice tartalmazta azokat. Ilyen hibat´ıpus pl. mikor a cut
rossz helyre keru¨lt, egy sikertelen predika´tum el lett ge´pelve (a neve vagy az arita´sa), vagy egy rela´cio´s jel
(<,>,=) lett elrontva, illetve egy rossz adate´rte´k e´rte el a sikertelen csomo´pontot.
3. KORLA´TOZA´SOS LOGIKAI PROGRAMOK ADATFOLYAM ANAL´ıZISE
A szerzo˝ ezen te´ma´hoz tartozo´ cikkei: [24,25,26].
A disszerta´cio´ egy ma´sik eredme´nye a Korla´toza´sos Logikai Programok Szeletele´se.
A szeletele´s pontos elme´leti ha´ttere keru¨lt kidolgoza´sra (a minima´lis szelet megtala´la´sa a´ltala´nos esetben
eldo¨nthetetlen proble´ma). Az elme´leti alapoza´s seg´ıtett abban, hogy kidolgozzunk olyan szeletele´si tech-
nika´kat (dinamikus, statikus), amelyek va´ltozo´ megoszta´s vizsga´lata´n alapulnak. A mo´dszereket tova´bb
bo˝v´ıtettu¨k leko¨te´si informa´cio´k ﬁgyelembeve´tele´vel. Egy protot´ıpus is implementa´la´sra keru¨lt.
A szeletele´s ce´lja, hogy megtala´ljuk a program azon re´szeit, amelyek hata´ssal lehetnek egy programbeli X
va´ltozo´ra (la´sd Figure 1).
X
slice slice slice
φ
Proof Tree ProgramConstraint store
position
proof tree program 
position
variable
instance
Fig. 1. Egy constraint halmaz, egy levezete´si fa e´s egy programszelet.
Elo˝szo¨r egy constraint halmaz szelete´t deﬁnia´ljuk, amit felhaszna´lunk egy levezete´si fa szelete´nek
meghata´roza´sa´hoz. Ve´gu¨l a programszeletet a hozza´ tartozo´ levezete´si fa´k szeletele´se seg´ıtse´ge´vel adjuk
meg.
Ezen te´zis formaliza´la´sa´hoz haszna´ljuk fel a ko¨vetkezo˝ deﬁn´ıcio´kat, jelo¨le´seket.
Legyen C egy constraint halmaz. T egy levezete´si fa a hozza´ tartozo´ C(T ) constraint halmazzal. A C(T )-
beli va´ltozo´k a T fa poz´ıcio´ibo´l sza´rmaznak. Legyen P a T -beli poz´ıcio´k egy halmaza, azaz P ⊆ Pos(T ).
Ekkor Ψ(P) azon C(T )-beli va´ltozo´ elo˝fordula´sokat azonos´ıtja, amelyek P-beli poz´ıcio´kbo´l sza´rmaznak.
Jelo¨lje CP az o¨sszes olyan C(T )-beli constraint-et, amelyek tartalmazza´k ezen va´ltozo´kat.
A T -beli o¨sszes poz´ıcio´ egy programpoz´ıcio´ vagy egy ce´lpoz´ıcio´ egy pe´lda´nya. Ez megad egy terme´szetes
ΦT leke´peze´se´t a T -beli poz´ıcio´knak a program ill. a ce´lpoz´ıcio´iba. Jelo¨lje Φ−1T (q) azon levezete´si fabeli
poz´ıcio´k halmaza´t, melyekre ha r ∈ Φ−1T (q), akkor ΦT (r) = q.
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Definition 8 Egy constraint halmaz megolda´sa
Egy X va´ltozo´nak egy v e´rte´kre to¨rte´no˝ kie´rte´kele´se´t a C megolda´sa´nak nevezzu¨k pontosan akkor, ha le´tezik
egy olyan ν kie´rte´kele´s, melyre ν(X) = v e´s ν kiele´g´ıti C-t. A C constraint halmaz X va´ltozo´ra vonatkozo´
megolda´sainak halmaza´t jelo¨lje Sol(X,C).
2. Te´zis
2.a A Korla´toza´sos Logikai Programokra, Bizony´ıta´si Fa´kra e´s hozza´juk tartozo´ Constraint Halmazra
vonatkozo´ szeletele´s elme´leti ha´ttere´nek pontos formaliza´la´sa
Definition 9 A C kiele´g´ıtheto˝ constraint halmaz egy szelete
Egy C kiele´g´ıtheto˝ constraint halmaz egy X va´ltozo´ra vonatkozo´ szelete egy olyan S ⊆ C re´szhalmaz,
melyre Sol(X,S) = Sol(X,C).
A 9. deﬁn´ıcio´t felhaszna´lva deﬁnia´ljuk az X-re vonatkozo´ minima´lis szelet fogalma´t.
Definition 10 C egy minima´lis szelete
A C egy minima´lis szelete egy olyan S szelete C-nek az X va´ltozo´ra vonatkozo´an, melyet ha tova´bb re-
duka´lunk S′-t kapva, akkor Sol(X,S′) ku¨lo¨nbo¨zni fog Sol(X,C)-to˝l.
Megjegyezzu¨k, hogy a C halmaz maga egy szelete o¨nmaga´nak, e´s szeletek bo˝v´ıte´se is szelet. A fenti deﬁn´ıcio´
nem adja meg ko¨zvetlenu¨l, hogyan lehet egy minima´lis szeletet meghata´rozni. A minima´lis szelet nem
egye´rtelmu˝. A´ltala´nos esetben a minima´lis szelet megtala´la´sa eldo¨nthetetlen proble´ma´t eredme´nyez.
A ko¨vetkezo˝kben a Bizony´ıta´si Fa Szelet deﬁn´ıcio´ja´t adjuk meg.
Definition 11 Egy Bizony´ıta´si fa Szelet
Egy T bizony´ıta´si fa egy X va´ltozo´ra vonatkozo´ szelete egy olyan P re´szhalmaza a T poz´ıcio´inak, hogy CP
a C(T )-nek egy X-re vonatkozo´ szelete.
Ve´gu¨l egy CLP program szelete´t deﬁnia´ljuk egy adott va´ltozo´ poz´ıcio´ra vonatkozo´an.
Definition 12 Egy CLP program szelet
A P CLP program egy adott q program poz´ıcio´ra vonatkozo´ szelete egy olyan S re´szhalmaza a P
poz´ıcio´inak, hogy P ba´rmely T levezete´si fa´ja´ra valaha´nyszor T -nek egy r poz´ıcio´ja benne van a Φ−1T (q)
halmazban, mindannyiszor le´tezik egy Q r-re vonatkozo´ szelete T -nek, u´gy hogy ΦT (Q) ⊆ S.
2.b CLP programok, Bizony´ıta´si fa´k e´s Constraint halmazok Adatfolyam Anal´ızisen Alapulo´
Automatikus Szeletele´se
A´ltala´nos esetben eldo¨nthetetlen proble´ma, hogy egy constraint halmaz re´szhalmaza szelet-e vagy sem. A
ko¨vetkezo˝kben olyan szintaktikai elemze´sen alapulo´ szeletele´si mo´dszereket mutatunk be, melyek a sze-
mantikus deﬁn´ıcio´nak is eleget tesznek mind programra, mind bizony´ıta´si fa´ra, mind constraint halmazra
vonatkozo´an.
Definition 13 Constraint halmaz ko¨zvetlen fu¨ggo˝se´gi rela´cio´ja
Legyen C egy constraint halmaz, e´s vars(C) a C-beli constraint-ekben megjeleno˝ va´ltozo´k halmaza. Legyen
X,Y ke´t vars(C)-beli va´ltozo´. Azt mondjuk, hogy X ko¨zvetlenu¨l fu¨gg Y -to´l pontosan akkor, ha mindketto˝
ugyanabban a c (c ∈ C) constraint-ban szerepel.
Definition 14 Constraint halmaz fu¨ggo˝se´gi rela´cio´ja
A vars(C)-n e´rtelmezett fu¨ggo˝se´gi rela´cio´ (depC) a ko¨zvetlen fu¨ggo˝se´gi rela´cio´ tranzit´ıv leza´rtja.
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Megjegyezzu¨k, hogy depC egy ekvivalencia rela´cio´ a vars(C)-n. Az [X]depC ekvivalencia oszta´lyt
hozza´rendelju¨k a C egy olyan CX re´szhalmaza´hoz, amely tartalmazza az o¨sszes olyan constraint-et, amely-
ben van [X]depC -beli va´ltozo´.
Definition 15 Bizony´ıta´si Fa Ko¨zvetlen Fu¨ggo˝se´gi Rela´cio´ja
Legyen T egy bizony´ıta´si fa, α, β ∈ Pos(T ). Jelo¨lje ∼T a Pos(T )-n e´rtelmezett ko¨zvetlen fu¨ggo˝se´gi rela´cio´t.
Ekkor α ∼T β pontosan akkor, ha a ko¨vetkezo˝ felte´telek valamelyike fenna´ll:
1. α e´s β egy klo´z ugyanazon constraint-je´hez tartozo´ poz´ıcio´k (constraint e´l)
2. α e´s β ugyanazon csomo´pont egyenlo˝se´gben szerepelnek (tranz´ıcio´s e´l)
3. α e´s β ugyanazon termhez tartozo´ poz´ıcio´k (funktor e´l)
4. α e´s β poz´ıcio´k ko¨zo¨s va´ltozo´t tartalmaznak (loka´lis e´l).
A ko¨zvetlen fu¨ggo˝se´gi rela´cio´ tranzit´ıv leza´rtja´t (∼∗T ) a Pos(T )-n e´rtelmezett fu¨ggo˝se´gi rela´cio´nak nevezzu¨k.
Eze´rt ∼∗T egy ekvivalencia rela´cio´.
Minden egyes T -beli poz´ıcio´ egy P -beli program poz´ıcio´bo´l sza´rmazik. Ezt a Φ : Pos(T ) → Pos(P )
leke´peze´ssel fogjuk jelo¨lni.
Definition 16 Egy program Ko¨zvetlen Fu¨ggo˝se´gi Rela´cio´ja
Legyen P egy CLP program, α, β ∈ Pos(T ). Jelo¨lje ∼P a Pos(P )-n e´rtelmezett ko¨zvetlen fu¨ggo˝se´gi rela´cio´t.
Ekkor α ∼P β pontosan akkor, ha az ala´bbi felte´telek valamelyike fenna´ll:
1. α e´s β ugyanahhoz a constraint-hez tartoznak (constraint e´l)
2. α a c klo´z egy fejbeli atom poz´ıcio´ja, β a d klo´z egy olyan testbeli atom poz´ıcio´ja,
hogy az α-hoz ill. β-hoz tartozo´ atomoknak ugyanaz a predika´tum szimbo´luma (tranz´ıcio´s e´l)
3. α e´s β ugyanazon fu¨ggve´nyhez tartozo´ poz´ıcio´k (funktor e´l)
4. α e´s β ugyanabban a klo´zban szerepelnek, e´s tartalmaznak ko¨zo¨s va´ltozo´t (loka´lis e´l).
A ∼T e´s a ∼P rela´cio´k o¨sszehasonl´ıta´sa´bo´l la´thatjuk, hogy valaha´nyszor α ∼T β P -nek egy T levezete´si
fa´ja´ban, mindannyiszor Φ(α) ∼P Φ(β). Eze´rt ba´rmely T levezete´si fa´ra (α ∼∗T β) ⇒ Φ(α) ∼∗P Φ(β). A ∼∗P
rela´cio´, amely a ∼P tranzit´ıv leza´rtja, egy ekvivalencia rela´cio´ a Pos(P )-n.
A Bizony´ıta´si Fa Fu¨ggo˝se´gi Gra´fot kiege´sz´ıtettu¨k az adatfolyam ira´ny´ıta´sa´t leheto˝ve´ tevo˝ informa´cio´val
(TDG = (Pos(T ),→T )), hogy me´g pontosabb szeletele´st e´rju¨nk el.
2.c. Annak bizony´ıta´sa, hogy a szintaktikus elemze´sen alapulo´ szelet defin´ıcio´
kiele´g´ıti a szelet defin´ıcio´ja´nak szemantikus felte´teleit is.
A ko¨vetkezo˝ te´tel azt formaliza´lja, hogy CX eleget tesz a szelet deﬁn´ıcio´ szemantikus ko¨vetelme´nyeinek is.
Theorem 2 Constraint Halmaz egy Szelete
Legyen C egy kiele´g´ıtheto˝ constraint halmaz, X ∈ vars(C).
Ekkor CX a C-nek egy X-re vonatkozo´ szelete.
A ko¨vetkezo˝ te´tel ∼∗T e´s depC(T ) kapcsolata´t ı´rja le.
Theorem 3 ∼∗T e´s depC(T ) viszonya
Legyen α a T bizony´ıta´si fa egy poz´ıcio´ja, e´s Ψ({α}) = {X}.
Ekkor Ψ([α]∼∗) = [X]depC(T ) .
Ennek ko¨vetkezme´nyeke´nt kapjuk a ko¨vetkezo˝ te´telt.
Theorem 4 Bizony´ıta´si Fa Szelet
Legyen T egy bizony´ıta´si fa, e´s α a T egy va´ltozo´ poz´ıcio´ja. Ekkor [α]∼∗ a T egy szelete az α-ra ne´zve.
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Teha´t egy bizony´ıta´si fa egy adott X va´ltozo´ra vonatkozo´ szelete´t u´gy tudjuk megkapni, ha meghata´rozzuk
az X-et tartalmazo´ ekvivalencia oszta´lyt.
A ko¨vetkezo˝ eredme´ny azt mutatja, hogyan lehet a ∼∗P rela´cio´t a P program szeletele´se´re haszna´lni.
Theorem 5 Program Szelet
Legyen P egy CLP program, e´s β egy poz´ıcio´ja P -nek. Ekkor [β]∼∗
P
a P egy β-ra vonatkozo´ szelete.
A 16. deﬁn´ıcio´ a 5. te´tellel egyu¨tt egy olyan szeletele´si mo´dszert ad, mely ma´r fu¨ggetlen a bizony´ıta´si
fa´kto´l, ı´gy egy statikus program szeletele´si mo´dszert kapunk CLP programokra vonatkozo´an.
2.d A szeletek me´rete´nek tova´bbi finomı´ta´sa´ra ke´t jav´ıta´si mo´dszert alkalmaztunk.
Egyre´szt va´ltozo´ leko¨te´sen alapulo´ adatfolyam ira´ny´ıta´si informa´cio´kat vettu¨nk ﬁgyelembe, ma´sre´szt
statikus szeletele´s esete´n kezeltu¨k az u´gynevezett ”h´ıva´si ko¨rnyezet” (calling context) proble´ma´t.
Theorem 6 Bizony´ıta´s Fa ”Ira´ny´ıtott” Szeletele´se
{β|β →∗T (G) α} a T egy α-ra vonatkozo´ szelete.

3.1. A 2. Te´zis O¨sszefoglala´sa
1.a Megadtuk a CLP programok, Bizony´ıta´si Fa´k e´s Constraint halmazok szeletele´se´nek szemantikus
deﬁn´ıcio´ja´t: Defin´ıcio´ 9, 11, 12.
2.b Adatfolyam anal´ızisen alapulo´ automatikus szeletele´si technika´kat dolgoztunk ki:
- CLP programok statikus szeletele´se´re: Defin´ıcio´ 16
- Bizony´ıta´si Fa´k dinamikus szeletele´se´re: Defin´ıcio´ 15
- Constraint Halmazok dinamikus szeletele´se´re: Defin´ıcio´ 14.
2.c Bebizony´ıtottuk, hogy a ku¨lo¨nbo¨zo˝ szelet t´ıpusok automatikus megkonstrua´la´sa eleget tesz a megfelelo˝
szemantikus szelet deﬁn´ıcio´knak is: Te´tel 5, 4, 2.
2.d A szeletek me´rete´nek tova´bbi ﬁnomı´ta´sa´ra ke´t jav´ıta´si mo´dszert alkalmaztunk: (Te´tel 6).
A fenti dinamikus illetve statikus szeletele´si mo´dszerek egy protot´ıpus rendszerben keru¨ltek imple-
menta´la´sra.
4. CONSTRAINT LOGIKAI PROGRAMOK TANULA´SA
A te´ma´hoz tartozo´ tudoma´nyos publika´cio´: [28].
Az Indukt´ıv Constraint Logikai Programoza´s (ICLP) a Constraint Logikai Programoza´s(CLP) [12,18] e´s
az Indukt´ıv Logikai Programoza´s (ILP) [19,16] fu´zio´jake´nt jo¨tt le´tre.
Az Indukt´ıv Logikai Programoza´s (ILP) olyan ge´pi tanula´si algoritmusokat foglal maga´ba, amelyek sora´n
elso˝ rendu˝ teo´ria keru¨l megtanula´sra tan´ıto´ pe´lda´k e´s ha´tte´rinforma´cio´ alapja´n. Az ILP rendszerek azonban
gyenge´k numerikus informa´cio´ kezele´se´ben. A CLP nyelvek a Logikai Programoza´s e´ppen ezen hia´nyossa´ga´t
po´tolja´k.
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A Doktori E´rtekeze´sben megadtunk egy olyan Constraint Logikai Programok tanula´sa´ra vonatkozo´
mo´dszert, mely az u´gynevezett ”unfolding” (kicsomagola´s) technika´n alapul. A mo´dszer tova´bbi jav´ıta´sa´ra
ira´nyult egy olyan algoritmus kidolgoza´sa, mely a specializa´la´si algoritmust szeletele´ssel kombina´lja. Az
unfolding transzforma´cio´s szaba´ly klo´z elta´vol´ıta´ssal to¨rte´no˝ kombina´la´sa´t a SPECTRE rendszerne´l [3]
alkalmazta´k elo˝szo¨r Logikai Programokra vonatkozo´an.
A ko¨vetkezo˝kben elo˝szo¨r megadjuk a tanulo´ algoritmus formaliza´la´sa´hoz szu¨kse´ges alapveto˝ fogalmakat
szemantika´jukkal egyu¨tt, mint pe´lda´ul a CLP programok specializa´cio´ja, e´s az unfolding transzforma´cio´.
Ezuta´n kimondunk ke´t te´telt, mely arra vonatkozik, hogy a deﬁnia´lt unfolding transzforma´cio´ mego˝rzi a
CLP programok mu˝veleti e´s logikai szemantika´ja´t is.
Ezuta´n keru¨l sor maga´nak a (CLP SPEC) algoritmusnak a formaliza´la´sa´ra, illetve az algoritmus helyesse´ge´t
le´ıro´ te´tel kimonda´sa´ra.
Kidolgoza´sra keru¨lt a CLP SPEC algoritmus egy mo´dos´ıtott interakt´ıv verzio´ja is, mely a specializa´la´st
szeletele´ssel e´s algoritmikus nyomko¨vete´ssel kombina´lja, hogy a specializa´lando´ klo´zt mine´l hate´konyabban
lehessen kiva´lasztani.
Egy olyan protot´ıpus rendszer keru¨lt implementa´la´sra, mely LP e´s CLP programok specializa´la´sa´ra is al-
kalmas, ke´pes a specializa´la´st szeletele´ssel is kombina´lni.
A ko¨vetkezo˝ deﬁn´ıcio´k az eredme´nyek formaliza´la´sa´t seg´ıtik.
Definition 17 D-Interpreta´cio´
Legyen 〈L,D〉 egy constraint domain, ahol L egy elso˝rendu˝ nyelv va´ltozo´kbo´l, predika´tum szimbo´lumokbo´l
(belee´rtve az egyenlo˝se´get is), e´s fu¨ggve´nyszimbo´lumokbo´l (belee´rtve a konstanst is) a´llo´ a´be´ce´ fo¨lo¨tt. D
pedig az alaphalmaz (domain).
Az L nyelv A a´be´ce´je´nek egy  D-interpreta´cio´ja a D domain, e´s egy leke´peze´s, amely hozza´rendel
- minden c ∈ A konstanshoz egy c ∈ D-t, mely ugyanaz az interpreta´cio´, amely c-t interpreta´lja D-n
- minden n-arita´su´ f ∈ A fu¨ggve´nyhez egy f : Dn → D-t, mely szinte´n azon interpreta´cio´val egyezik
meg, mely f-t interpreta´lja D-n
- minden n-arita´su´ p ∈ Π definia´lt predika´tumhoz egy p ⊆ D × · · · ×D rela´cio´t
- minden n-arita´su´ p ∈ Σ constraint predika´tumhoz ugyanazt a p-t, amely p interpreta´ltja D-n.
Legyen BD = {p(d˜) | p ∈ Π, d˜ ∈ Dn}.
Ekkor egy D-interpreta´cio´ reprezenta´lhato´ BD egy re´szhalamazake´nt.
A P constraint logikai program top-down opera´cio´s szemantika´ja tekintheto˝ u´gy, mint az 〈A,C, S〉 el-
emha´rmasokon ve´gzett tranz´ıcio´s mu˝veletek sorozata, ahol A atomok e´s constraint-ek halmaza, C e´s
S pedig constraint-ek halmaza [12]. A tekintheto˝ u´gy, mint a me´g la´thatatlan atomok e´s constraint-ek
gyu˝jteme´nye, C olyan constraint-ek halmaza, amelyek akt´ıv szerepet ja´tszanak (”fele´bredtek”), S pedig
olyan constraint-ekbo˝l a´ll, melyek passz´ıv szerepet ja´tszanak (”alszanak”).
Feltesszu¨k, hogy a mu˝veleti szaba´lyok sora´n kiva´laszta´sra keru¨l a megfelelo˝ a´tmenet (tranz´ıcio´) t´ıpusa e´s
A egy megfelelo˝ eleme is.
A kezdeti ce´lt G a 〈G, ∅, ∅〉 a´llapot reprezenta´lja. Egy levezete´s tranz´ıcio´k (a´tmenetek) sorozata´nak
tekintheto˝. Egy tova´bb ma´r nem mo´dos´ıthato´ a´llapotot ve´ga´llapotnak nevezu¨nk.
Egy levezete´s akkor sikeres, ha ve´ges e´s a ve´ga´llapot 〈∅, C, S〉 alaku´.
Az a´tmeneti szaba´lyok re´szletes le´ıra´sa a Doktori Te´zisben tala´lhato´.
A specializa´cio´s proble´ma´t a ko¨vetkezo˝ke´ppen formaliza´ljuk.
Definition 18 A specializa´cio´s proble´ma
Egy constraint logikai program specializa´cio´s proble´ma´ja adott pozit´ıv (E+) e´s negat´ıv (E−) pe´lda´k hal-
maza´ra ne´zve a ko¨vetkezo˝ke´pp definia´lhato´:
Adott: egy P Constraint Logikai Program, e´s ko¨to¨tt termek ke´t diszjunkt halmaza (E+ e´s E−).
A ce´l: egy olyan P ′ Constraint Logikai Program megtala´la´sa (a P specializa´ltja E+-ra e´s E−-ra ne´zve),
hogy MP ′ ⊆ MP , E+ ⊆ MP ′ e´s MP ′ ∩ E− = ∅, ahol MP a P egy D-modelje´t jelo¨li.
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Feltesszu¨k, hogy minden pozit´ıv illetve negat´ıv pe´lda a G ce´lpredika´tum egy ko¨to¨tt pe´lda´nya.
3. Te´zis
3.a Az unfolding transzforma´cio´
A ko¨vetkezo˝kben formaliza´ljuk az unfolding transzforma´cio´t e´s megadunk ke´t te´telt arra vonatkozo´an,
hogy a deﬁnia´lt transzforma´cio´ mego˝rzi a CLP programok mu˝veleti e´s logikai szemantika´ja´t.
Definition 19 Az unfolding transzforma´cio´
Legyen P egy CLP program az R1, · · · , Rn szaba´lyokkal u´gy, hogy
Rj : hj ← bj1 , · · · , bjmj , cj (j = 1, · · · , n), ahol hj , bj1 , · · · , bjmj definia´lt predika´tumok, e´s cj jelo¨li az Rj
teste´ben megjeleno˝ atomi constraint-ek konjunkcio´ja´t.
Legyen R : h ← b1, · · · , bm, · · · , bk, c egy P -beli programklo´z, legyen tova´bba´ R = {R1, · · · , Rq} pro-
gramklo´zok a´tnevezett pe´lda´nyainak halmaza oly mo´don, hogy minden egyes Ri ∈ R (i = 1, · · · , q) szaba´ly
feje´nek e´s bm-nek ugyanaz a predika´tum szimbo´luma, valamint a sza´mı´ta´si szaba´ly bm-et va´lasztotta ki.
Ekkor az unfolding alkalmaza´sa uta´n a kapott P ′ program a ko¨vetkezo˝:
P ′ = Unf(P,R, bm) = argumentum egyenletek test(Rj)
= P \ {R} ∪ (⋃Rj∈R h ←
︷ ︸︸ ︷
(bm = hj), b1, · · · , bm−1,
︷ ︸︸ ︷
bj1 , · · · , bjmj , cj , bm+1, · · · , bk, c),
ahol bm = hj egy ro¨vid´ıte´s a bm e´s hj ko¨zti megfelelo˝ argumentum egyenlo˝se´gekre vonatkozo´an.
Megjegyezzu¨k, hogy csak deﬁnia´lt predika´tumokra lehet alkalmazni az unfolding-ot, constraint predika´tumokra
nem.
A mu˝veleti szemantika mego˝rze´se´re vonatkozo´ te´telu¨nk a ko¨vetkezo˝ke´pp fogalmazhato´ meg:
Theorem 7 Az unfolding transzforma´cio´ mego˝rzi a mu˝veleti szemantika´t
Legyen P egy CLP program az 〈L,D〉 constraint domain-el e´s az R1, · · · , Rn szaba´lyokkal u´gy, hogy
Rj : hj ← bj1 , · · · , bjmj , cj (j = 1, · · · , n), ahol hj , bj1 , · · · , bjmj definia´lt predika´tumok, e´s cj jelo¨li az Rj
teste´ben megjeleno˝ atomi constraint predika´tumok konjunkcio´ja´t.
Legyen  egy D-interpretation e´s jelo¨lje ∃−X˜Q a Q formula egzisztencia´lis leza´rtja´t, kive´ve az X˜ va´ltozo´it,
melyek kvanta´latlanul maradnak.
Minden egyes P ∪ {G} SLD-fa´ra, ahol G = p(X˜), minden R ∈ P szaba´lyra e´s minden bm ∈ body(R)
definia´lt predika´tumra:
SS(P ) = SS(P ′),
ahol P ′ = Unf(P,R, bm) e´s SS(P ) = {p(X˜) ← c | 〈p(X˜), ∅, ∅〉 →∗ 〈∅, C ′, C ′′〉, |= c ←→ ∃−X˜C ′ ∧ C ′′}
tartalmazza a p(X˜) ce´lra (X˜ a szabad va´ltozo´k halmaza´t jelo¨li) vonatkozo´ va´lasz constraint-ek halmaza´t.
Teha´t az unfolding transzforma´cio´ mego˝rzi a CLP programok mu˝veleti szemantika´ja´t.
Theorem 8 A logikai szemantika mego˝rze´se
Az unfolding transzforma´cio´ mego˝rzi a CLP programok logikai szemantika´ja´t (D-szemantika´ja´t).
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3.b A CLP SPEC algoritmus
A CLP SPEC algoritmus constraint logikai programok specializa´la´sa´ra alkalmas olyan mo´dszer, amely az
unfolding transzforma´cio´t klo´z elta´vol´ıta´ssal kombina´lja.
Theorem 9 A CLP SPEC algoritmus helyesse´ge
A CLP SPEC algoritmusnak P ′(n) output-ja a P E+-ra e´s E−-ra vonatkozo´ specializa´ltja, ha az algoritmus
nem aze´rt termina´lt, mert nem alkalmazhato´ to¨bb unfolding le´pe´s. Ez egyben azt is jelenti, hogy P ′(n) teljes
e´s konzisztens (azaz lefedi az o¨sszes pozit´ıv pe´lda´t, de nem fed le egy negat´ıvat sem).
3.c A CLP SPEC SLICE algoritmus
A CLP SPEC algoritmus u´gy specializa´l klo´zokat, hogy a specializa´lando´ ce´lpredika´tumot ku¨lo¨nbo¨zo˝
strate´gia´k alapja´n va´lasztja ki. A specializa´la´sra kiva´lasztott predika´tum meghata´roza´sa az algoritmus
hate´konysa´ga´nak tekintete´ben kulcsfontossa´gu´ [2]. Ha az aktua´lis program lefed egy negat´ıv pe´lda´t, akkor
le´tezik legala´bb egy olyan klo´z, amely felelo˝s eze´rt a hiba´s lefede´se´rt. A CLP SPEC SLICE algoritmus a
szeletele´st egy nyomko¨vete´si technika´val kombina´lja, hogy megtala´ljuk ezt a ”felelo˝s” klo´zt.
Theorem 10 A CLP SPEC SLICE algoritmus helyesse´ge
A CLP SPEC algoritmusnak P ′(n) output-ja a P E+-ra e´s E−-ra vonatkozo´ specializa´ltja, ha DEB SLICE
algoritmus ke´pes azonos´ıtani a ”felelo˝s” klo´zt, e´s ha az algoritmus nem aze´rt termina´lt, mert nem alkal-
mazhato´ to¨bb unfolding le´pe´s.

5. ATTRIBU´TUM NYELVTANOK SZEMANTIKUS FU¨GGVE´NYEINEK TANULA´SA
A te´ma´hoz kapcsolo´do´ tudoma´nyos publika´cio´: [27].
Az Attribu´tum Nyelvtanok (AG) [29,15,1] a Ko¨rnyezetfu¨ggetlen Nyelvek a´ltala´nos´ıta´sa´nak tekintheto˝k.
[14]. Az AG-ket sze´les ko¨rben alkalmazza´k programoza´si nyelvek speciﬁka´la´sa´na´l e´s implementa´la´sa´na´l.
Mivel az Attribu´tum Nyelvtanok szemantikus fu¨ggve´nyeinek deﬁnia´la´sa igen o¨sszetett lehet, eze´rt nagy
gyakorlati haszna van egy olyan eszko¨znek, amely ke´pes pe´lda´k alapja´n AG-k szemantikus fu¨ggve´nyeinek
megtanula´sa´ra. Eze´rt keru¨lt sor a PAGELEARN algoritmus kidolgoza´sa´ra.
Az Attribu´tum Nyelvtanok (AG) e´s a Logikai Programok (LP) ko¨zti megfeleltete´s alapja´n ne´ha´ny
LP-re kidolgozott tanulo´ algoritmus (ILP) [19,16] alkalmazhato´ AG-kre [6]. Ha az ILP rendszerekben
bevezetu¨nk egy AG-n alapulo´ le´ıro´ nyelvet, akkor formaliza´lhato´ egy Attribu´tum Nyelvtan Tanulo´. A Dok-
tori E´rtekeze´sben megadtunk egy olyan pa´rhuzamos tanulo´ elja´ra´st, amely ILP megko¨zel´ıte´ssel ke´pes AG-
k szemantikus fu¨ggve´nyeit tanulni (PAGELEARN). A kifejlesztett elja´ra´s S-attribu´tum e´s L-attribu´tum
nyelvtanok tanula´sa´ra is alkalmas. A pa´rhuzamossa´g seg´ıt cso¨kkenteni az interakt´ıv elja´ra´s sora´n feltett
ke´rde´sek sza´ma´t, ı´gy egy ido˝ben e´s a feltett ke´rde´sek sza´ma´ban is hate´konyabb algoritmust kapunk, mint
a kora´bban kidolgozott AGLEARN [8] elja´ra´s.
Az Attribu´tum Nyelvtanokat (AG) Knuth [13] vezette be.
Definition 20 S-attribu´tum Nyelvtanok
Az Attribu´tum Nyelvtanok egy specia´lis oszta´lya az S-attribu´tum nyelvtanok, melyek csak szintetiza´lt at-
tribu´tumokkal dolgoznak.
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Az S-attribu´tum nyelvtanokon alkalmazott ero˝s megszor´ıta´sok miatt a gyakorlatban inka´bb L-attribu´tum
nyelvtanokkal dolgoznak.
Definition 21 L-attribu´tum Nyelvtanok
Egy Attribu´tum Nyelvtant L-attribu´tum nyelvtannak nevezu¨nk pontosan akkor, ha az Xp,j minden egyes
o¨ro¨ko¨lt attribu´tuma a p : Xp,0 → Xp,1, . . . , Xp,np szaba´lyban csak a
⋃
k∈{1,···,j−1} Inh(Xp,k) ∪ Syn(Xp,0)
(j = 1, . . . , np) attribu´tum halmazto´l fu¨gg.
Az AGLEARN [8] egy olyan interakt´ıv elja´ra´s, amely Attribu´tum Nyelvtanok szemantikus fu¨ggve´nyeinek
tanula´sa´ra alkalmas. Az elja´ra´s alapo¨tlete, hogy a tanula´si proble´ma´t propoz´ıciona´lis forma´ra transz-
forma´ljuk, e´s a hipote´zist egy propoz´ıcio´s tanulo´ algoritmus a´ll´ıtja elo˝, majd az ı´gy kapott eredme´nyt isme´t
visszatranszforma´ljuk AG forma´ra. Ez a mo´dszer azon alapul, hogy szoros kapcsolat van az Attribu´tum
Nyelvtanok e´s a Logikai Programok ko¨zt [6].
Az AGLEARN az Indukt´ıv Logikai Programoza´shoz (ILP) hasonlo´ koncepcio´t alkalmaz, de ma´s
reprezenta´cio´s nyelvet haszna´l. A ha´tte´rinforma´cio´ e´s a koncepcio´ AG forma´ja´ban van reprezenta´lva. A
pe´lda´k olyan karaktersorozatok, amelyek levezetheto˝k a ce´l nemtermina´lisbo´l. Feltesszu¨k, hogy a vizsga´lt
ko¨rnyezetfu¨ggetlen nyelvtan adott. Az AGLEARN feladata, hogy a szintaktikai szaba´lyokhoz tartozo´
szemantikus fu¨ggve´nyeket ko¨vetkeztessen. A tanula´s folyamata sora´n a ko¨rnyezetfu¨ggetlen nyelvtan, a
ha´tte´rtuda´s e´s a tanulo´pe´lda´k haszna´lhato´ak.
Az a´ltalunk fejlesztett pa´rhuzamos elja´ra´s (PAGELEARN) pa´rhuzamosan ke´pes tanulni szemantikus
fu¨ggve´nyeket az AGLEARN elja´ra´s koncepcio´ja´t alkalmazva. A pa´rhuzamos´ıta´s sora´n kezeltu¨k a fo¨lmeru¨lo˝
u´gynevezett kereszthivatkoza´si proble´ma´t, e´s megadtuk a mo´dszer S- illetve L-attribu´tum nyelvtanokra
kidolgozott va´ltozata´t is.
4. Te´zis
Az a´ltalunk fejlesztett PAGELEARN elja´ra´s to¨bb szinten is pa´rhuzamos´ıtott:
1. A tanulando´ szaba´ly o¨sszes szemantikus fu¨ggve´nye´t egyszerre, pa´rhuzamosan tanulja a rendszer.
2. Maga az AG kie´rte´kelo˝ is egy pa´rhuzamos rendszer, ı´gy az adott pe´lda´hoz tartozo´ levezete´si fa maga is
pa´rhuzamosan van kezelve. Ez me´g to¨bb szemantikus fu¨ggve´ny egyideju˝ tanula´sa´t teszi leheto˝ve´.
3. A szemantikus fu¨ggve´nyek pa´rhuzamos tanula´sa leheto˝ve´ teszi az interakt´ıv algoritmus sora´n feltett
ke´rde´sek sza´ma´nak reduka´la´sa´t. Egyetlen ke´rde´st sem tesz fel a rendszer abban az esetben, ha nem
jelenik meg az u´gynevezett kereszt hivatkoza´s proble´ma´ja.
Mivel a szekvencia´lis elja´ra´s egyik fo˝ proble´ma´ja e´ppen a felhaszna´lo´nak feltett ke´rde´sek tu´l nagy sza´ma
volt, eze´rt a pa´rhuzamos´ıta´s ilyen szempontbo´l is no¨veli a tanula´s hate´konysa´ga´t.
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6. A DOKTORI E´RTEKEZE´S SZERZO˝JE´NEK SAJA´T EREDME´NYEI
I. Logikai Programok Adatfolyam Anal´ızise:
Az imperat´ıv programokra kidolgozott un. ”releva´ns szelet” alkalmaza´sa´nak o¨tlete Logikai Programokra
Gyimo´thy Tiborto´l sza´rmazik. Ebben a te´ma´ban szu¨letett tudoma´nyos publika´cio´k nagy re´szben Szila´gyi
Gyo¨ngyi a´ltal lettek meg´ırva, de az algoritmus kidolgoza´sa, fejleszte´se a szerzo˝k ko¨zo¨s munka´ja. Teha´t a
Bo˝v´ıtett SLD-fa, Skeleton(n), az A´ltala´nos´ıtott Szelet deﬁn´ıcio´, e´s a szu¨kse´ges deﬁn´ıcio´k te´telek Szila´gyi
Gyo¨ngyi a´ltal lettek formaliza´lva. Szila´gyi Gyo¨ngyi ne´ha´ny o¨tlettel re´szt vett az implementa´cio´ban, de a
fejleszte´st Harmath La´szlo´ ve´gezte.
II. Constraint Logikai Programok Adatfolyam Anal´ızise:
Az ezen te´ma´ban ke´szu¨lt tudoma´nyos publika´cio´k nagy re´szben Szila´gyi Gyo¨ngyi a´ltal lettek meg´ırva. A
legto¨bb eredme´ny is Szila´gyi Gyo¨ngyito˝l sza´rmazik Jan Maluszyn´ski e´s Gyimo´thy Tibor ta´mogata´sa´val.
Jan Maluszyn´skito˝l sza´rmazik a Constraint halmaz szemantikus szelete´nek deﬁn´ıcio´ja, e´s ne´ha´ny formal-
izmus letiszta´za´sa. Az implementa´la´st Harmath La´szlo´ ve´gezte Szila´gyi Gyo¨ngyi ta´mogata´sa´val.
III. Constraint Logikai Programok Tanula´sa:
A te´ma´hoz kapcsolo´do´ tudoma´nyos publika´cio´t Szila´gyi Gyo¨ngyi ı´rta. Gyimo´thy Tibor szorgalmazta az
LP-re kidolgozott specializa´la´si mo´dszer CLP-re to¨rte´no˝ alkalmazhato´sa´ga´nak vizsga´lata´t. A mo´dszer CLP-
re to¨rte´no˝ adopta´la´sa´t, a szu¨kse´ges elme´leti ha´tte´r kidolgoza´sa´t (belee´rtve az unfolding transzforma´cio´
deﬁn´ıcio´ja´t, a logikai e´s mu˝veleti szemantika mego˝rze´se´re vonatkozo´ te´telek kidolgoza´sa´t is), illetve az al-
goritmusok formaliza´la´sa´t Szila´gyi Gyo¨ngyi ve´gezte. Az implementa´la´st egy dia´k ve´gezte Szila´gyi gyo¨ngyi
ta´mogata´sa´val.
IV. Attribu´tum Nyelvtanok Szemantikus Fu¨ggve´nyeinek Tanula´sa:
Ezt a kutata´st Szila´gyi Gyo¨ngy ve´gezte. A kapcsolo´do´ tudoma´nyos ko¨zleme´nyt is o˝ ı´rta, egy fejezet
kive´tele´vel, mely a PAGE rendszert mutatja be (ez a fejezet Aggelos Thanos a´ltal lett ı´rva). Maga a PAGE
rendszer egy tetszo˝leges pa´rhuzamos AG kie´rte´kelo˝vel helyettes´ıtheto˝.
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