Summary In this paper, the problem of bandwidth choice in smooth k-sample tests is considered. Three different bootstrap methods are discussed and implemented. All the methods persecute the bandwidth leading to the maximum power, while preserving the level of the test. The relative performance of the methods is investigated in a simulation study. Illustration through real medical data is provided. The main conclusion is that the bootstrap minimum (BM) method provides a good compromise between statistical power and conservativeness. Robustness of the methods with respect to the number of bootstrap resamples and practical limitations are discussed.
Introduction
Smoothing methods have become a very popular tool when exploring data, because of their capability to estimate the population structure without any a priori type of parametric (e.g. Gaussian) assumption. On the other hand, smoothing-based statistics are a very natural way of testing the goodness-of-fit of the data to a given model specification. However, it is recognized that the choice of the smoothing degree or bandwidth may greatly influence the final shape of a smooth estimator, while having a big impact in testing for significance too.
Many methods for the selection of the smoothing degree have been provided. Focusing on the kernel density estimator (KDE), we only mention Park and Marron (1990) , Devroye (1997) , Bowman and Azzalini (2001) or, more recently, Ahmad and Amezziane (2007) for the access to a huge literature. The proposed methods look for a small error when approximating the underlying population curve by the smooth estimate. The goal in testing problems is different to that in nature, since one will be interested in (rather than a good estimator) the construction of a powerful test statistic. Optimal data-driven smoothing selectors in the sense of integrated deviations may not be appropriated to that end. Still, methods for bandwidth choice in testing problems have received relatively little attention in the related literature. Exceptions to this have been recently reviewed in Gao and Gijbels (2008) .
In this paper we consider smooth tests for the k-sample problem. Specifically, it is assumed that k (continuous) populations are sampled independently, and that the test statistic T h measures the discrepancy among the kernel density estimators pertaining to each one of the samples. Here, h stands for the bandwidth or smoothing degree when computing the kernel density estimators. Anderson et al. (1994) investigated the test statistic based on the L 2 -norm for the two-sample problem, when using a fixed common bandwidth h for the two kernel density estimators. Louani (1998 Louani ( , 2000 studied large deviations for the L 1 and L ∞ distances between a kernel density estimator and the true density, and he proved that the Bahadur efficiency of the L 1 -based (resp. L ∞ -based) smooth test is greater (resp. smaller) than that of the Kolmogorov-Smirnov one-sample test. Cao and Lugosi (2005) analyzed minimum L 1 -distance automatic bandwidth choice for the L 1 -based one-sample smooth test. Cao and Van Keilegom (2006) introduced a new smooth test for the two-sample problem via empirical likelihood; the test statistic involves a comparison of two kernel density estimators based on the same bandwidth h. Cao and Van Keilegom (2006) showed that the choice of h influences the power of the test to a great extent, and in practice they suggested to use the bandwidth leading to an optimal (estimated) power over a given grid of smoothing levels.
Smooth k-sample tests were considered in Martínez-Camblor et al. (2008) ; these authors introduced the common area measure as a generalization of the L 1 -norm to the k-sample case. Later, Martínez-Camblor and de Uña-Álvarez (2009) compared the common area test statistic to other type of discrepancy measures, including a different generalization of the L 1 -distance and generalized L 2 and L ∞ distances too. These papers indicate that (for the k-sample problem):
(a) Smooth tests may be more powerful than tests based on the comparison of empirical distribution functions; (b) The chosen distance among kernel density estimators has a big impact in the power of the test; (c) The bandwidth may influence a lot the power.
However, no optimal solution to the problem of bandwidth choice in smooth test is currently available.
To be more specific, let f 1 ,...,f k k probability densities which are independently sampled, and let X i = {x i,1 , . . . , x i,ni } be the random sample taken from the density f i (1 ≤ i ≤ k). The kernel density estimator of f i is defined througĥ
where K is a kernel function and h i is a smoothing parameter or bandwidth. Then, any discrepancy measure among thef hi (X i , ·)'s can be the basis of a test statistic for the null hypothesis H 0 : f 1 = ... = f k . Martínez-Camblor and de Uña-Álvarez (2009) found that the most powerful smooth test (among four) was that based on the generalized
where N = k i=1 n i , and wherefh(X, t) stands for the kernel density estimator based on the pooled sample X with bandwidthh. The single bandwidth h controls the amount of smoothing for each sample via h i = hσ i n −1/5 i andh = hσN −1/5 , whereσ i andσ are the standard deviation of the i-th and the pooled samples respectively. Hence, the asymptotically optimal rate n −1/5 (where n is the sample size) in estimation is used for each bandwidth, but our aim is to choose the factor h to improve the power, while preserving the level of the test. This is the test we consider in this paper.
This paper is organized as follows. In Section 2 we discuss bandwidth choice principles for a general smooth test, say T h . Specific algorithms to compute the bandwidth in practice are introduced in Section 3. In Section 4 we investigate via simulations the performance of the best k-sample smooth test L k,1 (h) in Martínez-Camblor and de Uña-Álvarez (2009) when based on different bandwidth selectors. Section 5 reports an illustration with real medical data. Finally, a discussion of our main findings is given in Section 6.
Bandwidth selection criterions
In this Section we discuss two different approaches to bandwidth selection for a smooth test statistic T h . The first one concentrates on the maximization of the power of the test, while the second considers the idea of minimizing the P -value. It will be seen that both approaches have a strong relationship. Practical implementation of these ideas will be discussed in Section 3. Without loss of generality, we will assume that the null hypothesis (whatever it is) is rejected for large values of T h . Besides, we will denote by T 0,h and T 1,h independent random variables with the null and the alternative distribution of T h respectively.
Let {T h > c α,h } be the rejection region at level α. One appealing idea is choosing the smoothing level h to maximize the power of the test (e.g. Cao and Van Keilegom, 2006) . This leads to the maximum power bandwidth
Note that this bandwidth depends on α.
Given the actual value of the test statistic, T h = T h say, more evidence against the null is obtained for smaller P -values of T h . Hence, to construct a powerful test it makes sense to minimize π v (T h ) = P{T 0,h > T h } along h. This idea is related to looking for a minimum in the so-called significance trace of the test (Hart, 1997, p. 160) . The minimum P -value bandwidth is defined as
This idea was used in de Uña-Álvarez and Martínez-Camblor (2009) . An interesting question is if P -values should be computed (and then minimized) for the actual values of the test {T h } h>0 even when the null hypothesis is true (a fact that is unknown in practice). Since our objective is the construction of a powerful test statistic, one may be tempted to minimize the P -values of the T h that would be obtained under the alternative, and then averaging w.r.t the distribution of T 1,h ; this criterion gives the alternative bandwidth
For going deeply into the comparison of these ideas, let us assume that the null and the alternative distributions of the test are Gaussian, that is, T 0,h ∼ N(µ 0,h , σ 0,h ) and T 1,h ∼ N(µ 1,h , σ 1,h ). In practice we will have this situation asymptotically for many smooth tests. Specifically, Martínez-Camblor and de Uña-Álvarez (2009) established asymptotic normality for the k-sample smooth test based on the L p -distance. Under this assumption we have (putting Z for the standard normal):
In Figure 1 we depict the functions Z m (h) (averaged) and Z M,α (h) (in the case α = 0.05), together with their corresponding maximizers, for two of the specific models simulated in Section 4. We see that both criterions seem to be closely related.
Bandwidth selection algorithms
In this Section we present the algorithms for performing the bandwidth choice in practice. They are related to the general ideas discussed in Section 2, and all of them make use of some preliminary bootstrap estimators of the involved objective functions. We will refer to null and alternative bootstrap resamples, indicating the fact that the bootstrap incorporates the null hypothesis (former case) or the alternative hypothesis (latter). In the k-sample smooth tests investigated in Section 4, null bootstrap resamples are drawn from a (pilot) smoother of the empirical distribution of the pooled sample; while the alternative bootstrap resamples are drawn independently from each of the kernel density estimators based on some pilot bandwidth. See Section 4 for the details. Maximization in the algorithms below is performed on a fixed grid of bandwidths H = {h 1 , ..., h t }. Practical choice of this grid is important as it will be discussed in Section 4. For the moment we only mention that the finer the grid, the better the approximation of the bandwidth.
First, we introduce the double minimum (DM) method, which is oriented to the estimation of h m (i.e. the minimum P -value bandwidth). This algorithm was introduced by Martínez-Camblor et al. (2008) in the scope of smooth k-sample tests, see also Martínez-Camblor and de Uña-Álvarez (2009). The method's name is a consequence of the two minimization steps performed in the plan below. The steps of the algorithm are the following. DM 0 . Let be H = {h 1 , . . . , h t } a grid of h-values among which the optimal one is to be selected. DM 1 . Draw B 0 bootstrap resamples under the null. Let T b 0,h be the statistic T h when based on the b-th null bootstrap resample, b = 1, ..., B 0 , and the bandwidth h. DM 2 . Compute
where 
and α is the significance level of the test.
Note that, although calculation of h DM is involved in the above procedure (Step DM 2 ), the goal of the algorithm is to provide the P -value of the test, for which keeping the specific value of the bandwidth is unimportant. In other words: only the minimum P -values reported in P B (original sample), P b B * (b-th second bootstrap resample, b = 1, ..., B 0 ), and P B * (final P -value of the test) are needed to make a decision. The test statistic is only computed t(B 0 + B 0 ) times along Steps DM 1 -DM 3 . In order to improve the computational cost of the DM algorithm, a stopping rule for the obvious case in which π
along the grid can be introduced; in such a case, the null hypothesis is accepted (resp. rejected) after Step DM 2 .
Let us now introduce a modification of the DM algorithm which is oriented to the approximation of hm rather than of h m . The algorithm is called BM (taken from bootstrap minimum). The steps of the BM method are:
. . , h t } a grid of h-values among which the optimal one is to be selected. 
Note that the computation of the BM bandwidth as described along Steps BM 1 -BM 4 implies B 1 + B 0 evaluations of the test statistic T h , multiplied by the number of bandwidths in the grid, t. Besides, in order to approximate the P -value of the datadriven test T h BM , one needs to perform B 0 extra evaluations of the statistic under the null (total number of evaluations: t(B 1 +B 0 )+B 0 ). A decision on the null and alternative hypotheses is reached after the following Step: 
where T h BM is the actual value of the test statistic (when based on h BM ) and α is the significance level of the test.
The third algorithm is called double bootstrap (DB), and it follows the original idea described in Cao and Van Keilegom (2006) for their empirical likelihood two-sample smooth test. Given the level of the test (α), the DB algorithm is a practical implementation of the bandwidth h M,α which maximizes the power of the test statistic T h . The steps of the DB algorithm are as follows. DB 0 . Let be H = {h 1 , . . . , h t } a grid of h-values among which the optimal one is to be selected. Step DB 3 , where b refers to the b-th alternative bootstrap resample fixed in Step DB 1 . The number of evaluations of T h over the grid of t bandwidths grows up to tB 1 B 0 + B 0 in this case, and this significantly increases the computational times in intensive Monte Carlo simulations. However, Cao and Van Keilegom (2006) did not correct the P -value of the test, thus resulting in an anticonservative method (see the simulations below, in which the DB method is implemented as described in that paper).
Simulation study
In order to investigate the practical behaviour of the described procedures for bandwidth choice, a small simulation study for the k-sample smooth test L k,1 (h) was carried out. We consdered the case k = 3, where the first two densities are standard normal and the third density can be different. Given the computational cost involved in the calculations, the statistical powers (the significance level is α = 0.05) were estimated from 500 Monte Carlo simulations for two different alternative models: Two levels of contamination were used: a = 1/2 and a = 3/4. The case a = 0 corresponds to the null hypothesis (MD 0). In Figure 2 the two simulated alternative densities MD 1 and MD 2 are depicted. For MD 1, a change in shape (but not in location) occurs for a non-zero a. MD 2 represents the opposite situation of changing location while mantaining a similar shape under the alternative.
We considered both the balanced and unbalanced designs by taking triplets of sample sizes (n 1 , n 2 , n 3 ) = (25, 25, 25) and (n 1 , n 2 , n 3 ) = (25, 50, 75) . Note that these situations include low (N = 75) to moderate (N = 150) total sample sizes. As mentioned in the Introduction, we used bandwidths of the form h i = hσ i n −1/5 i andh = hσm −1/5 , whereσ i andσ are the standard deviation of the i-th and the pooled samples respectively. Four different grids of bandwidths H = {h 1 , ..., h t } were considered for the selection of h: H 1 = {1/4, 1/2, 1, 2, 3, 4} (the largest), H 2 = {1/2, 1, 2} (shortest with small bandwidths), H 3 = {1, 2, 3} (shortest with large bandwdiths), and H 4 = H 2 ∪ H 3 = {1/2, 1, 2, 3} (intermediate). These grids include the optimal smoothing levels for the simulated models, as explained below.
As mentioned in Section 3, we used the smoothed bootstrap (Hall et al., 1989 ) to obtain the bootstrap resamples under the null and under the alternative. The pilot bandwidth used in the smoothed bootstrap was always g = Cn −1/3 (where n is the corresponding sample size), which corresponds with the bandwidth minimizing asymptotically the mean integrated squarred error of the smoothed empirical distribution function. For simplicity, we took C = 1. The number of null bootstrap replicates was chosen as B 0 = 199 for the DB algorithm, and as B 0 = 499 for the DM and BM algorithms. Note that the Table 1 . Observed rejection probabilities for the L k,1 (h) statistic in the proposed models for bandwidth hσ i n −1/5 i whereσ i is the sample standard deviation, n i (1 ≤ i ≤ 3) is the sample size and h ∈ {1/4, 1/2, 1, 2, 3, 4}. computational savings of DM and BM methods allow for this extra effort in the bootstrap approximation of the P -values. The number of alternative bootstrap resamples was B 1 = 100 for DB and BM (note that DM does not make use of alternative bootstrap resamples). B 0 = 499 new null bootstrap resamples were used to compute the P -value correction of the test statistic when based on h DM or h BM , while no correction was performed for h DB according to the original conception of Cao and Van Keilegom (2006) . Table 1 summarizes the observed statistical powers for different h values along the largest grid H 1 . In this case, no method for bandwidth selection was used, since first we were concerned with the influence of the bandwidth on the power of the smooth test for the simulated scenarios. The nominal levels were well respected in all the considered cases. The optimal h for MD 1 was h = 2 (which is included within the four considered grids) and for model MD 2 was h = 1, although for a = 3/4 and unbalanced samples the observed statistical power for h = 2 is the same (both values are included within the four grids).
The rejection levels of the test statistic when using the automatic bandwidth selectors h DM , h BM and h DB are displayed in Table 2 . We see that the DB method resulted in a clearly anticonservative test (specially for the largest grids). This is because the method, as originally proposed in Cao and Van Keilegom (2006) , does not correct the P -value of the test for the multiplicity of bandwidths. Indeed, the DB obtained a rejected percentage larger than the optimal whithin the reference grid in 32 of the 40 considered situations. This point, which is positive in the sense of the power, makes that the nominal level was not well respected by this method. The results obtained by the BM procedure are always close to the optimum within the reference grid, while the nominal level was well respected. DM method was too conservative, showing a power uniformly below that of BM, which in summary could be considered as the winner in the comparison of the three bandwidth selectors. Means and standard deviations of the bandwidths h BM and h DB along the 500 trials are reported in Table 3 . It is seen that the BM gave bandwidths more concentrated around its mean than the DB. Table 2 . Rejection probabilities for the L k,1 (h) statistic in the proposed models for the Double Bootstrap (DB; B 0 = 199 = B 0 and B 1 = 100), Double Minimum (DM; B 0 = 499) and BM (B 0 = 499 = B 0 and B 1 = 100) algorithms on the grids H 1 = {1/4, 1/2, 1, 2, 3, 4}, H 2 = {1/2, 1, 2}, H 3 = {1, 2, 3} and H 4 = {1/2, 1, 2, 3}. Table 3 . Mean and standard deviation (between brackets) for the final used bandwidths for the DB and BM algortithms on the grids H 1 = {1/4, 1/2, 1, 2, 3, 4}, H 2 = {1/2, 1, 2}, H 3 = {1, 2, 3} and H 4 = {1/2, 1, 2, 3}. 
Real data analysis
In order to illustrate the proposed methods in a practical setup, in this Section we consider 427 cases of breast cancer registered in Gipuzkoa region, North of Spain. These data were previously analized in Martínez-Camblor et al. (2009) . Two groups of women are considered, corresponding to stages I (148 women) and II (279 women) of cancer at diagnosis. The null hypothesis is that the distribution of the age at diagnosis is the same for the two groups. Empirical distribution functions and kernel density estimates for both samples are depicted in Figure 3 . The mean and standard deviation of the age at diagnosis (in years) were 58.5 and 10.99 for stage I, and 57.9 and 13.7 for stage II. The P -values of the Levene test for equal variances and of the Welch test for equal means were 0.001 and 0.630 respectively, while the nonparametric Mann-Whitney-Wilcoxon test yielded a P -value of 0.7216. So, in principle, one can say that both populations share the same location but they are different in their shape (as it can be seen in Figure 3) . We also applied the three likelihood-ratio tests based on the empirical distribution functions introduced by Zhang and Wu (2007) , obtaining P -values between 0.01 and 0.05, and thus rejecting the null hypothesis of equal distributions. Figure 4 provides the P -values of the smooth test based on L k,1 (h) along the grid H 1 = {1/4, 1/2, 1, 3/2, 2, 5/2, 3, 7/2, 4} estimated through 5000 bootstrap resamples. We also considered the other three smooth tests investigated in Martínez-Camblor and de Uña-Álvarez (2009), namely: All of them reported highly significant P -values on a large range of values of h, although when oversmoothing and undersmoothing in an extreme way, P -values above 0.05 could be obtained. In order to make a decision about the suitable level of smoothness in the test statistic, we applied the DM, the BM, and the DB methods, as described in Section 3, for two different grids: H 1 (see above) and H 2 = {1/2, 1, 2} (a reduction of 67% on the number of possible bandwidths with respect to H 1 ). The numbers of bootstrap replicates were B 0 = B 0 = 1000 and B 1 = 500 when needed. The P -values obtained by the DM method for L k,1 (h) were 0.01 (H 1 ) and 0.002 (H 2 ); BM reported a P -value of 0.007 for both grids (bandwidths h = 0.891 and h = 0.885 respectively), while DB gave a P -value of 0.002 and a bandwidth h = 1 for both grids. Hence, all bandwidth selectors allowed to reject the equality of the two groups at the standard 0.05 level. We mention that the tests AC(h), L k,2 (h) and S k (h) reported final P -values below 0.025 when based on the automatic bandwidths, thus reporting similar conclusions.
Discussion
In this paper we have addressed the problem of automatic bandwidth selection in smooth tests, where the goal is choosing the optimal bandwidth on a given grid H according to some suitable criterion. Different methods have been proposed in a general setup, and they have been compared through simulations and real data analysis in the special case of k-sample smooth tests. Since both the amount of data dispersion and the sample size determine the reasonable level of smoothing, we suggest to adapt the grid taking these parameters into account. The basic optimality criterion used in this work is to reach the highest statistical power while preserving the given significance level of the test.
The issue of the influence of the bandwidth in smooth tests has received some attention in the recent literature. As reviewed in Gao and Gijbels (2008) , roughly speaking there exist two different approaches to solve the problem of bandwidth choice. A first approach is to use an estimation-based optimal smoothing parameter (e.g. cross-validation) to construct the test. That approach can not be justified in theory and practice since estimationbased optimal values may not be optimal in testing problems. The second approach starts with an initial set of suitable values for the bandwidth and proceeds further from there. Our proposal follows this second philosophy.
Up to three different methods for bandwidth choice have been formalized in this paper. The double minimum (DM) method looks for the bandwidth minimizing the P -value of the test statistic along the grid. That is, the best bandwidth is the one reporting the most significant value for the smooth test. This idea connects to that of the maxstatistic, which has been found useful in different scenarios (e.g. González et al., 2008) . As usual, P -values and P -value correction for the multiplicity of tests is conducted through the (smoothed) bootstrap. A modification of the DM method which results in a less conservative test, the bootstrap minimum (BM) method, has been introduced. The BM bandwidth proceeds by minimizing the P -value of the test statistic when averaged along its alternative distribution. This implies bootstrapping not only the null but also the alternative hypothesis, and it resembles in some way the idea of the double bootstrap (DB) as described in Cao and Van Keilegom (2006) . The DB bandwidth persecutes the maximum power; comparison with the DM and BM methods provided in this paper shows that the DB method rejects too many times the null, while being very computationally demmanding. Hence, further refinements of the method are in order. An interesting issue is that of the influence of the number of (null and alternative) bootstrap resamples in the performance of the methods. Too small values of B 0 can be associated to incorrect decisions, specially when the true P -values are close to the nominal level. Missclassification errors for different values of B 0 versus the real P -value at level α = 0.05 are shown in Figure 5 . On the other hand, the BM and DB methods estimate the alternative hypothesis through the using of B 1 bootstrap resamples. We have found that both methods are quite robust with respect to B 1 . Table 4 reports the statistical power of the L k,1 (h) smooth test for for the bootstrap minimum and the double bootstrap methods and the models simulated in Section 4 (with the largest grid of bandwidths), along different values of B 1 . From this Table we see that a very small number of alternative bootstrap resamples may lead to a decreasement in the percentages of rejections for the DB method, and that the BM method seems to be more robust with respect to the choice of B 1 . Recall also that DB is anticonservative because no P -value correction was used (see Section 3). Table 5 shows the figures corresponding to the real medical data in Section 5, when using the L k,1 (h) test statistic, the BM and DB methods, and the grid H 1 = {1/4, 1/2, 1, 3/2, 2, 5/2, 3, 7/2, 4}. We let the value of B 1 vary between B 1 =10 and B 1 =500, with almost no influence on the reported P -value. From our whole experience, we thus recommend to dedicate more computational time to the estimation of the null hypothesis (i. e. a large B 0 ) than to the intensive resampling of the alternative.
In summary, we can say that the BM method showed the best performance in the simulations, reaching a good compromise between respecting the nominal level of the test and maximizing the power. BM bandwidth could be considered as a suitable modification of the DM method as originally conceived in Martínez-Camblor et al. (2008) , which is too conservative. On the other hand, DB method (as implemented, see Section 3) is too anticonservative (although its final P -value could be corrected in the spirit of the other two methods), while being very computationally intensive. Besides, BM enjoys of the attractiveness of reporting a P -value independent of the specific level of the test, while DB is oriented to get the maximum power for a given α. Finally, it should be noted that, in principle, the bandwidth selectors discussed in our paper can be used in any type of h DB 1.000 0.500 1.000 1.000 1.000 1.000 P -value(DB) 0.002 0.002 0.002 0.002 0.002 0.002 smooth test; to this end, the test statistic should be properly parametrized first so it depends on a single smoothing level in a suitable way.
