Abstract-In this note, we formulate a theorem giving bounds on the powers of linear operators, in a general Banach space setting. The relevance of the theorem is illustrated by applying it to the Crank-Nicholson method for the numerical solution of the heat equation. This application yields a stability estimate in the maximum norm which amounts to an improvement over a well-known result of Serdjukova [l].
INTRODUCTION
Let T denote a given bounded linear operator from a Banach space into itself. In the literature, creneral upper bounds on the norm of T'" (for n > 1) were established, under various conditions h on the resolvent of T, see, e.g., [2-71. In this note, we present a new general bound on the norm of T" and we apply this bound in deriving some actual stability estimates. The estimates thus obtained do not follow from earlier general bounds on T" known to the authors.
In Section 2, we present Theorem 2.1, which contains our new bound. The proof of the theorem relies, among other things, on an argument used earlier in [7] .
In Section 3, we apply Theorem 2.1 to the well-known Crank-Nicholson method for the numerical solution of the heat equation. First, in Section 3.1, we introduce some notations and we review results from the literature. Next, in Section 3.2, we combine Theorem 2.1 and material from Section 3.1. In this way, we easily arrive at explicit stability estimates, in the maximum norm, for the Crank-Nicholson method. These estimates are sharper than a well-known stability result obtained in [l] .
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Further, fi and gi will denote complex-valued holomorphic functions such that, for i = 1,2. ,111
and all .z with IzI < 1,
The following theorem gives a bound on l/T"ll in terms of the coefficients a,(i) and 6, (i). 1Ve note that, for the special case where m = k = 1 and fl = 91, the theorem may be viewed as a variant to a result given in [7] .
We shall use the convention throughout that xi=, . . . = 0 whenever r > s. 
(2.2c) j=o PROOF.
1. In view of (2.la), we have (
znTn (for IzI < 1). Therefore,
where the integration is along any positively oriented thus obtain 49 circle ]z] = T, with 0 < T < 1. We
2. Assume, with no loss of generality, that none of the functions fi or gi vanishes identically for 1.21 < 1.
We shall use (below in Part 3 of the Proof) that Jz, as defined in (2.3), satisfies
(2.4b) j=o j=o
In order to prove (2.4), we note first that, in view of (2.lc), the operator-valued function
( a ft er elimination of removable singularities) is holomorphic for ].Z < 1. Further, it is easy to see that the function figi -&+!+ has a power series
withcj(i) = 0 whenever 0 5 j 5 n -p(i). Therefore, denoting the expression in the right-hand member of (2.4a)
4.
(where we have used the definition cj(i) = 0 whenever j < 0). Since the last integral equals zero, the proof of (2.4) is complete. Using (2.4a), we obtain in view of (2.1~) and the Schwarz inequality
By using (2.4b) and Parseval's formula, we arrive at
Let yZ be defined by (2.2b). By letting T + 1 in the last inequality, we obtain ]I Jill 5 hi.
In view of (2.3), we arrive at (2.2a). Consider now the case where, for some index i, we have Hi(z) = ~P(~)fi(~)gi(t) Ci.
From (2.4), we obtain with coefficients cl(i) satisfying cl(i) = CiZoaj(i) b~_~(i) (for 0 5 1 5 n -p(i)). Conse-
Ci. This implies that I] Jill 5 yi, where pi is defined by (2.2~). In view of (2.3), the proof of the theorem is complete. I REMARK 2.2.
Theorem 2.1 would no longer be true if, with regard to (2.2c), the condition Hi(z) = zp(i)fi(z)gi(z)Ci (for IzJ < 1) would be omitted. This can be seen from the following counterexample.
LetT=I. Let k > 0 and 0 < 1 5 m. Assume (2.1) and let H,(z) = ~"(")fi(z)g2(z)~~(z). In case Ei(z) is an operator-valued polynomial with respect to the variable z, we denote its degree by q(i); otherwise we define q(i) = co. It can be proved that, for 71 > 1, the bound (2.2a) is valid, if we define yi, for 1 < i 5 7n, by (2.2b) and, for 1 5 i < 1, by
Clearly, for q(i) = 0, formula (2.5) coincides with (2.2c), which is an improvement over (2.2b). For q(i) 2 1, however, there are cases where (2.5) gives a larger value than (2.2b).
AN APPLICATION OF THEOREM 2.1 TO THE CRANK-NICHOLSON METHOD

Stability of the Crank-Nicholson Scheme
Consider the initial-boundary value problem for the one-dimensional heat equation 
1,
Here At > 0, Ax = l/(M+l), 772 = 1,2,. , hf, and n = 1,2,3,. Choosing ~0,~~ = ~nf+l.,, = 0 and V,,O = f(mAx), we see that v~,~% approximates u(x, t) for x = eras and t = nAt.
In order to rewrite the Crank-Nicholson scheme in a compact form. we put cl = At/(A.r)", and we define the M x M matrices A and T by
A = A(M,a)
= 5 tridiag(1, -2, l),
T = T(Al,cr) = (I + A)(1 -A-'. (3.1)
Further, we denote by v, the column vector with components PI~,~, UZ.~~, , ~~,~l,~~. Clearly, the Crank-Nicholson scheme is equivalent to v,, = TV,,-I.
In dealing with the stability of the numerical process (3.2), we shall use the norms In Section 3.2, we shall see that this stability estimate can easily be improved by applying Theorem 2.1 in combination with the subsequent lemma. In all of the following, A and T will denote the matrices defined by (3.1). We note that our actual stability result presented below cannot be obtained by combining Lemma 3.1 and earlier general bounds as given, e.g., in [2-71. where c = 2~5. Furthermore, we define p(l) = 0, p(2) = 1. In view of Lemma 3.1, the CrankNicholson operator T now fulfills conditions (2.la)-(2.ld) with k = 0, 71% = 2 and )I jj = /j . )lm.
Since H,(z) = zP(')fl ( Some values of c, (rounded to four decimal places) are listed in Table 3 .1.
(3.4) (3.5a) (3.51,) We again use the same notations as in Lemma 3.1, and define
where
where c = 2~5. Finally, we define p(1) = O> p(2) = 2, p(3) = 1. In view of Lemma 3.1, the Crank-Nicholson operator T now satisfies conditions (2.la)-(2.ld) with k = 1. m = 3, and II . /I = II ' Iloo.
Defining 71, 72, and ye according to (2.2b), we easily find y1 = n + 1, 72 = c"71/2 (for even '72 2 a), 72 = c2(n -1)/2 (f or odd 72 2 l), and 73 = fic~ (for even n 2 2)) y3 = fic:Jm (for odd n > 1). By virtue of Theorem 2.1, we thus obtain llT"ll~ 5 1 + -$ .8 < 9, for 71 2 1. (3.6)
Since T is a real symmetric matrix, we have IITnlJ1 = llT"llW. Th ere ore, f an application of the Riesz convexity theorem (see, e.g., [13, Chapter VI]) yields /IT7'11p 5 IIT"i/ix, (for 1 5 ?-, < x).
In view of (3.4),(3.6), we thus arrive at the following. Here c, is defined by (3.5), and some values are given in Table 3 .1.
