The paper studies a finite element algorithm giving approximations to the minimum-norm solution of ill-posed problems of the form Af = g, where A is a bounded linear operator from one Hubert space to another. It is shown that the algorithm is norm convergent in the general case and an error bound is derived for the case where g is in the range of A A*. As an example, the method has been applied to the problem of evaluating the second derivative / of a function g numerically.
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The paper studies a finite element algorithm giving approximations to the minimum-norm solution of ill-posed problems of the form Af = g, where A is a bounded linear operator from one Hubert space to another. It is shown that the algorithm is norm convergent in the general case and an error bound is derived for the case where g is in the range of A A*. As an example, the method has been applied to the problem of evaluating the second derivative / of a function g numerically. 1 . Introduction. Let X and Y be real Hubert spaces and A a bounded linear operator from X into Y. The problem of determining, for given g in the range A(X) of A, solutions / in X of (1) Af=g is said to be ill-posed if A has no continuous inverse on A(X). If there are more than one solutions of (1) one is frequently interested in the solution which has minimum norm in X, the minimum-norm solution f0 of (1) . The existence and uniqueness of /0 is a consequence of the well-known result (see e.g. [6, p. 124] ) on the existence of a unique nearest point to the origin of X in every closed convex set in X. Solving (1 ) for g not in the closure of the range of A, in the sense that the solution / has to satisfy \\Af-g\\ = min{ WAh -g\\ : h E X), is easily seen to be equivalent to the problem of solving Af = Pg, where P is the orthogonal projection from Y onto the closure A(X) of A(X) in Y. There are numerous examples of problems of the form (1), e.g.
Fredholm integral equations of the first kind, where the mathematical formulation of a host of applications is leading to such equations (see e.g. [13] or [14] ).
Usually, ill-posed problems are extremely difficult to solve numerically. Several schemes leading to approximate solutions of (1) have been proposed, e.g. the collocation method (e.g. in [1] , [2] , [4] ) or Tikhonov's method [3] , [10], [11] , [12] . But up to now, little is known on the convergence of both methods in the general case In this paper we consider an algorithm for solving (1) numerically. This algorithm, giving the minimum-norm solution of (1), has been proposed in [7] , [8] . The algorithm has no restrictions on the operator A (such as the existence of an inverse of A, a condition which is often required for the Tikhonov method; see e.g. [12, p. 45] or [3, p. 870] ). Furthermore, the algorithm studied in this article uses a technique whose computational part has some similarities with Galerkin's method, though it is conceptionally much different from Galerkin's and also from Tikhonov's methods. An upper bound for the rate of convergence is derived for the restricted class of problems (1), where A is an arbitrary bounded linear operator and g is in the range of AA*, A*: (1) has been derived in [7] for g in the range of A2
and a convergence proof has been given for the case of arbitrary A and g in [8] . For every g in A(X) the sequence {fn} generated by the algorithm (2) converges in X to the minimum-norm solution f0 of (I).
Proof. Let {fkin)} be any subsequence of [fn } given by (2) . Since by (4),/" E U, n > m and since U is weakly sequentially compact in X, there is a subsequence of ifk(n)}, which we also denote by {/fc(")}, converging weakly to an element, say/of U. Clearly (5) shows that (6) lim sup ll/fc(n) -/0 II < 2(/0 -/, /0). property. Therefore, it is justified to take, e.g. bn = 10_3n~2log n, where n runs over the higher powers of 2. The expected convergence rate based on this choice of bn is, according to the theorem in Section 3, 0(ri~x\og n). Finally, the following Table 1 gives the error norms II fn -f0\\ for a number of approximations fn for /0, computed by algorithm (2), i.e. by its numerical variant described in Section 2. Table 1 also indicates the ratio of II fn -/0II to n~x\og n. 
