. ,X,)) random variables with right sided continuous distribution G such that G(0) = 1. In several survival analysis models (for example, see Breslow and Crowley (1974) , Gehan (1969) , Gross and Clark (1975) , and Kaplan and Meier (1958) , and the references cited therein), we do not observe the true survival times XI, . ,X,; rather we observe only right censored times, censored by Y,, . . , Y, respectively. That is, we observe only (1.1) (81, Z,), . . , (4,Z,) where for i = 1, . , n, (1. 2) si = and Zi = min{Xi, Y,}, In the situation described above, an important characteristic is the mean survival time y = -j,"x dF(x) = j,"F(x) dx which we shall assume is finite. The purpose . of this paper is to obtain estimators of y using (a,, Z,), , ( 4 , Z,) . One obvious estimator of y is j,"$(x) dx provided the stochastic process 3is a good estimator of F. Two estimators $ of F are the product limit estimator of Kaplan and Meier (1958) and its Bayesian generalization of Susarla and Van Ryzin (1976) . Substitut-ing the estimator Fa of Susarla and Van Ryzin (1978) for F in j,"F(x) dx gives an estimator (of p) whose asymptotic properties are difficult to study since lim,,, A limn,, Var(F,(t)) = co. In this paper, we consider estimators of the form,
where MnTco as nTco and P i s an estimator of F, and obtain conditions on F, G, and {M,) so that & +p almost surely, and & is asymptotically normal. A method similar to the method given here for the almost sure convergence of fi can be adopted to obtain a mean-square convergence result for &.
We point out that Sander (1975) obtained estimators for j r~( x ) dx, T fixed, which are asymptotically normal whenever T < co and F(T)G(T) > 0, and indicated that it is extremely difficult to obtain the distribution theory for the estimators of ~:F(X) dx whenever T = co or F(T)G(T) = 0; in particular, estimators for p = (FF(x) dx. See Theorem 1 and the remark following it in Sander (1975) . Since it is impossible to estimate F(x) (and, therefore, any functional of F invoiving F(x)) whenever G(x) = 0 without further assumptions it is assumed throughout this paper that (All T = sup{tl t is in the support of F )
< sup{ tl t is in the support of G ) .
Since the results and the methods used to prove them are similar when T = co and when T < co, we deal only with the case T = co from here onward.
Throughout, the arguments of functions are suppressed whenever they are clear from the context. Denote the indicator function of any set A by [ A ] ,convergence in probability by + , , convergence almost surely by +,,,, and convergence in law by +,. Also the following notation is used throughout.
( 
MEAN SURVIVAL TIME ESTIMATION
PROOF. The proof involves showing that S,, is asymptotically normal by using the method of proof of Theorem 7.1 of Hoeffding (1948) . By the definitions of H,, and I?,, given by (1.7) and (1.8) respectively, we have where 2' stands for summation over all ( j , k ) such that 1 < j < k < n and
We now apply Hoeffding's (1948) method (his Section 7, and in particular, proof of his Theorem7.1) of proving the asymptotic normality for the U-statistics since n is,, can be expressed as a sum of identically distributed random variables as described by (2.3) and (2.4) for each fixed n. For applying the method of Hoeffding (1948) , let
for each n. Now a direct computation shows that 2\k,,,(6,,Z1) =
Also, (5.13) of Hoeffding (1948) shows that where a lengthy calculation shows (see Appendix A) that
The rest of the proof involves showing that Var(\k,,,) = Var(@,,) = o ( M~H -~( M ) ) which in turn shows (as in the proof of Theorem 7.1 of Hoeffding (1948) ) that the asymptotic distribution of n-;~,, is the same as that of n-'2;-12~,1((6,, 2,)) in view of the condition
is the content of the following lemma.
PROOF. AS will be shown below, each term in the right-hand side of (2.4) has a second moment bounded by a constant multiple (c1,c2,. . are constants) of
M~H -~( M ) .
In particular, the following inequalities hold.
Also,
All three inequalities complete the proof of the lemma.
Returning to the proof of the theorem, we point out the intent of the above lemma is that by following the pattern of the proof of Theorem 7.1 of Hoeffding (1948) it can be shown that the asymptotic distribution of n -f~, , is the same as that of n-'Z~=,2~,,,,((Sj, a sum of i.i.d. random variables for each fixed n. Since Z,)), 4Var(qn,,) -,a 2 (see Appendix A), by (2.8) and the condition ~-' M~H -~( M ) + 0,n-'Ey,12qn, ,((a,, 2,)) can be shown to be asymptotically normal by using the standard arguments.
In the following remarks, we discuss the conditions of Theorem 2.1 (see also the examples in Section 5). 
REMARK
It should be possible to obtain an analogue of Theorem 2.2 (and 2.2. hence also Theorcm 2.1) without (A2), that is, in the case when a 2 = J , "~-~( J~F d u )~d l ?
JpFdu) has the = cc since (A3) and (A4) imply that ni(fisame asymptotic distribution as the centered version of n-1Zj"-12'k,, ,(($,2,)) whose variance multiplied by n = a; + co. Consequently, we can show that under (A31 and (A4), n-f~,",l{qn,l((~,z,)) -E[qn,l((6,, Zj))l)/aM+eN(O, 1). REMARK 2.3. In general, the centering factor JyFdu in nf(fi -JfFdu) of Theorem 2.1 cannot be replaced by p = J,"Fdu as the following example illustrates.
Let F(u) = e-8u, G(u) = eCV7 both for u > 0 and 9,O > 0. Then (A2) holds iff 0 > 9.Moreover (A4) +(A3) and also that (A4) is equivalent to (2.9) n-1e2(4t'+5dM
If the centering factor joM~du is replaced by p = j?Fdu, we also need to have (2.10)
Obviously, if (2.9) holds, then (2.10) does not hold. Consequently, with 0 > 9, the example is complete.
In case we are interested in estimating jTFdu where T* < co and 2.4. F(T*)G(T*) > 0, the asymptotic normality of ( j T f d u -j c~d u ) follows immediately from Theorem 2.1. This case, with 9 as the Kaplan-Meier estimator rather than as our (1.10), follows from Sander (1975, Theorem 1). REMARK 2.5. In case T < co but F(T)G(T) = 0 (a case not included in Remark 2.4), we chose M so that M TT, and (A2) through (A4) hold. REMARK 2.6. 9 defined by (1.10) has all the large sample properties given in Van Ryzin (1978, 1980) for the ?a defined in that paper. In particular, for each u, $(u) is mean square consistent with rate ~( n -I ) , almost surely consistent with rate o(log n/n f ) and additionally, the process {$(t)10 < t < u) converges weakly to a Gaussian -process, with all the results holding if F(u)G(u) > 0.
3. Approximation (2.1) to n f(fi -j p~d u ) . We recall first that the proof of the main result of Section 2, namely Theorem 2.1, depends on the fact that n f (~ -joM~du) can be approximated by Sn-E[Sn], with Sndefined by (2.1), for asymptotic distribution theory results. The purpose of this section is to justify rigorously this approximation or reduction. Throughout this section, we use (A3) or (A4) only.
To arrive at the desired approximation, we write 9 of (1.10) using (1.9) as PROOF. Let a be any probability measure with support in [M, co). Then (1.3) of Susarla and Van Ryzin (1976) shows that ( N + (u) + l)Wn(u) < (n + 1) for u < M since the left-hand side is (n + 1) times the Bayes estimate of F under squared error loss function. Therefore, Hn(u)Wn(u) < (n + 1)N+ (u)/{n(l + N + (u))) < n-'(n + 1) for u < M. Now observe that G-'HneC < HnWn+ G-'H, < n-'(n + 1)(1 + G-') on (0, MI, since Hn < 1. G < 1 completes the proof.
In view of the above lemma, and (3.4), one has, on (0, MI,
We now state conditions on F, G, and M under which nf(right-hand side of In view of (3.2) and (3.6), we need to consider only for finding the asymptotic distribution of n;(fi -J F F~u ) where fi is defined by 
;{2 H-'(s) -H,(S)H-~(S)) dgn(s)
for u < M respectively. Replacing Hn by H follows easily since sup{nfl H,(u) -H(u)l10 < u < ao) converges to a random variable in probability, and since (A4)
implies that JOMG-'(In Wn -In G-') du +, O as in the proof of Lemma 3.2, the first part of the above plan is completed thus reducing (3. 
) . Hence nfln(1 + nH,(u))-' -2 H -' ( u ) + H,(u)H-'(u)( < nf A,(1 + n A , ) H -~( M ) ( I + ~H , ( M ) ) -' + n f~-' ( M ) ( l + ~H , ( M ) ) -' for u C M. E [ ( l + nH,(M))-'1 = Z~, ( ; ) ( I+ 1 ) -' H ' ( M ) (~ -H(M))"-' < c(nH(M))-I
for some constant c, the result follows from the above inequality and the fact that n f A, converges in probability to a random variable since n -f~-~( M ) -+0 when (A3) holds.
4.
Almost sure consistency of fi of (1.11). In this section, we state a result concerning the almost sure (as.) consistency of fi as an estimator of p. We state here the main result and the needed lemmas for it, with the proofs of various lemmas relegated to Appendix B. Throughout, denote sup{/ f ( x ) ( 10 < x < M ) by 1) f 11, for any function f on (0, co), and c,, c,, . . denote constants.
We start with the following basic inequality.
M G -, ( M ) I IH, -H I I , + M IIH,(W, -G -' ) I I , = I + 11
where the inequality follows by a triangle inequality after adding and subtracting the integral J/G-'H, du. Now observe that
by the law of iterated logarithm. To deal with 11, we observe that, as in Section 3, with ?defined by (1.11), can be shown to be an a.s. consistent estimator of p* with o((logn)/n)f by using the methods of Section 3 of Susarla and Van Ryzin (1978) . This was the situation considered by Sander (1975) in her asymptotic distribution theory considerations for estimators of p*, with 2 taken to be the Kaplan-Meier (1958) estimator.
Choice of M,(= M )
and an example. M satisfying (A3) and (A4) of Section 2, and (Bl) and (B2) of Section 4 exist as will be shown here. Such a choice of M will obviously depend on F and G. But if F and G belong to exponential or gamma families of distributions, M can be chosen to be independent of any unknown parameters rather easily.
To choose {M,), let I, = k + 1 for k
as kTco and 0 < 2a, 2P < 1 < p. The first observation we make here is that both (A3) and (A4) are implied by (5.1)
n -a~n~-( 4 v 2 p ) (~n )~-' ( M , )
Find n,( > n,-,) so that
Such a choice of n, is possible for each k since ~-" a H -(~~~~) ( a )~-' ( a ) +0 as N + co for each fixed a. Now define (5.2) M,* = k + 1 for n, < n < n,,,. {M* ) as defined above satisfies (5.1), and with a = O(nY), with 0 < y < /? < 1, and p ( P -y) > 1 + a also satisfies (Bl) of Section 4 since (5.1) implies that H~~( M , * )
can not go to zero any slower than n-". Now for each fixed M: , define N,(> N,-,) so that for a fixed 6 > 0,
Now we define our required sequence {M,) as follows. x-=a~e2M~('+"/nP~ < 00 n = l n with Pp > 2 and for 0 < 2a < 1, lim inf ,,ae-(o+v)M > 0 respectively. Now by taking M = (Inn)' with 0 < 6 < 1, we see that all the above three conditions are satisfied if a, = O(nY) with 0 < 2y < 1 and y < P < 1 since exp{ -( 0 + q)p(ln n)') -+ 0 slower than n-" for each a > 0. For this choice of M, Our second remark concerns a2 of (A2). The form of a2 of (A2) was con~ectured by Breslow and Crowley (1974) (see (8. 2) of their paper). Thus this paper rigorously shows that the asymptotic form for a2 is true for a particular fi, given here by (1.11).
The results presented here can be extended to estimators of the form jfPa(u) du where is the Bayes estimator derived under squared error loss (see (1.3) of Susarla and Van Ryzin (1976)) under appropriate changes in conditions (A3), (A4), (Bl), and (B2). (A3) and (A4) will be replaced by the following three conditions: (2) a -f H-)(M) max{l, a-'(M, co)) -+ 0, and
(B) and (B2) will be replaced by
(1) ~~= l a , P n -~p {~-2 P (~) a -P (~, co with
The estimator ~f P~( u ) will also be admissible estimator for p under du an squared-error loss if a is assumed to satisfy (additionally) that its support equals (0, co). The estimator F defined by (1.11) cannot be obtained as a specialization of the above estimator jfPa(u) du. Two important advantages of fi over this last estimator are: (1) its simplicity for computational purposes, and (2) the fact that weaker conditions are needed to obtain its asymptotic properties.
APPENDIX A
In this appendix, we want to obtain (2.8) where 2*,, , is defined by (2.6).
Observe that
Now we see that Var(D) = O(n-'H -'(M)) since pM is bounded, and that
where we have used the equality dl? = -F dG. Consequently, (A.1) 4 x Var(*,, ,)
v . SUSARLA AND J . VAN RYZIN provided Var(A + B -C) is bounded for large n. Observe that the boundedness of Var(A + B -= 0 ( n P 2 H p 2 (~) ) C) and the fact that Var (D) imply that the
Since it can be easily seen that
We calculate below each of the terms in the right-hand side of (A.3). All the calculations use integration by parts, and the integral equality (/,"g(t) dt)2 = 2lo"s(t)[lbs(s) A1 dt. for some constant c. Also, by following the proof of Theorem 1 of Singh (1975) , it can be shown that 11 Z?, , -I? I ) , = O(logn/n;) a.s.
Consequently, 1 1= O(1og n/n(' -2a)/2 )under (B2). In view of inequality (B.5), the proof of the lemma is complete.
