Introduction

22
"All populations are doomed to eventual extinction." Lynch and Gabriel (1990) 
23
In the absence of back mutations, an asexual individual cannot produce offspring carrying fewer 24 deleterious mutations than itself. Indeed, it is always possible that individual offspring will accrue 25 additional deleterious mutations. As a result, the class of individuals with the fewest deleterious 26 mutations may, by chance, disappear irreversibly from the population, a process known as Muller's 27 Ratchet (Muller, 1964; Felsenstein, 1974; Haigh, 1978) . Successive "clicks" of the Ratchet will cause Table 1 ). It can either die (D) or survive and split into two daughters (A-C). The daughters inherit the mutations from their mother. A daughter can acquire one additional mutation and become a type + 1 individual (dark gray) (B-C).
Model
89
Branching process
90
A population consists of individuals with = 0, 1, 2, … deleterious mutations. Below, we refer 91 to individuals with deleterious mutations as belonging to type .
92
The size = ∑ of the population is allowed to change according to a discrete-time branch-93 ing process. Each generation, an individual of type reproduces by splitting into two daughters 94 with probability ∕2 and dies with probability 1 − ∕2 (Figure 1) , where is the expected num-95 ber of offspring of an individual of type -i.e., its absolute fitness (Equation 2). We assume that all 96 mutations have the same deleterious effect and do not interact epistatically.
97
Any offspring may acquire one deleterious mutation with probability . Note that is defined 
101
This branching process yields the probability generating function (p.g.f.) of the number of - 
where , is the expected number of offspring of type generated by an individual of type . All 
where = 0, 1, 2, … For a proof, see Appendix 1.
110
Extinction time of individuals of type k 111
Let denote the time of extinction of individuals of type in a population started from ances- 
Symbol Description
Probability that an individual acquires a deleterious mutation (Figure 1 ).
Deleterious effect of a mutation (Equation 2).
Fitness and get the conditional probability given
for > 0 which gives
Note that for = 0 we have ( 0 > 0) = 1 because there are always individuals present at time 0.
125
For > 0, however, we have ( > 0) < 1 because, for example, the entire population may already 126 be extinct in generation 1.
127
In a similar way, we get the variance as where we use a first-order Taylor approximation. To generalize the idea, we define the expected 147 number of descendants of type from a mutation-free individual after generations 
the expected number of individuals of type + at the extinction of type for = 1, 2, … The 
Now let
be the number of -type individuals at the extinction time of type − 1 and let
where 0 is the initial population size. Note that is the time of the -th click of the Ratchet. As we 156 noted above, for = 0 we have ( 0 > 0) = 1 (Equation 6). Thus, if the population is founded by 0 157 mutation-free individuals, the time to extinction of the mutation-free class is given exactly by
When > 0, Equation 12 is an approximation (see Equation 6 and Equation 11). In addition, we 159 do not have a closed form expression for ( > 0) for > 0. We can, however, place bounds on
and that if is any random variable on {0, 1, 2, ...} we have 
Because extinction of the whole population is irreversible, ( > 0) is expected to decline for 164 successive classes:
Large initial population size
166
The expected time to extinction of the mutation-free class, 0 , is given by Equation 13. Following 
where 0,0 = 1− < 1 (Equation 4 ) is the expected number of mutation-free offspring per mutation- 182
Interestingly, Equation 18
shows that 1 approaches a constant as 0 increases.
183
Change in population size
184
If a population is founded by 0 mutation-free individuals, the expected total population size 185 generations later is
(see Equation 8 ).
187
Initially, (0) = 0 . Since all individuals have the same fitness, the population size is not ex- same rate
Results
193
Small population size, high mutation rate, and mutations of large effect accelerate
In our model, population size, , can increase as well as decrease from generation to genera-196 tion. However, all increases are transient and the population will eventually go extinct (Figure 2A ).
197
The expected value of can be predicted accurately by Equation 19 (Figure 2B) . However, the down has made it difficult to evaluate the Lynch-Gabriel hypothesis.
277
Our results challenge the Lynch-Gabriel hypothesis. Although doomed populations can ex- we consider the first two risk factors..
302
Population size can decline as a result of changes in the environment, such as, climate change,
303
decreased food availability, emergence of infectious diseases, and habitat loss or fragmentation. 
331
The relative theoretical neglect of the evolutionary dynamics in doomed populations is surpris- 
345
A central assumption of our model is that individuals experience hard selection (Wallace, 1975) .
346
The expected number of offspring of an individual is its absolute fitness, (Equation 2), and is 347 both density independent and frequency independent. The Lynch-Gabriel models make similar believe that our model provides a promising framework to explore the consequences of relaxing 375 these assumptions for the fate of populations doomed to extinction.
376
Materials and Methods
377
Numerical calculations
378
Expected extinction time of the mutation-free class 
387
Variance in extinction time
388
We calculated the variance in extinction time by computing
up to the same value of used to calculate (see Equation 7 ). Again, we only present results for times of different classes are independent (i.e., we ignore the covariance terms). This assumption 392 was confirmed by simulations (not shown).
393
Coefficient of variation in extinction time
394
The coefficient of variation measures the variability of a variable relative to its mean. We calculated 395 the coefficient of variation of extinction time by computing
Proof of Equation 5
513 Given real numbers and and ∈ ℕ (the nonnegative integers), let denote the "almost diagonal" × matrix
whose th row is simply −1 multiplied by ( 0 0 ⋯ 0 1 0 0 0 ⋯ ), the 1 occuring in the th position. Since is upper triangular, so is its th power (for ∈ ℕ), with diagonal entries
The superdiagonal entries aren't quite as simple, but can also be expressed explicitly in terms of , and . Proof. We induct on . When = 1, for = 1 and any the given expression becomes
When ≥ 2, then the = 2 factor in the product is 2−2 −1 2 −1 = 0, so that regardless of the entire expression becomes 0, which again equals ( , + ). We conclude that the stated result holds for = 1. 
which shows that the formula holds for the exponent + 1. This concludes the proof. a Strictly speaking, the inductive hypothesis will only apply to the term ( + 1, ( + 1) + ( − 1)) when ≥ 2. However, if we adopt the convention that any empty product is equal to one, the expression stated in the result agrees with ( + 1, ( + 1) + ( − 1)) when = 1 as well.
Overestimation of the Expected Extinction Time
550
As shown in the Model section, an approximation is made in Equation 9 in order to derive analytical expressions for click times ( ) and time to extinction (T). 
