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Abstract: For a given stationary max-stable random field X(t), t ∈ Zd the
corresponding generalised Pickands constant coincides with the classical
extremal index θX ∈ [0, 1] which always exists. In this contribution we
discuss necessary and sufficient conditions for θX to be 0, positive or equal
to 1 and also show that θX is equal to the so-called block extremal index.
Further, we consider some general functional indices of X and prove that
for a large class of functionals they coincide with θX . Our study of max-
stable and stationary random fields is important since the formulas are valid
with obvious modifications for the candidate extremal index of multivariate
regularly varying random fields.
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.
1. Introduction
The connection between Pickands constant and extremal index of stationary
max-stable Brown-Resnick random fields (rf’s) has been initially pointed out in
[17]. Calculation of Pickands constants for a general stationary max-stable rf
X(t), t ∈ Zd has been later dealt with in [27]. Previous investigations concerned
with the calculation of extremal index in the context of max-stable processes
are [47, 23, 9, 10].
Recent research in [2, 51, 46, 28] has shown, contrary to the prevailing intu-
itions, that there are certain key subtilities (if d > 1) when dealing with station-
ary multivariate regularly varying rf’s (see e.g., [48] for the definition) and the
calculation of their extremal indices. Influenced by the findings of [8], several
formulas for extremal indices of stationary regularly varying time series have
appeared in the literature, see e.g., [37] and the references therein. Various (less
well-known) formulas have been discovered also for Pickands constants in con-
tributions unrelated to time series modelling. For instance in sequential analysis
and statistical applications [43, 44] and extremes of random fields [52, 31] just
to mention a few. For large classes of Gaussian rf’s extremal indices have been
discussed in [26, 11, 45], see also [49, 4] for non-Gaussian cases and related re-
sults.
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This contribution shows that the adequate framework to relate all the differ-
ent previous formulas and findings connected to Pickands constants or extremal
indices is that of max-stable stationary rf’s.
Without loss of generality, we shall focus on the class of max-stable rf’s with
Fre´chet marginals. Since these are limiting rf’s, see e.g., [19], our formulas
for their extremal indices are valid (with obvious modifications) also for the
candidate extremal index of more general stationary regularly varying rf’s (see
[37] for recent findings). Studying max-stable rf’s, instead of these more general
rf’s is also justified by Theorem 2.3 stated in Section 2 and Remark 2.4 iii).
In view of the well-known de Haan characterisation given in [12], the rf X
with non-degenerated marginal distributions corresponds to some non-negative
spectral rf Z(t), t ∈ Zd having the following representation (in distribution)
X(t) = max
i≥1
Γ
−1/α
i Zi(t), t ∈ Z
d, (1.1)
where Γi =
∑i
k=1Qk with Qk, k ≥ 1 unit exponential random variables (rv’s)
independent of Zi’s which are independent copies of Z.
Clearly, Z is not unique since also Z˜(t) = RZ(t), t ∈ Zd is a spectral rf for X ,
provided that R is a non-negative rv independent of Z such that E{Rα} = 1.
Note that if for some h ∈ Zd we have Z(h) = 1 almost surely, then in view of
Balkema’s lemma (stated in [13][Lem 4.1]) any spectral rf Z˜ of X has the same
law as Z.
We shall assume without loss of generality that for some α ∈ (0,∞)
P
{
max
t∈Zd
Z(t) > 0
}
= 1, E{Zα(t)} = 1, t ∈ Zd. (1.2)
Lemma 7.1 in Appendix shows how to construct a spectral rf Z such that the
first assumption in (1.2) holds. Note that E{Zα(t)} = 1 implies that X(t) has
α-Fre´chet distribution function e−x
−α
, x > 0. This is no restriction since we are
interested in stationary max-stable rf’s. As in [27] define the Pickands constant
(when the limit exists) with respect to the spectral rf Z by
H = lim
n→∞
1
nd
E
{
max
t∈[0,n]d∩Zd
Zα(t)
}
≤ lim
n→∞
1
nd
∑
t∈[0,n]d∩Zd
E{Zα(t)} ≤ 1. (1.3)
Since the finite dimensional distributions (fidi’s) ofX can be calculated explicitly
(see (6.1) below) if H exists, then
P
{
max
t∈[0,n]d∩Zd
X(t) ≤ ndx
}
= e−
1
nd
E{maxt∈[0,n]d∩Zd Z
α(t)/xα} → e−H/x
α
(1.4)
as n→∞ is valid for all x > 0.
As argued in [17] and [27, 15] the sub-additivity of maximum functional implies
that H is well-defined and finite, provided that X is stationary. Consequently, in
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view of (1.4) the extremal index (or using the terminology of [51], the classical
extremal index) of the stationary max-stable rf X (denoted below by θX) always
exists, does not depend on the particular spectral rf Z but on the law of the rf
X and is given by
θX = H ∈ [0, 1]. (1.5)
Clearly, in the special case
X(t) = Vt, t ∈ Z
d, (1.6)
where Vt’s are independent α-Fre´chet rv’s, then θX = 1. We shall show that this
is the only max-stable rf with unit Fre´chet marginals satisfying θX = 1. Using
this fact and Theorem 2.3 we can construct a spectral rf Z for X , see Remark
3.9 iii).
Hereafter we shall assume for simplicity that the max-stable rf X has unit
Fre´chet marginal distributions, i.e., below we shall consider the case
α = 1.
If the spectral rf Z is not easy to determine or X(t), t ∈ Zd is stationary but
not max-stable, commonly the block extremal index (denoted below by θ˜X) is
utilised in various applications related to extreme value analysis. Assuming for
simplicity that X has unit Fre´chet marginals, it is defined by (see [51, 25])
θ˜X := lim
n→∞
P{max0≤i≤rn,i∈Zd X(i) > nτ}∏d
j=1 rnjP{X(0) > nτ}
(1.7)
for any τ > 0 and any sequence rn ∈ Z
d, n ≥ 1 with non-decreasing integer-
valued components rnj , j ≤ d such that limn→∞ rnj = limn→∞ n/r
d
nj = ∞ for
any j ≤ d. In our setting we do not need to put the last restriction. In (1.7)
i ≤ rn is interpreted component-wise, i.e., ij ≤ rnj for all j ≤ d components of
i and rn, respectively.
Next, we define functional indices θX,F of X by
θX,F = E{Z(0)F (Z)} ∈ [0, 1],
where F : E 7→ [0, 1] is a measurable functional with respect to the product
σ-field E on E := [0,∞)Z
d
.
As mentioned above different choices of Z for X are possible. In order to make
the definition of θX,F independent of the choice of Z and thus only dependent on
the law of X , we shall also require that F is 0-homogeneous, i.e., F (cf) = F (f)
for any c > 0, f ∈ E. Indeed, under this assumption we have that
θX,F = E{Z(0)F (Z/Z(0))} = E{F (Θ0)},
where the rf Θh is defined for any A ∈ E by (hereafter I(·) denotes the indicator
function)
P{Θh ∈ A} = E{Z(h)I(Z/Z(h) ∈ A)}. (1.8)
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It is known that for any h ∈ Zd the law of Θh does not depend on the partic-
ular choice of the spectral rf Z and can be directly determined by X . In the
case that for a spectral rf Z of X we have that Z(h) > 0 almost surely, this
fact follows from Balkema’s lemma. The proof for the general case follows from
[27][Lem A.1], or from [50][Thm 1.1] and [33][Thm 2], see [27] for more details.
Consequently, the functional index θX,F depends only on the law of X . Note
that for the definition of θX,F no stationarity of X is assumed.
It is well-known that a max-stable rf X with Fre´chet marginals is a multi-
variate regularly varying rf. For general multivariate regularly varying rf’s which
are not max-stable, there is no spectral process Z as in our case of max-stable
X and therefore the rf’s Θh, h ∈ Z
d are defined via a conditional limit, see e.g.,
[19, 41] and (2.1) below. The key advantage in the framework of max-stable
rf’s is that Θh is directly obtained by tilting a given spectral rf Z and thus a
limiting argument can be avoided if Z is known.
At this point two natural questions for a given stationary max-stable rf X
arise:
Question 1: What is the relation between θX and θ˜X?
Question 2: For what F is the functional index θX,F equal to θX?
In this contribution we show that we simply have θX = θ˜X and then describe
a large class of functionals F such that θX = θF,X . Further, we consider in some
detail the cases θX = 0 and θX = 1.
Brief organisation of the rest of the paper: In the next section we discuss
some basic properties of the rf’s Θh, h ∈ Z
d and then show how to construct a
stationary max-stable rf X from a given rf Θ∗ which in turn is necessary equal in
law with Θ0. In Section 3 we prove that θX = θ˜X for any stationary max-stable
rf’s X . Additionally, we give equivalent conditions that guarantee θX > 0 or
θX = 0 and then present several formulas for θX . Section 4 is concerned with
the anti-cluster condition whereas Section 5 displays some examples. All the
proofs are relegated to Section 6 which is followed by an Appendix.
2. Preliminaries
Unless otherwise specified we shall consider below a max-stable rf X(t), t ∈ Zd
as in the Introduction with spectral rf Z such that E{Z(t)} = 1, t ∈ Zd. Hence
X(t) has unit Fre´chet distribution e−1/x, x > 0. We shall discuss first the case
that X is non-stationary.
2.1. General max-stable X
The importance of the rf’s Θh, h ∈ Z
d defined in (1.8) relates to the following
conditional convergence results. Namely, in view of [27][Lem 2.1, A.1 & Rem
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6.4] or by [19][Lem 3.5] we have that the convergence in distribution
X(t)/X(h)
∣∣∣(X(h) > u) d→ Θh(t), t ∈ Zd, (2.1)
u−1X(t)
∣∣∣(X(h) > u) d→ Yh(t), t ∈ Zd (2.2)
hold as u → ∞ in the product topology of E = [0,∞)Z
d
, where Θh is defined
in (1.8) and
Yh(t) = RΘh(t), t ∈ Z
d,
with R an α-Pareto rv with survival function x−α, x ≥ 1 independent of any
other random element (recall that we consider α = 1 for simplicity).
If for a given max-stable rf X a spectral rf Z is known, it is often simpler
to determine the law of Θh directly via (1.8) than deriving it from (2.1). In
particular, if P{Z(h) = 1} = 1, then the following equality in law
Θh
d
= Z (2.3)
is valid. Below we determine the fidi’s of Yh in terms of Z and Θh.
Lemma 2.1. For any h, ti ∈ Z
d, xi ∈ (0,∞), i ≤ n we have
P{Yh(t1) ≤ x1, . . . , Yh(tn) ≤ xn} = E
{
max
(
1, max
1≤i≤n
Θh(ti)
xi
)
− max
1≤i≤n
Θh(ti)
xi
}
(2.4)
= E
{
max
(
Z(h), max
1≤i≤n
Z(ti)
xi
)
− max
1≤i≤n
Z(ti)
xi
}
.
Remark 2.2. For the case of the stationary Brown-Resnick model (2.4) is
stated in [51][Prop 6.1] for h = 0.
2.2. Stationary max-stable X
In view of [27][Thm 6.9] the max-stable rfX(t), t ∈ Zd with unit Fre´chet marginals
is stationary, if and only if the following time-shift formula (TSF)
E{Z(h)F (Z)} = E
{
BhZ(h)F (BhZ)
}
, ∀h ∈ Zd (2.5)
is valid for any measurable function F : E 7→ [0,∞] which is 0-homogeneous.
Here B is the shift-operator so that BhZ(·) = Z(· − h), h ∈ Zd. Note that for
the stationary Brown-Resnick model the claim in (2.5) is first formulated in
[17][Lem 5.2].
For notational simplicity we shall omit the subscript 0 and write simply Θ and
Y instead of Θ0 and Y0, respectively; in our notation the origin of R
k, k ∈ N is
denoted by 0.
In view of [27][Thm 4.3] the TSF (2.5) is equivalent with the following equality
in law
Θh
d
= BhΘ
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valid for any h ∈ Zd.
Yet another equivalent formulation of the TSF (2.5) stated for the rf Θ is
E{Θ(h)F (Θ)} = E
{
F (BhΘ)I(BhΘ(0) 6= 0)
}
, ∀h ∈ Zd (2.6)
valid again for all measurable functionals F as above, see e.g., [2, 19].
We note in passing that with the same arguments as in [19] it can be shown
that (2.6) is equivalent to the so-called time-change formula proven in [2] for
multivariate regularly varying rf’s.
Next, since for stationary X we have that (2.2) holds, then in view of [2, 19]
X is a multivariate regularly varying rf and Y is the so-called tail rf of X ,
whereas Θ is the so-called spectral tail rf. Therefore for a stationary max-stable
rf X the rf Θ defined in (1.8) is simply the spectral tail rf of X .
Adopting the terminology of [30] for statioanary max-stable rf’s X , we shall
refer to their spectral rf’s Z as Brown-Resnick stationary (abbreviated as BRs)
rf1’s.
From Z we can easily define the spectral tail rf Θ. Moreover, as mentioned in
(2.3) we simple have Θ
d
= Z if Z(0) = 1 almost surely. A partial converse also
holds. Namely, if we know the spectral tail rf Θ of a stationary max-stable rf X
with unit Fre´chet marginals, then Z = Θ is a spectral rf (and also BRs) for X
provided that Θ(t) > 0 for all t ∈ R. Indeed, under the latter condition we have
that (2.6) implies that Z = Θ satisfies the TSF (2.5) and by the uniqueness of
Θ (which follows for instance from (2.1)) it follows that such Z is a spectral rf
for X .
The key properties of BRs rf’s Z and spectral tail rf’s Θ are the TSF (2.5)
and the identity (2.6), respectively. This is revealed by our next result, which
shows how to construct a BRs rf Z from a given rf Θ∗ that satisfies (2.6) and
Θ∗(0) = 1 almost surely, extending thus [29][Thm 4.1] to rf’s.
Let in the following
Ifm(p · Y ) = min(i ∈ Z
d : max
j∈Zd
|pjY (j)| = |piY (i)|),
where p′js are non-negative numbers such that
∑
j∈Zd pj = 1.
Hereafter N is a rv independent of any other random element such that P{N =
j} = pj > 0, j ∈ Z
d. Further, both min and max are defined with respect to
lexicographical order on Zd.
Theorem 2.3. If Y (t) = RΘ∗(t), t ∈ Zd with R a unit Pareto rv independent
of Θ∗ which satisfies (2.6) and Θ∗(0) = 1 almost surely, then ZN given by
ZN (t) =
BNY (t)
maxt∈Zd ptBNY (t)
I(Ifm(p · B
NY ) = N), t ∈ Zd (2.7)
is a spectral rf of some stationary max-stable rf X(t), t ∈ Zd with unit Fre´chet marginals.
Moreover, the spectral tail rf Θ of X has the same law as Θ∗.
Remark 2.4. i) If Θ∗(t) > 0 almost surely for any t ∈ Zd, then we do not need
to put any assumptions on the density mass function pt, t ∈ Z
d of N . Hence the
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claim of Theorem 2.3 holds if for instance N = 0 almost surely, i.e., ZN
d
= Θ∗.
ii) If
∑
t∈Zd Θ
∗(t) <∞ almost surely, then we can construct spectral rf ’s ZN of
some stationary max-stable rf X as follows
ZN(t) =
BNY (t)
pN maxt∈Zd Y (t)
I(Ifm(Y ) = 0), t ∈ Z
d. (2.8)
iii) As in [27][Corr 6.6] we can show that under the assumption that X(t), t ∈ Zd
is a stationary max-stable rf with unit Fre´chet marginals and spectral tail rf Θ,
then
ZN (t) =
1
pN
BNΘ(t)
1∑
t∈Zd ptB
NΘ(t)
, t ∈ Zd (2.9)
are all spectral rf ’s for X.
Conversely, under the assumptions of Theorem 2.3, along the lines of the proof
of [27][Corr 6.6] and [19][Prop 2.12], we can show that another construction of
a BRs rf ZN is as in (2.9) where Θ is substituted by Θ
∗.
iv) A Rq-valued rf Θ(t), t ∈ Zd is called a spectral tail rf if it satisfies (2.6) where
Θ(h),Θ(−h) are substituted by ‖Θ(h)‖, ‖Θ(−h)‖ with ‖·‖ a norm on Rq and F
is redefined accordingly and further P{‖Θ(0)‖ = 1} = 1, see e.g., [3, 37, 2]. For
such a non-negative rf, a BRs rf ZN can be determined as in (2.7) by changing∑
t∈Zd ptB
NY (t) to
∑
t∈Zd ptB
N‖Y (t)‖ and instead of maxt∈Zd ptB
NY (t) and
p · BNY putting maxt∈Zd ptB
N‖Y (t)‖, p · BN‖Y ‖, respectively (with Y (t) =
RΘ(t) and R a unit Pareto rv independent of Θ).
3. Classical, block & functional indices
As mentioned in the Introduction the classical extremal index θX of a stationary
max-stable rfX always exists. We show first that it is equal to the block extremal
index θ˜X defined in (1.7) and then answer the question when θX = 0. This is
already known for d = 1, see [15]. Our main result in Theorem 3.11 gives several
formulas for θX .
Proposition 3.1. If X(t), t ∈ Zd is a stationary max-stable rf, then θX = θ̂X .
Below we slightly modify the definition of anchoring maps introduced in [2].
Write next Z¯d for Zd ∪ {∞} and recall that E = [0,∞)Z
d
is equipped with the
product σ-filed E .
Definition 3.2. We call a measurable map I : E 7→ Z¯d anchoring if for O =
{f ∈ E : I(f) ∈ Zd} the following conditions are satisfied for all f ∈ O, i ∈ Zd:
i) I(f) = i implies f(i) ≥ min(f(0), 1);
ii) I(f) = I(Bif)− i.
Remark 3.3. In [2] anchoring maps I are defined on the set O = {f ∈ RZ
d
:
lim‖t‖→∞ f(t) = 0,maxt∈Zd f(t) > 1} and condition i) therein assumes that
/ 8
|f(i)| > 1 if I(f) = i ∈ Zd. A tail rf Y satisfies P{Y (0) > 1} = 1 and thus
for a given anchoring map I under the assumption Y (i) → 0 almost surely as
max(|i1| , . . . , |id|) → ∞ with i = (i1, . . . , id) ∈ Z
d the rv I(Y ) is well-defined
and finite. A spectral tail rf Θ does not necessary satisfy maxt∈Zd Θ(t) > 1
almost surely. In order to define I(Θ) we have slightly modfied the definition of
[2].
As in [2] we define two important anchoring maps; similarly one can define
last maximum and last exceedance functionals. Hereafter S(f) =
∑
t∈Zd f
α(t)
for any f ∈ E. Note that apart from Section 5.2 we have considered for simplic-
ity only the case α = 1.
Example 1. Let the non-empty set O ∈ E be given by
O =
{
f ∈ E : S(f) <∞, max
i∈Zd
f(i) > 0
}
and define the first maximum functional
Ifm(f) = min
(
j ∈ Zd : f(j) = max
i∈Zd
f(i)
)
, f ∈ O,
where Ifm(f) =∞ if f 6∈ O. Clearly, Ifm(f) is finite for f ∈ O and condition i)
holds by the definition, whereas condition ii) follows by the invariance (in the
sense of [51]) of the lexicographical order.
The first and last maximum functionals are important since they are both
anchoring and 0-homogeneous. Moreover, for a stationary max-stable rfX(t), t ∈
Z
d with spectral rf Θ and Fre´chet marginals Φ(x) = e−1/x
α
,x > 0 we have that
the law of X is specified by Ifm and Θ as follows
− lnP{X(i) ≤ xi, i ∈ Z
d} =
∑
i∈Zd
1
xαi
P{Ifm(Θ/(B
−ix)) = 0} (3.1)
for any x = (xi)i∈Zd with finitely many positive components and the rest equal
to ∞; here Θ/(B−ix) = (Θ(j)/xj+i)j∈Zd . The proof of (3.1) is displayed in
Appendix, see also [27][Eq. (6.10)].
Example 2. Define the first exceedance functional by
Ife(f) = min
(
j ∈ Zd : f(j) > 1
)
, f ∈ O
and set Ife(f) =∞ if f 6∈ O, where
O =
{
f ∈ E : S(f) <∞, max
t∈Zd
f(t) > 1
}
.
Clearly, Ife(f) for f ∈ O is finite and i) holds. Moreover since Ife(f), f ∈ O
is determined by a finite number of points in a neighbourhood of 0, then Ife is
measurable. Again condition ii) is implied by the invariance of the lexicograph-
ical order.
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Lemma 3.4. Let Θ(t), t ∈ Rd be a real-valued rf satisfying (2.6) with Θ(0) = 1
almost surely. If R is a unit Pareto rv independent of Θ, then for any two
anchoring maps I, I ′ we have (set Y (t) = RΘ(t), t ∈ Zd)
P{I(Y ) = 0, I ′(Y ) ∈ Zd} = P{I ′(Y ) = 0, I(Y ) ∈ Zd} (3.2)
and
P{I(Y ) = 0, I ′(Y ) ∈ Zd,S(Y ) <∞} = P{I ′(Y ) = 0, I(Y ) ∈ Zd,S(Y ) <∞}. (3.3)
Moreover, P{I(Y ) = 0,S(Y ) <∞} = 0 is equivalent with P{I(Y ) ∈ Zd,S(Y ) <
∞} = 0.
Remark 3.5. If I(Y ), I ′(Y ) are Zd-valued, then (3.2) and (3.3) boil down to
P{I ′(Y ) = 0} = P{I(Y ) = 0}, which is already shown in [2][Lem 3.5]. In
general, I(Y ) might not be finite almost surely.
Hereafter we consider anchoring maps I : E 7→ Z¯d such that
P{I(Y ) ∈ Zd,S(Y ) <∞} = P{S(Y ) <∞}, (3.4)
which is in particular valid for both first (last) maximum and first (last) ex-
ceedance functionals.
Lemma 3.6. If X(t), t ∈ Zd is a stationary max-stable rf with some spectral rf
Z and spectral tail rf Θ, then θX = 0 if and only P{S(Θ) = ∞} = P{S(Z) =
∞} = 1. If further the anchoring map I satisfies (3.4), then θX = 0 is equivalent
with
P{I(Y ) = 0,S(Y ) <∞} = 0. (3.5)
The first and last exceedance functionals (Example 2) are not 0-homogeneous,
whereas the first and last maximum functionals (Example 1) are 0-homogeneous.
The next result gives a sufficient condition for the positivity of θX if we utilise
a 0-homogeneous but not necessarily an anchoring map.
Lemma 3.7. Let θX ,Θ, X be as in Lemma 3.6. If J : E 7→ Z¯
d is a 0-
homogeneous measurable functional satisfying J (f) = J (Bjf) − j for any
j ∈ Zd and any f ∈ E whenever J (f) is finite, then θX = 0 implies P{J (Θ) ∈
Z
d} = 0 and if P{J (Θ) ∈ Zd} > 0, then θX > 0.
Since the first and last maximum functionals are 0-homogeneous and finite
on the set O = {f ∈ E : S(f) < ∞,maxi∈Zd f(i) > 0} we have from Lemma
3.6, Lemma 3.7 and (1.2) that P{S(Z) =∞} = 1 is equivalent with
P{Ifm(Z) 6∈ Z
d} = 1
and the same also holds for the last maximum functional.
In view of Lemma 3.6, Lemma 7.2 and [20] θX = 0 is equivalent with P{S(Z) <
∞} = 1, which is further equivalent with (below ‖·‖ is a norm on Rd):
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A1: Z(t)→ 0 almost surely as ‖t‖ → ∞;
A2: Θ(t)→ 0 almost surely as ‖t‖ → ∞.
The equivalence of A1 and A2 is known, see e.g., [19]. For calculation of θX ,
typically in the literature A1 or A2 is assumed, see e.g., [27].
We state next the main result of this section which consists of several formulas
for θX valid without imposing any restriction such as A1 or A2.
Theorem 3.8. Let I, X be as in Lemma 3.6. If I satisfies (3.4) and P{S(Θ) <
∞} > 0, then
θX = P{I(Y ) = 0,S(Y ) <∞} (3.6)
= P{Ife(Y ) = 0} (3.7)
= P{Ifm(Θ) = 0} (3.8)
= P{I(Θ) = 0,S(Θ) <∞} (3.9)
= E
{
maxt∈Zd Θ(t)∑
t∈Zd Θ(t)
}
(3.10)
= E
{
1∑
t∈Zd I(RΘ(t) > 1)
I(S(Θ) <∞)
}
, (3.11)
where (3.9) holds if further I is 0-homogeneous. In particular θX = 1 if and
only if Θ(i) = 0 almost surely for all i ∈ Zd, i 6= 0.
Remark 3.9. i) Θ(t) = Θ1(t1)Θ2(t2), t1 ∈ Z
k, t2 ∈ Z
m, t = (t1, t2) ∈ Z
d with
Θ1,Θ2 independent rf ’s satisfying (2.6) and P{Θi(0) = 1} = 1, i = 1, 2, then
(3.10) implies that θX = θX1θX2 where X,Xi, i = 1, 2 are stationary max-stable
rf ’s with spectral rf Θ and Θi, i = 1, 2, respectively.
ii) For d = 1 and θX = 1 the claim that Θ(i) = 0, i 6= 0 in Theorem 3.8 follows
also from [32][Prop 2.2 (ii)].
iii) Since Θ uniquely defines X, then Theorem 3.8 implies that the only station-
ary max-stable rf X such that θX = 1 is that given by (1.6). In view of (2.1)
Θ(i) = 0, i 6= 0 and hence by (2.8)
ZN(t) =
1
pN
I(N = t), t ∈ Zd
is a spectral rf for X specified in (1.6), where N is a discrete rv with positive
probability mass function pt > 0, t ∈ Z
d.
iv) Taking F (f) = I(I(f) = 0,S(f) <∞), then (3.9) implies θX = θX,F under
the further assumption that I is 0-homogeneous functional satisfying (3.4).
4. The anti-clustering condition
Since stationary max-stable rf’s with Fre´chet marginals are multivariate regu-
larly varying (see for more details [2]) the classical extremal index of those rf’s
can be calculated using the findings of [2] and [51]. In the framework of station-
ary multivariate regularly varying rf’s the anti-clustering condition of [8] plays
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a crucial role for the calculation of extremal index. Considering the stationary
max-stable rf X(t), t ∈ Zd with unit Fre´chet marginals, in view [2] the afore-
mentioned condition reads as follows:
Condition C: Suppose that there exists a positive sequence of non-decreasing
integers rn →∞ as n→∞ and limn→∞ rn/n
d = 0 such that for any s > 0
lim
m→∞
lim sup
n→∞
P
{
max
m<‖t‖<rn,t∈Zd
X(t) > ns|X(0) > ns
}
= 0.
The equivalence of Condition C and P{S(Θ) < ∞} = 1 for the case d = 1
is known, see [19]. The case d ≥ 1 of Brown-Resnick model is dealt with in
[51][Prop 6.2]. Next we show that this equivalence holds for a general stationary
max-stable rf X with spectral tail rf Θ and spectral rf Z.
Lemma 4.1. The anti-clustering Condition C for X is equivalent with
P{S(Z) <∞} = P{S(Θ) <∞} = 1. (4.1)
In view of Theorem 3.8 and the above lemma if P{S(Θ) <∞} = 1, then for
any anchoring map I
θX = P{I(Y ) = 0} = P{Ifm(Y ) = 0} = P{Ifm(Θ) = 0} ∈ (0, 1], (4.2)
provided that P{I(Y ) ∈ Zd} = 1. The above follows also from Lemma 4.1 and
[2]. Further, taking I = Ife (as shown already in [2])
θX = P{max
0≺t
Y (t) ≤ 1}.
Here ≺ denotes a total order in Zd which is translation invariant; a canonical
example is the lexicographical order. A direct application of Lemma 2.1 yields
θX = E
{
max
0t
Z(t)−max
0≺t
Z(t)
}
= E
{
max
0t
Θ(t)−max
0≺t
Θ(t)
}
. (4.3)
The second formula above is already obtained for the Brown-Resnick model (see
Section 5) in [51][Prop 6.2] and for the case d = 1 in [22][Thm 2.1].
Next, consider the case that p = P{S(Θ) < ∞} ∈ (0, 1) and define the rf’s
Θ1 = Θ|(S(Θ) <∞) and Θ2 = Θ|(S(Θ) =∞). In view of [20][Thm 9, Prop 10],
for two independent stationary max-stable rf’s ηi(t), t ∈ Z
d, i = 1, 2 with unit
Fre´chet marginals and corresponding spectral tail rf’s equal in law to Θi, i = 1, 2
we have that X has the same law as
max(pη1(t), (1 − p)η2(t)), t ∈ Z
d.
Since η1 satisfies Condition C, then by [51][Prop 5.2], (4.2) and Theorem 3.8
θX = pP{Ifm(Θ1) = 0} = pθη1 ∈ (0, 1]. (4.4)
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Alternatively, since by the stationarity ofX we have that θX exists and moreover
θη2 = 0, then Lemma 7.5 implies that θX = pθη1 . Consequently, we conclude
that Condition C, Lemma 7.5, the decomposition of stationary max-stable rf’s
in conservative and dissipative part (see [20][Thm 9, Prop 10]) together with
the findings of [2] establish the first four claims in Theorem 3.8.
5. Examples
We present below some examples starting first with the Brown-Resnick model.
The second example together with Theorem 2.3 show in particular how to con-
struct stationary max-stable rf’s starting from any α-summable deterministic
non-negative sequence. We then discuss how to construct from some given rf a
stationary max-stable rf X such that θX equals a given constant.
5.1. Brown-Resnick model
Consider Z(t) = eW (t)−σ
2(t)/2, t ∈ Zd with W (t), t ∈ Zd a centered Gaussian
rf with variance function σ2 which is not identical to 0 and σ(0) = 0. Let
X(t), t ∈ Zd denote a max-stable rf with spectral rf Z. The caseW is a standard
Brownian motion and d = 1 is investigated in [7] and therefore this construction
is referred to as the Brown-Resnick model.
For any fixed h ∈ Zd the Gaussian rf (set γ(s, t) = V ar(W (t)−W (s)), s, t ∈ Zd)
Sh(t) =W (t)−W (h)− γ(h, t)/2, t ∈ Z
d
is such that Sh(h) = 0 almost surely and has variance function σ
2
h(t) = γ(h, t).
With the same arguments as in [27], it follows that Zh(t) = e
Sh(t), t ∈ Zd is
also a spectral rf for X for any h ∈ Zd. Since Sh(t) is a centered Gaussian rf
with variance V ar(W (t)−W (h)) = γ(t, h), then the law of X depends only on
γ(h, t) and not on σ2. If we assume that W has stationary increments, then the
TSF implies that X is a stationary max-stable rf. The fact that Zh(h) = 1 for
any h ∈ Zd almost surely implies that Θ := Θ0 defined in (1.8) is simply given
by Θ(t) = Z(t), t ∈ Zd and hence (recall Y = RΘ)
Y (t) = eW˜ (t)+Q, t ∈ Zd, W˜ (t) =W (t)− σ2(t)/2,
where Q = lnR is a unit exponential rv independent of W .
Since for an N(0, 1) rv V with distribution Φ being independent of Q and any
c > 0, x ∈ R (set Φ¯ = 1− Φ)
P{cV − c2/2 +Q > x} = P{cV > x+ c2/2}+ e−xP{cV ≤ x− c2/2}
= Φ¯(x/c+ c/2) + e−xΦ(x/c− c/2), (5.1)
then for any t ∈ Zd such that c := σ(t) > 0 and any y > 0
P{Y (t) ≤ y} = P{W˜ (t) +Q ≤ ln y}
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= Φ(c−1 ln y + c/2)− e−yΦ(c−1 ln y − c/2), (5.2)
which agrees with the claim of [51][Prop 6.1] where the stationary case is con-
sidered.
Next, under the assumption that W has staionary increments, in view of
(3.11) and (3.10)
θX = E
{
1∑
t∈Zd I(W˜ (t) +Q > 0)
I(S(Z) <∞)
}
(5.3)
= E
{
maxt∈Zd e
W˜ (t)∑
t∈Zd e
W˜ (t)
}
. (5.4)
We have that S(Z) <∞ with probability 1 is equivalent with condition A1. A
simple sufficient condition for A1 is given in [21], namely
lim inf
‖t‖→∞
σ2(t)/ ln(‖t‖) > 8d. (5.5)
Under the above condition
θX = E
{
1∑
t∈Zd I(W˜ (t) +Q > 0)
}
≥
1
E{
∑
t∈Zd I(W˜ (t) +Q > 0)}
=
1∑
t∈Zd P{W˜ (t) +Q > 0}
=
1∑
t∈Zd Φ¯(σ
2(t)/2)
, (5.6)
where we used Fubini theorem for the first equality and (5.1) implies (5.6),
which is strictly positive under some growth conditions on σ.
It is of some interest to compare two different extremal indices of stationary
max-stable Brown-Resnick rf’s for different variance functions. With similar
arguments as in [15][Thm 3.1] we can prove the following result:
Lemma 5.1. Let X1(t), t ∈ Z
d and X2(t), t ∈ Z
d be two stationary max-stable
Brown-Resnick rf ’s corresponding to two centered Gaussian processes W1,W2
with stationary increments and variance functions σ21 and σ
2
2 which vanish at
the origin. If σ1(t) ≥ σ2(t) holds for all t ∈ Z
d, then θX1 ≥ θX2 .
Remark 5.2. i) Under the conditions of Lemma 5.1 if further σ2 satisfies (5.5),
E
{
1∑
t∈Zd I(W˜1(t) +Q > 0)
}
≥ E
{
1∑
t∈Zd I(W˜2(t) +Q > 0)
}
.
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ii) The calculation of θX and different expressions for it have appeared in the
literature in various contexts: the most prominent one concerns extremes of
Gaussian rf ’s where in fact θ˜X has been originally calculated, see e.g., [36, 14,
31]. The expressions (5.3) is suggested by works of S. Berman and D. Aldous,
see e.g., [5, 6, 1] and [16] for the proof when d = 1. Applications to sequential
analysis and statistics have given rise to various forms of formula (5.4), see
e.g., [42, 34]. As already shown in [18] (5.4) is useful for simulations of θX .
5.2. Θ generated by summable sequences
Let ci, i ∈ Z
d be non-negative constants satisfying
∑
i∈Zd c
α
i ∈ (0,∞) for some
α > 0 and define
Θ(i) =
ci+S
cS
, i ∈ Zd
for a give rv S with values in Zd satisfying
P{S = i} = cαi /
∑
i∈Zd
cαi , i ∈ Z
d.
Clearly, Θ(0) = 1 almost surely and moreover Θ satisfies (2.6) stated for the
case α > 0 as below, namely for any h ∈ Zd
E{Θα(h)F (Θ)} = E{cαh+S/c
α
SI(cS 6= 0)F (c·+S)}
=
∑
i∈Zd
cαh+i∑
t∈Zd c
α
t
I(ci 6= 0)F (c·+i)
= E
{
F (BhΘ)I(Θ(−h) 6= 0)
}
is valid for any 0-homogeneous measurable functional F : E 7→ [0,∞].
Let X(t), t ∈ Zd be the stationary max-stable rf with spectral tail rf Θ. A
spectral rf Z for X can be defined via (2.7) or alternatively using Remark 2.4
ii) as
Z(t) =
1
pN
BN
ct+S
cS
, t ∈ Zd,
with N a discrete rv with values in Zd independent from S. Utilising (6.1)
below, we obtain the following representation (in distribution)
X(t) = max
i∈Zd
ciVt−i, t ∈ Z
d, (5.7)
where Vi’s are independent α-Fre´chet rv’s.
Clearly, S(Θ) =
∑
t∈Zd Θ
α(t) is finite almost surely, hence
θX = E
{
maxt∈Zd c
α
t+S∑
t∈Zd c
α
t+S
}
=
maxt∈Zd c
α
t∑
t∈Zd c
α
t
∈ (0, 1]. (5.8)
We note that θX given in (5.8) is the extremal index of a large class of stationary
rf’s with representation (5.7), see e.g., [4, 46]. The main assumption on Vi’s
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in the aforementioned references is that they are independent, with identical
distribution and regularly varying at infinity with index α > 0, whereas for
ci’s it is further assumed that
∑
t∈Zd c
β
t < ∞ for some β ∈ (0, α). The latter
assumption is for our setting with Vi’s having α-Fre´chet distribution not needed
for the derivation of (5.8).
5.3. Constructions of X with given θX
From the previous example we conclude that for any a ∈ (0, 1] we can construct
a stationary max-stable rf X such that θX = a. We present next examples of
rf X satisfying θX = 0 and then we construct stationary max-stable rf’s X
(p)
indexed by p ∈ (0, 1) and calculate their extremal indices.
Consider next independent, non-negative rf’s Θk(t), t ∈ Z, k ≤ d that sat-
isfy (2.6) such that P{Θk(0) = 1} = 1, k ≤ d. It follows that the rf Θ(t) =∏
1≤k≤dΘk(tk), t = (t1, . . . , tk) ∈ Z
d also satisfies (2.6). In view of Theorem
2.3 we can construct stationary max-stable rf’s X,Xk, k ≤ d corresponding to
Θ,Θk, k ≤ d. As already mentioned in Remark 3.9 ii) we have θX =
∏
k≤d θXk
and therefore θX = 0 if some θXk equals zero. If we define Θk(j) = 1 for all even
integers j and Θk(j) = 0 for all odd integers j, then Θk satisfies (2.6). Since
S(Θk) =∞ almost surely, then θXk = 0 follows and hence also θX = 0.
In view of our examples, we can construct two independent stationary max-
stable rf’s η1(t), η2(t), t ∈ Z
d with unit Fre´chet marginals and spectral tail rf’s
Z1 and Z2, respectively satisfying P{S(Z1) <∞} = P{S(Z2) =∞} = 1. The rf
X(p)(t) = max(pη1(t), (1 − p)η2(t)), t ∈ Z
d for any given p ∈ (0, 1) is stationary
and further max-stable with unit Fre´chet marginals. As already shown in the
previous section, we have θX(p) = pθη1 .
6. Proofs
Proof of Lemma 2.1: For a given non-negative spectral rf Z of a max-stable
rf X with unit Fre´chet marginals by the de Haan representation of X for any
ti ∈ Z
d, xi ∈ (0,∞), i ≤ n we have that
− lnP{X(t1) ≤ x1, . . . , X(tn) ≤ xn} = E
{
max
1≤i≤n
Z(ti)
xi
}
. (6.1)
Consequently, with t0 = h ∈ Z
d and x0 = 1 we obtain as u→∞
P{u−1X(ti) ≤ xi, i = 1, . . . , n|X(t0) > u}
∼ uP{u−1X(ti) ≤ xi, i = 1, . . . , n, u
−1X(t0) > x0}
= u[P{u−1X(ti) ≤ xi, i = 1, . . . , n} − P{u
−1X(ti) ≤ xi, i = 0, . . . , n}]
→ E
{
max
i=0,...,n
Z(ti)
xi
− max
i=1,...,n
Z(ti)
xi
}
, u→∞
= E
{
I(Z(t0) > 0)
[
max
i=0,...,n
Z(ti)
xi
− max
i=1,...,n
Z(ti)
xi
]}
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= E
{
Z(t0)I(Z(t0) > 0)
[
max
i=0,...,n
Z(ti)
Z(t0)xi
− max
i=1,...,n
Z(ti)
Z(t0)xi
]}
= E
{
max
i=0,...,n
Θh(ti)
xi
− max
i=1,...,n
Θh(ti)
xi
}
,
where the last line follows by the definition of Θh in (1.8). Hence in view of
(2.2) and the fact that Θh(h) = 1 almost surely, the proof is complete. 
Proof of Theorem 2.3: We show first that ZN given in (2.9) is well-defined.
Since by the assumptions
∑
j∈Zd pj = 1 and Θ
∗ is non-negative we have for any
j ∈ Zd
E{
∑
i∈Zd
piΘ
∗(i− j)} =
∑
i∈Zd
piE{Θ
∗(i − j)} =
∑
i∈Zd
piP{Θ
∗(j − i) > 0} ≤ 1,
which together with the non-negativity of Θ∗ implies for some norm ‖·‖ on Rd
lim
‖t‖→∞,t∈Zd
ptΘ
∗(t− j) = lim
‖t‖→∞,t∈Zd
ptY (t− j) = 0 (6.2)
almost surely. Consequently, since further
P{pN > 0} = P{Y (0) > 1} = 1,
then maxt∈Zd ptB
NY (t) ∈ (0,∞) almost surely and thus ZN in (2.7) is well-
defined. Next, for any a, h ∈ Zd and any 0-homogeneous measurable functional
F : E 7→ [0,∞], by the independence of N and Y applying Fubini theorem we
obtain
E{ZN(h)F (B
aZN )}
= E
{
BNY (h)
maxs∈Zd psBNY (s)
I(Ifm(p ·B
NY ) = N)F (Ba+NY )
}
=
∑
j∈Zd
E
{
pj
BjΘ∗(h)
maxs∈Zd psΘ∗(s− j)
I(Ifm(p ·B
jΘ∗) = j)F (Ba+jΘ∗)
}
=
∑
j∈Zd
E{BjΘ∗(h)I(Ifm(p ·B
jΘ∗) = j)F (Ba+jΘ∗)}
=
∑
j∈Zd
E{I(Ifm(p · B
hΘ∗) = j,Θ∗(j − h) > 0)F (Ba+hΘ∗)}
= E{F (Ba+hΘ∗)
∑
j∈Zd
I(Ifm(p ·B
hΘ∗) = j,Θ∗(j − h) > 0)}
= E{F (Ba+hΘ∗)}
= E{ZN (a)F (B
hZN)},
where the third equality follows since Ifm(p · B
jΘ∗) = j implies
max
s∈Zd
psΘ
∗(s− j) = pjB
jΘ∗(j) = pjΘ
∗(0) = pj > 0
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almost surely, the forth equality follows from (2.6) and the assumption that
P{Θ∗(0) = 1} = 1, the sixth one is consequence of the following (which follows
from (6.2))∑
j∈Zd
I(Ifm(p · B
hΘ∗) = j) = I(Ifm(p ·B
hΘ∗) ∈ Zd) = 1
almost surely and the fact that Ifm(p · B
hΘ∗) = j implies for any h ∈ Zd
pjΘ
∗(j − h) ≥ phΘ
∗(0) ≥ ph > 0
almost surely and consequently Θ∗(j − h) > 0 almost surely. Finally, the last
claim equality is established by repeating the calculations for E{ZN (a)F (B
hZN )}.
Hence the proof follows by (2.5) and the definition of the spectral tail rf Θ via
the spectral rf Z. 
Proof of Proposition 3.1: Let rn ∈ Z
d, n ≥ 1 be non-negative integers
with components rnj , j ≤ d such that limn→∞ n/rnj = limn→∞ rnj = ∞. The
stationarity of X yields further
C(A) = E
{
max
i∈A
Z(i)
}
= C(A′)
for any finite set of indices A ⊂ Zd and any A′ ⊂ Zd which is a shift/translation
of A. Moreover, by the sub-additivity of the maximum
C(A ∪B) ≤ C(A) + C(B).
Hence the growth of C(A) is as that of the counting measure of A, see [17] for
this argument and [35]. Consequently,
lim
n→∞
E
{
max0≤i≤rn,i∈Zd Z(i)
}∏d
j=1 rnj
= lim
n→∞
n−dE
{
max
i∈[0,n]d,i∈Zd
Z(i)
}
= H.
The assumption on rn and (6.1) imply that
θ˜X ∼
P{max0≤i≤rn,i∈Zd X(i) > n}∏d
j=1 rnjP{X(0) > n}
∼
E
{
max0≤i≤rn,i∈Zd Z(i)
}∏d
j=1 rnj
, n→∞.
Hence H = θX establishes the proof. 
Proof of Lemma 3.4: We give first another useful form of (2.6) proved initially
in [37] and also stated for rf’s in [2]. Namely, for any measurable functional
F : E 7→ [0,∞]
E{F (Y )I(Y (i) > 1/t)} = tE
{
F (BiY )I(Y (−i) > t)
}
(6.3)
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holds for all i ∈ Zd, t > 0.
If I, I ′ are two anchoring map, since Y (0) = R > 1 almost surely, and I(Y ) = i
implies Y (i) > 1 almost surely, by (6.3)
P{I(Y ) ∈ Zd, I ′(Y ) = 0} =
∑
i∈Zd
P{I(Y ) = i, I ′(Y ) = 0}
=
∑
i∈Zd
P{I(Y ) = i, Y (i) > 1, I ′(Y ) = 0}
=
∑
i∈Zd
P{I(BiY ) = i, Y (−i) > 1, I ′(BiY ) = 0}
=
∑
i∈Zd
P{I(Y ) = 0, Y (−i) > 1, I ′(Y ) = −i}
=
∑
i∈Zd
P{I(Y ) = 0, I ′(Y ) = −i}
= P{I ′(Y ) ∈ Zd, I(Y ) = 0}.
With similar arguments the claim in (3.3) follows and also
P{I(Y ) ∈ Zd,S(Y ) <∞} =
∑
i∈Zd
P{I(Y ) = 0,S(Y ) <∞, Y (−i) > 1}.
Consequently,
P{I(Y ) = 0,S(Y ) <∞} = 0
is equivalent with
P{I(Y ) ∈ Zd,S(Y ) <∞} = 0
establishing the proof. 
Proof of Lemma 3.6: As shown in [20] condition P{S(Z) =∞} = 1 is equiv-
alent with X being generated by a non-singular conservative flow. The latter is
equivalent with θX = 0, see [23] (which follows by [40] if d = 1 and by [39] for
d > 1). In view of Lemma 3.4
pI := P{I(Y ) = 0,S(Y ) <∞} = P{I(Y ) ∈ Z
d,S(Y ) <∞}.
Consequently, by (3.4) pI = 0 is equivalent with P{S(Y ) < ∞} = 0. Applying
Lemma 7.2 in Appendix the latter is equivalent with P{S(Z) =∞} = 1, hence
the proof is complete. 
Proof of Lemma 3.7: Since J is a measurable 0-homogeneous functional and
further J (BjZ) = J (Z)+ j, j ∈ Zd whenever J (Z) is almost surely finite, then
by Fubini Theorem (interpret 0 · ∞ as 0) and the TSF (2.5) (which yields the
second equality below)
E{S(Z)I(J (Z) = 0)} =
∑
j∈Zd
E{Z(j)I(J (Z) = 0)}
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=
∑
j∈Zd
E
{
Z(0)I(J (BjZ) = 0)
}
= E
Z(0) ∑
j∈Zd
I(J (Z) = −j)

= E
{
Z(0)I(J (Z) ∈ Zd)
}
= E
{
I(J (Θ) ∈ Zd)
}
≤ 1, (6.4)
where the last equality follows by the 0-homogeneity of J and the definition
of Θ. Consequently, P{S(Z) = ∞} = 1 implies P{J (Θ) ∈ Zd} = 0. Since by
Lemma 3.6 θX = 0 is equivalent with P{S(Z) = ∞} = 1, then the first claim
follows.
If P{J (Θ) ∈ Zd} > 0, then from the above derivation
E{S(Z)I(J (Z) = 0)} ∈ (0, 1]
implying that P{S(Z) = ∞} < 1 and hence θX > 0 follows establishing thus
the proof. 
Proof of Theorem 3.8: We have that P{S(Z) < ∞} = 0 is equivalent
with X is generated by a non-singular conservative flow, which in view of [40,
39, 38] is equivalent with θX = 0. Applying Lemma 7.3 in Appendix to BRs
spectral rf Z we have that ZF (Z) is also a BRs spectral rf for any measurable
functional F : E 7→ [0,∞], which is 0-homogeneous and shift-invariant. Since
both I(S(Z) =∞) and I(S(Z) <∞) are measurable 0-homogeneous and shift-
invariant functionals and by the above
lim
n→∞
1
nd
E
{
max
t∈[0,n]d∩Zd
Z(t)I(S(Z) =∞)
}
= 0
we have using further (1.5)
θX = H = lim
n→∞
1
nd
E
{
max
t∈[0,n]d∩Zd
Z(t)
}
= lim
n→∞
1
nd
E
{
max
t∈[0,n]d∩Zd
Z(t)I(S(Z) <∞)
}
. (6.5)
Clearly, from the above θX > 0 implies that S(Z) <∞ with positive probability.
Next, assuming that P{S(Z) < ∞} > 0 by Lemma 7.2 P{S(Θ) < ∞} > 0 and
the converse also holds. Applying TSF (2.5) and the dominated convergence
theorem we obtain further
θX = lim
n→∞
1
nd
∑
h∈[0,n]d∩Zd
E
{
Z(h)
maxt∈[0,n]d∩Zd Z(t)∑
t∈[0,n]d∩Zd Z(t)
I(S(Z) <∞)
}
= lim
n→∞
1
nd
∑
h∈[0,n]d∩Zd
E
{
Z(0)
maxt∈[0,n]d∩Zd B
hZ(t)∑
t∈[0,n]d∩Zd B
hZ(t)
I(S(Z) <∞)
}
/ 20
= E
{
Z(0)
maxt∈Zd Z(t)∑
t∈Zd Z(t)
I(S(Z) <∞)
}
= E
{
maxt∈Zd Θ(t)
S(Θ)
I(S(Θ) <∞)
}
and hence θX > 0. Since by definition the events {Ifm(Θ) ∈ Z
d} and {S(Θ) <
∞} are almost surely the same, by the 0-homogeneity of the first maximum
functional we obtain (recall Θ(0) = 1 almost surely)
θX = E
{
maxt∈Zd Θ(t)
S(Θ)
I(Ifm(Θ) ∈ Z
d)
}
=
∑
j∈Zd
E
{
maxt∈Zd Θ(t)
S(Θ)
I(Ifm(Θ) = j)
}
=
∑
j∈Zd
E
{
Θ(j)
Θ(0)
S(Θ)
I(Ifm(Θ) = j)
}
=
∑
j∈Zd
E
{
Θ(−j)
S(Θ)
I(Ifm(B
jΘ) = j)
}
= E
∑
j∈Zd
Θ(−j)
S(Θ)
I(Ifm(Θ) = 0)

= P{Ifm(Θ) = 0}
= P{Ifm(Θ) = 0,S(Θ) <∞},
where we applied (2.6) in the last third line combined with condition ii) in the
definition of anchoring maps and also used that S(f), f ∈ E is a shift-invariant
functional. Clearly, the last two formulas hold also for the last maximum func-
tional.
Since (3.4) implies
P{I(Y ) 6∈ Zd,S(Y ) <∞} = 0, (6.6)
then using Lemma 3.3 to obtain the third equality below we have
P{Ifm(Θ) = 0,S(Θ) <∞}
= P{Ifm(Y ) = 0,S(Y ) <∞}
= P
{
Ifm(Y ) = 0,S(Y ) <∞, I(Y ) ∈ Z
d
}
+P
{
Ifm(Y ) = 0,S(Y ) <∞, I(Y ) 6∈ Z
d
}
= P
{
Ifm(Y ) ∈ Z
d,S(Y ) <∞, I(Y ) = 0
}
= P{S(Y ) <∞, I(Y ) = 0}
and hence θX = P{Ife(Y ) = 0} follows and the same is true also for the
last exeedance functional. Further, since the event {S(Y ) <∞} implies almost
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surely the event {A <∞} with A :=
∑
t∈Zd I(Y (t) > 1) we obtain (since Y (0) >
1 almost surely, A > 1 almost surely)
E
{
A
A
I(I(Y ) = 0,S(Y ) <∞)
}
=
∑
t∈Zd
E
{
1
A
I(I(Y ) = 0, Y (t) > 1,S(Y ) <∞)
}
= E
 1A ∑
t∈Zd
I(I(Y ) = −t, Y (−t) > 1,S(Y ) <∞)

= E
{
1
A
I(I(Y ) ∈ Zd,S(Y ) <∞)
}
= E
{
1
A
I(S(Y ) <∞)
}
= E
{
1∑
t∈Zd I(RΘ(t) > 1)
I(S(Θ) <∞)
}
,
where we used (6.3) to derive the last fourth line and the last second equality
follows from (6.6).
Next, if P{Θ(i) = 0} = 1 for all i 6= 0, i ∈ Zd, then
θX = E
{
maxt∈Zd Θ(t)∑
t∈Zd Θ(t)
I(S(Θ) <∞)
}
= 1.
Conversely, if θX = 1, then necessarily P{S(Θ) <∞} = 1 and thus
θX = 1 = E
{
maxt∈Zd Θ(t)∑
t∈Zd Θ(t)
}
implying that maxt∈Zd Θ(t) =
∑
t∈Zd Θ(t) almost surely. Taking I(f) = Ifm(f)
we have that θX = P{I(Θ) = 0} = 1 implies that maxt∈Zd Θ(t) = Θ(0) = 1
almost surely and therefore∑
t∈Zd
Θ(t) = 1 +
∑
t∈Zd,t6=0
Θ(t) = 1
almost surely, yielding that (recall Θ(i)’s are non-negative) P{Θ(i) = 0} = 1 for
all i 6= 0, i ∈ Zd, hence the proof if complete. 
Proof of Lemma 4.1: For any s > 0 and any non-decreasing sequence of
integers rn, n ∈ N tending to infinity such that limn→∞ rn/n
d = 0 we have for
any positive integer m (recall E{Z(t)} = 1 for any t ∈ Zd)
n−1E
{
max
m<‖t‖<rn,t∈Zd
Z(t)
}
≤ n−1
∑
m<‖t‖<rn,t∈Zd
E{Z(t)} → 0, n→∞,
hence by (6.1) and the dominated convergence theorem
1− lim
n→∞
P{ max
m<‖t‖<rn,t∈Zd
X(t) > ns|X(0) > ns}
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= s lim
n→∞
nP{ max
m<‖t‖<rn,t∈Zd
X(t) ≤ ns,X(0) > ns}
= E
{
max
m<‖t‖<∞,t∈Zd,t=0
Z(t)− max
m<‖t‖<∞,t∈Zd
Z(t)
}
= E
{
I(Z(0) > 0)
[
max
m<‖t‖<∞,t∈Zd,t=0
Z(t)− max
m<‖t‖<∞,t∈Zd
Z(t)
]}
= E
{
Z(0)I(Z(0) > 0)
[
max
m<‖t‖<∞,t∈Zd,t=0
Z(t)
Z(0)
− max
m<‖t‖<∞,t∈Zd
Z(t)
Z(0)
]}
= E
{(
1− max
m<‖t‖<∞,t∈Zd
Θ(t)
)
+
}
for any positive integer m (recall Θ(0) = 1 almost surely). Since P{S(Z) <
∞} = 1 is equivalent with condition A1, then by the dominated convergence
theorem
lim
m→∞
E
{
max
m<‖t‖<∞,t∈Zd,t=0
Z(t)− max
m<‖t‖<∞,t∈Zd
Z(t)
}
= E{Z(0)} = 1,
hence Condition C holds.
Conversely, if Condition C is satisfied for some sequence rn, n ≥ 1 of non-
negative increasing integers, then by the above calculations
1− lim
m→∞
lim
n→∞
P{ max
m<‖t‖<rn,t∈Zd
X(t) > ns|X(0) > ns}
= lim
m→∞
E
{
(1− max
m<‖t‖<∞,t∈Zd
Θ(t))+
}
= 1
and thus almost surely as m→∞
max
m<‖t‖<∞,t∈Zd
Θ(t)→ 0.
Consequently, by Lemma 7.4 presented below condition A2 holds establishing
the claim. 
7. Appendix
Lemma 7.1. If X(t), t ∈ Zd is a max-stable rf with de Haan representation
(1.1) and some spectral rf Z satisfying E{Z(t)} ∈ (0,∞) for all t ∈ Zd, then we
can find a spectral rf Z∗ for X such that maxt∈Zd Z∗(t) > 0 almost surely.
Proof of Lemma 7.1: Let wi, i ∈ Z
d be positive constants such that
E{
∑
i∈Zd
wiZ(i)} ∈ (0,∞).
wi’s exist since E{Z(i)} ∈ (0,∞) for any i ∈ Z
d. By the choice of wi’s we have
that
M = max
i∈Zd
wiZ(i)
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is a non-negative rv and a = E{M} ∈ (0,∞). Let Z∗(t), t ∈ Z
d be a rf defined
by
P{Z∗ ∈ A} = E{MI(aZ/M ∈ A)/a}
for any measurable set A ⊂ E. Since by the above definition
P{max
i∈Zd
wiZ∗(i) = 0} = E{MI(max
i∈Zd
wiZ(i)/M = 0)/a} = 0
it follows that P{maxi∈Zd Z∗(i) = 0} = 0. Moreover, for any xi ∈ (0,∞), ti ∈
Z
d, i ≤ n
− lnP{X(t1) ≤ x1, . . . , X(tn) ≤ xn}
= E{ max
1≤i≤n
Z(ti)/xi}
= E{I( max
1≤i≤n
Z(ti) > 0) max
1≤i≤n
Z(ti)/xi}
= E{M/aI(M > 0)I( max
1≤i≤n
Z(ti) > 0) max
1≤i≤n
aZ(ti)/(Mxi)}
= E{I( max
1≤i≤n
Z∗(ti) > 0) max
1≤i≤n
Z∗(ti)/xi}
= E{ max
1≤i≤n
Z∗(ti)/xi},
where the third equality is a simple consequence of max1≤i≤n Z(ti) > 0 implies
M > 0. Hence Z∗ is a spectral rf for X and thus the claim follows. 
Proof of (3.1): As in the proof of Lemma 7.1, we can assume without loss of
generality that Z is such that maxt∈Zd(Z(t)/xt) > 0 almost surely for any
x = (xj)j∈Zd a non-negative sequence. Suppose for simplicity that α = 1 and let
next x be a sequence with finite number of positive elements and the rest equal to
∞ (we interpret a/∞ as 0). Since further Z/x consists of zeros and finitely many
positive numbers, then Ifm(Z/x) ∈ Z
d almost surely. Consequently, by (6.1),
Fubini theorem and the fact that Ifm(Z/x) = j implies maxi∈Zd(Z(ti)/xi) =
Z(j)/xj almost surely
− lnP{X(i) ≤ xi, i ∈ Z
d} = E{max
i∈Zd
Z(ti)/xiI(Ifm(Z/x) ∈ Z
d)}
=
∑
j∈Zd
E{max
i∈Zd
Z(ti)/xiI(Ifm(Z/x) = j)}
=
∑
j∈Zd
1
xj
E{Z(j)Ifm(Z/x) = j}
=
∑
j∈Zd
1
xj
E{Z(0)Ifm(B
jZ/x) = j}
=
∑
j∈Zd
1
xj
E{Z(0)I(Ifm((B
jZ/x)/Z(0)) = j)}
=
∑
j∈Zd
1
xj
P{Ifm(B
j(Θ/(B−jx))) = j}
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=
∑
j∈Zd
1
xj
P{Ifm(Θ/(B
−jx)) = 0},
where the forth first equality follows from the TSF (2.5) and the last equality
follows since Ifm is an anchoring map. 
Lemma 7.2. Let Z(t), t ∈ Zd be a BRs rf satisfying (1.2). If F : E 7→ [0,∞] is
a shift-invariant and 0-homogeneous measurable functional, then E{F (Z)} = 0
is equivalent with E{F (Θ)} = 0. If further F is bounded by 1, then E{F (Z)} = 1
is equivalent with E{F (Θ)} = 1.
Proof of Lemma 7.2: By the TSF (2.5) and the shift-invariance of F we have
0 = E{F (Θ)}
= E{Z(0)F (Z/Z(0))}
=
∑
i∈Zd
E{Z(0)F (Z)}
= E
{
Z(0)F (B−iZ)
}
=
∑
i∈Zd
E{Z(i)F (Z)}
= E
∑
i∈Zd
Z(i)F (Z)

≥ E
{(
max
i∈Zd
Z(i)
)
F (Z)
}
,
hence since Z is chosen such that maxi∈Zd Z(i) > 0 almost surely, then E{F (Z)} =
0 follows.
If E{F (Z)} = 0, then F (Z) = 0 almost surely, and thus 0 = E{Z(0)F (Z)} =
E{F (Θ)} = 0 follows.
Next, E{F (Θ)} = 1 is the same as E{1− F (Θ)} = 0, which is equivalent with
E{1− F (Z)} = 0 as shown above, establishing thus the proof. 
Lemma 7.3. If F : E 7→ [0,∞] is a 0-homogeneous measurable functional and
Z(t), t ∈ Zd is a BRs rf, then Z∗ = ZF (Z) is also a BRs rf, provided that
E{Z∗(t0)} ∈ (0,∞) for some t0 ∈ Z
d.
Proof of Lemma 7.3: Using TSF (2.5) we have that E{Z∗(t)} = E{Z∗(t0)} ∈
(0,∞) for any t ∈ Zd and in particular P{F (Z) = 0} < 1 and P{F (Z) =∞} = 0.
Since F is 0-homogeneous, we have that Z∗ satisfies (2.5), which is an equivalent
condition for a spectral rf to be a BRs rf, see [27]. 
Lemma 7.4. If V (t), t ∈ Zd is a non-negative rf, then P{lim‖t‖→∞ V (t) = 0} =
1 is equivalent with there exists a non-decreasing sequence of integers rn, n ≥ 1
that converge to infinite as n→∞ such that
lim
m→∞
lim sup
n→∞
P{ max
m≤‖t‖≤rn
V (t) > δ} = 0 (7.1)
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is valid for any δ > 0.
Proof of Lemma 7.4: It is well-known that (see e.g., [24][A1.3])
P{ lim
‖t‖→∞
V (t) = 0} = 1
if and only if for all large m and any δ, ε positive
P{ max
‖t‖≥m
V (t) > δ} < ε,
which clearly implies (7.1). Assuming that the latter condition holds, then for
given δ, ε positive there exists N such that for all m,n larger than N we have
P{maxm≤‖t‖≤rn V (t) > δ} < ε. Since limn→∞ rn =∞, then P{maxm≤‖t‖ V (t) >
δ} ≤ ε, hence the claim follows. 
Lemma 7.5. Let ηi(t), i = 1, 2, t ∈ Z
d be two independent stationary rf ’s with
unit Fre´chet marginal distributions. If the extremal indices of both η1 and η2
exist, then the rf X(t) = max(pη1(t), (1− p)η2(t)), t ∈ Z
d has for any p ∈ (0, 1)
extremal index θX = pθη1 + (1− p) θη2 ∈ [0, 1].
Proof of Lemma 7.5: By the independence of η1 and η2 we have that X is
stationary with unit Fre´chet marginal distributions. In order to show the claim it
suffices to prove that maxt∈[0,n]d X(t)/n
d converges in distribution as n→∞ to
(pθη1 +(1−p)θη2)ξ, where ξ is a unit Fre´chet rv. As n→∞, by the assumptions
maxt∈[0,n]d ηi(t)/n
d converge for i = 1, 2 in distribution to piθηiξi with ξ1, ξ2 two
independent unit Fre´chet rv’s and p1 = 1− p2 = p. Since max(p1θη1ξ1, p2θη2ξ2)
has the same df as (p1θη1 + p2θη2)ξ, the claim follows by the independence of
ηi’s and Slutsky’s lemma. 
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