Increasing population and rural to urban migration are accelerating urbanization globally, permanently transforming natural systems over large extents. Modelling landscape change over large regions, however, presents particular challenges due to local-scale variations in social and environmental factors that drive land change. We simulated urban development across the South Atlantic States (SAS), a region experiencing rapid population growth and urbanization, using FUTURES-an open source land change model that uses demand for development, local development suitability factors, and a stochastic patch growing algorithm for projecting alternative futures of urban form and landscape change. New advances to the FUTURES modelling framework allow for high resolution projections over large spatial extents by leveraging parallel computing. We simulated the adoption of different urban growth strategies that encourage settlement densification in the SAS as alternatives to the region's increasing sprawl. Evaluation of projected patterns indicate a 15% increase in urban lands by 2050 given a status quo development scenario compared to a 14.8% increase for the Infill strategy. Status quo development resulted in a 3.72% loss of total forests, 2.97% loss of highly suitable agricultural land, and 3.69% loss of ecologically significant lands. An alternative Infill scenario resulted in similar losses of total forest (3.62%) and ecologically significant lands (3.63%) yet consumed less agricultural lands (1.23% loss). Moreover, infill development patterns differed qualitatively from the status quo and resulted in less fragmentation of the landscape.
Introduction
Increasing population, migration, and rural-to-urban transitions are accelerating urbanization globally, permanently transforming natural systems to impervious built environments. These land change processes have fueled discussion on how best to minimize the ecological impact of expanding cities with both land sparing and land sharing strategies being debated [1] [2] [3] [4] . Land sharing is an urban development strategy that allows sprawling development and results in a mix of land uses, while land sparing policy encourages infill or development near existing urban areas resulting in a separation of land uses. The differing impact of these land-pattern arrangements on agricultural-and resource-based land systems, wildlife habitat and outdoor recreation is still largely unknown [5] . Despite the important role of urban planning strategies in shaping patterns of development, land change models rarely examine the differential impacts of development patterns at high resolutions [6] [7] [8] , which would enable measuring trade-offs at the scale of ecological (e.g., movement of wildlife) and social functioning (e.g., sufficient lands for local food system). With urban population expected to reach 66% of the global total by 2050 (United Nations projections [9] ), foresight into urban land transitions comparing sprawl and infill strategies over large scales is important for formulating sustainable urban growth strategies in the coming decades.
Spatially-explicit land change simulations offer the ability to estimate future land changes given assumptions of economic trends, population growth, and governance systems. Numerous land change models of varying sophistication have been developed and proven helpful in projecting urban growth (e.g., [10] SLEUTH, CLUE). A particularly beneficial feature of land change models, especially in the decision support context, is their ability to help explore different scenarios of land management and better understand trade-offs between alternative futures based on different planning interventions [11] [12] [13] . While land change models have enhanced our understanding of where and when land systems change, their ability to accurately project spatial patterns of change varies [14] . Challenges exist for representing the socio-ecological interactions and local, context-specific characteristics necessary for approximating complex, fine-scale patterns that are generalizable to larger extents [15] . In the US, for example, urbanization often occurs in unexpected locations [16] influenced by land ownership characteristics, tenure relationships, incomes, transportation networks, and policy context [17] . To date, models have been largely based on optimization algorithms that allocate new urban cells to locations with the highest environmental suitability, (e.g., distance or travel time to central business district (CBD), topography, etc.) [8, 15] . While agent-based modeling (ABM) frameworks incorporate social factors that may more closely approximate local conditions and resulting patterns of change, their implementation is rarely possible at large, regional to continental extents [18, 19] due to empirical and computational requirements of incorporating behavioral drivers of land change [20] .
Successfully capturing local variation also depends on the granularity or resolution (e.g., 1 km cell) at which land change is simulated. While simulation at small extents can capture local-scale developments and patterns by offering high-resolution projections [21] , regional and larger scale analyses often require coarser resolution data due to computational limitations [22, 23] . Coarser resolution simulations result in crude mixing of land cover/use classes due to cell aggregation schemes (e.g., majority urban, minority grassland classed as urban) that often miss the important ecological patterns and potential neighborhood feedback relevant to land change processes (i.e., spatial feedback). Alternatively, multiscale analyses of land change capture specific location factors that drive the magnitude and pattern of urban development for a given analysis sub-unit [15] .
Capturing land change at the scale of ecological and social functioning is an important development towards measuring land use and ecosystem services (ES) trade-offs. Fine grained cross-jurisdictional analysis at regional to continental scales can improve the spatial specificity and understanding of these trade-offs [8] . Patterns of agricultural land fragmentation, for example, influence farming systems by taking highly productive land out of production [13] , and by changing field structure that reduces efficiency [24] . Different development patterns also influence the movement of wildlife through fragmentation and disturbances [25, 26] . Aesthetic value is also impacted by patterns of urban development by influencing exposure to proximate natural landscapes [27] .
In this paper, we simulate urbanization and landscape change at high resolution across the South Atlantic States (SAS) region of the United States and evaluate the loss of productive lands and ecologically significant areas under Status Quo (SQ) and Infill urban growth scenarios using the FUTURES model [21] . FUTURES (FUTure Urban-Regional Environment Simulation) is a new user-friendly, open source geospatial computer model for simulating urbanization and landscape fragmentation [28] . It simulates landscape change based on demand for development, local development suitability factors, and a stochastic patch-growing algorithm (PGA). Recent advances to the model leverage parallel computing to produce multi-level projections over large spatial extents at fine granularity. We apply FUTURES to investigate the SAS, a region experiencing rapid population growth and increasing urbanization. We evaluate changes in land use, farmland, and ecologically significant areas that provide valuable wildlife corridors and habitat. Our overarching goal is to demonstrate a framework for simulating alternative futures of urban development at high resolution over a large extent to better understand the cumulative land change impacts of different urban growth strategies.
Methods

Study Area
Although almost entirely characterized by a temperate oceanic climate, the SAS region ( Figure 1 ) is highly ecologically diverse. Home to a population of 55.6 million people [29] that is expected to reach 87.5 million by 2050 (ICLUS v1.3 Population Projections; USEPA, 2007), urban growth is projected to alter ecological and land systems in the coming decades. One of the most species-rich regions outside of the tropics, the SAS is also home to declining and endangered species, including previously dominant longleaf pine (Pinus palustris), sea turtles (e.g., Lepidochelys kempii), and the Red-cockaded Woodpecker (Picoides borealis) [8] . Added to this already complex urban-environmental challenge is the continuing urbanization of agricultural and amenity lands that are important for sustaining local economies and well-being [4] .
Development patterns within the region are diverse, ranging from relatively undeveloped rural lands to sprawling suburban housing developments (e.g., Atlanta) and densely built, impervious urban areas (e.g., Miami). In general, new urban growth has abutted road networks, and can be characterized as low-density and sprawling [8] ; however, demands for minimizing commuting times to central business districts (CBD), the rediscovery of urban cores as creative and lifestyle hubs [30] , and increased environmental awareness promise new urban growth strategies focused on clustering and infill [31] . Foresight of the impacts of different development strategies would enable local and regional policymakers to better design urban developments that maintain vital ecosystems while supporting urban population ecosystem service demands [1].
Model Parameterization, Calibration and Validation
We project urban growth from 2010 to the year 2050 for the entire six-state region at 30 m pixel resolution. While economic and demographic projections indicate there is considerable demand for housing, industrial, and commercial developments and associated infrastructure in the coming decades [34, 35] , there is uncertainty regarding when, where, and the magnitude of urban growth across this highly diverse region. We approach this uncertainty by simulating plausible urbanization scenarios of growth trajectories [23] and replicating simulations (n = 50) to develop frequency maps of likely urban development locations. By comparing these simulations, we scope the different possible outcomes of this nonstationary, rapidly urbanizing system.
The FUTURES land change model simulates urban development using three submodels [20, 21] including: (1) an urban development suitability surface derived from analysis of environmental factors (Table 1) ; (2) estimates of land consumption based on historical land cover and population data, as well as, population projections; and (3) urban patch growth characteristics, calibrated on existing urban spatial patterns. These submodels work together to capture the patchy spatial structure of urban development that often characterizes North American urban growth due to competing land demands, complex landowner utility, and variable urban policy instruments.
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Urban Development Suitability
Urban development suitability is based on regional analysis of the relationship between locations of urban growth occurring between 1992 and 2011 and the associated environmental drivers of this change (all input parameters are 30 m pixel where possible). We fit a multilevel mixed model, iteratively testing and estimating different explanatory variables where the location of new urban growth is the dependent, response variable, and the county is the level of random effect (Table 1) . By including a random effect [21] , each county has a unique intercept, which accounts for local probability of urban development. We identified new urban cells for the time period by comparing the USGS 1992/2001 retrofit land cover change product and the 2011 land cover dataset, resolving well-known classification discrepancies between the datasets [36, 43] . We tested several spatial factors widely agreed to influence urban development, including proximity to amenities, road density, agricultural and forest potential, land use competition, slope, and percent wetlands. These variables are specified as fixed-effects in the model and do not vary across each county, influencing development suitability the same across the SAS. In addition, we included a development pressure variable which approximates how existing urban development influences new growth as a random effect. Development pressure is calculated using a distance-decay function that we tested over a range of distances to calibrate the mean influence of spatial proximity to existing urban areas. Each county receives a unique development pressure, influencing spatial-arrangements of urban development at this spatial level (sprawl vs. compact development). We allow development pressure to vary, as it captures drivers of development, such as different planning measures and governance, that influence patterns of development but which are difficult to capture over this large scale. During simulations, development pressure is updated with each year as a feedback resulting from new development. Using a dredge function applied to all variable combinations, we compared the Akaike Information Criterion (AIC) to identify the best performing model for producing the spatially-explicit urban development suitability (Table 2 ). 
Land Consumption
In addition to environmental drivers of urban growth, FUTURES mimics social influences on urban land change by estimating local land consumption rates consistent with existing urban structures. Land consumption is based on changes in both historical population and the urban footprint of infrastructure and buildings, and then projecting land demand based on expected population growth at the county level. Our projections of land demand assume logarithmic growth and use the IPCC (Nakicenovic et al., 2000) Climate and Land-Use Scenarios (ICLUS) population estimates through 2050 [29] . This design allows for considering both path dependency of urban planning and increasing populations that match trends in densification ( Figure 1 ). The IPCC ICLUS population projections are based on the SRES (Special Report on Emissions Scenarios) scenarios of likely demographic, economic, and governance changes over the coming decades [33] . We selected the A2 scenario as it projects the most dramatic population increase, best approximating the rapid growth occurring in the SAS region. The scenario assumes relatively slow demographic transition and slow convergence in regional fertility patterns that result in accelerating population growth in the largest urban centers of the SAS. By using the IPCC ICLUS projections we avoided the methodological inconsistencies and availability issues of population data offered by different state governments.
Urban Patch Growth
We calibrated urban growth patterns using representative, observed urban patch sizes and simulated urbanization using FUTURES stochastic patch growing algorithm. The algorithm stochastically selects a patch size from a patch library and then attempts to seed random locations across the defined developable landscape (i.e., county). When a seed's random probability (0-1) exceeds the local development suitability probability, an urban patch is grown [21] . This model design accounts for local environmental factors that influence development while also approximating the unpredictable social drivers of urban growth. For example, reluctance to sell or develop in certain areas due to local factors is captured through the stochastic patch growing algorithm. While the social components of urban growth are considerably more complex at local scales compared to the stochastic processes simulated with the patch growing algorithm, the difficulty of efficiently capturing these key drivers across large extents necessitates a generalized approach [18] .
In order to simulate urban development at high resolution over this large extent, we modified FUTURES to increase computational efficiency in two distinct ways that impact model functionality [44] : (1) we used a master-worker parallelization to increase computational speeds, where the model coordinates and independently allocates cells within each county without considering neighboring development pressure across county lines [44] ; (2) we limited the number of iterations in the search for suitable developable locations. If the patch growing algorithm is unable to find a suitable cell after 100 attempts (this is commonly unregulated in the FUTURES model), development in that county is discontinued until the next year. This modification increased efficiency for individual workers and reduced computational time while likely increasing the importance of development suitability for seed selection [44] . The total duration of a model simulation (single run) using annual time steps to the year 2050 was approximately 3 h.
Validation of model projections is based on comparing our simulation estimates to observed data. We simulated urban growth from 1992 to 2011 (n = 19 years) and assessed correspondence to observed urban development patterns, which is a common approach for validation of land change projections [45, 46] . We calculated the Kappa simulation (Ksim) statistic over 10 replicate simulations. Ksim measures map correspondence using a confusion matrix that controls for the high amount of persistence that inflates regular kappa measurements (see Appendix A for details). Persistence is prevalent in our study region, as a majority of the SAS remains unchanged over the simulation.
We furthermore evaluated pattern accuracy using a landscape similarity index (LSI) [14] , for a combined measure indicating how well patches of simulated urban development mimic the spatial structure of observed urban growth. Using FRAGSTATS [47, 48] , we calculated: (1) number of urban patches (NP); (2) largest patch index (LPI); (3) mean Euclidean nearest-neighbor distance (ENN_MN); and (4) mean perimeter-area ratio (PARA_MN) for the reference year 2011 and the simulation runs (n = 10 years; 1992-2011). NP and LPI estimate the number and size of patches, while ENN_MN measures the distribution of patches, and PARA_MN evaluates patch shape and complexity. We also estimated total pattern-level similarity (LSI) by calculating the average of the absolute difference (%) between simulated and observed development for these metrics:
where l i,s and l i,o are values of i-th landscape metrics derived from the simulated pattern and the observed pattern, respectively; ∆l i is the normalized difference of the i-th pair of simulated and observed landscape metrics. The large extent of the study area necessitated pattern accuracy assessments for randomly located subregions across the SAS (Figure 2 ). We sampled twenty, 100 km 2 regions (10 km * 10 km) that crossed county boundaries and contained different regional geographic characteristics.
Scenarios of Urban Development
We projected urban development given (1) Status Quo (SQ) and (2) Infill scenarios of urban growth, and furthermore, quantified the frequency of development over 50 simulation replicates. This allowed for evaluating the plausibility of development over the stochastic simulation replicates, and accounted for the uncertainty that urban development occurs in a specific location at this resolution (30 m). Our baseline, SQ scenario is parameterized, based on land suitability estimated from historical development patterns, in the observed urban configuration (as described above). The urban Infill scenario modifies development probabilities relative to the SQ [21] , increasing the chance that new developments are located near existing urban development, much like a land use plan that discourages or limits the possibility of sprawl. This modification is achieved through the FUTURES incentive parameter, which alters the base development probability of the SQ scenario using a spatially dependent power function (P(d) = d 1 4 , where d is initial probability of development). This transforms the development probability surface and increases the likelihood of new development being located near existing development, resulting in more compact urban patches [21] . 
Land Change Evaluation under Status Quo and Infill Scenarios
We estimated the loss of productive agricultural land, cropland type, and ecologically significant areas under the simulated land change scenarios. This was achieved by intersecting frequency maps of projected urban development with land use, cropland type, and agricultural suitability data (USDA, 1995) (Appendix B, Figure A5 ). We furthermore evaluated probable impacts to biodiversity and cultural amenities, estimating changes on lands of ecological significance [49] (Appendix B, Figure A4 ).
Results
Model Parameterization, Calibration and Validation
Model results indicated that proximity to amenities (e.g., protected areas, water bodies), and road density positively influenced urban development across the SAS. Measures of agricultural and forest potential, competing land uses, percent wetlands, and slope are negatively associated with urban development, as factors that likely increase construction costs (Table 3 ). Development pressure varied by county (Appendix B, Figure A3 ), resulting in the spatial proximity of existing urban areas having differing influences on new development. For example, high development pressure that results in increased chance of compact development patterns are found in the central core of highly urbanized counties (e.g., Atlanta, GA, USA and Raleigh, NC, USA), as well as coastal and mountainous areas where there are geographic constraints and environmental amenities that shape compact patterns of development proximate to these features. Conversely, counties with low development pressure that results in lower probability of compact development patterns are found in rural and suburban areas throughout the SAS (Appendix B, Figure A3 ) .
Validation results indicated a well fit model of urbanization after accounting for persistence (Ksim 0.42). Kappa measures between 0.20-0.40 are similar to other land change models [14] (e.g., GEOMOD, LANDUSE Modeller, CLUE, SLUETH). Moreover, there was high agreement between the multiple (n = 10) hindcasting simulations (std dev 0.0021). While overall pattern accuracy was well projected with a total landscape similarity index of 81.48%, averaged over the twenty randomly chosen sample sites, there was spatial heterogeneity in model projections over these areas (LSI measures ranging between 39.8-92.7%; Table 3 ). For example, LSI results in the peri-urban area of Mobile, AL, USA (zone 20) indicated poor agreement, simulating highly patchy growth instead of the actual compact growth (Table 2) . Still, high correspondence between simulated and observed development in the majority of the regions suggests reasonable overall accuracy. Table 3 . Percent agreement between simulations (mean) and observed development based on the landscape similarity index (LSI), which evaluates the number of urban patches (NP); largest patch index (LPI); mean Euclidean nearest-neighbor distance (ENN _MN); and (4) mean perimeter-area ratio (PARA_MN). Low similarity is observed in only four sample areas (e.g., zones 8, 10, 18, 20) . 
Actual
Projections of Urban Development
Our simulations project an additional 7449.9 km 2 (15.0% increase; std.dev 0.9 km 2 ) of urban development in the SAS over the 2011-2050 period given the status quo growth scenario, and 7271.74 km 2 (14.8% increase; std.dev 0.5 km 2 ) based on an infill strategy. The difference in total increase in urban impervious between the scenarios (178.2 km 2 ) is due to constraints on suitable locations for development in the infill strategy. Frequency maps of the 50 simulation replicates reveal varying patterns of development between counties (Figure 3 ; Figure A3 ). Development in counties with large urban centers (e.g., Figure 3 , the counties of Hillsborough, FL, USA and Loudoun, VA, USA) and along the coast is highly concentrated and adjacent to factors favorable to growth (e.g., proximity to amenities, higher road densities), whereas new development is more dispersed and randomly located in other counties (e.g., Figure 3 , the rural portion of the counties of Cherokee, GA, USA and Wake, NC, USA). Development patterns also differ between the scenarios as specified in model implementation. For example, the Status Quo scenario results in dispersed development across counties, whereas the Infill strategy allocates new development in close proximity to existing development and roads (Figure 3, Figures A1 and A2) . 
Land Changes under Status Quo and Infill Scenarios
Changes in land cover as a result of simulated development, including net losses of cropland and important ecological areas, were similar in both the SQ and Infill scenarios. However, notable differences occurred in some land cover/use categories due to the different spatial patterns of cell allocation between scenarios (Figure 3 ). For example, loss of emergent herbaceous wetlands, cultivated crops, shrub/scrub lands, evergreen and deciduous forests are greater in the SQ scenario compared to the Infill scenario ( Figure 4 ). Conversely, barren land, woody herbaceous wetlands, and pasture are conserved on average with more frequency in the SQ scenario compared to Infill. Losses varied for specific crops, with peach orchards, for example, under greater threat from infill, and sugarcane and corn under the SQ scenario. Across the SAS region, over twice as much of highly suitable agricultural land is consumed in the SQ scenario (loss of 2.97%) as compared to the Infill scenario (loss of 1.23%). Ecologically significant areas are equally threatened under both scenarios in terms of net loss of area, albeit with different fragmentation patterns due to differences in developed cell allocation during the simulations (Figure 5 ). High and medium ecological conservation priority areas will be reduced by 2.0-2.1% and 1.6-1.5% for SQ and Infill scenarios, respectively. Patterns of development and landscape change are, however, qualitatively different between scenarios with increased fragmentation of ecological priority areas under the SQ urban development scenario ( Figure 5 ). 
Pattern Evaluation
We compared frequency maps between the SQ and Infill scenarios and found that, as expected, urban sprawl increased under the SQ scenario in urban areas throughout the SAS ( Figure 6 ). New development in polycentric urban areas, for example, Atlanta, Georgia, and the Triangle (Raleigh, Durham, and Chapel Hill, in North Carolina), occurred primarily on the lands between CBDs. New development in coastal areas, for example, Charleston, SC, USA, and Savannah, GA, USA, is characterized by directional, concentric, urban growth patterns radiating from these water bodies. The Infill scenario produced less patchy, more concentric development patterns with the majority of new development located adjacent to the existing urban footprint. 
Discussion
We present a methodology for assessing broad scale impacts of likely future urban growth using the FUTURES model. Traditionally, land change and urban modelling for large regions have been conducted at coarse resolution or through brute force due to computational demands and limitations [6, 15] . Our application illustrates the challenge of simulating land change at relatively high resolution (30 m) over a large extent (six U.S. states). Achieving high resolution projections of land change over multiple jurisdictional areas is necessary for accurately assessing the cumulative impacts of land change at resolutions that match ecological and social processes. For example, such simulations can help in local planning for recreational areas, as well as understanding how agricultural production will be impacted given different planning strategies.
Our results indicate that important ecological areas, forest and farmland are vulnerable to urban development across the SAS over the coming decades. While overall losses are similar between the Infill and SQ scenarios (Appendix B Tables A1 and A2), differences in development patterns and local variation in land cover/use result in different land change impacts. For example, the greater loss of productive peach growing lands in the Infill scenario is due to the high concentration of peach orchards in close proximity to growing medium-sized rural centers in Georgia and South Carolina (Appendix B Table A2 , Figures A1 and A2) . The low concentration of productive farmlands in close proximity to major urban centers like Miami, Atlanta, and Birmingham, conversely, results in greater losses in the SQ scenario (Appendix B Figures A1 and A2) , as development occurs further from the urban fringe. Despite losses in non-urban land use, the more compact development patterns resulting from the Infill scenario spare larger, contiguous patches of forests and agricultural land compared to the patchy, dispersed, patterns of SQ development in the SAS [3] .
The different patterns of urbanization and landscape change will likely influence the actual flow of ecosystem services in ways that are obscured at large regional scales. Ecologically, the dispersed patterns produced by the SQ scenario will additionally result in changes to lands between urban developments (e.g., forests, agricultural land). For example, the development of parks and greenways on these lands, that include infrastructure for residents of developed communities, will result in additional fragmentation of habitat. Farmland fragmented by the SQ growth will likewise be altered as agricultural production becomes less viable due to changes in parcel configuration. Considering trade-offs related to pattern requires fine scale and contextual information that is difficult to summarize at larger scales [5] and likely requires improved understanding of how pattern influences the flow of ecosystem services.
Challenges Getting the Pattern Correct
Our validation, based on hindcasting simulations between 1992-2011, showed reasonable agreement with observed urban development in the 2011 reference year, comparable to other land change model accuracies [14] . Moreover, LSI measures indicated high correspondence between simulated and observed development patterns in a majority of the sampled regions. While some areas were less well projected, this is to be expected and reflects both the inherent heterogeneity of urban development and the challenge of estimating future urbanization at large scales and fine resolution.
As approximations of complex systems, urban and land change models are simplified abstractions, not fully representing patterns of development nor projecting the specific locations of change with complete accuracy. While increasing the sophistication of model parameterization to better match local processes and improve accuracy is an important goal for land change science [45] , there are trade-offs for simulations at high resolution over large extents. Traditionally, land change for large regions has been done using cellular automata (CA) models (e.g., CLUE, SLEUTH) with simplified inputs that can be obtained for large extents and using simple geographic rules that are broadly applicable [8, 15] . Agent-based models that include high levels of model complexity, however, are often better at mimicking local processes by incorporating behavioral drivers [18] , resulting in increased local pattern simulation accuracy. The computational demands (local agent decisions) and data requirements (local model of behavior), however, means that it is rarely practical to use ABMs for simulating urbanization for large regions. The FUTURES model partially accounts for how local scale processes influence development by incorporating local estimates of land consumption, local urban growth models (i.e., county), and local estimates of how existing development impacts subsequent growth. Such an approach that combines both general models applicable over the entire geographic extent and local models that capture finer scale aspects of development is a promising methodology for simulations over large areas. Our parameterization of local factors influencing urban growth, embedded within a general model of urbanization, enabled us to increase computational efficiency while simulating new development with reasonable accuracy.
Similar developed locations in both the SQ and Infill scenarios over the 50 different simulations should be considered when interpreting the results. In this implementation of FUTURES, we used parallelization that increased model speed by simultaneously simulating urbanization within individual counties [44] . This process limited sites for possible new development (seed selection) compared to simulating change over several counties (the original design of FUTURES), and thereby, increased the chance that a specific set of highly suitable cells were repeatedly developed over the 50 simulation years. To solve this path dependent outcome, future implementations of the model will need to run experiments that identify larger regions (i.e., multiple counties) at which development is appropriate (e.g., Atlanta metro area); thereby improving the realism of the model projections, and balancing the computational requirements of simulating urban development over these larger areas.
Furthermore, while our results show promise, our choice of a 30 m resolution does increase uncertainty due to the granularity of our projections. For example, the site of a new building and its associated infrastructure, which is distinguishable at this resolution, is highly unpredictable. Our projections represent landscape-scale trends of urbanization processes rather than actual, site-specific outcomes, and this inherent spatial uncertainty should be considered when interpreting the results. Our chosen resolution matches the development of urban impervious surface over a broad range of land types (i.e., farm buildings, exurban development, new housing subdivision); however, it is unlikely to be practical for measuring the impact of some land use and ES trade-offs. For example, projecting the impacts on farmlands at this resolution is unlikely to be necessary, as conversion often occurs at coarser resolutions (i.e., parcel level). Within-parcel land change, however, will likely impact other ES that requires this fine-resolution projection (e.g., micro-ecology landscape aesthetics). Additional research into the appropriate scale and extent of study will be an important step for projecting land use and ES trade-offs over time. Promising nested modeling frameworks that simulate land change at multiple resolutions may additionally aid in projecting at appropriate scales for various ES [50] . Such simulations can be conducted at coarser resolutions in productive landscapes (i.e., timber and farmland), and finer resolutions in recreational and biodiverse areas where this scale of analysis is appropriate (see further discussion in the next section).
Addressing Scales Relevant to Social and Ecological Function
Modelling urban growth at high resolution is an important advancement in land change science as it will enable simulations that reflect the scales at which social and ecological functioning occurs and for which policy is designed. FUTURES, for example, mimics the development of subdivisions that are often a mixture of pervious and impervious surfaces, as well as single small urban structures (Figure 3; Appendix B Figures A1 and A2 ). This better reflects the different fragmentation patterns occurring around urban areas and allows for improved evaluation of these development outcomes. For example, persistent urban greenspace around and within subdivisions might serve an important social function, providing natural areas for walking paths or be of ecological benefit, creating specific habitat for certain species [3, 26] . Conversely, fragmentation may increase the cost of infrastructure and create a barrier for the movement of wildlife. In the context of agriculture, more contiguous patterns like those realized in an Infill scenario are likely more productive as there are fewer hindrances to the movement of large farming equipment and more efficient use of land. Such evaluations are only possible if land change models simulate different patterns of development at resolutions that match ecological and social functioning.
Similarly, large-scale outcomes of land change, modelled with high granularity, are important to consider as small changes can have large macro-scale impacts, for example, in food systems. The difference between a 3% (SQ) and a 1% (Infill) decrease in productive farmland in a highly productive agricultural area can have substantial impacts on regional and global food chains [51] . Our model implementation allows for the rapid evaluation of microscale change impacts at the macroscale.
Representing these microscale developments and macroscale impacts will likewise increase the plausibility of simulations, creating important buy-in from stakeholders. Land change models based exclusively on site suitability often result in concentric development patterns that, in the context of the multinodel development that typifies US growth, may be viewed with much skepticism. Representing the common leapfrog development pattern, even in the abstract sense due to limited accuracy, is important to present to policymakers familiar with urban growth. Simulating more plausible development patterns can potentially increase the need for considering urban growth patterns in urban design and planning. Likewise, providing evidence of the cumulative impacts of these local scale changes may increase coordination between regions and countries to implement land sparing strategies that protect the global food supply.
Conclusions
Land sharing and land sparing strategies of urban growth produce qualitatively different patterns of urbanization and landscape change that differentially impact agricultural and natural systems across the U.S. Land sparing or infill strategies can play an important role in preventing even greater fragmentation of forests, farmlands, and important wildlife habitat in the coming decades. Our application of FUTURES in the SAS region of the U.S. illustrates the challenges and opportunities for spatially-explicit land change models to help us better understand these processes and their cumulative impacts at high resolution and over large extents. 
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Abbreviations
The following abbreviations are used in this manuscript: We parameterized the model based on several spatial temporal datasets, including county level demographic data, land use, and other spatial data that approximate landscape characteristics that influence urban development. All data are harmonized to a 30 m cell for the simulation. Here, we describe derived layers, land demand, and patch growing related to two scenarios. Appendix A.1.1. Development Suitability
We derive development suitability for urban development by fitting a multilevel model (MLM) estimating characteristics associated with urban transition between 1992 and 2011 as our dependent variable [32, [36] [37] [38] . We classify new impervious cells based on the National Land Cover Data (NLCD) transition product, which solves irregularities between methodologies for the different years assessed. MLM allows for capturing possible subregional/jurisdictional influences on local development (e.g., different taxation, local planning priorities) not included as explanatory variables. In our model estimates, we allow both the intercept and the slope to vary; using the independent variable 'development pressure' to influence the models between counties. Development pressure is a weighted distance decay measure, which quantifies how proximity to existing urban development influences the probability of new urban developments. As a result, our MLM accounts for differences in the probability of development across jurisdictions, as well as, variations in the importance of developing near existing urban areas for different counties, for example, local factors like planning boards. We investigate different landscape characteristics for their explanatory power on the probability of urban developments using automated variable selection in the dredge function in R [52] . We tested density of transportation networks as a possible influence related to access to urban centers and to approximate high density housing development that largely includes dense road networks. We include log transformed distance to protected areas [41] and proximity to lakes and rivers (log transformed) as possibly proximate amenities attracting urban growth [4] . A high resolution agriculture potential layer derived from the SSURGO database and percentage forest land (1 km) represent possible land use competition from food and timber production. We also include wetland areas and slope as approximation of the prohibitive cost of building in these locations. Inclusion a measure of travel time to major urban centers (greater than 40,000 in population), percentage agricultural lands, and distance to the coast decreased the relative quality of the model and where therefore omitted. We fit the model based on a balanced random sample of cell (New urban = 1,000,000; Non-urban =1,000,000) representing 0.8% of new pixel development for the entire six-state area. To validate the model, we estimated the area under the curve AUC based on receiver operating characteristic [53] using an out-of-sample independent data set. We chose a random selection of 100,000 new urban and non-urban cells, cross validating based on our model results. An AUC of 0.88 indicated a highly predictive model.
Appendix A.1.2. Land Demand
Projection of future urban development demands are based on land consumption (e.g., population density) and scenarios of population change. We calculated a land consumption function based on the evolution of population density over time (1992-2010), estimating total population per urban cell within counties for available time steps (Figure 1) . By fitting models of land consumption through time we account for increasing, decreasing and consistent proportion of urban development per person. This accounts for commercial and industrial development, as well as, new housing occurring within counties as it combines land change and associated population growth together. Based on expected land consumption (pixel per person) and population projections, we project land demand (total pixels). We use the IPCC ICLUS A2 population growth projections as geographically consistent estimates of natural and migration population change across the six-state region. By using the IPCC projections, we avoid the inconsistency between methodologies used by state population projections and issues with actual availability of projection for similar timesteps. We chose the A2 storyline for our population projections to simulate an extreme population growth future which was deemed more representative of demographic trends in the South Atlantic States. The scenario is based on relatively slow demographic transition and relatively high fertility, which result in large population growth. Appendix A.1.3. Patch Growth The size and shape of allocated urban patches are based on representative distribution of observed patch sizes for the South Atlantic States. FUTURES draws randomly from this distribution after each seed selection, developing urban patch sizes and shapes using the patch growth algorithm. For further details on the implementation see [21] .
We validated model accuracy by comparing our projected simulated results between 1992 and 2011 with actual urban urban impervious in 2011. While this comparison does not provide a full evaluation of the model performance, due to uncertainty of future land change drivers and nonstationarity [46] , it offers insights into accuracy of model parameterization. Historic population and urban land use trends are used to project expected land change based on our modeled parameterization. We measure agreement between model results and actual urban land change using Kappa simulation. Kappa(simulation) is a measure of model accuracy that accounts for the low probability of transition within the large extent of our study area that would inflate normal Kappa estimates. We compute the expected agreement as a function of the possible transition (j (nonurban) to i (urban) by expressing the size of the transition related to the original land use map (o) and the simulated (s) or actual land-use map:
where Pe Transition is the expected fraction of agreement, given the size of the class transitions. K Simulation is calculated:
where K Simulation is the coefficient of agreement between the simulated land-use transitions and the actual land-use transitions.
Appendix A.2. Patch Validation
We also provide an evaluation of pattern accuracy by comparing our historical simulated patterns with observed 2011 patterns [5] . As noted above, a major challenge in land change modeling is accurately simulating patterns given emergent nonstationary processes that result in patches occurring in unexpected locations. Here, we assess our simulated pattern using several key FRAGSTAT metrics for a sample of locations across our study region. We compare representative counties (nine in each State) along a rural to urban gradient that match urban trends occurring in the South Atlantic States. We use FRAGSTATS 4.2 (University of Massachusetts, Amherst) [47] to calculate the number of urban patches (NP), largest-patch index (LPI), mean Euclidean nearest-neighbor distance (ENN_MN) and (3) mean perimeter-area ratio (PARA_MN) that represent amount of, variation and complexity of patches.We combine these four landscape metrics to compare and differentiate development patterns between the reference years as follows: 
where l i,s and l i,0 are values of ith landscape metrics derived from the simulated pattern and the observed pattern, respectively; ∆li is the normalized difference of the ith pair of simulated and observed landscape metrics. 
