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Abstract
Existence of a solution is established for a time-dependent problem that can be used to
model the in situ vitrification process. Certain properties of the solution are also presented.
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1. Introduction
In situ vitrification (ISV) is a thermal treatment process that converts con-
taminated soil into a durable, leach-resistant product. In [2], the ISV operating
sequence is described as follows. Electrodes are inserted into the ground to the
desired treatment depth and a layer of electrically conductive material is placed
between the electrodes. Electrical power supplied to the electrodes causes the
conductive material to melt, thus melting the surrounding soil. Electrical energy is
transferred to the molten soil through Joule heating, and the soil continues to melt
to the desired depth, at which time the power to the electrodes is discontinued.
After completion of the melt, the molten soil cools and solidifies. The toxic
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waste and other contaminated materials are trapped in the resulting solid, being
prevented from leaking into the local water table.
In [1], a new model for the ISV process is developed and mathematical analysis
for the steady state of the model is presented. The objective of this paper is to
establish an existence theorem for the model in the time-dependent case.
Let Ω be the domain of interest and T a positive number. The electrodes are
represented by Γ+ and Γ−. Thus the distance between Γ+ and Γ− is positive and
Γ+,Γ− ⊂ ∂Ω . We denote by u the temperature and ϕ the electrical potential.
The melting temperature is taken to be zero, and therefore the molten zone is
defined by
Pu =
{
(x, t) ∈ΩT ≡Ω × (0, T ): u(x, t) > 0
}
,
while
Nu =
{
(x, t) ∈ΩT : u(x, t) < 0
}
is the solid zone. We assume that the electrical conductivity σ = σ(u) is a
continuous function of u such that
σ(u)=
{0 if u 0,
> 0 if u > 0.
That is, the electrical conductivity takes place only in the melted zone. The
conservation of charges leads to
div
(
σ(u)∇ϕ)= 0 in Pu.
Here div, ∇ are taken with respect to the space variables only.
We employ the enthalpy formulation to describe the melting of the soil. Let λ
be the scaled latent heat of melting and set β(u) = λ if u > 0, [0, λ] if u = 0,
and 0 if u < 0. Then the energy equation is
∂
∂t
(
u+ β(u))− div(K(u)∇u)  σ(u)|∇ϕ|2,
where K(u) is the temperature-dependent heat conductivity and the term
σ(u)|∇ϕ|2 represents the rate of energy generation associated with electrical
current flow, the so-called Joule heating.
To prescribe the boundary conditions, we have
ϕ = 1 on Γ+, (1.1)
ϕ =−1 on Γ−. (1.2)
The rest of the boundary of the molten zone is adjacent to the solid soil, which
means that there is no current there. Thus
σ(u)
∂ϕ
∂ν
= 0 on ∂Pu
∖[
Γ
ϕ
D × [0, T ] ∪Ω × {0, T }
]
.
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Here Γ ϕD = Γ+ ∪ Γ−. On the portion Γ uN of ∂Ω we prescribe heat exchange with
the surrounding medium, while on the rest, denoted by Γ uD , we assume it is always
in the solid. That is,
u=−1 on Γ uD
even though below we will consider more general boundary data than here and
in (1.1) and (1.2).
We are ready to give a classical formulation of the problem. Find {e,u,ϕ} such
that
∂
∂t
(u+ e)− div(K(u)∇u)= {σ(u)|∇ϕ|2 in Pu,0 in ΩT \ Pu, (1.3)
e ∈ β(u) a.e. in ΩT , (1.4)
div
(
σ(u)∇ϕ)= 0 in Pu, (1.5)
ϕ = ϕ on ΣϕD ≡ Γ ϕD × (0, T ), (1.6)
σ(u)
∂ϕ
∂ν
= 0 on ∂Pu \ΣϕD \Ω × {0, T }, (1.7)
u= u on ΣuD ≡ Γ uD × (0, T ), (1.8)
−K(u)∂u
∂ν
= h(u− u) on ΣuN ≡ Γ uN × (0, T ), (1.9)
u+ e= v0 on Ω × {0}. (1.10)
Clearly, due to the degeneracy involved, we cannot expect to seek ϕ in the
function space L2(0, T ;W 1,2(Ω)). A bigger function space is needed. It turns
out that the space Xu to be defined next is the suitable one. To introduce it, we set
A= {ρ: ρ is Lipschitz on R and
the support
{
s: ρ(s) = 0} is contained in (0,∞)}.
For u ∈ L2(0, T ;W 1,2(Ω)), define
Xu =
{
ϕ ∈L∞(ΩT ): ρ(u)ϕ ∈ L2
(
0, T ;W 1,2(Ω)) for each ρ ∈A}.
Lemma 1.1. Assume u ∈L2(0, T ;W 1,2(Ω)) with the property
|Pu|> 0,
where |Pu| is the measure of Pu. Then for each ϕ ∈Xu, there is a unique function
ξ defined on Pu such that
ξ =∇(ρ(u)ϕ) on {(x, t): u(x, t) "}
for each " > 0 and each ρ ∈A with ρ = 1 on [",∞). If we denote ξ by ∇ϕ, we
also have the product rule; i.e.,
∇(ϕρ(u))=∇ϕρ(u)+ ϕρ′(u)∇u (1.11)
for each ρ ∈A.
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To see (1.11), take ρ1 ∈ A so that ρ1 = 1 on the convex hull of the support
of ρ. Then
∇(ϕρ(u))=∇((ϕρ1(u))ρ(u))=∇(ϕρ1(u))ρ(u)+ ρ′(u)∇uϕρ1(u)
=∇ϕρ(u)+ ρ′(u)∇uϕ.
We can also define traces for ϕ ∈ Xu. We say ϕ = ϕ on ∂Ω × (0, T ) for
ϕ ∈L2(0, T ;W 1,2(Ω)) if ρ(u)ϕ = ρ(u)ϕ on ∂Ω × (0, T ) for all ρ ∈A.
Definition. A solution to (1.3)–(1.10) is a quadruplet {e,u,ϕ,g} such that
(i) e ∈ L∞(ΩT ), u ∈ L2(0, T ;W 1,2(Ω)), ϕ ∈Xu,g ∈ (L2(ΩT ))N ;
(ii) e ∈ β(u) a.e. on ΩT , g =√σ(u)∇ϕ on Pu, and g = 0 on ΩT \ Pu;
(iii) u= u on ΣuD , ϕ = ϕ on ΣϕD ;
(iv) ∫
Pu
σ (u)∇ϕ∇ξ dx dt = 0 for all ξ ∈ L2(0, T ;W 1,2(Ω)) such that ξ = 0 on
Σ
ϕ
D and
−
∫
ΩT
(u+ e)ξt dx dt +
∫
ΩT
K(u)∇u∇ξ dx dt +
∫
ΣuN
h(u− u) dS dt
=
∫
Pu
σ (u)|∇ϕ|2ξ dx dt +
∫
Ω
v0ξ(x,0) dx
for all ξ ∈W 1,2(ΩT )∩L∞(ΩT ) with ξ(x,T )= 0, ξ = 0 on ΣuD .
In the previous papers [4,5], the author called the solution in the definition a
capacity solution to emphasize the difference between our notion of a solution
and the classical notion of a weak solution. Additional information in this regard
can be found in [7]. We will continue to use the term “capacity solution” here.
We shall see that under certain conditions the capacity solution (e, u,ϕ, g) we
construct also satisfies the property that the set Pu is open in a suitable sense and
Pu links Γ+× (0, T ) to Γ−× (0, T ). This suggests that our model does possesses
a physically realistic solution.
Our approach consists of constructing a sequence of approximate solutions
(uk,ϕk). The mathematical difficulty lies in passing to the limit in the quadratic
term
σk(uk)|∇ϕk|2 = div
(
σk(uk)∇ϕkϕk
)
in D′(ΩT ).
In the previous papers [4,5], we showed that σk(uk)ϕk converges a.e. on ΩT . The
proof was very technical. In this paper a more general condition on σ is allowed
and the issue of passing to the limit is resolved by establishing that
√
σk(uk)∇ϕk
converges strongly in L2(ΩT ). The proof is much more elegant and may have
implications elsewhere.
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2. Existence
In this section we prove existence of a solution to (1.3)–(1.10) and some
properties of the solution are also presented. We make the following assumptions
on the data:
(H1) K ∈C(R) and there exist 0 <m<M with mK(s)M on R.
(H2) σ ∈C(R), σ = 0 on (−∞,0], andM1  σ > 0 on (0,∞) for some M1 > 0.
(H3) ϕ,∇ϕ ∈ L∞(ΩT ).
(H4) u ∈W 1,2(ΩT ), h ∈L∞(ΣuN), h 0, and v0 ∈ L2(Ω).
For each positive integer k, let
βk(s)=
{
λ if s > 0,
λk(s + 1/k) if −1/k  s  0,
0 if s <−1/k,
σk = σ + 1
k
.
Consider the following approximate problem:
∂
∂t
(
uk + βk(uk)
)− div(K(uk)∇uk)= σk(uk)|∇ϕk|2 in ΩT , (2.1)
div
(
σk(uk)∇ϕk
)= 0 on ΩT , (2.2)
ϕk = ϕ on ΣϕD, (2.3)
∂ϕk
∂ν
= 0 on ΣϕN , (2.4)
uk = u on ΣuD, (2.5)
−K(uk)∂uk
∂ν
= h(uk − u) on ΣuN, (2.6)
uk + βk(uk)= v0 on Ω × {0}. (2.7)
Here ΣϕN = ∂Ω × (0, T ) \ ΣϕD . The existence of a classical weak solution to
(2.1)–(2.7) is established in [4].
Lemma 2.1. Let (H1)–(H4) be satisfied. Then there hold
max
ΩT
|ϕk| c, (2.8)∫
ΩT
σk(uk)|∇ϕk|2 dx dt  c, (2.9)
ess sup
0tT
∫
Ω
u2k(x, t) dx +
∫
ΩT
|∇uk|2 dx dt  c. (2.10)
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Here and in what follows the letter c denotes a generic positive number that
depends only on the given data.
This lemma follows from a slight modification of the proof of Lemma 3.1
in [3]. We may assume, passing to subsequences if necessary, that
ϕk ⇀ ϕ weakly∗ in L∞(ΩT ), (2.11)
uk ⇀ u weakly in L2
(
0, T ;W 1,2(Ω)), (2.12)√
σk(uk)∇ϕk ⇀ g weakly in
(
L2(ΩT )
)N
, (2.13)
βk(uk)⇀ e weakly∗ in L∞(ΩT ). (2.14)
The following Lemmas 2.2–2.4 can be found in [4].
Lemma 2.2. uk → u strongly in L2(ΩT ).
This immediately implies that
e ∈ β(u) a.e. on ΩT . (2.15)
Lemma 2.3. For each ρ ∈A, we have
ρ(uk)ϕk ⇀ ρ(u)ϕ weakly in L2
(
0, T ;W 1,2(Ω)). (2.16)
This lemma asserts that ϕ ∈Xu.
Lemma 2.4. g =√σ(u)∇ϕ a.e. on Pu, the set where u is positive.
The key to our development is the following lemma.
Lemma 2.5. Assume
1∫
0
1√
σ(s)
ds =∞. (2.17)
Then √
σk(uk)∇ϕk → g strongly in
(
L2(ΩT )
)N (2.18)
and
g = 0 in ΩT \ Pu.
Clearly, assumption (2.17) is weaker than the one in [4,5].
Proof. Observe from Lemma 2.2 that
√
σk(uk)→√σ(u) strongly in Lq(ΩT )
for each q > 1. Using ϕk − ϕ as a test function in (2.2) yields
X. Xu / J. Math. Anal. Appl. 271 (2002) 333–342 339
∫
ΩT
σk(uk)|∇ϕk|2 dx dt =
∫
ΩT
σk(uk)∇ϕk∇ϕ dx dt
=
∫
ΩT
√
σk(uk)
√
σk(uk)∇ϕk∇ϕ dx dt
→
∫
ΩT
√
σ(u)g∇ϕ dx dt
=
∫
Pu
σ (u)∇ϕ∇ϕ dx dt. (2.19)
The last step is due to the fact that σ(u)= 0 on ΩT \ Pu. On the other hand, we
conclude easily from (2.2) that∫
ΩT
√
σ(u)g∇ξ dx dt = 0 (2.20)
for all ξ ∈ L2(0, T ;W 1,2(Ω)) with ξ = 0 on ΣϕD . On account of (2.17), we have
that for each δ > 0 there exists a unique " ∈ (0, δ) so that
δ∫
"
1√
σ(s)
ds = 1.
Define
θ",δ(s)=


1 if s  δ,∫ s
"
1√
σ(s)
ds if " < s < δ,
0 if s  ".
Clearly, θ",δ ∈A and θ",δ(u)ϕ = θ",δ(u)ϕ onΣϕD . Let ξ = θ",δ(u)(ϕ−ϕ) in (2.20)
and keep in mind (1.11) to get∫
ΩT
√
σ(u)g(∇ϕ −∇ϕ)θ",δ(u) dx dt
=−
∫
ΩT
√
σ(u)gθ ′",δ(u)∇u(ϕ − ϕ)dx dt
=−
∫
{"uδ}
g∇u(ϕ − ϕ)dx dt. (2.21)
Taking δ→ 0 and noting " = "(δ) < δ give∫
Pu
(
σ(u)|∇ϕ|2 − σ(u)∇ϕ∇ϕ)dx dt = 0. (2.22)
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Combining (2.19) and (2.22), we obtain∫
ΩT
|g|2 dx dt  lim
k→∞
∫
ΩT
σk(uk)|∇ϕk|2 dx dt
=
∫
Pu
σ (u)∇ϕ∇ϕ dx dt =
∫
Pu
σ (u)|∇ϕ|2 dx dt. (2.23)
This together with Lemma 2.4 implies∫
ΩT \Pu
|g|2 dx dt = 0 (2.24)
from which follows that
g = 0 a.e. on ΩT \ Pu.
Consequently,∫
ΩT
∣∣√σk(uk)∇ϕk − g∣∣2 dx dt
=
∫
ΩT
σk(uk)|∇ϕk|2 dx dt − 2
∫
ΩT
√
σk(uk)∇ϕkg dx dt +
∫
ΩT
|g|2 dx dt
→
∫
Pu
σ (u)|∇ϕ|2 dx dt − 2
∫
ΩT
|g|2 dx dt +
∫
ΩT
|g|2 dx dt = 0.
This completes the proof. ✷
To summarize, we have the following existence theorem.
Theorem A. Let (H1)–(H4) and (2.17) be satisfied. Then there exists a capacity
solution to (1.3)–(1.10).
Before we present our next results we introduce the following notations. For
z= (x, t) ∈ΩT , r > 0, set
Br(x)=
{
y: |y − x|< r},
Qr(z)= Br(x)×
(
t − r
2
2
, t + r
2
2
)
,
uz,r = 1|Qr(z)|
∫
Qr(z)
u(y, τ ) dy dτ.
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Lemma 2.6. Let
S =
{
z ∈ΩT : lim
r→0+
uz,r > 0, lim
r→0+
|u− uz,r |z,r = 0
}
.
Then S is open and u is locally Hölder continuous in S.
Clearly, u 0 a.e. on ΩT \ S. Thus we may take Pu = S.
Proof. By slightly modifying the proof of Proposition 3.5 in [3], we obtain that
there exist two positive numbers c= c(m,M,M1, λ,N), q = q(N) such that
ess sup
Qr/2(z)
(u− a)−  c
(
2+ 1
a
)q[
(u− a)−]
z,r
(2.25)
for all a > 0, r > 0 with Qr(z)⊂ΩT . Now fix z in S. Then we can find c0 > 0
with uz,r  c0 for r sufficiently small. For those small r’s set a = uz,r in (2.25)
to get
uz,r  ess sup
Qr/2(z)
u+ c
(
2+ 1
uz,r
)q[
(u− uz,r)−
]
z,r
. (2.26)
Since the second term on the right-hand side tends to 0 as r→ 0+, we can find a
small r with
ess inf
Qr(z)
u c0/2. (2.27)
Then it follows from (2.15) that e= λ on Qr(z). Therefore, we have
∂u
∂t
− div(K(u)∇u)= σ(u)|∇ϕ|2 in Qr(z), (2.28)
div
(
σ(u)∇ϕ)= 0 in Qr(z). (2.29)
Observe that (2.29) is uniformly elliptic. This enables us to employ [6, Theorem 7]
to conclude that u is locally Hölder continuous in Qr(z). Thus Qr(z)⊂ S. This
completes the proof. ✷
Theorem B. Assume:
(A1) ϕ is constant on Γ+ and on Γ−.
(A2) u 0 on ∂Ω × (0, T ) and v0  0 on Ω .
Then Pu, if it is not empty, contains both points of Γ+ × (0, T ) and Γ− × (0, T ).
Proof. Without loss of generality, we may assume that (1.1) and (1.2) hold.
Suppose ∂Pu ∩ Γ− × (0, T ) = ∅. Let 0 < " < δ, θ",δ be given as before.
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Since u 0 on ΩT \ Pu, we see that θ",δ(u) = 0 on Γ− × (0, T ). Thus ξ =
θ",δ(u)(ϕ − 1)= 0 on ΣϕD . Use this ξ in (2.20) to get∫
ΩT
σ(u)|∇ϕ|2θ",δ(u) dx dt =−
∫
{"uδ}
√
σ(u)∇ϕ∇u(ϕ− 1) dx dt.
Let δ→ 0 to yield∫
Pu
σ (u)|∇ϕ|2 dx dt = 0.
In view of (2.24), we have
∂
∂t
(u+ e)− div(K(u)∇u)= 0 in ΩT .
The weak maximum principle shows u+ = 0 on ΩT . This implies Pu is empty.
The proof is complete. ✷
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