The extension of this theorem of Bernstein to the higher derivatives plays an important role in this paper. Thus, if f(x) satisfies the conditions given in Bernstein's theorem, we obtain the inequality , /d» \* /dp \ 2 x = cos 0, for x in ( -1, 1). Using this inequality we are able to give a simple proof of W. Markoff's theorem,! which states that under the conditions of Bernstein's theorem f p) (x) < ; -1 < X < 1. Satz von A. Markoff, Mathematische Zeitschrift, vol. 23 (1925) pp. 45-61. [April Before proceeding with the proof of these inequalities we find it necessary to establish several lemmas concerning the properties of the Tchebychef polynomial T n (x), and a related function S n (x), (not a polynomial) which are defined by the relations T n (x) = cos nd, S n (%) = sin nd, x = cos 0, n being any positive integer. These functions are independent solutions of the differential equation
the general real solution of which may be written
where a, b, c> and a are real constants. Differentiating (2) p times we obtain
and this may be written in the equivalent form
For p ^ n the functions T n (p) (x) and 5 n (p) (x) are particular solutions of (3) and (4).
Let M p (x) be defined by the relation PROOF. From the definition (1) we see that T n (x) has n simple zeros in the interior of ( -1, 1), and since it is a polynomial of degree n, these are its only zeros. From Rolle's theorem it follows that
, has exactly n-p zeros in ( -1, 1), all of which are simple. From (1) we see that S n (x) may be expressed in the form S»(*) = r n '(*)(l-*W», from which it follows that S n (x) has n + 1 zeros in the closed interval ( -1, 1), and that Sn (x) becomes infinite as #-»± 1. By successive use of Rolle's theorem it follows that S n (p) (x) must have at least n + l-p distinct zeros in the open interval ( -1, 1). But T n (p) (x) and S n (p) (x) are linearly independent solutions of the differential equation (3), so by Sturm's well known theorem the zeros of T n (p) (x) and S n (p) (x) separate one another. It follows that S n^ (x) has exactly n + l-p zeros in the interval ( -1, 1), all of which are simple,
For the case p = n + l we see from (3) that S^n +X) {x) is a solution of the differential equation PROOF. The statement is evidently true for p = 1, since, by definition,
We now proceed by induction. Let
On substituting these power series in the differential equation (6) we obtain between the coefficients the relation
Suppose that every coefficient a 2k is greater than zero. From the relation (7) By definition (1), r n (l) = l, and by (3)
From this we find by induction that
Letf(x) be a polynomial of degree n or less with real coefficients such that l/(*)|£i, -i£*^i, ( -1, 1 ).
and suppose that f(x) ^yT n (x). Then for every real a the first n derivatives of the function cos aT n (x) + sin aS n (x) -f(x) can have only simple zeros in the interval
PROOF. There is no loss of generality in supposing that 0^ce<7i\ Let C R(x) = cos aT n {%) + sin aS n (x) = cos (nd -a), x = cos 0. 
do) I/'(*)| <!*'(*) |
at these points. If a^O, this inequality is also true in a neighborhood of the points -1 and +1, for Sn (x) becomes infinite here while Tn (x) and f(x) are bounded in the whole interval. We now distinguish two cases, a = 0 and a>0.
CASE I. a = 0.
In this case R(x)^T n (x)
, and the function considered reduces to
which is a polynomial of degree n or less, not identically zero. Then by (10) is alternately plus and minus at the n points where R(x) vanishes; so it has at least n -1 distinct zeros. Using Rolle's theorem we see
has at least n -p distinct zeros, (1 ^p^n), and it can have no others, as it is a polynomial of degree n-p. Thus all its zeros are simple and Theorem 1 is true for the case a = 0. CASE II. 0<ce<7r.
We are going to show first that in this case the function
R'(x)-f(x)
has at least n distihct zeros.
If ce = 7r/2, then R(x) = £ n (#), and we see that at the n -1 zeros of S n (x) in the interior of ( -1, 1) and in a neighborhood of the two end points the inequality (10) is satisfied. Thus, Sn (x) is alternately plus and minus at n + 1 successive points where (10) is true; so the function
&'(*)-f'(*)=S:(x)-f'(x)
has at least n distinct zeros in (-1, 1) . If a9^w/2 y then either 0<a<7r/2 or 7r/2<ce<7r, and as the two cases are essentially the same we shall consider only the case 0<OJ<7T/2. From relation (9) we see that R(x) vanishes at the n points 6= [(k+%) (-1, 1) . Selecting these n points and one point from a small neighborhood of x = 1, we have n + 1 points in ( -1, 1) at which the inequality (10) is satisfied. From the relation (9) it is seen that R'{x) is alternately plus and minus at these n + 1 successive points. Then the function *'(*) ~ /'(*) is alternately plus and minus at n + 1 points and so has at least n distinct zeros.
Thus if 0<a<7r, the function
*'(*) -/'(*)
has at least n distinct zeros in ( -1, 1) . Using Rolle's theorem one shows that
has at least n + 1 --p distinct zeros. If it had one multiple zero, then
would have at least n + l-p distinct zeros, and finally
j£(n+l) _ ƒ (n+1)
would have at least one zero. Since f(x) and T n (x) are polynomials of degree n at most this means that S n^n +l) (x) has at least one zero at some interior point of ( -1, 1); but by Lemma 1 this is impossible. This completes the proof of Theorem 1. PROOF. For simplicity we shall suppose that/(x) ?âyT n (x). We shall consider first the case in which all the coefficients of f(x) are real. Suppose that at some point x 0l ( -Kx 0 < 1), we have
Consider the function
R(x)+\f(x),
where R(x) is of the form
and a and X are real constants to be determined. We shall show that if (11) is true, then real a and X exist, ( -l^X^l) , so that at the point Xo the pth derivative of the function R(x) +\f(x) has a double zero.
Let a be chosen so that the relation
is satisfied. This is always possible for, on expressing R( p) (x) and R(p+u(x) by use of equation (12), the relation (13) is equivalent to an equation of the form a cos a + b sin a = 0, where a and b are real, and this has a solution.
Having chosen a we see from Cauchy's inequality that
Hence (supposing that inequality (11) is true) we choose X, ( -l^X^l) , so that at the point x 0
Substituting this in equation (13), we have
and this means that the second factor is zero. Thus the pth derivative of the function
R(x) + \f(x)
has a double zero at the point x 0j but by Theorem 1 this is impossible. The contradiction proves Theorem 2 in the case in which all the coefficients of ƒ(#) are real. Now allow f(x) to have complex coefficients,* and choose a real constant j8 so that, at a point Xo arbitrarily chosen in ( -1, 1),
is real. Writing where fi(x) and fc(x) have real coefficients, we see that if fi(x) were of the form fi(x) =7 T n (x) y then f 2 (x) would vanish at the n + 1 points where T n (x) = ± 1 and so would vanish identically. Then f(x) itself would be of the form ƒ(x) =7 T n (x) ; but we have supposed that this is not the case, so fi(x) ^7 T n {x). We have already proved that Theorem 1 applies to the polynomial fi(x), and since e^f (p) (x) . We can now prove the theorem of W. Markoff.
