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Abstract 
System connectivity is achieved when some intrinsic organization allows inter-medium travel.  
Depth connectivity is investigated in alluvial meandering streams as a solution to river 
navigability.  These types of rivers are naturally ordered systems, which exhibits self-similarity 
amongst many scales.  Four river sections and four experimental runs were used to investigate 
patterns in depth connectivity with varied path dimensions.   Dimensions of measured depth and 
connective path were made dimensionless through bankfull hydraulic geometry.  As these mean 
statistics scale with river discharge, connective paths should follow the same trends. Systematic 
connectivity was computed through a numerical calculation that determines the success rate for 
every combination of dimensionless depth, path width, and path length.  Distributions of depth 
are presented as hypsometric curves; the standard deviation of these distributions quantifies 
depth variability.  The experimental runs shows larger magnitude depths and more variability in 
depths larger than bankfull channel depth.   Experimental runs also display lower internal 
connectivity than the rivers.  Connectivity results show similarity as a function of dimensionless 
path dimensions, a dimensionless threshold depth, and the reach-averaged hypsometric standard 
deviation.  A first order model is presented which adequately predicts general patterns, but 
accuracy decreases through increases to either the width factor or hypsometric standard 
deviation. 
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Introduction 
System connectivity 
Connected systems are ubiquitous in nature.  They exist throughout a variety of conditions and 
scales.  Connected distributed networks are found in river deltas, deciduous trees, the human 
circulatory system, and fractal patterns, among many others.  Connectivity is also observed via 
clusters of similar attributes, e.g. climatology, crime rates, or biological populations. 
Alternatively, connectivity can refer to a continuous, unobstructed path between two locations in 
any medium.  Path connectivity implies significance to structure of the medium.  For disordered 
or heterogeneous systems, like connectivity of a nodal network, percolation theory has shown 
that incipient path connectivity occurs with the attainment of incipient cluster size (Broadbent 
and Hammersley, 1957).  Systems that are naturally and consistently ordered, like rivers, can 
exhibit connected paths without clustering.  Rivers are natural conveyance mechanisms for 
water, sediment, and aquatic life, so they exhibit significantly larger connectivity as compared to 
heterogeneously structured or randomly distributed systems like those studied in Percolation 
Theory. 
 
Connectivity in rivers is dependent on the variables required to achieve acceptable passage.  For 
example, to maintain riverine aquatic life, specific levels of flow depth, flow velocity, 
temperature, etc. are required.  Habitats are typically stationary entities, so they require 
connected clusters.  However, many organisms, such as salmon, travel away from their habitat to 
reproduce. Therefore, connectivity must also be maintained along a continuous path. This study 
focuses on path connectivity through the analysis of single-thread meandering alluvial rivers 
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contingent on a threshold depth, i.e. vessel navigability.  The chief inquiry is the following: in a 
selected river, what is the probability that a path between two arbitrary locations has a 
continuous path that everywhere exceeds a specified depth threshold in all positions (Figure 1). 
 
Figure 1: Example of possible navigable paths in the Mississippi River and Hatchie River, USA. (Image courtesy of 
Google Earth). 
 
For this study, the major threshold variable is depth, but connectivity is also indirectly affected 
by path geometry.  Further constraints for path width, length and acceptable tortuosity can be 
expected to reduce the probability of connectivity.  Based on the typical structure of rivers, we 
assume that a vessel with width 10% of the channel width has similar connectivity regardless of 
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scale.  The probability of connectivity can be expressed in dimensionless form by relating 
linking path or vessel properties with river characteristics.  Dimensioned values of required 
width, length and depth are normalized by similar river dimensions that characterize each of the 
river sections.  These dimensionless values are comparable regardless of river scale. 
Connectivity as Vessel Navigability 
Currently, vessel navigability is ensure through implementation of engineer physical structures 
that increase flow depth in channels, i.e. wind dams, dykes, etc.  The Mississippi River is an 
excellent example of such a river, with many evident hydraulic features from Minneapolis to its 
delta. Even with emplacement of hydraulic structures, a 2012 drought caused stage to plummet 
in the Mississippi River; many barges were stranded on bars that were normally submerged 
(Figure 2).  There has been little research focus towards understanding the parameters, which 
make a river naturally navigable.  This process is important because vast variability and 
stochastic weather processes make perpetual navigability impossible for all types of vessels, 
even with engineered structures.  Similarly, the dynamic nature of river systems means 
bathymetry will vary between two moments in time.  Mapping navigability with past bathymetry 
is not feasible for predictive means.  Vessel navigability prediction has been approached through 
use of catchment regression equations (Magirl and Olsen, 2006), but results were not based upon 
vessel or path characteristics and only provided three classifications: probably navigable, maybe 
navigable or probably not navigable.  These resulting classifications are insufficient to truly 
characterize connectivity.  
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Figure 2: Mississippi River at Greenville, MS during October 2012 drought. Barges (pictured to left) were forced to 
wait for stage to rise.  The exposed point bar, which cannot be seen at bankfull discharge, comprises of 
approximately half of the river’s width. 
 
Mean Statistics of Rivers 
Bathymetry from riverbed to top of bank compromises bankfull hydraulic geometry 
(Leopold and Maddock, 1953).  Bankfull flow describes a condition in which the river is 
completely, but barely, contained within its banks without spilling onto its adjacent floodplain.  
Bankfull width can be effectively defined as the average width, from vegetation line to 
vegetation line.  Bankfull depth is the reach-averaged depth from a prescribed bankfull water 
surface elevation, which can be calculated through linear regression of the average top of bank 
elevation at each station (Leopold and Wolman, 1957).  The observed discharge at this bankfull 
water surface elevation is the bankfull discharge.   Previous research has shown that hydraulic 
geometry and average bed slope can be approximated by power law functions of bankfull 
discharge in sand bed rivers (Leopold and Maddock, 1953, Leopold and Wolman, 1957, 
Wilkerson and Parker, 2011).  There are two formulations of hydraulic geometry: downstream 
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and at-a-station.  Downstream hydraulic geometry is computed by averaging cross-sectional data 
from river reaches sequenced from upstream to downstream, and at-a-station hydraulic geometry 
delivers the same characteristics using temporal data within a single cross-section (Leopold and 
Maddock, 1953).  Data for this study were collected over large spatial regions during a single 
hydraulic event.  These data are adequate to determine downstream hydraulic geometry, but not 
at-a-station hydraulic geometry.   
 
Figure 3: Qualitative comparison of downstream versus at-a-station hydraulic geometry.  
 
Considerable efforts have been focused on determining relationships between bankfull 
characteristics and such parameters depending on grain size, scale, sinuosity, and river type (i.e. 
single thread versus braided channel) (Singh, 2003).  These results suggest power relations 
between bankfull characteristics that apply across rivers of different physical scales, and provide 
a means for predicting bankfull discharge from hydraulic geometry or vice-versa.   
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Once data on bathymetry is acquired, the data can be interpolated to define a bank-to-bank 
bathymetric surface.  A spatial probability distribution of depth was extracted to characterize 
depth variation at bankfull conditions over an entire river section.  This data is organized as a 
complementary cumulative probability distribution function of depth, which is here referred to as 
a hypsometric curve (describing depth, rather than elevation variation).  Depth is normalized by 
the respective bankfull depth computed from each data set.  The shape of this probability 
distribution expresses variability in depth within each reach.   
 
Collected bathymetry expresses the bed surface only at a single moment in time.  The riverbed 
surface does not necessarily evolve from a steady state condition, so past stage and discharge 
values are directly tied to the current bed state.  A similar stage and discharge value at two 
different times does not imply similar bed structure.  This limits suitability for application to all 
flows.  Here, however, the problem is simplified with a “fixed-bed approximation,” according to 
which bathymetry is assumed to be invariant with stage. Thus, the measured bathymetry in 
combination with river stage (at or below bankfull) is used to compute local flow depth. In a 
more comprehensive study, field surveys would be conducted at bankfull stage and several 
below-bankfull stages to describe how bathymetry changes with stage.  The effect of the fixed 
bed assumption on the analysis of connectivity is investigated with experiments in a laboratory 
setting, for which stage could be varied freely.   
 
Studies have been performed on the spatial probabilistic distribution of physical characteristics 
such as depth, velocity, and shear stress.  Lamouroux et. al (1995) et al show velocity and shear 
stress distributions can be correlated to bankfull river values, but distributions in depth are also 
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dependent on river stage (Lamouroux, 1998).  These findings may limit the applicability of the 
fixed bed assumption and use of hypsometric curves at low stage levels.  However, it is unclear 
whether the distribution in depth varies with stage changes because unsteady discharge 
transforms the bed away from an equilibrium state or because the distribution in depths are 
inherently different for varying water depth and shear stress values.   
 
A statistical analysis of riverine system connectivity has been previously applied to aquatic 
habitat assessment (Jowett, 1998).  Jowett uses both at-a-station and downstream hydraulic 
geometry in combination with a formulated shape factor relating cross-sectional width and 
maximum cross-section depth to infer habitat suitability.  The shape factor is a surrogate for 
average cross-sectional shape, so it does not include variability in cross-section shape or a 
physical metric related to how cross-sections link to one another.  Barriers to connectivity will 
likely occur in locations with deviations from the typical bed structure, e.g. an abnormally 
shallow riffle or relic bedform remaining from a flood discharge.  Neither hydraulic geometry 
nor hypsometric curves describe how spatially connected variables are within a system such as a 
reach of a meandering river.   
Methodology 
Model Description 
The probability of path connectivity is a function of depth, width, and travel length.  Bathymetric 
data obtained from field measurements by methods described below is interrogated with a 
computational procedure that searches for a single connected path with selected width, length, 
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and depth attributes in the river reach.  The length in question is centerline downstream distance 
between two arbitrary locations; the arc length or complexity of the path itself is irrelevant as 
long as it is connected.  This is further illustrated in Figure 4. 
 
Figure 4: Connectivity is achieved when a continuous path exists between two locations.  The path shape or length 
as shown in (a) is insignificant for connectivity.  Similarly, the number of connective paths in a section does not 
infer more connectivity; in (b) both sections have equivalent connectivity. 
The procedure determines only whether a connective path is found.  This process is repeated to 
represent every possible section of travel within the reach.  The resulting sum of outcomes with 
successful connective paths versus the total number of trials indicates a measured success rate, 
and thus probability of connectivity, Pc.  These success rates are determined for a selected range 
of each variable.  A matrix of connectivity success rates is populated with success rates as a 
function of depth, path length, and path width.   
 
Depth is a function of both water depth and boat draft. Adequate depth for navigation is achieved 
when local water depth exceeds the specified vessel-dependent threshold water depth HRequired: 
                   (1) 
ξ  = Water Surface Elevation 
ηLocal   = Local Bed Elevation 
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Water surface elevation can be expressed as a function of the bankfull water surface elevation 
minus a fraction of the reach-averaged bankfull depth.  A dimensionless parameter α is 
introduced to link these constants, as illustrated in Figure 5. 
            (2) 
Condition (1) and Equation (2) are combined and then divided by HBF so as to express the 
problem in terms of the dimensionless ratio  of required depth to a bankfull depth parameter 
related to boat dimensions. 
               
   
  
(3a) 
   
         
   
 
(3b) 
To reduce the problem further, we introduce the “fixed bed” approximation, according to which 
the bed remains in the same configuration as stage is lowered below bankfull. This 
approximation allows the use of a single measurement of bed topography over a reach to 
compute both the effects of increased draft, i.e. Hrequired and reduced stage on navigation 
connectivity. The approximation is by no means intended to be precise; rivers undergo scour and 
fill as stage changes. The fixed-bed approximation, however, is the first-order simplification in 
the absence of a complete set of bathymetry each of which was evaluated at a different stage. 
Rearranging (3a) under the assumption of temporally invariant local, 
                (3c) 
       (3d) 
Thus, increase in the single dimensionless parameter  captures the effects of both increasing 
draft (increasing) and decreasing stage (increasing) on connectivity. 
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Vessel width and path length are nondimensionalized in terms of the respective parameters  ω 
and β, defined as: 
   
         
   
 
(4) 
   
         
   
 
(5) 
The parameter sought, i.e. the probability of connectivity Pc, is thus hypothesized to have the 
following dimensionless form:  
          (6) 
In analyzing the field data, bankfull width is calculated by averaging the widths at every discrete 
station throughout the reach.  A small ω yields vessel width much smaller than the bankfull 
width, and therefore suggests the connectivity rates will be larger.  Similarly, small β implies 
short travel length, which will improve connectivity likelihood.  For both parameters ω and β, 
connectivity decreases as they are increased. 
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Figure 5: River stage, boat dimensions and desired travel length influence the likelihood of navigability.  
Connectivity is computed in terms of path depth, width, and length. 
 
Field Data 
Bathymetric data is required to investigate which properties are most strongly related to river 
connectivity.  Data sets were collected by the author from the Vermillion River (Minnesota), 
Wabash River (Illinois/Indiana), and were obtained for two reaches of the Trinity River (Texas) 
(PhD Thesis Virginia Smith, 2012).  These reaches include variation in scale, and also span 
several geographic regions of the U.S.   
 
This data were collected and interpolated into a bathymetric surface using a variety of methods.  
Riverbed and banks of the Vermillion River were surveyed at low discharge with a conventional 
survey total station.  Bathymetric points in the Wabash River and Trinity River were collected 
with a single beam echosounder at near-bankfull discharge.  The Trinity River was tied to a 
United States Geological Survey (USGS) digital elevation model (DEM) to retrieve the bank 
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elevations.   Data from a USGS DEM adjacent to the Wabash River survey section was used to 
compute bank elevations. These data sets were interpolated using spline (Vermillion and 
Wabash) and Kriging (Trinity) interpolations schemes (see Appendix for full details).  Data 
reliability varies by data density, with the Wabash River bathymetry containing largest gaps 
(approximately 100m) in bathymetric information.  To survey this river in the available time, 
cross sections were collected at channel width spacing.  For the application of this study i.e. 
connectivity for navigation this limitation was deemed acceptable, since it was more important to 
have a spatially extended datasets. As can be seen in Figure 6, there appears to be an overall self-
similarity in planform regardless of scale (Stølum, 1996).  Table 1 shows bankfull parameters for 
each data set. 
 
Data is translated from a Cartesian coordinate system into a station and offset (SN) coordinate 
system by sampling data at discrete locations in relation to the channel centerline.  Stations, S, 
are discrete distances along the centerline, and offsets, N, are locations perpendicular to the 
channel centerline adjacent to each station.  The meandering centerline in Cartesian space is 
straight in SN space; additionally, the centerline arc length in Cartesian space becomes the total 
length in SN space. Offsets of equivalent lengths away from the centerline are identified as 
parallel longitudinal profiles. This new coordinate system illustrates a meandering river as a 
rectangular grid with varying widths. 
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Figure 6: Interpolated riverbed surfaces for data used in this study.  
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Results 
River Data 
Hypsometry 
Depth variability is captured with hypsometric curves for each of the data sets. The more 
standard meaning of hypsometry relates to the probability distribution of elevation; here it is 
used for depth instead. The frequency of depths found in a given reach is thus given by the 
probability density function; the integral of the PDF curve results in a cumulative distribution 
function, which expresses the fraction of depths less than a selected value Hϕ.  Hypsometric 
curves are given by the complementary CDF in depth, so expressing the fraction of depths less 
than any threshold value.  The definitions of each are given in equations 6, 7, and 8.  
             ∫       
 
 
 (7) 
     (  )  ∫       
  
  
 (8) 
                         (  )    ∫       
  
  
 (9) 
These data are calculated by selecting discrete bins spanning the entire range of depths within 
each data set.  The cumulative distribution is calculated up to an arbitrary depth, Hϕ.  For this 
study, Hϕ is equivalent to the maximum reach depth.  As minimum depth is known, equation 8 
can be translated to: 
     ∫       
    
    
 (10) 
15 
 
  (  )  ∑                            
   
   
 (11) 
  
         
  
 (12) 
The top of bank elevation exhibits fluctuations from a mean with downstream distance.  The 
bankfull water surface elevation is determined though a linear regression analysis of the average 
bank height of each cross-section.  This definition produces negative depths in some locations 
where actual bank elevation is higher than the defined water surface elevation.  Inclusion of these 
values degrades the accuracy of computed bankfull depth. Since a negative depth implies 
elevation above the maximum water surface, removal of these points will not affect connectivity 
computations.  Data is normalized by bankfull depth, then re-computed using the same process 
explained above.  The resulting hypsometric curves are thus dimensionless and comparable at 
different scales. 
 
Figure 7 illustrates hypsometric curves for river data and from experimental runs (steady and 
unsteady conditions).  Each hypsometric curve is fixed at two locations, indicating  that all 
depths exceeds zero dimensionless depth, and exactly 50% of depth values exceed dimensionless 
depth equal to one, equivalent to the dimensioned bankfull depth 
  
River hypsometry shows nearly symmetrical behavior on either side of the bankfull depth. The 
Vermillion River shows the strongest gradient and Trinity River 1 contains the weakest. Trinity 
River 1 (downstream) is located upstream of a bay in the Gulf of Mexico, so this reach likely 
shows a morphology affected by backwater.  Depth variability does not seem to correlate to scale 
or geographic location.  The Trinity River sections exhibit the most variability and have second 
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and third largest scale of the four reaches, by measure of bankfull width.  Variability in these 
curves is quantified by the standard deviation of each curve. Key parameters of each reach, 
including bankfull parameters, are presented in Table 1.  
 
Figure 7: Dimensionless depth hypsometric curves for field data. 
       Table 1: Key physical and statistical parameters extracted from the river data. 
Data Name Vermillion Trinity 1 (DS) Trinity 2 (US) Wabash 
HBF (m) 0.881 3.426 5.016 6.933 
HBF (By Station) (m) 0.809 3.167 4.759 6.577 
W.S. Slope (m/m) -5.18E-04 -6.14E-04 -1.24E-03 -1.00E-03 
BBF (m) 14.44 117.66 191.54 281.42 
Sinuosity 2.62 2.34 1.78 2.12 
HBF/BBF 0.0610 0.0291 0.0262 0.0246 
 
As mentioned above, bankfull depth, HBF, is computed as the true mean of all depths within the 
measured data set.  The parameter , HBF (By Station) in the table is computed by taking the reach 
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average of cross sectional mean depth.  The standard deviation of the hypsometric curves (HSD) 
is computed from equation 12: 
  √∑          
 
   
 (13) 
This term quantifies how much variability exists in the bathymetry.  Standard deviation in depth 
itself cannot be used directly to compute connectivity. This is because undulations in bed 
elevation in the streamwise direction are more likely to block streamwise connectivity that 
undulations in the transverse direction. This notwithstanding, it is shown below that connectivity 
is correlated to σ. 
Connectivity  
 
 
Results of the connectivity analysis show consistent trends amongst each of the field data sets.  
These results are shown in Figure 8.  Each subplot contains three regions: 
Ceiling Region:  Pc =1 
Decay Region:  0 < Pc < 1 
Floor Region: Pc = 0 
The rationale for the names for these regions is explained below. 
In Figure 8, probability of connectivity Pc is plotted for each river as a function of δ and β, for 
two specific values of ω, namely,  = 0.01 and 0.25.  These plots are ordered by increasing scale 
(BBF) from left to right, with ω increasing from top to bottom. Apparent in each plot is a region 
where connectivity is everywhere equal to unity. This is the ceiling region. In an adjacent region, 
18 
 
Pc declines markedly with increasing , and less markedly with increasing . This defines the 
decay region. Finally, there is a region where Pc = 0 everywhere. This defines the floor region.  
 
Connectivity does not correlate to scale; no consistent trends are seen with increasing bankfull 
width BBF. Typical trends illustrate a sharp gradient in Pc along the δ-axis beginning at the 
boundary between ceiling and decay regions; the gradient is largest for large values of β and 
exhibits an exponential pattern for small β.  The magnitude of this gradient varies between rivers, 
and appears to scale inversely with the dimensionless standard deviation of depth variation at 
bankfull flow σ. More specifically, the breadth of decay region scales with σ.  For very long 
travel distances, i.e. max = 20 in the figures, a threshold value δcr separates the ceiling region 
Pc=1 from the decay region. In addition, the decay region for  = max is so short that the ceiling 
region gives way to the floor region Pc=0 for only a very small increase of  beyond cr.  The 
plots of Figure 8 indicate that Cr decreases with increasing. In addition, the plots illustrate a 
lower overall level of connectivity for the case  = 0.25 (wide path) than the case  = 0.01 
(narrow path).  
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Figure 8: Connectivity in each of the field cases as ordered by scale (bankfull width), with the smallest to the left 
and the largest to the right, and dimensionless minimum path width , with the smallest value at the top and the 
largest value at the bottom  Each contour subplot represents probability of connectivity Pc as a function of  and .  
 
Kinoshita Experiments 
In addition to field data, experiments were completed in the Kinoshita flume at the Ven Te Chow 
Hydrosystems Laboratory.  This 33-meter long flume mimics a meandering river and can be 
implemented with upstream- or downstream-skewed meanders (Kinoshita, 1961; Abad, 2009).  
The Kinoshita flume provides an analogue to natural meandering rivers with similar geometry, 
hydrodynamics, but downscaled flow parameters.  Experiment parameters are expressed in Table 
2; Orientation and sample bathymetry of the flume are illustrated in Figure 9. 
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Table 2: Experiment Parameters for: Flume and Sediment 
Flume Slope (m/m) 0.00 
 
Depth (m) 0.4 
 
Length (m) 33 
 
Width (m) 0.6 
Sediment Type Walnut Shells 
 
Specific Gravity 1.3 
  D50* (mm) 1.1887 [0.841, 1.68] 
* Presented as geometric mean of the sediment range [minimum, maximum]. 
 
 
Figure 9: Planform diagram of Kinoshita Flume and sample bathymetric surface following an experimental run 
(Run QH,BF,1 as explained below).  The shaded area represents extents of the measurement zone. 
We use the Kinoshita flume to compare changes in connectivity for different hydraulic 
conditions, and in particular different stage. The field river examples were measured only at a 
single stage so the fixed-bed assumption is necessary to estimate connectivity at different stages.  
The Kinoshita flume has a set planform with vertical walls, so width does not vary with stage.  
The flume width is also the bankfull width. The relations for Pc from these experiments, at 
different stages, are compared to test the fixed-bed assumption.  Four experimental runs in this 
study used three discharge magnitudes (QL, QM, and QH) and two types of input hydrographs.  
Three runs were completed, starting from a flat, horizontal bed to a morphological equilibrium 
with a constant discharge; this was achieved when water surface slope temporally converges and 
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is parallel to the average bed slope.  The time required to for the bed to make the transition from 
one stage to another is here called the residence time.  The fourth run, QH,bBF, used a two-
discharge hydrograph to investigate effects of hysteretic bedforms.  This run began from a high 
discharge equilibrium bed. Then a second, lower discharge, QM, with associated lower water 
depth, was run for a short period in which local bed changes occurred, but the overall streamwise 
bed slope was maintained.  The duration of the second discharge was based on a selected 
proportion of the time required to create a new equilibrium condition from the equilibrium bed 
state of the first discharge.  This run generates a field of bedforms that characterizes the 
transition between two conditions of morphological equilibrium.  The runs taken to an 
equilibrium condition are termed bankfull (BF) runs, and the final run is called the below-
bankfull run (bBF). The experimental conditions are summarized in Table 3.  The discharges and 
hydrographs used in each experiment are illustrated in Figure 10.   
 
Table 3: Experimental conditions: Here Q denotes flow discharge and H denotes depth. 
Name Initial State Hydrograph Q1 (Ls
-1
) Q2 (Ls
-1
) HBF,1 (m) HBF,2 (m) 
QL,BF Flat Bed Constant 3.0 - 0.0408 - 
QH,BF,1 Flat Bed Constant 12.3 - 0.0703 - 
QH,BF,2 Flat Bed Constant 12.3 - 0.0612 - 
QH,bBF QH,Equilibrium 
QH to Eq., QM
(a)
 
for 25% tEq,H,M
(b)
 
12.3 10.0 - 0.0616 
(a)
 The run was stopped when equilibrium conditions were achieved, then some water was 
removed from the recirculating system to maintain water surface elevation at the downstream 
tank. 
(b)
tEq,H,M is the required time for the bed to make the transition from QH,Eq to QM,Eq 
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Figure 10: Input hydrographs for four experimental runs in the Kinoshita flume. 
Sediment was recirculated through a sediment diffuser at the upstream tank; sediment transport 
rates widely varied. This was also the case in the experiment results of Abad (2009) who used 
sand with considerably larger flow rates.  These experiments showed bedform  structures in 
channel bends and straight reaches that were similar to those of Abad (2009).  Bathymetric data 
were collected with a Microsoft Kinect infrared depth sensor camera (Khoshelham, 2011; 
Landry et al, 2012; Smisek et. al, 2013). More details about bathymetric data acquisition are 
given in the Appendix. Water surface elevations were measured with a point gage at several 
cross sections in the flume.  Point gages were fixed at cross sections CS 5 and CS 25 and a third, 
mobile point gage was deployed consecutively at five different cross-sections: 10, 12.5, 15, 17.5, 
and 20 (Figure 9).  For experiments completed to equilibrium, water surface elevations were 
measured at all seven cross sections.  Once the water surface converged to a constant slope, 
measurements were continued at cross-sections 5, 15 and 25 to verify convergence.  The short 
duration of run QH,bBF allowed one measurement at all seven cross sections or several 
measurements at only three cross sections.  The latter was selected to reduce opportunity for 
errors; these measurements were taken from CS 5, CS 15, and CS 25, and a water surface profile 
was determined by linear regression from the final measured elevations.  An ensemble average 
of water surface elevations was compared to these measurements to verify there was minimal 
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measurement error; if one only a measurement were taken, there would be no way to quantify 
measurement error.  The bathymetric scan is accurate to sub-centimeter resolution (Khoshelham, 
2011; Landry et al, 2012; Smisek et. al, 2013); this resolution was quantified at approximately 
0.4 mm using a 1-meter measuring distance from the camera to the bed.  An example of flume 
bathymetry is shown in Figure 9. 
 
A least-squares linear regression was performed from water surface elevation measurements to 
determine water surface profiles. The Kinoshita Flume has vertical walls, so there is no natural 
“bankfull” elevation. This notwithstanding, some runs were chosen as reference “bankfull” runs, 
so that the effect of lowering stage below “bankfull” on bed morphology and connectivity could 
be studied.   Depths were assessed by subtracting measured bathymetric elevations from the 
bankfull water surface profiles obtained from regression. 
 
Hypsometry 
Dimensionless hypsometric curves of depth for the experimental runs described in in Table 1 are 
illustrated below in Figure 11.  The curves for the field data are included in gray-scale for 
reference.  The tails corresponding to values of H/Hbf > 1 for the experiments are longer than 
those for the field data, indicating larger depth variability than the river data.  This is related to 
differences in the ratio of bedform height to mean channel depth; this is further discussed in the 
next section.   
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Figure 11: Depth hypsometric curves for Kinoshita experiment runs; field curves are also shown for reference.  
Experimental runs for the “bankfull” low discharge, “bankfull” high discharge, and “below bankfull” high 
discharge curves are included.   
 
In general, the probability distribution curves of depth in Figure 11 illustrate more variation in 
the experimental data than observed in the rivers.  In particular, in the case of the experiments 
there is a higher probability that a depth greater than bankfull depth is exceeded. The curve 
corresponding to QL,BF most closely resembles the  curves for the river data, but still shows a 
larger probability  of depths greater than 2*HBF than every field case except  Trinity 1 (DS). This 
river exhibits the largest HSD  of the four field reaches  The divergence between these shapes 
may relate to changes in connectivity between morphological equilibrium and hysteretic states 
given constant hydraulic parameters.   The high discharge bankfull runs, QH,BF,1 QH,BF,2, have 
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similar shape but exhibit slight differences in at depths greater than bankfull depth.  QH,BF,2 is 
more similar to QH,bBF than QH,BF,1.  
The HSD (dimensionless depth hypsometric standard deviation) , along with other relevant 
parameters, are shown in Table 4. The run corresponding to QL,BF is the only experimental run 
with HSD less than Trinity River 1, which was the river reach with the largest HSD and depth 
variability   The experimental hypsometric curves are skewed towards depths larger than 
bankfull depth, whereas rivers show more symmetrically shaped distributions.  Standard 
deviation, of course, does not capture the skewness of the distribution. The distributions for the 
field data were more symmetrical than those for the laboratory data, which were skewed toward 
higher depths. 
Table 4: Parameters measured from the Kinoshita experiments. Here BBF corresponds to the width of the flume. 
Data Name QL,BF QH,bBF QH,BF,1 QH,BF,2 
HBF (m) 0.041 0.062 0.069 0.061 
HBF (By Station) (m) 0.043 0.072 0.078 0.071 
σ (H/HBF) 0.554 0.753 0.730 0.775 
W.S. Slope (m/m) 3.70E-03 2.20E-03 2.80E-03 3.10E-03 
BBF (m) 0.6 0.6 0.6 0.6 
Sinuosity 3.77 3.77 3.77 3.77 
HBF/BBF 0.068 0.103 0.115 0.102 
 
Bathymetric scaling of bed roughness 
Both the field and laboratory data showed local variations in depth that were associated with, 
among other things, bedforms such as dunes and bars. Depending upon their spatial organization, 
these variations can present obstacles to streamwise connectivity in general and navigation in 
particular. More specifically, stronger variation in depth in the streamwise direction can be 
expected to reduce connectivity. 
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In order to quantify this effect, a statistical measure of streamwise variation of depth was 
computed in a standardized way. For any given reach, two maximum half-widths were 
computed. Thus, BmaxhalfL is the maximum half-width on the left-hand side looking downstream, 
and BmaxhalfR is the maximum half-width on the right-hand side looking downstream. The ratios 
BmaxhalfL/(BBF/2) and BmaxhalfR/(BBF/2) for the four field reaches are given in Table 5. Since flume 
width is constant, both these ratios take the value unity in the experiments.  A dimensionless 
transverse parameter  ̂ was then defined as follows. Let n be the distance normal to the channel 
centerline, defined as positive to the right of the centerline. Then  ̂    BmaxhalfR for n > 0, and 
 ̂              for n < 0. 
Table 5: Magnitude ratio of maximum half width along left bank and right bank 
divided by 1/2 BBF 
Attribute Vermillion Trinity 1 (DS) Trinity 2 (US) Wabash 
BmaxhalfL / (BBF/2) 1.552 1.537 1.400 1.738 
BmaxhalfR/(BBF/2) 1.511 1.537 1.388 1.494 
 
The streamwise variation in depth is considered along lines of constant  ̂. Let s denote 
streamwise distance,       denote local depth, and  ̅  ̂  denote the reach-averaged value of 
     ̂  A dimensionless measure of roughness   ̂ , here called the RMS (root-mean-square) 
roughness, is then defined as follows. 
   ̂  
√〈[     ̂   ̅  ̂ ] 〉
   
 (14) 
Figure 12 shows plots of  as a function of  ̂ for the four field reaches, and Figure 13 shows the 
corresponding plots for the four experiments. In the case of all the field reaches, peaks of RMS 
roughness  are located near  ̂       and  ̂     . ( This indicates that a travel path somewhat 
offset to either side of the centerline would see the most obstacles to connectivity. (A connected 
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path may still exist that does not correspond to constant ̂.) These peaks were found to be located 
along lines where thalweg and point bar features alternate in successive bends. In the case of the 
experiments, however,  took a maximum value precisely at the flume walls, i.e.  ̂      . This 
difference illustrates one way in which flumes, with vertical walls differ substantially from 
natural rivers.   
In addition to peaks near  ̂       all the field reaches except Trinity Reach 1show a local 
minimum in  near  ̂   , suggesting the advantage of channel centerline as a path for 
navigation. Trinity 1 shows other anomalous behavior in Figure 12, i.e. a third peak in  at 
 ̂     , that may be due to its proximity to the Gulf of Mexico. The local minimum near  ̂    
is also observed in all the experimental runs. 
The experimental runs, however, differ dramatically from the river in terms of the maximum 
value of RMS roughness . In the case of the rivers, maximum  varies from about 0.4 for the 
Wabash River to about 0.8 for Trinity Reach 1. The maximum value of  exceeded unity for 
every experimental run. The implication is a major difference in bedform type. In sand-bed 
rivers, the dominant bedform type consists of dunes. In the experiments, however, the bedforms 
are so high relative to depth that they represent some hybrid between dunes and bars. The 
implications of this difference for connectivity are discussed below. 
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Figure 12: RMS roughness  versus normalized transverse coordinate  ̂ for the four rivers.  
 
Figure 13: RMS roughness  versus normalized transverse coordinate  ̂ for the four experimental runs. 
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Connectivity 
Plots of probability of connectivity for the experimental runs are given in Figure 14. They show 
trends that are similar to the field data, but there are several important differences.  First, the 
ceiling region is narrower than in field data.  This corroborates the effect of increased HSD  on 
location of the asymptotic boundary (at  = 20) between ceiling and decay regions; the range of 
values of  for the field data is 0.33 – 0.65 (Figure 7), whereas the experimental values are in the 
range 0.55 – 0.78. .  Low and high “bankfull” discharge events have different values of σ, but 
similar structures for Pc when ω = 0.01. These two cases show divergence in δCr when ω is 
increased to 0.25.  As  increases, the transition from ceiling region to decay region is 
significantly sharper in the case of the experimental data, and the tail region is significantly 
longer. The elongated tail is related to the large proportion of depths greater than bankfull depth 
in the Kinoshita data, as can be seen from the depth hypsometric curves of Figure 11. 
 
Figure 14: Probability of connectivity Pc for Kinoshita bankfull runs, with ω = 0.01 and ω = 0.25. The plots are 
ordered by discharge, with the smallest to the left and the largest to the right, and dimensionless minimum path 
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width , with the smallest value at the top and the largest value at the bottom  Each contour subplot represents 
probability of connectivity Pc as a function of  and . 
As seen in Figure 11, the depth hypsometric curves for the cases QH,BF,1 and QH,BF,2 show similar 
shapes but show minor deviations for depths greater than bankfull depth.  Figure 14 shows that 
for these two runs, connectivity is also similar at low ω, but the case QH,BF,1 is slightly less 
connected when ω is increased.  This run has a slightly lower fraction of very deep depths than 
does QH,BF,2.  These comparisons suggest that small variations in the hypsometric curve affect 
connectivity only for  large ω.  The difference in connectivity between the two runs is possibly 
related to bar position in the flume.  Bathymetric features in these runs are quite similar, but bars 
appear in different locations throughout the flume.  The spacing between bars is consistent, so 
the bars are likely only in different stages of migration.  These bars were observed to change 
shape while migrating due to three-dimensional nature of the flume, so generating time variation 
in available connective paths.  This variability is inherent to alluvial bed morphodynamics in 
general.  
 
Variability in water surface slope also was a source of discrepancy in the determination  of 
connectivity.  Figure 15 shows that small differences in slope, as computed from linear 
regression of measured water surface elevation data, exhibit noticeable changes in the 
connectivity when referenced to the same bathymetry.  The shapes of these curves are quite 
similar, but the asymptotic boundary of the ceiling region shifts in the negative-δ direction in the 
case of the steeper water surface slope.  . These plots have similar decay patterns and compare 
similarly to other data sets, so a slight change in water profile should affect only the location of 
the boundary between ceiling and decay regions. 
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Figure 15: Plots of connectivity using the same bathymetry, but based on modestly different water surface slopes.  
 
Single Wavelength Effect 
The laboratory results displayed several differences with the field results that are related to scale.  
The physical length and width are significantly smaller, and the width-to depth-ratios are also 
smaller (compare Tables 1 and 4). In addition, while the field reaches included several bends, the 
experimental results were each obtained for a reach consisting of a single bend wavelength, i.e. 
the central bend of the flume. The first and last of the three wavelengths of the flume were 
omitted due to entrance and exit effects. 
 
Comparison between the laboratory and field data might be inconsistent because of the 
difference in number of bends. In order to evaluate this factor, connectivity was recalculated in 
sub-reaches of two of the field reaches, i.e. Trinity2 and the Vermillion River, chosen to be as 
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similar as possible to the single bend used in the analysis of experimental data. These sub-
reaches are shown in Figure 16. 
 
Figure 16: Bathymetry of single-wavelength sub-reaches of Reach 2 of the Trinity River and the Vermillion River, 
along with the bathymetry for QH,bBF. 
Connectivity in Single Wavelength Sections 
Plots of probability of connectivity for the Vermillion and Trinity (Section 2; Upstream) are 
shown in Figure 17, including for each case the full reach and the single-wavelength sub-reach. 
Plots are shown for  = 0.01 and  = 0.25. It can be seen that the results for a single wavelength 
are very similar to that for the entire reach. As a result, it can be said with some confidence that 
the differences in connectivity between the field and laboratory cases are a result of different in-
channel bed structure rather than differences in reach length   
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Figure 17.  : Probability of connectivity Pc as a function of  and  for the  Vermillion and Trinity 2 (US) rivers, 
comparing results for the full reach with those for a single-wavelength sub-reach. Results are shown for ω = 0.01 
and ω = 0.25.  
 
Fixed Bed Assumption 
The depth hypsometric curves and connectivity plots for the field reaches were determined by 
assuming that water surface elevation corresponds to bankfull conditions. In both cases, the 
results can be used to infer the depth hypsometric curve and connectivity at lower stages. In the 
case of connectivity, for example this is done by assuming a fixed value of dimensionless draft , 
lowering stage by increasing the dimensionless parameter , and computing the probability of 
connectivity based on the value  =  + . Implicit in this calculation, however, is the fixed-bed 
assumption: bathymetry does not change as water surface elevation is changed.  Several 
scenarios were performed in the Kinoshita flume to analyze this assumption. These experiments 
compare connectivity for an (arbitrarily selected) “bankfull” condition, and then a below-
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bankfull condition generated by lowering stage. As far as the bed is free to adjust as stage is 
lowered, no fixed-bed assumption is imposed. Figure 18 illustrates this experimental 
methodology. 
 
Figure 18: Explanation of methodology to check the fixed bed approximation used in connectivity computations. 
 
           (15) 
               (16) 
    
  
     
 
(17a) 
             (17b) 
       
      
   
 (17c) 
αEQ  = Equivalent value of α which when applied to ξBF,1, results in  ξAdjusted,1 = ξ2,BF 
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If below-bankfull connectivity predicted from bankfull connectivity with increased , can 
achieve similar values as that measured for below bankfull connectivity, then the fixed bed 
assumption is validated.  This would imply that bed changes associated with varying stage do not 
significantly affect connectivity. 
 
Figure 19 shows connectivity conditions for measured bankfull, predicted below-bankfull, and 
measured below bankfull conditions. The predicted below bankfull connectivity based on the 
fixed-bed assumption is linearly shifted along the δ-axis, but the shape of decay region is 
unchanged. As might be expected from the fixed-bed hypothesis itself, Figure 19 shows that the 
predicted below-bankfull connectivity is less than at bankfull. This is manifested most clearly in 
terms of a reduction in the size of the ceiling region. The connectivity for the measured below-
bankfull flow, however, is generally higher than that obtained from the fixed-bed hypothesis at 
lowered stage Indeed, the measured ceiling region, within which Pc = 1, is of a larger extent for 
the measured below-bankfull condition than both the predicted below-bankfull condition and the 
measured bankfull condition. 
In the experiments, then, the fixed-bed approximation is not substantiated. Evidently the bed has 
reorganized itself between “bankfull” and “below bankfull” stages to compensate for the 
decreased connectivity that would result from stage decrease alone. This should serve as a 
motivator for future field research, in which the bathymetry in the same river reach is evaluated 
at different stages. 
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Figure 19: Connectivity predicted with the fixed bed assumption versus actual connectivity. 
Hypsometric Standard Deviation and Physical Signifiers 
It was noted above that connectivity at bankfull flow shows a direct correlation to the 
dimensionless hypsometric standard deviation (HSD) , with smaller values of  corresponding 
to increased connectivity. It would be of value to determine a general dimensionless predictor for 
connectivity that is scale-independent and quasi-universal, at least for the class of meandering 
rivers considered here. As a first step in this direction, we seek a predictor for  as a function of 
geometric and flow parameters.   
We investigated several physical parameters for a correlation with HSD, including bed slope S, 
HBF, BBF, bankfull discharge QBF, median bed material size D50, and bed material submerged 
specific gravity R (~ 1.65 for quartz). From these we estimated the following dimensionless 
parameters: bankfull depth-width ratio BF = HBF/BBF, bankfull velocity UBF = QBF/(BBFHBF), 
bankfull Froude number FrBF = UBF/(gHbf)
1/2
, bankfull Chezy resistance coefficient CzBF = 
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UBF/(gHBFS)
1/2
 and bankfull Shields number HBFS/(RD50). Measured values for S, HBF and BBF, 
are reported above for both the rivers and the experiments. Values for D50 were estimated from 
information in Lauer (2008) (Vermillion River), Smith (2012) (Trinity River Reaches 1 and 2) 
and Jackson (1975) (Wabash River); in the case of the experiments, the relevant value is given in 
Table 2.  Field values of bed material submerged specific gravity R was estimated with the value 
for quartz, the laboratory value was set equal to that of the crushed walnuts used in the 
experiments (Table 2) 
Bankfull discharge for the Vermillion is given in Lauer (2008), but was not available for the 
other three field reaches. To obtain estimates for these reaches, the databases of Parker et al. 
(2007) and Wilkerson and Parker (2011) for bankfull characteristics of rivers were used to 
determine the following regression relations: 
           
     
 (18a) 
           
    
 (18b) 
In the above equations, the units for depth and width are m, and the units for discharge are m
2
/s. 
Bankfull discharge for the two Trinity River reaches and the Wabash river were obtained by a) 
back-calculating QBF from each of the above relations using measured values of HBF and BBF, 
and b) averaging the result. “Bankfull” discharges for the experiments are specified in Table 3). 
A compendium of the estimated parameters is given in Table 6 for the rivers, and Table 7 for the 
experiments. 
Variation in depth could be tied to physical parameters including, but not limited to: depth, 
width, slope, sinuosity, grain size, Bankfull Froude number, Bankfull Chezy coefficient, etc.  We 
assume that: 
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               (19) 
These parameters were selected to incorporate different attributes related to morphological 
changes.  For example, the Vermillion River has large width to depth ratio (B:H) and large 
relative grain size, while Trinity and Wabash Rivers have low B:H and low relative grain size.  
Therefore, there does not seem to be a trend unless all the necessary parameters are used. 
Table 6: Computation of Hypsometric Standard Deviation Parameters --Rivers 
Attribute Vermillion Trinity 1 Trinity 2 Wabash 
σ 0.33 0.65 0.45 0.34 
S (Bed) 3.1E-04 9.1E-04 1.5E-03 9.3E-04 
D50 (mm) 1 0.12 0.35 0.74 
R 1.65 1.65 1.65 1.65 
HBF 0.88 3.43 5.02 6.93 
BBF 14.4 117.7 191.5 286.5 
HBF / BBF 0.06 0.03 0.03 0.02 
QBF(m
3
/s)* 10.0 652.7 1686.5 3773.86 
UBF (m/s) 0.79 1.62 1.75 1.90 
FrBF 0.27 0.28 0.25 0.23 
CzBF 15.10 9.25 6.52 7.57 
τ*Form 0.2 16.1 12.8 5.28 
HBF/BBF τ*FormCzBF 0.15 4.35 2.18 0.97 
*QBF is determined through power law regression when a measured value is unknown. 
Table 7: Computation of Hypsometric Standard Deviation Parameters–Lab 
Attribute KinoQL,BF KinoQH,BF,1 KinoQH,BF,2 KinoQH,bBF 
σ 0.55 0.75 0.73 0.78 
S (Bed) 1.0E-03 2.8E-03 3.1E-03 2.2E-03 
D50 (mm) 1.1 1.1 1.1 1.1 
R 0.3 0.3 0.3 0.3 
HBF 0.041 0.062 0.070 0.061 
BBF 0.6 0.6 0.6 0.6 
HBF / BBF 0.068 0.103 0.115 0.102 
QBF(m
3
/s)* 0.003 0.012 0.012 0.012 
UBF (m/s) 0.12 0.32 0.28 0.33 
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FrBF 0.19 0.42 0.34 0.42 
CzBF 6.13 7.85 6.15 8.99 
τ*Form 0.12 0.52 0.66 0.41 
HBF/BBF τ*FormCzBF 0.05 0.42 0.47 0.37 
*QBF is determined through power law regression when a measured value is unknown. 
 
A trial of a variety of possible parameters results in the following predictor for dimensionless 
HSD : 
                 
        (20) 
This, relation that is plotted in Figure 20, applies only to the rivers; the laboratory data plot 
separately. 
  
Figure 20:Plot of  versus BFCzBFBF*,, showing field parameters, laboratory parameters, and a linear regression 
fit to the field data. 
  
Connectivity Model 
Qualitative analysis provides a framework for a predictive model of connectivity.  We have 
determined relations for Pc as a function of ,  and  for four rivers, and have observed 
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qualitatively that Pc decreases with increasing . We thus hypothesize the following quasi-
universal form, for the case of field meandering rivers:  
              (21) 
Observations from previous figures indicate three common sections regimes, in the relation for 
Pc, called the ceiling, decay, and floor regions.  Though the ceiling region shrinks as σ or ω are 
increased, the decay region seems to retain a similar shape.  The boundary line transitioning from 
ceiling to decay region can be characterized in terms of the parameter δC, which corresponds to 
the value of  at the break between the ceiling and decay regions (Figure 21). It is seen from e.g. 
Figure 8 that δC is a function of . Now let δCr = the value of C at max = 20, i.e. the maximum 
value of  used in the analysis (Figure 22) We assume relations of the form: 
            (22a) 
           (22b) 
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Figure 21: Plot of the three regions in connectivity plots: ceiling, decay, and floor.  Definitions of the parameters δC 
and δCr are illustrated. 
The decay region border appears to follow a roughly exponential function shape that spreads 
along the δ-axis, with an increase in increasing ω.  As this relationship does not change 
throughout the variable domain, a function can be applied to estimate C.  The ceiling region is 
subtracted and then normalized by a reference value through:  
   
    
            
 
    
  
 
(23) 
Functions determining the intermediate variables: δCr, Г, δC, and δR, are computed with relations 
that were found by trial and error to give a good fit to the measured data.  The following 
predictor was obtained for the probability of connectivity, Pc as a function of , ,  and ; 
coefficients are shown in Table 8 is computed. 
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Table 8: Coefficient values for Pc model 
Coefficient  Value 
Pc0 1.00 
a1 0.32 
a2 2.50 
a3 0.58 
a4 1.00 
b1 4.13 
b2 0.31 
b3 5.75 
b4 0.64 
c1 1.35 
c2 0.40 
c3 0.92 
d1 0.10 
d2  0.94 
d3 0.07 
d4 0.42 
e1 0.61 
e2 2.37 
e3 1.80 
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Equation (25) was determined using data from three reaches: the Vermillion River and Trinity 
River reaches 1 and 2. The Wabash River was not used to develop the equation, and thus can be 
used to test its validity. 
Predicted and measured connectivity for the four river reaches are shown in Figure 22 for  = 
0.01, and Figure 23 for  = 0.25. The overall comparison is good. Reasonable agreement is 
expected in the case of the Vermillion River and Trinity River Reaches 1 and 2. This reasonable 
agreement also applies to the Wabash River. 
 
Figure 22: Comparison of measured (top row) and predicted (bottom row) connectivity for each river data set at ω 
=0.01 as a function of δ and β. 
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Figure 23: Comparison of measured (top row) and predicted connectivity (bottom row) for each river data set at ω 
=0.25 as a function of δ and β. 
More detailed comparisons between predicted and observed connectivity are given in Figures 25 
(Wabash,  = 0.01). Figure 26 (Vermillion, ω = 0.25), Figure 27 (Trinity Reach 1, ω = 0.01) and 
Figure 28 (Trinity 1, ω = 0.25).  Comparisons are made for Pc as a function of δ for  = 0.5, 5, 10 
and 20. The agreement for  = 0.01 is quite good. The agreement for  = 0.25 is acceptable, 
except for the case  = 0.5. 
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Figure 24: Test of the predictive connectivity model using Wabash river data with ω=0.01. 
 
Figure 25: Test of the predictive connectivity model using Vermillion River data with ω=0.25. 
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Figure 26: Test of the predictive connectivity model using Trinity River 1 data with ω=0.01.
Figure 27: Test of the predictive connectivity model using Trinity River 1 data with ω=0.25. 
0
0.2
0.4
0.6
0.8
1
1.2
0 0.5 1 1.5 2
P
c 
δ 
Trinity River 1 ω = 0.01 β = 0.5 
β = 5 
β = 10 
β = 20 
β = 0.5 
β = 5 
β = 10 
β = 20 
Predicted 
Measured 
0
0.2
0.4
0.6
0.8
1
1.2
0 0.5 1 1.5 2
Pc 
δ 
Trinity River 1 ω = 0.25 
β = 0.5 
β = 5 
β = 10 
β = 20 
β = 0.5 
β = 5 
β = 10 
β = 20 
Predicted 
Measured 
47 
 
Conclusion 
Path connectivity (Pc) is defined as the probability that a continuous path exists which connects 
two arbitrary locations given a set of threshold parameters.  Data were collected from a variety of 
scales and geographic locations including three meandering rivers and one meandering 
laboratory channel.  Bank-to-bank bathymetric surfaces for the Vermillion River, Trinity River, 
and Wabash River and Kinoshita flume were created, and analyzed for connectivity in terms of 
path width, path length, and threshold depth parameters.  Similar structure in rivers regardless of 
scale allows nondimensionalization of these parameters with reach-averaged bankfull hydraulic 
geometry.  The probability of connectivity Pc shows correlation to variability in depth.  This 
variance is expressed by a complementary cumulative distribution function of depth, i.e. a depth 
hypsometric curve.   The standard deviation of this function (HSD)  is used to quantify reach-
averaged variance in each data set.  Experimental results exhibit significantly larger proportion 
of depths greater than the reach-averaged bankfull depth, and HSD is commensurately larger 
than in the river data sets.  Normalized root mean square peaks across the channel are an order of 
magnitude larger in the Kinoshita flume than in river system.  The spatial orientation of RMS 
roughness  has a larger correlation to HSD than the magnitude of peaks.  Connectivity is 
inversely related to HSD and among the rivers, is unaffected by scale.  Connectivity in rivers 
shows qualitative exponential-shape decay patterns for increases to depth and travel length; the 
tail region in this pattern is noticeably larger in the Kinoshita flume.  A fixed bed assumption 
was made to estimate connectivity at different water surface elevations.  Comparisons between 
equilibrium and hysteretic bed conditions reveal the assumption cannot be verified in the 
laboratory.  The reorganization of depth therefore has an effect on connectivity that was not 
evaluated for the case of the field rivers used herein.  Single wavelength sections are adequate to 
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compute connectivity for a reach, but results may be skewed by region selection.  A first order 
predictor for probability of connectivity Pc is found to be a function only of path dimensions, 
bankfull hydraulic geometry, and HSD.  The model accurately predicts connectivity in a test 
river reach, i.e. the Wabash River but loses accuracy with increase in required path width.  More 
data are required to increase robustness of the model. 
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Appendix 
Introduction  
This appendix is presented as a supplement to the Master Thesis document titled Systematic 
Connectivity in Single Thread Meandering Alluvial Rivers: Statistical Generalization of 
Hydraulic Geometry presented by Matthew Czapiga under advisory of Gary Parker, May 2013.  
Please refer to this text for full overview of the research, while this document includes more 
detailed work which was not pertinent for the thesis document.  
Initial assumptions 
This research is funded by a grant through Office of Naval Research (ONR) to develop a better 
understanding of navigation in rivers. This problem was reduced down into the most basic 
scientific question: how can we determine the existence of a continuous path which exceeds 
threshold depth between any two arbitrary points.  The term connectivity was coined as a 
measure of congruence relating any two locations subject to any threshold value(s).  A literature 
review resulted in very little information directly related to navigability or connectivity within 
this defined framework.  Some peripheral research focuses on probabilistic distribution of 
physical variables, e.g. depth, velocity, etc. (Lamouroux, 1998; Lamouroux et. al 1995), and 
other work investigates how connected riverine conditions appropriate for aquatic habitat 
(Jowett, 1998).  Navigability has been researched sparingly and from different perspectives than 
through connectivity.  A 2009 report from the United State Geological Survey (USGS) (Magirl 
and Olsen, 2009) used hydraulic geometry equations and regression formulas to generate an 
analogue for navigability classification into three categories: probably navigable, maybe 
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navigable, and probably not navigable.  These claims are independent of vessel type or path 
dimensions due to the broad governmental definition of navigability which they use.  There is no 
direct methodology of connectivity to begin with, so we began with most basic concepts related 
to the field.  Percolation theory (Broadbent and Hammersley, 1957) was derived to express 
statistical patterns relating to connections in a complex, random network.  This methodology was 
used as an initial guess towards quantifying connectivity as well as a later qualitative check to 
verify trends detected during our research. 
Percolation Theory 
Base methods from percolation theory (Broadbent and Hammersley, 1957) are borrowed as a 
correlation to probability decay in connective length for river systems.  Their work used a square 
nodal-lattice network to compare probability density of randomly placed lattices against 
probability of a connected system. For this case, incipient systematic connectivity was achieved 
when cluster size grows to infinity; this correlates to a threshold probability density of 0.5.  
Threshold probability will be used here as the minimum requirement for navigability.  This 
implies that level of connectedness and tortuosity of connected path are ignored; instead, this 
probability only represents whether a connected path is possible or impossible.  Parameters that 
will affect connectivity include threshold values for path dimensions (i.e. width, length), as well 
as any factors which affect the ability to transfer.   
Menshikov (1986) later added a relation of probability and connective distance: 
        
    (A.1) 
Sx,n = a connective event from point x that travels distance n 
 a = dependent constant coefficient.  
53 
 
Therefore, this analogue predicts an exponential relationship between connectivity and travel 
distance.  This rationale was later used as a basis for acceptance and understanding of 
connectivity measurements.  Relationships between connectivity and width and depth parameters 
may not exhibit the same relationship. 
This previous work focused on use of symmetrically shaped nodal network in which direction of 
connectivity extended radially outward from the center node of the network.  In this previous 
work, a connective path is found when a connective cluster is formed, but directionality in river 
systems will alter this approach.  A river is representative of a naturally ordered system that has 
non-uniform shape; therefore, the threshold probability will vary with these attributes, even if 
heterogeneity and external forces are removed. 
Experiment Design 
Laboratory experiments were completed as a complement to field data.  These experiments allow 
further investigation into scale effects on connectivity.  Several experimental runs with different 
hydraulic conditions compare connectivity changes with a same planform.  Experiments were 
completed in the 33 meter long meandering Kinoshita flume in the Ven Te Chow Hydrosystems 
laboratory at University of Illinois Urbana-Champaign. The Kinoshita flume is self-contained 
with a recirculating sediment pump.  Flow direction is reversible which allows experiments with 
either downstream skewed or upstream skewed meanders.  The flume design is based on an 
equation by Kinoshita (Kinoshita, 1961; Abad, 2009).  Locations are signified by cross section 
number which measures downstream length along the flume centerline.  The curves are 
described in intrinsic coordinates by:  
          (
   
 
)    
 (     ( 
   
 
)       ( 
   
 
)) 
(A.2) 
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Where Js = ±1/32 (+: upstream-skewed, -:downstream-skewed) and Jf = 1/192 are the skewness 
and flatness coefficients respectively, θ0 = 110
◦
 is the maximum angular amplitude, λ is the arc 
wavelength, and s is the streamwise coordinate.  A rendering of the Kinoshita Flume is included 
in Figure A.1.  The sediment used with experiments and reference sediment depth when the 
streamwise bed slope is flat are shown in Figure A.2. 
 
 
Figure A.1 : (A) Rendering of Kinoshita Flume at Ven Te Chow Hydrosystems Laboratory. (B) Illustration of the 
area measured within the flume with cross-section locations listed. 
This set of experiments was designed from past experiments in the Kinoshita flume (Abad, 2009) 
and other experiments which used walnut shells in the Ven Te Chow Hydrosystems Lab.  Walnut 
shells were selected as the sediment because specific gravity is approximately half of quartz 
which scales sediment transport to a laboratory scale.  Previous experiments by Abad used sand 
as sediment with larger discharge and depth values.  Width to depth ratios in experiments were 
significantly smaller than a natural river.  Smaller flowrates (Q) and flow depths (H) are possible 
with the less dense sediment, so the river aspect ratio more closely approximates a natural 
stream.  Given conditions regarding the flume and sediment are included in table A.1. 
 
 
(A) (B) 
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Table A.1: Parameters of flume and sediment used in the 
experiments. 
Flume Slope (m/m) 0.000 
 
Depth (m) 0.4 
 
Length (m) 33 
 
Width (m) 0.6 
Sediment Type Walnut Shells 
 
Specific 
Gravity 
1.3 
  D50* (mm) 1.1887 [0.841, 1.68] 
* Presented as geometric mean of the sediment range [minimum, maximum]. 
 
 
Figure A.2: Walnut Shell sediment used in experiments.  Grain size varied from 0.84 mm to 1.168 mm. 
Abad (2009) computed Chezy roughness (Cz) in the range [7, 13] where the former relates to a 
sediment bed and latter a flat bed.  This range was applied to create a trial run.  This trial run was 
measured and a resultant Cz roughness value was determined via: 
          (A.3) 
   
 
  
 (A.4) 
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   √        (A.5) 
   
 
      √       
 (A.6) 
Here, equation 6 can be calculated directly for the Chezy coefficient, Cz.  This process is 
expressed in Table A.2, and this roughness was held constant for each of the design discharges.   
Table A.2: Experiment Trial Values  
Q (m
3
/s) 0.003 
H (m) 0.0313 
B (m) 0.6 
D50 (m) 0.0012 
g (N/m
2
) 9.81 
u* (m/s
2
) 0.0191 
Cz 8.3617 
 
We select three flow depths to represent width to depth ratios that approximate natural streams. 
By assuming a friction coefficient for each hydraulic condition, the associated shear velocity and 
discharge can be computed by back-calculating with the equations (3-6), above. The flume was 
adequately filled with sediment to prevent the flume bottom from being exposed, this sediment 
bed was flattened throughout the reach, and then water was added until the desired flow depth 
was reached.  Discharge is controlled by a pump with frequency-inverter and several gates 
within the pipe network.  Turbulence is inherent in the system, so fluctuations on the order of 0.5 
L/s occurred throughout the experiments.  An assistant was stationed next to the flow meter 
during experiments to maintain desired discharge at all times. Information regarding the 
designed experimental runs is summarized in table A.3. 
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Table A.3: Design Flows for Kinoshita 
Experiments. 
Name QH QM QL 
Desired H (m) 0.08 0.07 0.0313 
B/H 7.5000 8.5714 19.1693 
u* 0.0305 0.0286 0.0191 
Q (m
3
s
-1
) 0.0123 0.0100 0.003 
Q (Ls
-1
) 12.2586 10.0335 3.0 
Experiment Measurement Methodology 
Water Surface 
The water surface was measured with two stationary point gages at cross-section (CS) 5 and CS 
25, and portable point gage which were moved successively along the flume; this mobile gage 
was deployed at CS: 10, 12.5, 15, 17.5 and 20.  This device was leveled with each use and the 
elevation of the water surface elevation was measured by the difference between flume bottom 
and at the water surface elevations.  Therefore, the frame of reference is the bottom of the flume 
for both water surface and bathymetry. Inserting the point gage into the bed was intrusive on the 
system, but due to the high sediment transport rate and small gage diameter, these effects are 
quickly removed.  This method was the most accurate way to extract water surface elevation 
data, so this accuracy was deemed more important than minimal aforementioned effects. 
Measurements of the water surface were the largest source of error in the experiments.  
Measurement error was not related to the measurement procedure outlined above, but rather the 
flume design with use of very mobile sediment.  A channel-width, one-meter deep sump with 
sediment recirculation pump is located just upstream, but adjacent to the downstream tank.  A 
90-degree bend is located 2 meters upstream from the sump and secondary flow effects in this 
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bend move bed load into suspension; this sediment is then easily carried beyond the sump due to 
sediment mobility.  The total system flow rate was accomplished through combination of the 
sediment recirculation pump and main Kinoshita flume pump. The main pumps move water in 
the streamwise direction, whereas the sediment pump pulls 3 L/s of water-sediment mixture 
downward into the sump.  At high discharges, the recirculation pump only accounted for ¼ of 
total flow in the system, therefore most discharge was bypassing the sump.  To maintain the 
quantity of sediment in the system, a ramp was installed to split the upper flow (bypass flow) 
from the lower section of flow which contains the sediment.  However, all of the sediment is not 
transported across the flume bottom, so these layers do not correlate with the flow ratio.  To 
alleviate this, a metal screen with opening size smaller than the transported grain size was placed 
in the upper layer to reduce sediment transport past this location.  These inclusions increase 
resistance to the flow, so a backwater curve rapidly propagates upstream.  The only viable 
solution to this problem was to limit loss of sediment while manually adjusting the elevation of 
this gate to maintain water surface elevation downstream.  Sediment was replaced into the flume 
following each run to maintain volumetric sediment quantities between experiments.  Bed 
volume was computed within the measurement section during collection of bathymetry.  
Sediment volumes were computed following runs and do not fluctuate significantly amongst 
different experiments.  The water surface elevation was taken from the last measured data and 
verified by comparison to ensemble average of measured data. Experiments which used more 
than one discharge used one set of measurements at 7 cross sections, or several sets of 
measurements at 3 cross sections (CS 5, 15, and 25).  Measurement error is incalculable with 
only 1 set of measurements and the resolution of data from three cross sections limits our ability 
to note backwater zones in the water surface.  Therefore, the results associated with this type of 
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experiment have larger uncertainty in measurements.  Water surface elevations are used to 
determine depth, so these errors will propagate into further data. 
Bed Bathymetry 
Several options were available for collection of bathymetry from the Kinoshita flume.  These 
include use of point gages, sonar probes, or a new infrared technology using the Microsoft 
Kinect imaging device.  Both point gages and sonar probes give near exact measurements in a 
singular location, while the Kinect can detect depth at many locations with one use.  This same 
measurement area would take significantly longer with either of the other methods.  It’s difficult 
to quantitatively compare the error induced through depths sensed by the Kinect versus the 
systematic smoothing produced through interpolating a full-surface bathymetry from finite 
number of survey locations.  Preliminary tests comparing the Kinect with a verified single beam 
laser show the Kinect’s vertical resolution is < 0.5 cm at the Kinect deployment height of one-
meter above the bed; this is within an order of magnitude of the point gage resolution, with 
inclusion of human error when taking large quantities of points, so it was considered acceptable.  
These results agree with other recent findings (Khoshelham, 2011; Landry et al, 2012; Smisek et. 
al, 2013). Since depth accuracy is similar for each available resource, the Kinect method was 
selected because it produced full surface bathymetry without an additional interpolation 
procedure. 
  
The Microsoft Kinect Infrared Device is operated by OpenNI opensource drivers 
(http://www.openni.org/) for Windows operating system.  The Kinect transmits a 640x480 pixel 
array of infrared light beams.   Simultaneously, a camera lens with known offset images the bed.  
The Kinect then uses a Doppler shift to describe local orientation of each reflecting infrared 
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beam.  The return signal is compared against a library of pixel orientations and the most 
correlated shape is selected to define the local area’s depth.  Raw Kinect data, which has no 
extrinsic coordinate system, is translated to Cartesian coordinates through an algorithm provided 
with OpenNI drives.  This algorithm was calibrated in the Ven Te Chow Hydrosystems Lab by 
repeated sensing of objects with known dimensions. 
 
The Kinect was deployed on an aluminum frame approximately one-meter from the 
measurement surface.  This frame was attached to the flume with vise clamps and leveled to 
ensure the Kinect and measurement surface were orthogonal.  An expandable bar was placed 
within the sensing region and imaged twice from adjacent locations.  This process was 
completed throughout the measurement process, then individual images were post-processed into 
a continuous bathymetric dataset which approximated the shape of the Kinoshita flume. Errors in 
this “stitching” process are highlighted in Figure A. 9. 
 
Data was cleaned with a series of algorithms that removes data from: outside of the flume, along 
the flume walls, and from the flume’s top flange.  Data outside the flume was eliminated through 
a simple depth filter, which searched for a significant elevation gap.   All the information 
remaining exists in side or along the top of the flume.  This data was meshed using a Delaunay 
triangulation scheme in Matlab; this process converts the vertex data set into a continuous 
network of interconnected triangles which approximate a true three-dimensional shape.  For each 
triangle, the normal vector was computed as the cross product of its leg lengths.  If the z-
component of this normal vector is very low, then the specific triangle must be facing orthogonal 
to the bed.  Since the bed surface can’t have any vertical faces due to the sediment’s angle of 
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repose, this triangle must be from the flume wall.  The z-component value is compared to a 
threshold value, similar to that of the angle of repose, and this data is eliminated.  After the walls 
were removed, the only remaining extraneous data was the flume’s top flange.   There is an 
elevation gap between the bed surface and this flange, so a second depth filter was used to 
remove this data from the overall plot.  An example of cross section with data removed through a 
series cleaning process is included in figure A.3. 
 
Figure A.3: Bathymetry from a single setup location; the data is cleaned through a series of processes to remove 
data collected from the floor, walls, top of flume, or any other location of extraneous data.  The TIN surface (red) 
and final surface (magenta) are identical in this example, the original surface (blue) is only evident in wall sections. 
The authors acknowledge errors in measurements due to a variety of measures.  The flume is not 
perfectly level, so imaging elevations vary slightly throughout the flume.  Due to this irregular 
surface, a bar which mounted the Kinect was leveled for each setup.  The difference in Kinect 
elevations along the flume length were on the order of fluctuations in wall elevation.  Figure A.4 
shows that fluctuations in the actual device height are smaller than the measured resolution of the 
device, so there is negligible impact. 
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Figure A.4: Fluctuations in Kinect deployment elevation.  Values are magnitudes greater than their respective 
minimums. 
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Experiment Results  
Three hydraulic conditions were used for experiments in summer 2012.  Experiments consisted 
of runs completed to a morphological equilibrium (Type 1) and runs with unsteady hydrograph 
and hysteretic morphology (Type 2).  Table A.4 summarizes values of each run; hydrograph 
input is explained as the first (Q1) or second (Q2) discharge.  A system is considered to be in 
morphological equilibrium when the bed slope matches the water surface slope.  If the run was 
Type 1, Q2 is non-existent.  Reach average bankfull depth is listed as HBF,1 and HBF,2.  These 
were computed following the run through comparison of water surface elevation and gathered 
full surface bathymetry.  For Type 2, the run was started with a Type 1 bed rather than a flatbed; 
only the bankfull depth for this second section was measured.  
Table A.4: Experimental Conditions         
Name Initial State Hydrograph   Q1 (Ls
-1
) Q2 (Ls
-1
) HBF,1 (m) HBF,2 (m) 
R1 Flat Bed Steady 3.0 - 0.0408 - 
R2 Flat Bed Steady 12.3 - 0.0703 - 
R3 QH,Equilibrium 
QH to Equilibrium, 
10% tEq,L 
12.3 3.0 - 0.0466 
R4 QH,Equilibrium 
QH  to Equilibrium, 
25% tEq,M
(a)
 
12.3 10.0 - 0.0487 
R5 Flat Bed Steady 12.3 - 0.0612 - 
R6 QH,Equilibrium 
QH to Equilibrium, 
25% tEq,M
(b)
 
12.3 10.0 - 0.0616 
(a)
 Stopped at equilibrium condition, then some water was removed by the difference of defined QH and QM 
conditions 
(b)
 Stopped at equilibrium condition, then some water volume was removed to maintain water surface elevation at 
the downstream tank. 
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The equilibrium condition was met when water surface slope converged to an average bed slope 
as noted in figure A.5.  Due to experimental methods, there was no way to precisely determine 
this condition prior to draining, so the water surface slope was plotted temporally until it reached 
a slope with fluctuations around a mean.  The experiment was stopped and bed elevation was 
spot checked at 2.5m increments along the flume to retrieve an average bed slope elevation. If 
the slopes were near parallel, the flume was drained then scanned with the process outlined 
above.  If the bed had not converged, the experiment run was removed. 
 
 
Figure A.5: Plot of linear regressions of the centerline bed elevation and water surface slopes for Run 1. 
 
Water surface elevations between similar high discharge bankfull events are plotted in figure 
A.6.  These show good agreement between slopes, but a slight (3 mm) offset in water surface.  
Quantity of bed material changed slightly between runs, and the input water elevation was 
leveled to several line made on the flume with a marker.  This offset in elevation is well within 
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the error possibly induced through both of these situations.  Each of these runs consisted of 
approximately 10 measurements of the water surface, so any errors are averaged out. 
 
Figure A. 6: Comparison of water surface slopes for each of the equilibrium reference bankfull experimental runs. 
 
Type 2 runs were designed to express a hysteretic version of the bed. The time required to reach 
a morphological equilibrium from a given starting condition must be known, as to prevent its 
occurrence.  This time is referred to as the residence time, and is summarized in table A.5.  They 
were completed differently for low and high discharges, as the residence time definition changed 
throughout the experiment. For QL, residence time was 10% of the time required to transform 
from flatbed to morphological equilibrium; this method was used in run 3.  It later became clear 
that this definition was disadvantageous to achieving the hysteretic state.  Residence time was 
reformed as the required time for a constant discharge to transition from an initial equilibrium, 
related to the initial discharge, to a new equilibrium state, related to the new discharge.  An 
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example input hydrograph is expressed in figure A.7.  Residence time decreased dramatically as 
discharge was increased; the proportion of time selected to retrieve non-equilibrium bedforms 
was increased to 25% so water surface elevation data could be collected.  
 
Figure A. 7: Hydrograph input to express type 2 condition discharges.  Each leg of the hydrograph represents the 
time required to move from a given initial condition to a new equilibrium condition.  For type 2 experiments, the 
second discharge was completed for a short portion of the residence time, as noted in table A.5. 
Table A.5: Equilibrium Residence Times     
Name Initial Condition Time (hrs) 10% tEq (min)  25% tEq (min)  
TEq,L Flat Bed 4.00 24 60 
TEq,M QH,Equilibrium 0.33 2 5 
 
An example bathymetry computed for the high discharge bankfull flow condition (Run 5) is 
included as Figure A.8.  This figure is plotted as elevation, then a surface from water surface 
elevation measurement is created to translate these elevations to water depths. 
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Figure A.8: Example Bathymetry of experimental run 5.  
The exact orientation of these maps varied because edges of each individual bed scan were 
stitched together from beginning to end.  Any error in the translation or rotation is propagated in 
downstream bed scans.  In general, the resulting bathymetric shape is sufficient for this project. 
An example of the differences between scans is included in figure A.9.  These two scans 
represent the most divergent shape of the experimental runs. 
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Figure A.9: Example Locations of different Kinoshita bed scans. 
 
Conversion to S&N bathymetry 
Data was converted from Cartesian to a Station and Offset (SN) coordinate systems.  This format 
was then used to calculate connectivity rates for each of the datasets. Station and offset 
coordinate systems uses length along the channel centerline to establish a new linear centerline.  
Points perpendicular to each station of this centerline are assigned to the SN grid based on offset 
distance.  The channel centerline was digitized from measured data, then a spline was fit to this 
data and segmented by a user designated station separation value.  Similarly, a differential offset 
value was chosen, and the SN grid was plotted in Cartesian coordinates as shown in Figure A.10, 
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below.  A surface was computed from the Cartesian coordinates using “TriScatteredInterp” 
command in Matlab.  A fine rectangular grid, interpolated from Cartesian vertices sampled the 
computed surface at locations associated with each node in SN space (Figure A.11).  This step 
incurred extreme memory usage, as the mesh grid used to formulate a surface required spacing 
less than the differential offset value.  Therefore, the River data was cut into several sections 
along the length of the channel centerline, then the resulting SN bathymetry was stitched 
together to form a final bathymetric surface. 
 
Figure A.10: Conversion from Cartesian to Station/Offset coordinate systems.  Data was collect along blue lines, 
which represent a coordinate in SN space. 
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Figure A.11: Example station/offset grid.  Each column represents a longitudinal streamline parallel to the channel  
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Wabash River 
Data Collection 
Over a two day span in June 2011, 120 horizontal bathymetric transects were collected using a 
single beam echosounder, GPS transponder, and Hydrobox acoustic sampling software.   The 
setup used is illustrated in figure A.12, below. The Wabash River and many portions of the 
Mississippi River Valley flooded 1.5 months prior in May 2011.  This flood documented near 
record stage values for several days.  Floodwaters quickly regressed, but maintained a discharge 
similar to bankfull depth throughout the measurement period (Figure A.13).   
 
 
Figure A.12: View of Wabash River during data collection. The echosounder is attached to the bottom and GPS 
device was screwed into the top of the pole along the left edge of this image.   
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Figure A.13: Stage (a) and  hydrograph (b) for Wabash River at Mt. Carmel, IL; gaging station approximately 10 
km upstream from beginning of measurement section. Data collected from USGS. The time of data collection is 
represented by the dashed line in both figures. 
(b) 
(a) 
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The conditions during data collection were near high discharge (Figure A.13), so most of the 
bankfull area was navigable.   We require a bank-to-bank bathymetric surface, as well as very 
long reaches of continuous bathymetry.  Available manpower and facilities would not allow a 
large and robust data set, so several compromises were made to retrieve a flawed, but adequate 
bathymetric surface.  We determined that a detailed bed profile with resolved bedforms was not 
necessary for processing connectivity results.  Rather, it was more important to extract 
continuous sections of bathymetry over long stretches; however, it was also necessary for these 
to represent a single morphodynamic event.  Therefore, transects were aligned at channel spacing 
to maximize span of measurements while allowing an adequate interpolation of the bathymetry.   
 
Water surface elevation data were collected from two USGS gaging stations located in Mt. 
Carmel, Illinois and New Harmony, Indiana located approximately 12 km upstream and 15 km 
downstream of the measured reach, respectively.  Over 80% of the data were collected on the 
second day due to mechanical and computer difficulties.  Bathymetry on day two was collected 
from 0800 to 1700 hours, so water surface elevations at each gaging station were averaged over 
this duration and a water surface slope was obtained through linear approximation of these fixed 
points.  A non-linear backwater condition is possible as the measurement section is 
approximately 100 km upstream of the nearest confluence.  However, this represented the best 
possible method given our resources.  As the measurements were not taken during a bankfull 
discharge event, water edge was not necessarily adjacent to the vegetation line.  A linear line was 
fit to each transects transverse slope and then extrapolated to the water surface elevation.  If this 
location was located inside the banks, it was used as a water edge boundary.  Inspection of bank 
height yielded inconclusive information to select a bankfull water surface elevation profile, so a 
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value for “Flood Stage” from NOAA (NOAA 2013) was used in computations; this elevation 
was corroborated with field observations during the survey. 
Table A.6: Gage and water surface elevations at two gaging stations along the Wabash River. 
  
Gage Height (m) Water Surface Elevation (m) 
Location Gage Elevation (m)^ Actual (m)^ Flood (m)* Actual(m)^ Flood (m)* 
Mt Carmel 112.61 5.56 5.79 118.17 118.40 
New Harmony 107.62 4.20 4.57 111.82 112.19 
^ Data retrieved from USGS gage data; averaged of gage results from 0800 to 1700 hrs on  6/26/11. 
* From NOAA "Flood Stage" levels. 
 
ArcGIS was loaded with a geo-referenced image and delineation of the channel-width spaced 
transects.  The GPS signal was routed into ArcGIS, and the signal location was updated at 4800 
baud rate.  Transect lines were used as a route prior to the field excursion.  The GPS feed was 
simultaneously fed into Hydrobox acoustic sampling software.  Each acoustic ping is stamped 
with time and geo-location from the GPS feed.  However, due to program constraints, the GPS 
feed was updated at a slower baud rate than the rate of depth collection.  The GPS updated signal 
was received every second while the acoustic sampling often occurred as much as eight-times 
faster.  The differential signal rate changed depending on the signal depth and clarity of signal 
response.  Even for this worst case scenario, the distance travelled in this time was very short; 
measurements show the maximum distance between active pings was approximately one meter.  
Therefore, we assume the actual location of each “stacked” point at a single GPS location could 
be linearly interpolated between two measured GPS locations.  The point with earliest time is set 
to the true location and each subsequent point is evenly spaced on the cross section.  This 
assumes that the boat travel and ping rates were constant through this window.  Boat travel 
speeds were consistent everywhere except for transitions from cross stream to downstream 
travel, so this assumption is generally acceptable.  In these areas, maximum location error was on 
the order of 1-2 meters.  The ping rate is highly variable, so this methodology will induce some 
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errors, but these will occur on a sub-meter scale.  Data was later converted from single beam 
cross sections into a full-surface bathymetric plot, so error occurring in this step is considered 
negligible compared to the later required data processes.  A plot of the raw data is included in 
figure A.14, below. 
 
Figure A.14: Survey data collected from the Wabash River geo-referenced on an aerial photograph. 
 
The echosounder was left on during longitudinal data collection to include as much information 
as possible.  This was our first measured river, so the bathymetric retrieval schemes improved in 
subsequent survey campaigns.  This format is not suggested for production of a full bathymetric 
surface, as will be discussed in more detail in the next section. 
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Interpolation Scheme 
Many methods were attempted to create the best interpolated surface possible.  Accuracy of the 
interpolation is restricted by the limited quantity of collected data.  Most interpolation schemes 
break down when the system is directionally correlated.  Many of these schemes, such as inverse 
distance weighting (IDW), are best used with randomly dispersed data sets. Other interpolation 
schemes allow the user to specify correlative shape or direction; directional correlation is 
typically defined within an entire domain, so the multi-directional nature of river systems is not 
an ideal domain.  Here, our data is directionally aligned from upstream to downstream along a 
channel centerline.   
 
A single interpolation scheme could not be successfully applied to generate a bathymetric 
surface.  Large data voids generated various issues depending on the interpolation method which 
was applied.  These issues range from a bias from downstream longitudinal data to direct linear 
interpolations which uses a location’s closest points to determine elevation.  To alleviate these 
issues, the interpolation procedure was completed in two steps: intermediate linear interpolation 
along a curvilinear grid and an overall interpolation using a more robust scheme.  The 
intermediate interpolation was performed in iRIC (FASTMECH) morphodynamic software suite 
developed by USGS and RIC-Nays group from Hokkaido University in Japan (Lisle et al., 
2000). This software is capable of estimating hydrodynamic and morphological changes in rivers 
at a variety of scales.  iRic allows discretization into both Cartesian and curvilinear grids; the 
latter based upon the channel centerline shape.  The user designates a centerline location and 
selects separation distance of each grid cell in transverse and downstream directions.  Figure 
A.15, below, illustrates actual data points with a fit curvilinear grid and the resulting interpolated 
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contouring.  A linear approximation of elevation along these streamlines is more appropriate than 
a linear interpolation in Cartesian coordinates.    
 
Figure A.15: Intermediate interpolation in iRic program using a curvilinear grid system.  Raw collected data is 
depicted as points and the grid and resulting 
A trial and error method elucidated the selected discretization values.  Downstream spacing was 
chosen to ensure actual data locations would not be biased by fabricated data, but gaps would be 
adequately filled to allow a better full-surface bathymetric surface.  Cross-sections were 
extracted at 50m downstream spacing; points are separated in the transverse direction in 8 meter 
increments.  Figure A. 15 illustrates the spacing between measured data and added interpolated 
data.  The large width of transverse grid cells compared to average separation of actual data 
points allows binned averaging with location across a centerline.  This averaged value is linearly 
translated along the streamline to a similarly averaged value at the upstream and downstream 
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cross sections.  Therefore, these added data are averaged, but produce conservative assumptions 
of elevation where no actual data was being collected. 
 
Figure A.16: Measured bathymetric data points combined with interpolated data from iRic. 
A linear interpolation scheme does not include non-local effects, so it produces smooth surface 
in both transverse and downstream direction.  This scheme averages local maxima, which a 
Kriging or spline scheme would better maintain.  Though these situations will only occur 
adjacent to locations with actual data, it can include some heterogeneity in the only locations 
where it can be accurately predicted.  This dataset will inevitably suffer from the selected data 
collection methods and interpolation, but the project required long continuous river sections, so 
data density was compromised.   By allowing local maxima in measured data to persist in the 
interpolated surface, the smoothed surface between transects will induce relatively small error as 
connectivity is being computed over much larger distances.  In other words, natural 
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heterogeneity maintained along the locations of measured data will act as a barrier if the existent 
heterogeneity in between transects would have in reality.  
 
The raw collected data and intermediate interpolation data were conglomerated and input into 
ArcGIS.  A spatial spline curve which maps a curve through observed points.  Kriging, spline, 
and IDW methodologies were attempted, but spline was selected as it better connected adjacent 
points.  IDW and Kriging schemes both imply a spherical investigation area which relates 
location to correlation.  IDW is acceptable when dealing with large quantities of data and 
interpolation is not expanding the data resolution.  Kriging is a similar, but more powerful 
interpolation device which applies selected functions, e.g. exponential, linear functions, as a 
secondary weighting factor applied to the major weighting factor of distance.  A spatial spline 
function uses the given data as a guide and connects a surface through each location based on 
slope of the surface.  It forces inclusion of raw data maxima while not incorporating transverse 
information in prediction of longitudinal location.  The final interpolation of the Wabash River 
bathymetric surface is shown below in figure A.17. 
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Figure A.17: Final interpolation of the Wabash River data.  Color indicates depth as noted in the map legend. 
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Vermillion River  
Data Collection 
 
 
Figure A.18: Vermillion river: (a) in an aerial photo from GoogleEarth and (b) during data collection in October 
2011; the centerline is staked with fence posts and measuring tape. 
The Vermillion River was surveyed in October 2011 southwest of Minneapolis, MN.  Figure 
A.18 details its planform.  There is no hydrograph for this stream due to its size, but flow was 
a) 
b) 
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observed at low stage and discharge with depths no deeper than 1 meter and average depths 
estimated around 0.3 meters.  It was surveyed using a robotic survey total station and reflection 
prism.  Channel transects were measured at approximately 30 degree angles from perpendicular.  
Additional data was gathered in the thalweg of bends where measurements were not dense.  
Points were also collected at the top and bottom of each bank to demonstrate lateral bank slope.  
Over 3,000 points were measured to characterize a 550 meter long section, making this data set 
the most robust of the rivers surveyed; this is illustrated in Figure A.19. 
 
Figure A.19: Surveyed data points for Vermillion River. 
The Vermillion river did not have much vegetation during data collection, so there wasn’t an 
apparent edge of bank.  To approximate this location, data was collected out to a slope inflection.  
If this inflection didn’t exist, then the top of bank was used as the bank elevation.  The average 
bank elevation from each cross section was linearly regressed and used as the bankfull water 
surface elevations for this reach. 
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Interpolation Scheme 
Both Kriging and Spline functions could be applied to this dataset based on the orientation and 
quantity of collected data.  The typical downside of the spline function is reduction of the 
maxima.  Conversely, as previously mentioned, Kriging contains a radial bias due to the shape of 
its semivariogram investigation area.  Since the thalweg locations were highly populated, the 
spline function doesn’t remove the maxima and no transverse bias would be applied.  More 
thorough data collection methods allowed direct interpolation with the spline method as the data 
is more evenly distributed.  However, since the banks were nearly vertical in many locations, all 
data associated with the banks was initially omitted the spline interpolated surface was translated 
into a finer resolution grid.  Bank data was added with a linear interpolation of adjacent bank 
points to produce a similar density between bank information and fine spacing of the interior grid 
representative of the river bed.  If these densities are uneven then the higher density will bias this 
interpolation.  The final interpolated surface is included as figure A.20. 
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Figure A.20: Interpolated surface for Vermillion River. Data represented in meters on a relative coordinate system 
based on the initial survey setup location. 
Trinity River 
Data Collection 
Trinity River data was received from Virginia Smith and David Mohrig at the University of 
Texas-Austin (Smith, 2012).  Several single-beam “weaving” bathymetric profile patterns were 
completed over a several day period (Figure A.23).  The retrieval methods are quite similar to 
those used with the Wabash River.  A single beam echosounder with GPS transponder were 
mounted to the boat at a fixed elevation below the boat.  This data was then connected with a 
DEM to include bank and floodplain information.   
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Interpolation Scheme 
Data was interpolated using a spherical Kriging technique.  Considering the quantity and 
orientation of the data, this method provided the most accurate results to limit extraction of 
maxima.  This data suffers from “bubbling” induced by the radially shaped semivariogram, but 
better prediction of the elevation was selected as paramount.  As natural systems are never 
perfectly smooth, this is more appropriate technique to maintain bed heterogeneity.  The 
vegetation line adjacent to the river was digitized in ArcGIS, and bank elevations were sample at 
these locations.  Each bank height was averaged per cross section separated by 10 meters 
(Figures A.21 and A. 22).   A linear regression of the average bank height is applied to produce a 
bankfull water surface elevation.  Water depth at bankfull stage is equated through the difference 
of this bankfull water surface elevation and the interpolated bathymetric surface.  The water 
surface elevation is assumed to be linear with constant slope at all stages.   
 
Bank-to-bank bathymetric surfaces are computed with Kriging technique in Figures A.24 and 
A.25. 
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Figure A.21: Bank elevation at each station of Trinity River 1 (Downstream).   
 
Figure A.22: Bank height compared to station for Trinity River section 2. 
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Figure A.23: Location of Trinity River section used for measurement of connectivity.  DEM data is highlighted with 
light gray, then the in-channel bathymetry is shaded a darker gray.  The method of data collection is expressed in 
the inset figure.  The gaging station closets to each selected section are marked with a dot. 
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Figure A.24: Interpolated surface for Trinity River section 2 (upstream section) placed on an aerial photo. 
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Figure A.25: Interpolated surface for Trinity River section 1 (downstream section) placed on an aerial photo. 
 
Caveats in connectivity analysis for navigability 
The calculation of boat travel is one that includes several variables dependent on vessel 
dimensions (width, length, required depth) , parameters in movement (draft at rest, draft while 
moving, turning radius at variable speeds), as well as river flow properties (local water depth, 
mean surface velocities, wave size, etc.).  Most of these parameters are not included as this 
model uses a more simplified approach.  This model only allows path movement to the next 
station at the same offset, i.e. parallel travel to the banks, or 1 pixel to the left or right.  For 
general connectivity calculation, this is acceptable as there is no sufficient characterization for 
connective path dimensions.  However, this version likely undervalues the vessel agility, but 
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provides a conservative condition for navigability and simplest means to generate the desired 
statistics on connectivity.  In the future, several variables which further dictate rules for available 
path movements should be added.  For example, the current model treats all paths along a 
constant longitudinal stream line to be the same.  However, this length is actually a function of 
the channel curvature, and, furthermore, a straight path in SN space is not necessarily straight in 
Cartesian space.  Therefore, the designation of moving one pixel to the right or left is not always 
feasible.  In addition to the issue of vessel agility, the boat length is effectively the same as pixel 
size in these computations. Additionally, the data was discretized into similar width matrix grids 
to reduce computation time with large, wide data sets, and reduce possibility for numerical 
effects in our solutions.  A given dimensionless width value is correlated to a true width, which 
inevitably requires rounding to select a discrete number of pixels.  This error was minimized 
based on the bankfull width values of each data set and selected dimensionless width parameters. 
 
With the current model, there are three variables affecting connectivity: path width, path depth, 
and required path length.  Addition of more variables will greatly increase the time required to 
process statistics which incorporate changes in each of these variables.   
 
Details of Connectivity Model 
The similar decay pattern and scaling trends in connectivity plots allow data to be collapsed into 
a dimensionless form.  Connectivity results are translated to an intrinsic coordinate system 
dependent on location of the ceiling/decay region boundary and normalized by a defined 
reference value.  Samples of measured data are plotted in this new reference frame in figure 
A.26.  Although there is scatter for Pc < 0.15, the fitted exponential curve represents a proper 
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data collapse.  As the data self-aligns when non-dimensionalized, the process that created these 
data can be replicated in dimensioned space through modulation of the dependent variables in 
connectivity: ω, δ, β, and σ. 
 
Figure A.26: Actual data is non-dimensionalized and plotted against associated magnitude of connectivity.  
Connectivity shows similar decreasing trends with increases to either σ or ω.  However, the 
decay region is equally maintained in each case, as is evident in figures A.27 and A.28.   
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Figure A.27: Connectivity diagrams are shifted to re-orient the decay regions. 
 
Figure A.28: δcr decays with increasing σ, but the decay region stays quite similar. 
 
The model framework includes five related functions that define: 
1) δCR   = Asymptotic δ-value as β approaches βmax  
2) Г  = Value to normalize the width of function δC from βmin to βmax 
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3) δC   = Boundary between the ceiling and decay regions  
4) δR = Representative value; equivalent to (δ-δC)Pc = 0.5 
5) PC,Pred = Predicted value of connectivity 
These values exhibited trends that are closely approximated by different functions.  The 
coefficients to these functions were fit explicitly with the aforementioned variables of 
connectivity.  The basic functions that were fit are included in Table A.7. 
Table A.7: Functions to be defined in model. 
Variable Function type Example Function of: 
δCr Polynomial y = Ax
2
+Bx+C ω,σ 
Г Natural Log y = Aln(x)+B ω,σ 
δC Exponential y = Aexp
-Bx
 δCr,β 
δR   Power y = Ax
B
 β,σ 
PC,Predicted Power y = Ax
B
 PC0,δC,δR,ω 
 
Definition of δCr 
The critical delta appears to shift linearly with increase of either ω or σ.  When both of these 
variables are accounted for, the best-fit function is quadratic.  The y-intercept term is first 
determined by instituting a linear relationship between measured δCr and σ from ω=0.01 data as 
shown in figure A. 29.  This equation is the “c” coefficient in Table A.7 as it sets the initial 
height of the quadratic function. 
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Figure A.29: Linear regression of asymptotic δ-value, δCr and hypsometric standard deviation σ. 
 
A quadratic function is fit with coefficients selected for A and B.  As data points represent a 
quadratic fit dependent on the selected river, we factored coefficients by σ until the best fit was 
produced.  This factor was applied in different mathematical functions, and the coefficients were 
optimized until an overall best fit was determined.  The resulting equations are expressed in 
figure A.30, and express the following equation. 
         
                     (A.7) 
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Figure A.30: Measured values of δCr are plotted against ω.  A quadratic function is iteratively fit to this data until 
the best fit was found. 
Figure A.30 shows negative values of δCr, but is physically impossible from the definition made.  
These values are interpolated from connectivity results that do not exhibit a ceiling region.  Since 
the shape of the decay region is quite similar for all values of ω, this measured decay region 
(ω=0.5) was matched to another measured region from (ω=0.25), and the separation distance in δ 
was applied as a negative δCr. 
Definition of δC 
The boundary line between ceiling and decay regions has, by definition, a maximum value 
equivalent to δCr.  Therefore, the basic equation presented above becomes: 
           
     (A.8) 
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This equation is separated into known and unknown variables.  We define this function as 
dependent on β, so that term is substituted for x and an exponent coefficient is included.  A 
normalizing factor, Г, represents a factor of variance, or length of exponential tail, in δC.  
  
   
  
 
      
 
 
(A.9a) 
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  )
   
 
(A.9b) 
Figures A. 31 and A.32 illustrate functions applied to measured data for Г. 
 
Figure A.31: Measured values of fit with logarithmic functions when compared to σ. 
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Figure A.32: Coefficients from Figure A.31 are plotted with a linear regression function to extrapolate estimation of 
Г for different values of ω.  
Combining the regression equations in Figure A.31 and Figure A.32 yields: 
                               (A.10) 
In Figure A.33, coefficients for A, B, and C are iterated until a good fit is found.   
 
Figure A.33: Normalized measurements of δc and δCr data are plotted against the fit exponential curve. 
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The final equation then becomes: 
                  (     
    
)  (A.11) 
Definition of δR 
Measured values of the representative delta are plotted against β.  A power law function is fit to 
each of the separate data sets (figure A.34), and then the recorded amplitude and exponent 
coefficients are plotted against σ to generate a collapsed fit of the data points in figure A.18.   
 
Figure A.34: Measured δR plotted against β. 
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Figure A.35: Linear regression analysis of amplitude and exponent coefficients of the previous power law fit. 
 
Combination of these two functions yields the final equation: 
                
              (A.12) 
Equation for Pc 
The predicted connectivity function is subdivided into two discontinuous sections separated by 
δC.  By definition, any value of δ less than the predicted δC function is equivalent to the 
maximum value, PC0.  If selected δ is larger than δC, then it is computed as a power law of the 
normalized delta function, δN.  The general function is: 
       
     
 
 (A.13) 
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Figure A.26 does not accurately predict connectivity as ω is increased.  The coefficient “A” is 
adjusted as a function of ω.  An exponential regression is applied as shown in figure A.36. 
 
Figure A.36: Coefficient fitting with the equation to compute Pc.  Coefficients of the fitted line to measured data are 
plotted against ω. 
 
The final equation for Pc is: 
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]      <  
 (A.14) 
The resulting model becomes increasingly more complex as additional variables are included 
This system of equations becomes rather complex as more variables are included, but the key 
idea behind the process is this model can predict the probability of connectivity for any single 
thread meandering river with path dimensions, travel length, and an assumption toward  
The following plots (Figures A.37- A.44) sample from actual and predicted matrices along 
constant β-lines, β=0.5, β=5, β=10, and β=20.  Predicted values are plotted with lines and 
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measured values as nodes.  Data from all four river sections are presented for two ω values: 0.01 
and 0.25 as functions of δ and β. 
 
Figure A.37: Test of the predictive connectivity model using Wabash river data with ω=0.01. 
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Figure A.38: Test of the predictive connectivity model using Vermillion river data with ω=0.01. 
 
Figure A.39: Test of the predictive connectivity model using Trinity River 2 data with ω=0.01. 
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Figure A.40: Test of the predictive connectivity model using Trinity River 1 data with ω=0.01. 
 
Figure A.41: Test of the predictive connectivity model using Vermilion River data with ω=0.25. 
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Figure A.42: Test of the predictive connectivity model using Wabash River data with ω=0.25. 
 
Figure A.43: Test of the predictive connectivity model using Trinity River 1 data with ω=0.25. 
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Figure A.44: Test of the predictive connectivity model using Trinity River 2 data with ω=0.25. 
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