In this paper, we formulate and study an optimal switching problem under partial information. In our model, the agent/manager/investor attempts to maximize the expected reward by switching between di erent states/investments. However, he is not fully aware of his environment and only an observation process, which contains partial information about the environment/underlying, is accessible. It is based on the partial information carried by this observation process that all decisions must be made. We propose a probabilistic numerical algorithm, based on dynamic programming, regression Monte Carlo methods, and stochastic ltering theory, to compute the value function. In this paper, the approximation of the value function and the corresponding convergence result are obtained when the underlying and observation processes satisfy the linear Kalman-Bucy setting. A numerical example is included to show some speci c features of partial information.
Introduction
In recent years, there has been an increasing activity in the study of optimal switching problems, associated re ected backward stochastic di erential equations, and systems of variational inequalities, due to the potential use of these types of models/problems to address the problem of valuing investment opportunities in an uncertain world, when the investor/producer is allowed to switch between di erent investments/portfolios or production modes. To brie y outline the traditional setting of multi-modes optimal switching problems, we consider a production facility which can be run in d di erent production modes, d ≥ , and we assume that the running payo s in the di erent modes as well as the cost of switching between modes depend on an N -dimensional di usion process X = {X x,t s } which is a solution to the system of stochastic di erential equations dX
where (x, t) ∈ ℝ N × [ , T] and W = {W s } is an m -dimensional Brownian motion, m ≤ N , de ned on a ltered probability space (Ω, F, {F t } t≥ , ℙ). In the case of electricity and energy production, the process X = {X x,t s } can, for instance, be the electricity price, functionals of the electricity price, or other factors like the national product or other indices measuring the state of the local and global business cycle, which in turn in uence the price. Given X = {X
x,t s } as in ( . ), let the payo rate in production mode i at time s be f i (X x,t s , s) and let c i,j (X x,t s , s) be the continuous switching cost for switching from mode i to mode j at time s. A management strategy is a combination of a nondecreasing sequence of F s -adapted stopping times {τ k } k≥ , where the manager decides to switch the production from its current mode to another one at time τ k , and a sequence of F s -adapted indicators {ξ k } k≥ , taking values in { , . . . , d}, indicating the mode to which the production is switched. At time τ k , the production is switched from mode ξ k− (current mode) to ξ k . When the production is run under a strategy µ = ({τ k } k≥ , {ξ k } k≥ ) over a nite horizon [ , T], the total expected pro t is de ned as
where µ = (µ s ) is the associated index process. The traditional multi-modes optimal switching problem now consists of nding an optimal management strategy µ * = ({τ * k } k≥ , {ξ * k } k≥ ) such that J(µ * ) = sup µ J(µ).
Let from now on F X s denote the ltration generated by the process X up to time s, i.e., F X s = σ(X x,t u : ≤ u ≤ s). We let A X = A X [ , T] denote the set of all (admissible) strategies µ = ({τ k } k≥ , {ξ k } k≥ ) such that ≤ τ k ≤ T for k ≥ and such that the stopping times {τ k } k≥ and the indicators {ξ k } k≥ are adapted to the ltration {F X s } { ≤s≤T} . Furthermore, given t ∈ [ , T], i ∈ { , . . . , d}, we let A X t,i ⊂ A X be the subset of strategies such that τ ≥ t and ξ = i a.s. We let
Then, u i : ℝ N × [ , T] → ℝ represents the value function associated with the optimal switching problem on the time interval [t, T] and u i (x, t) is the optimal expected pro t if at time t the production is in mode i and the underlying process is at x. Under su cient assumptions, it can be proved that the vector (u (x, t), . . . , u d (x, t)) satis es a system of variational inequalities (e.g., see [ ]). Using another perspective, the solution to the optimization problem can be phrased in the language of re ected backward stochastic di erential equations. For these connections, and the application of multi-mode optimal switching problems to economics and mathematics, see [ , , , , , , ] and the references therein. More on re ected backward stochastic di erential equations in the context of optimal switching problems can be found in [ -, , ] .
. Optimal switching problems under partial information
In this paper we formulate and consider a multi-mode optimal switching problem under partial or incomplete information. While assuming that the running payo s in the di erent modes of production as well as the cost of switching between modes depend on X = (X x,t s ) with X = (X x,t s ) as in ( . ), we also assume that the manager of the production facility can only observe an auxiliary and X-dependent process Y based on which the manager can only retrieve partial information of the N -dimensional stochastic process X. More precisely, we assume that the manager can only observe an N -dimensional di usion process Y = (Y y,t s ) which solves the system of stochastic di erential equations 
Here, (y, t) ∈ ℝ N ×[ , T] and U = {U s } is an m -dimensional Brownian motion, m ≤ N , de ned on (Ω, F, ℙ) and independent of W = {W s }. The function h is assumed to be continuous and bounded. From here on we let F Y s = σ(Y y,t u : ≤ u ≤ s) denote the ltration generated by the observation process Y up to time s. Note that in our setup we have F X s ̸ ⊂ F Y s and hence knowledge of the process Y only gives partial information about the process X. We emphasize that although the value of the fully observable process Y is known with certainty at time t, the value of the process X is not. The observed process Y acts as a source of information for the underlying process X. By construction, in the formulation of an optimal switching problem under partial information we must restrict our strategies and decisions at time t to only depend on the information accumulated from Y up to time t. Hence, an optimal switching problem under partial information must di er from the standard optimal switching problem in the sense that in the case of partial information the value of the running payo functions {f i (X t , Y t , t)} i and the switching costs {c i,j (X t , Y t , t)} i,j are not known with certainty at time t, even though we know Y t . Hence, in this context the production must be run under incomplete information.
Our formulation of an optimal switching problem under partial information is based on ideas and techniques from stochastic ltering theory. Generally speaking, stochastic ltering theory deals with the estimation of an evolving system ("the signal" X) by using observations which only contain partial information about the system ("the observation" Y). The solution to the stochastic ltering problem is the conditional distribution of the signal process X t given the σ-algebra F Y t and in the context of stochastic ltering theory the goal is to compute the conditional expectations [ϕ(X t ) | F Y t ] for suitably chosen test functions ϕ. In the following, the conditional distribution of X t given F Y t is denoted by π t such that
Note that the measure-valued (random) process π t introduced in ( . ) can be viewed as a stochastic process taking values in an in nite-dimensional space of probability measures over the state space of the signal.
Concerning stochastic ltering, we refer to [ , ] for a survey of the topic. Based on the above, when the production is run using an F Y t -adapted strategy µ = ({τ k } k≥ , {ξ k } k≥ ) over a nite horizon [ , T], we de ne the total expected pro t up to time T as
where the index process µ is de ned in the bulk of the paper. Again, we are interested in nding an optimal management strategy µ
the subset of strategies such that τ ≥ t and ξ = i a.s. Given (y, t) ∈ ℝ N × [ , T] and a measure of nite mass , we let
Then, v i : ℝ N × [ , T] → ℝ represents the value function associated with the optimal switching problem under partial information formulated above on the time interval [t, T] and v i ( , y, t) is the optimal expected pro t if at time t the production is in mode i, Y t = y, and the distribution of X t is given by , i.e., X t ∼ . Note that for a test function ϕ, [ϕ(X t ) | F Y t ] is an F Y t -adapted random variable and, hence, the problem in ( . ) can be seen as a full information problem with underlying process Y. In fact, it is this connection to an optimal switching problem with perfect information that underlies our formulation of the optimal switching problem under partial information. Furthermore, note that if X is an {F Y }-adapted process, then ( . ) reduces to ( . ), i.e., to the standard optimal switching problem under complete information.
The object of study in this paper is the value function v i ( , y, t) introduced in ( . ) and we emphasize and iterate the probabilistic interpretation of the underlying problem. In ( . ) the manager wishes to maximizẽ J(µ) by selecting an optimal µ * . However, the manager only has access to the observed process Y. The state X is not revealed and can only be partially inferred through its impact on the drift of Y. Thus, µ * must be based on the information contained solely in Y, i.e., µ * must be F Y t -adapted. Hence, the optimal switching problem under partial information considered here gives a model for the decision making of a manager who is not fully aware of the economical environment he is acting in. As pointed out in [ ], one interesting feature here is the interaction between learning and optimization. Namely, the observation process Y plays a dual role as a source of information about the system state X and as a reward ingredient. Consequently, the manager has to consider the trade-o between further monitoring Y in order to obtain a more accurate inference of X, visà-vis making the decision to switch to other modes of production in case the state of the world is unfavorable.
. The contribution of the paper
The contribution of this paper is fourfold. First, we are not aware of any papers dealing with optimal switching problems under partial information and we therefore think that our paper represents a substantial contribution to the literature devoted to optimal switching problems and to stochastic optimization problems under partial information. Second, we propose a theoretically sound and entirely simulation-based approach to calculate the value function v i ( , y, t) in ( . ), when X and Y satisfy the Kalman-Bucy setting of linear stochastic ltering. In particular, we propose a probabilistic numerical algorithm to approximate v i ( , y, t) in ( . ) based on dynamic programming and regression Monte Carlo methods. Third, we carry out a rigorous error analysis and prove the convergence of our scheme. Fourth, we illustrate some of the features of partial information in a computational example. It is known that in the linear Kalman-Bucy setting it is possible to solve the stochastic ltering problem analytically and describe the a posteriori probability distribution π explicitly. Although much of the analysis in this paper also holds in the nonlinear case, we focus on the linear setting, which is already quite involved. In general, numerical schemes for optimal switching problems, already under perfect information, seem to be a less developed area of research and we are only aware of the papers [ , ] where numerical schemes are de ned and analyzed rigorously. Our research is in uenced by [ ], but our setting is di erent since we consider an optimal switching problem assuming only partial information.
. Organization of the paper
The paper is organized as follows. Section is of preliminary nature and here we state the assumptions on systems ( . ), ( . ), on the payo rate f i in production mode i, and on the switching costs c i,j , assumptions which are used throughout the paper. Section is devoted to the general description of the stochastic ltering problem and the linear Kalman-Bucy lter. In Section we prove that the value function v i in ( . ) satis es the dynamic programming principle. This is the result on which the numerical scheme, outlined in the subsequent sections, rests. Section gives, step by step, the details of the proposed numerical approximation scheme. In Section we perform a rigorous mathematical convergence analysis of the proposed numerical approximation scheme and the main result (Theorem . ) is stated and proved. We emphasize that by proving Theorem . , we are able to establish a rigorous error control for the proposed numerical approximation scheme. Section contains a numerical illustration of our algorithm and the nal section, Section , is devoted to a summary and conclusions.
Preliminaries and assumptions
We rst state the assumptions on systems ( . ), ( . ), on the payo rate f i in production mode i, and on the switching costs c i,j , which will be used in this paper. We let Q = { , . . . , d} denote the ( nite) set of available states and we let Q −i = Q \ {i} for i ∈ { , . . . , d}. As stated, the pro t made (per unit time) in state i is given by the function f i . The cost of switching from state i to state j is given by the function c i,j . Focusing on the problem in ( . ) and in particular on the value function in ( . ), we need to give a precise de nition of the strategy process µ = µ s and the notation f µ s . Indeed, in our context, a strategy µ over a nite horizon [ , T] corresponds to a sequence ({τ k } k≥ , {ξ k } k≥ ), where {τ k } k≥ is a sequence of F Y -adapted stopping times and {ξ k } k≥ is a sequence of measurable random variables taking values in Q and such that
be the associated index process, where χ B (s) is the indicator function for a measurable set B ⊂ ℝ. In particular, to each strategy µ = ({τ k } k≥ , {ξ k } k≥ ) there is an associated index process µ = (µ s ) and this is the process used in the de nition of f µ s .
We denote by C k b (ℝ N ) the space of all real-valued functions g : ℝ N → ℝ such that g and all its partial derivatives up to order k are continuous and bounded on ℝ N . Given g ∈ C k b (ℝ N ), we let
Similarly, we denote by C , b (ℝ N × [ , T]) the space of all real-valued functions g : ℝ N × [ , T] → ℝ such that g, Dg, D α g for |α| = , and ∂ t g are continuous and bounded on ℝ N × [ , T]. With a slight abuse of notation, we will often write ‖g‖ ∞ instead of ‖g‖ ,∞ . We denote by Γ(ℝ N ) the space of all positive measures on ℝ N with nite mass. Considering the systems in ( . ), ( . ), we assume that b :
are continuous and bounded functions. Here, M N ,m is the set of all N × m -dimensional real-valued matrices. Furthermore, concerning the regularity of these functions, we assume that
Clearly, ( . ) implies that
Here, |x| is the standard Euclidean norm of x ∈ ℝ N . Given ( . ) and ( . ), we see, using the standard existence theory for stochastic di erential equations, that there exist unique strong solutions X t and Y t to the systems in ( . ) and ( . ).
Concerning the regularity of the payo functions {f
For future reference, we note, in particular, that
Note that ( . ) implies that f i (x, y, t) and c i,j (x, y, t), i, j ∈ Q, are Lipschitz continuous with respect to x for t xed, uniformly in y, and vice versa. Concerning the switching costs, we also impose the following structural assumptions on the functions {c i,j }, i.e.,
and for any sequence
Note that ( . c) states that it is always less expensive to switch directly from state i to state i compared to passing through an intermediate state i . We emphasize that we are able to carry out most of the analysis in the paper assuming only ( . )-( . ). However, there is one instance where we currently need to impose stronger structural restrictions on the functions {c i,j } to pull the argument through. Indeed, our nal argument relies heavily on the Lipschitz continuity of certain value functions, established in Lemma . and Lemma . below. Currently, to prove these lemmas we need the extra assumption that
In particular, we need the switching cost to depend only on t and the sole reason is that we need to be able to estimate terms of the type A appearing in the proof of Lemma . (Lemma . ). While we strongly believe that these lemmas remain true without ( . ), we also believe that the proofs in the more general setting require more re ned techniques beyond the dynamic programming principle and that we have to resort to the connection to systems of variational inequalities with interconnected obstacles and re ected backward stochastic di erential equations.
The ltering problem
As outlined in the introduction, the general goal of the ltering problem is to nd the conditional distribution of the signal X given the observation Y. In particular, given ϕ ∈ C b (ℝ N ), we have
and the aim is to nd the (random) measure π t . Note that π t can be viewed as a stochastic process taking values in the in nite-dimensional space of probability measures over the state space of the signal. Let
where σ * is the transpose of σ, and let H be the partial di erential operator
Using this notation and the assumptions stated in Section , one can show (e.g., see [ ]) that the stochastic process π = {π t : t ≥ } satis es
is the function appearing in ( . ). The nonlinear stochastic PDE in ( . ) is called the Kushner-Stratonovich equation. Furthermore, it can also be shown, under certain conditions, that the Kushner-Stratonovich equation has, up to indistinguishability, a pathwise unique solution (e.g., see [ ]). To simplify the notation, from here on in we will write
. The Kalman-Bucy lter
It is known that in some particular cases the ltering problem outlined above can be solved explicitly and hence the distribution π t is known. In particular, if we assume that the signal X and the observation Y solve linear SDEs, then the solution to the ltering problem can be given explicitly. To be even more speci c, assume that the signal X and the observation Y are given by the systems in ( . ), 
denote the conditional mean and the covariance matrix of X t , respectively. The following results concerning the ltering solution π t and the processes m t and θ t can be found, e.g., in [ ] or in [ , Chapter ].
Theorem . . Assume that ( . ) holds and that
Theorem . . Assume that ( . ) holds and that X t ∼ N(m t , θ t ) for some t ∈ [ , T]. Then, the conditional covariance matrix θ t satis es the deterministic matrix equation
and the conditional mean m t satis es the stochastic di erential equation
For a positive semide nite matrix A, let A / denote the unique positive semide nite matrix R such that RR * = A, where, as above, R * denotes the transpose of R. Recalling that the density de ning
we see that the following result follows immediately from Theorem . and Theorem . .
Corollary . . The distribution π t is fully characterized by m t and θ t and
Note that the covariance matrix θ t is deterministic and depends only on the known quantities F t , G t , C t (see ( . )) and the distribution ∼ N(m t , θ t ) of the starting point of X. Hence, once the initial distribution π t is given, the covariance matrix θ t can be determined for all t ∈ [t , T]. Furthermore, in the Kalman-Bucy setting, the measure π t is Gaussian and hence fully characterized by its mean m t and its covariance matrix θ t . As a consequence, the value function v i (π t , Y t , t) to the partial information optimal switching problem can in this setting be seen as a function
When π is a Gaussian measure with mean m t and covariance matrix θ t , we will write
. Let X t , with initial distribution determined by m t and θ t , and Y t be given as above for t ∈ [t , T]. Furthermore, given X t and Y t , letX s andŶ s be the unique solutions to the systems in ( . ) and ( . ), with b, σ, h, de ned as in ( . ) but with F, C, G replaced byF,Ĉ,Ĝ and with initial dataX = X t andŶ = Y t . In addition, letm t ,θ t be de ned as in ( . ) and ( . ) withm = m t andθ = θ t . Finally, consider the value function v i (m t , θ t , Y t , t) and letv i (m t ,θ t ,Ŷ t , t) be the value function of the optimal switching problem on [ ,
and we see that there is no loss of generality when assuming that initial observations are made at t = .
Remark . . As the covariance matrix θ t solves the deterministic Riccati equation in ( . ), it is completely determined by the parameters of the model and the covariance matrix of X t at time t = . Hence, once the initial condition θ is given, θ t can be solved deterministically for all t ∈ [ , T] and consequently viewed as a known parameter. Therefore, we omit the dependence of θ t in the value function v i (m t , θ t , Y t , t) and instead, with a slight abuse of notation, simply write v i (m t , Y t , t).
Remark . . Although ( . ) is a deterministic ODE, it may not be possible to solve it analytically. Therefore, in a general numerical treatment of the problem outlined above, one has to use numerical methods to nd the covariance matrix θ. The error stemming from the numerical method used to solve ( . ) will have in uence on the total error, de ned as the absolute value of the di erence between the true value function v i (m t , Y t , t) and its numerical approximation derived in this paper. However, as θ is deterministic, it can be solved o line and to arbitrary accuracy without e ecting the computational e ciency of the main numerical scheme presented in this paper. Therefore, we will throughout this paper consider θ as exactly known and ignore any error caused by the numerical algorithm used for solving ( . ).
. Connection to the full information optimal switching problem
As mentioned in the introduction, the problem in ( . ) can interpreted as a full information optimal switching problem with underlying process Y. Here, we expand on this interpretation in the context of Kalman-Bucy lters. Using the notation in Remark . , let
is a solution to an optimal switching problem with perfect information. Using the above notation, we see that
and that the upper bound
holds. Moreover, based on ( . ), we also see that v i (m, y, t) is a solution to an optimal switching problem with perfect information, with payo rate in production mode i at time s de ned byf i (m s , y s , s) and with switching cost, for switching from mode i to mode j at time s, de ned byc i,j (m s , y s , s).
The dynamic programming principle
In this section, we prove that the value function v i associated to our problem satis es the dynamic programming principle (DPP). This is the result on which the numerical scheme outlined in the next section rests.
It should be noted that the dynamic programming principle holds for general systems as in ( . ) and ( . ), i.e., systems which are not necessarily linear.
Theorem . . Let t ∈ [ , T] and let v i ( , y, t) be de ned as in ( . ) . Then,
s } s≥t be the unique solutions to the systems in ( . ) and ( . ) with initial conditions Y t = y and π t = , respectively. Note that these processes, as well as X, are Markov processes. Hence, using the strong Markov property of Y and π, we have that
Next, using ( . ) and the law of iterated conditional expectations, we see that
To complete the proof, it remains to prove the opposite inequality, i.e., to prove that
Consider ( , y, t) and let µ ∈ A Y t,i and τ ∈ [t, T] be a xed strategy and a xed F Y -adapted stopping time, respectively. Recall that all stochastic processes are de ned on the probability space (Ω, F, ℙ). By the de nition of v i , for any ε > and for any ω ∈ Ω there exists µ
Given µ, τ, µ ε , for all ω ∈ Ω we de neμ
Then,μ ∈ A Y t,i and using again the law of iterated conditional expectations we obtain that
Finally, using ( . ) and the above display, we deduce that
Since µ, τ, and ε are arbitrary in the above argument, we see that ( . ) implies ( . ). Combining ( . ) and ( . ), Theorem . follows. We note that the proof of the DPP outlined here follows the usual lines and perhaps a few additional statements concerning measurability issues could have been included. However, we omit further details here and refer to the vast literature on dynamic programming for exhaustive proofs of similar statements.
Remark . . In this section, the dynamic programming principle is proven with the assumption that {Y y,t s } and {π ,t s } are continuous in time. However, the approximation scheme introduced in the following section is based on discretized versions of these processes. We just note here that the above proof can be adjusted to also yield the dynamic programming principle in the context of discretized processes.
The numerical approximation scheme
In this section, we introduce a simulation-based numerical scheme for determining v i ( , y, t) as in ( . ) and we give a step-by-step presentation of the approximations de ning the scheme. Recall that v i ( , y, t) is the optimal expected payo , starting from state i at time t, with initial conditions X t ∼ and Y t = y. We will assume from now on that the dynamics of X and Y are given by ( . ) and ( . ), respectively, with assumption ( . ) in e ect. Consequently, the results of Section are applicable. Based on Remark . , in the following we
. Furthermore, without loss of generality, we can and will assume that the initial distribution is given at time t = and, hence, that the value function v i at time t is a function of the conditional mean m t (and the deterministic θ t ) based on the observation X ∼ = N(m , θ ) (see Remark . ). In other words, we assume that the distribution of X is given at time t = and the task of the controller is to run the facility using updated beliefs of the conditional mean of the signal, conditional upon the information carried by the observation Y.
For the convenience of the reader, we list here the steps of the proposed numerical scheme and the associated notation. By Theorem . , the a posteriori distribution π is a Gaussian measure and in the following we denote by π m t t the Gaussian measure with mean m t and covariance matrix θ t . We emphasize that the outcome of the numerical scheme to be outlined is an approximation of v i (m, y, ) = v i (m, θ, y, ) for (m, θ, y) ∈ ℝ N × ℝ N ×N × ℝ N given and xed.
( . )
Based on ( . ), we emphasize that we consider the systems in ( . ) and ( . ) with initial data at t = , assuming the additional structure in ( . ). In particular, when considering the systems in ( . ) and ( . ), for the calculation in ( . ) and with data at t = , the initial conditions boil down, all in all, to the initial condition (m, θ, y) at t = for (m t , θ t , Y t ).
Given T > xed and a large positive integer N, we let δ = T/N, t k = kδ, k = , , . . . , N. We let Π = Π δ denote the naturally de ned partition of the interval [ , T] based on {t k }, i.e., Π = Π δ = { = t < t < ⋅ ⋅ ⋅ < t N = T}. Throughout the paper, any discretization of time will be identical to Π = Π δ . The following steps constitute our numerical approximation scheme in the context of ( . ), but starting at t k .
Step . Bermudan approximation. We restrict the manager to be allowed to switch only at the time points
Step . Time discretization and Euler discretization of m t and Y t . Here, m t and Y t are replaced by corresponding discrete versions, also starting at (m, y) at t = t k , based on the Euler scheme and the partition Π = Π δ . This results in an approximation vΠ i (m, y, t k ) of v Π i (m, y, t k ).
Step . Space localization. The processes m t and Y t are replaced by versions which are constrained to a bounded convex set D ε . This gives an approximation vΠ ,ε i (m, y, t k ) of vΠ i (m, y, t k ).
Step . Representation of conditional expectation using true regression. To calculate vΠ ,ε i (m, y, t k ), we use a regression type technique replacing the future values by a (true) regression. This results in an approximationvΠ ,ε i (m, y, t k ) of vΠ ,ε i (m, y, t k ).
Step . Replacing the true regression by a sample mean. To calculatevΠ ,ε i (m, y, t k ), we replace the coecients in the true regression by their corresponding sample means. This results in an approximatioñ vΠ
The nal value produced by the algorithm isṽΠ ,ε i (m, y, t k ) and this is an approximation of the true value v i (m, y, t k ). In the remaining part of this section, we will discuss Steps -in more detail. The rigorous error analysis is postponed to Section .
. Step . Bermudan approximation
and we refer to v Π i (m t k , Y t k , t k ) as the value function of the Bermudan version of our optimal switching problem under partial information. The di erence |v i (m, y, t k ) − v Π i (m, y, t k )| is quanti ed in Proposition . . For future reference, we also introduce here what we call the Bermudan strategy.
Then,μ is the Bermudan strategy associated to µ and Π.
.
Step . Time discretization and Euler discretization of m and Y Given the continuous time t, we letť = max{s ∈ Π : s ≤ t}. In this step, we replace the continuous processes m t and Y t with their corresponding discrete Euler approximations. To be more speci c, we rst calculate (pathwise) the Euler approximationX of the signal X, which is given by the dynamics
Based onX, we then introduce the discrete processesȲ andm, i.e., the Euler approximations of Y and m, respectively, given by dȲ t = ǦtX̌t dt + dǓt and dm̌t = (F̌t − θ̌t G * ť Ǧt)m̌t dt + θ̌t G * ť dȲ̌t .
Based on this, we have
Recall that we consider θ as completely known (see Remark . ) and, hence, θ is not subject to discretization. Based on the above processes, we let
Here, vΠ i is the value function based on the discretized timeť and the Euler approximationsm t andȲ t . The di erence between v Π i (m, y, t k ) and vΠ i (m, y, t k ) is quanti ed in Proposition . .
In the following, in an attempt to slightly ease the notation, we will omit the bar indicating Euler discretization of m and Y and we will simply write vΠ i (m t k , Y t k , t k ) instead of vΠ i (m t k ,Ȳ t k , t k ) when we believe there is no risk of confusion. In particular, we let the very notation vΠ i also symbolize that m and Y are discretized as above.
. Step . Space localization
A localization in space will be necessary when estimating the errors induced by Steps -below and we describe here such a localization. In particular, in order to be able to work in bounded spacetime domains, we consider (time dependent) domains {D ε t } t∈[ ,T] ⊂ ℝ N × ℝ N for a xed parameter ε ≥ such that D ε t is a convex domain for all t ∈ [ , T]. We assume that there exists a constant C ε t , depending only on t and ε,
Let Z ε t be the projection of a generic stochastic process Z t onto the domain D ε t , i.e., Z ε t = Z t if Z t ∈ D ε t and Z ε t is (by convexity) the naturally de ned unique projection of Z t onto D ε t along the normal direction, otherwise. Following [ ], we assume that D ε t can be chosen such that
The space {D ε t } t∈[ ,T] can be seen as the domain in which the (N + N )-dimensional process (m ε t , Y ε t ) lives. Roughly speaking, condition ( . ) states that most of the time the (N + N )-dimensional process (m t , Y t ) will be found inside this domain. As mentioned already, this localization in space will be necessary when estimating the errors induced by Steps -. In particular, based on ( . ), in these steps we will be able to reuse results on the full information optimal switching problem developed in [ ]. We therefore refer to [ ] for more details on the assumption in ( . ) and for a constructive example. The construction above stresses generalities but, although not necessary, in order to be consistent and to minimize notation we will in the following assume that
In other words, D ε is assumed to be a time-independent Cartesian product of hypercubes. The result of this step is thatm t andȲ t are replaced by their corresponding projected versionsm ε t andȲ ε t , respectively. We let vΠ ,ε i (m t k , Y t k , t k ) denote the associated value function whenm t andȲ t are replaced bym ε t andȲ ε t . In particular, when writing vΠ ,ε i (m t k , Y t k , t k ), the superscript ε also indicates that the underlying dynamics is that ofm ε t andȲ ε t . The error introduced by consideringm ε t andȲ ε t , i.e., the di erence between vΠ i (m, y, t k ) and vΠ ,ε i (m, y, t k ), is quanti ed in Proposition . .
. Step . Representation of conditional expectation using true regression
Note that for the discretized Bermudan version of the optimal switching problem, the value function ( . ) can be simpli ed to read vΠ ,ε
for any t k ∈ Π δ , where on the right-hand side, consequently, m t n =m ε t n , Y t n =Ȳ ε t n . As a result, the DPP for ( . ) in the discretized Bermudan setting (see Remark . ) reduces to vΠ ,ε
Taking ( . a) and ( . c) into account, this can be further simpli ed to vΠ ,ε
Based on ( . ), the recursive scheme based on the DPP becomes vΠ ,ε
An important feature of the scheme in ( . ) is that vΠ ,ε i (m t k , Y t k , t k ) depends explicitly on the value functions vΠ ,ε j (m t k+ , Y t k+ , t k+ ) at time t k+ . However, these functions are unknown at time t k . Furthermore, the optimal strategy at time t k also depends directly on this future value. Indeed, at time t k it is optimal to switch from state i to j if the di erence between the expected future value retrieved from being in state j and the switching cost c i,j is greater than the expected pro t made from staying in state i. More precisely, at time t k it is optimal to switch from state i to j if
If this inequality holds with ">" replaced by "≤", then it is optimal to stay in state i. To construct an F Y t -adapted strategy, it is hence necessary to estimate the future expected value at time t k+ based on the information available at time t k , i.e., to estimate
Since by assumption and through the space localization in Step we consider continuous payo functions and switching costs on bounded domains as well as a nite horizon problem, there exist lower and upper bounds for ( . ). However, a sound way of nding an approximation of the conditional expectation in ( . ) is needed and this approximation is the focus of this step of the proposed numerical scheme. To perform an approximation of the conditional expectation in ( . ), we make use of an empirical least square regression model based on simulation. In particular, we consider a test function φ and the function
We will use a least square regression onto a set {B r } ≤r≤R of R preselected basis functions to create an
To elaborate on this, assume that we are given R basis functions {B r (m, y, t)} ≤r≤R . Given the test function φ, we de neλ t k
and setF
Recall that in our numerical scheme we have m =m ε and Y =Ȳ ε . Based on this, we de ne a new set of functions {vΠ ,ε i } through the recursive scheme
In particular, we obtain a new approximationvΠ ,ε i of the true value function de ned through the recursive scheme in ( . ). The error |vΠ ,ε i (m, y, t k ) − vΠ ,ε i (m, y, t k )| is analyzed in Proposition . . Remark . . In the above construction, the set of basis functions used is arbitrary and several options are possible. Moreover, it is possible to choose a di erent set of basis functions for each time t k without adding further di culties beyond additional notation. Also, as pointed out in [ ], one can use stochastic partitions of the domain D to enable the use of adaptive partitioning methods, possibly increasing the convergence speed of the numerical scheme.
. Step . Replacing true regression by a sample mean
Given a test function φ, the true regression parameterŝ
will not be known in numerical calculations and they have to be replaced by a sample meañ
based on simulations. Recall that in the context of ( . ), we want to ultimately approximate v i (m, y, ) = v i (m, θ, y, ) for (m, θ, y) ∈ ℝ N × ℝ N ×N × ℝ N given and xed. In particular, this means that in the original model for the process (m t , Y t ) we consider the initial condition (m, y) at t = . This also implies that the approximations (m t ,Ȳ t ) and (m ε t ,Ȳ ε t ) of (m t , Y t ) introduced above will also start at (m, y) at t = .
To outline the estimation of the true regression parameters, we let ({Y ℓ t } t∈Π ) ℓ , ≤ ℓ ≤ M, denote M simulated trajectories of the observed process Y t starting at y at t = , and we use these to calculate the corresponding values of ({m ℓ t } t∈Π ) ℓ , ≤ ℓ ≤ M, as outlined in Sections and . , with initial condition m ℓ = m for all ℓ. Based on the paths
Given φ, we xλ t k (φ) in this way for k ∈ { , . . . , N − }. In the following, we indicate that the estimation
whenever (m, y) ∈ ℝ N × ℝ N . In particular, while the coe cients {λ M t k ,r (φ)} are estimated based on a nite set of sample paths ({Y ℓ t } t∈Π ) ℓ , ({m ℓ t } t∈Π ) ℓ , ≤ ℓ ≤ M, we use these coe cients in ( . ) to construct an estimator for the conditional expectation m, (m, y, ) .
Following [ ], we will use indicator functions on hypercubes as basis functions {B r = B r (m, y, t)} ≤r≤R for our regression and subsequent error analysis. These hypercubes are de ned in relation to the space (time) localization domain D ε = {D ε t } t∈ [ ,T] . Here, we brie y outline the idea of using such a basis for regression, but we also refer to [ ]. Recall that D ε is assumed to have the structure speci ed in ( . ). We let {B r } ≤r≤R be a partition of the bounded domain D ε into R hypercubes, i.e., we split D ε into R open hypercubes B r such that ⋃ R r= B r = D ε and B l ∩ B j = ⌀ if l ̸ = j. Furthermore, to achieve notational simplicity, we also assume in the following that each hypercube has side length ∆ in each dimension. Using {B r } ≤r≤R , we de ne basis functions to be used in the regression as
Note that we use the same symbol B r to denote both the r-th hypercube and its corresponding basis function/indicator function. Since conditional expectation is mean-square error-minimizing, this choice of basis functions reduces vectors ( . ) and ( . ) tô
Convergence analysis
In this section, we establish the convergence of the numerical scheme outlined in the previous section by proving Theorem . stated below. However, we rst recall the following degrees of freedom at our disposal in the proposed numerical scheme:
• δ = T/N is the time discretization parameter, • ε is the error tolerance when choosing the bounded convex domains D ε t for the projection, • ∆ is the edge size of the hypercubes used in the regression, • M is the number of simulated trajectories of {Y ℓ t } t∈Π δ and {m l t } t∈Π δ used in ( . ). Recall that (Ω, F, ℙ) is the underlying probability space and in the following we denote L = L (Ω, dℙ) with norm ‖ ⋅ ‖ L . We prove the following convergence theorem.
Theorem . . Assume that (m , θ , Y ) = (m, θ, y) ∈ ℝ N × ℝ N ×N × ℝ N and that all assumptions and conditions stated and used in the previous sections are ful lled. Then, there exist a constant C , independent of δ, ε, ∆ and M, and a constant C , independent of δ, ∆, and M, such that
is a strictly positive quantity. In particular, if ε → , δ → , ∆ → , and M → ∞ such that (m, θ, y, ) uniformly in i ∈ Q.
Using the notation introduced in the previous section, we rst note that v i (m, y, t 
In the subsequent subsections, we prove that the errors E to E can be controlled and we end this section with a summary proving Theorem . .
. Preliminary lemmas
Before deducing the relevant error estimates, i.e., quantifying E to E , we state and prove here some auxiliary results, Lemmas . -. , which will be used in the subsequent proofs.
Lemma . . Assume that ( . ), ( . ), and ( . ) hold, and let µ * = ({τ * k } k≥ , {ξ * k } k≥ ) be such that J(µ * ) = sup µJ (µ), whereJ (µ) is de ned in ( . ) .
Let N(µ * ) = |{n : τ * n ≤ T}|. Then,
where ν > is the positive constant appearing in ( . b). In particular, the number of switches in an optimal strategy µ * is nite.
Proof. Let µ ∈ A Y t,i denote the trivial strategy, i.e., no switches. Then, using ( . ), ( . ), and ( . ), we see that
i be a strategy with an unbounded number of switches. Then, by ( . a) and ( . b) it follows thatJ (µ ∞ ) = −∞. Hence, the optimal strategy µ * must consist of a nite number of switches. Finally, let µ ∈ A Y t,i be an arbitrary strategy with a nite number of switches and assume thatJ (µ) ≥J (µ ). Then, using ( . a) and ( . b) we see that
In particular, 
Proof. This is [ , Theorem ].
Lemma . . Assume that ( . ), ( . ), ( . ), and ( . ) hold. Then, there exists a constant C m , independent of δ, such that |vΠ
Proof. We claim that there exist positive constants A and L, independent of δ, such that the following holds. There exists a sequence of constants {E m,k } N k= such that
To prove this, we proceed by (backward) induction on k and we let I(k) = if ( . ) holds with a con-
. , E m,N as stated in ( . ). We want to prove that I(k) = whenever k ∈ { , . . . , N}. We begin by immediately noting that since vΠ ,ε i (m, Y T , T) = for all m, we have I(N) = . Assuming that I(k + ) = for some k ∈ [ , N − ], we prove next that I(k) = by constructing E m,k . To do this, we rst note that vΠ ,ε
simply by the (discrete) DPP. Furthermore, by elementary manipulations, the above formula can be rewritten as
In particular,
Putting these estimates together, we can conclude that
and this gives the appropriate bound on E m t k ,Y t k ,t k (µ). To estimate E m t k ,Y t k ,t k (µ), we rst note that
where
|π m τn τ n (c ξ n− ,ξ n ( ⋅ , Y τ n , τ n )) − π m τn τ n (cξ n− ,ξ n ( ⋅ , Yτ n ,τ n ))| ,
|π m τn τ n (c ξ n− ,ξ n ( ⋅ , Yτ n ,τ n )) − π mτ ñ τ n (cξ n− ,ξ n ( ⋅ , Yτ n ,τ n ))| .
By using that (ξ n− ,ξ n ) = (ξ n− , ξ n ) by construction, ( . b), and the fact that (Yτ n ,τ n ) is F Y τ n -adapted, we see that there exists a constant c such that
We now recall that
where U t is a standard m -dimensional Brownian motion. Hence,
Combining ( . ), ( . ), Lemma . , and the Cauchy-Schwarz inequality, we can therefore conclude that
To start the proof of this estimate, recall that π m t t satis es the Kushner-Stratonovich equation ( . ), i.e., for ≤ s < t ≤ T and ϕ ∈ C b (ℝ N ), we have
Furthermore, since π m t t is a probability-measure-valued process, we have for any such ϕ that
where C ϕ denotes the upper bound of ϕ. Using ( . ), we also note that
for yet another constantĈ ϕ , independent of t, s. Note thatĈ ϕ essentially only depends on the C b (ℝ N )-bounds of ϕ and the functions/parameters de ning the system for Y. Now, applying this with t =τ n , s = τ n , recalling Lemma . , and using the fact that c i,j ∈ C b (ℝ N ), we can conclude that
This completes the proof of the proposition.
Remark . . If we have no X-dependence on the switching costs, then E = .
Using standard error estimates for Euler approximations (e.g., see [ , Section . ] ), we also have
Finally, repeating the argument for E with f i replaced by c i,j and invoking Lemma . , we also see that
and hence the proof of the proposition is complete.
The recursive scheme ( . ) can be written aŝ
Using Lemma . and Lemma . , we know that
is Lipschitz continuous with respect to the (N + N )-dimensional process (m t , Y t ) and with Lipschitz constant independent of k. Now, using this and [ , Lemma . ] , we can conclude that there exist constants L andC ,k+ , independent of δ, ∆, and k, such that
where A := c(C m + C Y ) for some harmless constant c. Note that A and L are now xed and, in particular, independent of k. Next, by the de nition ofF (see ( . ) and ( . )), we have
Hence, using this and the induction hypothesis I(k + ) = , we can conclude that
Combining ( . ), ( . ), and ( . ), we see that
By symmetry, the same inequality holds forvΠ ,ε
with E ,k de ned as E ,k := A∆( + Lδ) + E ,k+ .
In particular, ( . ) and ( . ) hold for k and we have proved that if I(k + ) = for some k ∈ { , . . . , N − }, then also I(k) = . Hence, I(k) = for all k ∈ { , . . . , N} by induction. Based on ( . ) and ( . ), we complete the proof of the proposition by observing that for any k ∈ { , . . . , N − } there holds
whereÃ is independent of δ, ∆, ε, and M, whileB is independent of δ, ∆, and M. Furthermore,Ã andB are independent of k. Second, to bound ‖EΠ ,ε,M ,k ‖ L we rst note, by the de nition in ( . ), that
Hence, using the induction hypothesis I(k + ) = , we see that
We now let A :=Ã, B := ( +B), and de ne
Then, using ( . ), ( . ), and ( . ), we conclude that
In particular, ( . ) and ( . ) hold for k and we have proved that if I(k + ) = for some k ∈ { , . . . , N − }, then also I(k) = . Hence, I(k) = for all k ∈ { , . . . , N} by induction. Based on ( . ) and ( . ), we complete the proof of Proposition . by observing that for any k ∈ { , . . . , N − } there holds
Remark . . As can be seen from Propositions . -. , the errors E to E are obtained in the pathwise sense because these approximations are constructed for each path of (m t , Y t ). However, recalling Section . , the F Y t k -adaptedF , de ned in ( . ), is approximated at time t k byF M as in ( . ). The corresponding regression coe cientλ M t k ,r is a Monte Carlo type approximation ofλ t k ,r constructed by using M independent trajectories (m ℓ t k , Y ℓ t k ) M ℓ= of the process (m t k ,Ȳ t k ). Therefore, instead of being controlled in the pathwise sense, the error E is controlled in the associated L -norm at each t k . In addition, since the sample mean approximations are done independently of each other and backwards in time, the error at time t k is controlled by the sum of errors at later time steps. This is the statement of Proposition . .
. The nal proof of Theorem .
Combining the error bounds obtained in Propositions . -. with t k = proves Theorem . .
In this section, we present a simplistic numerical example showing some of the features stemming from our set up with only partial information. In particular, we consider our optimal switching problem under partial information with two modes i ∈ Q = { , } and we use the numerical scheme proposed and detailed in the previous sections to estimate v i (m , θ , Y , ) . To simplify the presentation, we will only focus on the value function starting in mode , i.e., we will here only estimate v (m , θ , y , ) . In this section, we will slightly abuse notation and let v denote both the true value function v as well as its approximationṽΠ ,ε,M .
The interpretation should be clear from the context. We consider constants parameters and, if nothing else is speci ed, the parameters laid forth in We emphasize that although the following example may seem simplistic, the numerical scheme proposed can handle general Kalman-Bucy type partial information optimal switching problems. The reason for making a rather crude choice of parameters is twofold. First, using only limited computational power, we wish to keep our numerical model simple to limit the computational time required. With the data presented in Table and with no e ort to optimize the code, the average time for a simulation was about two minutes (per grid point) on a standard laptop PC and it took about hours to generate the appearing gures in this section. Second, we think that the speci c features of partial information are made more clear with few modes and constant parameters.
. Comparison with a deterministic method
Although the numerical scheme proposed here is shown to converge to the true value function ( . ), the rate of convergence is not clear from the above. Therefore, to check the validity of our model with paths, basis functions, and δ = / , we compare the results produced by our numerical scheme with the results in [ ], where a deterministic method based on partial di erential equations is used to solve the optimal switching problem under partial information. For the parameter values given in Table , the relative error between the deterministic solution in [ ] and the numerical scheme proposed here is less than . % when calculating v (see Table ) . This indicates that the number of simulated paths, time steps, and basis functions considered in this example are large enough to give a reasonable estimate of the value function. 
Table .
Comparison between PDE and simulation methods for di erent values of m .
. The influence of information
We now turn to study the dependence of the value function v on the amount of available information, the latter being determined through the function G t de ning h (see ( . )). Larger G means more information while smaller G means less information. As shown in Figures , , and a , the value function increases as the amount of available information increases. The reason for this behaviour is intuitively clear. When the amount of information increases, it becomes easier for the controller to make the correct decision concerning when to open/close the facility, thus increasing the possible output of the facility. For comparison, consider the case with no switching costs, i.e., c , = c , = . It is intuitively clear that the optimal strategy is then to open the facility as soon as the underlying X t is positive and to close as soon as it becomes negative. If the controller has full information, he knows exactly when the signal switches sign and can thus implement this strategy. However, when the observation of the signal X t is noisy, the possibility of making correct decisions decreases and, consequently, the value v decreases. Note that the case G = yields v (m , , , ) = m T,
The limiting cases G = ∞ (full information) and G = (no information) give upper and lower bounds for the value function v , respectively. It can also be seen from Figure a that for xed volatility C of the underlying process (the volatility being determined through the function C t in ( . )) the value function is concave as a function of G. When G = , there is no information about the underlying signal in the observation. In other words, we only observe noise. As mentioned above, the more information about the underlying we know with certainty, the more valuable it is for the decision making. This phenomenon is even more signi cant when the proportion of the information contained in Y is relatively small compared with the noise (i.e., when G is small). This is because when G is small, increasing G increases the ratio between information and noise in the observation much faster than when G is large. In other words, for small G the value function should increase more rapidly.
As G becomes larger, the percentage of information in Y becomes larger and our problem starts to resemble that of complete information (G = ∞). In this case, increasing G by a small amount may not have a noticeable e ect in the observation, i.e., the ratio between the underlying and the noise in the observation becomes stable when G is large. This means that the observation Y will not change as signi cantly as before when G increases, leading to the attening of the value function v seen in Figure a. . The influence of volatility of the underlying signal X As for the amount of available information, the value function v is monotonically increasing with respect to the volatility of the underlying signal. This behaviour comes from the fact that the possible gain increases when the chance of the signal being high increases, while the risk of making big losses is eliminated by the possibility for the controller to turn the facility o (it is here relevant to compare with the monotonicity of the value function of an American option). In total, this makes the value function increase. Similarly to the above, C = yields v = , since C = implies X t = m = for all t ∈ [ , T]. This is also con rmed by the gures. Figure b shows the intersections of Figures a and b at G = and it indicates that v is a convex function of C for G xed. In this case, the volatility of the underlying X varies but the proportion of the information of X contained in the observation Y stays unchanged. Here, C = means that the underlying X is deterministic and in this case the observation Y is useless because X can be known deterministically from its initial value and its deterministic dynamics.
When we increase C the underlying process X becomes random, which means that we are not able to determine the position of X merely from its initial data. In this case, the observation Y begins to play a role as it contains information about the now unknown signal X. The value function v should become larger as C increases, as the volatility of X can make it grow signi cantly, and this growth can be exploited by the manager thanks to the information obtained through the process Y. The impact of observing Y is not dramatically signi cant for small values of C, since for small C the unknown X is only modestly volatile and can be well estimated by considering only the deterministic part of its dynamics. However, when C continues growing, making X more and more volatile, less and less of the signal X can be known based only on its initial values. The observation Y hence becomes increasingly important as it provides insight on how to optimally manage the facility in a now highly volatile environment. This explains the convexity of the curves in Figure b. . The influence of the drift of the underlying process In the discussion above, the drift F of the underlying signal process is assumed to be . We conclude this numerical example by brie y discussing the impact of the drift of the underlying signal, i.e., what happens when F ̸ = .
In the case of constant coe cient functions exempli ed here, we will assume that F = . Obviously, a positive drift of the signal should have a positive impact on the value function v , since f is monotonically increasing in x. This behavior is also observed in Figures b and .
Summary and future research
In this paper we introduced and studied an optimal switching problem under partial information. In particular, we examined in detail the case of a linear Kalman-Bucy system and we constructed a numerical scheme for approximating the value function. We proved the convergence of our numerical approximation to the true value function using stochastic ltering theory and previous results concerning full information optimal switching problems. Through a numerical example, we showed the in uence of information on the value function and, after comparison with a deterministic PDE method, we could conclude that our numerical scheme gives a reliable estimate of the value function for computationally manageable parameter values.
It should be noted that although we obtain the complete convergence result only for the linear Kalman-Bucy setting, parts of the analysis do not rely on the linear structure. To the authors' knowledge, the diculties of extending the complete result to the nonlinear setting are twofold. First, we rely heavily on the Gaussian structure and the explicit expression of the measure π to obtain the Lipschitz continuity of the value function which is crucial in the subsequent convergence proof. For the general nonlinear setting, however, we do not explicitly know the distribution π and are not able to ensure the Lipschitz property. Second, in a general nonlinear setting the ltering solution π t becomes an in nite-dimensional object which no longer admits full characterization by a nite number of parameters. Hence, the number of parameters a ecting the value function can be arbitrarily large in this setting and analytical approaches leading to nitedimensional approximating lters are most likely needed in order to construct a computationally tractable numerical scheme.
These problems are challenges when generalizing our analysis to the nonlinear setting and lead naturally to interesting directions of future research. In particular, extending our study to the nonlinear setting and developing a computationally tractable numerical scheme for estimating the value function in this generalized setting is an interesting problem.
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