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Stem-loopTrxG and PcG complexes play key roles in the epigenetic regulation of development through H3K4me3 and
H3K27me3modiﬁcation at speciﬁc sites throughout the human genome, but how these sites are selected is poor-
ly understood. We ﬁnd that in pluripotent cells, clustered CpG-islands at genes predict occupancy of H3K4me3
and H3K27me3, and these "bivalent" chromatin domains precisely span the boundaries of CpG-island clusters.
These relationships are speciﬁc to pluripotent stem cells and are not retained at H3K4me3 and H3K27me3
sites unique to differentiated cells. We show that putative transcripts from clustered CpG-islands predict
stem-loop structures characteristic of those bound by PcG complexes, consistent with the possibility that RNA
facilitates PcG recruitment or maintenance at these sites. These studies suggest that CpG-island structure plays
a fundamental role in establishing developmentally important chromatin structures in the pluripotent genome,
and a subordinate role in establishing TrxG/PcG chromatin structure at sites unique to differentiated cells.
© 2012 Elsevier Inc. All rights reserved.1. Introduction
Trithorax group (TrxG) and polycomb group (PcG) genes were
discovered in Drosophila melanogaster as activators and repressors of
Hox transcription factor genes, which specify cell identity along the
anteroposterior axis of segmented animals [1,2]. TrxG proteins catalyze
trimethylation of histone H3 lysine 4 (H3K4me3) at the promoters of
active genes and facilitate maintenance of active gene states during de-
velopment. PcG proteins catalyze trimethylation of histone H3 lysine 27
(H3K27me3) and function to silence genes encoding key regulators of
development. TrxG and PcG proteins have been implicated in the con-
trol of cell identity, proliferation, X inactivation, genomic imprinting
and cancer [3–7].
How TrxG and PcG protein complexes are recruited to their sites of
action in mammalian cells is not fully understood. Nucleosomes with
H3K4me3 are found immediately downstream of transcription initia-
tion sites [8] consistent with proposals that TrxG complexes are
recruited to active promoter regions by transcription factors and/or
the transcription initiation apparatus [9–11]. In embryonic stem (ES)
cells and induced pluripotent stem (iPS) cells, regions that are occupied
by PcG proteins contain nucleosomes with both H3K4me3 and
H3K27me3, and this “bivalent” structure frequently occurs at the pro-
moters of genes encoding key developmental regulators [12,13]. There
is evidence that ncRNAs and DNA binding cofactors have roles in
targeting PcG protein complexes to some of these sites [14–28]. Severalr Biomedical Research, Nine
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rights reserved.models have been proposed to explain the recruitment of PcG proteins
genome-wide [29–31], some of which suggest that transcription of
CG-rich domains contributes to PcG binding.
CpG islands are small genomic elements, ~1 kb in length, which
have been “protected” from the loss of CG dinucleotide content that is
characteristic of the rest of the genome [32]. Two features of CpG islands
led us to investigate the potential relationship between them and the
chromatin structure catalyzed by TrxG and PcG proteins. First, the ma-
jority of CpG islands span the transcription start sites (TSS) of genes,
and this is coincident with the genomic locations of nucleosomes with
H3K4me3 andH3K27me3. Second, ncRNA species that are known to re-
cruit PcG complexes have characteristic GC-rich stem loop structures
that are required for their function [16,19–22,33], suggesting that tran-
scription of CpG islands might generally be involved in PcG complex
recruitment.
2. Results and discussion
2.1. TrxG/PcG chromatin structure and local CpG content
We compared the genome-wide location of CpG islands to the
occupancy of H3K4me3 and H3K27me3 modiﬁed nucleosomes for a
collection of cells using data from both published and unpublished
ChIP-Seq experiments (Supplemental Information, Table S1). These
cells included human ES and iPS cells, primary CD4+ T cells, IMR90
fetal lung ﬁbroblasts, T-cell lymphoma cells, CD24+ and CD44+
mammary cells, and HCC1954 breast cancer cells. In all these cells,
the presence of H3K4me3 nucleosomes throughout the genome was
highly correlated with the location of CpG islands (Table S2), as shown
in a correlation plot for human ES and iPS cells in Fig. 1. The majority
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Fig. 1. Relationship between CpG islands and H3K4me3 modiﬁed nucleosomes in plu-
ripotent stem cells. Co-occurrence plot showing H3K4me3 occupancy is highly coinci-
dent with CpG islands in human ES cell line WIBR2. The local CG dinucleotide density
and H3K4me3 ChIP-Seq density were tabulated across the genome and are presented
in a heatmap where each spot in Fig. 1 shows the percent of the genome that has a
given local CG dinucleotide density (x-axis) for a given a H3K4me3 occupancy level
(y-axis) for a given local CG dinucleotide density (x-axis) (described in the Supplemen-
tal Information). The top of the scale is 20% and the bottom of the scale is 0%.
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types examined (57–88%, Fig. S1). H3K27me3 modiﬁed nucleosomes
also occurred at CpG islands, albeit at a smaller set of these islands
than H3K4me3 nucleosomes (Fig. S1). In ES and iPS cells, approximately
65% of H3K27me3 bound regions occur at CpG islands.
To further explore the relationship between genes, CpG islands,
and H3K4me3 and H3K27me3 histone modiﬁcations, we ﬁrst classi-
ﬁed the complete set of human genes by the number of CpG islands
in their promoter regions (Fig. 2A). We found that ~30% of genes do
not have a CpG island at their TSS (Class I genes, 7301 genes), ~60%
of genes have a single CpG island at their TSS (Class II genes, 13,101
genes), and ~10% of genes have two or more CpG islands in the vicinity
of their TSS (Class III genes, 3928 genes) (Table S3).
We then investigated the relationship between the number of CpG
islands at genes and occupancy by H3K4me3 and H3K27me3modiﬁed
histones. In ES and iPS cells, genes with zero CpG islands were rarely
occupied by H3K4me3 (15–17%) or H3K27me3 (9–19%) modiﬁed nu-
cleosomes (Fig. 2B, Fig. S2). Genes with one or more CpG island were
almost always occupied by H3K4me3 modiﬁed nucleosomes (~94–
96%; Fig. 2B). In contrast, the genes with one or more CpG islands
were occupied by H3K27me3 nucleosomes in a manner that was pos-
itively correlated with the number of CpG islands (Fig. 2B). Thus, for
genes containing CpG islands, occupancywith H3K4me3modiﬁed nu-
cleosomes is highly likely with just a single CpG island, whereas occu-
pancy by H3K27me3modiﬁed nucleosomes is increasingly likely with
increasing numbers of CpG islands. These observations suggest that
the number of CpG islands that occur at a gene's promoter is predictive
of the TrxG/PcG chromatin structure at those genes in pluripotent
stem cells.
We examined the genes with bivalent chromatin and multiple
CpG islands in pluripotent cells in more detail and observed that the
H3K4me3/H3K27me3 modiﬁed nucleosomes and CpG island clusters
spanned the same genomic regions and that the peaks of H3K4me3
occupancy in these regions were aligned with the individual CpG
islands, as shown in Fig. 2A for class III genes. This phenomenon,
the spread of bivalent nucleosomes across the span of clustered CpG
islands, was most prominent in the four Hox gene clusters, which
each contain ~40 CpG islands (Figs. S3A–D, Table S4A). Similar biva-
lent domain spreading was also evident at approximately 1000 genes
encoding developmental regulators and cellular signaling components(Table S4B), including DLX and IRX family members (Figs. S3E–H).
These results indicate that the TrxG/PcG chromatin structure at bivalent
genes is highly aligned with the local CpG island structure (Additional
ﬁles S1–S4).
2.2. Chromatin and CpG islands in differentiated cells
We next investigated whether the relationships observed be-
tween CpG island structure and H3K4me3 and H3K27me3 occupancy
in pluripotent cells were preserved in a spectrum of differentiated
human cell types (Primary CD4+ T cells, IMR90 fetal lung ﬁbroblasts,
T-cell lymphoma cells, CD24+ and CD44+ mammary cells, and
HCC1954 breast cancer cells) (Fig. 3). Initial inspection of the data
suggested that these relationships were similar in the pluripotent
and differentiated cell types. Indeed, there is a large population of
genes that are similarly occupied by H3K4me3 and/or H3K27me3 in
both pluripotent and differentiated cell types (Figs. 3A, B, left panels).
However, genes occupied by H3K4me3 and/or H3K27me3 exclusively
in differentiated cells showed striking differences in the relationships
between modiﬁed nucleosomes and CpG islands. H3K4me3 occupied
genes speciﬁc to differentiated cells were rarely associated with CpG
islands (8–17%)(Fig. 3A, right panel, Table S3A) and H3K27me3 occu-
pied genes speciﬁc to differentiated cells were modestly associated
with CpG islands (36–58%; Fig. 3B, right panel; Table S3B). These re-
sults show that there is less of a correlation between CpG islands
and occupancy by H3K4me3 and H3K27me3 nucleosomes at genes
that are occupied by these modiﬁed nucleosomes exclusively in dif-
ferentiated cells.
Why do nucleosomes with histone H3K4me3 occur at the majority
of genes containing CpG islands in human cells (Figs. 1, 2)? Previous
studies have indicated that transcription initiation occurs at most, if
not all, of these sites [8] and TrxG proteins can be recruited via the
transcription apparatus [34]. It is also possible that proteins that bind
to CG dinucleotides, such as Cfp1, recruit TrxG-containing COMPASS
(Complex Proteins Associated with Set1) complexes to all these sites
[11,35–37].
2.3. RNA stem-loop structure and CpG islands
Why is there a nearly linear relationship between occupancy by
H3K27me3 nucleosomes and the number of CpG islands in pluripo-
tent cells (Fig. 2B)? RNA species containing GC-rich stem loop struc-
tures can contribute to PcG complex recruitment [16,21,22,33,38]. It
has been proposed that transcripts from GC-rich promoter regions
frequently contain these structures, suggesting a general model for
establishing PcG domains that involves transcripts from these do-
mains [16,31]. We investigated the possibility that CpG islands are
generally transcribed in human ES cells and that these RNA species
are likely to form the GC-rich stem loop structures known to recruit
PcG proteins. Previous studies of transcripts in ES cells have noted
that most protein-coding genes experience some level of transcrip-
tion initiation [8,39] and that bi-directional transcription can occur
in CpG islands [40,41]. Small ncRNAs are pervasively transcribed
from CpG islands and some have been shown to form CG-rich hairpin
structures that can directly bind PcG complex proteins Suz12 and
EZH2 [21,33]. Using the known examples of small ncRNAs that bind
to PcG proteins as a guide (Fig. 4A) [21,33], we examined the promot-
er sequence of every gene and searched for sequence elements that
would be likely to form the characteristic GC-rich stem loop structure
(Supplemental Information). We found that the promoter regionswith
two or more CpG islands have a much higher probability of forming the
GC-richRNA structures that bind PcGprotein complexes than those that
contain zero or one CpG island (pb10−100, Fig. 4B; Table S3C, See
Supplemental Information for details regarding calculation of p-value).
Furthermore, we found that among genes with one CpG island and
among genes with more than one CpG island, those that were occupied
B 
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Fig. 2. CpG island structure predicts the genomic occupancy of H3K4me3 and H3K27me3 modiﬁed nucleosomes in pluripotent stem cells. A. Genes were categorized by the number of
CpG islands associatedwith their transcription start site. The genes encoding the homeobox transcription factor sine oculis homeobox homolog 2 (SIX2), RNA polymerase I polypeptide B
(POLR1B), and sodium channel, voltage-gated, type I alpha (SCN1A), all located on chromosome 2 are shown as examples. H3K27me3 and H3K4me3 ChIP-Seq density in the hES line
WIBR2, local CG dinucleotide density, and CpG islands are shown. B. The portion of genes with zero, one, two, three, four, or more than four (ﬁve+) CpG islands that are occupied by
H3K4me3 (left) and H3K27me3 (right) modiﬁed nucleosomes in WIBR2 pluripotent stem cells is shown.
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istic stem loops than those that were not occupied by H3K27me3
(pb10−61; Fig. 4C).
Previous studies have identiﬁed some aspects of the phenomenawe
describe here, but have not revealed the extent of the relationship be-
tween CpG islands and H3K4me3 and H3K27me3 nucleosomes in
human pluripotent stem cells or addressed how polycomb recruitment
might occur at bivalent domains. Previouswork [11,42] has shown that,
in ES cells, H3K4me3 occupancy is correlatedwith CpG islands.Wehave
found that H3K4me3 nucleosomes and CpG islands are almost entirely
co-incident across gene loci in pluripotent cells and that this relation-
ship does not extend to H3K4me3 nucleosomes that are speciﬁc to dif-
ferentiated cell types. Other studies have noted that PcG occupancy can
be predicted from the locations, sizes, andmotif contents of CpG islands
[43–45], by conservation properties [46] or by DNA sequence motifs
[47,48], but did not reveal that in pluripotent stem cells, there is a
positive relationship between the number of CpG islands at genes,occupancy of these genes by H3K27me3 nucleosomes and the likeli-
hood that CpG island transcripts can form polycomb recruiting struc-
tures. One of the most striking insights from this analysis is that the
positive relationships between CpG islands and nucleosomes with
H3K4me3 or H3K27me3 are speciﬁc to pluripotent cells, and do not
extend to genes uniquely occupied by these modiﬁed nucleosomes in
differentiated cells. While CpG transcription may still play a role in the
deposition of H3K27me3 and H3K4me3 in differentiated cells at those
genes which are already marked in ES cells, we suggest that at genes
uniquely occupied in differentiated cells, mechanisms of H3K27me3 and
H3K4me3 deposition that are independent of CpG density may prevail.
3. Conclusions
We have identiﬁed several striking relationships between the his-
tone modiﬁcations catalyzed by TrxG and PcG proteins and CpG island
structure in human gene promoters. These relationships are speciﬁc
H3K4me3 
H3K27me3 
A
B
Fig. 3. Relationships between H3K4me3 and H3K27me3modiﬁed nucleosomes and CpG islands in differentiated cells. A. (Left) For the set of H3K4me3 occupied genes that are common
to pluripotent and differentiated cells, the percentage of genes that are associatedwith at least one CpG islandwas calculated. Pluripotent cell lines including ES (WIBR1,WIBR2,WIBR7)
and iPS cells (hiPSC_17, hiPSC_21, hiPSC M23F), and differentiated cell lines, Primary CD4+ T cells, IMR90 fetal lung ﬁbroblasts, T-cell lymphoma cells, CD24+ and CD44+ mammary
cells, and HCC1954 breast cancer cells, are indicated at the bottom. (Middle) For the set of H3K4me3 occupied genes that are speciﬁc to pluripotent cells, the percentage of genes that
are associated with at least one CpG island was calculated. (Right) For the set of H3K4me3 occupied genes that are speciﬁc to differentiated cells, the percentage of genes that are asso-
ciatedwith at least one CpG islandwas calculated. B. (Left) For the set of H3K27me3 occupied genes that are common to pluripotent and differentiated cells, the percentage of genes that
are associated with at least one CpG island was calculated. Cell lines are indicated as in (A). (Middle) For the set of H3K27me3 occupied genes that are speciﬁc to pluripotent cells, the
percentage of genes that are associatedwith at least one CpG islandwas calculated. (Right) For the set of H3K27me3 occupied genes that are speciﬁc to differentiated cells, the percentage
of genes that are associated with at least one CpG island was calculated. See Supplemental information and Table S3 for genes bound in each cell type.
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H3K27me3 sites unique to differentiated cells. First, genes that do not
have a CpG island at their start site are rarely occupied by H3K4me3
or H3K27me3. Second, H3K4me3 modiﬁed nucleosomes and CpG
islands are coincident genome-wide. Third, genes with increasing num-
bers of CpG islands are increasingly likely to be occupied by H3K4me3
and H3K27me3, and increasingly likely to produce transcripts with
structures known to recruit polycomb. Finally, where they are found,
these H3K4me3 and H3K27me3 bivalent chromatin domains precisely
span the CpG island clusters. We conclude that CpG island structure
plays a fundamental role in deﬁning TrxG/PcG chromatin structure in
human pluripotent stem cells and suggest that CpG islands may play a
subordinate role in establishing TrxG/PcG chromatin structure at sites
unique to differentiated cells. It will be valuable to understand the
mechanisms that cause differentiated cells to behave differently than
pluripotent cells in the acquisition of TrxG/PcG chromatin structure.
4. Materials and methods
4.1. Cells and cell culture
The human induced pluripotent stem (iPS) cell line M23F was de-
rived as described previously [49] and was maintained on mitomycinC-inactivated mouse embryonic ﬁbroblast (MEF) feeder layers in
hESC medium (DMEM/F12 [Invitrogen] supplemented with 15% FBS
[Hyclone], 5% KnockOut Serum Replacement [Invitrogen], 1 mM glu-
tamine [Invitrogen], 1% nonessential amino acids [Invitrogen], 0.1 mM
β-mercaptoethanol [Sigma], and 4 ng/ml FGF2 [R&D Systems]). Cul-
tureswere passaged every 5 to 7 days eithermanually or enzymatically
with collagenase type IV (Invitrogen; 1.5 mg/ml). hiPS cell lines were
passaged 15–25 times prior to ChIP-Seq analysis.
Information about cells and cell culture for the human ES cell
lines WIBR1, WIBR2, and WIBR7, the human iPS cell lines iPS
PDB1lox-17puro-5, and iPS PDB1lox-21puro-26, were described previ-
ously [12,50] (GEO accession number GSE23455; Table S1). CUTLL,
CD4+, CD24+, CD44+, HCC1954, and IMR90 data were taken from
GSE29600, GSE15735, GSE26137, GSE26137, GSE29118, and GSE16256
respectively.4.2. Chromatin immunoprecipitation
Protocols describing chromatin immunoprecipitation (ChIP) ma-
terials and methods can be downloaded from http://web.wi.mit.
edu/young/hES_PRC and have previously been described in detail
[51,52].
AB
RepA Hairpin 
C
Fig. 4. RNA transcripts from H3K27me3 domains have a high probability of GC hairpin
structures. A. The dual RepA stem-loop RNA hairpin that is known to bind PRC2 is
shown [21,33]. B. The number of RNA hairpin hits around the TSS (+/−5 kb) for
genes within zero, one, two, and three or more CpG islands shows a bias for more
hits in genes with multiple CpG islands (see Supplemental Information for the deﬁni-
tion of an RNA hairpin hit). The relative fold enrichment versus all genes is shown
for each CpG class. C. The number of RNA hairpin hits for genes with one CpG island
with or without H3K27me3 occupancy and for genes with more than one CpG island
with or without H3K27me3 occupancy is shown. Data are represented as in (B).
324 D.A. Orlando et al. / Genomics 100 (2012) 320–326Brieﬂy, cells were grown to a ﬁnal count of ~5×107 cells to obtain
starting material for six chromatin immunoprecipitations. Cells were
chemically cross-linked and sonicated to solubilize and shear cross-
linked DNA. Whole cell extract was incubated overnight at 4 °C with
10 μl of Dynal Protein G magnetic beads that had been pre-incubated
with approximately 3 μg of the appropriate antibody. Each individual
immunoprecipitation used 1/6 of the 3 ml total, or ~8×106 cells per
IP. The immunoprecipitation was allowed to proceed overnight. Beads
were washed three times (3×1.5 ml) with RIPA buffer and one time
(1×1.5 ml) with TE containing 50 mM NaCl. Bound complexes were
eluted from the beads by heating at 65 °C with occasional vortexing
and cross-linking was reversed by overnight incubation at 65 °C.
Immunoprecipitated DNA and whole cell extract DNA were then
puriﬁed by treatment with RNAse A, proteinase K and two phenol:
chloroform:isoamyl alcohol extractions prior to solexa sample prepara-
tion. All protocols for Solexa sample preparation and sequencing are
provided by Illumina (http://www.illumina.com/).The ChIP antibodies used were ab8580 (Abcam) for H3K4me3 and
ab6002 (Abcam) for H3K27me3. These antibodies were reported to
be selective for the H3K4me3 and H3K27me3 modiﬁcations, respec-
tively (Supplemental Information).
4.3. ChIP-Seq sample preparation and Solexa sequencing
All protocols for Solexa sample preparation and sequencing are
provided by Illumina (http://www.illumina.com/).
4.4. ChIP-Seq density calculation
The genomewas divided into bins 25 base pairs in width, beginning
at the ﬁrst base of each chromosome. Each ChIP-Seq read was shifted
100 bp from its mapped genomic position and strand to the approx-
imate middle of the sequenced DNA fragment. Subsequently, the
ChIP-Seq density within each genomic bin was calculated as the num-
ber of ChIP-Seq reads mapping within a 1 kb window (+/−500 bp)
surrounding the middle of that genomic bin.
4.5. Identiﬁcation of genes occupied by H3K4me3 and H3K27me3
The genomic coordinates of the full set of transcripts from theRefSeq
database (http://www.ncbi.nlm.nih.gov/RefSeq/) from the March 2006
version of the human genome sequence (NCBI Build 36.1, hg18) was
downloaded from the UCSC Genome Browser (http://genome.ucsc.
edu/cgi-bin/hgTables) on September 1, 2010.
For each RefSeq gene the peak ChIP-Seq density in the region
+/−1 kb around the transcription start site (TSS) for H3K4me3 and
+/− 25 kb around the TSS for H3K27me3 was examined. A gene was
considered to be occupied by H3K4me3 or H3K27me3 if there was a
statistically signiﬁcant region of ChIP-Seq density in this region. See
Supplemental Information for a more complete description of identiﬁ-
cation of statistically signiﬁcant binding. Due to differences in data
quality it was necessary to select different cutoffs for each dataset. See
Table S1 for the statistical cutoffs used, and number of enriched regions
in each dataset. Genes were considered differentially occupied by
H3K4me3 or H3K27me3 between pluripotent and differentiated exper-
iments if a gene was called occupied in at least one cell-type of one
group and not called occupied in any of the cell types of the other. A
summary of the genes occupied by H3K4me3 and H3K27me3 in each
cell line is provided (Table S3).
4.6. Identiﬁcation of CpG islands and assignment to genes
The base composition criteria that were originally used to deﬁne
CpG islands [53] were created long before the complete sequence of
the genome was known. Since then, new deﬁnitions of CpG islands
have been developed, which offer greatly enhanced sensitivity and
speciﬁcity in the genome-wide identiﬁcation of CpG islands [54–58].
We used a modiﬁed version of these methods optimized to provide
the greatest sensitivity and speciﬁcity in comparing CpG island posi-
tions to ChIP-Seq datasets. We tabulated the local CG dinucleotide fre-
quency in a 1 kb window (+/−500 bp) at every position in the
genome. CG dinucleotides in protein coding regions of the genome
were excluded. Scanning the genome in 25 bp bins, using the CG fre-
quency at the middle position of each bin, we identiﬁed bins in which
the CG frequency was greater than or equal to 4.6%. Adjoining bins
were collapsed into regions and regions that were less than 300 bp
in length were excluded. This method identiﬁes 42,371 CpG islands in
the NCBI build 36.1 (hg18) of the human genome (Table S2).
In order to assign CpG islands to genes, the following method was
used. The genome was scanned and CpG islands within 4000 bp of one
another were merged into CpG island clusters. Most of these clusters
consisted of only one CpG island, but there were several thousand clus-
ters of multiple CpG islands. The region at the transcription start site of
325D.A. Orlando et al. / Genomics 100 (2012) 320–326each gene (+/−1 kb) was overlapped with the CpG island clusters and
if a CpG island cluster overlapped with the TSS all CpG islands from that
cluster were assigned to that gene.4.7. Gene ontology analysis
For gene ontology analysis ChIP-Seq results from the human ES
cell line WIBR2 were used. Gene ontology analysis was performed
using the online tool DAVID (http://david.abcc.ncifcrf.gov/). A sum-
mary of the genes annotated as encoding regulators of development
and homeobox transcription factors is provided (Table S4).4.8. Analysis of RNA secondary structure
For each gene, the sequence+/−5 kb around the TSS was analyzed
for sequenceswhichmay form the characteristic CG rich, PcG recruiting,
hairpin structure [21,33]. A 28 bp window was slid across each se-
quence in 1 bp increments and for each window the minimum free
energy of that sequence folding into the structure shown in Fig. 4A
was calculated using rnaEval [59]. In order to account for the possibility
of the hairpin forming transcript being generated from transcription of
either strand and/or in either direction, the free energy was calculated
for four different sequence/structure pairs: the 28 bp sequence and its
reverse complement were compared to the structure in Fig. 4A as well
as its mirror image (with the smaller loop on the left). The minimum
free energies of those 4 combinations were used as the free energy for
that window. Windows with a CG content of at least 50% and a mini-
mum free energy at or below−5 kcal/mol were counted as a potential
PcG recruiting hairpin sequence. A summary of the number of hairpin
hits for each gene is provided (Table S3).
The fold enrichment shown in Figs. 4B and C, is a measure of the
enrichment of genes with a particular range of potential hairpin hits
versus the expected number of genes. As an example of how this is
calculated, consider the calculation for the fold enrichment of genes
with 15–20 hairpin hits in the multiple CpG class. First we calculate
the percentage of multiple CpG genes with between 15 and 20 possi-
ble hairpins, ~15%. Then, we calculate the percentage of all genes with
this range of hairpin hits, ~8%. The fold enrichment for 15–20 hairpin
hits in the multiple CpG class is then simply the observed percentage
divided by the expected percentage, or 15/8, for a fold enrichment of
~1.9. This calculation was done for each RNA hairpin range in each
gene class. The reported p-values of enrichment were calculated
using a one-sided t-test on the distributions of the number of poten-
tial hairpin hits between the relevant gene classes.
Additional supplemental information is available on the Genomics
website.Abbreviations
ES cell embryonic stem cell
iPS cell induced pluripotent stem cell
CpG cytosine phosphate guanidine
ncRNA noncoding RNA
PcG polycomb group
TrxG trithorax group
H3K4me3 histone H3-lysine-4-trimethyl
H3K27me3 histone H3-lysine-27-trimethylAcknowledgments
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