Abstract. In this paper, we give an explicit combinatorial realization of the crystal B(λ) for an irreducible highest weight U q (q(n))-module V (λ) in terms of semistandard decomposition tableaux. We present an insertion scheme for semistandard decomposition tableaux and give algorithms of decomposing the tensor product of q(n)-crystals. Consequently, we obtain explicit combinatorial descriptions of the shifted LittlewoodRichardson coefficients.
Introduction
The queer Lie superalgebra q(n) is the second super analogue of the general linear Lie algebra gl(n) and is one of the most interesting algebraic structures studied both by mathematicians and physicists. It has been known since its inception that the representation theory of q(n) is rather complicated. This is partly due to the fact that every Cartan subalgebra of q(n) is noncommutative, and, as a result, the highest weight space of a highest weight q(n)-module has a Clifford module structure. The combinatorial structure of the finite-dimensional q(n)-modules is especially interesting. The tensor representations of q(n); i.e., those that appear as subrepresentations of tensor powers of the vector representation, are involved in the queer analogue of the celebrated Schur-Weyl duality, often referred to as the Schur-Weyl-Sergeev duality. This duality was obtained in [19] for U(q(n)) and in [17] for U q (q(n)). The isomorphism classes of tensor representations of q(n) are parametrized by the set Λ + of strict partitions of n. Another important property of the tensor representations is that their characters are multiples of the so-called Schur's Q-functions [19] .
The combinatorial description of the tensor modules over U q (q(n)) can best be understood in the language of crystal bases. Originally introduced in [11, 12] for integrable modules over quantum groups associated with symmetrizable Kac-Moody algebras, the crystal basis theory is considered nowadays as one of the most prominent discoveries in the combinatorial representation theory. Some of the significant features of the crystal bases include: an extremely nice behavior with respect to tensor products and important connections with combinatorics of Young tableaux and Young walls (see, for instance, [1, 8, 10, 14, 15, 16] ).
The numerous combinatorial applications of the queer Lie superalgebra together with the fact that the category of tensor representations is semisimple raise a natural question -is there a crystal basis theory for this category? The answer to this question is affirmative and the solution has been recently obtained in two steps. First, the highest weight module theory for U q (q(n)) was developed in [5] . Second, the crystal basis theory for the category O ≥0 int of tensor representations over U q (q(n)) was established in [3] . As one can expect, due to the queer nature of q(n), the definition of a crystal basis for modules in O Once a crystal basis theory for the category O ≥0 int is established, the next task is to look at the following two problems: (a) to find an explicit combinatorial realization of the crystal B(λ), (b) to establish a Littlewood-Richardson rule for the tensor product of crystals B(λ) ⊗ B(µ).
The purpose of this paper is to solve these problems. A class of combinatorial objects that describe the tensor representations of q(n) has been known for more than thirty years -the shifted semistandard Young tableaux. These objects have been extensively studied by Sagan, Stembridge, Worley, and others, leading to important and deep results (in particular, the shifted Littlewood-Richardson rule) [18, 21, 22] . Unfortunately, the set of shifted semistandard Young tableaux of fixed shape does not have a natural crystal structure, and for this reason we use another setting.
Our approach is based on the notion of semistandard decomposition tableaux, which was first introduced by Serrano [20] . For our purpose, we slightly change the definition used in [20] . In our setting, a hook word is a word u = u 1 · · · u N for which u 1 ≥ u 2 ≥ · · · ≥ u k < u k+1 < · · · < u N for some k. Then, a semistandard decomposition tableau is a filling T of a shifted shape λ = (λ 1 , . . . , λ n ) with elements of {1, 2, . . . , n} such that (i) the word v i formed by reading the i-th row from left to right is a hook word of length λ i ,
(ii) v i is a hook subword of maximal length in v i+1 v i for 1 ≤ i ≤ r − 1, where r is the number of nonzero λ i 's.
Our first main result is that the set B(λ) of all semistandard decomposition tableaux of shifted shape λ has a crystal structure and is isomorphic to B(λ). This combinatorial realization of crystals and the properties of lowest weight vectors enable us to decompose the tensor product B(λ) ⊗ B(µ) into a disjoint union of connected components as follows: We call f ν λ,µ the shifted Littlewood-Richardson coefficient. As seen in (0.1), the connected component containing T ⊗ T ′ ∈ B(λ) ⊗ B(µ) is isomorphic to B(ν) for some ν. In order to find ν and the element S of B(ν) corresponding to T ⊗ T ′ explicitly, we consider the insertion scheme for semistandard decomposition tableaux. Namely, for a semistandard decomposition tableau T and a letter x, we define the filling T ← x and prove that T ← x is a semistandard decomposition tableau and that S = T ← x and ν = sh(T ← x) the shape of T ← x. From here one easily defines T ← T ′ for semistandard decomposition tableaux T and T ′ . Our insertion scheme is analogous to the one introduced in [20] and can be considered as a variation of those used for shifted tableaux by Fomin, Haiman, Sagan, and Worley, [2, 6, 18, 22] . It turns out that there exists a crystal isomorphism between the connected component containing T ⊗ T ′ and the crystal B(sh(
A crucial part of the proof is a queer version of the Knuth relation, which is a crystal isomorphism between certain sets of four-letter words. Using this insertion scheme and the properties of lowest weight vectors, we obtain the following decomposition:
Here, L ν denotes a unique lowest weight vector in B(ν).
Finally, we introduce the notion of recording tableaux of the insertion scheme. The recording tableaux characterize the connected components in B ⊗N or B(λ) ⊗ B(µ). That is, any two elements are in the same connected component if and only if they have the same recording tableau. For the insertion
⊗N , the recording tableau Q(u) is defined to be the standard shifted tableau of the same shape as P (u) which records the newly added boxes with 1, 2, . . . , N. One can show that to each standard shifted tableau there is a unique lowest weight vector in B ⊗N . Hence the multiplicity of B(λ) in B ⊗N is equal to the number of standard shifted tableaux of shape λ, which is denoted by f λ . On the other hand, when u 1 u 2 · · · u N is the reading word of T , we define the inser-
is defined by the following conditions:
(a) Q is a standard shifted tableau of shape ν/µ, where
tableau of shifted shape λ, where λ = sh(T ) and r k denotes the row of the entry k in Q.
Such a tableau Q is called the shifted Littlewood-Richardson tableau of shape ν/µ and type λ and we show that there is a 1-1 correspondence between the set of shifted Littlewood-Richardson tableaux of shape ν/µ and type λ and the set of lowest weight vectors of weight w 0 (ν) in B(λ) ⊗ B(µ). It follows that the number of the shifted Littlewood-Richardson tableaux of shape ν/µ and type λ gives the shifted LittlewoodRichardson coefficient f ν λ,µ . This paper is organized as follows. In Section 1, we collect some important definitions and facts on the crystal basis theory for the U q (q(n))-modules in the category O ≥0 int . In Section 2, we introduce the notion of semistandard decomposition tableaux and prove that B(λ) ≃ B(λ). Furthermore, we give the shifted Littlewood-Richardson rule for B(λ) ⊗ B(µ). Section 3 is devoted to the insertion scheme and its properties, while in the last section we present the notion of the recording tableaux and give another description of the shifted Littlewood-Richardson coefficients.
of formal power series in q. For k ∈ Z ≥0 , we define
For an integer n ≥ 2, let P ∨ = Zk 1 ⊕ · · · ⊕ Zk n be a free abelian group of rank n and let h 0 = C ⊗ Z P ∨ be the even part of the Cartan subalgebra. Define the linear functionals ǫ i ∈ h * 0 by ǫ i (k j ) = δ ij (i, j = 1, . . . , n) and set P = Zǫ 1 ⊕ · · · ⊕ Zǫ n . We denote by α i = ǫ i − ǫ i+1 the simple roots and by h i = k i − k i+1 the simple coroots. Definition 1.1. The quantum queer superalgebra U q (q(n)) is the superalgebra over F with 1 generated by the symbols e i , f i , e i , f i (i = 1, . . . , n − 1), q h (h ∈ P ∨ ), k j (j = 1, . . . , n) with the following defining relations.
The generators e i , f i (i = 1, . . . , n − 1), q h (h ∈ P ∨ ) are regarded as even and e i , f i (i = 1, . . . , n − 1), k j (j = 1, . . . , n) are odd. From the defining relations, it is easy to see that the even generators together with k 1 generate the whole algebra U q (q(n)).
The superalgebra U q (q(n)) is a bialgebra with the comultiplication ∆ :
Let U + (respectively, U − ) be the subalgebra of U q (q(n)) generated by e i , e i (i = 1, . . . , n − 1) (respectively, f i , f i (i = 1, . . . , n − 1)), and let U 0 be the subalgebra generated by q h (h ∈ P ∨ ) and k j (j = 1, . . . , n). In [5] , it was shown that the algebra U q (q(n)) has the triangular decomposition:
The set of weights of M is defined to be wt(M) = {µ ∈ P ; M µ = 0} . Definition 1.2. A weight module V is called a highest weight module with highest weight λ ∈ P if V λ is finite-dimensional and satisfies the following conditions:
As seen in [5] , there exists a unique irreducible highest weight module with highest weight λ ∈ P up to parity change, which will be denoted by V (λ).
Set P ≥0 ={λ = λ 1 ǫ 1 + · · · + λ n ǫ n ∈ P ; λ j ∈ Z ≥0 for all j = 1, . . . , n},
Note that each element λ ∈ Λ + corresponds to a strict partition λ = (λ 1 > λ 2 > · · · > λ r > 0). Thus we will often call λ ∈ Λ + a strict partition. For the same reason, we call
Fv j be the vector representation of U q (q(n)). The action of U q (q(n)) on V is given as follows:
Note that V is an irreducible highest weight module with highest weight ǫ 1 and wt(V) = {ǫ 1 , ..., ǫ n }. 
int appears as a direct summand of tensor products of V.
Crystal bases in
int . For i = 1, 2, . . . , n− 1, and for a weight vector u ∈ M λ , consider the i-string decomposition of u:
We define the even Kashiwara operators e i ,f i (i = 1, . . . , n − 1) by
On the other hand, we define the odd Kashiwara operatorsk 1 ,ẽ 1 ,f 1 by (1.6)k
Recall that an abstract gl(n)-crystal is a set B together with the mapsẽ i ,f i : B → B ⊔ {0}, ϕ i , ε i : B → Z ⊔ {−∞} (i = 1, . . . , n − 1), and wt : B → P satisfying the conditions given in [13] . We say that an abstract gl(n)-crystal is a gl(n)-crystal if it is realized as a crystal basis of a finite-dimensional integrable U q (gl(n))-module. In particular, we have
As proved in [3] , for every crystal basis (L, B, l B ) of a U q (q(n))-module M we havẽ e 
Av j , l j = Cv j ⊕ Cv j , and let B be the crystal graph given below.
) is a crystal basis of V.
The queer tensor product rule for the crystal bases of U q (q(n))-modules in the category O
≥0
int is given by the following theorem.
, where the action of the Kashiwara operators on B 1 ⊗ B 2 are given as follows.
Definition 1.9. An abstract q(n)-crystal is a gl(n)-crystal together with the maps e 1 ,f 1 : B → B ⊔ {0} satisfying the following conditions:
For an abstract q(n)-crystal B and an element b ∈ B, we denote by C(b) the connected component of b in B.
Let B 1 and B 2 be abstract q(n)-crystals. The tensor product B 1 ⊗ B 2 of B 1 and B 2 is defined to be the gl(n)-crystal B 1 ⊗ B 2 together with the mapsẽ 1 ,f 1 defined by (1.8).
Then it is an abstract q(n)-crystal. Note that ⊗ satisfies the associativity axiom on the set of abstract q(n)-crystals.
The next lemma follows directly from (1.7) and (1.8). It will be used in Section 2 and Section 4.
Then for any positive integers j and m such that 1 ≤ j ≤ k ≤ m, we havẽ
⊗N is an abstract q(n)-crystal. When n = 3, the q(n)-crystal structure of B ⊗ B is given below.
Let W be the Weyl group of gl(n) and let B be an abstract q(n)-crystal. For i = 1, . . . n − 1, we define the automorphism S i on B by
As shown in [12] , there exists a unique (well-defined) action S : W → Aut B such that S s i = S i . Here s i is the simple reflection given by
For i = 1, . . . n − 1, set
Then w i is the shortest element in W such that w i (α i ) = α 1 . We define the odd Kashiwara operatorsẽ i ,f i (i = 2, . . . , n − 1) bỹ
weight vector, where w 0 is the longest element of W .
The q(n)-highest (respectively, lowest) weight vectors will be called highest (respectively, lowest) weight vectors. We denote by HW(λ) (respectively, LW(λ)) the set of highest (respectively, lowest) weight vectors of weight λ in B ⊗|λ| . The description of HW(λ) (and hence of LW(λ)) is given by the following proposition (see The following theorem is part of the main result in [4] .
(ii) B is connected. Moreover, such a crystal basis is unique. In particular B depends only on λ as an abstract q(n)-crystal. Hence we may write B = B(λ).
(b) The q(n)-crystal B(λ) has a unique highest weight vector b λ and unique lowest weight vector l λ .
We close this section with preparatory statements that will be useful in the following sections. 
Comparing the weights, we have j = n − a + 1.
Now let a ⊗ b be a q(n)-lowest weight vector. Then a ⊗ b is a gl(n)-lowest weight vector and hence
The following corollary immediately follows from the preceding lemma. 
Then we can rephrase Corollary 1.16 as follows.
⊗N is a lowest weight vector if and only if it is a strict reverse lattice permutation.
Semistandard decomposition tableaux
2.1. Semistandard decomposition tableaux. For a strict partition λ = (λ 1 , . . . , λ n ), we set |λ| := λ 1 + . . . + λ n . Recall that ℓ(λ) is the number of nonzero λ i 's. In this case, we say that λ is a shifted shape.
Every hook word has the decreasing part u ↓= u 1 · · · u k , and the increasing part u ↑= u k+1 · · · u N (note that the decreasing part is always nonempty). (c) A semistandard decomposition tableau of a shifted shape λ = (λ 1 , . . . , λ n ) is a filling T of λ with elements of {1, 2, . . . , n} such that: (i) the word v i formed by reading the i-th row from left to right is a hook word of
The reading word of a semistandard decomposition tableau T is
(i) Our definition of a hook word, and hence of a semistandard decomposition tableau, is different from the one used in [20] , where u ↓ is assumed to be strictly decreasing, while u ↑ is weakly increasing. Later, we will consider the q(n)-crystal structure on the set of all semistandard decomposition tableaux of a shifted shape λ. Then the highest weight vectors and the lowest weight vectors have simpler forms in our choice than the ones in [20] (see Example 2.4 and Remark 2.6). (ii) The term "hook word" in [21] refers to a word u with strictly decreasing u ↓ and strictly increasing u ↑. This definition leads to the notion of standard decomposition tableaux. (iii) If there is any, the way to view a word as a semistandard decomposition tableau is unique.
We have an alternative criterion to determine whether a filling of shifted shape λ (equivalently, its reading word) is a semistandard decomposition tableau or not.
This is equivalent to saying that none of the following conditions holds.
Proof. Assume that u ′ u is a semistandard decomposition tableau.
′ u of length ℓ + 1, which is a contradiction.
Now assume that none of (i), (ii), (iii) holds. Suppose that v is a hook subword of u ′ u of length greater than ℓ. Let x be the first letter in v ∩ u and let x ′ be the last
Note that x cannot be u 1 , since (i) does not hold. Let x be u i+1 for some i ∈ {1, 2, . . . , ℓ − 1} and let x ′ be u ′ j for some j ∈ {1, 2, . . . , ℓ ′ }. Then the length of v ∩ u is less than or equal to ℓ − i and hence the length of v ∩ u ′ is greater than or equal to i + 1, which implies i < j. Moreover,
, which is a contradiction to (ii). Case 2: x ′ < x. Let x be u i for some i ∈ {1, 2, . . . , ℓ} and let x ′ be u ′ j for some j ∈ {1, 2, . . . , ℓ ′ }. Note that the length of v ∩ u ′ is less than or equal to j and hence the length of v ∩ u is greater than or equal to ℓ − j + 1, because the length of v is greater than ℓ. Moreover we have i ≤ j, and v ∩ u contains another letter in u besides u i . Let u k be the second letter in v ∩ u (k > i). Note that k ≤ j + 1 since the length of v ∩ u is greater than or equal to ℓ − j + 1. On the other hand, u
If T is a semistandard decomposition tableau of shifted shape λ, we write sh(T ) = λ. Let B(λ) denote the set of all semistandard decomposition tableau T with sh(T ) = λ. For every λ ∈ Λ + , we have the following embedding
Using this embedding, we identify B(λ) with a subset in B ⊗|λ| and define the action of the Kashiwara operatorsẽ i ,ẽ i ,f i ,f i on the elements in B(λ). The question is whether the set B(λ) is closed under these operators.
For a strict partition λ with ℓ(λ) = r, set
Example 2.4. Let n = 4 and λ = (6, 4, 2, 1). Then we have Our first main result is given in the following theorem. 
Proof. (a)
Step 1: Let u = u 1 · · · u N be a hook word such that
We will prove thatf i u,ẽ i u (i = 1, ..., n − 1, 1) are hook words, when they are nonzero. Assume thatf i u = 0 for some i ∈ {1, . . . , n − 1}. Note that u can be regarded as a semistandard tableau of shape kǫ 1 + ǫ 2 + · · · + ǫ N −k+1 . Since the set of semistandard tableaux of a skew shape is closed under the action of the even Kashiwara operators, f i u is a semistandard tableau of shape kǫ 1 + ǫ 2 + · · · + ǫ N −k+1 and hence it is a hook word. For the same reason, we deduce thatẽ i u is a hook word for i = 1, 2, . . . , n − 1, unless it is zero.
Assume thatf 1 u = 0. Then we have u k = 1, u j > 2 for j ≥ k + 1 and hencẽ
In both cases,f 1 u is a hook word.
It follows that e 1 u is a hook word. If u k = 1, then u k+1 = 2, becauseẽ 1 u = 0. Hence we get e 1 u = u 1 · · · u k−1 11u k+2 · · · u n , which is a hook word.
Let v j be the reading word of the j-th row of a semistandard decomposition tableau u. By Lemma 1.10, we know thatf i u = v r · · ·f i v a · · · v 1 for some 1 ≤ a ≤ r, and
Hence we conclude all the rows off i u and e i u are again hook words.
Step 2: Let u = u 1 · · · u N be a semistandard decomposition tableau of shifted shape λ. We will show thatf i u,ẽ i u (i = 1, ..., n − 1, 1) satisfy the condition in Definition 2.1 (c) (ii), when they are nonzero. We will prove our claim in four separate cases.
(
v is a hook subword of u of length r.
Assume that s ≥ 1. Sincef i acts on u t , we know that for each p = 1, 2, . . . , s, there exists v p between u t and u j ℓ+p in u such that v p = i. We can assume that
If ℓ + s = r, then we have v = u j 1 · · · u j ℓ−1 u t v 1 · · · v s and it is a hook word. Assume that ℓ + s < r. If u j ℓ+s+1 ∈ v ′ ↓, then u j ℓ+s+1 ≤ i, and hence
If u j ℓ+s+1 ∈ v ′ ↑, then u j ℓ+s+1 > i + 1 and hence
In both cases, v is a hook subword of u of length r.
(ii) Suppose u
If u j ℓ−1 = i, then we know that there exists u q between u j ℓ−1 and u t in u such that
. Thus v is a hook subword of u of length r.
Case 2:
For an i ∈ {1, . . . , n − 1}, assume
· · · u jr be a hook subword of e i u. We will show that there exists a hook subword v of u of length r.
(ii) Suppose u ′ t ∈ v ′ ↑. If u j ℓ+1 = i + 1, then we know that there exists u q between u t and u j ℓ+1 in u such that u q = i. Replace u ′ t by u q in v ′ . Then we have a hook subword
Hence v is a hook subword of u of length r.
Case 3:
of length r. It follows that v is a hook subword of u.
If u
Then we obtain a hook subword v = u j 1 · · · u j ℓ−1 u t u j ℓ+1 · · · u jr of u of length r, since
of length r, as desired.
(b) It is straightforward to verify that L λ is a semistandard decomposition tableau of shape λ and wt(L λ ) = w 0 λ. Let λ ′ = λ − ǫ r . By induction on |λ|, we know that
. Thus we have a crystal embedding If j = n − r and λ ′ r ≥ 2, then the word (n − r)(n − r + 1)
λ r−1 is a hook subword of the word formed by the first (λ r + λ r−1 )-many letters of j ⊗ L λ ′ and its length is λ r−1 + 1. It follows that j ⊗ L λ ′ / ∈ B(λ) for j > n − r + 1. We conclude that (n − r + 1) ⊗ L λ ′ = L λ is the only lowest weight vector in B(λ).
is the only highest weight vector in B(λ).
(c) By (a) and (b), the q(n)-crystal B(λ) is connected, which proves our assertion.
Remark 2.6. One can show that the set of semistandard decomposition tableaux of a shifted shape given in [20] (which is different from the one in this paper) also admits a q(n)-crystal structure by reading a semistandard decomposition tableau from right to left, from top to bottom. In this setting, the highest weight vector and lowest weight vectors in the set of semistandard decomposition tableaux of shifted shape Figure 1 , we illustrate the q(3)-crystal B(3ǫ 1 + ǫ 2 ). Figure 1 . B(3ǫ 1 + ǫ 2 ) for n = 3.
The shifted Littlewood-Richardson rule.
We present an explicit combinatorial rule of decomposing the tensor product of crystal bases of U q (q(n))-modules in the category O
≥0
int . This algorithm is an analogue of the rule of decomposing the tensor product of crystal bases of U q (gl(n))-modules in [16] (see also [7] ), which coincides with the classical Littlewood-Richardson rule.
Let λ be a strict partition. We define λ ← j to be the array of cells obtained from the shifted shape λ by adding a cell at the j-th row. Let us denote by λ ← j 1 ← · · · ← j r the array of cells obtained from λ ← j 1 ← · · · ← j r−1 by adding a cell at the j r -th row.
We define B(λ ← j 1 ← · · · ← j r ) to be the null crystal (i.e., the empty set) unless λ ← j 1 ← · · · ← j k is a shifted shape for all k = 1, . . . , r.
Theorem 2.8. Let λ and µ be strict partitions. Then there is a q(n)-crystal isomorphism
where N = |λ|.
+ for all k = 1, . . . , N by Corollary 1.16. This condition is equivalent to
Note that for a lowest weight vector
Thus we have the desired result.
Therefore, we obtain an explicit description of shifted Littlewood-Richardson coefficients. 
For the other u 1 u 2 ∈ B(λ), µ ← (3 − u 2 + 1) ← (3 − u 1 + 1) is given as follows:
Here, * and • denotes the cell added at the first and the second step, respectively. Hence we have
It follows that
3. Insertion scheme 3.1. Knuth relation. Recall that there is an equivalence relation on the set of three letter words, which is called the Knuth relation, on gl(n)-crystals [1] . In this section we introduce an equivalence relation on the set of four letter words. It is a special case of q(n)-crystal equivalence.
Definition 3.1. Let B i be an abstract q(n)-crystals and let b i ∈ B i (i = 1, 2). We say that b 1 is q(n)-crystal equivalent to b 2 if there exists an isomorphism of crystals
sending b 1 to b 2 . We denote this equivalence relation by
Example 3.2. By Corollary 1.18, we know that nnnn, (n − 1)nnn and n(n − 1)nn exhaust all the lowest weight vectors in B ⊗4 . Since wt((n−1)nnn) = wt(n(n−1)nnn) = w 0 (3ǫ 1 + ǫ 2 ), we have C((n − 1)nnn) ≃ C(n(n − 1)nn) ≃ B(3ǫ 1 + ǫ 2 ), and hence (n−1)nnn ∼ n(n−1)nn. This q(n)-crystal equivalence is a special case of the following proposition.
Proposition 3.3 (queer Knuth relation).
Let B 1 and B 2 be the connected components containing 1121 and 1211 in B ⊗4 , respectively. Then there exists an abstract q(n)-crystal isomorphism ψ :
or d ≤ a < b < c. Since B 1 and B 2 are crystal bases for irreducible highest weight U q (q(n))-modules with highest weight 3ǫ 1 + ǫ 2 , there exists a unique crystal isomorphism between them. Because the decomposition of B(3ǫ 1 + ǫ 2 ) as a gl(n)-crystal is multiplicity free, it is enough to show that ψ is a gl(n)-crystal isomorphism between B 1 and B 2 . For a semistandard tableau T and a letter x we denote T ← gl(n) x the tableau obtained by the column insertion x into T . For a word w = w 1 · · · w N , set P col (w) :
′ (for the definition of the column insertion scheme and the gl(n)-crystal equivalence, see [1] ). Thus it is enough to show that P col (abcd) = P col (ψ(abcd)) for all abcd ∈ B 1 . For example, if d ≤ b ≤ a < c, then we have P col (abcd) = d b a c = P col (acbd). The other cases can be verified in a similar manner.
Insertion scheme.
In this section, we present an algorithm of decomposing the tensor product B(λ) ⊗ B(µ), using the insertion scheme for semistandard decomposition tableaux.
Definition 3.4. (cf. [20] ). Let T be a semistandard decomposition tableau of shifted shape λ. For x ∈ B, we define T ← x to be a filling of an array of cells obtained from T by applying the following procedure:
(a) Let v 1 = u 1 · · · u m be the reading word of the first row of T such that
x is a hook word, then put x at the end of the first row and stop the procedure. (b) Assume that v 1 x is not a hook word. Let u j be the leftmost element in v 1 ↑ which is greater than or equal to x. Replace u j by x. Let u i be the leftmost element in v 1 ↓ which is strictly less than u j . Replace u i by u j . (Hence u i is bumped out of the first row.) (c) Apply the same procedure to the second row with u i as described in (a) and (b). (d) Repeat the same procedure row by row from top to bottom until we place a cell at the end of a row of T .
We identify T ← x with the word which is obtained by reading each row from left to right and then moving to the next row from bottom to top. .
In the rest of this section, we will show that T ← x is a semistandard decomposition tableau and it is q(n)-crystal equivalent to T ⊗ x. We need the following lemmas. Lemma 3.6. Let y 1 < x 1 < · · · < x N for some N ≥ 1. Then for z ∈ B, we have
Proof. If N = 1, it is trivial. Let N = 2. Then we have
Let N ≥ 3. If x N < z, it is trivial. For the case x N −1 < z ≤ x N , we have
Now our assertion follows from induction on N.
we have
Proof. If M = 1, our assertion is trivial. Suppose M ≥ 2. Let x ≥ u and y j < x for some j ∈ {1, 2, . . . , M}. Then we have
In particular, we obtain our claim for j = M.
which is the only direct summand isomorphic to B(λ 1 ǫ 1 + λ 2 ǫ 2 ).
Lemma 3.9. Let λ 1 > λ 2 . We have the following q(n)-crystal decomposition.
where the second summand appears if and only if λ 1 > λ 2 + 1, n ≥ 2 and the third summand appears if and only if λ 2 > 1, n ≥ 3. The corresponding lowest weight vectors are given as follows:
In particular, we have
Proof. The decomposition follows from B ⊗ B(λ 1 ǫ 1 + λ 2 ǫ 2 ) ≃ B(λ 1 ǫ 1 + λ 2 ǫ 2 ) ⊗ B and Theorem 4.6 (c) in [4] .
Note that (n − 1)
The assertion for λ 2 = 0 and λ 1 = 2 is trivial. Let λ 2 > 0. One can easily show that (n − 1) λ 2 n λ 1 −2 (n − 1)n ∈ B(λ 1 ǫ 1 + λ 2 ǫ 2 ), using Proposition 2.3. On the other hand, we have
by (3.5).
Thus (n−1) λ 2 n λ 1 −2 (n−1)n⊗n is a unique lowest weight vector of weight
On the other hand, we have
which is the only direct summand isomorphic to B(λ 1 ǫ 1 + (λ 2 + 1)ǫ 2 ). Moreover, we have
Comparing the weights, we get b 1 = (n − 1)
which is the only direct summand isomorphic to B(λ 1 ǫ 1 + λ 2 ǫ 2 + ǫ 3 ). Moreover, we have
Proof. Let a ⊗ b 1 ⊗ b 2 be a lowest weight vector in B ⊗ B(λ 2 ǫ 1 ) ⊗ B(λ 1 ǫ 1 ) of weight ǫ n−2 + λ 2 ǫ n−1 + λ 1 ǫ n . Then we have b 2 = n λ 1 by Lemma 1.15. Hence a = n − 1 or n − 2.
If a = n−1, then b 1 = (n−1) m 1 (n−2)(n−1) m 2 for some nonnegative integers m 1 and m 2 such that m 1 +m 2 = λ 2 −1. Since (n−2)(n−1) m 2 ⊗n λ 1 is a lowest weight vector by Lemma 1.15, we have m 2 > 1 by Corollary 1.18. Then
is not a hook word, which is a contradiction.
Proof. If λ 2 ≤ 1, there is nothing to prove. Let
is not a hook word, which is a contradiction. Now we are ready to prove the main result of this section. Proposition 3.13. Let T be a semistandard decomposition tableau of shifted shape λ and let x ∈ B. Then we have (a) T ⊗ x ∼ T ← x, (b) T ← x is a semistandard decomposition tableau of shifted shape λ + ε j for some j = 1, . . . , n.
Proof. (a) Let v 1 be the reading word of the first row of T . If v 1 x is a hook word, then we have
Assume that v 1 x is not a hook word and
is the hook word of length λ 1 obtained from v 1 by inserting x into v 1 and y j 1 is the letter bumped out of v 1 . Combining Lemma 3.6 and Lemma 3.7, we obtain
Let v 2 be the reading word of the second row of T . If v 2 y j 1 is a hook word, then we have
is not a hook word, then by inserting y j 1 into v 2 , we obtain y j 2 and v
Repeating this procedure row by row, we obtain the desired result. 
. By Lemma 3.10 and Lemma 3.11, in both cases we conclude that z ⊗ b 
by Lemma 3.10, as desired. Let T and T ′ be semistandard decomposition tableaux. We define T ← T ′ to be
where u 1 u 2 · · · u N is the reading word of T ′ .
Corollary 3.14. Let T and T ′ be semistandard decomposition tableaux of shifted shape λ and µ, respectively. Then T ← T ′ is a semistandard decomposition tableau and we have
Proof. Applying Proposition 3.13 (b) repeatedly, we conclude that T ← T ′ is a semistandard decomposition tableau. Let u 1 u 2 · · · u N be the reading word of T ′ . Then we have
We now give an algorithm of decomposing the tensor product of q(n)-crystals using the insertion scheme.
Theorem 3.15. We have the following decomposition of tensor product of q(n)-crystals.
Proof. To decompose B(λ) ⊗ B(µ) into a disjoint union of connected q(n)-crystals, it is enough to find all the lowest weight vectors. Let T ⊗ T ′ ∈ B(λ) ⊗ B(µ) be a lowest weight vector. By Lemma 1.15, we know T ′ = L µ . By Corollary 3.14, T ⊗ L µ is lowest weight vector if and only if T ← L µ is a lowest weight vector, hence we get the desired result.
Example 3.16. Let n = 3, λ = 2ǫ 1 and µ = 3ǫ 1 + ǫ 2 . We have
Indeed, we obtain
, and similarly we have
For the other vectors in B(2ǫ 1 ), we have
Hence we conclude
The shifted Littlewood-Richardson tableaux
In this section, we will present two sets of shifted tableaux which parameterize the connected components in the tensor products of q(n)-crystals B ⊗N and B(λ) ⊗ B(µ), respectively.
Let λ and µ be strict partitions with µ ⊆ λ. A filling of the skew shifted shape λ/µ is called a standard shifted tableau of shape λ/µ if (a) the entries in each row are strictly increasing from left to right, (b) the entries in each column are strictly increasing from top to bottom, (c) it contains each of the letters 1, 2, . . . , |λ/µ| exactly once. We denote by ST (λ/µ) the set of standard shifted tableaux of shape λ/µ.
Decomposition of B
⊗N . There exists a well-known bijection between the set of words with entries {1, 2, . . . , n} and the set of pairs (P, Q), where P is a semistandard Young tableau and Q is a standard Young tableau of the same shape as P . This is called the Robinson-Schensted-Knuth correspondence. It can be understood as a decomposition of the gl(n)-crystal B ⊗N into a disjoint union of connected components (see, for example, [9] ). Using the insertion scheme presented in the above section, we can get an analogous decomposition of the q(n)-crystal B ⊗N .
(a) The insertion tableau P (u) of u is the semistandard decomposition tableau given by
(b) The recording tableau Q(u) of u is the filling of the shifted shape sh(P (u)) constructed as follows: (i) the filling Q(u) consists of the cells that are created by the insertion
to create a cell at the position c i , then we fill the cell at c i with the entry i.
Note that for any u ∈ B ⊗N , Q(u) is a standard shifted tableau with the same shape as P (u). given by
The inverse algorithm Ψ −1 of Ψ is given as follows: For P ∈ B(λ) and Q ∈ ST (λ), let Q k be the standard shifted tableau obtained from Q by removing the cells with entries k + 1, k + 2, . . . , N and let x k be the letter in P at the cell in the same position as Q k − Q k−1 for each k. (a) If x N lies in the first row of P , then set u N := x N . (b) Suppose that x N lies in the ℓ-th row of P (ℓ ≥ 2). Let v = y 1 · · · y λ ℓ−1 be the reading word of (ℓ − 1)-th row of P . Suppose that Proof. Let T λ =ẽ
ar irf br ir T for some i 1 , . . . i r ∈ {1, . . . , n − 1, 1}, and a 1 , . . . , a r ,
ir T ′ is a highest weight vector in B(µ). It must be T µ , since B(µ) has a unique highest weight vector. Because wt(T ) = wt(T ′ ), we get λ = µ. It follows that T λ = T µ and hence T = T ′ .
By Lemma 4.3, we have
Hence, by Theorem 2.5, we have
as desired. The proof forẽ i u is similar.
For a standard shifted tableau Q with | sh(Q)| = N, we define
Now we prove one of the main results of this section.
Theorem 4.5. We have the following decomposition of the q(n)-crystal B ⊗N into a disjoint union of connected components:
where B Q is isomorphic to B(λ) with sh(Q) = λ.
Proof. As a set, we have
Let Q be a standard shifted tableau of shape λ ∈ Λ + . By Lemma 4.4, B Q ∪ {0} is closed under the Kashiwara operators. Since Ψ is a bijection, we have
It follows that the map P : B Q → B(λ) given by u → P (u) is a bijection. For any word u ∈ B ⊗N and i ∈ {1, . . . , n − 1, 1}, we know
By Lemma 4.3, we get P (f i u) =f i P (u). Similarly we have P (ẽ i u) =ẽ i P (u). Hence P : B Q → B(λ) is a q(n)-crystal isomorphism.
As an immediate consequence, we obtain the following corollary.
Corollary 4.6. For a strict partition λ with |λ| = N, let f λ be the number of standard shifted tableaux of shape λ. Then we have
4.2.
The shifted Littlewood-Richardson tableaux. In this section, we will define the notion of shifted Littlewood-Richardson tableaux of skew shape, which parameterize the connected components of the tensor product B(λ) ⊗ B(µ). For semistandard decomposition tableaux T and T ′ , we define T → T ′ by
where u 1 u 2 · · · u N is the reading word of T .
Definition 4.7. Let T ∈ B(λ) and T ′ ∈ B(µ) for some strict partitions λ, µ and let sh(T → T ′ ) = ν. The recording tableau Q(T → T ′ ) of the insertion T → T ′ is the filling of the skew shifted shape ν/µ constructed as follows: where r k denotes the row of the entry k in Q(T → T ′ ).
Proof. Let |λ| = N and let u 1 · · · u N be the reading word of T . Since Proof. (a) Let T ∈ B(λ), T ′ ∈ B(µ) and let u 1 · · · u N be the reading word of T . Fix an i ∈ {1, 2, . . . , n − 1, 1}. We will only show that B(λ, µ) Q ∪ {0} is closed underf i since the proof forẽ i is similar.
Suppose thatf i (T ⊗ T ′ ) =f i T ⊗ T ′ . Then there exists k ∈ {1, 2, . . . , N} such that
Observe that for all j ≤ k,
by Lemma 1.10
Thus, by Lemma 4.3, we havẽ
for all j ≤ k. Hence we get Q(T → T ′ ) = Q(f i T → T ′ ). By a similar argument, one can show that iff i (T ⊗ T ′ ) = T ⊗f i T ′ then Q(T → T ′ ) = Q(T →f i T ′ ). To summarize, we obtain another main result of this section. 
