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Abstract

As the United States Environmental Protection Agency (EPA) seeks to model vehicle
emissions based on dynamic engine operating conditions, modal PM datasets will be
investigated for their robustness and limitations under the requirements of the EPA’s model:
MOVES. The Kansas City PM Characterization Study tested more than 500 light-duty
gasoline cars and trucks on a dynamometer in summertime and wintertime temperatures with
four different modal PM2.5 instruments.
Using data reduction techniques used to prepare other datasets for the MOVES
model, the modal PM data were analyzed to determine its ability to be incorporated into
MOVES. It was found through averages of vehicles that trucks emit more PM2.5 than cars,
and wintertime emissions are greater than summertime emissions. The use of the data for
MOVES is currently under review as separation of elemental and organic carbon fractions
and correlations between age, model year, and other pollutants still need development.
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Chapter 1: Introduction and Background

1.1 Introduction
Under the authority of the Clean Air Act, the Unites States Environmental Protection
Agency (EPA) sets National Ambient Air Quality Standards (NAAQS) for pollutants
considered to be harmful to human health. Some of these recognized pollutants include Total
Hydrocarbons (THC), Carbon Monoxide (CO), Oxides of Nitrogen (NOx), Carbon Dioxide
(CO2), and particulate matter (PM). Particulate matter is small particles of various sizes and
chemical compositions. If the diameter of the particle is less then 2.5 microns, then the PM
is called PM2.5.
Motor vehicles are a recognized source of the above pollutants, and controlling motor
vehicle emissions improves public health as well as the environment. A first step in
controlling emissions is quantifying the contribution of each motor vehicle to the total
magnitude of emissions in a region. To help regions estimate the mobile source emission’s
impact on the environment, it is sometimes necessary for local air quality offices to calculate
an emissions inventory by running models developed by the EPA. These models estimate the
amount of pollutants by determining the number of sources in that region, the sources’
magnitude, and their activity (or frequency of occurrence).
The Motor Vehicle Emissions Simulator (MOVES) is the most recent emissions
model developed by the EPA. MOVES is designed to estimate the amount of pollutants in a
given region over a certain period of time. Through use of a mobile source database, an
inventory is generated which feeds the model, and an estimation of the emissions is output to
the user. Previous EPA models, such as MOBILE6, were based on single factor base

1

emission rate in grams per mile over an emission test procedure called the Federal Test
Procedure (FTP). A similar model, EMission FACtor (EMFAC), used in California,
calculates emissions as a base rate, then correlates that rate with other variables such as speed
and temperature to find correction factors for determining total emissions.1 Even though
vehicle emissions are corrected for vehicle operating conditions, a better parameterization
would be to model the emissions dynamically as vehicle operation changes instead of using
correction factors. Modal models allocate these emissions over different modes of driving
such as high acceleration, cruise, deceleration, and so on.
MOVES is a modal model, and it is designed to model vehicle emissions based on
dynamic engine and vehicle operation. Through the use of a calculated quantity called
Vehicle Specific Power (VSP), the measured emissions are binned under an instantaneous
measurement of VSP. Together with speed values, an emissions rate is given for an
instantaneous engine operating state.2
To produce the emissions, speed, and VSP for the model, MOVES uses data from
dynamometer studies, a standard method to test vehicle emissions. A dynamometer is akin to
a treadmill for cars. The technologies for measuring for measuring THC, CO, NOx, and CO2
at a frequency of one Hertz are well established. However, one Hertz PM2.5 measurement
techniques are still in their infancy, and the various approaches have much variability.3, 4, 5, 6, 7
The EPA’s current standard for measuring particulate matter is the gravimetric filter method
which allows particulate matter to be accumulated over the entire test phase on a quartz or
Teflon filter.8
Collaboration between the EPA, Coordinating Research Council (CRC), National
Renewable Emissions Laboratory (NREL), Department of Transportation (DOT), STAPPA-
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ALAPCO, and Emission Inventory Improvement Program (EIIP) designed a program to
better characterize PM emissions from the gasoline fleet. Simultaneous measurements of
modal PM from various instruments and aggregated PM on gravimetric filters were taken
over a large sample of vehicles in the Kansas City Test Program. The Kansas City Test
Program’s modal PM dataset has the potential to be used in the MOVES model because it
contains the necessary ingredient for modal modeling: second-by-second data. This report
analyzes the potential for the Kansas City test data to be used in the MOVES model by
evaluating the aggregate emissions, binned emissions, average trends of vehicles over the test
cycle on the dynamometer, and speciation of the total PM emissions into carbon fractions.

1.2 Kansas City Test Program
Kansas City was chosen as a location for this study for many reasons, and further
details of the study can be read in the final Kansas City PM Characterization Study produced
in part by the EPA.3 For a brief explanation, there were no Inspection and Maintenance
(I/M) or RFG programs currently in place, moderate driving and commuter patterns are in
existence, previous work using Remote Sensing Devices (RSD) had been employed, and the
DOT developed a statistical representative cohort of the region. Additionally, it is centrally
located within the lower contiguous United States, and it is a large metropolitan area with
summer and winter seasons with no extreme temperatures.
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1.3 Experimental Set-Up
The site picked to conduct the dynamometer testing was located in Kansas City,
Kansas. The building was a 7,000 square foot open facility with four bay doors, providing
access to the ambient temperatures when opened.
Measurement of exhaust emissions on a chassis dynamometer serves the purpose of
simulating vehicle operation on the road while limiting some of the uncontrollable variables
occurring with on-road, or real-world testing. Dynamometer testing typically has the added
advantage of supplying highly reproducible results because environmental conditions can be
kept constant, fixed speed profiles can be followed, and the measuring devices can be kept
stationary.9
The EPA-ORD’s transportable dynamometer, a 1975 twin-roll Clayton Model CTE50-0 chassis dynamometer was used in the Kansas City Vehicle Testing Program. The
dynamometer was elevated 3 feet above ground, and a ramp was installed to bring the
vehicles onto the dynamometer. The vehicle speed signal was obtained from the rear rollers.
A blower is mounted in front of the vehicle to cool the engine, and a person sits in the
driver’s seat and responds to changing vehicle speeds that are displayed on a driver controlstation monitor. 3, 9
The most common method of collecting exhaust gas is the Constant Volume
Sampling (CVS) dilution system. The advantage of the CVS system is to prevent water
vapor from condensing, resulting in loss of NOx, and to prevent secondary reactions of
hydrocarbons. It also allows for a more simple calculation of mass emissions from
concentration. The exhaust gas is diluted with ambient air, and then a system of pumps
extracts the diluted gas for analysis, keeping the total volumetric flow constant.9

4

Dilution also has consequences for particulate matter measurements. The
temperature, size of the dilution tunnel, and residence time through the tunnels has
implications on the final measured size and chemical composition of the resultant particulate
matter.6, 10
To dilute the exhaust gas coming from the vehicle on the dynamometer, a Positive
Displacement Pump-Constant Volume Sampler (PDP-CVS) introduced particulate-filtered
fresh air through an 8-inch diameter stainless steel dilution tunnel, which was insulated and
maintained at a temperature of 46ºC. During Round 1, the dilution air was treated for
humidity by placing a dryer at the air inlet. The exhaust exited the PDP-CVS system and the
building through an exhaust fan mounted on the wall.3
A bag sampling system was installed to give modal and bag (aggregate) results. Total
Hydrocarbons (THC) were analyzed with a Horiba Model FIA-236 Flame Ionization
Detector (FID). Oxides of Nitrogen (NOx) were analyzed with a Horiba Model CLA-220
Chemiluminescence instrument. Carbon Monoxide (CO) and Carbon Dioxide (CO2) were
analyzed with Horiba Model AIA-210 infrared instruments. A Horiba Model AIA23<A.S>
infrared instrument was used to analyze low level CO concentrations. The continuous PM
instruments (QCM, DataRAM, DustTrak, and photoacoustic) all had PM 2.5 μm impactors
and heated lines for conditioning and sample preparation.3
On the other hand, the gravimetric filters, which were used for an aggregate
measurement of particulate matter, had heated boxes instead of heated lines. The 2.5 μm
cyclone was used instead of an impactor, and several filters were used at the same time.
There were instruments available for ion, aldehyde, and VOC sampling.3
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1.3a Vehicle Recruitment
The vehicles in the Kansas City dataset were recruited from owners in a stratified
random sample. Within the model year strata, the vehicles were recruited at random, though
older strata were sampled more heavily in order to maximize chances of recruiting high
emitters, which are uncommon in the fleet but expected to be more prevalent in older
vehicles. However, the vehicles chosen were not chosen with just the goal of filling vehicle
model year bins but also to be representative of the demographic and geographic population
of the Kansas City Metropolitan Area. The households recruited were sampled consistent
with the 2000 Census.3
The types of vehicles chosen for the Kansas City dynamometer studies were gasoline
cars and light trucks. These two vehicle classes are also known as Light Duty Gasoline
Vehicles (LDGV) and Light Duty Gasoline Trucks (LDGT). Also tested was an EPAowned 1988 Ford Taurus. This vehicle is used in EPA testing for calibration and
consistency. (It was purposely made to be a high emitter by having a hole drilled into the
catalytic converter.) The EPA Taurus was tested 12 times in Round 1 and 12 times in Round
2.3
As seen in Table 1, Round 1 testing occurred from July 14 to October 1, 2004. The
newest vehicle was manufactured in 2005, while the oldest vehicle was manufactured in
1968. In Round 2, the same test procedure was employed, but the goal was to study the
effect of colder temperature on PM during the winter months. The tests were conducted from
January 12 to April 8, 2005. The model year ranges were also from 1968 to 2005.
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Table 1. Differences of Round 1 and Round 2 Environmental Conditions of Kansas City
Test Program.
Round 1

Round 2

Dates Conducted

July 14- Oct 1, 2004

Jan 12- Apr 8, 2005

Average Temperature, °F

77

45

Temperature Ranges, °F

59- 96

12 - 72

Average Humidity, grains/lb

69

23

Number of Vehicles Tested

247

233

Fuel

Summer Grade Fuels

Winter Grade Fuels

The vehicles were dropped off by the owners one day prior to being tested on a
dynamometer, and they were inspected to make sure they could be safely used on the road
and on the dynamometer. Minor repairs were performed as needed to ensure the vehicle
could be safely tested. A SEMTECH PEMS (Portable Emissions Monitoring Unit) was
installed on the vehicles, and the vehicle was taken out on a 45-minute predetermined route
which involved freeway speeds and stop-and-go traffic. This was the vehicle
preconditioning section of the vehicle’s test. The PEMS was removed, and the vehicle was
“soaked” overnight, meaning the vehicle was parked in the facility overnight where it was
exposed to ambient temperatures.3

1.3b Driving Cycle
A driving cycle is a predetermined speed profile used for dynamometer testing. The
driving cycle attempts to simulate real-world and on-road driving, so speed profiles can
include vehicle starts, accelerations, cruising, and braking. Many driving cycles exits, each
with its own purpose to expose environmental or mechanical characteristics of the vehicle
being tested. The common driving cycle speed profile is about 30 minutes long.
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The Los Angeles 1992 (LA92) driving cycle was the procedure used to test vehicles
in the Kansas City Test Program. The LA92 is approximately 2400 seconds (40 minutes)
long, and has an average speed of 24.61 miles/hour. This cycle was used for the present
study because it was seen as being more representative of how people drive in the real world.
There are four different sections within the LA92. The first section (called bag 1 or cold
start) is 300 seconds long. The vehicle is started for the first time after being “soaked”
overnight. The second section (called bag 2 or hot running) is about 1200 seconds long.
This is the more aggressive section of the driving cycle where the vehicle achieves speeds of
65 mph. After bag 2, the vehicle’s engine is turned off for 600 seconds (10 minutes) during
this “hot soak” period of time. The emission detectors are still engaged and connected to the
tailpipe, and the CVS is still collecting the emissions in the bags and filters, even though no
new emissions should come from the vehicle’s tailpipe while the engine is turned off. The
fourth and final section of the LA92 (called bag3 or hot start) begins with the car turned on
when it is warm. The speed trace for bag 3 is identical to bag 1, except that the engine starts
warm instead of cold. Repeating the same cycle after the vehicle is warm provides insight
into how the emissions change under different engine temperature conditions. Fig. 1 shows
the average speed trace from all the Kansas City (KC) tests. The speed of the vehicle is
recorded through instrumentation on the dynamometer.
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Fig. 1. LA92 driving cycle, average of all vehicle tests (N = 543) from the Kansas City PM
Characterization Study.
Within the LA92 driving cycle are strong acceleration events. The strongest
acceleration event is in the middle of bag 2 at about 850 seconds, which can be over 3.3
miles/hour/second. The effects of varying accelerations can be seen in emissions rates
presented later in this thesis.

1.4 Motor-Vehicle Dynamics
To understand how vehicle emissions are produced and modeled, the source of
vehicle emissions needs introduction and explanation. The forces acting against vehicle
motion are frictional losses and are used to understand how much energy is needed to cause a
vehicle to move forward against given conditions. As resistive forces increase, the work
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done by the engine also increases, resulting in higher emissions. The total running
resistance can be described in Eq. 1:

FW = FRo + FL + FSt ,

(1)

where FRo is the Rolling Resistance, FL is the Aerodynamic Drag, and FSt is the force to
overcome road grade.11
When a vehicle’s motion is simulated on a dynamometer, FSt = 0 and the
aerodynamic drag, FL, needs to be estimated. To overcome the running resistance, power
must be transmitted to the drive wheels (front, rear, or all), which is the product of the total
resistance, Fw, times the vehicle’s velocity, v, or Pw = Fw ·v .11
The tires do not maintain a perfect point-like contact with the ground. Instead, the
tires are deformed at the contact patch between tire and road surface. 11 This increases the
amount of rolling resistance the vehicle experiences. In the case of a vehicle on a twin-roll
dynamometer (as used in the test outlining this report), the tire deformation is more
complicated than on the road. 12 The frictional rolling resistance term contains the
coefficients of rolling resistance, which changes with the type of surface the wheel pushes
against. 9 The coefficient will increase with greater loads, higher speeds, and lower tire
pressure. This equation is only applicable to straight-line motion, as cornering has a different
equation to describe the resistance. 11
Drag and rolling resistance can be estimated from a vehicle coast down. To perform
a vehicle coast down, the vehicle is brought up to a certain speed, put into neutral, and
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allowed to coast down under windless conditions on level road surface. These coast-down
curves are empirically fit to the equations above to determine the coast down parameters. 12
Often, the information needed to calculate the coast downs, such as the largest cross
sectional area, are not given, measured, or readily found. For purposes of modeling, such as
for MOVES2006, these parameters are approximated by means of the Vehicle Specific
Power (VSP) equation.2

1.4a Vehicle-Specific Power
The quantity used in MOVES2006 for emissions modeling is Vehicle-Specific Power
(VSP) measured in kilowatts per tonne at a frequency of 1 Hertz. Vehicle-Specific Power is
the tractive power, Ptrac,t, of the vehicle normalized to the vehicle’s mass, mtonne. When
measuring vehicle emissions on a dynamometer, the vehicle’s simulated test weight is used.
The theoretical equation for resistive forces incident on a vehicle is given by Eq. 2:2

VSPt =

Ptrac,t
mtonne

⎛ (C ρ R )
⎞
= ( μ 0tireroll g )vt + ( μ1tireroll g )vt2 + ⎜⎜ d air + μ 2tireroll g ⎟⎟vt3 + at vt + gvt sin θ t
⎝ mtonne
⎠

(2)
where

μ0tireroll = zero-order tire rolling-resistance coefficient (unitless),
μ1tireroll = first-order tire rolling-resistance coefficient (sec/m),
μ2tireroll = second-order tire rolling-resistance coefficient (sec2/m2),
Cd = aerodynamic drag coefficient of the vehicle (unitless),
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R = cross-sectional frontal area of the vehicle (m2),

ρair =density of air ( 1.202 kg/m3),
vt = vehicle speed at time t (m/sec),
at = vehicle acceleration at time t (m/sec2),
mtonne = vehicle weight (metric tonne),
g = acceleration due to gravity (9.8 m/sec2),

θ t = road grade (radians).

When testing vehicles on a dynamometer, θt = 0, and a simpler form of the VSP
equation is used. The coefficients to the velocity terms are expressed as track road-load
coefficients (A, B, C) with conversion factors from metric to English units in Eq. 3:2

⎛ c1 ⎞ Avt ⎛ c12 ⎞ Bvt2 ⎛ c13 ⎞ Cvt3
+ ⎜⎜ ⎟⎟
+ ⎜⎜ ⎟⎟
+ c12vt at
VSPt = ⎜⎜ ⎟⎟
⎝ c2 ⎠ m ⎝ c2 ⎠ m ⎝ c2 ⎠ m

where
A = the rolling resistance coefficient (rollingTermA, kW⋅sec/m),
B = the rotational resistance coefficient (rotatingTermB, kW⋅sec2/m2),
C = the aerodynamic drag coefficient (dragTermC, kW⋅sec3/m3),
m = vehicle weight (lb)
vt = instantaneous vehicle velocity at time t (1.0 Hertz, mi/hr),
at = instantaneous vehicle acceleration (1.0 Hertz, mi/hr⋅sec),
c1 = a conversion factor for speed (0.44704 m⋅hr/mi⋅sec),
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(3)

c2 = conversion factor for vehicle weight (0.4536 kg/lb)(0.001 tonne/kg).

The coefficients differ by vehicle weights, and all light duty vehicles (cars and light
trucks) have the same track load coefficients. The coefficients are then given by Eqs. 4a –
(4c) as the track load horsepower at 50 mph (TRLHP):2

⎛ TRLHP ⋅ c1 ⎞
⎟⎟
A = PFA ⋅ ⎜⎜
⎝ v 50 ⋅ c 2 ⎠
⎛ TRLHP ⋅ c1 ⎞
⎟
B = PFB ⋅ ⎜
⎜ (v ⋅ c )2 ⎟
⎝ 50 2
⎠
⎛ TRLHP ⋅ c1 ⎞
⎟
C = PFC ⋅ ⎜
⎜ (v ⋅ c )3 ⎟
⎝ 50 2
⎠

(4a) – (4b)

where:
PFA = default power fraction for coefficient A at 50 mi/hr (0.35),
PFB = default power fraction for coefficient B at 50 mi/hr (0.10),
B

PFC = default power fraction for coefficient C at 50 mi/hr (0.55),
c1 = a constant, converting TRLHP from hp to kW (0.74570 kW/hp),
v50 = a constant vehicle velocity (50 mi/hr),
c2 = a constant, converting mi/hr to m/sec (0.447 m⋅hr/mi⋅sec)).

Values of TRLHP differ from vehicle to vehicle by make and model year. Because
TRLHP is not available for every vehicle, a regression model, Eq. 5, was used to relate
TRLHP to test weight and vehicle class. 2
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y = β 0 + β 1 x1 + β 2 x 2 + β 3 x1 x 2 + ε

(5)

where
y = TRLHP for a given combination of division, vehicle model, and model year,
x1 = vehicle test weight (lb),
x2 = an indicator variable for vehicle class:
= 1 for light-duty vehicles (LDV),
= 0 for light-duty trucks (LDT),

β0 = a y-intercept term,
β1 = a coefficient for the vehicle-class indicator, representing the difference in the
intercept between LDV and LDT,

β2 = a slope coefficient for vehicle test weight,
β3 = slope coefficient for an interaction term between test weight and vehicle class,
representing the difference between slopes between LDV and LDT, and
ε = residual error between the mean estimated value of TRLHP, and the specific value
for a given division/model combination, for a given value of test weight.

Acceleration is defined as the first differential of vehicle velocity at 1.0 Hertz,

a t = v t − v t −1
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(6)

where vt and vt-1 are the vehicle velocity for the current and previous measurements,
respectively. Deceleration took a similar definition, calculating the acceleration for the two
seconds prior to the current measurement (at-1 and at-2) as Eqs. 7a and 7b:2

a t −1 = v t −1 − v t − 2 and
a t − 2 = v t − 2 − v t −3

(7a) & (7b)

These latter two acceleration values are not used in calculation of VSP, but rather in defining
the “deceleration” operating mode, as described below.

1.4b Binning
It has been found that Vehicle Specific Power (VSP) is an effective parameter for
binning when supplemented with additional variables. Table 2 shows the bins used in this
analysis.

VSP Class (kW/tonne)

Table 2. MOVES2006 VSP and speed bins for emission rate development.

30 +
27-30
24-27
21-24
18-21
15-18
12-15
9-12
6-9
3-6
0-3
<0

Speed Class (mph)
1-25
25-50
50 +
16
30
40
29
28

39
38
37

15
14
13
12
11

15

27
25
24
23
22
21

35
33

Deceleration and Braking were defined to be in Bin 0 if the instantaneous
acceleration was less than -2 miles/hour/second or if the instantaneous acceleration was less
than -1 miles/hour/second and the two seconds before were also less than -1
miles/hour/second. The idle mode was defined as Bin 1, where the speed was less than 1
mile/hour. 2

1.5 Combustion and Internal-Combustion Engines
The fuel used in internal combustion engines is initially in liquid form and consists
mainly of hydrocarbons. In order for the fuel to combust, the fuel needs to be mixed with
oxygen to burn, and the amount of air in the cylinder (in combination with the engine speed)
determines the power output of the internal-combustion engine. The conditions of the
ambient air (temperature, barometric pressure) will change the full power of the engine,
provided the engine speed and air-to-fuel (A/F) ratio, volumetric efficiency, combustion
efficiency, and total engine power loss remain constant. 9
To improve engine efficiency (thus lowering waste emissions), external substances
entering the combustion chamber are minimized through filtration and treatments. After
exhaust is formed in the combustion chamber and before it is ready to exit the vehicle, the
exhaust can undergo many treatments such as secondary-air injection, catalyst
oxidation/reduction, and exhaust recirculation before it is expelled into the ambient air. 9
An ideal by-product of gasoline combustion would have two components, carbon
dioxide (CO2) and water (H20), and have a reaction scheme as in Eq. 9, where the first term
is from fossil fuels or other organic materials, and the oxygen term represents the
stoichiometric quantity of oxygen.13
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CnHm + (n+m/4)O2 Æ n CO2 + m/2 H20.

(9)

However, real combustion processes are incomplete. Generally, the more incomplete
the combustion, the higher the waste emissions. Some reasons for incomplete combustions
are that more oxygen is present than is needed to satisfy the stoichiometric ratio, resulting in
excess NOx emissions; or fuel is present in excess of stoichiometry, which results in excess
CO and HC (as well as PM) emissions. 9
Due to air intake from the atmosphere (which contains nitrogen) and fuel impurities,
combustion by-products include oxides of nitrogen: NO, NO2 from the atmosphere, and
sulfurous oxides from the fuel. Nitrogen, carbon dioxide, and water vapor are the three
major components of exhaust gas. 9
Minor components of exhaust emissions are dependent on engine operating status.
Carbon monoxide (CO) is a colorless, odorless, and tasteless gas. Nitrogen monoxide (NO)
is a colorless, tasteless, and odorless gas; in air it is gradually converted into NO2. Pure NO2
is a toxic, reddish-brown gas with a penetrating odor. The concentrations found in exhaust
gases and in extremely polluted air can induce irritation in mucous membranes, also
contributing to acid rain. NO and NO2 are generally referred to collectively as oxides of
nitrogen NOx. Additional products of combustion stemming from substances contained in
the fuel also include sulfur, such as SO2.13
Hydrocarbons are present in exhaust gases in a variety of forms. When exposed to
sunlight and nitrous oxide, they react to form oxidants which irritate the mucous membranes.
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Some hydrocarbons are considered to be carcinogenic. Nitrous oxides, when combined with
hydrocarbons, form smog in photochemical reactions. 13
Products of incomplete combustion are a minority but have great variety due to the
many different carbon chains hydrocarbons can take. Table 3 gives a description and
grouping for some of the products of incomplete combustion.

Table 3. A partial listing of products of incomplete combustion from motor vehicles.9
Incomplete combustion
Group
Unburned hydrocarbons

Partially-burned hydrocarbons

Thermal crack products and
derivatives:

Chem. Comp.
CnHm

Name
paraffins, olefins, aromatic
hydrocarbons

CnHm · CHO

aldehyde

CnHm · CO

ketones

CnHm · COOH

carbonxylic acids

CO

carbon monoxide

C2H2, C2H4, H2
C

acetylene, ethylene, hydrogen, etc.
Soot
polycyclic hydrocarbons

Particulate matter (PM) is also a product of combustion. As defined by regulations in
the United States, particulate matter are “all substances (except unbound water) which under
normal conditions are present in exhaust gases in a solid (ash, carbon) or liquid state.” 9
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1.6 Particulate Matter
Particulate Matter is a complex mixture of stable condensed phases, adsorbed gases,
and semi-volatile materials, i.e. compounds that transfer between the gas and condensed
phases.14 The chemical composition, size, and shape of particulate emissions from
combustive sources depend mostly on the type of fuel and the preparation of the fuel before it
is combusted. Even though particulates from combustion usually have a wide range of sizes
and chemical composition, they will consist of (a) soot (agglomerates of elemental carbon
with hydrocarbons such as Polycyclic Aromatic Hydrocarbons (PAH)), (b) large condensed
hydrocarbons, and (c) oxides and salts of different metals and heavy metals. 13
Particulate matter consists of a carbonaceous fraction and a noncarbonaceous
fraction. The carbonaceous fraction is further divided into elemental carbon and organic
carbon. Elemental carbon (EC) is also called black carbon (BC). It is chemically similar to
impure graphite and is predominantly emitted into the atmosphere from combustive sources.
Organic carbon (OC) can be emitted directly by sources (primary OC), or it can be formed in
situ by condensation of low-volatility products of the photooxidation of hydrocarbons
(secondary OC).15 The sum of EC and OC is magnitude of total carbon (TC).
Elemental carbon (EC) in its purest form is considered to be graphitic carbon, and
graphitic carbon is insoluble and hydrophobic. If particles containing elemental carbon are in
the sub-micron level, then the particle is from a combustion source that uses fuel containing
carbon. It has been found there are two different ways for creating the sub-micron elemental
carbon; the first is a gas phase reaction, and the second is a pyrolization of another particle.16
The gas phase reaction involves hydrogen reacting with hydrocarbons, removing the
hydrogen and leaving the carbon. The remaining carbon will form a graphite structure. This
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type of reaction produces aromatic and aliphatic compounds. Another gas-phase production
where CO reacts with itself at 600°C is through Eq. 916

CO + CO ↔ C + CO 2 .

(9)

The second way to create EC is if a droplet or particle of carbon containing material is
pyrolized, such as soot formation from oil-burning diesel engines.16
The composition and size of the particle when first released dictates its lifecycle.
Some sources produce pure graphitic elemental carbon while other sources produce soot
particles consisting of 50% elemental carbon and the remainder organic carbon. For
instance, if a particle is pure elemental carbon, then it is hygrophopic. However, if the
particle is coated with H2SO4, then the particle is hygroscopic.16
From combustive sources, the initial particle size is about 0.02 to 1μm.16 Larger
particles are created as residence time increases, prompting coagulation. The nuclei mode
(0.05-0.1μm) aerosols tend to coagulate and collide faster than aerosols of greater size, but
EC is naturally inert at ambient temperatures. This inertness causes the particles to create
long chains of agglomerates instead of compact spheres. The surface-to-mass ratio is usually
very high in agglomerate chains, which has consequences on measurements of light
absorption used to assume a mass concentration.16 Through electron microscopy and the
knowledge of coagulation physics, it is known that primary elemental carbon particles are not
spherical and that soot is not deposited as a uniform concentric shell or a spherical nucleus
(even though such assumptions are made when measuring a mass concentration via light
interactions).17
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When carbon atoms form together, a highly mobile extra electron is available, which
results in an electric conductivity of the molecule, many different electrical configurations,
and a large band of light absorption (resulting in a large imaginary refractive index).18
Defects in elemental carbon molecules created during particle formation contain active sites
that have strong tendencies to react with other molecules, and elemental carbon particles
from incomplete combustion of fossil fuels are chemically and catalytically active. Through
their adsorptive abilities, they can be effective carriers for toxic air pollutants. The chemical,
adsorptive, and catalytic behaviors of carbon particles depend very much on their crystalline
structure, surface composition, and electronic properties.18

1.7 Particulate Matter Measurement Equipment
Combining what is known about combustion-source particulate matter and its primary
components of elemental and organic carbon, many methodologies and techniques for
measuring and detecting its changing and illusive nature have been developed. In the Kansas
City tests alone, five different PM instruments were used based on four different physical
detection techniques. This next section introduces the physical theories for each of the modal
PM2.5 instruments used in the Kansas City PM Characterization Study.

1.7a Gravimetric Filter
The filters used in the Kansas City test were Teflon fiber filters and Quartz fiber
filters.2,3 The Teflon filters were used for speciation measurements of particulate matter.
Filters were collected for each phase of the test cycle so distinction could be made between
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bag 1, bag 2, and bag 3. Before the filter is analyzed, the filter was equilibrated under precise
temperature and humidity conditions for 24 hours before it was weighed.8
In this equilibration period, volatiles and water are absorbed from the surface of the
filter. The gravimetric filter has disadvantages and advantages. A disadvantage is its
relatively high detection limit, which becomes relevant in gasoline vehicles (which have a
tendency to be low-emitting). Also, the gravimetric filter does not have a temporal
resolution of particulate emissions, meaning the filter can only be changed so quickly. Even
though filters need to be conditioned to minimize environmental influences before, after, and
during testing, volatile PM can desorb off the filter, reactions can take place on the surface,
and mass can be gained by exposure. However, the filter collects all particulates, regardless
of chemical composition or size, incident upon the surface.9

1.7b Quartz Crystal Microbalance
One of instruments used to detect modal particulate matter was the Quartz Crystal
Microbalance, or QCM. As emissions monitoring shifts to ultrafine particles, the QCM has
advantages due to its signal sensitivity.19 The main physical used by the QCM for PM2.5
detection is the piezoelectric effect. By connecting electrodes and applying a periodic
voltage source to the quartz crystal, the crystal will vibrate at the frequency of the exciting
voltage. Maximum amplitude will occur if the driving frequency is at mechanical
resonance.19, 21
The electrode configuration, structure, and circuit will affect the modes of vibration.
The thickness-shear mode has been found to be the most sensitive to the addition or removal
of mass, and all unwanted modes are sufficiently suppressed and separated. In this mode, the
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two major surfaces are always antinodal. The analysis becomes simpler because the motions
are nearly one-dimensional.21
Several frequency-to-mass formulas were developed theoretically based on different
physical models, but the theory was not investigated thoroughly until the late 1950s. The
first theoretical model was developed by Sauerbrey, who ignored the electrodes on both sides
of the quartz crystal plate. (Sauerbrey later found that the mass sensitivity reached maximum
at the center of the plate and reduced to zero just beyond the boundary of the smaller of the
two electrodes.21)
For a quartz crystal plate to oscillate in the fundamental thickness-shear mode, Eq.
10 must be satisfied:

tq = λq / 2

(10)

where tq is thickness of the plate and λq is wavelength of the shear-mode elastic wave.21 The
resonant frequency, fq , is equal to the shear wave velocity divided by the wavelength of the
shear-mode elastic wave (fq = vq/λq,), so increasing the crystal by an infinitesimal thickness
by dtq causes an infinitesimal increase in the crystal frequency, dfq. A relationship between
the crystal mass and the thickness can be derived if it is assumed that the thickness is related
to the density, ρq, as shown in Eq. 11,

ρq =

Mq
Aq

=

Mq
t q ⋅l q

.

(11)

An infinitesimal addition of quartz mass, dMq, uniformly distributed on the surface
will cause a change in frequency. From Eq. 12, Sauerbrey made the assumption that for
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small mass changes, the addition of small foreign mass, dM, can be treated as an equivalent
mass change of the quartz crystal itself. Choosing to analyze the change from the resonant
frequency, fc, by adding an incremental amount of mass, Mf, (with a clean surface initially) to
the crystal surface results in Eq. 12:21

fc − fq
fq

=−

Mf
Mq

.

(12)

Often when discussing the amount of mass on the crystal surface, the absolute mass is
not given, but rather the mass per unit areal density, mf and mq. This is because the vibrating
area of the actual quartz crystal does not necessarily extend to its entire surface; the exact
area is hard to define. Using the areal density is also useful if the deposited material does not
have a well-defined density, such as in the case of a very thin or discontinuous film. If the
active area of the resonator is completely covered by the deposited film, then Eq. 13 can be
used to determine the areal density,

mf = −

vq pq ( f c − f q )
2 f q2

.

(13)

Equation 13 is often expressed simply as Δf = −C f m f , where ∆f = fc – fq, and the
coefficient, Cf, is defined as the mass sensitivity or calibration constant of a QCM as in Eq.
14:
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⎛ vq pq
Cf = ⎜
⎜ 2f 2
⎝ q

−1

⎞
⎟ .
⎟
⎠

(14)

For an AT-cut quartz crystal, where pq = 2650 kg/m3 and vq = 3340 m/s, the mass sensitivity
for a 5 MHz resonator is 5.65 MHz m2/kg.19, 22
Although the piezoelectric effect and QCMs are widely used instruments in many
applications, little work has been done theoretically or experimentally in the recent decades
to quantify the QCM behavior under various environments. A summary of previous work is
presented here because the vehicle emissions incident upon the QCM surface during the
engine test cycle is unknown in shape, form, and composition. Effects from the emissions’
deposition could cause a nonlinear response in the QCM’s vibrations.
The type of deposited material affects the QCM’s ability to detect mass changes.
Deposited metals and solids can change the crystal frequency without affecting the crystal’s
ability to vibrate. However, liquids change the crystal’s ability to vibrate because the surface
dissipates energy in the liquid. Unlike liquids, it was found that if gas is adsorbed onto liquid
coating, amplitude of vibration changes proportional to concentration. Depending on the
type of coating, the QCM can detect sulfur dioxide, hydrogen sulfide, hydrogen chloride gas,
and aromatic hydrocarbons in the air. 20
Aerosol mass detection with a QCM has benefits in that nearly all indirect methods to
measure mass require assumptions of other parameters about the aerosol such as the
refractive index, size distribution, density, and shape of the particles, and it is known from
recent studies of light-duty cars and trucks that particle properties vary widely during
measurement.23
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Aerosol mass concentration detected via the QCM was studied with varying
temperature, humidity, particle collection characteristic, response linearity, and mass
sensitivity. Mass sensitivity was found to be a function of deposit size and location, and
sensitivity decreased for particle size at about 2 microns and was near zero at 20 microns,
with viscous coatings improving sensitivity in this size range.22
The collection efficiency may be estimated based on the theory, design, and operating
conditions of the particle collection devices. An electrostatic precipitator may have the
collection efficiency equal to 1.0, but the impactor could be less than 1.0, due to the fact that
particles with a size smaller than the cutoff size may escape the impactor. Unlike in thin
films and gas deposition, particles on the surface of the QCM have a potential to become
dislodged. The adhesive force, Fa, and inertia force Fi, which attempts to dislodge the
particles from the surface of the vibrating crystal, both act on the particle. In order for the
QCM to measure the aerosol, the adhesive force needs to be greater than the inertial force, or
Fa > Fi. Particle adhesion is predominantly relevant for particles greater than 10 μm in

diameter, while small particles are not likely to be removed by common forces.22, 24
Dry atmospheric particles were compared with particles from combustion. The
particles from combustion are either liquid droplet or water-coated solid particles. For the
solid particles, the water layer increases the surface tension force and therefore enhances the
affinity of the particles to the crystal’s surface.22 Humidity increases the ability of particles
to adhere to the surface of the crystal’s electrodes. Water adsorbed on the aerosol particles
and the electrode’s surface enhances the adhesive force. If the relative humidity is greater
than 30%, then the QCM’s ability to convert a change in frequency to a change in mass is
affected. With increasing humidity and an electrostatic precipitator as a collection device,
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the frequency change jumps nonlinearly at about 30% relative humidity in the absence of an
aerosol, with dirty crystals being more sensitive to humidity changes than clean crystals.22
In the Kansas City Test, a diluter was used to help prevent frequency saturation and a water
correction was applied.3, 25, 26 Loss of organic vapors are yet to be addressed.
Because the surface of the QCM can be considered to be constantly changing due to
the new aerosols arriving and mixing with the old aerosols on the surface, “the reported mass
at any given time is a combination of new particles being added to the surface and changes to
the collected particles,” as given in Eqs. 14a and 14b:19

MTotal Mass = MDepositing particles + History Effects

MTotal Mass = MNon-Volatiles + MVolatiles – MVolatiles Evaporated + MChemical Reaction + Metc.

(14a) & (14b)

1.7c Optical Instruments
The DustTrak, DataRAM, and photoacoustic instruments used different physical
techniques of detecting PM2.5 compared to the QCM or Filter. Based on light-interaction
with particles, the principle of scattering is used for aerosol detection for the DustTrak and
DataRAM, and the principle of absorption is used for elemental carbon detection for the
photoacoustic.
Several properties must be assumed or measured regarding the aerosol being
measured for the optical instrument to give an accurate value for mass concentration.
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Because the aerosols will absorb some of the light, the real and complex indices of refraction
must be known, where in m = m’ (1-a i), m’ is defined as the real refractive index and a is
defined as the absorption coefficient of the material.24
Light incident upon the airborne particulate matter will be scattered, transmitted, or
absorbed. If the particles are larger than about 0.05 μm, Mie theory is used. The instruments
used were integrating nephelometers, which measure the light scattered by aerosols over a
wide range of angles.24
As measured by the DataRAM, the magnitude of the detected light scattered is
directly proportional to the particle concentration, assuming the particle size and shape
distributions and effective particle refractive index do not considerably change. The
DataRAM (DataRAM 4) uses two wavelengths (660 nm and 880 nm) to measure the particle
concentration. The two diodes alternatively emit 27 pulses per second, and the common
scattering detector is orientated 60º from the forward direction. When the two-wavelength
option is enabled, the signals at the two wavelengths are used to compute a correction factor
for the particle mass if the size distribution varies significantly from the calibrated values. 27
The DataRAM 4 has an instrument sensitivity of 0.1 μg/m3 to 400 mg/m3 for mass
concentration and can detect particles from 0.04 to 4.0 μm with an index of refraction of 2.0.
The instrument can be used from -15 to 60ºC and with a relative humidity of 0 to 100%. At
relative humidity above 60%, the DataRAM over-measures the sample, and an automatic
humidity correction factor can be enabled. At high humidity, the particles mass will increase
due to water condensation, and the correction also takes into account the lower refractive
index from 1.50 to 1.33 due to the increase in water. The instrument can become overloaded
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if used for continuous sampling of particles at high concentration. An error will be displayed
indicating the optical lenses should be cleaned. 4, 27
The DustTrak uses one wavelength and measures light-scattered from a 90º angle.
The instrument sensitivity is 1 μg/m3 to 100 mg/m3, and the instrument can detect a particle
size range of 0.1 μm to 10 μm.28
Elemental carbon measurements with a photoacoustic instrument have shown that
clustering causes varying values of the specific extinction because of its strong dependence
on size. The specific extinction coefficient decreases as wavelength is increased, so at low
particle concentrations the infrared extinction measurement may need greater sensitivity than
in the visible.29
It was found that most of the absorbed light ultimately results in particle heating, and
that heat transfers to the surrounding gas, causing a local pressure increase. By modulating
the incident light at the aerosol’s resonant frequency, pressure fluctuations of the ambient gas
will occur, and the pressure fluctuations will be detected as an audio-frequency modulation
by a microphone installed in the chamber. This technique works well for aerosols with very
little scattered light. In the visible and infrared regions, assuming light absorption occurs
throughout the entire particle, the mass concentration is proportional to light absorption.3, 29,
30

The laser used to heat the aerosols was 1047nm where gaseous interference is
minimized. The resonator section is half of an acoustic wavelength, and two tubes
perpendicular to the resonator ¼ of an acoustic wavelength long are used to filter noise.30
The microphone and piezoelectric transducer are at pressure antinodes and the holes in the
resonator are at pressure nodes.3
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It has been shown that the IMPROVE – TOR method for calculating elemental
carbon and the photoacoustic technique correlate well for late-model diesels.3, 5 The
relationship used to obtain black carbon concentrations for the gasoline vehicles is based on
tests with diesel emissions. In Eq. 16, the constant factor used to convert from inverse
distance is the absorption efficiency of the photoacoustic instrument.5

BC (μg m-10-3) = 5 (m2 g-9-1) Babs (Mm-9-1)

(16)

1.7d Instrument Comparison
In analyzing the instruments for MOVES, it is important to understand any
limitations the instrument might have. The particles themselves have much uncertainty in
composition, size, and lifetime that instruments signals should be expected to at least
correlate well with each other.
The QCM is the only direct modal measurement of mass. Provided the instrument
does not saturate, the QCM has no reported bias to measuring the mass of the particles.
However, because of the negative emission rates, 10-second smoothed trace (discussed in
Sec. 4.3b), the QCM has some limitations that potentially make it unsuitable for MOVES.
On the other hand, the DustTrak, DataRAM, and photoacoustic are indirect measures of
particulate mass. The instruments are calibrated to a laboratory aerosol with a known size
and chemical composition. Because gasoline exhaust is known to vary in both size and
chemical composition, the intensity of the scattered light signal will give an incorrect value
for the mass of the aerosol if the vehicle’s emissions are very different from the calibration
aerosol. For the DustTrak, DataRAM, and photoacoustic, a question arises of what the
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instruments are really detecting, and how different the actual mass of the aerosol is compared
to what was reported.
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Chapter 2: Review of Related Literature on Previous Studies of Particulate Matter Emissions
from Gasoline Vehicles

Vehicles over transient and steady state cycles have been tested for particulate
emissions prior to the Kansas City Test Program.5, 31, 32 In 1998, Graskow et al. tested one
gasoline-fueled spark ignition engine over three different loads with three different types of
fuels.32 It was found through a condensation nucleus counter (CNC) and a scanning
mobility particle sizer (SMPS) that random occurrences of spikes in the number of particles
emitted over a steady-state cycle occurred. Through the use of a catalytic converter, these
spikes were found to be composed of particles that were composed primarily of volatile
material and particles smaller than 30 nm in diameter.32 As engine load increased, the
ability of the catalytic converter to remove these volatile particles decreased. Aside from the
spikes, as engine load increased, the number of particles less than 20 nm decreased and the
larger-diameter particle-number increased. There was no dependence on fuel-type. Finally,
the particle distribution was found to not be lognormally distributed, as would be expected
from particles from diesel engines and particles measured in the ambient air. It was
suggested “that the formation mechanisms [of aerosols] in spark ignition engines may be
different from that of diesel engine aerosols.”32
The instrument used in Graskow et al.’s work was a CNC, and it is known that the
CNC supersaturates the particles, allowing the particles to grow to 12 μm. Scattered light
from the particles is converted to a number concentration measurement. The SMPS ionizes
the particles and attracts or repels them to a central rod at different rates, depending on the
electrical charge and aerodynamic diameter. The particles then fall into different slits to be
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classified and counted. Varying the voltage over time can scan the particle size distribution
with a frequency of 30 seconds.32 With its time range, the SMPS is useful for steady-state
tests but not for transient tests where 1 Hertz resolution is desired.
In a study conducted by Gard et al. in 1997 of 28 light-duty gasoline vehicles tested
on a dynamometer over an FTP-driving cycle, mass spectra of individual particles were
measured using aerosol time-of-flight mass spectrometry (ATOFMS). It was found that 10
unique chemical types of size and temporal characteristics describe the majority if the
particles.23 An aerosol time-of-flight mass spectrometer uses light scattered from two laser
beams, and the time between detection of the scattered light determines the velocity of the
particle and aerodynamic diameter of the particle because aerodynamic diameter and speed
are highly correlated. The particle is then ionized by a laser, from which the chemical
composition is known.33
Elemental carbon with calcium, phosphate, sulfate, and small amounts of organic
carbon were found to occur in particle size ranges between 50 and 100 nm, while particles
containing mostly OC were found in particle sizes about 100 nm.23 The time resolution of
the tests was reported every two minutes, and the number of particles emitted during the first
two minutes of the cold start of the driving cycle was more than 5 times greater than at any
other point during the remainder of the cycle.23 The starts produced mostly elemental
carbon, calcium, and phosphate. Excluding smokers, older engines produced more particles
than new engines.23 Additionally, greater quantities of particles and larger particles
containing oil are emitted during fast accelerations, cold starts, vehicles with older
technologies, and smokers.23
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Moosemüller et al. in 2001 tested the DustTrak and photoacoustic of diesel
emissions. They showed that the instruments were capable of being used for real-time
emissions testing. The DustTrak has low interference from nonparticulate sources with
variations from 0 mg/m3 to its uncertainty of 1 µg/m3, but it showed much variation between
vehicle-to-vehicle tests, implying further calibration is needed. 5 This was concluded
through comparison of DustTrak measurements with the Tapered-Element Oscillating
Microbalance (TEOM,) where the TEOM was consistent over the three vehicles (indication
of a comparable amount of semi-volatiles between vehicles, but the mass scattering
efficiency was smaller for an older vehicle). 5 The photoacoustic instrument was used with a
wavelength of 532 nm, where NOx is known to have a large optical absorption, but it was
found that switching to a different wavelength of 1047 nm reduces gaseous absorption.34
In this test, the instruments detected more particulate concentrations during the cold
start phase of the test, yielding peaks that were 1 and 2 orders of magnitude greater than the
filter measurement for that time period. 5 An older diesel vehicle was also tested, and it was
found that the real-time peaks were not generally higher (to account for greater emissions),
but rather wider and more uniformly distributed over different operating conditions. 5
The instruments were also compared to measurements of TOR EC and OC from the
filter. The photoacoustic was well correlated with the EC-TOR measurement, and the
DustTrak is a measure of total PM, as it was not well correlated with OC or EC alone. 31
In a study conducted by Maricq et al. in 1999, the particulate exhaust of 21 gasoline
vehicles were measured with a scanning mobility particle sizer (SMPS) and an electrical low
pressure impactor (ELPI). The voltage was kept constant (not allowed to scan), so a size
distribution between 20 nm to 500 nm was measured. The ELPI also separates particles by
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aerodynamic size by using twelve cascade impactors in the size range of 48 nm to 8.6 μm by
charging the particles and measuring the current from each stage, correcting for small particle
losses, recognizing that number measurements are affected by dilution conditions. The
ELPI and SMPS were in good agreement for size distributions, except the lowest ELPI stage
due to over-estimation.6
It was found the particle mean diameter was 60 nm in a range of 10 to 300 nm, and
the emissions were narrow peaks correlated to vehicle acceleration, with cold start emissions
three times greater than hot start emissions. The 103 increase in particle number is attributed
to the increase of exhaust flow during acceleration and in the increase of particle production
per unit amount of fuel. It was also observed that HC and CO emissions peaks coincide with
particulate emissions peaks. However, after the cold start, the HC and CO emissions
decrease whereas the particulate emissions stay high, indicating the catalytic efficiency for
removing particulates is lower than removing HC and CO.6
In another study by Cadle et al. in 2001 of twenty-four vehicles from a 1990 – 1997
model year range, instantaneous particulate matter emissions of less than 10 μm were
measured with an ELPI of thirteen stages from 0.03 to 10 μm.7 Fuels did not seem to play a
role with particle size distributions.7, 32 An average of 33.2% of the mass was present in the
ultrafine particle size range below 0.12 μm, and 83.6% of the mass was smaller than 1.2 μm.
The ELPI was reporting 25% less mass than the filter.
Speciation was preformed on the filter measurements for EC, OC, and TC. The
uncertainty for OC and EC is 0.25 and 1.0 mg/mi, respectively. A cold start FTP was run
followed by a driving cycle called UC and a hot start REP05 (a more aggressive driving
cycle). The filter to TC ratio was 1.21, and one-third of the TC was OC during the FTP.
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However, during the REP05, high correlation between the TC and filter still existed, but the
filter to TC ratio was 1.48. Even though measurements were for PM less than 10 μm and the
Kansas City Study measurements were for PM less than 2.5 μm, during the PEP05, “as much
as 20% of the PM10 was sulfate and associated water.” A disparity of 9% exists between
amount of organic carbon detected between the FTP and REP05 cycles.7
These studies provide comparisons and initial results for testing particulate matter
from gasoline vehicles. Useful information can be obtained and used as a benchmark for
understanding the PM emissions from the Kansas City Fleet. The data and results provide
expectations for locations and magnitudes of emissions peaks, correlations with other
pollutants, size and number distributions, and cold start emissions.
Such previous work with LDGV has limitations in fleet size and testing resources.
The advantages of the Kansas City Test program were the recruitment of a large range of
vehicle ages and the capability to test under different environmental conditions.
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Chapter 3: Data Analysis

3.1 Reception of the Data and Initial Work
Data were received from contractors and scientists after the testing had been
completed for each round. The data were screened by the people working directly on the
Kansas City Test Program for any issues and failures. Upon reception of the data, work
began to understand the conditions from which it came, the instrument’s capabilities, and
how to prepare or incorporate the dataset into MOVES.
Preliminary data analysis was performed to all data sets: the QCM, Optical PM
instruments, and the criteria pollutants: THC, CO, CO2, and NOx. Because the QCM is
known to be affected by high levels of humidity,21, 25, 26 a correction factor for humidity was
determined and applied to the data.26 In addition to the humidity correction, a prestabilization correction and a volatile correction was applied to bag 1 and on bag 3,
respectively.26 The pre-stabilization correction applies when the QCM is cleaned and used
before the QCM comes into equilibrium.19 A pre-stabilization correction was applied to the
beginning of bag 1 when the between-test time was too short for the QCM to re-stabilize.26
The volatile correction used in bag 3 was a decay-curve fit empirically to the data during the
Hot Soak to characterize the volatiles leaving the surface of the QCM. A list of issues with
the modal data was pre-determined from this preliminary analysis.
During operation, the QCM was set to detect with a 10 second-centered, floating
average.26 The effects of smoothing broadens peaks and decreases absolute magnitudes of
the peaks themselves, even though total mass over the driving cycle is conserved. For
MOVES, the instruments should sample at 1 Hertz. A simple linear interpolation algorithm
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was used to convert the QCM, DustTrak, DataRAM, and photoacoustic from their initial
sampling frequencies to a frequency of 1 Hertz because most modal instruments detect at a
smaller frequency than 1 Hertz.
Standard temperature and pressure (STP) corrections were made to the DustTrak,
DataRAM, and photoacoustic data sets. Equation 17 was used to find a conversion factor:

⎛ Pr V r ⎞
⎜⎜
⎟⎟
T
⎝ r ⎠
c=
⎛ PSTP V STP
⎜⎜
⎝ TSTP

⎞
⎟⎟
⎠

(17)

where the index ‘r’ represents the reported value at that second in the respected column and
the index ‘STP’ represents the value at STP. From the data set, it was found that the optical
measurements were converted to a mass concentration by using the extinction coefficient.
This number was approximately 5.5 m2 g-1, contrary to what was reported.3

3.2 Time Alignment
After physical and temporal corrections to the data were made, a time alignment was
performed. Time alignment is the act of connecting the emissions peak with the
corresponding peak in engine operation during the driving cycle. In emissions measurement,
the emissions travel from the engine to the tailpipe, then to the CVS, and from the CVS to the
detection instrument. Because every vehicle has a different force applied to the expelled
emissions, every signal from every pollutant trace needs to be “backed-up” to the
corresponding acceleration peak.
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There is no established way to time align a pollutant with a transient driving cycle,
and transient driving cycles cause emissions output rates to be variable.6, 34, 36 Presently,
models are being developed based on theories of signal processing to reconstruct the
emissions signals at the tailpipe after dilution.35 Time alignments are typically done by
performing a correlation between the VSP signal and a pollutant signal. The pollutant signal
is shifted incrementally to achieve the best correlation coefficient with VSP.
When modeling vehicles and trying to obtain the peak emissions for a given
acceleration event, malignment can affect the emissions rate within a given operating mode
for MOVES modeling. Malignment can also have effects on the emissions over the entire
cycle, and an optimum way to time align must be implemented.36
It has been found that CO2 emissions are a good indicator of engine operating mode.
The CO2 trace is very similar to the VSP trace with the exception that CO2 is not negative
over the driving cycle. The first step of time alignment is to align CO2 to VSP. After time
alignment, a typical correlation value for CO2 with VSP is around 85%. Fig. 2 below shows
a time segment of how negative VSP can occur at the same time as positive CO2. Even
though a local minimum in CO2 corresponds to a local minimum in VSP, CO2 remains
positive. By aligning CO2 to VSP, one would find a suggested shift of 12 seconds forward
and a correlation coefficient of .69 before alignment and a correlation coefficient of 0.81
after alignment.
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CO2 Time Alignment with Dyno VSP for 84403
Example of CO2 Reponse with VSP
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Fig. 2. CO2 time alignment with VSP without 10-second smoothed VSP (top) and with 10second smoothed VSP (bottom).
The first plots of VSP and CO2 show a VSP trace calculated from the speed given
from the dyno data set, and the second plot shows VSP smoothed, allowing the relationship
between CO2 and VSP to be more clearly seen. The peak in emissions tends to correspond to
the beginning of an acceleration event. One must take into account the effects of the exhaust
emissions arriving at the detectors at different times and the dilution, which tends to make the
peaks more broad. The shifting process assumes that the time delay is constant, but it has
been found that “slow flow at low rpm and low load cause a large delay, whereas a quick
flow at a high rpm and high load cause a short delay.”35 Additionally, larger displacement
engines will produce faster exhaust flow for the same engine speed, resulting in different
time delays between vehicles.36
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Each emissions array from each vehicle was correlated to CO2 and shifted to achieve
the best correlation coefficient. The VSP, calculated directly from the speed, is not affected
by peak broadening and smoothing. Hence, it is recommended that a smoothing routine
should be applied to VSP better correlate the VSP with the emissions output. Thus, the data
was time-aligned to a 10-second-centered, floating average VSP trace. By plotting one
emissions array against another, shifting the arrays up or down, the maximum Pearson
Correlation Coefficient value indicated the best time alignment. Action was taken to prevent
false alignments to correlation values less than 0.25 and local maximum instead of a global
maximum. If the correlation was less than 0.25, then the emissions array was shifted to the
same increment as the CO2-to-VSP alignment. This process was used for the QCM values
and 10-second-smoothed and 1 Hertz values of DustTrak, DataRAM, photoacoustic, HC,
CO, and NOx.

3.3 Elemental Carbon and Organic Carbon
The modal particulate matter measurements from Kansas City PM Characterization
Study were to be broken into elemental and organic carbon fractions. The DustTrak,
DataRAM, and QCM all measured total particulate matter, and the photoacoustic instrument
measured Black Carbon. It was our goal to obtain modal OC and EC rates, derived from the
total particulate measurement. The relationship between total PM, OC, EC, and noncarbonaceous PM was assumed to be related by the following relationship in Eq. 18:

TotalPM = EC + OC + Extras
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(18 )

where the Extras are sulfates, nitrates, and heavy metals, and so on.
From the filter, the method of IMPROVE - TOR (Interagency Monitoring of
Protected Visual Environment – Thermal Optical Reflectance) was used to divide the filter
mass into elemental carbon and organic carbon (EC/OC) fractions.37, 38 The process uses a
series of temperature steps under different oxidation atmospheres and laser light reflectance
to determine the amount of carbon from a quartz fiber filter sample. Eight separate carbon
fractions are summed into two components related to light absorption from a He-Ne (632.8
nm) laser. The light absorbing components are defined as elemental carbon (EC), and the
non-light absorbing components are defined as the organic carbon (OC) carbon particles. 38
It is recognized that EC and OC are defined by the methods and protocols used to find
the carbon fractions rather than by a definition or standard.38 Work has been done to
understand the uncertainty of the TOR technique by altering conditions made during the
TOR procedure. In a comparison of two methods to determine the total carbon from filters
of ambient sources, it was found that the total carbon concentrations were equivalent between
tests to ±5%. However, EC is a smaller fraction of the TC and only comparable to within
±20%. EC also shows the largest difference among carbon analysis methods. In earlier
studies using the TOR method in comparison to other methods, TOR has reported the highest
values for elemental carbon, resulting in a low reported organic carbon value. 37, 38 These
experimental limitations will be present in the Kansas City PM filters and were not corrected
for.
Obtained chemical data were well above the analytical sensitivities for most species,
and from prior studies (Gasoline/Diesel PM Split Study), highly loaded samples show good
correlation between total PM and total carbon with EC by TOR highly correlated with the
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photoacoustic Instrument.3 However, lower sample loadings “where sampling artifacts
associated with adsorbed organic compounds by the quartz filter” could show little or no
correlation with total PM and total carbon.3 Filter samples were grouped together from
younger vehicles to compensate for potential low sample loadings instead of analyzing every
vehicle individually.
The TOR values are based on filter values, which are aggregated over an entire
driving cycle. If the modal EC and OC were calculated based on TOR values, then a
constant fraction for the two species would be given throughout the entire driving cycle. It
has been found from tests of particulate emissions from a spark-ignition engine that spikes
occur in steady-state operation. These spikes are reported to be particles that are 100%
volatile, and as engine load increases, the catalyst efficiency at removing these spikes
decreases.32 When a vehicle is in a transient state, it has been found that much variability
occurs of chemical composition of particles emitted between different types of vehicles and
within the same vehicle during different engine states.23 Thus, EC and OC fractions at any
given second during a transient cycle vary, and applying the aggregate TOR-EC and TOROC values to the modal data should be avoided.

3.3a Normalization Methods
The filter method for obtaining total PM and the TOR method (based on filter
measurements) for obtaining EC and OC values is the EPA’s current standard for reporting
EC, OC, and total PM. Thus, all modal values should be normalized to the filter for total PM
instruments and the TOR value for EC instruments. Thus, normalization for the QCM,
DustTrak, and DataRAM were based on gravimetric filter reading, and the photoacoustic
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normalization should be based on the TOR-EC reading. Every vehicle test had a filter
reading, but only about 25% of the vehicle tests had TOR values. A method needs to be
determined to “fill the holes” with a factor to normalize the remaining 75% of modal
photoacoustic data.
The normalization of the QCM, DustTrak, and DataRAM is based on Eq. 19. To
normalized the photoacoustic, the ratio of (Gravj / PMagg, j) in Eq. 19 needs replacement.

PM i , f , j = PM i ,0, j

Grav j
PM agg , j

,

(19)

where i is the second being normalized of bag 2 of the LA92 driving cycle,
f is the final result for the modal PM value (grams),
0 is the initial value for the modal PM (grams),
Agg is the aggregated value for the PM instrument over bag 2 (mg/mi),
Grav is the gravimetric filter value for bag 2 (mg/mi), and
j represents the instrument, where j takes on 3 different values of either
QCM, DustTrak, or DataRAM.

Either the slope, ratio of averages, or average of ratios could be used to find the
normalization factor for PA. The MOVES2006 approach is ratio of averages, and the ratio of
averages is the slope when the y-intercept is taken to be zero.39 Table 4 quantifies the
differences between the slope, ratio of averages, and average of ratios for every
normalization element from bag 2. The slope is consistently the lowest value, while the
average of ratios has the highest values, and the ratio of averages is in the middle, although
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closest to the slope. In using this table, it would imply the normalization factor of 1.65
would be applied to every modal photoacoustic value.
Table 4. Differences between ratio of averages, average of ratios, and slope for
normalization factors for the modal PM instruments.
(low)

(high)

(med)

Slope

Average of
Ratios

Ratio of
Averages

Filter /
QCM

1.01

4.29

1.32

Filter /
DustTrak

0.15

2.22

0.69

Filter /
DataRAM

0.0059

2.22

0.09

TOR-EC /
Photoacoustic

0.90

3.55

1.65

In application of regression coefficients, it was found that the slope and intercept are
driven by the high emitters, and the intercept will dominate the values of the low emitters,
making everything approximately equal to the intercept itself. Either another normalization
relationship needs to be developed for the low emitters, or another method such as the ratio
of averages should be used that assumes a zero intercept.
As stated, other methods of normalizing the photoacoustic to the TOR were
investigated. One possibility was to use linear regression, determining a slope and an offset
for the photoacoustic and hoping the high-emitters do not saturate the low-emission value
through the y-intercept. Fig. 3 is a log plot of elemental carbon by TOR and black carbon
from photoacoustic. The highly-loaded bag 1 has the best correlation, followed by bag 2, and
the poor correlation of bag 3. The lower values of the filter or the photoacoustic cause less
correlation between the two instruments. Assuming the remainder of the vehicles not tested
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by both TOR and the photoacoustic instrument do not significantly differ from the
relationship between the photoacoustic and TOR from a linear regression model, the
relationship between the photoacoustic instrument and EC by TOR has the potential to be
applied to the rest of the PA data as a normalization factor by TOR.
bag_num
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Fig. 3. Logarithmic plot of elemental carbon by TOR vs. elemental carbon by photoacoustic
where inconsistencies are prevalent in the low-loaded region.
To find the best relationship to normalize the PA, it was found on a test-by-test basis
that 45% of the Total Carbon (TC = EC + OC) is greater than the filter. This result gives
non-physical, negative values for the Extras by Eq. 18, and conservation of mass would be
violated. An illustration of this problem is shown in Fig. 4a and Fig. 4b, where the TOR is
greater than the gravimetric filter. The best fit regression line in Fig. 4a suggests that the
EC+OC is less than the filter by 15%, but the higher emitters drive this slope and a closer
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look in Fig. 4b shows for low-emitting vehicles the TC is greater than the filter due to many
points being above the 1:1 line.
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Fig. 4a and Fig. 4b. EC + OC by TOR vs. Gravimetric Filter. 4a. (Linear) High emitters
drive regression line. 4b. (Logarithmic) EC+OC > Filter gives a nonreal result.
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Fig. 5 shows the distribution of the filter for all vehicles, all rounds, and all bags used
in the chemical analysis. Most of the filter measurements are less than 25 mg/mi.
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Fig. 5. Full range of the filter data used in chemical analysis.
Fig. 6 shows all filter values that were used in the chemical analysis have a
decreasing median value as the driving cycle phase increases, and the LDGT are higher than
the LDGV.
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Fig. 6. Decreasing median values in filter measurements used in chemical analysis as load
decreases from bag 1 to bag 3.
Fig. 7 shows how the data present more scatter and the EC + OC values are less
correlated with the filter as the bag values decrease. The R-squared values decrease from bag
1 to bag 3.
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Fig. 7. EC+ OC vs. filter, EC + OC values are greater than the filter, especially in bag 3.
It is not physical for the EC+OC to be above the filter from Eq. 18, and data points in
bag 1 and bag 3 appear to be in greater violation of the nonreal relationship (TC > Filter). As
filter load decreases, errors in the EC + OC increase.
Based on the plots presented, the TOR does not appear to be a reliable and repeatable
method for determining elemental or organic carbon particulate fractions from a low-loaded
quartz fiber filter. The elemental carbon component from TOR causes the errors just as in
previous studies, so the photoacoustic instrument should be investigated further for its ability
to detect low-emitting gasoline PM. 37, 38

3.4 Approaches in Determining Modal Organic Carbon and Elemental Carbon
Particulates
Despite complications with the TOR data, rates for elemental carbon and organic
carbon need to be estimated for the modal data for incorporation into MOVES. An approach
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used to determine modal EC and OC was a three-step process described by Eqs. 20a, 20b,
and 20c, where i is a second of data within the modal array. Although this method might not
be used in MOVES, it was used to determine the limitations of the Kansas City data set and
also for potential scope reductions for the model.40

1)

Extras i =

2)

EC i =

Grav − [EC TOR + OC TOR ]
⋅ QCM i ,
Grav

PAi
⋅ QCM i ,
DSTK i

(20a), (20b), & (20c)

3) OC i = QCM i − EC i − Extras i .

Step 1 incorporated aggregate data into the modal-based calculation, and the Extras
needed to be calculated in the same manner as the normalization of the photoacoustic
because only a limited number of vehicles had measured EC and OC values. Essentially, a
constant value of Extras is determined and applied to the modal QCM values. This factor
was attempted to be determined within sub-groups of data, but the Extras were negative
when EC + OC is greater than the gravimetric filter for many of the groups. In Table 5, the
constant factor used for the Extras is given for the LDGV and the LDGT. The factor is
calculated from average values of the data set. The LDGV Extras are congruous to what was
found in previous hot running and aggressive cycles. The LDGT Extras appear to be high,
and further confirmation is needed regarding the magnitude of this number derived from the
dataset.7
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Table 5. Constant multiplicative factors used to calculate the amount of Extras in the
gasoline exhaust.

Ave(Grav) − [Ave( EC ) + Ave(OC )]
Ave(Grav)

LDGV Extras

LDGT Extras

0.19

0.46

Preliminary application of Steps 1 and 2 set OC to be less than EC or zero. Based on
the TOR data, organic carbon is greater than elemental carbon by a factor of two. Studies of
light-duty vehicle EC/OC ratios show much variability as the amount of elemental and
organic carbon.7-33 However, PM2.5 from diesel vehicles is believed to be mostly an
elemental carbon core with a organic carbon shell, with the amount of organic carbon
varying as a fuel-type varies.42 In ambient studies, organic carbon also composes 10-50% of
the aerosol mass in the atmosphere, whereas elemental carbon composes 1 to 13% of the
aerosol mass.41 Applying this source data to the ambient atmospheric data would cause a
disparity if organic carbon was calculated to be zero or less than the elemental carbon.
Using Eqs. 20a, 20b, and 20c causes problems in the normalization of the modal data.
One final option would be to use the aggregate data and apply the same correction factor to
every second of the data in the modal emissions array. This is the least preferred option
because it is believed PM composition changes throughout the driving cycle. To incorporate
the Kansas City Test Program data into MOVES, it may require using a constant correction
factor.
If these modal discrepancies could not be resolved, a constant value for EC and OC
fractions from TOR data would be used for every second in the test cycle. Table 6 shows the
values for extras used for the cars and trucks. Assuming values for Extras from Table 6 held,
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about 52% of the total particulate for LDGV would be organic carbon and about 30% of the
total particulate would be elemental carbon.

Table 6. Filter-based fractions of EC and OC from TOR for LDGV and LDGT from the total
particulate.
Bag 2, Ratio
of Averages
[OC+EC](PM)
OC(PM)
EC(PM)
EC/OC

LDGV &
LDGT
0.66
0.44
0.22
0.51

LDGV
0.81
0.52
0.30
0.57
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LDGT
0.54
0.38
0.16
0.43

Chapter 4: Results
4.1 Aggregate Results
As part of the assessment of how each modal PM2.5 instrument would compare to the
gravimetric filter, each instrument was compared with the filter. Even though each modal
instrument would be normalized to the filter, trends can be seen between the pollutants. The
following graphs show a comparison, by bag, of each modal instrument with the
corresponding filter measurement.
The first aggregate values are a comparison of the photoacoustic instrument with the
filter. Recall the photoacoustic is a measure of the elemental carbon fraction of the total PM,
where the filter is a measure of total PM. From this aggregate data, we expect to find the
photoacoustic values to be less than the filter values. With the exception of a few data points
over the 1:1 line in Fig. 8, the photoacoustic is systematically lower than the filter readings
for bag 1. The photoacoustic and filter have expected results as seen in this graph.
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Fig. 8. Aggregate photoacoustic EC-PM < 2.5 μm in comparison to the gravimetric filter in
mg/mi for bag 1.
Even though bag 2 is longer and has more aggressive accelerations than bag 1, the
total hot running emissions per vehicle are lower as seen in Fig. 9. Again, with the exception
of a few vehicle tests having higher photoacoustic values than the filter, most of the data
appear to follow a similar slope to the 1:1 line. The bag 2 slope (0.12) is lower than the bag
1 slope (0.31), implying less elemental carbon per unit total particulate mass during the hot
running phase of the vehicle.
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Fig. 9. Aggregate photoacoustic EC-PM < 2.5 μm in comparison to the gravimetric filter in
mg/mi for bag 2.
The low-loaded bag 3 shows more scatter than bag 1 or bag 2 in Fig. 10. The
photoacoustic is, on average, still lower than the filter, but the trend is not as pronounced.
Although more thoroughly discussed in Sec. 4.2, problems appeared in bag 3 with the
photoacoustic data when normalizing the total PM instruments to the filter, and the values
from the photoacoustic appeared to be larger than the total PM. A relationship between the
filter and the photoacoustic instrument could be used based on the aggregate data.
Regression analysis revealed the photoacoustic to be 21% of the filter with no statistically
significant intercept as determined by a p-test.
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Fig. 10. Aggregate photoacoustic EC-PM < 2.5 μm in comparison to the gravimetric filter
in mg/mi for bag 3.
The aggregate photoacoustic values were well-behaved, having consistently lower
values than the filter.
Next, the total PM modal instruments (QCM, DustTrak, and DataRAM) will be
compared to the filter for each bag. The QCM values for bag 1 are compared to the filter in
Fig. 11. Using a cut-point of 10 mg/mi, the lower emitting values have a different
relationship than the values above 10 mg/mi. For lower emitting tests, the QCM reads
higher than the filter. For higher emitting tests, the QCM reads at or lower than the filter.
An explanation for this difference is yet to be developed, and whether the filter or the QM
measurements need future calibration is yet to be determined.
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Fig. 11. Aggregate QCM of PM < 2.5 μm in comparison to the gravimetric filter in mg/mi
for bag 1.
Fig. 12 plots the similarities of the QCM and filter between bag 1 and bag 2. Again, a
cut-point of 10 mg/mi defines two distinct relationships of the QCM with the filter. For
QCM values greater than 10 mg/mi, the slope is nearly parallel with that of the filter in bag 1
and bag 2.
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Fig. 12. Aggregate QCM of PM < 2.5 μm in comparison to the gravimetric filter in mg/mi
for bag 2.
The lower-loaded bag 3 shows much scatter between the QCM and filter in Fig. 13.
The majority of data falls below the filter, and a very poor correlation exists between the
QCM and Filter for bag 3.
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Fig. 13. Aggregate QCM of PM < 2.5 μm in comparison to the gravimetric filter in mg/mi
for bag 3.
A comparison of the DustTrak to the filter in bag 1 reveals a relationship that is
nearly 1:1. As seen in Fig. 14, there are no elbows in the data between low values of the
filter measurements and the higher values of the filter measurements as seen in QCM vs.
filter plots (Figs. 11, 12, and 13).
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Fig. 14. Aggregate DustTrak of PM < 2.5 μm in comparison to the gravimetric filter in
mg/mi for bag 1.
In Fig. 15, comparisons of the filter to the DustTrak in bag 2 show the DustTrak to be
nearly parallel to the filter just as in Bag 1, but the vehicle test values from the DustTrak are
lower than the filter. All the data appear to have been offset by approximately the same
value with consistently lower readings than the filter. This could be a calibration error.

61

10000

DustTrak PM < 2.5 u (mg/mi)

1000

100

10

1
0.01

0.1

1

10

100

1000

10000

0.1
Filter PM < 2.5 u (mg/mi)
Bag 2

Fig. 15. Aggregate DustTrak of PM < 2.5 μm in comparison to the gravimetric filter in
mg/mi for bag 2.
The DustTrak plotted against the filter for bag 3 in Fig. 16 shows that the lowerloaded bag 3 has less apparent trend with the filter. Again, the bag 3 relationships of the
filter with the modal PM instruments show the most scatter. The linear relationship between
the DustTrak and filter in bag 3 is slightly improved in comparison to the QCM and filter.
The low-emitting data still form a cloud below 10 mg/mi.
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Fig. 16. Aggregate DustTrak of PM < 2.5 μm in comparison to the gravimetric filter in
mg/mi for bag 3.
A comparison of the DataRAM with the filter, as seen in Figs. 17, 18, and 19, shows
much similarity with the filter compared to the other modal PM instruments. The biggest
difference between the DataRAM and the DustTrak or QCM is that the DataRAM reads an
order of magnitude greater than the filter for filter values over 100 mg/mi. This can be seen
in bag 1 of Fig. 17 and bag 2 of Fig. 18 where the majority of the data appears to follow a 1:1
line, but then for filter values over 100 mg/mi the DataRAM increases by a factor of 10. An
elbow occurs in the plots of the DataRAM versus the filter, but the elbow trend is opposite to
the QCM’s elbow previously described. Bag 3 from the DataRAM shows the most scatter
when plotted against the filter. This bag 3 DataRAM relationship is similar to the bag 3 plots
of the photoacoustic, QCM, and DustTrak.
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Fig. 17. Aggregate DataRAM of PM < 2.5 μm in comparison to the gravimetric filter in
mg/mi for bag 1.

64

100000

DataRAM PM < 2.5 u (mg/mi)

10000
1000
100
10
1
0.01

0.1

1

10

100

1000

10000

100000

0.1
0.01
Filter PM < 2.5 u (mg/mi)
Bag 2

Fig. 18. Aggregate DataRAM of PM < 2.5 μm in comparison to the gravimetric filter in
mg/mi for bag 2.
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Fig. 19. Aggregate DataRAM of PM < 2.5 μm in comparison to the gravimetric filter in
mg/mi for bag 3.
In comparing the modal PM instruments to the filter from all the vehicle tests, trends
in instrument behavior are evident. The QCM appeared to have an elbow in the data at 10
mg/mi, distinguishing a separate higher- and lower-valued relationship with the filter for
points above and below this cut-point. The DustTrak shows excellent correlation with the
filter for bag 1, but is offset and lower in bag 2. The DataRAM shows an elbow at 100
mg/mi, and the data values from the DataRAM are an order-of-magnitude greater than the
filter. The photoacoustic has much similarity as the DustTrak in its relationship with the
filter. All four modal PM instruments show no apparent trend with the lightly-loaded Bag 3.

66

4.1a Comparison of Hot Start and Cold Start Emissions
Recall that the speed profiles in the LA92 are equivalent in bag 1 and bag 3. Thus an
increase in emissions due to a vehicle’s cold start could be quantified by comparing the two
bags. All the measured pollutants showed an increase in emissions from the cold start (bag
1) to the hot start (bag 3). An average of all LDGT and LDGV by bag 1 and bag 3
emissions is compared in Table 7. The percent-increase in emissions in milligrams per mile
ranged from over 1200% (photoacoustic) to 65% (NOx).

Table 7. Comparison of cold start, bag 1 emissions, to hot start, bag 3 emissions, through
averages of all LDGT and LDGV emissions in mg/mi.

Photoacoustic
DustTrak
Filter
DataRAM
QCM
CO
HC
NOx

Bag 1
21.24
116.61
64.76
600.73
46.72
64.23
5.63
2.74

Bag 3
1.62
14.36
9.82
99.59
11.46
14.21
1.46
1.66

Increase
1208%
712%
560%
503%
308%
352%
285%
65%

4.1b Elemental and Organic Carbon
Detailed comparisons of EC and OC by TOR to the filter were made in Sec. 3.4.
Here, it will be illustrated how EC and OC vary by other factors. For example, Fig. 20
displays the seasonal variation of elemental carbon to organic carbon by TOR.
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Fig. 20. Variation of filter-based EC and OC from TOR from winter and summer tests.
The elemental carbon and organic carbon retain similar trends as the filter with model
year, as seen in Figs. 21a, 21b, 22a, and 22b. There are order of magnitude decreases by the
oldest model year to the youngest model year in both the OC and EC plots.
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Fig. 21a and Fig. 21b. Plots of elemental carbon by TOR vs. model year distinguished by
vehicle class. 21a. Linear (top). 21b. log-linear (bottom).
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Fig. 22a and Fig. 22b. Plots of organic carbon by TOR vs. model year distinguished by
vehicle class. 22a. Linear (top). 22b. Log-linear (bottom)
The trends are dominated by the high emitters on the linear scales. The log-linear
plots show better resolution of the newer vehicle emissions, but the emissions still vary by 2
orders of magnitude between 1990 and 2000. Note, also, that the organic carbon emissions
are higher than the elemental carbon emissions for both LDGV and LDGT.
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4.2 Modal Results

4.2a Composite Car
For purposes of modeling in MOVES, the current goal is to apportion the filter values
to modes of driving, not necessarily characterize second-by-second PM from every vehicle.
A reason for not characterizing every second is that much vehicle variability exists. In order
to eliminate much of the vehicle-to-vehicle variability, a composite car was made. A
composite car is an average of each corresponding second from every test run. Randomness
would be minimized, and true trends would appear. The composite car also provides a
simplified view of all 500 vehicle tests of the traces from the four PM instruments, VSP,
speed, and the four criteria pollutants.
The first composite cars were an average of all the LDGV and then an average of all
the LDGT. Fig. 23 shows the LDGV for all four PM instruments and criteria pollutants
followed by Fig. 24 for the same plots only of the LDGT. The x-axis for the following
graphs is time in seconds for the LA92 excluding the 600-second hot soak period. The y-axis
is the emissions in grams for the specified pollutant.
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Fig. 23. Composite car for all LDGV emissions. The x-axis is time in seconds for the LA92
with the 10-minue hot soak taken out. The y-axis is the specified emissions in grams.
The graphs from the PM instruments have all been normalized to the filter. The
photoacoustic has not been normalized to the TOR-EC due to the TOR’s unreliable values as
explained in Sec. 3.3.
At the beginning of the LA92 cycle in the cold start, all four modal PM instruments
detected higher baseline emissions. It was shown in Sec. 4.1a that PM cold start emissions
are larger than hot start emissions, but it was unclear from the aggregate level if PM
emissions in the cold start increased due to large spikes from accelerations during the warmup period, or if the increased emissions were due to a higher baseline with peak-heights
comparable to other bags at acceleration events. Comparison of bag 3 emissions to bag 1
emissions shows a baseline increase in PM2.5 emissions, and the peaks corresponding to
acceleration events are greater in magnitude and larger in width.
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It is believed peaks in PM2.5 emissions correspond to acceleration events. Two strong
accelerating events of the LA92 occur at the start of bag 2 (approx. 320 seconds) and at about
850 seconds in the middle of bag 2. At these two acceleration events, all four PM2.5
instruments show an increase in emissions. In the LDGV, the PM2.5 emissions on average
have two-orders of magnitude increase over the neighboring peaks. For the LDGT, the PM2.5
emissions increase by 75% for the DataRAM, over 200% for the DustTrak, and a 1000%
increase for the photoacoustic over the neighboring peaks.
Peaks in emissions also occur at the 320- and 850-second acceleration events in the
CO, NOx, HC, and CO2. The criteria pollutant emissions are load-based, and the similar
occurrences of PM2.5 peaks imply PM2.5 is also load-based.
An isolated peak at the start of bag 3 appears in all four PM instruments for the
LDGT and the optical instruments for the LDGV. This isolated peak occurs when the
vehicle is started warm after the 10-minute hot soak, causing a large amount of PM2.5 to be
released. This peak does not exist in the beginning of bag 1 when the vehicle is started cold.
Particle agglomeration of sizes greater than 2.5 μm could also be expelled from the vehicle at
the beginning of the cold start, but the preconditioners would prevent most of the larger
particle sizes from reaching the detectors. Residue of PM2.5 from engine operation during
bag 2 is blown out when the vehicle is restarted warm from either the CVS or within the
engine.
An indication of instrument performance can be measured by comparing the
photoacoustic, which is a measure of the elemental carbon component of the total PM2.5, to
any of instruments that measure total PM2.5. Ideally, the photoacoustic should always be less
than or equal to the DustTrak, DataRAM, and QCM. The elemental carbon peak from the
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photoacoustic at about 850 seconds reaches to 0.2 mg of PM2.5, and the total PM2.5 from the
DataRAM, DustTrak, and QCM all exceed this value. The photoacoustic is less than the
total PM instruments for bag 1 and bag 3, but it either over-detects in bag 3 or the other
instruments under-detect. The photoacoustic from Table 7 shows a 1200% increase from bag
1 to bag 3 emissions, but the modal cold start in Fig. 23 and Fig. 24 do not increase with the
same magnitude. It is believed this is a systematic error occurring in the data analysis, and
further investigation is needed.
The effects of the 10-second averaging on the QCM trace causes peaks to be
minimized, smoothed, and flattened. Instead of the sharp peaks seen in the photoacoustic,
DustTrak, and DataRAM, the QCM peaks are plateaus in the LDGT and rounded in the
LDGV.
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Fig. 24. Composite car for all LDGT emissions. The x-axis is time in seconds for the LA92
with the 10-minue hot soak taken out. The y-axis is the specified emissions in grams.
An objective of this study is to parameterize PM emissions with VSP. To do so,
strong correlations are needed between the PM and VSP traces. If this is not possible,
another option is to parameterize PM emissions with the criteria pollutants. Correlations for
the LDGV and LDGT were taken between all the modal emissions arrays and VSP. The
correlations, as seen in Table 8 for the LDGV and Table 9 for the LDGT, are from the
composite car averages as graphed in Fig. 23 and Fig. 24. In the LDGV, the DustTrak and
DataRAM have the best correlations with VSP, HC, CO, NOx, and CO2. The QCM and
photoacoustic is not as highly correlated with the other emissions and VSP as DustTrak and
DataRAM. The photoacoustic is best correlated with HC. Pairs of emissions and
parameters that are highly correlated include HC with CO, NOx with CO2, and CO2 with
VSP.
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Table 8. LDGV correlations of the modal emissions and VSP from the averaged composite
car.
LDGV

QCM DustTrak DataRAM

QCM
1
DustTrak
DataRAM
Photoacoustic
HC
CO
NOx
CO2
VSP

0.49
1

0.51
0.96
1

PhotoHC CO
acoustic
0.16
0.35
0.36
1

0.26 0.38
0.51 0.68
0.53 0.69
0.47 0.34
1
0.79
1

NOx CO2

VSP

0.44
0.57
0.58
0.20
0.35
0.68
1

0.23
0.35
0.31
0.00
0.00
0.37
0.72
0.82
1

0.47
0.47
0.47
0.03
0.12
0.52
0.88
1

Correlations between the LDGT, unlike the LDGV, show the QCM to have the best
correlations with HC, CO, NOx, CO2, and VSP. The correlations of the DustTrak and
DataRAM with HC, CO, NOx, CO2, and VSP are comparable to the LDGV values in Table 9.
The optical instruments are consistent between the two data sets, but the inconsistent
correlations of the QCM should be further looked into as the QCM shows the best
correlations within the LDGT. The photoacoustic is best correlated with HC and very poorly
correlated with VSP. The correlation relationships between HC, CO, NOx, CO2, and VSP are
comparable in magnitude for the LDGV and the LDGT.
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Table 9. LDGT correlations of the modal emissions and VSP from the averaged composite
car.
LDGT

QCM DustTrak DataRAM

QCM
1
DustTrak
DataRAM
Photoacoustic
HC
CO
NOx
CO2
VSP

0.59
1

0.53
0.87
1

Photoacoustic
0.41
0.54
0.43
1

HC

CO

NOx CO2

VSP

0.58
0.52
0.49
0.62
1

0.69
0.51
0.47
0.44
0.82
1

0.71
0.44
0.43
0.15
0.25
0.55
1

0.55
0.30
0.28
0.02
0.00
0.28
0.83
0.86
1

0.60
0.30
0.30
-0.01
0.07
0.38
0.95
1

4.3 Binned Results

4.3a MOVES2006 Binned Results of Bag 2
Using the bins defined in Table 2, all the vehicle emissions from bag 2 were binned
into 23 bins. After binning, DustTrak, DataRAM, and QCM were normalized to the filter.
The photoacoustic has not been normalized to the TOR-EC due to the TOR’s unreliable
values. The binned values were then averaged to make a composite vehicle for the LDGT
class and a composite vehicle for the LDGV class. The purposes of creating binned
composite vehicles were the same as for the modal traces.
As stated, HC, CO, and NOx have been previously modeled as a function of VSP and
VSP bins in MOVES. Criteria pollutant emissions from the Kansas City Test Program
followed an expected patter, and these binned emissions profiles can be seen in HC, CO, and
NOx in Fig. 25 and Fig. 26. The emissions start low in bins 11, 21, and 33 and nonlinearly
increase to bins 16, 30, and 40, respectively. This trend is best seen in CO in Fig. 25 and Fig.
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26. Often, bins 30 and 40 will have decreased emissions compared to bin 29 and 39,
respectively. This trend is attributed to the smoothing of the emissions due to dilution and
time spent in the dilution tunnel, not engine operation.
Comparison of the four modal PM2.5 instruments with HC shows the DataRAM and
DustTrak to exhibit the characteristic behavior of nonlinear increasing in emissions with VSP
bin per speed group. The photoacoustic emissions values are less than the DustTrak and
DataRAM emissions values. The QCM shows no trend with VSP, and 7 of 23 bins and 3 of
23 bins are negative for the LDGV and LDGT, respectively. Fig. 25 and Fig. 26 are the
binned emissions for all LDGV and LDGT, representing more than 200 vehicle tests per
graph. If the QCM, uncorrected for negative emissions, was to be used in MOVES, then
MOVES would output negative PM2.5 emission rates due to the QCM yielding negative rates
in the bins.
The HC and PM2.5 middle speed group (25-50 mi/hr), bins 21 thru 30, has higher
emissions than the highest speed group of (50 + mi/hr), bins 33 thru 40. This could also be
due to smoothing of the emissions peak from time delays in the dilution tunnel.
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Fig. 25. Average of all LDGV in MOVES2006 operating mode bins: (top) Modal PM2.5
from DustTrak, DataRAM, and QCM normalized to filter with EC2.5 from photoacoustic,
(bottom) HC, CO, and NOx.
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Fig. 26. Average of all LDGT in MOVES2006 operating mode bins: (top) Modal PM2.5 from
DustTrak, DataRAM, and QCM normalized to filter with EC2.5 from photoacoustic, (bottom)
HC, CO, NOx.

4.3b Effects of 10-second Averaging
One of the primary goals of this project was to format the modal PM data for
MOVES, and care was taken to prepare the data from each of the modal PM instruments
equally. Because of the known 10-second smoothing of the QCM, corrections to compensate
for any losses were attempted.
Fig. 27 demonstrates the effects of a 10-second moving average on a portion of the
LA92’s VSP trace. Even though the general trend still prevails, the absolute maximums and
minimums are replaced by smoothed peaks, and finer details of the trace are lost.
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Fig. 27. Effects of 10-second averaging on VSP for a portion of the LA92 driving cycle.
The modal trace would be nearly impossible to correct, regaining the original 1 Hertz.
trace. Instead, the effects that 10-second averaging had on binned emission rates were
investigated. As a compliment to Fig. 27, Fig. 28 shows the binned emissions activity for
bag 2 in the LA92 driving cycle. The activity is defined as the number of seconds the vehicle
was in a given VSP bin, or the number of occurrences. The total number of occurrences is
conserved between the 1 Hertz trace and the 10-second averaged trace, but the distribution
differs. The 1 Hertz distribution has activity in the higher bins of 30 and 40, but the 10second smoothed distribution does not. Instead, the 10-second smoothed trace is shifted
towards the lower bins. The activity distributions for LDGT and LDGV are separately
shown in Fig. 28. On average, the differences between the LDGT bins and LDGV bins are
small.
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Fig. 28. Activity in VSP MOVES2006 bins for an average of all (top) LDGT and (bottom)
LDGV.
Original 1 Hertz data existed for HC, CO, NOx, CO2, DustTrak, DataRAM, and the
photoacoustic. Their emissions arrays could be used for studying the effects of 10-second
averaging on the QCM. The modal arrays were interpolated, time-aligned, 10-second
averaged, then binned. The binned emission rates from the 1 Hertz values and the 10-second
smoothed values were averaged from all LDGT and LDGV for HC, CO, NOx, CO2,
DustTrak, DataRAM, and the photoacoustic. The percent differences were then calculated
between the 1 Hertz values and the 10-second smoothed values for each bin. The average
percent difference was then taken for HC, CO, NOx, CO2, DustTrak, DataRAM, and the
photoacoustic and plotted as a function of VSP bin in Fig. 29.
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The lower bin rates (bins 16, 21, 33) show less deviation from the 1 Hertz binned
rates. Bins 30 and 40 are completely unknown, as their percent difference is near 100%. As
the bin value increases in the speed group, the average amount the 10-seccond smoothed
value deviates from the 1 Hertz values becomes more variable as seen by the increasing error
bars. The error bars represent a 95% confidence interval. The smoothed emission rates are
greater than the 1 Hertz values as bin number increases within the speed group. This
repetitive trend can be seen within each of the speed groups for the LDGT and LDGV, and
the relationship could be used to correct the QCM.
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Fig. 29. Effects of 10-second averaging on MOVES2006 bin values. The percent-difference
of the original 1 Hertz values and the 10-second averaged values of the average of the
DustTrak, DataRAM, Photoacoustic, HC, CO, NOx, and CO2 for (top) LDGT and (bottom)
LDGV. Error bars are 95% CI.
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4.3c Linear Correlations of Emissions and VSP
To measure linear correlations of VSP and emissions, the bins needed alteration
because of the three speed groups. From Table 2, bins were combined and a mid-point value
of VSP was chosen. The 23 bins from Table 2 were merged into 11 bins. Table 10 shows
the VSP values that were chosen from the combined bins, and the emission rates in those
bins were combined by a weighted average.39

Table 10. VSP values chosen from the bins that were combined.

Bin No.

VSP value
(kw/tonne)

11, 21
12, 22, 33
13, 23
14, 24
15, 25
16
27, 37
28, 38
29, 39
30, 40
35

-2.5
1.5
4.5
7.5
10.5
15
14.7
20
26
34
9.5

Figs. 30 thru 38 give the emissions as a function of VSP for the DustTrak, DataRAM,
photoacoustic, QCM, CO, HC, NOx, and CO2. The emissions for each modal measurement
are grouped by the Kansas City strata. There are four strata for trucks and four strata for
cars. The graphs from the PM instruments have all been normalized to the filter. The
photoacoustic has not been normalized to the TOR-EC due to the TOR’s unreliable values.
Fig. 30 plots the DustTrak versus VSP. The oldest LDGT, pre-1981, tends to have
irregularities at the VSP value of 9.5 kw/tonne. At VSP value 20 kw/tonne, the LDGT, pre86

1981 starts to decline in emissions. Although more subtle, the LDGV, pre-1981 declines at
26 kw/tonne. This effect is associated with the lack of test points from that stratum. Only
nine vehicles were sampled in the pre-1981 LDGT category, and only 20 vehicles were
sampled in the pre-1981 LDGV category. Otherwise, the PM2.5 trend shows all the strata to
have a very shallow slope up to 15 kw/tonne, where the emissions from each stratum then
diverges. Each stratum is offset by 0.05 mg, with the oldest model year groups having the
greater offsets (greater emissions) for the VSP values less than 15 kw/tonne. Looking at the
highest VSP value of 34 kw/tonne, the highest-to-lowest emissions follow a trend of LDGV,
1981-1990; LDGT, 1981-1990, LDGT, 1991-1995; LDGV, 1991-1995; LDGT, 1996-2005;
LDGV, 1996-2005. The LDGT are higher than the LDGV for a given model year group, and
the PM2.5 emissions decrease by model year at the highest VSP value of 34 kw/tonne.
PM2.5 emissions follow a model year trend and increase with VSP.
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Fig. 30. DustTrak vs. VSP by Strata. Data were first binned, averaged by strata, then
linearized by weighted averages.
Fig. 31 shows the DataRAM’s PM2.5 emissions as a function of VSP, and there are
many similarities between Fig. 30 and Fig. 31. The pre-1981 LDGT stratum has the same
irregular behavior, decreasing at 20 kw/tonne. The PM2.5 follow the same trend with older
strata and trucks having higher emissions than younger strata and cars, and the same
divergence is seen at 15 kw/tonne. The DustTrak and DataRAM both use the physical
principle of light scattering for aerosol detection, so the similarities between the two graphs
is expected.

88

0.0025

DataRAM PM<2.5u (gm)

0.002

0.0015

0.001

0.0005

0
-5

0
LDGT, pre-1981
LDGV, pre-1981

5

10

15
20
VSP (kw/tonne)

LDGT, 1981-1990
LDGV, 1981-1990

LDGT, 1991-1995
LDGV, 1991-1995

25

30

35

LDGT, 1996 - 2005
LDGV, 1996 - 2005

Fig. 31. DataRAM vs. VSP by Strata. Data were first binned, averaged by strata, then
linearized by weighted averages.
The photoacoustic’s measure of the elemental carbon component of PM2.5 as a
function of VSP is plotted in Fig. 32. Although the photoacoustic uses a slightly different
technique for detection of elemental carbon in aerosols, it is expected that the photoacoustic
will yield similar trends as the DustTrak and DataRAM, only smaller in magnitude. This
assumption is correct as the photoacoustic is an order of magnitude less than the DustTrak or
DataRAM. The LDGV, pre-1981, decreases at 15 kw/tonne but recovers at 20 kw/tonne,
increasing until 34 kw/tonne. The same divergence in PM2.5 is captured at 15 kw/tonne,
where the emissions by stratum are more tightly grouped. It is unclear if this divergence, as
seen in the DustTrak, DataRAM, and photoacoustic is a product of binning or a real effect of
emissions being dependent on engine mode.
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Fig. 32. Photoacoustic vs. VSP by Strata. Data were first binned, averaged by strata, then
linearized by weighted averages.
The QCM’s detection of PM2.5 emissions, in Fig. 33, is plotted as a function of VSP.
The LDGV, 1981-2005, is highly effected from the volatile desorption off the surface of the
QCM. The negative emissions are comparable to the positive emissions, and no clear trend
is seen with increasing VSP value.

90

0.01
0.008

QCM PM<2.5u (gm)

0.006
0.004
0.002
0
-5

-0.002

0

5

10

15

20

25

30

35

-0.004
-0.006
-0.008
-0.01
VSP (kw/tonne)
LDGT, pre-1981
LDGV, pre-1981

LDGT, 1981-1990
LDGV, 1981-1990

LDGT, 1991-1995
LDGV, 1991-1995

LDGT, 1996 - 2005
LDGV, 1996 - 2005

Fig. 33. QCM vs. VSP by Strata. Data were first binned, averaged by strata, then linearized
by weighted averages.
Excluding the LDGV, pre-1981, and looking closer at the other strata in Fig. 34, one
can see the QCM does capture increasing PM2.5 with increasing VSP in a similar way as the
DustTrak, DataRAM, and photoacoustic. The trends of emissions for VSP less than 15
kw/tonne and the divergence of the emissions by stratum prevails. However, the QCM has
negative emission rates in the lowest VSP value: -2.5 kw/tonne. Additionally, the effects of
the 10-second averaging are seen in the higher VSP values of 26 and 34 kw/tonne where the
emissions begin to decrease.
VSP 34 kw/tonne represents bins 30 and 40. It was shown that the emissions tended
to decrease at bin 30 at 40 in Fig. 25 and Fig. 26. Although it was not known if this effect
was due to engine operating conditions or lack of activity in those bins, the effects of the 10-
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second smoothing does provide insight on a reason of the decreased emissions. Using the
QCM as an example, it is known that the 10-second smoothed trace has few or no values at
VSP greater than 30 kw/tonne. Because the emissions, as seen in Fig. 34, are low but nonzero, and all decrease, if a similar effect existed elsewhere, then the cause would be
smoothing, just as with the QCM. This effect is also seen in the decreasing emissions for the
HC, CO, NOx, CO2, DustTrak, DataRAM, and photoacoustic in bins 30 and 40. The
smoothing in the HC, CO, NOx, CO2, DustTrak, DataRAM, and photoacoustic is attributed to
the time spent in the dilution chamber and the spreading of the emissions peak from dilution.
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Fig. 34. QCM vs. VSP by Strata, excluding LDGV, pre-1981. Data were first binned,
averaged by strata, then linearized by weighted averages.
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Following the PM2.5 modal are the criteria pollutant emissions of HC, CO, NOx, and
CO2. Figs. 35 thru 38 show the different emission relationships with VSP. In Fig. 35, CO is
plotted as a function of VSP, and similar model-year, car-truck trends follow. The oldest
vehicles have higher emissions than the younger vehicles. The increasing emissions with
VSP have no elbow at 15 kw/tonne and appear to be nonlinearly increasing with VSP.
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Fig. 35. CO vs. VSP by Strata. Data were first binned, averaged by strata, then linearized
by weighted averages.
Fig. 36 plots HC as a function of VSP, and HC emissions appear to linearly increase
with VSP. The trends of trucks having higher emissions than cars within a given model year
group exists, and older model years have higher emissions than newer model years. The HC
emissions by strata are nearly parallel, with the only change as the offset. There is less
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difference between the 1991-1995 and 1996-2005 model years than with the pre-1981 to
1981-1990 model years.
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Fig. 36. HC vs. VSP by Strata. Data were first binned, averaged by strata, then linearized by
weighted averages.
NOx emissions as a function of VSP are plotted in Fig. 37. There is believed to be an
error, as the youngest model year group, 1996-2005, has the highest emissions. Aside from
the error, NOx emissions are increasing with VSP, and little divergence is seen between the
lowest and highest emitting stratum. The highest emitting stratum is the LDGT, pre-1981,
and the lowest emitting stratum is the LDGV, 1991-1995. The same model-year and cartruck trends appear.
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Fig. 37. NOx vs. VSP by Strata. Data were first binned, averaged by strata, then linearized
by weighted averages.
Fig. 38 plots CO2 as a function of VSP. The emissions are orders of magnitudes
higher than PM2.5, HC, CO, or NOx, and linearly increase with VSP. There is little difference
or divergence between the strata groups. The decreasing model year with increasing
emissions and car-truck relationships seen in the previous figures of PM2.5, HC, CO, or NOx
is not as well-defined. The oldest model-year trucks have the highest emissions and the
newest model-year cars have the lowest emissions up to 26 kw/tonne, but much mixing
between regulation classes and model years occurs.
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Fig. 38. CO2 vs. VSP by Strata. Data were first binned, averaged by strata, then linearized
by weighted averages.
Assuming a linear relationship of PM2.5, HC, CO, NOx, or CO2 emissions with VSP,
correlations were taken with the data plotted by stratum in Figs. 30 thru 38. The data have
been subject to much averaging, causing higher correlation coefficients. Fig. 39 plots each of
the correlation coefficients by stratum. The DustTrak, DataRAM, photoacoustic, HC, CO,
NOx, and CO2 have comparable correlations with VSP. A reason that hindered CO2
correlation with VSP was most likely from the decreased emissions at 34 kw/tonne. The
QCM has the lowest correlation with VSP, and the effect of smoothing causes the values at
34 kw/tonne to be low. Fig. 39 is qualitative, assuming linear relationships of emissions with
VSP.
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Fig. 39. Correlation Coefficient of VSP with modal PM2.5 instruments and other criteria
pollutants. Data were first binned, averaged by strata, then linearized by weighted averages
for the correlation.
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Chapter 5: Conclusion and Thoughts for Future Action
The EPA seeks to produce a model that will give yield accurate source apportionment
for the quantity of mobile sources within a region. MOVES, the EPA’s newest mobile
source model, gives total emissions in a region. To calculate this value, MOVES draws
information from its database of motor vehicle emissions. Data from different vehicle types,
vehicle ages, operating environments, and engine operating conditions are stored within this
database.
Particulate matter is a recognized pollutant, and no database existed that met the
needs of the MOVES. The Kansas City PM Characterization study tested more than 500
light cars and trucks with a large range of vehicle ages and types to gather information about
the PM2.5 emitted from these gasoline-fueled vehicles. The MOVES team hopes to use this
data for the model. The PM2.5 data needed to be first understood and then prepared for
MOVES.
The EPA uses a gravimetric filter as the standard for PM2.5 emissions over a driving
cycle. Speciation of the particulate gathered on the filter was measured via the IMPROVETOR technique. The modal PM2.5 data from Kansas City challenges the traditional filter
measurements but also is tested against the old standard because the modal instruments
themselves carry much uncertainty in their measurements.
The QCM works through the piezoelectric effect by detecting a change in its
oscillating frequency as mass is deposited on its surface. Physical limitations of this
instrument include (but are not limited to) volatile mass desorption from the surface,
humidity with moistened particles, particles not adhering to the surface, and overload from
too much mass on the surface. The sensitivity of the QCM to detect PM2.5 emissions from
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gasoline vehicles holds great potential as the EPA seeks to input a direct measure of PM2.5
mass from mobile sources. However, the QCM often reported negative emissions in the
aggregate, continuous, and binned regimes. Additionally, the QCM’s signal was initially
smoothed, leaving the necessary 1 Hertz resolution for MOVES unavailable. To fully
understand the interaction of PM2.5 from gasoline vehicles on the QCM surface, modern
sensitivity studies should be performed to fully test the capabilities of this unique instrument.
The DustTrak and DataRAM detect PM2.5 by scattering light from the airborne
particulate. The instrument’s algorithms are complicated and based on Mie Theory, which
requires the knowledge about the particle’s shape and composition before detection. As
found through Gard et al. and Cadle et al., PM2.5 emissions from gasoline vehicles have
varying compositions, and it is known that PM2.5 can take various shapes and sizes
throughout its lifetime. The output of the DustTrak and DataRAM were assumed to be
accurately measuring particulate matter as collected by the filter, and further work needs to
be done to test this assumption. The DustTrak has a good correlation with the filter, and the
DataRAM is consistently higher than the filter. Because the instruments measure scattered
light, they will never report a negative value for mass. These instruments can also challenge
the traditional filter measurement technique. For example, if the DataRAM always measures
more particulate than the filter, then perhaps the filter is losing mass. These instruments need
sensitivity testing with filter measurements to better understand this relationship.
The photoacoustic works through the absorption of incident light on the particulate
stream, causing sound waves and pressure fluctuations in a cavity. Although the
photoacoustic has been used for many years with diesel emissions (which contain
significantly more EC emissions), the Kansas City Test is one of the first times the
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photoacoustic has been used with gasoline vehicles. The lower signals were still detected,
and were mostly physically significant in being less than the total PM. Interesting behavior
occurred in bag 3 with the continuous data in that it was of greater magnitude than bag 1.
Further investigation needs to address this issue of the data or the instrument. No reliable
relationship was found between the IMPROVE-TOR method of detecting EC and the
photoacoustic aggregated result. It is believed that low-emitting vehicles cause the TORmethod’s measurement of EC to be invalid due to the high uncertainty. The EPA should
consider the accuracy and repeatability of TOR data from gasoline vehicles that would be
used in the MOVES model.
For the EPA to use robust modal PM2.5 data in MOVES, much work needs to be done
in understanding the limitations of the instruments and the characteristics of PM2.5 from
gasoline vehicles. If achieving a direct, modal measurement of mass is not possible for
MOVES, then different criteria might be used based on number of particles or size
distributions.
In the Kansas City PM Characterization Study, aggregate speciation occurred for the
filter and a mass value was sought from the mobile instruments. This is unique because other
gasoline PM studies have measured size distributions and number concentrations of the
particles. No such information of size distributions and number concentrations were
provided from the Kansas City Test dataset. However, qualitative comparisons can be made
with these other studies. In concurrence with Gaskow et al., PM2.5 spikes were found to
occur at acceleration events. Also in comparison to Gard et al. and Maricq et al., an average
of six times greater emissions occurred in bag 1 than in bag 3 for cold start emissions
whereas their emissions increase was slightly less. This could be completely subjective,
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though, as many variables changed between these studies and the Kansas City Study such as
different vehicles tested, different driving cycles used, and different environmental
conditions under which the tests were performed.
The Kansas City PM2.5 dataset has strong potential to be used in the MOVES
database. If it were to be incorporated into MOVES, the next step would be to test the PM2.5
emissions output for a given region and compare this result to other models.
Much information regarding emissions and vehicle behavior can be studied from the
Kansas City PM Characterization Study, and testing the modal PM2.5 data for incorporation
into MOVES is only a small study compared to what is possible with the dataset. Perhaps
the most interesting and broader application of this study is to truly understand particulate
matter kinetics, evolution, chemical reactions, and lifetime after the particle leaves the
tailpipe. The QCM’s desorption curve at the start of the hot soak provided clues into the gasparticle exchange for a given fuel type.
As many satellites and regional detection sights use optical signals and filter-based
detection techniques, respectively, certain assumptions are made regarding the measurement
that could lead to a very incorrect result, as seen in the QCM’s negative mass emissions. To
what level are these assumptions no longer valid? It is this question that has broader
applications to many fields employing aerosol detection methods. An assessment of the
modal PM2.5 instruments gave a great insight into their physical capabilities, and it was a
great privilege to work with such a comprehensive set of data.
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