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HO¨LDER ESTIMATES FOR CAUCHY-TYPE INTEGRALS AND PROPER
HOLOMORPHIC MAPPINGS OF SYMMETRIC PRODUCTS
EVAN CASTLE, DEBRAJ CHAKRABARTI, DAVID GUNDERMAN, AND ELLEN LEHET
Abstract. We prove estimates in Ho¨lder spaces for some Cauchy-type integral operators rep-
resenting holomorphic functions in Cartesian and symmetric products of planar domains. As
a consequence, we obtain information on the boundary regularity in Ho¨lder spaces of proper
holomorphic maps between symmetric products of planar domains.
1. Introduction
Let pi : Cn → Cn be the proper holomorphic map (called the symmetrization map) given by
pi(z) = (pi1(z), . . . , pin(z)) , (1.1)
where pij(z) is the j-th elementary symmetric polynomial in n variables. Recall that pi1(z) =∑
k zk, pi2(z) =
∑
k<l zkzl, etc. If U is a bounded domain in the plane, we denote by Σ
nU , the
n-fold symmetric product of the domain U with itself, which is by definition the image of the
n-fold Cartesian product Un = U × · · · × U under the map pi:
ΣnU = pi(Un). (1.2)
ΣnU is a pseudoconvex domain in Cn with non-Lipschitz boundary (see [4, Proposition 5.3]).
When U = D, the unit disc, the domain ΣnD, under the name symmetrized polydisc arises
naturally in problems of control theory (see [1]), and has been studied intensively, both from
the operator-theoretic and function-theoretic point of view (see e.g. [2, 5, 6, 8, 9, 3, 4] etc). In
particular, given two bounded planar domains U and V , the proper holomorphic maps from ΣnU
to ΣnV have been classified: they turn out to be functorially induced by proper holomorphic
maps from U to V (see [8, 9, 4], and Section 9 below).
It is natural to ask how these proper holomorphic maps behave at the boundary, and this
question is especially interesting since the boundaries of ΣnU and ΣnV are non-Lipschitz. It was
shown in [4] that if U and V have C∞-smooth boundaries, then a proper holomorphic map from
ΣnU to ΣnV extends to a C∞ map of the closures. In this paper, we consider the situation when
∂U and ∂V have finite order of differentiability. Let Ck,α(U) denote the space of functions on
a domain U whose k-th order partial derivatives exist and satisfy a uniform Ho¨lder condition of
order α. For a domain U ⊂ Cn, we denote by Ak,α(U) the space O(U) ∩ Ck,α(U) of holomorphic
functions or maps which are of class Ck,α(U). Our main result in this direction is the following:
Theorem 1.1. Let n ≥ 1, k ≥ 0 be integers, and let
Λn =
{
n! if n ≤ 3
3
2n! if n > 3.
(1.3)
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If U, V are planar domains with boundaries of class Cn(k+1)+1 and F : ΣnU → ΣnV is a proper
holomorphic map, then F ∈ Ak, θΛn (ΣnU) for each 0 < θ < 1.
Note the loss of derivatives – which is not surprising if one remembers that symmetric products
have highly singular non-Lipschitz boundaries.
The proof of Theorem 1.1 can be reduced to the study of the regularity in Ho¨lder spaces of
certain integral operators closely related to the classical Cauchy operator. Let Γ be the boundary
of a smoothly bounded planar domain U , and let p : Cn × C → C be a holomorphic polynomial
in (n+ 1) complex variables. We can associate with p an integral operator Dp defined by
Dpφ(z) = 1
2pii
∫
Γ
φ(t)
p(z, t)
dt, (1.4)
acting on continuous functions defined on Γ. Note that Dpφ is a holomorphic function on the
open set Cn \ Γ∗p, where
Γ∗p = { w ∈ Cn | there is a t ∈ Γ such that p(w, t) = 0 } . (1.5)
When n = 1 and p(z, t) = t−z, we obtain the classical Cauchy Transform or the Cauchy Integral,
the operator T given by
T φ(z) = 1
2pii
∫
Γ
φ(t)
t− z dt, (1.6)
which defines T φ as a holomorphic function for z ∈ C \ Γ. For our application, we will consider
two special cases of the general integral Dp. In our first example, we take p = qn, the polynomial
of degree n given by
qn(z1, . . . , zn, t) = t
n − z1tn−1 + z2tn−2 − · · ·+ (−1)nzn. (1.7)
For this qn, if C \ Γ has κ components, then one can show that Cn \ Γ∗qn consists of
(
n+κ−1
κ−1
)
connected components (see Section 3), one of which is precisely the symmetric product ΣnU
defined in (1.2). We denote by En the operator defined by restriction of Dqn
Enφ = (Dqnφ)|ΣnU , (1.8)
which maps continuous functions on Γ to holomorphic functions on ΣnU . Note that E1 = T , the
Cauchy transform, and we may call En the symmetrized Cauchy transform in n variables. We
prove the following regularity result for the map En:
Theorem 1.2. Let k ≥ 0, n ≥ 1 be integers and let the boundary Γ of U be of class Cnk+n+1. Then,
for 0 < α < 1, the map En is continuous from the space C(k+1)n−1,α(Γ) to the space Ak,
α
Λn (ΣnU),
where Λn is as in (1.3)
Here Ck,α(Γ) is the space of functions on the smooth curve Γ which are k times continuously
differentiable with respect to arc length, and such that the k-th derivative is Ho¨lder continuous
of order α. Our second example corresponds to the choice p = ωn, where
ωn(z1, . . . , zn, t) =
n∏
j=1
(t− zj). (1.9)
Assuming that C \ Γ has κ components, the space Cn \ Γ∗ωn has κn components, and one of these
components is the n-fold cartesian product Un. We define the operator Bn again by restriction
to Un:
Bnφ = (Dωnφ)|Un , (1.10)
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Note that B1 = T , and for n ≥ 2, we will call Bn the Cauchy-Nørlund Transform (cf. [16,
p. 199]). Denote by Ak,αsym(Un) the intersection Ck,α(Un)∩Osym(Un), where Osym(Un) is the space
of symmetric holomorphic functions. Recall that a function f ∈ O(Un) is symmetric if for each
permutation σ in the symmetric group Sn and for each z ∈ Un, we have f(z) = f(σ(z)), where
σ(z1, . . . , zn) =
(
zσ(1), . . . , zσ(n)
)
. (1.11)
Our main result regarding Bn is:
Theorem 1.3. Let k ≥ 0, n ≥ 1 be integers and let the boundary Γ of U be of class Ck+n+1. Then,
for 0 < α < 1, the Cauchy-Nørlund Transform Bn is a continuous linear map from Ck+n−1,α(Γ)
to Ak,αsym(Un).
This paper is organized as follows. After reviewing some elementary properties of the oper-
ators Bn and En introduced above in Section 3, in Section 4 we introduce the key observation
(Proposition 4.1), that Bn can be represented in terms of divided differences, discrete analogs of
derivatives which occur in Newton’s interpolation formula. This, along with a representation (4.4)
of the divided difference allow us to prove Theorem 1.3 for convex domains U , and the general case
follows in Section 6 by conformal mapping and a covering argument using the fact that bounded
locally Ho¨lder functions are Ho¨lder. In Section 7 Theorem 1.2 is deduced from Theorem 1.3 and a
distortion estimate for the map pi, which we obtain using the results of [12]. Finally, in Section 9,
a representation of proper holomorphic maps between symmetric products as an integral from
[4] is used along with Theorem 1.2 to obtain Theorem 1.1. We note here that the statements of
Theorem 1.2 and Theorem 1.1 can probably be improved, and slightly better regularity results
may be obtained by more work. The non-optimality is because of possible loss of information in
the course of the proof. It will be interesting to obtain sharp results in this direction.
2. Acknowledgements
This research was conducted in Summer 2014 at the NSF funded Research Experience for
Undergraduates program at Central Michigan University, where Chakrabarti served as the faculty
advisor and Castle, Gunderman and Lehet as student participants in one of the research teams.
We gratefully acknowledge the support of the NSF through their grant DMS 11-56890. Very
special thanks are due to Sivaram Narayan and the Mathematics Department of Central Michigan
University for the excellent organization of the REU program, and to Ben Salisbury for discussions
on algebraic aspects of symmetric functions. Debraj Chakrabarti would like to thank Sagun
Chanillo and Sushil Gorai for interesting discussions about the topic of this paper, and also the
Office of Research and Sponsored Programs at Central Michigan University for their generous
support through an ECI grant.
3. Remarks on the operators Bn and En
The integral (1.4) defining Dp makes sense at z ∈ Cn, provided p(z, t) does not vanish for any
t ∈ Γ, i.e., z ∈ Cn \ Γ∗p. By differentiation under the integral sign, Dpφ is a holomorphic function
on Cn \ Γ∗p, and by writing
Cn \ Γ∗p =
⋂
t∈Γ
{ z ∈ Cn | p(z, t) 6= 0 } ,
we see that Cn \Γ∗p, being the intersection of complements of complex hypersurfaces is pseudocon-
vex. In general, Cn \ Γ∗p is not connected, and therefore, each of its components is pseudoconvex.
4 EVAN CASTLE, DEBRAJ CHAKRABARTI, DAVID GUNDERMAN, AND ELLEN LEHET
Suppose that C \ Γ consists of κ components, U1, . . . , Uκ, where we can assume that U1 = U
(where ∂U = Γ), U2 is unbounded and the other κ − 1 components are bounded. When p = qn,
with qn as in (1.7), we can associate with any κ-tuple of non-negative integers (m1, . . . ,mκ) with∑κ
j=1mj = n, the subset of Cn \ Γ∗qn given by
U(m1, . . . ,mκ) = { z ∈ Cn | mj roots of qn(z, t) lie in Uj , for j = 1, . . . , κ } ,
where for a fixed z, we think of qn(z, t) as a polynomial in the variable t. An argument using
continuity of roots as functions of coefficients shows that each of U(m1, . . . ,mκ) is connected.
Since Cn \ Γ∗qn is the disjoint union of the sets U(m1, . . . ,mκ) as the κ-tuple (m1, . . . ,mκ) ranges
over all combinations such that
∑κ
j=1mj = n, it follows that the connected components of the
set Cn \Γ∗qn are precisely the U(m1, . . . ,mκ), of which, therefore, there are a total of
(
n+κ−1
κ−1
)
. We
are particularly interested in the component U(n, 0, . . . , 0), which is described by
U(n, 0, . . . , 0) = { z ∈ Cn | all roots of qn(z, t) lie in U } .
We claim that U(n, 0, . . . , 0) = ΣnU = pi(Un). Indeed, let z ∈ U(n, 0, . . . , 0), and let w1, . . . , wn
be the roots of the polynomial qn(z, t) = t
n − z1tn−1 + . . . (−1)nzn. Then, by the definition of
U(n, 0, . . . , 0), each wj belongs to U . Consider the point w ∈ Un given by w = (w1, . . . , wn). Then,
by the relationship between the roots and coefficients of a polynomial, we see that z = pi(w) so
that z ∈ ΣnU . Conversely, if z ∈ ΣnU , let w = (w1, . . . , wn) ∈ Un be such that z = pi(w). Then
clearly w1, . . . , wn ∈ U are the roots of the equation qn(z, t) = 0, so that z ∈ U(n, 0, . . . , 0).
Note that the above argument also proves the following fact, which will be used later. If
z, w ∈ Un are such that pi(z) = pi(w), then there is a permutation σ ∈ Sn such that z = σ(w),
where σ(w) is as in (1.11). Analogously, note that when p = ωn,
Cn \ Γ∗ωn = { z ∈ Cn | t− zj 6= 0 for all t ∈ Γ and j = 1, . . . , n }
= (C \ Γ)n.
Therefore, when C \ Γ has κ components, (C \ Γ)n has κn components. In defining the operator
Bn, we restrict our attention to the component Un.
The restriction of Bn to Un and of En to ΣnU is motivated by the application to proper maps
of symmetric products as in Theorem 1.1. It is interesting to ask what happens in the other
components, and whether there is a non-trivial analog of the Sokhotski-Plemelj jump formula
for these transforms. Preliminary investigations show that we should not expect boundedness in
Ho¨lder topologies of the maps Bn and En when restricted to unbounded components of Cn \ Γ∗p.
Further, along ∂ΣnU and ∂Un, the Enφ and Bnφ cannot be defined as Cauchy Principal values
for Ho¨lder continuous φ on Γ, and in fact the integral defining the Cauchy Principal value blows
up at some points of the boundary, depending on the geometry near that point. If we define for
z ∈ ∂Un the set Γ(z, ρ) ⊂ C by Γ(z, ρ) = ⋃nj=1B(zj , ρ), where B(zj , ρ) the disc centered at zj
and radius ρ, a computation shows that if φ ∈ Cα(Γ) for some 0 < α < 1, then∫
Γ\Γ(z,ρ)
φ(t)
ωn(z, t)
dt = O
(
ρ1−χ(z)
)
,
where for a point z ∈ ∂Un, we denote by χ(z) the largest integer k such that we can find k
numbers in the n-tuple (z1, . . . , zn) which are equal to each other. In particular, this shows that
there is no hope for a simple generalization of the jump formula to the operator Bn.
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4. A representation of Bn in convex domains
We now derive some representation formulas for the Cauchy-Nørlund transform, which are
classical in numerical analysis ([16, 18, 7]). Let f be a holomorphic function on Ω ⊂ C. Recall
that the n-th divided difference of f is a function f [n] of n+1 variables which occurs as a coefficient
in the Newton Interpolation formula (see [7].) For our purposes, the divided difference f [n] of order
n may be defined as follows: f [0](z1) = f(z1), and we set
f [1](z1, z2) =
f [0](z1)− f [0](z2)
z1 − z2 ,
which is defined a priori if z1 6= z2. But the numerator is a holomorphic function on Ω2 which
vanishes on the analytic variety z1 − z2 = 0, and therefore, the right hand side extends as a
holomorphic function on Ω2. We recursively define f [n] by
f [n](z1, z2, . . . , zn+1) =
f [n−1](z1, . . . , zn)− f [n−1](z2, . . . , zn+1)
z1 − zn . (4.1)
It follows as above that f [n] extends to an element of O(Ωn+1). We also denote by ∆| n : O(Ω)→
O(Ωn+1) the mapping f 7→ f [n].
Proposition 4.1. The map Bn can be represented in terms of divided differences of the Cauchy
transform T of (1.6) as:
Bn = ∆| n−1 ◦ T . (4.2)
Proof. For n = 1, both sides of (4.2) are equal (to the Cauchy transform.) Let φ be a continuous
function on Γ and let f = T φ. Assuming that for a certain n, we have Bnφ = f [n−1], we compute
f [n]:
f [n](z1, . . . , zn+1) =
1
z1 − zn+1
(
f [n−1](z1, . . . , zn)− f [n−1](z2, . . . , zn+1)
)
=
1
2pii
· 1
z1 − zn+1
∫
Γ
φ(t)
(
1
(t− z1) . . . (t− zn) −
1
(t− z2) . . . (t− zn+1)
)
dt
=
1
2pii
· 1
z1 − zn+1
∫
Γ
φ(t)
(t− zn+1)− (t− z1)
(t− z1) . . . (t− zn+1)dt
= Bn+1φ(z1, . . . , zn+1).
This continues to hold when z1 = zn+1 thanks to the fact that both sides are analytic. The result
follows by induction. 
As a consequence we obtain a property of divided differences which is far from obvious from
the representation (4.1).
Corollary 4.2. If f ∈ O(Ω), where Ω is an open subset of C, then f [n−1] ∈ Osym(Ωn), the space
of symmetric holomorphic functions on the Cartesian power Ωn.
Proof. Given a point (z1, . . . , zn) ∈ Cn, let U b Ω be a smoothly bounded open set containing
each of the points z1, z2, . . . , zn and let Γ be the boundary of U . If we set φ = f |Γ, by the Cauchy
integral theorem, B1φ = f on U , where the Cauchy integral B1φ is taken along Γ. But then, by
Proposition 4.1, f [n−1] = Bnφ. Since Bnφ is obviously in Osym(Un), the result follows. 
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To state the next result, we recall some definitions. For an integer d ≥ 0, we denote by Σd the
standard d-simplex in Rd+1:
Σd =
 x ∈ Rd+1
∣∣∣∣∣∣
d+1∑
j=1
xj = 1, and xj ≥ 0 for j = 1, . . . , d+ 1
 ,
and let Ad be the d-simplex in Rd given by
Ad =
 x ∈ Rd
∣∣∣∣∣∣
d∑
j=1
xj ≤ 1, and xj ≥ 0 for j = 1, . . . , d
 .
Then Σd is the graph of the function (x1, . . . , xd) 7→ 1−
∑d
j=1 xj over Ad, i.e.,
Σd =
 x ∈ Rd+1
∣∣∣∣∣∣ xd+1 = 1−
d∑
j=1
xj , and (x1, . . . , xd) ∈ Ad
 .
Therefore, on Σd, we can take (x1, . . . , xd) as coordinates, which we will refer to as the standard
coordinates of Σd.
We denote the d-dimensional Hausdorff measure by Hd. Note that since Σd is contained in
an affine hyperplane of Rd+1, the d-dimensional Hausdorff measure on Σd is simply the usual
surface measure on the affine hyperplane. Using the fact that Σd is the graph of the function
u(x1, . . . , xd) = 1 −
∑d
j=1 xj , we can represent the Hausdorff measure on Σd in terms of the
standard coordinates:
dHd =
√√√√1 + d∑
j=1
(
∂u
∂xj
)2
dx1dx2 . . . dxd
=
√
1 + d · dx1dx2 . . . dxd. (4.3)
We denote by 〈z, w〉 the standard Hermitian inner product ∑ zjwj . We prove a complex version
of a classical representation of divided differences:
Proposition 4.3 (Genocchi-Hermite formula). Let U be a convex domain in C and f ∈ O(U).
Then, for z ∈ Un+1:
f [n](z) =
1√
n+ 1
∫
Σn
f (n) (〈z, τ〉) dHn(τ). (4.4)
Proof. We proceed by induction. When n = 0, the left hand side is f [0](z) = f(z), 〈z, τ〉 = z,
and the right hand side is 1 · ∫Σ0 f(z)dH0(τ). Since in 0 dimensions the Hausdorff measure is the
counting measure, the result follows. Now we assume the result for n − 1, i.e., for w ∈ Un, we
have
f [n−1](w) =
1√
n
∫
Σn−1
f (n−1) (〈w, τ〉) dHn−1(τ).
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Then,
f [n](z1, . . . , zn+1) =
1
zn − zn+1
(
f [n−1](z1, . . . , zn)− f [n−1](z1, . . . , zn−1, zn+1)
)
(4.5)
=
1
zn − zn+1
1√
n
∫
Σn−1
(
f (n−1) (τ1z1 + · · ·+ τnzn)
−f (n−1)(τ1z1 + · · ·+ τn−1zn−1 + τnzn+1)
)
dHn−1(τ)
=
1√
n
∫
Σn−1
τn
∫ 1
0
f (n)
n−1∑
j=1
τjzj + sτnzn + (1− s)τnzn+1
 ds
 dHn−1(τ)
(4.6)
=
∫
An−1
τn
∫ 1
0
f (n)
n−1∑
j=1
τjzj + sτnzn + (1− s)τnzn+1
 ds
 dτ1dτ2 . . . dτn−1.
(4.7)
To obtain the representation (4.5) from the recursive definition (4.1) we first switch z1 with zn,
followed by a use of Corollary 4.2 to reorder the variables in the symmetric function f [n−1]. To
obtain (4.6) we have used the formula
g(w1)− g(w2) = (w1 − w2)
∫ 1
0
g′(sw1 + (1− s)w2)ds,
which is justified since U is convex and therefore the line segment joining the points w1, w2 ∈ U is
also in U . In (4.7) we used the relation (4.3) and the fact that the point (τ1, . . . , τn) ranges over
Σn as the coordinates (τ1, . . . , τn−1) range over An−1.
Let θ1, . . . , θn+1 denote the restrictions of the natural coordinates of Rn+1 to Σn. Therefore
(θ1, . . . , θn) are standard coordinates on Σn and these coordinates range over the simplex An when
(θ1, . . . , θn) ∈ Σn. We define a map
Φ : [0, 1]× Σn−1 → Σn
as follows: using the coordinates (τ1, . . . , τn−1) ∈ An−1 on Σn−1 and the coordinates (θ1, . . . , θn) ∈
An on Σn, the map is given as
[0, 1]× An−1 → An with (s, τ1, . . . , τn−1) 7→ (θ1, . . . , θn)
where
θj = τj for j = 1, . . . , n− 1, and θn = s
1− n−1∑
j=1
τj
 .
A computation shows that the absolute value of the Jacobian determinant is given by
∣∣det Φ′(s, τ)∣∣ = 1− n−1∑
j=1
τj = τn.
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Therefore, (4.7) can be written as
f [n](z) =
∫
[0,1]×An−1
f (n) (〈z,Φ(s, τ)〉) ∣∣det Φ′(s, τ)∣∣ dsdτ1 . . . dτn−1
=
∫
An
f (〈z, θ〉) dθ1 . . . dθn,
where in the last line we use the change of variables formula. Finally using (4.3) (for d = n+ 1)
we conclude that
f [n](z) =
1√
n+ 1
∫
Σn
f (n) (〈z, θ〉) dHn(θ).
The result now follows by induction.

5. Regularity of Divided Differences
5.1. Notation. Recall that Ck,α(Γ) is the space of functions on the smooth curve Γ which are k
times continuously differentiable with respect to arc length, and such that the k-th derivative is
Ho¨lder continuous of order α. This linear space becomes a Banach space with the norm
‖φ‖Ck,α(Γ) = ‖φ‖Ck(Γ) + |φ(k)|α,
with ‖φ‖Ck =
∑k
j=0
∥∥φ(j)∥∥∞ , where ‖·‖∞ is the sup norm and the derivatives are taken with
respect to arc length on Γ, and |·|α is the Ho¨lder semi-norm defined as
|ψ|α = sup
s 6=s′
|ψ(s)− ψ(s′)|
|s− s′| .
In dealing with functions of several variables we use the standard multi-index conventions.
Recall that Ak,α(Ω) denotes the space Ck,α(Ω) ∩ O(Ω). For a Φ ∈ Ak,α(Ω), where Ω b Cn is a
bounded domain, we use the standard norm
‖Φ‖Ck,α(Ω) = ‖Φ‖Ck(Ω) +
∑
|γ|=k
|∂γΦ|α ,
where
∂γ =
(
∂
∂z1
)γ1
. . .
(
∂
∂zn
)γn
and ‖Φ‖Ck(Ω) =
∑
|γ|≤k
‖∂γΦ‖∞ .
Also, |·|α denotes the Ho¨lder α-seminorm of a function given by
|Ψ|α = sup
z 6=w
|Ψ(z)−Ψ(w)|
|z − w|α .
5.2. Ho¨lder regularity of divided differences. Recall that ∆| n−1 denotes the map which
sends a holomorphic function f to its (n− 1)-th divided difference f [n−1].
Lemma 5.1. Let U be a convex domain in C. Then, ∆| n−1 is continuous from Ck+n−1,α(U) to
Ck,α(Un).
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Proof. Thanks to the fact that T (f |∂U ) = f for a function in the space A(U) = O(U) ∩ C(U) of
holomorphic functions continuous up to the boundary on U , we have from (4.2) that ∆| n−1f = Bnf
for f ∈ Ck+n−1,α(U). Since Bn is given by an integral, it is clearly a closed operator, so that by the
closed graph theorem, it suffices to verify that for each f ∈ Ck+n−1,α(U), we have Bnf ∈ Ck,α(U).
Since U is convex, we can use the representation (4.4). For a multi-index γ ∈ Nn, if |γ| ≤ k, we
can repeatedly differentiate under the integral sign to obtain
∂γf [n−1](z) =
1√
n
∫
Σn−1
τγ · f (|γ|+n−1) (〈z, τ〉) dHn−1(τ).
Noting that ‖τγ‖∞ ≤ 1 for τ ∈ Σn−1, we have
∥∥∂γf [n−1]∥∥∞ ≤ C ∥∥f (|γ|+n−1)∥∥∞ . It further follows
that if |γ| < k, then each derivative ∂γf [n−1] is uniformly continuous and therefore extends to
Un continuously. Consequently, f [n−1] ∈ Ck−1(Un). Now let z, w ∈ Un and let γ ∈ Nn be a
multi-index such that |γ| = k. Then,∣∣∣∂γf [n−1](z)− ∂γf [n−1](w)∣∣∣ = ∣∣∣∣∣ 1√n
∫
Σn−1
τγ ·
(
f (|γ|+n−1) (〈z, τ〉)− f (|γ|+n−1) (〈w, τ〉)
)
dHn−1(τ)
∣∣∣∣∣
≤ 1√
n
∣∣∣f (k+n−1)∣∣∣
α
·
∫
Σn−1
τγ |〈z, τ〉 − 〈w, τ〉|α dHn−1(τ)
=
1√
n
∣∣∣f (k+n−1)∣∣∣
α
·
∫
Σn−1
τγ |〈z − w, τ〉|α dHn−1(τ)
≤ 1√
n
∣∣∣f (k+n−1)∣∣∣
α
·
∫
Σn−1
τγ |τ |α |z − w|α dHn−1(τ)
= C ·
∣∣∣f (k+n−1)∣∣∣
α
· |z − w|α . (5.1)
It follows that for |γ| = k, the function ∂γf [n−1] is Ho¨lder continuous and therefore uniformly
continuous on Un, and therefore extends continuously to Un, so that f [n−1] ∈ Ck(Un). Combining
with the Ho¨lder continuity of the k-th partials again, we see that f [n−1] ∈ Ck,α(Un). The proof is
complete. 
6. Proof of Theorem 1.3
6.1. The case n = 1. When n = 1, Theorem 1.3 is a well known classical result (see [11, 13, 14].)
6.2. U convex, and n ≥ 2. In this case the result follows from the representation (4.2) and
Lemma 5.1. Indeed Bn = ∆| n−1 ◦T , and since we know that T : Ck+n−1,α(Γ)→ Ck+n−1,α(U) and
∆| n−1 : Ck+n−1,α(U)→ Ck,α(Un) are continuous, the result follows.
6.3. U simply connected. Suppose that U ⊂ C is a nonconvex, simply connected domain. Let
φ ∈ Ck+n−1,α(Γ), where Γ = ∂U . Let f = T φ ∈ Ck+n−1,α(U). By the Riemann mapping theorem
there exists a biholomorphism Ψ : D → U . The boundary regularity of Ψ may be deduced from
the classical Kellogg-Warschawski Theorem which we will now recall.
Result 6.1 (See [19]). Let f : G → D be a proper holomorphic mapping of planar domains. If
for some integer k ≥ 1 the boundaries of G and D are of class Ck, then the mapping f is of class
Ck−1,θ(G), for each 0 < θ < 1.
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(Remark: In the classical literature, in this and other results on boundary regularity of holo-
morphic maps in one complex variable, it is usually assumed that f is the Riemann map from
a simply connected domain to the unit disc. However, since the proofs depend only on local
considerations at the boundary, these extend immediately to the more general situation of proper
holomorphic mappings of domains. Recall that in one variable and for bounded domains, a proper
holomorphic map is a local biholomorphism off a finite set of branch points.)
Since Γ is of class Ck+n+1, it follows that for each 0 < θ < 1 we have Ψ ∈ Ck+n,θ(D). Let
Λ = Ψ−1, then by another application of the same result, Λ ∈ Ck+n,θ(U). Let g = f ◦Ψ, so that
f = g ◦ Λ. We first wish to show that g ∈ Ck+n−1,α(D).
We denote by Ψj(z) the jet of order j of the function Ψ at the point z:
Ψj(z) = (Ψ(z),Ψ
′(z), . . . ,Ψ(j)(z)).
Recall the Faa` di Bruno formula, which says that we may express the `-th derivative of g as
g(`)(z) =
∑`
j=1
f (j)(Ψ(z))Bj (Ψj(z)) , (6.1)
where Bj : C`+1 → C are holomorphic polynomials. (Although we do not need this information,
the Bj ’s are given explicitly as
Bj(p0, p1, . . . , pl) =
∑ l!
b1! . . . bl!
(p1
1!
)b1
. . .
(pl
l!
)bl
,
where the sum is over all solutions in nonnegative integers bk to the equations b1 + 2b2 + · · · +
`b` = ` and b1 + · · · + b` = j.) If we introduce the function Fj given by Fj(p0, . . . , p`) =
f (j)(p0)Bj(p1, . . . , p`), we can rewrite (6.1) as
g(`)(z) =
∑`
j=1
Fj(Ψ`(z)).
Note that Fj ∈ Cα(U `) if j ≤ k+ n− 1, because Fj is the product of Ho¨lder continuous functions
of order α. Then, we have,∣∣∣g(k+n−1)(z)− g(k+n−1)(w)∣∣∣ =
∣∣∣∣∣∣
k+n−1∑
j=1
Fj(Ψk+n−1(z))− Fj(Ψk+n−1(w))
∣∣∣∣∣∣
≤
k+n−1∑
j=1
|Fj(Ψk+n−1(z))− Fj(Ψk+n−1(w))|
≤
k+n−1∑
j=1
|Fj |α |Ψk+n−1(z)−Ψk+n−1(w)|α (using the Ho¨lder condition)
= C |Ψk+n−1(z)−Ψk+n−1(w)|α .
≤ C |z − w|α ,
where the last step holds since Ψk+n−1 ∈ C1,θ(D) for each 0 < θ < 1. It follows therefore that
g ∈ Ck+n−1,α(D).
Recall that f [n−1] = (g ◦Λ)[n−1] where Λ = Ψ−1 is the Riemann map from U to D, and Λ is in
Ck+n,θ(U) for 0 < θ < 1. We use an analog of the Faa` di Bruno formula for divided differences.
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By [10, Theorem 1], at a point z ∈ Un the (n− 1)-th divided difference of the composite function
f = g ◦ Λ is given by
f [n−1](z) =
n−1∑
j=1
Λ{j,n−1}(z) · g[j](Λj(z)), (6.2)
where we have Λj(z) = (Λ(z1),Λ(z2), . . . ,Λ(zj+1)) (a discrete analog of the j-jet), and the Λ
{j,n−1}
are the functions on Un given by
Λ{j,n−1}(z) =
n−1∑
j=1
(
Λ[1](z1, ·)Λ[1](z2, ·) . . .Λ[1](zj , ·)
)[n−j−1]
(zj+1, . . . , zn).
Note that Λ ∈ Ak+n,θ(U), we claim that:
Λ{j,n−1} ∈ Ak+j,θ(Un). (6.3)
Since Λ{j,n−1} is a polynomial in divided differences of Λ of order at most (n−j), the claim would
follow if we can show that Λ[`] ∈ Ak+n−`,θ(U `+1). This would follow from Lemma 5.1 if U were
convex, but we will instead use the fact that Λ is a biholomorphism, and its inverse Ψ is indeed
defined on the convex domain D, and therefore Lemma 5.1 does apply to it. By repeatedly taking
divided differences, we see that
Λ[`](z1, . . . , z`+1) =
P∏
i<j Ψ
[1](Λ(zi),Λ(zj))
,
where P is a polynomial in divided differences of Ψ of order at most `, evaluated at the points
Λ(z1), . . . ,Λ(z`+1). Note that by injectivity of Ψ, the denominator is a nonvanishing function
on U `+1 of class Ak+n−`,θ(U `+1). Claim (6.3) follows, since, products of Ho¨lder functions and
reciprocals of nonvanishing Ho¨lder functions are Ho¨lder of the same class.
Since g ∈ O(D), and D is convex, we can represent the function g[j] using the Genocchi-Hermite
formula. Putting this into (6.2), we obtain
f [n−1](z) =
n−1∑
j=1
Λ{j,n−1}(z)√
j + 1
∫
Σj
g(j)(〈Λj(z), τ〉)dHj(τ)
Let γ be a multi-index with |γ| = k. Differentiating under the integral sign and using the Leibniz
rule for partial derivatives,
∂γf [n−1](z) =
n−1∑
j=1
1√
j + 1
∑
0≤β≤γ
(
γ
β
)
∂γ−βΛ{j,n−1}(z) · ∂β
(∫
Σj
g(j)(〈Λj(z), τ〉)dHj(τ)
)
=
n−1∑
j=1
1√
j + 1
∑
0≤β≤γ
(
γ
β
)
∂γ−βΛ{j,n−1}(z)
(∫
Σj
g(j+|β|)(〈Λj(z), τ〉) · τβ · (Λ′n−1(z))βdHj(τ)
)
,
where Λ′n−1(z) = (Λ′(z1), . . . ,Λ′(zn)) ∈ Cn. If we define for 0 ≤ ` ≤ k and z ∈ Un,
V`(z) =
∑
0≤β≤γ
|β|=`
(
γ
β
)
∂γ−βΛ{j,n−1}(z) · (Λ′n−1(z))β,
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then by (6.3), ∂γ−βΛ{j,n−1} ∈ A|β|,θ(Un), and since Λ is in Ck+n,θ(U) , we conclude that Λ′n−1 ∈
Ak+n−1,θ(Un). It follows that for each 0 ≤ ` ≤ k and for each 0 < θ < 1, we have V` ∈ Aθ(Un).
In terms of the V`, we can write
∂γf [n−1](z) =
n−1∑
j=1
k∑
`=1
1√
j + 1
V`(z) ·
∫
Σj
g(j+`)(〈Λj(z), τ〉)hj+1` (τ)dHj(τ), (6.4)
where hj+1` (τ) =
∑
|β|=` τ
β is the complete symmetric polynomial in (j + 1) variables of degree `.
Now ∣∣∣∣∣
∫
Σj
g(j+`)(〈Λj(z), τ〉)hj+1` (τ)dHj(τ)−
∫
Σj
g(j+`)(〈Λj(w), τ〉)hj+1` (τ)dHj(τ)
∣∣∣∣∣
=
∣∣∣∣∣
∫
Σj
(
g(j+`)(〈Λj(z), τ〉)− g(j+`)(〈Λj(w), τ〉)
)
hj+1` (τ)dHj(τ)
∣∣∣∣∣
≤ C
∣∣∣∣∣
∫
Σj
|〈Λj(z), τ〉 − 〈Λj(w), τ〉|α hj+1` (τ)dHj(τ)
∣∣∣∣∣
≤ C
∣∣∣∣∣
∫
Σj
|〈Λj(z)−Λj(w), τ〉|α hj+1` (τ)dHj(τ)
∣∣∣∣∣
≤ C
∣∣∣∣∣
∫
Σj
|τ |α |Λj(z)−Λj(w)|α hj+1` (τ)dHj(τ)
∣∣∣∣∣
≤ C |Λj(z)−Λj(w)|α
≤ C |z − w|α .
Therefore the integral factor in each term of the double sum in (6.4) is a Ho¨lder continuous function
of order α, and since V` is also Ho¨lder continuous of order α, we see that ∂
γf [n−1] ∈ Aα(Un). It
now follows that f [n−1] = Bnφ ∈ Ck,α(Un).
6.4. Multiply Connected Case. Now, let U be a domain with h holes, that is, U is (h + 1)-
connected. We claim that we can find h+1 simply connected domains {Uj}h+1j=1 , each with boundary
of class Cn+k+1 and an R > 0, such that
(1)
h+1⋃
j=1
Uj = U , and
(2) if z, w ∈ U are such that |z − w| < R, for at least one j we have z, w ∈ Uj.
Assuming the claim, let as before f = B1φ. By the previous argument for the simply-
connected case, we see that
(
f |Uj
)[n−1] ∈ Ck,α(Uj). Therefore, in particular, f [n−1] is bounded
on Un. Further, if |z − w| < R, we see that for any multi-index γ with |γ| = k, we have that∣∣∂γf [n−1](z)− ∂γf [n−1](w)∣∣ ≤ C |z − w|α, since such z, w would belong to a common Uj by the
claim. Therefore, applying [13, Lemma 7.3], we conclude that f [n−1] = Bnφ ∈ Ck,α(Un). This
completes the proof of Theorem 1.3, provided we justify the claim made above.
6.5. Proof of Claim. Given two subsets V,W of the plane, we say that they are well-separated
if we have
V \W ∩W \ V = ∅.
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It is not difficult to see that Condition (2) of the claim is equivalent to demanding that each
pair of simply-connected sets Uj and U` in the collection {Uj} is well-separated. Note further
that the condition of well-separatedness is invariant under homeomorphisms, which we will take
advantage of by replacing the domain U with homeomorphic domains with simpler geometry.
Indeed if Ψ : U → G is a diffeomorphism of class Ck+n+1 then it suffices to find a cover of G
by simply connected open sets {Gi}h+1i=1 , each with Ck+n+1 boundary, and such that each pair of
sets Gi and Gj is well-separated. We will illustrate the fact that this is always possible by using
pictures. We may take G to look like in the picture below (in this case we take h = 2):
And it is clear how to construct the sets G1, G2, G3 in such a way that they have Cn+k+1
boundary and are pairwise well-separated. In the picture below, we have drawn the boundaries
of G1 and G3 in dotted lines and that of G2 in bold lines to illustrate the idea:
The following picture shows the three domains G1, G2, G3 separately:
7. Proof of Theorem 1.2
For z, w ∈ Cn, define
δ(z, w) = min
σ∈Sn
|z − σ(w)| ,
where σ(w) is as in (1.11). This may be thought of as a natural metric on the quotient Cn/Sn. We
compare the distance induced in this way on the symmetric product Un/Sn with the metric on
the realization pi(Un) = ΣnU . We will use the global  Lojasiewicz inequality of Ji-Kolla´r-Shiffman
(see [12, Corollary 6, Equation 6.2]), which states the following. Let f1, . . . , fn ∈ C[z1, . . . , zN ]
and for 1 ≤ i ≤ n, let di = degfi. Let Z ⊂ CN be the common zero set of the polynomials {fi}ni=1.
Then there is a constant C > 0 such that(
dist(z, Z)
1 + |z|2
)B(N,d1,...,dn)
≤ C ·max
i
|fi(z)| , (7.1)
where the constant B(N, d1, . . . , dn) can be computed explicitly (see [12, Section 3].)
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Lemma 7.1. For any domain U ⊂ C, there is a C > 0, such that for z, w ∈ Un, we have
δ(z, w)Λn ≤ C |pi(z)− pi(w)| ,
where Λn is as in (1.3).
Proof. We will use (7.1) when N = 2n with coordinates (z, w) on C2n = Cn×Cn, where z, w ∈ Cn.
For 1 ≤ i ≤ n, we set fi(z, w) = pii(z)− pii(w), so that di = i. In the notation of Section 3 of [12],
we have
B(2n, d1, . . . , dn) =
(
3
2
)j
B(2n, d1, . . . , dn) + θ
Since di = i for i ≤ n, we have B(2n, d1, . . . , dn) = n!. We also have that θ = 0 since the dimension
of the space is 2n and the number of equations is k = n. Then j = # { i < n− 1 | i = 2 }, so that
j = 0 if n ≤ 3 and j = 1 otherwise. Thus
B(2n, d1, . . . , dn) = Λn =
{
n! if n ≤ 3
3
2n! if n > 3.
Therefore, we conclude that(
dist ((z, w), Z)
1 + |z|2 + |w|2
)Λn
≤ C ·max
i
|pii(z)− pii(w)| , (7.2)
where Z = { (z, w) ∈ Cn × Cn | pii(z)− pii(w) = 0 for 1 ≤ i ≤ n } . Clearly if (z, w) ∈ Z then for
some σ ∈ Sn we have z = σ(w). Let us denote for σ ∈ Sn
Lσ = { (z, w) ∈ Cn × Cn | z = σ(w) } ,
which is an n-dimensional linear subspace of the complex vector space C2n. We can alternatively
represent Lσ as:
Lσ =
{
(z, w) ∈ Cn × Cn ∣∣ zj − wσ(j) = 0 for 1 ≤ j ≤ n }
=
{
(z, w) ∈ Cn × Cn ∣∣ 〈(z, w), ej − eσ(j)+n〉 = 0, 1 ≤ j ≤ n } (7.3)
where {ej}2nj=1 denotes the standard complex basis of C2n. We may write the affine algebraic
variety Z as the union of irreducible algebraic subvarieties as follows:
Z =
⋃
σ∈Sn
Lσ (7.4)
Then it is clear by (7.3) that the orthogonal complement to Lσ (in Cn × Cn) is given by
L⊥σ = span
{
1√
2
(ej − eσ(j)+n), 1 ≤ j ≤ n
}
.
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The length of the projection of a point (z, σ(w)) onto L⊥σ is given by:∣∣∣PL⊥σ (z, w)∣∣∣ =
∣∣∣∣∣∣
n∑
j=1
〈
(z, w),
1√
2
(ej − eσ(j)+n)
〉
1√
2
(ej − eσ(j)+n)
∣∣∣∣∣∣
=
1
2
∣∣∣∣∣∣
n∑
j=1
(zj − wσ(j))(ej − eσ(j)+n)
∣∣∣∣∣∣
=
1
2
 n∑
j=1
2
∣∣zj − wσ(j)∣∣2
 12
=
1√
2
|z − σ(w)| .
Using (7.4):
dist((z, w), Z) = min
σ∈Sn
dist((z, w), Lσ)
= min
σ∈Sn
∣∣∣PL⊥σ (z, w)∣∣∣
= min
σ∈Sn
1√
2
|z − σ(w)|
=
1√
2
δ(z, w).
Substituting the last equality in 7.2 we obtain:( 1√
2
δ(z, w)
1 + |z|2 + |w|2
)Λn
≤ C ·max
i
|pii(z)− pii(w)|
Since the point (z, w) belongs to the bounded set Un × Un ⊂ C2n we have
δ(z, w)Λn ≤ C ·max
i
|pii(z)− pii(w)|
≤ C · |pi(z)− pi(w)| ,
which completes the proof. 
7.1. Three operators. We introduce three operators pi∗,Mγ and j∗k which will be needed in
the proof of Theorem 1.2. Let Osym(Un) be the space of symmetric holomorphic functions on
Un. Then we define a push-forward map pi∗ : Osym(Un) → O(ΣnU) in the following way: for an
f ∈ Osym(Un),
(pi∗f)(z) = f(ζ),
where ζ ∈ Un is any point such that pi(ζ) = z.
Proposition 7.2. pi∗ is well-defined and maps Osym(Un) to O(ΣnU).
Proof. If ζ and ζ ′ are such that pi(ζ) = pi(ζ ′) = z then ζ ′ = σ(ζ) for some σ ∈ Sn (see Section 3).
Therefore, f(ζ) = f(ζ ′) as f is symmetric. This shows that the definition makes sense and pi∗f is
a well defined function on ΣnU .
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Now we show that pi∗f is holomorphic. Off the analytic set
Z =
 z ∈ Un
∣∣∣∣∣∣
∏
i<j
(zi − zj) = 0

the map pi is a local biholomorphism. It follows that pi∗f is holomorphic on pi(Un\Z) ⊃ ΣnU\pi(Z),
where pi(Z) is an analytic set by the Remmert Proper Mapping Theorem. Since pi∗f is bounded,
by the Riemann Removable Singularity Theorem it extends holomorphically to ΣnU . 
For a multi-index γ ∈ Nn, we define Mγ to be the operator which multiplies a function on Γ
by the smooth function
uγ(t) = (−1)|γ| · |γ|! · t
∑n
j=1 γj(n−j), (7.5)
so that
(Mγφ)(t) = uγ(t)φ(t).
For an integer k ≥ 0, let jk denote the diagonal embedding of Cn in the k-fold product Cnk =
(Cn)k = Cn × · · · × Cn, i.e., for a z ∈ Cn, we have
jk(z) = (z, . . . , z) ∈ Cn × · · · × Cn︸ ︷︷ ︸
k times
.
Let Ω ⊂ Cn, and let Ωk = Ω× · · · × Ω ⊂ Cnk. For a function f on Ω, we define the function j∗kf
on Ωk by
j∗kf = f ◦ jk. (7.6)
7.2. End of Proof of Theorem 1.2. A direct computation shows that
∂γ
(
1
qn(z, t)
)
=
uγ(t)
qn(z, t)|γ|+1
,
Let z ∈ ΣnU and let w ∈ Un be such that z = pi(w). For a continuous φ on Γ, we have :
∂γEnφ(z) = 1
2pii
∫
Γ
Mγφ(t)
qn(z, t)|γ|+1
dt
=
1
2pii
∫
Γ
Mγφ(t)
qn(pi(w), t)|γ|+1
dt
=
1
2pii
∫
Γ
Mγφ(t)
((t− w1) . . . (t− wn))|γ|+1
dt
= j∗|γ|+1
(Bn(|γ|+1) (Mγφ)) (w).
Since z = pi(w) it follows that
∂γ ◦ En = pi∗ ◦ j∗|γ|+1 ◦ Bn(|γ|+1) ◦Mγ . (7.7)
To prove Theorem 1.2, it suffices to show that for each multi-index γ with |γ| = k, the operator
∂γEn maps the space Cn(k+1)−1,α(Γ) continuously into C
α
Λn (Σn). By (7.7), we have ∂γ ◦ En =
pi∗ ◦ j∗k+1 ◦ Bn(k+1) ◦Mγ . The operator Mγ , being multiplication by the smooth function uγ , maps
Cn(k+1)−1,α(Γ) continuously to itself. Since the boundary Γ is of class Cn(k+1)+1, it follows by
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Theorem 1.3, that the operator Bn(k+1) maps Cn(k+1)−1,α(Γ) continuously to C0,α(Un(k+1)). Note
that j∗k , defined by (7.6) maps C0,α(Un(k+1)) to C0,α(Un). Indeed,
|j∗kf(z)− j∗kf(w)| = |f(jk(z))− f(jk(w))|
≤ |f |α |jk(z)− jk(w)|α
= |f |α |jk(z − w)|α
= |f |α n
α
2 |z − w|α .
Therefore, j∗k maps Aα(Un(k+1)) continuously to Aα(Un). To complete the proof it suffices to
show that pi∗ maps Aα(Un) continuously to A
α
Λn (ΣnU). By Proposition 7.2, pi∗ preserves holo-
morphicity, so it suffices to show that pi∗ is continuous from Cα(Un) to C
α
Λn (ΣnU). If pi(ζ) = z
and pi(λ) = w we have
|pi∗f(z)− pi∗f(w)| = |f(ζ)− f(λ)|
≤ |f |α |ζ − λ|α
Then, for any σ ∈ Sn, we know that w = pi(σ(λ)). Therefore, the relation
|pi∗f(z)− pi∗f(w)| ≤ |f |α |ζ − σ(λ)|α
holds for every σ ∈ Sn. Hence
|pi∗f(z)− pi∗f(w)| ≤ |f |α min
σ∈Sn
|ζ − σ(λ)|α
= |f |α δ(ζ, λ)α
≤ C · |f |α |pi(ζ)− pi(λ)|
α
Λn By Lemma 7.1
= C · |f |α |z − w|
α
Λn .
Thus
|pi∗f | α
Λn
= sup
z 6=w
|pi∗f(z)− pi∗f(w)|
|z − w| αΛn
≤ C |f |α (7.8)
Also we have
‖pi∗f‖∞ = sup
z∈ΣnU
|pi∗f(z)|
= sup
z∈ΣnU
∣∣f(pi−1(z))∣∣
= sup
ζ∈Un
|f(ζ)|
= ‖f‖∞ (7.9)
Combining equations (7.8) and (7.9) we obtain
‖pi∗f‖C αΛn (ΣnU) = |pi∗f | αΛn + ‖pi∗f‖∞
≤ C |f |α + ‖f‖∞
≤ C ‖f‖α
Thus, pi∗ maps Aαsym(Un) continuously to A
α
Λn (ΣnU). The proof of Theorem 1.2 is complete.
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8. Range of the operators Bn and En
We note here that for n ≥ 2, the operator Bn (resp. En) is not surjective from the space
Ck+n−1,α(Γ) to Ak,αsym(Un) (resp. from the space C(k+1)n−1,α(Γ) to the space Ak,
α
Λn (ΣnU).) Indeed,
it is not difficult to characterize the range of the operators Bn and En. Suppose the domain U
has m holes, and for 1 ≤ i ≤ m, we fix a point ai in the i-th hole. Let hqp denote the complete
symmetric polynomial in q variables of degree p given by:
hqp(z) =
∑
|γ|=p
zγ ,
where we set hqp = 0 if p < 0. Consider the collection of functions F ⊂ Osym(Un), with members
of the form
hnr (z), and
1
(z1 − ai) . . . (zn − ai)h
n
r−1
(
1
z1 − ai , . . . ,
1
zn − ai
)
where r ∈ N = { 0, 1, . . . } and 1 ≤ i ≤ m. We also let F∗ = { pi∗(f) | f ∈ F }. Note that
the linear span of the collection of functions
{
zr, 1(z−ai)r
∣∣∣ r ∈ N and 1 ≤ i ≤ m } is dense in
Ak+n−1,α(U) (a consequence of the Mergelyan approximation theorem). Recall the representations
Bn = ∆| n−1 ◦ T and En = pi∗ ◦ Bn (special case of (7.7) for γ = 0). Using these representations
with the facts that Bn(zr) = hnr (z) and
Bn
(
1
(z − ai)r
)
=
1
(z1 − ai) . . . (zn − ai)h
n
r−1
(
1
z1 − ai , . . . ,
1
zn − ai
)
,
we can show the following:
Proposition 8.1. The linear span of F is dense in the range of Bn : Ck+n−1,α(Γ) → Ck,α(Un),
and that of F∗ is dense in the range of En : C(k+1)n−1,α(Γ)→ Ak,
α
Λn (ΣnU).
For example the function z1z2 ∈ Osym(U2) is not in the range of B2.
9. Proof of Theorem 1.1
We begin by recalling the structure of proper holomorphic maps between symmetric products
of domains (see [4, Corollary 3] and [8, 9]). Given a holomorphic map f : U → V , there is a
unique map Σnf : ΣnU → ΣnV such that for z ∈ Un we have
(Σnf)(pi(z1, . . . , zn)) = pi(f(z1), . . . , f(zn)),
where pi : Un → ΣnU is the symmetrization map as in (1.1). The map Σnf is called the n-fold
symmetric product of the map f . For further properties of the symmetric products of maps, see
[4]. In particular, we need the following integral representation of the symmetric power Σnf of
a map f : U → C, when f extends continuously to ∂U (see [4, Proposition 2.4]): There is a
polynomial automorphism P of Cn, such that we can write
Σnf = P ◦Ψ, (9.1)
where Ψ = (Ψ1, . . . ,Ψn) : Σ
nU → Cn is the map whose `-th component is given by
Ψ`(z) =
1
2pii
∫
∂U
(f(t))` · q
′
n(z, t)
qn(z, t)
dt. (9.2)
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Here qn(z, t) is as in (1.7):
qn(z, t) = t
n − z1tn−1 + · · ·+ (−1)nzn =
n∑
j=0
(−1)jzj tn−j ,
where we set z0 = 1 and
q′n(z, t) =
∂qn
∂t
(z, t) =
n−1∑
j=0
(−1)j(n− j)zjtn−j−1. (9.3)
If we let ∂U = Γ, then plugging in (9.3) into (9.2) we obtain the representation
Ψ`(z) =
n−1∑
j=0
(−1)j(n− j)zjEn
(
tn−j−1f |∂U
)
(9.4)
Using the classical technique of Remmert and Stein (see [17, 15]), one can show that if U and
V are bounded planar domains, then each proper holomorphic map F : ΣnU → ΣnV is of the
form F = Σnf for a proper holomorphic map f : U → V (see [8, 9, 4].) By hypothesis the
boundaries of each of U and V is of class Cnk+n+1. By the Kellogg-Warschawski theorem, (see
Result 6.1 above), the proper holomorphic map f : U → V is of class Cnk+n,θ(U) for each 0 <
θ < 1, therefore, a fortiori of class Cn(k+1)−1,θ(U). Then the restriction f |∂U ∈ Cn(k+1)−1,θ(∂U).
Applying Theorem 1.2, each term in the sum (9.4) belongs to Ak, θΛn (ΣnU). Therefore the map
Ψ ∈ Ak, θΛn (ΣnU), and since F = Σnf = P ◦Ψ, where P is a polynomial automorphism of Cn, we
have that F ∈ Ak, θΛn (ΣnU). The proof is complete.
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