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Electron-hole excitation theory is used to unveil the role of nuclear quantum effects on the X-ray
absorption spectral signatures of water, whose structure is computed via path-integral molecular
dynamics with the MB-pol intermolecular potential model. Compared to spectra generated from
the classically modeled water, quantum nuclei introduce important effects on the spectra in terms of
both the energies and line shapes. Fluctuations due to delocalized protons influence the short-range
ordering of the hydrogen bond network via changes in the intramolecular covalence, which broaden
the pre-edge spectra. For intermediate-range and long-range ordering, quantum nuclei approach
the neighboring oxygen atoms more closely than classical protons, promoting an “ice-like” spectral
feature with the intensities shifted from the main- to post-edge. Computed spectra are in nearly
quantitative agreement with the available experimental data.
The nature of the hydrogen bond (H-bond) network
in water continues to occupy a special place at the cen-
ter of scientific interests [1–12]. Recently, high-resolution
X-ray absorption spectroscopy (XAS) has emerged as a
powerful experimental technique to probe the structure
of water at molecular scale [13–20]. As allowed by the
Franck-Condon principle [21], electrons leaving a water
molecule oxygen-atom core can be described as excited
electronic states from an instantaneously frozen snapshot
of water at equilibrium. Therefore, the XAS spectrum in-
herits a unique local signature of its molecular environ-
ment, complimentary to traditional X-ray and neutron
scattering experiments [22, 23].
Ab initio theory is essential for an unambiguous inter-
pretation of the underlying electronic structure of water.
However, theoretical prediction of the XAS spectrum has
posed a major challenge by itself. The computed spec-
trum is sensitive to the accuracy of methods in both the
adopted electronic and molecular theories. Rigorously,
the electron-hole excitation theories, such as the Bethe-
Saltpeter equation (BSE) [13, 24–26], should be applied
beyond the unoccupied electronic structure from density
functional theory [27, 28]. However, the BSE is com-
putational formidable and has not yet widely applied in
water. This computational burden has been greatly alle-
viated by the recently introduced approximate BSE solu-
tion utilizing localized basis [28–30]. On the other hand,
the modeling of water at the molecular level is no less
difficult because of the nature of the H-bond, which is a
balance of many physical interactions. The directional H-
bond, which is the building block of the near-tetrahedral
structure in water, is much weaker than covalent or ionic
chemical bonds. Furthermore, the H-bond network is in-
fluenced by the van der Waals interaction, whose energy
is even weaker than H-bond by one order of magnitude
[31–34]. Worse still, nuclear quantum effects (NQEs)
should be properly considered due to the low mass of
the proton [35–37]. Under the influence of NQEs, the
more delocalized protons introduce unexpected effects in
the H-bond network in addition to the softening of liquid
structure [36, 38, 39]. Moreover, NQEs have been shown
to have important effects on XAS spectrum [29, 40, 41].
Notwithstanding the many recent significant advances,
challenges remain. The precise picture of NQEs on the
XAS spectrum at the molecular level remains elusive.
Obvious discrepancies are present between theory and
experiment even when NQEs are considered in model-
ing water [29]. Specifically, the predicted XAS spec-
trum presented an overestimated spectral intensity in the
main-edge and under estimated spectral energies in the
post-edge compared to experiments [13]. These disagree-
ments reflect the delicate nature of NQEs. Delocalized
protons (via NQEs) can either strengthen or weaken the
H-bond structure, depending on the anharmonicity of the
potential energy surface [36]. The latter should accu-
rately account for the directionality of the H-bond, as
well as dispersion forces arising from many-body effects
[42]. Moreover, compared to the bound exciton described
by the pre-edge, the main- and post-edge contributions
to the XAS spectrum are resonant excited states, which
are sensitive to the intermediate-range and long-range
ordering of H-bond network. Hence, a much larger sim-
ulation super cell is required to properly describe these
delocalized excited states [30].
In this letter, we address the above issues. NQEs
are taken into account via path integral molecular dy-
namics (PIMD) simulations [43] with the MB-pol many-
body potential energy function [44–46]. Rigorously built
upon the many-body expansion of the interaction energy
[42], MB-pol enables the accurate modeling of the prop-
erties of water across different phases [47, 48], from the
dimer [44] and small clusters [49], to liquid water [46, 50],
ar
X
iv
:1
80
9.
10
30
4v
1 
 [p
hy
sic
s.c
he
m-
ph
]  
27
 Se
p 2
01
8
2 0
 5
 10
 15
 20
 25
P
ro
ba
bi
lit
y 
(%
)
 534.5  535  535.5
 0.9
 1
 1.1
C
ov
al
en
t b
on
d 
le
ng
th
 (Å
)
 0
 0.2
 0.4
 0.6
 0.8
 1
 534.5  535  535.5
Energy (eV)
 0.9
 1
 1.1
C
ov
al
en
t b
on
d 
le
ng
th
 (Å
)
 0
 0.2
 0.4
 0.6
 0.8
 1
 534.5  535  535.5
Energy (eV)
 0.9
 1
 1.1
C
ov
al
en
t b
on
d 
le
ng
th
 (Å
)
 0
 0.2
 0.4
 0.6
 0.8
 1
 534  534.5  535  535.5  536
Energy (eV)
 0.9
 1
 1.1
C
ov
al
en
t b
on
d 
le
ng
th
 (Å
)
 0
 0.2
 0.4
 0.6
 0.8
 1
(b) 
(c) 
 533  534  535  536  537
 0
 5
 10
 15
P
ro
ba
bi
lit
y 
(%
)
Energy (eV)
(e) 
(d)  
 534.5  535  535.5
Energy (eV)
 0.9
 1
 1.1
C
ov
al
en
t b
on
d 
le
ng
th
 (Å
)
 0
 0.2
 0.4
 0.6
 0.8
 1
534 536 538 540 542 544 546
Energy (eV)
0
2
4
6
8
10
12
14
In
te
ns
ity
 (A
rb
. U
nit
) MD
PIMD
Pre-edge        Main-edge     Post-edge
(a) 4a1                  2b2 
FIG. 1 (color online). (a) XAS spectra from MD (dashed blue) and PIMD (solid red) simulations at 298 K. Experimental data
[16] is shown in shade. Joint probability distribution of the covalent bond length as a function of the excitation energy for state
with 4a1 character, from (b) MD and (c) PIMD simulations. Probability distribution of the excitation energies for states with
4a1 (green) and 2b2 (orange) character, from (d) MD and (e) PIMD simulations.
and ice [51, 52]. We use the self-consistent enhanced
static Coulomb-hole and screened exchange (COHSEX)
approximation [53] with maximally localized Wannier
functions, which greatly enhances the computational ef-
ficiency of XAS calculations without compromising the
accuracy of the results [54, 55].
The theoretical spectrum obtained from PIMD sim-
ulation is found to be in excellent agreement with the
corresponding experimental data and demonstrates the
importance of NQEs for an accurate modeling of XAS
spectrum. The broadened pre-edge reflects the signifi-
cantly increased fluctuations in the covalence of the wa-
ter molecule due to the delocalized protons. Protons can
approach the acceptor oxygen atoms at a much short
distance under the influence of NQEs, which enhances
“ice-like” spectral characteristic with a slightly increased
intensity of post-edge feature with respect to that of the
main-edge. Our XAS spectra at different temperatures
suggest slightly larger NQEs on the spectrum at lower
temperature, which is consistent with our temperature
dependent ring-topology analysis of the H-bond network.
All calculations were performed in a super cell contain-
ing 128 water molecules under periodic boundary con-
ditions. Molecular configurations of liquid water were
extracted from classical molecular dynamics (MD) and
PIMD simulations carried out with MB-pol at 270, 298,
and 360 K, and were then used in calculations of the
associated XAS cross sections using the enhanced static
COHSEX approximation [53]. Calculated XAS spectra
were adjusted to the same area as in the experimental
line shape from 533 to 546 eV. Also, the pre-edge fea-
tures were aligned with the experimental value of 535 eV
[28–30]. Additional detail about the MD simulations and
spectral calculations are given in the Supporting Infor-
mation (SI), which includes Refs. [56–60].
The XAS spectra of liquid water calculated using con-
figurations from MD and PIMD simulations at 298 K
are shown in Fig. 1(a), along with the corresponding
experimental spectrum [16]. In the spectrum from MD
simulation, the energy of the post-edge is underestimated
and both intensities of the main-edge and post-edge are
overestimated compared to experiment. In addition, two
sub-peaks appear within the main-edge, which are sep-
arated from the pre-edge feature by a rather deep mini-
mum that is absent in the experimental spectrum. These
drawbacks are corrected in the spectrum from PIMD sim-
ulation, which is in nearly quantitative agreement with
the corresponding experimental spectrum.
The pre-edge feature in the XAS spectrum of liquid
water is associated with short-range ordering of the H-
bond network [28]. To provide further molecular-level
insights into the relationship between the pre-edge fea-
ture and the structure of liquid water predicted by both
MD and PIMD simulations, the correlation between the
fluctuations of the covalent OH bonds and the pre-edge
excitation energies is shown in Fig. 1(b and d), with the
corresponding distributions of excitation energies shown
in Fig. 1(c and e). While both covalent OH bond
distributions are centered on 0.97 A˚ and 535 eV re-
spectively, the fluctuations are significantly larger in the
PIMD simulation due to zero point energy effects. From
this comparison, it is possible to attribute the differ-
ences in the pre-edge feature of the MD and PIMD spec-
tra to intra-molecular structural changes associated with
NQEs, which result in proton delocalization, and affect
the covalent character of the OH bond within each water
molecule.
As shown in Fig. 1(d), the pre-edge feature in the
spectrum from MD simulation is entirely contributed by
a bound exciton with 4a1 character, which is well sep-
arated from the main-edge resonant excited states with
2b2 character. In the spectrum from PIMD simulation,
the pre-edge excitation energies are statistically linearly
correlated with the broadening of the covalent OH bond
distribution in Fig. 1(c), which reflects the existence of
the distinct quantum effects in liquid water. NQEs al-
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FIG. 2 (color online). (a) Distribution of proton-transfer coordinate (v) from MD (dashed blue) and PIMD (solid red)
trajectories. XAS spectra are decomposed into contributions from excited water molecules within two v regions (b and c).
Green circles represents absorption cross sections (ACS) of excitation within each v region. Insets represent excited states with
b2 character. The excited oxygen atom is shown in black in the insets.
low protons to move more easily along the direction of
H-bonds, which thus facilitates the forming (breaking) of
H-bonds and the consequent decrease (increase) of the co-
valent character of the associated OH bonds. Within this
scenario, the excitation energies are reduced (increased)
due to the increase (decrease) of Coulomb interactions
between the protons and the electron lone pairs of the
oxygens on the neighboring water molecules, as demon-
strated by the negative correlation obtained in Fig. 1(c).
NQEs are thus responsible for the broadening of spec-
trum between 533 and 535.7 eV, which leads to nearly
quantitative agreement with the experimentally observed
pre-edge feature. Due to proton delocalization, the ener-
gies of the low-lying resonant excited states with 2b2 char-
acter are also lowered by NQEs. As shown in Fig. 1(e),
the pre-edge feature in the spectrum from PIMD simula-
tion cannot be exclusively attributed to excitations with
4a1 character, but also contains contributions from exci-
tations with 2b2 character, which results in a smoother
separation at ∼535.7 eV between the pre-edge and main-
edge features in Fig. 1(a).
While the pre-edge is probing the intra-molecular or-
dering, the main-edge and post-edge features are asso-
ciated with the resonant excited states exploring the H-
bond network in the intermediate-range and long-range
[30]. Therefore, the NQEs on the XAS spectrum in this
energy range are more prone to be affected by the inter-
molecular structural changes due to the delocalized pro-
tons. To this end, we resort to the proton-transfer coordi-
nate (v) analysis, which is sensitive to the inter-molecular
proton displacement [39]. The proton-transfer coordinate
is defined as, v = d(O−H)−d(O′−H), and involves a hy-
drogen atom H, an oxygen atom O covalently bonded
to the H, and a second oxygen atom O′ in its first co-
ordination shell, with d(O-H) representing the distance
between oxygen and hydrogen. The resulting distribu-
tions of v and their comparison between MD and PIMD
simulations are presented in Fig. 2(a).
To facilitate the analysis, we further decomposed the
distribution of v as well as the XAS spectrum into two
distinct regions. As shown in Fig. 2(a), v in region I is
relatively more negative, which indicates that the proton
is mostly confined within the molecule and well separated
from the acceptor oxygen atom [39]. The inter-molecular
environment in region I therefore depicts a weakly H-
bonded structure with partial collapse of tetrahedral H-
bond network [39]. The above disordered liquid envi-
ronment encourages strong localizations of excitations in
main-edge with b2 character [28, 30]. As a result, the os-
cillation strengths of the main-edge (labeled by the green
circles) in Fig. 2(b) are shifted to lower energies com-
pared to the overall XAS spectra in Fig. 1. The above
can also be seen by the large amplitudes absorption cross
sections around 537 eV. The increased spectral intensity
of the main-edge, in turn, results in the decreased post-
edge accordingly to satisfy the optical sum rule. As a re-
sult, the XAS spectrum in region I shows a more “water-
like” spectral line shape, i.e., the intensity of main-edge is
significantly more prominent than that of the post-edge.
It should be noted that this more “water-like” spectral
shape is the same change in XAS of the water under ele-
vated temperature [28]. The distributions of v in region
I are rather similar between the MD and PIMD simula-
tions as shown in Fig. 2(a), except for a slightly increased
probability of the later. This is also consistent with the
more prominent spectral intensities of main-edge than
those of post-edge, with the ratio of average intensities
¯IM/I¯P ≈ 1.6, for both MD and PIMD simulations.
In contrast, the inter-molecular configuration in region
II describes a scenario that protons are approaching the
acceptor oxygen atoms with enhanced probabilities to
form stronger H-bonds [39]. The strengthened H-bond
network in turn encourages the hybridization of the elec-
tron excitations of b2 character between excited oxygen
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FIG. 3 (color online). XAS spectra calculated using configu-
rations from MD (dashed) and PIMD (solid) simulations at
270 and 360 K.
and surrounding water molecules [28, 30]. Based on the
optical sum rule, the oscillation strengths therefore move
from main-edge to post-edge of higher excitation energies
as shown in Fig 2(c). Keep in mind that the post-edge is
more prominent than main-edge in crystalline ice, there-
fore, the XAS spectrum in region II shows a more “ice-
like” spectral line shape, i.e., the intensity of post-edge
is increased relatively to that of main-edge [16, 28]. As
far as the inter-molecular ordering is concerned in Fig.
2(a), relatively large NQEs can be seen here by the pro-
moted configurations with less negative v. This indicates
that the protons have a higher tendency of proton trans-
fer (at v ∼ 0) under the influence of NQEs, which is
consistent with the findings by Ceriotti et al [39]. Not
surprisingly, the average intensity ratio between main-
edge and post-edge ¯IM/I¯P yields ∼1.3 in PIMD simu-
lations, which is smaller than the value ∼1.5 from MD
simulations. Hence, the XAS spectrum computed from
PIMD simulation displays a more “ice-like” spectral line
shape than those generated from MD simulations. In ad-
dition, the artificial and over-structured sub-peaks of the
main-edge from MD simulation are greatly improved in
PIMD simulation. We attribute the above correction to
the proton broadenings at a fixed v as well as the en-
hanced asymmetric H-bonds of excited water molecules
under the influence of NQEs [39, 61].
To provide further insights into the role NQEs play
in determining the local structure of liquid water, XAS
spectra were also calculated at 270 and 360 K as shown
in Fig. 3. Similar to the XAS spectra obtained at 298 K,
NQEs broaden the pre-edge and smooth the main-edge
for all temperatures. Additionally, spectral difference be-
tween MD and PIMD simulations at 270 K is slightly
larger than 360 K. Due to the different extent of ther-
mal fluctuations and magnitude of associated de Broglie
wavelengths, the local structure of the H-bond network in
liquid water changes significantly as a function of temper-
ature, which is reflected in different spectral line shapes.
Here, we analyze the topology of the underlying H-bond
network in terms of ring structures [62], whose ring size
distributions at 270, 298 and 360 K are shown in Fig.
4. As a reference, crystalline ice Ih is only comprised of
3 6 9 12 15
Ring Size
0
5
10
15
20
Pr
ob
ab
ilit
y (
%
)
3 6 9 12 15
Ring Size
3 6 9 12 15
Ring Size
270 K                                298 K                                 360K
FIG. 4 (color online). Distributions of ring size at 270, 298,
and 360 K obtained from MD (dashed) and PIMD (solid)
simulations.
six-member rings. In liquid water, due to the fluctuating
nature of the H-bond network, there is a distribution of
ring sizes, and the number of large-sized rings increases
with increased temperature. Consistently, the oscillation
strength in the XAS spectra gradually shifts from the
post-edge feature to the main-edge feature with increased
temperature, which, at the same time, indicates a pro-
gressive softening of the liquid structure. At all temper-
atures examined in this study, NQEs are found to soften
the structure of liquid water, as indicated by slightly
broader ring size distributions with more large-sized rings
obtained from the PIMD simulations. As expected based
on the dependence of the de Broglie wavelength on tem-
perature, the differences between MD and PIMD ring
size distributions are more pronounced at lower temper-
ature, which is consistent with previous X-ray scattering
measurements [63, 64]. Such topological H-bond network
differences between MD and PIMD at lower and higher
temperatures are also consistent with the spectral change
in Fig. 3.
In conclusion, we have reported a systematic analysis
of the XAS spectra of liquid water calculated at different
temperatures from state-of-the-art simulations of molec-
ular trajectories carried out at both classical and quan-
tum levels using the MB-pol potential energy function.
Our results demonstrate that specific features of the XAS
spectra directly report the role NQEs play at both the
intra- and inter-molecular levels. These findings reinforce
the notion that an accurate representation of the under-
lying Born-Oppenheimer potential energy surface and a
rigorous account of NQEs are necessary for a correct de-
scription of liquid water. In future work, it will be inter-
esting to explore whether or not XAS would be able to
detect signatures of two-phase coexistence in water [65].
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