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R£,sum6. Nous construisons une famille de codes qui vrrifiant la conjecture de factorisation de 
Schiitzenberger: tousles codes maximaux finis C ___ A* qui ont une factorisation du style C - 1 = 
P(A-1) ( I+w) ,  oft w est un mot et Pest  une partie finie de A*. 
Abstract. Motivated by the factorization conjecture of Schiitzenberger, we construct all finite 
maximal codes C _ A* which admit a factorization of the form C - 1 = P(A-  1)(1 + w), for some 
word w and some finite subset P of A*. 
1. G6n6ralit6s 
Soit A un alphabet fini et A* le monoide libre engendr6 par A. 
Nous appelons lettre un 616ment de A et mot un 616ment w de A*. On notera 1 
le mot vide, i.e., l'616ment neutre de A*. 
Nous notons Iwl la longueur de w, i.e., le nombre de lettres qui le composent si 
w~l ,  0 si w=l .  Si wl, w2 sont des mots de A* tels que w=wlw2, alors w~ 
(respectivement w2) est appel6 un prEfixe (respectivement suflixe) de w. Si w2 # 1 
(respectivement w~ ~ 1) le mot wt (respectivement w2) est un prEfixe propre de w. 
Une partie X de A* est un code si, pour tous roots u t , . . . ,  u,, v~, . . . ,  vp dans X, 
la relation 
U 1 . . . U n -~- D 1 . . . Vp  
implique n =p et vi = ui, V/. 
Autrement dit, X est la base d'un sous-monoide libre de A*. X est appel6 un 
code prEfixe (respectivement sufftxe) s'il ne contient aueun prrfixe (respectivement 
suflixe) propre de ses 616ments. 
Un code X est dit maximal si pour tout code X '  on a 
X'~_X ::~ X '=X.  
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Une partie L de A* est pr~fixielle (respectivement sugOixielle) si elle contient ous 
les pr6fixes (respectivement suffixes) de ses 616ments. 
Soient Z((A)) la Z-alg~bre des sdries formelles non commutatives sur A, Z(A) la 
7/-alg~bre des polyn~mes non commutatifs sur A, N(A) l'ensemble des polyn6mes 
coefficients dans N. Notons (P, w) l'image du mot w par P. 
D'apr~s une conjecture bien conniae de Schiitzenberger, appel6e 'conjecture de 
factorisation', pour tout code maximal et fini X il existerait deux parties finies P, S 
de A* telles que tout mot w de A* admette une et une seule factorisation: 
w=smp,  s~S,  meX* ,peP .  (I) 
On peut trouver quelques r6sultats partiels sur cette conjecture dans [1-6]. 
Nous notons encore L la s6des caract6ristique d  L_  A*. La relation (1) s'6crit 
alors dans Z((A)) comme 
A* = SX*P. (2) 
Comme A et X sont des codes, on a dans Z((A)): 
a*=(1-a)  -1, X*=(1-X)  -1. 
La relation (2) implique alors 
X- I=P(A-1)S .  (3) 
La conjecture de factorisation se formule done de mani~re 6quivalente avec (3). 
En fait, on montre ais6ment que si X, P, SeN(A)  vOdfient la relation (3) et 
(X, l )=0,  alors X, P, S sont h coefficients 0, 1 et X est un code maximal fini (en 
effet, cela dOcoule de ce que (3) et (2) sont 6quivalents). 
Une forme faible de cette conjecture a 6t6 d6montrOe [5]: Si X est un code 
maximal fini, la derniOre 6quation vaut avec P, S e Z(A). Ceci pose le probl~me de 
la construction de parties finies P, S de A* telles que 
1 +P(A-  I)S~> 0, (4) 
i.e., la construction de tous les codes factorisants (ceux qui v6dfiant la conjecture 
de factorisation). 
Nous remarquons que pour toutes les parties P, S de A* telles que PAS - PS + l 
0, cette partie de A* ne contient pas le mot vide, i.e., 1 appartient h P n $. 
En eiiet, si l 'on avait 1 ~ P n S, soit p (respectivement s) le mot de longueur 
minimale dans P (respectivement S). On a 
ps e PAS, ps ~ 1 
ce qui contredit (4). 
I1 n'est pas difficile de voir que la relation (4) avec S = 1 donne tousles codes 
pr6fixes maximaux finis, qui sont, comme on le sait, factorisants. Notre but iciest 
de construire toues les parties (P, S) vOrifiant (4), avec S de la forme 
S= l+w,  weA*\ l .  
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Le rrsultat principal de cet article (Thror~me 3.2) caractrrise toutes les solutions P 
de l ' inrquation (4), avec S de la forme ci-dessus. 
Pes t  dit une solution de (4). Nous construisons done tousles codes factorisants 
X de la forme: 
X- l=P(a -1) ( l+w) .  
Cette construction est illustrre, au dernier paragraphe, par la prrsentation d'un 
algorithme pour la faire. 
2. Quelques iemmes techniques 
Si z~ A*, on drsigne par pt(z) (respectivement st(x)) le pr~fixe (respectivement 
le suffixe) de longueur t de z. Pour w nous employons les notations Pt, st et posons 
[w[ = n + 1. A tout mot wet  tout polynfme P on peut associer le polynrme Pw -~ 
drfinie par 
Pw- '  = ~ (P, uw)u. 
ueA*  
En d'autres termes cette oprration associe au polynrme P le  polynSme qui s'obtient 
en efIaqant les mots qui n'ont pas w comme suffixe et en effaqant w aux mots qui 
ant w comme suffixe. I1 est 6vident que si Pi,/ '2 sont deux polynfmes, alors 
PI<~ P2 <::> plw-I<~ p2w -l. 
En particulier si P est une solution, on a les  inrquations uivantes: 
P + Pw <~ PA + PAw + 1, (5) 
P + Pw-I <~ PA + PAw -~. (6) 
Lemme 2.1. Soient B, C, D, F ~ A*, z ~ A* tels que 
B+C<~D+E 
41ors on a 
z~B\D=:> z~F\C .  
Preuve. Si z e B \D ,  puisque z ~ B on a 
(i) (B+C,z )>~l .  
Vlais z ~ D et done on a 
(ii) (D+F,  z)<~ 1. 
Mors, par l 'hypoth~se, par (i) et (ii) on a 
1 <~ (B+ C, z)<~(D+F, z)<~ 1, 
B t ~  
Centrzmvoor Wiskun~m~ 
Amsteraem 
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d'ofl 
(B+ C, z) = (D+F,  z) = 1 
et, puisque zc  B \D  on a zc  F \C .  [] 
Corollaire 2.2. Soit P une solution. Alors on a 
(i) l oP ,  
(ii) w~_P, 
(iii) P contient tous les prdfixes des roots de P u Pw de longueur infdrieure ou dgale 
dZW. 
Preuve. (ii) Par (6) on a 
we P ~ 1 ~ Pw -1 ~ 1 ~ PA+PAw -! 
et ceci est absurde. 
(iii) Si on d6signe par P~ le polyn6me qui s'obtient en effagant les mots de P 
plus longs que [w[, in6quation (6) donne 
P1 ~< P~A- [] 
Lemme 2.3. Soit P gt coefficients 0, 1, non nul. Pes t  une solution si et seulement si 
16P, w~Pet  
z~ P \ (PA+ 1) ~ z~ PAw\Pw,  
z ~ Pw\PAw ~ z ~ PA\P .  
(7) 
(8) 
Preuve. Si Pes t  une solution alors, par le Corollaire 2.2(i), (ii) on a que 1 ~ P, w ~ P. 
De plus, puisque 
P+ Pw <~ PA + PAw+ 1 
par le Lemme 2.1, appliqu6 ?~ P, PA, PAw, Pw on a (7) et (8). R6ciproquement soit 
P comme dans l'6nonc6. Nous montrons que 
(I) Vz~A*  : (P+Pw,  z )<~(PA+PAw+I ,z ) .  
Pour 6viter les cas triviaux nous supposons 
(P+ Pw, z )~ > 1 
et distinguons deux cas: 
(P+ Pw, z) = l, 
(P+Pw,  z) =2. 
Dans le premiere cas, par (7) ou (8) on a que z ~ PAw PAw u {1} et donc 
(PA+ PAw+ 1, z)>~ 1 = (P+ Pw, z). 
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Dans le deuxi~me cas z ~ A ÷. De plus z ~ PA  parce que sinon, par (7), z~ Pw et 
(p+ Pw, z )= 1. Aussi z ~ PAw parce que sinon, par (8), z~ P. Alors, 
( PA  + PA w, z ) = 2 = ( P + Pw, z ). [] 
Lemme 2.4. Soient p, t ~ A*, a ~ A. On a 
(*) p~P,  patsP ,  I t l< lw l~pasP .  
Preuve. S ip  = 1, l ' implication est vrai par le Corollaire 2.2(iii). Supposons que (*) 
soit vrai pour les mots de P de longueur infrrieure h IP] > 0. Par l 'absurde soit pat s P 
et pa~_ P. Comme pa~ P, il existe ks{ I ,2 , . . . ,  [tl} tel que 
papk ( t ) S P \ PA. 
Par (7) il existe p ' s  P, a '~ A tel que 
papk( t) = p' a' w, p' a' ~ P, 
d'ofl l'on a 
p=p'a 'pn-k~P 
avec Ip'l <[pl  ce, qui est absurde, d'apr~s l'hypoth~se de r6currence. [] 
3. Construction des solutions 
Avant d'rnoncer le rrsultat principal nous montrons que l ' inrquation (4), avec 
S = 1 + w, admet une solution minime. 
Lemme 3.1. L'in~quation 
I+P(A-1) ( I+w)>~O 
admet la solution suivante: 
Po=Po+Pl+"  • -+pn. 
De plus celle-ci est la plus petite solution de (9). 
(9) 
Preuve. Par le Lemme 2.3, P0 est une solution. Si Pest  une solution, par le Corollaire 
2.2(i) on a que w s P + Pw et, par le Corollaire 2.2(iii) on a 
Po<~P. [] 
Thror~me 3.2. Soit w un mot non vide et S = 1 + w. Soit Po l' ensemble des prefixes 
propres de w. Soit P fi coefficients O, 1, non nul. Alors Pest  une solution de t' indquation 
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1 + P(A  - 1 )S >I 0 si et seulement si 1 c P et pour tout mot z c P \PA  on a 
(3) zPo <~ P, 
(4) zw~ P, 
et, si z n" est pas le mot  vide, il existe a c A,  p c P tels que: 
(1) z=paw,  
(2) paPo n P = O. 
Preuve. Soit P comme dans l'6nonc6. Comme les hypothbses impliquent que P 
satisfait (7) et (8) du Lemme 2.3, alors P est une solution. 
R6ciproquement soit P une solution. Par le Corollaire 2.2(i), (ii) et par le Lemme 
3.1 on a que 
l oP ,  Po<~P, w~P.  
Soit z c P \ (PA+ 1). Par (7) il existe pc  P, a c A tels que 
(A) z = paw, 
(B) papo~ P, 
zp. cP ,  
zw~ P, 
d'ofl (1) et (4). Les (A), (B) et le Lemme 2.4 impliquent (2). 
Par l'absurde nous supposons que (3) n'est pas vrai. Soit k, 1 ~< k <~ n, tel que 
Zpk ~: P, 
prenons k maximum. Alors on a 
ZPk+l C P\PA .  
Par (1) on a qu'il existe p' c P, a' c A tels que 
Zpk+l = pawpk+l = p' a'w, 
d'ol~ 
papk = p '  C P 
en contradiction avec (2). [] 
4. Un algorithme pour construire les solutions 
On pose, avec a c A: 
Ra:ucA*  ~ uacA* ,  
R' :  u cA*  -> uawPoc ~(A*) .  
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Par le Th6or~me 3.2, on peut dire que chaque solution est obtenue h partir d'une 
partie de A par ces op6rations. Pr6cis6ment on a la proposition suivante. 
Proposition 4.1. Soit P une solution de (4). 
Si u ~ P et uaA * c~ P = 0, a ~ A, alors 
P+ uawPo = P+ R ' (u )  
et, si u ~ pa'wp, ,  a' ~ A, pa'  ~ PA\P ,  
P+ua =P+Ra(u)  
sont solutions de (4). 
Illustrons la Proposition 3.1 par l'exemple de Fig. 1, 06 nous utilisons la repr6senta- 
tion par arbre du monoide libre A*. 
1 
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- A part ire de Pl, P2, P3, on peut  appl iquer  Ra ou R ' .  
- A partir  de z ~pawPo, on peut  appl iquer  R .  ou R ' ,  avec la cond i t ion  que R,,(z) 
[ respect ivement R ' ( z ) ]  soit sur  une branche lat6rale. 
- Si z = pawp. et on veut cont inuer  sur la m~me branche,  on doit app l iquer  R"  fi z. 
En g6n6ral on  peut  dire que sur  l'arbre, des pr6fixes une solut ion est une un ion  
finie des arbres de ce type, avec la condi t ion que l 'on ne peut  pas a jouter  une part ie 
pr6fixielle au noeud z = pawp., pa c PA\P. 
Nous vou lons  examiner  le cas part icul ier S = 1 + ab. 
Alors une so lut ion Pest  une  part ie  pr6fixielle P~ de {a, b}* qui cont ient  Po = 1 + b 
et qui ne cont ient  pas ab: 
ab ~: P~, Po : 1 + b <~ P~ 
ou bien P est la somme de P! et de pxab +pxaba avec x ~ {a, b}, p ~ PI et pxA* c~ Pi = 
O: 
P = P1 + pxab + pxaba 
Par exemple,  on a le  d iagramme de Fig. 2. 
¢ 1 "" 
" \ \  
/ \  ~_ \\PI 
. ' / \  / 
\ 
pbab = pxab 
¢" pbaba=pxaba 
Fig. 2. 
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P = 1 + b + ba + bb + bba + bbb + bbaa + bbab 
+ bbba + bbbb+ bbbba+ bbbbbab+ bbbbbaba. 
On peut obtenir une autre solution P' ~t partir de P en ajoutant, aux noeuds 
terminaux de P1 ou ~ pxab, pxaba, p'x'ab +p'x'aba (avec les m~mes hypotheses ur 
p'x') ou une partie de A* qui contiennent ous ses pr6fixes jusqu'au noeud de d6part 
(et sur les branches lat6rales si on part de p'x'ab, p'x'aba). 
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p,, a2 b 
4 p,,a2ba 
Fig. 3. 
p' = P + b2a2b + b2a 3 + b2a3b + b2a4+ b2a4b + b2a 5 + b2a2b2ab 
+ b2a2b2aba + bSabb + bSabbb + bSabba + bSaba3b + bSaba3ba. 
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