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Abstract-The purpose of thii article is to generalize the work in a paper by Shaw and Garey [l] 
to include equations with weakly singular kernels. An example to illustrate the methods is given in 
Section 4. 
1. INTRODUCTION 
In a recent article by Garey and Gladwin [2], second order nonlinear integrodifferential equations 
were considered of the form 
Y’W = f(x, Y(X)9 4x)), OIx<a, (1.1) 
where 
z(x) = 
s 
zwGY(t)) & 
0 
and subject to the boundary conditions, y(0) = b 0 and y(a) = bl. For such problems, y(s) is the 
unknown function and K(x, t, y) is called the kernel. Let RI = {(x, t, y) : 0 I t 2 z I a, IyI < cm} 
and Rz = {(x, y,z) : 0 5 x I a, ]y] < 00, ]z] < oo}. For a problem of the form (1.1) defined for 
points in RI and Rz, the following conditions are assumed: 
(i) f and K are uniformly continuous in each variable, 
(ii) for the function f and for all (x, 8, z), (z, y, Z) and (CC, y, z) in Rs, 
If@, Y, z) - ax, 57 z)I I Ll IY - &I, 
If@, Y> z) - f(x, Y7 E)I I L2 Iz - 4; 
(iii) for the function K and for all points (x:,&y) and (x, t, 8) in RI, 
IJqz, t, Y) - K(z, t, $1 I L3 IY - 51; 
(iv) the functions fv, fi and KY are continuous and satisfy fr, 1 0, fi 1 0 and KY 2 0 for 
all (2, t, y) in RI and (z, y, z) in Rs. 
Under these assumptions, the solution y(z) is unique [2]. 
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In [3], the form of the equations considered was given by 
y"(X) = p(x) + q(x) Y(X) + T(X) Y'(X) + I2 wx, t) Y(t) & (1.2) 
where 
K(z, t> = S(z, t) G(z, t> + G(G t), (1.3) 
and where S(z, t) is singular in the range of integration but integrable for 0 5 t 2 z 5 a. To this 
end, it was assumed that S(z, t) satisfies 
(i) so” IS(z, t)l dt 2 L < co, for 0 5 z 5 a, and that in addition, 
(ii) for every c > 0 there exist a 6 = 6(c) > 0, independent of z and a such that 
s 
a+6 
IS(z,t)l dt < 00, for all (Y such that 0 5 CY < 2 - 6. 
CY 
In this paper, an equation of the form (1.1) with a kernel given by equation (1.3) will be solved 
by modifying the algorithms in [l] for a nonlinear Volterra integro-differential equation with 
two-point boundary conditions. In general, the methods will consist of three parts-a multistep 
method for second order differential equations, a quadrature rule to approximate the integral 
term and an iteration scheme to provide a convergent set of approximations for the solution of 
the system that arises. 
Integral equations and integro-differential equations have been used to model problems from a 
number of application areas. A few references are included [2-lo]. Some of these problems have 
singularities in the kernel of the type identified in equation (1.2). Such problems arise in a variety 
of areas including heat transfer between solids and gases and the theory of superfluidity. Some 
examples of the form of the singular function S(x, t) are S(z, t) = (z-t)-", 0 < Q < 1, S(z, t) = 
(x2 - ty/2 and S(z, t) = log ]z - tl. (See [3-8,111). We add here that singularities of other 
types have been considered as well and for different formulations of the problems. For example, 
numerous papers have been written on problems involving fixed limits of integration such as the 
work on error indicators used to solve Nekrssov’s equation formulated as either an integral or 
integro-differential equation (see [8] and the list of references it contains). 
2. NUMERICAL METHODS 
Let IN = {zn = n h, n = 0( 1) N, h > 0, N h = a} be a partition for [0, u] with step h. Prior 
to presenting a general method of solution, we recall the integration process for 
J z I(ti,L71,572) = +@) 91 (t) dt + 0 s 
I 
g2(t) & O<xIa, 
0 
where the functions gi and g2 are assumed to be continuous and the function $ is assumed to have 
at most a finite number of singularities on [0, u] but can be simply integrated with polynomials 
of all degrees. For the first integral on the right, gl(t) is approximated by a Lagrange polynomial 
interpolating at the points xi = i h, i = O(1) n. Thus, 
J 0 I* $(t)gl(t)dt A kwnjgl(zj), j=O 
where 
Wnj = J ozn 3j (t) ti(t) dt, 
and 
R,tt) glCxj) 
h(t) = (t _ xj) p(xj)’ R,(t) = fp - Xi), t E [O, xn]. 
i=O 
(2-l) 
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We will denote this quadrature rule by Qi. For the second integral term on the right, an ap- 
proximation is provided by using a Newton-Gregory quadrature formula Qs with weights {unj}. 
Thus, 
(2.2) 
It is to be noted that, in general, a block of quadrature rules of the form (2.1) and (2.2) will be 
required. 
In general, methods for the numerical solution of equation (1.1) with a kernel of the form (1.3) 
consist of three parts: 
(9 a k-step method (p, g) for second order boundary value problems where 
k k 
(ii) 
(iii) 
i=o i=o 
a rule Q = (Qi, Q2) where Qi is a product integration rule of the form (2.1) and Qs is a 
Newton-Gregory rule of the form (2.2), and 
an iteration scheme I to provide improved approximations to function values at the grid 
points. 
For Part (i), the general procedure can be expressed in the form 
k Qi Yn+i = h2  Pif(%+i, Yn+i, k+i>, n = O(1) N - k - 1, (2.3a) 
i=o i=o 
where from Part (ii), 
These parts of the method are defined by the numbers {ai}, {pi}, {vnj} and the set {wnj} which 
is dependent on the singular function S(z, t). 
In general, this leads to a system of N - k linear equations for the N + 1 unknowns {yn} n = 
O(1) N. Note that yn denotes an approximation to y(zn). With the addition of the following 
k + 1 conditions 
Yo = bo, 
ALyi = (E - 1)” yi = 0, i = O(1) k - 2, (2.3~) 
YN = bl, 
a nonlinear system of N + 1 equations in N + 1 unknowns is determined. The symbols A and E 
denote the usual difference and shift operators, respectively, and k is a parameter related to the 
order of the method. The order will be defined in section three. 
For the iterative scheme I, we can employ a method (see [1,12]) of the form 
(J - w* h2 B) l_Jn+l = h2 B(F(Un) -w* Un) + C*, n = 0, 1,2, . . . , (2.3d) 
where J is an (N + 1) x (N + 1) matrix which has the form 
J= Jo ’ 
[ 1 JI J2 ’ 
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and Je is a (k + k - 1) x (6 + k - 1) matrix which involves all but the last of the additional 
conditions given by equation (2.3~) and 
‘0.. . Oao . . (Yk 0' 
0.. . 0 a0 ak 0 
[Jl 1 J2] = O . . . a0 ak 0 
7 
. . . . . . 
0.. . a0 ak 
0.. 0 l_ 
W) = (fo, fl, . ..JxT. = * WT, B is an (IV + 1) x (N + 1) matrix defined 
B = b,, = Pj, 
m=n-k+j, j=O(l)k, n=r+k(l)iV-1, 
0 otherwise. 
The vector Uc (needed to start the scheme) will be discussed below and 
w* = inf 
{ 
af ; af az 
05&a ay > aZ dy * 
Another iterative scheme employing the Newton method is given in [13] for ordinary differential 
equations. 
In Section 4, we shall define a particular method with its three parts. Also, expressions are 
defined which represent the analytical evaluation of S(z, t) Gi(z, t) with its singularities and 
provide us with definitions for the weights {Wnj}. 
In the next section, the choice of a starting vector Uc will be examined along with the conver- 
gence of the method. 
3. ERROR ANALYSIS 
For the class of methods ((p, a), Q, 1) defined by equation (2.3), we assume the following for 
all sufficiently smooth functions g(z) on [0, a]: 
1. 
2. 
For 
Nh= 
(p, cr) is a convergent linear multi-step method of order p; that is, 
(a) p(z) = 0 implies ]z] 5 1 with zeroes on ]z] = 1 having multiplicity at most 2, and 
(b) L[g(z), h] = C,k_o(aj g(z + j h) - h2 Pj g”(2 + j h)) = 0(hp+2)* 
Q is a convergent quadrature rule of order q; that is 
s 
=ng(z) dz - h 2 v,i g(x:i) = O(hG), and 
0 i=o 
s 0 
5n~(~)g(2)d5--f:~nig(~j)= O(h@), 
i=o 
where the weights {wnj} were defined by equation(2.1) and where q = min(& g). 
the rule Qr, it is assumed that msxe~n,j~N ]wnj] --+ 0 as h + 0, N + CO such that 
a and that ]]W]loo = ma{cl”,i ]wnj]} I w h w ere W is the matrix with elements {wnj} 
and I@ is a positive constant and where again the maximum is over all n. 
Let the error vector be E = (eo, el, . . . eN)T with ej = yj - y(xj) and let T be the order of the 
method, where T is defined by T = min(p, q, k). 
Applying a method ((p,a),Q,I) to an equation of the form (1.1) with a kernel given by 
equation (1.3) and, subtracting from the system using exact values, yields a basic error equation 
J E - h2 B[F(Y) - F(p)] = T, (3.1) 
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where ? is the vector of exact values and T is an (N + 1) x 1 vector depending on the truncation 
error of the method. Assuming that the integral of the kernel (given by (1.3)) over [0, z], z 5 a 
is non-negative as well as fv 2 0 and fi 2 0 for all points in RI and Ra, we can rewrite the error 
equation (3.1) to get 
{J-h2B(Fy+FzZy)}E~AE=T. (3.2) 
In the theorem to follow, it will be shown that llElloo < Ch’, C > 0. It, is to be noted that, 
in the papers by McKee [14] and Wolkenfelt [15], special forms of the matrix J are considered. 
For the system (3.1) the matrix J2 is a lower triangular matrix. Let, j(z) = l/ (Czk,O (~k_~ z~) = 
Zk P(llZ). 
THEOREM. Assume 
1. (p, 0) is a convergent method of order p, 
2. Q is a convergent quadrature rule of order q with the properties in 2 above, 
3. Gl(z, t) and Gz(z, t) are bounded and continuous for all 2, t E [0, a], 
4. Fy, FZ and Zy are continuous and bounded for all points in RI and R2 
5. yo and YN are exact, 
6. alJo # 0 and A > z is absolutely convergent in IL/ < 1, and 
7. h2jl J-l B(Fy + FZ Fy)llm < 1 for all N. 
Then there exists a finite constant C such that lIEjIm < C hr, where C > 0 and T = min(p, q, k). 
PROOF. In view of the first, three assumptions, the basic error system becomes 
A E = Tl hT+2, (TI dependent on the truncation errors). (3.3) 
Noting that, J2 is lower triangular and using Assumption 6, J-’ exists and is uniformly bounded. 
Rewriting A in the form 
A = J{I - J-l h2 B(Fy + Fz Zy)}, 
it follows with the addition of sufficient smoothness assumptions for the functions (in Assump- 
tion 4) and the bound given in Assumption 7 that A-’ exists and is bounded. Multiplying 
equation (3.3) by A-l and using the maximum row sum norm, the result follows. Note also that, 
depending on the form of the matrix J, the work on isoclinal matrices in [14] may provide an 
alternate proof. u 
Turning our attention to the convergence of the iteration scheme (2.3d), we note that the partial 
derivative $$ = sJ(S(z, t) Gl(z, t) + Gz(z, t)} dt is b ounded by our assumptions of boundedness 
on the two functions G1 (a, t) and G2(5, t) and by our assumptions on the integrability of S(z, t) 
from Section 1. Let f* = sup f(z, y, z) and f* = inf f(z, y, z), each taken over R2. Since there 
is some flexibility in choosing the auxiliary conditions and where they appear in the system, let, 
us assume that our system requires 2m such conditions. The first, m (including yo = bo) are 
the first m equations and the remaining m (including YN = bl) form the last m equations. The 
system is rewritten in the following form: 
JY = h28 F(Y) + C. 
Note that this is trivial for Numerov’s method. 
Vectors UO and VO can be obtained using 
JUo=h2Bf*e+C, and (3.4) 
&40 = h28f*e + C, (3.5) 
where e = (1,. . . , l)T. For a matrix B with entries 1 0, (such as in the B matrix for Numerov’s 
method), it is easily seen that 
DUO > h2fiP(Uo) + C, and (3.6) 
JVo 5 h2fiF(Vo) + C. (3.7) 
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LEMMA 1. Let J be an irreducible matrix with elements j,, satisfying j,, 5 0 for ail m # n 
and 
20, m=l(l)N-Ic+l, 
> 0, for at least one m. 
Then J” is a monotone matrix. 
PROOF. (See, Henrici [16], p. 360). 
LEMMA 2. Let J be es in Lemma 1. 
I 
Let B be a matrix with elements bij 2 0 for all i, j. Then 
for some ho and all h 5 ho, J - h2 B F’(X), X E int(Uo, Vi), is irreducible and monotone. 
PROOF. Following the work of Chawla [12], p’(X) = W = IV+ + IV- where W- < 0 and 
IV+ > 0. Let A4 = j - h2 B W-. Then M is monotone for all sufficiently small h such that 
llh2 B W-11 < max{]j,,], m # n}. This means that M is invertible and hence we may write 
j - h2 B W = M(I - h2 M-l B W+). Again, for some h sufficiently small and chosen such 
that ]] h2 M-l B W+II < 1, the matrix I - h2 M-l 8 W+ is monotone. Since the product of two 
non-negative matrices is non-negative, the result follows. I 
COROLLARY. Let 
Then J--w,h2B 
PROOF. If w* 2 
w* h2 J-l l?). 
LEMMA 3. Let Y 
is monotone and irreducible. 
0, let M = J - w, h2 B. If w, 5 0, we can write J - we h2 B = J(I - 
I 
= (Yo,... , y~)~ denote the vector whose components are the exact solution 
to equation (1.1) at points in the partition IN. Let Ua and VO be vectors as defined by equa- 
tions (3.4) and (3.5). Assuming the matrices J and fi in the system (2.3) satisfy the assumptions 
of Lemmas 1 and 2, then VO 5 Y 5 UO. 
PROOF. By subtracting 
JY=h2BF(Y)+C, (3.8) 
from equation (3.6), we get 
J”(Uo - Y) 2 h2 B(fi(Uo) - P(Y)). 
Using the mean value theorem, this can be rewritten 
[J - h2 fi p’(X)] (U. - Y) 2 0, X E int(ua,Y). 
By Lemma 2, the matrix in square brackets is monotone and hence Us 2 Y. In a similar way 
and by subtracting equation (3.8) from (3.7), Y 2 VO. I 
The iteration scheme is employed using only one of the two possible starting vectors, say Va. 
Using this point we can state the following result: 
THEOREM 2. Let Us be as defined by equation (3.4). Assume .? and B satisfy the conditions 
of Lemmas 1-3. Then, the sequence of iterates {Vi} provided by the iteration scheme (2.3d) 
converges monotonically to the vector Y = (~0, . . . , g~}~. 
PROOF. Subtracting equation (2.3d) with n = 1 from equation (3.6) gives (J - w* h2 B)(Uo - 
VI) 2 0 from which it follows, by the monotonicity of the matrix, that UO 2 VI. By equa- 
tion (2.3d) with n = 1 from equation (3.8), we can similarly conclude that U1 > Y. The theorem 
is completed by induction. I 
REMARK. A similar set of arguments provide for the monotonic convergence of {K} to Y. 
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In this section, an example is solved by a particular method. The method is defined by 
specifying the weights {ai}, {pi} and {v,Q} and th e weights {wnj} which result from analytically 
solving an integral term involving S(z, t). 
METHOD. 
p(z) = z2 - 22 + 1 * {ai} = (1, -2, l}, 
For the weights {vnj}, see Table 1. 
Table 1. Newton-Gregory quadrature weights. 
I4 24Vnj = O(1) 7l I 
2 8 32 8 
3 9 27 27 9 
4 9 28 22 28 9 
5 9 28 23 23 26 9 
6 9 28 23 24 23 28 9 
and for n > 6, Unj = 1, j = 3(l) n - 3. 
The weights {wkj}, for k even, consist of a composite Simpson product integration rule with 
weights given by 
wlej = .5Se(j, k) - 1.5 Si(j, k) + &(j, k), 
wkj+l = -SO(.?, k) + 2*osl(j, k), 
wkj+2 = *5 SO(.?, k) - O-5 SI(~, k), 
for j = O(2)k where 
So(Ak) = $1 
Sj+2 
(t - tj)2 S(zk, t) dt, 
“j 
Zj+2 
Slhk) = 11, (t - tj) s(Zk, t) dt, and 
=J 
s 
Zj+2 
Sz(i k) = S(zk, t) dt. 
“j 
For k odd, the above rule is used on each subinterval [zj, xj+z] for j = O(2) k - 3 and the four 
weights obtained by using the Lagrange three step rule on [z&s, Ick] to integrate s(zk, t) are 
given by 
w;_sk = -; S;(k - 3, k) + S;(k - 3, k) - ; S;(k - 3, k) + S;(k - 3, k), 
?_“i_21, = f S;(k - 3, k) - f S;(k - 3, k) + 3S;(k - 3, k), 
?.,,;_lk = -; S;(k - 3, k) + ; S;(k - 3, k) - S;(k - 3, k), and 
?,,;k = f S;(k - 3, k) - f S;(k - 3, k) + ; S;(k - 3, k), 
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S@ - 3, k) = $ sz* (t - tk_3)3 S(Zk, t> dt, 
lk-3 
S#c-34 = $ / lk (t - tk_3)2 S(Zk,t)dt, 
Sk-3 
s;pc - 3,k) = ; s” (t - tk_3) S(zk, t) dt, and 
Zk--3 
s 
lk 
S;(k - 3, k) = S(sk, t) dt. 
x*-3 
It should be noted that on the system (2.3) there are special weights required for {Q} and {wu} 
to approximate 
s 
Xl 
K(zl, t) y(t) dt. 
0 
For the set {wQ}, an extrapolation rule (using the points ~0, ~1 22) is employed and the weights 
are {4/12,8/12, -l/12}. For the product integration rule, suffice it to say that the second degree 
Lagrange polynomial interpolating at 5 = ~0, ~1, 52 is analytically integrated as a product with 
S(z, t) over [0,51]. 
To compare the method, a Newton iteration scheme from [13] has been similarly modified to 
give approximations to a nonlinear and singular Volterra integro-differential equation. As was 
noted in [l], the benefit of the present method is that the Jacobian of the system is not required. 
To illustrate, this method has been used to solve the example below. The programs were 
written in Fortran 
EXAMPLE. 
Y2 
Y”= -2&77 
and executed on the University’s IBM 3090. 
5 + 2x + 2(1 + X)3/2 - 1 - 
4(1 + X)5/2 3 
+ (1 +x) ln(22 + 1 + 2dm 
Z 
+ s( 0 
with boundary conditions y(0) = 1 and y(1) = l/d. (Exact solution: y(z) = l/G). 
Table 2 provides some numerical values for this problem at different step sizes. 
Table 2. Summary of maximum absolute errors (Tolerance = h4) 
Chawla Type Method: 
Step(h) Max error (lejl = Iyj - y(zj)l) Iterations 
0.05 0.819 x 1O-6 5 
0.0625 0.120 x 10-s 5 
0.10 0.218 x 1O-4 4 
0.125 0.250 x 1O-4 4 
Newton Type Method: 
Step(h) Max error (lejl = Iyj - y(q)l) Iterations 
0.05 0.416 x 1O-5 5 
0.0625 0.450 x 10-s 5 
0.10 0.207 x 10-d 4 
0.125 0.166 x 10-s 3 
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