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  Abstract 
The objective of this study is to discover driving behaviour features that indicate 
pedestrian collision risk of right-turns at intersections for collision risk assessment. 
Right-turns at intersections is a typical accident scene of vehicle-pedestrian 
accidents in Japan, and if the collision risk of this scene becomes measurable, driver-
assistance-systems will be able to prevent those accidents. To realise the objective, 
driving behaviour reflecting drivers’ risk anticipation was focused on. Because 
collisions occur when drivers fail to anticipate risk correctly and driving behaviour 
is partially determined considering the drivers’ anticipation, collision risk could be 
evaluated based on the driving behaviour features reflecting risk anticipation. To 
discover the driving behaviour features, first, near-miss incident data with high 
collision risk behaviour was analysed. Features of drivers’ visual search and vehicle 
control were extracted as driving behaviour index candidates. Next, pedestrian 
collision risk scenes were experimentally reproduced and the relationship between 
the driving behaviour index candidates and collision risk were investigated. 
Evaluation indices based on drivers’ visual search behaviour features showed 
significant correlation with pedestrian collision risk. From the results, it was 
clarified that pedestrian collision risk is evaluable with driver’s visual search 
behaviour, and the visual search behaviour feature to realize the evaluation was 
identified. 
  Introduction 
In Japan, among the fatal traffic accidents occurred in 2015, collisions with crossing 
pedestrians accounted for the most. Therefore, prevention of traffic accidents 
involving pedestrians is demanded to decrease the fatalities. If collision risk against 
pedestrians is evaluable in advance based on driving behaviour, driving-assistance-
systems will be able to support the driver to select sufficient driving behaviour for 
collision avoidance and prevent collisions with crossing pedestrians. To realise such 
a system, a method to evaluate the collision risk against pedestrians based on driving 
behaviour is necessary. 
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Drivers select their driving behaviour (e.g. adjust vehicle speed, adjust margins 
between objects) not to collide with static objects and other traffic participants based 
on the risk anticipation of the traffic environment (Van der Hulst et al., 1999). If 
driving behaviour selected to avoid collision based on driver’s risk anticipation is 
identified, collision risk could be evaluated by comparing the present driving 
behaviour with the identified driving behaviour reflecting driver’s risk anticipation. 
To anticipate the transition of traffic environment and set driving behaviour targets 
based on the anticipation, drivers use visual information obtained from their eyes. 
From this fact, not only driving operation and vehicle behaviour but driver’s visual 
search behaviour is assumed to reflect the driver’s risk anticipation and has the 
possibility to evaluate collision risk based on the behaviour. Therefore, visual search 
behaviour as well as driving operation and vehicle behaviour is focused on in this 
study. 
Attention selection of driving is classified into four modes (Trick et al., 2004). 
Among the four modes, habit and deliberation are known as top-down selection, 
which are driven by goals and expectation (Engström et al., 2013). Habitual 
attention is often allocated to places where the main hazards exist based on the 
driver’s experience, but in some situations if the attention allocation does not suit the 
actual situation it becomes critical. To avoid it, habitual visual attention is needed to 
be overridden by deliberate visual attention. To drive deliberate selection correctly 
and avoid the critical situation, sufficient risk anticipation of the situation is 
necessary. From this, it is suggested that the deliberate attention selection is related 
to risk anticipation. Therefore, when a driver is not anticipating the appearance of a 
pedestrian in a certain driving situation, it is assumed that the driver’s visual 
attention will not be deliberate but habitual and the collision risk against the 
pedestrian will be high. 
The objective of this study is to discover driving behaviour features reflecting risk 
anticipation of the driver which can evaluate pedestrian collision risk for future 
driver assistance systems, focusing on driver’s visual search behaviour as well as 
driver’s operation and vehicle behaviour. First, candidates of driving behaviour 
indices are extracted by analysing near-miss incident database containing high risk 
driving behaviour focusing on driving behaviour that reflects driver’s risk 
anticipation. Next, the validity of the extracted driving behaviour indices is 
examined by a risk scene reproducing experiment using a real vehicle in a test 
course. 
  Target driving scene 
The target driving scene in this study is right-turns at intersections with crossing 
pedestrians. Because vehicle-to-pedestrian collision during right-turns is a typical 
accident type in Japan and right-turn situation requires the driver to pay attention to 
many objects, this right-turn driving scene was selected as the target scene. In our 
previous research, environmental elements that affect driving behaviour of right-
turns at signalized intersections with crossing pedestrians were clarified and 10 
typical scene patterns were classified based on the clarified environmental elements 
(Shino et al., 2015). Among the classified typical scene patterns, the scene without 
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any preceding vehicle or oncoming vehicle (Pattern D), as shown in Figure 1, was 
set as the target driving scene in this study. 
 
Figure 1. Bird's view of target driving scene (Pattern D). 
  Near-miss incident data analysis 
The objective of this analysis is to extract driving behaviour indices reflecting 
driver’s risk anticipation which has the possibility to indicate pedestrian collision 
risk in right-turns at intersections. 
  Method 
To achieve the previously mentioned goal of this analysis, first, hypotheses of 
driving behaviour features reflecting driver’s risk anticipation was formulated based 
on driving behaviours that drivers are expected to select when they have predicted 
the appearance of a crossing pedestrian at a crosswalk in a right-turn scene. Next, to 
examine whether the driving behaviour reflecting driver’s risk anticipation have 
relation with pedestrian collision risk, the near-miss incident database collected by 
the Society of Automotive Engineers of Japan (JSAE) (Nagai, 2013) was used. This 
approach using a near-miss incident database approach is a valid approach because 
the composition of near-miss incidents and actual traffic accidents were similar and 
the near-miss events could be collected in larger volume. The database used 
contained over 80,000 near-miss events recorded by an acceleration triggered event 
recorder equipped on taxis running in 5 cities of Japan. The database stored recorded 
video images of the cameras on board, vehicle data (e.g. velocity, acceleration, GPS 
signals) and driver operation data (e.g. brake pedal on/off, turn signal). Because the 
visual attention of the driver is focused on in this study, data with two cameras (front 




10 Yoshitake, Shino, Imanaga, & Uchida 
 
Figure 2. Sample camera image of JSAE near-miss incident database data 
(Left: Front camera, Right: Driver face camera). 
  Hypotheses of driving behaviour reflecting driver’s risk anticipation 
Driving behaviour reflecting driver’s risk anticipation was extracted based on 
assumptions of driving behaviour that a driver will select to avoid collision in a 
situation where he/she anticipated the appearance of a pedestrian at an intersection. 
When a driver predicted the appearance of a crossing pedestrian in a right-turn 
situation, it is assumed that the driver will select their driving operation to avoid 
collision against the pedestrian with sufficient margin. As specific driving behaviour 
expected in the above situation, distributing visual attention to the ends of the 
crosswalk to find the pedestrian without any delay after the appearance and 
adjusting vehicle speed to maintain enough time to confirm the presence of the 
pedestrian can be listed. From the listed driving behaviour, distribution of visual 
attention to the surroundings and adjustment of vehicle velocity was focused on. 
  Result of database analysis 
Figure 3 shows the time duration rate of each target that the drivers look during 
right-turns. The analysis period was from the timing when the vehicle crossed the 
centre line to the timing when the driver hit the brake against a pedestrian. The face 
direction of the driver in the above period was classified into 4 targets (traveling 
direction, oncoming direction, crosswalk and others) as shown in Figure 4. As a 
feature of the face direction during right-turns, a large time was turned towards the 
traveling direction. Looking long time towards the traveling direction will obstruct 
the driver from looking at other targets such as the crosswalk where pedestrians may 
appear and will lead to delay in crossing pedestrian perception. Figure 5 shows the 
frequency distribution of the velocity at the centre line. Incidents with velocity larger 
than 30 km/h accounted for more than the half. Crossing the centre line with high 
vehicle speed will shorten the time to check the appearance of pedestrians around 
the intersection and will lead to high pedestrian collision risk. From the analysis 
results, the face direction duration towards the traveling direction and the velocity at 
the centre line were extracted as driving behaviour indices. 
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Figure 3. Time duration rate of face direction during right-turns. 
 
Figure 4. Targets of face direction during right-turns. 
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  Risk scene reproducing experiment 
  Objective 
Driving behaviour indices reflecting driver’s risk anticipation of pattern D was 
extracted based on analysis of the near-miss incident database. Although near-miss 
incident data classified as pattern D was analysed in this study, driving behaviour 
database contains data of various traffic environment conditions. Therefore, the 
objective of this reproducing experiment is to control environmental conditions by 
using a test course and examine the validity of the extracted indices. 
  Method and conditions 
A reference measure TTCbrake was defined to evaluate the validity of the extracted 
driving behaviour indices reflecting the driver’s risk anticipation. This TTCbrake is 
the time-to-collision value against a crossing pedestrian at the driver’s braking 
manoeuvre timing calculated by the Equation 1 in the scene shown in Figure 6. D 
and θ in Equation 1 is defined as Equation 2 and 3. The correlation between the 
TTCbrake calculated based on a scene with a crossing pedestrian (risk scenario) 
driving data and the driving behaviour indices calculated based on a scene with no 




     (1) 
𝐷 = √(𝑋𝑐𝑝 − 𝑋ℎ𝑣)
2
+ (𝑌𝑐𝑝 − 𝑌ℎ𝑣)
2
   (2) 
𝜃 = tan−1 (
𝑋𝑐𝑝−𝑋ℎ𝑣
𝑌𝑐𝑝−𝑌ℎ𝑣
) − 𝜓    (3) 
 
Figure 6. Model scene for TTCbrake calculation. 
To reproduce risk scenes without putting actual pedestrians at risk, the JARI-ARV 
(Augmented Reality Vehicle, Uchida et al., 2015) owned by the Japan Automobile 
Research Institute (JARI) was used. This vehicle has video cameras and displays on 







(Xhv, Yhv) : Vehicle position [m]
V : Vehicle velocity [m/s]
ψ : Vehicle yaw angle [rad]
L : Vehicle length from COG [m]
(Xcp, Ycp) : Virtual collision point [m]
θ
D
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images acquired by the video cameras. Due to this feature, this vehicle can 
reproduce risk scenes by superimposing computer graphic (CG) objects on real 
frontal images as shown in Figure 7. Using this augmented reality technology, it 
gives the driver the impression that the object such as vehicles and pedestrians really 
exist on the test field. 
 
Figure 7. Augmented reality vehicle JARI-ARV (Top-left: Outer view of JARI-ARV, Top-right: 
Inner view of JARI-ARV, Bottom: Real front window image with superimposed CG objects). 
Figure 8 shows the experiment course set in the test field of JARI. Non-risk scenario 
and risk scenario was reproduced at the target intersection with two lanes on each 
side and a traffic signal. The detail of the risk scenario reproduced is shown in 
Figure 9. Each driver drove the experiment course for a total of eight laps. Two laps 
for vehicle operation practice, two laps for CG scenario experience, three laps for 
non-risk scenario driving and last one lap for risk scenario driving. 
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Figure 9. Risk scenario. 
The subjects were 26 people (D01-D26) aged 22 to 42 years old who possessed a 
driving licence and drove on a daily basis. The subjects were explained about the 
nature of the experiment thoroughly and informed consent were obtained from each 
subject before the experiment. 
The aim of this experiment is to reproduce risk scenes and obtain high collision risk 
driving behaviour data. However, it is rare to come across high collision risk 
incidents in daily driving. Therefore, to achieve the aim, 3 different driving 
conditions were set and each subject participated in the experiment with one of the 
conditions. The detail of each driving condition is as follows: 
 Normal condition (D09-D17): Instruct subjects to drive as they do as usual. 
 Hurry condition (D18-D26): Instruct subjects to drive with a hurry feeling. 
 Absent-mind condition (D01-D08): Instruct subjects to drive with a secondary 
task (N-back task). 
 
  Result 
In the risk scenario, 4 subjects did not hit the brake pedal although they noticed the 
crossing pedestrian and 1 subject was already pressing the brake pedal when he 
found the crossing pedestrian. Therefore, TTCbrake could not be calculated for the 
previously mentioned 5 subjects. Figure 10 shows the average value of TTCbrake for 
each driving condition. The variability between drivers were large and there was no 
significant difference between the driving conditions. From this result, although the 
driving condition was different between subjects, the subjects were treated as a 








* HV: Host vehicle, OV: Oncoming vehicle
OV Pedestrian
Time
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Figure 10. TTCbrake result of each driving condition. 
Figure 11 shows the relationship between the TTCbrake calculated based on risk 
scenario driving data and the two driving behaviour indices extracted through the 
near-miss incident analysis calculated based on non-risk scenario driving data. The 
gaze duration rate (GDR) of traveling direction was calculated based on images 
recorded with the eye-tracking device. The analyse period was from the timing when 
the vehicle crossed the stop line to the timing when the driver reached the crosswalk. 
As the relationship shown in the figure, there were no significant correlation 
between the reference measure and driving behaviour indices. 
 
Figure 11. Driving behaviour indices vs. TTCbrake 
(Left: GDR of traveling direction, Right: Velocity at centre line). 
Although the TTCbrake was expected to be long when the GDR of traveling direction 
was low, there were cases with low GDR and short TTCbrake. Also, driving behaviour 
with high velocity at the centre line was assumed to be high collision risk behaviour 
but there were cases with relatively long TTCbrake values. These instances indicate 
that the two indices partially represent the collision risk with crossing pedestrians 
but not sufficient for collision risk evaluation. From the fact that there were cases 
with relatively low collision risk driving with high velocity at the centre line, the 
drivers could perceive the pedestrian at an early timing and hit the brake to end up 
with a long TTCbrake value despite the high vehicle speed. This suggests that there 
were some differences in visual search behaviour among high and low collision risk 
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  Investigation of risk scenario driving behaviour 
To reveal the difference of driving behaviour in high and low collision risk 
instances, driving behaviour data of the risk scenario was investigated. Figure 12 
shows the crossing pedestrian position when the driver perceived it. The origin of 
the coordinate axes is the centre of gravity point of the test vehicle. The pedestrian 
perceived timing for each subject was set as the timing when the gaze point recorded 
by the eye-tracking device overlapped the crossing pedestrian in the camera image 
recorded. The driving behaviour data were classified into two groups (high risk 
driving behaviour (HR) and low risk driving behaviour (LR)) based on the median 
value (1.52 s). The figure shows that HR tended to find the crossing pedestrian near 
the vehicle front compared to LR. This result means that the drivers of HR were not 
able to find the pedestrian until the opponent got near to the vehicle front and this 
suggests that there was some difference in the visual search behaviour to find the 
pedestrian between HR and LR drivers. 
 
Figure 12. Position of crossing pedestrian at perceived timing. 
To identify the difference, visual search behaviour of the drivers was examined. 
During right-turns, drivers tended to look out through the side window for some 
time and then started to look out through the front window as shown in Figure 13. In 
Figure 14, the curved line shows the vehicle path which the driver drove and the 
circle represents the position where the driver started to look out through the front 
window. Compared to the driver of LR, the visual search behaviour of the HR driver 
differed at the point that they looked out through the side window longer and started 
to look out through the front window later after getting closer to the crossing 
pedestrian. From the examination of driver’s visual search behaviour, the timing 
when the driver started to look out through the front window was obtained as a 












HR (TTCbrake < 1.52 s) LR (TTCbrake ≥ 1.52 s)
x
y
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Figure 13. Visual search behaviour during right-turn at intersection. 
 
Figure 14. Comparison of vehicle position at front window confirmation timing. 
To evaluate pedestrian collision risk assessment based on the previously mentioned 
feature of visual search behaviour, a collision risk assessment index was formulated. 
Because drivers look out through the side window to check the trajectory they are 
willing to run in the near future, it was assumed that the target trajectory geometry 
and the behaviour looking out from the side window have relation and consequently 
have relation with pedestrian collision risk. Based on the assumption that the target 
trajectory could be expressed by the present vehicle velocity and the change in 


































LR (D17, TTCbrake = 3.39 s)
HR (D21 TTCbrake = 0.48 s)
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γest was defined as Equation 4 using the parameters in Figure 15. D and θ of 
Equation 4 was defined as Equation 5 and 6. Figure 16 shows the relationship 
between TTCbrake and estimated yaw rate γest at the centre line when the target 
destination point was set as the boundary of the crosswalk like it is in Figure 15. 
There was a significant correlation between the two indices (r = -0.65, p < .01). 
From this result, it was confirmed that pedestrian collision risk was evaluable by an 




∙ 𝑉cos𝜃     (4) 
𝐷 = √(𝑋𝑑𝑠𝑡 − 𝑋ℎ𝑣)2 − (𝑌𝑑𝑠𝑡 − 𝑌ℎ𝑣)2   (5) 
𝜃 = 𝑡𝑎𝑛−1 (
𝑋𝑑𝑠𝑡−𝑋ℎ𝑣
𝑌𝑑𝑠𝑡−𝑌ℎ𝑣
) − 𝜓    (6) 
 
Figure 15. Model scene for γest calculation. 
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V : Vehicle velocity [m/s]
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L : Vehicle length from COG [m]
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  Discussion 
Visual search behaviour with high pedestrian collision risk is examined by applying 
the visual attention modes mentioned in the introduction of this paper. Drivers 
tended to look out through the side window towards the traveling direction for a 
long time and the confirmation of the crosswalk through the front window got 
behind and the perception of the crossing pedestrian was late ending up with a short 
time-to-collision. The attention allocation towards the traveling direction can be 
classified as a habitual visual attention because it is an attention selection mainly for 
making a right-turn which is an action the driver has done hundreds of times and 
over-learned. The visual attention to the crosswalk is assumed to be a deliberate 
attention since it is driven by the risk anticipation that a pedestrian may appear. 
From this application of visual attention modes to high collision visual search 
behaviour, it can be said that shift to deliberate attention got behind because of 
concentration to habitual attention and pedestrian collision risk became high, as 
assumed in the introduction. Therefore, it is suggested that the distribution and 
timing of habitual and deliberate visual attention affect pedestrian collision risk. 
  Conclusion 
To discover driving behaviour features which can evaluate pedestrian collision risk 
for future driver-assistance-systems, driving behaviour indices reflecting the driver’s 
risk anticipation of a driving scene where no preceding vehicle and oncoming 
vehicle exists (Pattern D) was extracted based on near-miss incident analysis and the 
extracted indices were examined by a risk scene reproducing experiment using the 
JARI-ARV. The major conclusions of this research are as follows: 
 The estimated yaw rate γest was verified to be a valid pedestrian collision risk 
assessment index for right-turns at intersections classified as Pattern D. 
 Pedestrian collision risk of right-turns at intersections was evaluable by an index 
related to driver’s visual search behaviour and it was suggested that distribution 
and timing of driver’s habitual visual attention and deliberate visual attention, 
which reflects the driver’s risk anticipation, affect the collision risk against 
pedestrians. 
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Modality effects of secondary tasks on hazard detection 
performance of younger and older pedestrians in a 
simulated road crossing task 
Jan Siegmann, Janna Protzak, & Rebecca Wiczorek 
Technische Universität Berlin 
Germany 
  Abstract 
Older pedestrians are at higher risk of being involved in car crashes than younger 
pedestrians. As it is known from other domains such as driving, dual-task demands 
represent challenges, especially for older adults. Thus, one possible reason for high 
accident rates of older pedestrians might be the multitasking character of the road 
crossing situation. With regard to safety, hazard detection represents the primary 
task. However, additional secondary tasks such as scanning for obstacles, 
navigation, and walking are mostly conducted simultaneously. According to the 
Multiple-Resource Model, demands of tasks regarding the main processing stage can 
be characterized in visual perceptual, cognitive, and motoric. The aim of the current 
study was to compare the effects of secondary tasks with different main process 
stages on the primary task of hazard detection. For this purpose, a laboratory 
experiment was conducted with 20 older and 20 younger participants, using a 
pedestrian traffic simulation. Secondary tasks differed with regard to modalities 
(visual search, n-back and simulated walking). Reaction time, number of errors and 
perceived workload served as dependent variables. Older adults performed slower, 
but equally accurate across all dual-task conditions compared to younger adults. 
Dual-task costs were found for the visual-search and the n-back task concerning 
number of errors, but not for response speed. No dual-task costs arouse for the 
walking task, which in contrast even increased hazard detection speed. The 
hierarchy of different dual-task costs did not differ between the two age-groups.  
Introduction 
Older adults (65+) accounted for 20% of injured pedestrians in Germany in 2012 
(Statistisches Bundesamt, 2013). Comparing total numbers, they are not involved in 
accidents more often than other age groups. However, in relation to the walking 
distance, older pedestrians are injured more often than younger people (Rytz, 2006). 
Furthermore, they die more often as a consequence of the accident, as nearly half of 
all persons deceased after a crash were 65 years or older (Statistisches Bundesamt, 
2013). That makes it important to reduce older pedestrians’ crashes in traffic.  
Therefore it is necessary to understand the differences of younger and older 
pedestrians’ behaviour in road crossings and to analyse the underlying reasons. 
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Several studies have found diverse behavioural deficits of older pedestrians, such as 
they walk slower and leave smaller safety margins, they focus more on the pathway 
and less on the traffic, and they do not take into account velocity but only distance 
information when accepting gaps in traffic (e.g. Dommes, Cavallo, Dubuisson, 
Tournier, & Vienne, 2014; Oxley et al., 1997; Avineri et al., 2012; Wiczorek et al., 
2016). Age-related declines of cognitive and motoric functions have been identified 
as reasons for those differences.  
However, age-related differences in specific tasks are not the only cause for older 
pedestrians’ problems in traffic. In addition to that, one has to consider the 
multitasking character of the situation. Pedestrians perform several different 
activities during road crossing. That can be navigating, checking the pathway for 
bumps, and the walking itself. These activities can distract pedestrians from the 
main task of hazard detection and therefore be considered as secondary tasks.  
While so-called dual-task costs, (performance decrements in the primary task when 
being engaged in a secondary task) can be observed across all age groups (Pashler, 
1994), they are often higher for older than for younger adults (Verhaeghen et al., 
2003). Though, a meta-analysis indicates that the extent of age-specific dual task 
costs depends on the characteristics of the task (Riby et al., 2004). For example, 
costs are higher when one of the tasks is cognitively demanding and they are more 
pronounced for speed than for accuracy. Furthermore it was found that older people 
tend to give the priority in a dual-task situation to tasks related to motion, such as 
walking. This effect has been referred to as ‘posture first’ (cf. Schaefer, 2014). The 
reasons may be reduced capacity to keep the balance and increased fear of falling 
(cf. Davidse, 2007; Dietz, 2002; Schott, 2008). Thus, the multitasking character of 
the road crossing situation may contribute to the occurrence of car crashes with older 
pedestrians. 
Current studies of multitasking in road crossing usually use external tasks such as 
talking at the phone or texting as secondary tasks. These tasks always delay the 
initiation of behaviour and under some conditions reduce attentive behaviour and 
increase collision frequency (Neider et al., 2010; Banducci et al., 2016; Byington & 
Schwebel, 2013). Similar results were found when participants performed a 
cognitively demanding 2-back task (Gaspar et al., 2014). The only two studies that 
included older pedestrians found the usual age-related dual-task costs but it was 
mentioned that those were related to older participants’ scores in motoric and 
cognitive screening tests (Neider et al., 2011; Nagamatsu et al., 2011). Considering 
the already multitasking character of the road crossing it is not surprising that older 
people were outperformed by younger, considering that they actually had to perform 
more than two tasks simultaneously. Apart from that, cell phone use in traffic is 
rather a problem of younger than older adults. Thus, it is necessary to investigate 
whether and how road crossing imbedded secondary tasks negatively affect hazard 
detection in younger and older adults.  
With the help of the Multiple Resource Model (MRM; Wickens, 1984; 2002) it is 
possible to predict the amount of dual task costs dependent on the nature of the task. 
According to the MRM a task can be characterised along five dimensions:  
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 processing stage (perception vs. cognition vs. responding),  
 perceptual modalities (visual vs. auditory),  
 visual channels (focal vs. ambient),  
 processing codes (spatial vs. verbal) and  
 response execution (manual spatial vs. vocal verbal).  
The more similar two tasks are on these dimensions, the higher are the predicted 
dual-task costs. 
Research in the driving context shows the applicability of the model for the 
investigation of multitasking effects of older adults in traffic. For example age-
specific dual-task costs were observed when participants had to respond to a 
secondary task manually while driving, but not when the response was given 
verbally (Brouwer et al., 1991; Fofanova & Vollrath, 2011). Higher costs for older 
adults are also found during driving when the secondary task requires visual 
perception, but not when it requires auditory perception (Chaparro et al., 2004; 
Horberry et al., 2006). Thus, it was decided to use the MRM as theoretical 
framework for the current investigation.  
Current Study 
The aim of this study is to investigate the effects of different modality specific 
secondary tasks on hazard detection in younger and older adults in a simulated road-
crossing environment. The hazard detection task used in the current experiment 
consists of the perception of crossing cars in different road situations and the 
indication of intention to stop (i.e. not to cross the street) via joystick. Three 
different secondary tasks are used, which pose specifically high demands on one of 
the processing stages described in the MRM. The tasks require either visual-
perceptual resources, cognitive resources or motoric resources. 
It is expected that performance of older adults in the primary task is worse than 
performance of younger adults due to age-related declines in cognitive and 
attentional capacities (e.g. Salthouse & Somberg, 1982; Kramer & Madden, 2011; 
Ball, 1990). Dual-task costs should result for both age groups but should be higher 
for older than for younger participants, reflecting age-specific dual task cost (cf. 
Riby et al., 2004).  
Furthermore, it is hypothesized that dual-task costs differ between the three 
secondary task conditions. The primary task places the highest demands in the 
perceptual processing stage, because potential hazards have to be detected visually. 
Medium demands of resources are required for the cognitive processing stage, when 
deciding whether the detected object represents a hazard or not. Finally only a few 
resources are needed for the responding stage that consists of the movement of a 
joystick. Thus, it is expected that dual-task costs are highest in the visual-perceptual 
condition followed by the cognitive condition and lowest in the motoric condition. 
However, as it was shown that older people give priority to motoric tasks (cf. Riby 
et al., 2004), the described order of dual-tasks costs is predicted only for the younger 
participants. For the older adults over proportionally high dual-task cost are 
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expected in the motoric condition and thus, the order of dual-task costs should be 
different for them.    
Method 
Participants 
Forty participants of two age groups attended the study. The younger group (age ≤ 
30 years) consisted of 20 students (6 male, 14 female). Their age ranged from 18 to 
30 years (M=25.5; SD=3.5). The older group (age ≥ 65 years) also consisted of 20 
participants (6 male and 14 female), with an age range from 67 to 82 years (M=71.6; 
SD=4.0). Further characteristics of younger versus older participants were 
respectively: possession of a driver licence (14 vs. 17), regular drivers (4 vs. 12), 
regular cyclists (10 vs. 9), walked regularly (20 vs. 20). Mean Montreal Cognitive 
Assessment (MoCA; Nasreddine et al. 2005), a screening test for mild cognitive 
impairment (27.65 vs. 25.75). All participants eyesight (M=.99 vs M=.63) was 
higher than the required minimum of 40%, (necessary to fulfil the task).  
Simulation Environment and Apparatus 
Animated videos are played with PsychoPy (Peirce, 2007) and projected on a wall 
with a width of 5,50m, a height of 1,50m, and a resolution of 3840x1080 pixels, 
using two Acer S1283 HNE projectors. Participants stand central at a height-
adjustable standing desk 1,50m away from the projection with a visual angle of 133° 
to the edges of the video so that the edges of the road can only be seen through 
peripheral vision or head movements. Participants react to the hazard detection task 
using a joystick, which is attached at the top of the desk. During the cognitive and 
the visual-perceptual secondary task participants wore a headset. During the motoric 
secondary task participants used a foot switch with two pedals, which was attached 
at the ground under the desk. Figure 1 shows a schematic representation of the 
laboratory setup.  
Figure 1. Schematic representation of the laboratory setup. 
Hazard Detection Task 
Two different types of road crossing tasks were examined in this study. One 
consisted of hazard detection. The other one was a ‘gap acceptance’ task and will 
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not be reported here. Each trial in the hazard detection task consists of a video 
sequence with duration of 20 seconds. In these video sequences a road is displayed 
and a car enters from the left or from the right edge of the scene at a pseudo random 
time and passes the whole screen in eight seconds. A screenshot of one of the videos 
can be seen in Figure 2. The road, the colour and brand of the car vary between the 
sequences. In total there were three different roads. Sequences of the same road were 
displayed in a row. Thus it was not possible for the participant to know when a trial 
started and thus appearance of cars was not predictable. The order of the sequences 
was counterbalanced between the different experimental blocks. The participants’ 
task is to react as quickly as possible when seeing a car, by pulling the joystick 
towards themselves. E-bikes which are driving on the opposite pathway serve as 
distractors. Participants were instructed not to react to the e-bikes, which appear on 
average in four sequences per block in a pseudo random order.   
 
Figure 2: Screenshot of a video used in the hazard detection task.  
Secondary Tasks 
Secondary tasks were created with the aim to interfere mainly with one of the three 
processing stages of the primary task, while not (much) interfering with the others. 
Therefore, the motoric and the cognitive task used the auditory perceptual modality 
to not interfere with the visual modality of the primary task. Cognitive demands of 
the motoric and the visual task were kept as low as possible to not interfere with the 
cognitive requirements of the primary task. The visual task and the cognitive task 
required vocal response execution to not interfere with the manual response of the 
primary task. 
Visual-Perceptual Task: Participants performed a visual scanning task, which was 
adapted from the “Testbatterie zur Aufmerksamkeitsprüfung” (Testing Battery for 
Attentional Performance; Zimmermann & Fimm, 2012). A 5x6 matrix with a width 
of 63,5cm and a height of 52,5cm is shown centrally at the top of the projection. 
Every element of the matrix is a square, which is opened to one of the four sides. 
The target stimulus is a square opened towards the top. The task of the participants 
is to decide whether the matrix includes a target stimulus or not. Participants 
indicate their decision by saying “yes” or “no” into the microphone of the headset. 
Responses are recorded and a new matrix is displayed automatically after every 
response. Matrices alternate between white squares on black background and vice 
versa to make the appearance of a new matrix clear for participants. Matrices were 
presented in random order. 
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Cognitive Task: Participants performed an auditory 1-back task (Mehler et al., 
2011). Every 3.33 seconds a number between zero and nine is played over a headset. 
After a number is read out, participants are supposed to name the number which was 
played one step before as quickly as possible. Responses are recorded via 
microphone. 
Motoric Task: Participants task is to press the two pedals of a double foot switch 
alternating the left and the right foot in the rhythm of a regular metronome beat. 
Beats are played via loudspeaker every 1.33 seconds so that participants have to 
press the switch 45 times per minute. This frequency corresponds to a cadence of 90 
steps per minute (pressing the foot switch requires two steps: moving the foot 
forward to the pedal and backward again). The cadence of most healthy elderly 
adults lies between 80 and 130 steps per minute (Whittle, 2014). 
Design and Dependent Measures 
Design: The study consisted of a 2x4 mixed design. The between factor was age-
group and the within factor was secondary task with four conditions (baseline/single 
task, cognitive dual-task, visual-perceptual dual-task, and motoric dual-task. The 
dependent measures were: 
 Number of errors: sum of false negatives and false positives 
 Reaction time: between time of appearance of a car and pull of the joystick. 
(Reaction time was assessed via frame numbers of the video) 
 Subjectively perceived workload: assesses with the NASA- Task Load 
Index (NASA-TLX ; Hart & Staveland, 1988)  
Procedure 
On arrival, participants were briefly instructed about the course of the experiment 
and filled in a declaration of consent. Afterwards they performed an eyesight test 
with Landolt rings. Following up participants were acquainted with the laboratory 
equipment. Participants trained each of the secondary tasks and performed it for five 
minutes in order to get familiar with the task. The order of the tasks was 
counterbalanced. After a 5-minute break participants trained the two primary tasks 
(hazard detection and gap acceptance). The experiment started with the first baseline 
measure block which consisted of five minutes single task hazard detection and five 
minutes single task gap acceptance. The order of the tasks was counterbalanced 
between participants. Subsequently participants completed three dual-task blocks 
with a duration of 2x5 minutes each. The order of the secondary tasks and the road 
crossing tasks corresponded to the order of the training. Participants had been 
instructed that both tasks were important. The secondary tasks started 20 seconds 
before the 5-minute road crossing tasks. The first and the last dual-task block were 
followed by a 5-minute break. Afterwards participants performed a second baseline 
block. The average of the measures of both baseline blocks was used for the analysis 
in order to prevent biases due to learning effects or fatigue. After each of the 
baseline and experimental blocks participants filled in the NASA-TLX. In the end of 
the experiment participants filled in the MoCA and a demographic questionnaire. 
Finally they received a financial compensation. 
 dual-task effects in road crossing of older pedestrians 27 
Results 
To test for effects of learning and fatigue the data of the two baseline measures was 
compared using a 2x2 ANOVA for repeated measures. Afterwards the average of 
the two baseline measures was used for further calculations. The number of errors, 
reaction time and subjective workload were compared between dual-task conditions 
using 2x4 ANOVAs for repeated measures. A priori defined contrasts were used to 
analyse the order of dual-task costs between the three secondary tasks.  
Comparison of Baseline blocks: Analysis revealed a main effect of order, 
F(1,38)=5.109, p<.05, and a main effect of age, F(1,38)=5.630, p<.05, which were 
further qualified by a significant age x order interaction effect, F(1,38)=7.983, 
p<.001. Older participants made more errors than younger people in the first 
baseline block but reduced there number of errors to the lower level of the younger 
group in the second baseline. This indicates a learning effect. No significant 
differences were found for reaction time and subjective workload between the two 
age groups and the two measures. 
Error rate: Analysis revealed a main effect of secondary task, F(3,114)=9.737, 
p<.001, but no other significant effects. A priori defined contrast showed significant 
differences between the visual-perceptual condition and the baseline, 
F(1,38)=12.507, p<.001, as well as the motoric condition, F(1,38)=13.760, p<.001. 
The same pattern revealed for the cognitive condition when compared to the 
baseline, F(1,38)=16.130, p<.001 and the motoric condition, F(1,38)=16.369, 
p<.001. As can be seen in Figure 3, more errors were made in the visual-perceptual 
condition and in the cognitive condition, compared to the baseline and the motoric 
condition. 
 
Figure 1: Means of number of errors of the averaged baseline and the three dual-task 
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Figure 4: Means of reaction time of the averaged baseline and the three dual-task conditions 
for younger and older adults. Error bars reflect Standard Error. 
Reaction time: The concurrent presentation of matrices and videos in the visual-
perceptual dual-task condition led to a reduction of M=10,8 frames per matrix, 
which had to be corrected manually afterwards. Comparison of the averaged 
baseline measure and the three dual-task conditions showed a main effect of age, 
F(1,38)=6.431, p<.05 with older adults being slower than younger adults. 
Furthermore a main effect of secondary task was observed, F(1,38)=31.093, 
p<.001). Planned contrasts showed that the reaction time in the motoric condition 
was shorter than in the baseline F(1,38)=69.299, p<.001. The reaction time in the 
motoric condition was also shorter than in the cognitive, F(1,38)=36.878, p<.001, 
and the visual-perceptual condition, F(1,38)=55.646, p<.001. Reaction times 
between the baseline and the cognitive and the visual-perceptual condition did not 
differ. Figure 4 shows results of reaction time. 
Subjective workload: Comparison of the data from the NASA-TLX revealed a main 
effect of secondary task, F(3,114)=60.499, p<.001. Planned contrasts showed the 
difference of perceived workload between all four conditions with the least 
workload in the baseline condition, followed by the motoric condition, 
F(1,38)=65.548, p<.001, the visual-perceptual condition, F(1,38)=13.508, p<.001, 
and the highest workload in the cognitive condition, F(1,38)=5.275, p=.027. F-
values refer to contrasts with the condition with the next lower workload. No main 
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Figure 5: Means of reaction time of the averaged baseline and the three dual-task conditions 
for younger and older adults. Error bars reflect Standard Error. 
Discussion 
The current study was conducted to investigate the effects of road crossing 
imbedded secondary tasks on hazard detection performance in simulated pedestrian 
crossing situations. The aim of this study was to identify differences and similarities 
of younger and older pedestrians when performing secondary tasks, which differed 
with regard to their main processing stage. Number of errors, reaction time and 
subjective workload were assessed. Dual-task related performance decreases in the 
primary task of hazard detection were expected for all the participants. The older 
adults however, should additionally produce age-specific (i.e. higher) dual-task costs 
than the younger group. It was also hypothesized that the three secondary tasks 
produce different amounts of dual-task costs. The highest costs were expected for 
the visual-perceptual secondary task, followed by the cognitive task, with the fewest 
for the motoric task. This order is based on the different demands of the primary task 
on the three processing stages. Hazard detection should require the most resources 
for the visual-perceptual processing stage, followed by the cognitive stage and only 
a minimum of motoric resources as the motoric component consisted of moving a 
joystick. However, it was further hypothesised that this order would be different for 
older adults. As they were found to not fulfil the task of walking as automatically as 
younger people and to need additional attention resources, it is possible that the 
motoric task also interferes with one of the other processing stages. 
The comparison of two baseline measures conducted at the beginning and at the end 
of the experiment indicated a learning effect of older adults. For the following 
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No difference between younger and older adults could be observed with respect to 
the number of errors. However, older adults reacted slower than younger adults. This 
is in line with previous research, which found higher age-specific performance 
decrements when considering response speed than when considering response 
accuracy (Verhaeghen et al., 2003). 
Dual-task costs were observed regarding number of errors, but not for reaction time. 
Older and younger adults made more errors in the primary task of hazard detection 
when they performed a cognitive or visual-perceptual task concurrently. It seems 
that participants accepted making more errors in order to maintain their reaction 
speed. In real-life road crossing this behaviour can have fatal consequences, when 
pedestrians overlook potential hazards. However, it has to be noted that the number 
of false positives (reactions in the absence of cars, for example to the e-bikes used as 
distractors) was higher than the number of misses. Nevertheless also false positives 
can lead to dangerous traffic situations, for example when pedestrian behaviour 
diverts from the expectations of other road users  
In contrast to the other two secondary tasks, the motoric task not only did not cause 
any dual-task costs, but even improved performance in terms of reaction speed. 
There are some possible explanations for this unexpected result. First, the motoric 
task might have been too easy, compared to normal walking. Participants could hold 
on the standing desk and had always one food on the ground. Thus, there was no risk 
of losing balance, which can explain why no dual-task costs were found. 
Furthermore, neuropsychological research shows that motion can influence visual 
perception, either directly or via attentional mechanisms (Ishimura & Shimojo, 
1994). That could explain the observed benefits for the hazard detection when 
conducting the motoric task in parallel. In an experiment with mice, Ayaz et al. 
(2013) found neurons in the visual cortex to have a higher firing frequency when 
subjects were running on a treadmill. If this effect holds true also for humans, it 
could explain the faster reaction times in the motoric condition. 
The unexpected results in the motoric condition could also explain why the order of 
dual-task costs did not differ between younger and older adults. It was expected that 
the motoric task would only produce small dual-task costs in younger adults, 
because the primary task did only induce minor motoric demands. However, older 
adults were expected to suffer from higher dual-task costs, because for them walking 
is less automatic and requires more attentional resources (Lindenberger et al., 2000). 
Thus, walking could possibly interfere also with the visual-perceptual and the 
cognitive task. In order to examine this hypothesis a more realistic motoric task 
should be used in further research.  
However, it has to be noted that also the subjectively perceived workload did not 
differ between younger and older adults but showed significant differences among 
all four conditions. The baseline single task condition was considered the least 
demanding followed by the motoric dual-task, the visual-perceptual and the 
cognitive dual-task. Differences in the NASA-TLX score for the visual-perceptual 
and the cognitive dual-task condition were not accompanied by differences in 
performance. Performance in the single task condition was similar to the visual-
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perceptual and the cognitive dual-task conditions with regard to number of errors but 
resembled most the motoric dual-task in terms of reaction time.   
The three secondary tasks were created in a way they would interfere with only one 
of the three processing stages according to the MRM. As expected the least 
impairment was observed in the motoric process, which only consisted of pulling the 
joystick in the primary task and therefore did not require a lot of resources. No 
significant differences were found between the visual-perceptual and the cognitive 
task with regard to number of errors and reaction time. However, it is possible that 
differences would emerge on a behavioural level rather than on the performance 
level. As it was shown that scanning behaviour in road crossing differs between 
older and younger adults (Tapiro et al., 2016), investigation of eye movements could 
possibly also show differences between secondary tasks.  
Findings of this study can be used to make road crossing safer for younger as well as 
for older adults. They underline the need for awareness campaigns, which point out 
the risks of multitasking during road crossing. Results also show that crossing points 
should be designed in a way that they induce as few additional workload as possible. 
This can be achieved by using smooth sidewalks and minimising billboards, 
especially on places which are used frequently for road crossing. Findings of this 
study will also help to clarify demands of a pedestrian assistance system for older 
adults, which is currently developed by the junior research group FANS at the TU 
Berlin (cf. Breitinger et al., 2015). According to current findings, the system should 
support users to investigate all resources in hazard detection. That means, execution 
of other road crossing imbedded tasks such as scanning the ground for obstacles and 
navigation should be done before or after but not in parallel to the primary task. 
Whether the same holds true for concurrent walking will be further analyses using a 
more realistic walking task.   
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  Abstract  
This experiment aims to study the impact of the sonification of a hand gesture 
controlled system on the driver behavior. The principle is to give an auditory 
feedback to the driver, in addition to a visual screen, in order to assist in-car devices 
interface manipulation. A touchless interface has been tested with a panel of 24 
subjects on a driving simulator. Different tasks (pick up the phone, select an item in 
a list) involving the screen and the interface had to be performed by the user while 
driving. To study the contribution of the sound feedback on the drivers’ behavior, 
two audio conditions were tested: with and without auditory feedback. The tasks 
were performed in lowly and highly demanding traffic conditions. Driving and gaze 
behavior as well as eye-tracking information were analyzed. Moreover, a 
questionnaire was used to obtain subjective measurements, such as ease of use and 
feeling of safety. The results show that the sonification helped drivers to feel safer 
and more focused on the road. This result was confirmed by gaze analysis, which 
shows that drivers look significantly less to the visual interface when a sound is 
present, leading to a safer use of the interface.   
  Introduction 
The manipulation of in-vehicle information systems is a challenge in today’s vehicle 
design. These systems are more and more interactive while their complexity is 
expanding, leading to infotainement systems that include many functions. When the 
user is engaged in a primary task (driving), the basic solution that involves a 
physical interaction with the device while looking at a visual display is an 
interaction way that can certainly be improved. In particular, auditory feedbacks 
may decrease the need for visual attention and free-hand gesture interaction 
eliminates the need for reaching the device. The sonification of information is an 
emerging discipline that exploits the capacity of sounds to convey information 
(Hermann et al., 2011) and many applications are proposed in particular in the car 
industry (Denjean et al., 2013). In this context, touchless interfaces with auditory 
feedback may be an interesting alternative to assist and even replace visual 
interfaces. (Kajastila & Lokki, 2013) showed that auditory interfaces can outpoint 
visual interfaces, in particular with free-hand (touchless) interaction. A study of 
multi-modal controls (visual, audio or visual+audio) of in-vehicle information 
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systems is presented in (Jakus et al., 2015) with a driving simulator. The results 
showed that the visual and visual+audio interaction modes are the most fast and 
efficient, but no significant contribution of the audio to the visual-only mode on the 
driving performance and safety is noticed: the main contribution of audio is that it 
increased drivers’ preferences. (Sodnik et al., 2008) presented a comparative study 
on the effectiveness and efficiency of audio-only or visual-only interfaces for the 
manipulation of a mobile phone while driving on a simulator. They demonstrated 
that audio-only interfaces were effective to control a mobile, particularly when 
spatialized auditory cues are used in the audio interface. A study with a real vehicle 
on the acceptability of a sonification for GPS navigation (Tardieu et al., 2015) 
showed that with sounds, the driving was estimated as safer by the drivers, even if it 
did not improve significantly the efficiency of the navigation.  
In this context, our work aims to assess the contribution of sounds to a visual 
touchless interface. The objective is to study the impact of the interface sonification 
on the driver behavior, during the manipulation of an infotainement system in a car. 
An experiment was conducted on a driving simulator, with two main experimental 
conditions: manipulation of the interface with visual-only interaction, or with 
visual+audio interaction. Two categories of variables were observed: driving 
parameters, recorded by the simulator, but also the driver gaze behavior, recorded by 
means of an eyetracking system. After a presentation of the material and methods of 
the experiment, the results are presented and discussed. 
  Material and methods 
  Interface 
A graphical interface with gestures command without contact (using a Leap motion
1
 
device) was implemented. Six functional categories were created to constitute the 
main menu of the infotainement system (phone, air conditioning, contacts, music, 
news and GPS). The main menu of the interface is given in figure 1. 
 
Figure 2. Main menu of the interface of the in-vehicle information system (French version) 
                                                          
1 https://www.leapmotion.com 
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Different contactless gestures, necessary to control the interface, were programmed: 
 Selection of a category in the main menu: the subject has to point with one 
finger (index finger) which category he/she wants to select (selection gesture) 
 Validation: this is made by closing the fist (validation gesture) 
 Browsing into a list of items (draggable carousel menu): this is done by 
sweeping the items on the right or left side (horizontal movement of the hand on 
the right or left) (sweeping gesture) 
 Back return in the menu: this is done by rotating the hand the palm facing up 
(return gesture) 
The general framework of the interface is given in figure 2. It allows a real time 
control of the screen and of the played audio samples, according to the gestures 
provided by the subject: 
 The leap motion detects subject’ gestures and sends the information to a general 
program (coded in python).  
 The program updates the interface screen in real time and sends informations to 
the sound synthesizer (Pure Data
2
 code).  
 The syntheziser sends audio samples to the loudspeakers. 
 
Figure 3. Framework of the interface for the realtime control of the screen and the audio 
samples 
                                                          
2 https://puredata.info : Pure Data (aka Pd) is an open source visual programming language that 
processes and generates sounds based on a graphical interface. 
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  Sonification 
Different sounds were associated to the gestures of the user (sonification) in order to 
provide an audio feedback and help the handling of the interface. The sounds were 
designed from samples and sounds synthesized on the digital audio workstation 
Reaper
3
, with MIDI notes. The following 11 sounds have been designed: 
 6 sounds corresponding to the 6 categories on the main menu, to specify the 
area pointed by the hand (selection gesture), 
 a validation sound (validation gesture) 
 a sweep / scrolling sound (sweeping gesture for browsing) 
 a sweep / validation sound (sweeping gesture for validation) 
 a back return sound (return gesture) 
 a refusal sound (pop-up) (sweeping gesture for refusal) 
All the sounds were very short (between 50 and 300ms) and they were designed to 
be easily recognized by the user. 
  Experiment 
  Material 
The experience took place on the driving simulator of the IRCCyN laboratory, 
shown in figure 3.  
 
 
Figure 4. Picture of the fixed-base simulator used for the driving tests 
It is a fixed-base simulator, which consist of a compact size passenger car with 
actual instrument panel, clutch, brake and accelerator pedals, handbrake, ignition 
key, and an adjustable seat with seat belt. The visual environment was displayed on 
three 32-inch LCD monitors, each with a resolution of 1280�*720. One monitor 
was positioned in front of the driver, with two laterals inclined at 45 deg from the 
                                                          
3 http://www.reaper.fm. Audio processing software 
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front one, viewed from a distance of about 1 m and covering 115 deg of visual 
angle. An additional screen was added to the simulator for the interface (figure 4).  
 
 
Figure 5. Picture of the screen to display the interface and of the leapmotion to capture the 
gestures of the subject 
The Leap Motion was placed in front of this additional screen and connected to the 
computer of the interface. Speakers were placed behind the simulator screens to play 
the sound samples. A Smarteye Pro 5 eye-tracking system, composed of 4 cameras 
placed under the three screens in front of the subject, was calibrated to measure the 
location and duration of gaze fixations (glances) during the tasks. 
 
  Subject and experimental factors 
24 subjects (16 men and 8 women – average age 24), students or researchers at 
Ecole Centrale de Nantes, participated to the tests. The subjects had to drive on a 
countryside road, on the same route for each scenario. The experimental factor was 
the sonification condition, with two levels: with sound (s) and without sounds (w-s). 
For each sonification condition, every course was carried out in two different 
conditions: with no visible danger on the road (free-flowing traffic) and with a 
disturbing traffic (a vehicle in front of the driver that drives slowly and brakes 
regularly). The later case should yield an increased mental workload (not measured). 
Four scenarios are thus envisaged: 
 Scenario 1: no sound, free-flowing traffic 
 Scenario 2: no sound, disturbing traffic 
 Scenario 3: with sound, free-flowing traffic 
 Scenario 4: with sound, disturbing traffic 
  Interface manipulation tasks  
For each course of the scenario, the following four tasks had to be completed by the 
subject on the interface, in a straight line and in a curve: 
 task 1: Acknowledge receipt of a message (pop-up), in a straight line 
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 task 2: Select a particular destination on the GPS, in a curve 
 task 3: Select a particular destination on the GPS, in a straight line 
 task 4: Acknowledge receipt of a phone call (pop-up), in a curve 
Tasks 1 and 4 are simple: they require only one gesture from the subject (sweeping 
gesture). Tasks 3 and 4 are more complex: they require several different gestures 
(selection, browsing, validation, back return). The trigger of the tasks and the 
corresponding instructions were shown to the subject on the central screen of the 
simulator. The tasks had to be made always on the same location for every trial. The 
map of the course and the positioning of the tasks are presented in figure 5. 
 
Figure 6. Map of the course and location of the four tasks 
  Test procedure 
First, a training period was proposed to the participants so that they get acquainted 
with the Leap Motion and with the production of the gestures, with the manipulation 
of the interface, and with the simulator. No subject was familiar with the use of the 
Leap motion. For the interface, the subjects were trained without sound first, and 
then with sounds. Then, every subject made each of the four scenarios in a 
counterbalanced order. 
 
  Dependant variables (DV) 
The following dependent variables were considered, for each subject, each task and 
each scenario, between the trigger of the task and its completion by the subject: 
Driving variables (9 variables): 
 Completion time of the task, 
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 Average and standard deviation (SD) of the lateral deviation of the vehicle, 
 Number of steering wheel reversal,  
 Average and standard deviation (SD) of the speed of the vehicle, 
 Average and standard deviation of longitudinal acceleration, 
 Inter-vehicular time. 
Eye tracking variables (5 variables): 
 Glance duration on the interface screen and number of glances, 
 Glance rate (corresponding to the glance duration divided by the time for 
performing the task) on the interface screen, 
 Maximum time of glance duration on the interface screen (without looking back 
on the simulator screens), 
 Number of eye movements from the simulator screens to the interface screen. 
  Questionnaire 
A semi-directive questionnaire was proposed to the participants after the completion 
of each scenario. Different questions were formulated to assess: 
 the global impression: ease of use, feeling of safety, feeling of not looking at the 
road,  
 the impression on the sound design: is it disturbing, is it appreciated? 
 two open questions, one on the global interface and one on the sound design 
 
  Data analysis 
Descriptive statistics on the DV showed that few spurious data were present in the 
recordings. To reduce the effect of these outliers on the DV, a winsorisation was 
applied on each DV (extreme values above the 95
th
 percentile and below the 5
th
 




 percentile respectively) (Wilcox, 2014). 
Each dependent variable (DV) was next analysed with ANOVA (Næs et al., 2010). 
Two ANOVA were carried out: 
 one-way ANOVA with the factor “traffic condition” (two levels: free-flowing 
traffic; disturbing traffic) 
 two-ways ANOVA with interaction with the factors “subject” (24 levels) and 
“sonification condition” (two levels: with sounds (s) and without sounds (w-s)) 
The significance of the effects was analysed with the Fisher test (type III sum of 
square) and the associated p-value (significance level: p<.05) 
  Results and discussion 
  Effect of the factor “traffic conditions” (one way ANOVA) 
The results show that, for all the DVs considered, there is no significant effect of the 
“traffic conditions” (one way ANOVA, p>.05). The subjects were very focused on 
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the road even when the traffic condition was not difficult because they wanted to 
respect as well as possible the driving instructions. For this reason, this factor is 
ignored in the following analyses.  
  Effects of the factors “subject” and “sonification conditions” (two-ways ANOVA) 
The results show that the factor “subject” was significant (p<.05) for most of the 
DVs (detailed results are not reported here for concision). This is a sign of 
singificant inter-individual differences in the driving performances and in the 
management of the interface. This result was expected and does not need particular 
comments. The interactions subject*sonification was almost never significant.  
 
Table 1 presents the results of the two-way ANOVAs for the factor “sonification 
condition”, for the two categories of DVs (Driving and Eye tracking). When 
significant, the sign of the effect (difference between the level with sound (s) and 
without sound (w-s)) is mentioned with the relation w-s>s or w-s<s). 
Table 1. Results of ANOVAs: significance of the “sonification condition” for the different 
dependent variables (without sound: w-s – with sound: s). F-test: * p<.05 - **p<.01 – n.s. : 
not significant (p>.05) 
 Dependent variable DV Task 1 Task 2 Task 3 Task 4 
Driving 
variables 
Completion time n.s. n.s. n.s. n.s. 
Average lateral deviation n.s. n.s. n.s. n.s. 
SD of lateral deviation ** 
w-s > s 
n.s. n.s. n.s. 
Number of steering wheel 
reversals 
n.s. n.s. n.s. n.s. 
Average speed n.s. n.s. n.s. n.s. 




w-s < s 
n.s. n.s. n.s. 
SD of longitudinal acceleration n.s. n.s. ** 
w-s > s 
** 
w-s > s 
Inter-vehicular time n.s. n.s. n.s. ** 




Glance duration on the 
interface screen  
n.s. ** 
w-s > s 
** 
w-s > s 
n.s. 
Number of glances n.s. n.s. n.s. n.s. 
Glance rate  n.s. ** 
w-s > s 
** 
w-s > s 
** 
w-s < s 
Maximum time of glance 
duration  
n.s. ** 
w-s > s 
** 
w-s > s 
n.s. 
Number of road-interface eye 
movements  
n.s. ** 
w-s > s 
** 
w-s > s 
n.s. 
The sonification barely influenced the lateral control of the vehicle. The only 
exception was a significant reduction of the SD of lateral position with auditory 
feedback, but only for task 1. On the other hand, longitudinal control was influenced 
by sound in different ways depending on the task: increased average acceleration in 
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task 1, decreased SD of acceleration in task 3, decreased SD of acceleration and 
increased inter-vehicular time in task 4. Although this pattern of result is not entirely 
consistant, it suggests a moderate facilitation of vehicular control with sonification.  
 
Table 1 shows that the presence of sounds has a significant impact on the eye-
tracking variables, mainly for the longer tasks (task 2 and 3: manipulation of GPS in 
a curve and in a straight line). In these cases, the presence of sounds significantly 
decreased the glance duration, the glance rate, the maximum time of glance duration 
and the number of eye movements toward the interface. The subjects spent less time 
looking at the interface with sounds than without, increasing driving safety. This 
effect was not observed for the shorter tasks (tasks 1 and 4 – reaction to a pop-up 
message). For task 4 (pop-up in a curve), the glance rate on the interface was even 
higher with sounds than without. For these two short tasks, to study the reactions of 
the driver after the task completion (not considered in the previous DVs), we looked 
at the number of visual controls of the driver on the interface after the task 
completion (controls to verify that the pop-up actually disappeared). The proportion 
of visual controls for each task and each condition is given in table 2. 
Table 2. Proportion of visual controls on the interface after completion of tasks 1 and 4 in the 
two sonification conditions (without sound: w-s – with sound: s). Significance test of the 
difference (unilateral test of two proportions z-test -* p<.05 - **p<.01 – n.s. : not significant 
(p>.05)) 
 Task 1 Task 4 
 w-s s w-s s 
Proportion of visual control after 
the completion of the task 
 21/96 15/96 17/96 5/96 
p-value (unilateral z-test of two 
proportions) 
n.s. (p>.17) ** (p<.01) 
 
The results show that for task 4, the presence of sounds significantly decreased the 
proportion of visual controls after the task completion, and hence increases the 
driving safety. 
  Questionnaire 
The questionnaire reports the subjects’ subjective assessments, stated just after the 
experiment. The analysis of the response can be used to give indications to better 
understand the causes of the significant effects of the sonification condition on the 
DVs, based on the feelings of the drivers. For the questions about feeling of safety 
and feeling of not looking at the road, the responses rates are given in figure 6 and 7. 
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Figure 6. Proportion or responses to the question about safety 
 
Figure 7. Proportion or responses to the question about “looking at the road” 
 
The results show that the proportions of responses between the two conditions are 
significantly differents for the two questions (multinomial goodness of fit test, 
p<.01). With the presence of sounds, the subjects judged the interface as easier to 
use and had the feeling of looking more at the road. 
Unsurprisingly, 100% of participants preferred to use the interface with sound than 
without sound. This supports the idea that the sound is a useful parameter for the 
manipulation of the interface. Finally, concerning the quality of sound design, the 




Without sound - w-s
With sound - s
Do you feel safe when you are driving ? 
Not at all
Not really
Yes a little bit
Yes totally
0% 50% 100%
Without sound - w-s
With sound - s
Do you have the feeling that you are not 
looking at the road when manipulating ? 
Not at all
Not really
Yes a little bit
Yes totally
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  Discussion 
Auditory feedback for touchless interaction marginally influenced driving 
behaviour, mainly in the longitudinal control of the vehicle. One reason may be that 
the subjects were very much engaged in the driving task during the whole 
experiment, with or without sounds. Inter-individual differences between subjects 
were large, possibly due to differences in driving style and experience. The 
influence of the sound in that context was relatively weak. Furthermore, for the short 
popups tasks (tasks 1 and 4), it was difficult to observe possible changes in 
behaviour in the 1 or 2 seconds the tasks required to be completed. In particular, 
before the validation, the sound did not bring any information. It was only useful for 
the confirmation of the task completion.  
On the other hand, the interest of auditory feedback for the manipulation of the 
touchless interface was clearly evidenced by the gaze analysis. Indeed, the sound 
influenced gaze behaviour in a very significant way. With the sound, the participants 
looked much less at the interface when navigating in the menus or to verify that a 
call/message was refused or accepted. Furthermore, the lower number of eye 
movements between the interface and the road and the shorter glance duration in the 
“sound” condition shows that the users are feeling much less confident in their 
navigation. They could consequently pay more attention to the road and the driving 
task. 
The results of the questionnaire confirm this analysis: with sounds, users are feeling 
safer, thanks to a sound design that meets the requirements (easily interpretable by 
user, bringing information needed to the navigation and relieving the visual 
workload).  
 
  Conclusion 
The study showed that the presence of auditory feedbacks for the manipulation of a 
touchless interface of an infotainment system in a car significantly decreased the 
eyes-on-the-interface time. The sonification provides useful information on the 
manipulation of the interface, information that can only be obtained through vision 
in the absence of sound. It may increase safety because the driver can be more 
attentive to the road. The interface seems also easier to use with sounds, and the 
sound allows a more user-friendly experience. 
  References 
Denjean, S., Roussarie, V., Ystad, S., & Kronland-Martinet, R. (2013). An 
innovative method for the sonification of quiet cars. The Journal of the 
Acoustical Society of America, 134, 3979. 
Hermann T., Hunt A., & Neuhoff J.G. (2011). The sonification Handbook. Logos 
Publishing House, Berlin, Germany. ISBN 978-3-8325-2819-5. 
Jakus, G., Dicke, C., & Sodnik, J. (2015). A user study of auditory, head-up and 
multi-modal displays in vehicles. Applied Ergonomics, 46, 184-192. 
Kajastila, R., & Lokki, T. (2013). Eyes-free interaction with free-hand gestures and 
auditory menus. International Journal of Human-Computer Studies, 71, 627-
640. 
46 Jaschinski, Denjean, Petiot, Mars, & Roussarie 
Tardieu, J., Misdariis, N., Langlois, S., Gaillard, P., & Lemercier, C. (2015). 
Sonification of in-vehicle interface reduces gaze movements under dual-task 
condition. Applied Ergonomics, 50, 41-49. 
Næs, T., Brockhoff, P. B., & Tomic, O. (2010). Statistics for Sensory and Consumer 
Science. John Wiley & Sons Ltd. ISBN: 978-0-470-51821-2. 
Sodnik, J., Dicke, C., Tomazic, S., & Billinghurst, M. (2008). A user study of 
auditory versus visual interfaces for use while driving. International Journal of 
Human-Computer Studies, 66, 318-332. 
Wilcox, R.R. (2014). Winsorized Robust Measures. Wiley StatsRef: Statistics 
Reference Online. 
 
 In D. de Waard, A. Toffetti, R. Wiczorek, A. Sonderegger, S. Röttger, P. Bouchner, T. Franke, S. 
Fairclough, M. Noordzij, and K. Brookhuis (Eds.) (2017). Proceedings of the Human Factors and 
Ergonomics Society Europe Chapter 2016 Annual Conference. ISSN 2333-4959 (online). Available from 
http://hfes-europe.org  













, Óscar M. Melchor
2























Abstract       
Keeping correct distance between vehicles is a fundamental tenet in road traffic. 
New road signs and markings appearing on motorways aid drivers in determining 
this distance. However, the ‘Nagoya experiment’ (Sugiyama et al., 2008) revealed 
correct distance made following safe while also eventually destabilizing traffic flow. 
When traffic becomes dense, most drivers keep the minimum safety distance and 
brake when the vehicle ahead decelerates. The resultant chain reaction along the 
entire line of closely following vehicles causes for no apparent reason a traffic 
stoppage, known as a ‘phantom’ or ‘shockwave’ jam. The car-following models of 
Sugiyama et al. found certain speeds, traffic densities, and inter-vehicular distances 
combined to congest traffic. Drawing upon these and other phenomena (e.g., wave 
movement in Nature), car following by Driving to keep Inertia (DI) was conceived 
by us as an alternative to Driving to keep Distance (DD). Three studies explored 
possible prevention of ‘phantom’ jams by adopting DI. Using a driving simulator, 
affective and behavioural measures were taken (N=113). The results comparing the 
efficiency of DI vs. DD are summarized. DI promoted a more stable driver 
trajectory, in cognitive-affective and behavioural terms, and lowered fuel 
consumption by about 20%.    
Background   
This paper compares the efficiency of two elementary car-following (CF) 
techniques. Traffic flow efficiency may be judged by the prevalence of four driving 
modes: acceleration, deceleration, idling, and cruising (Tong et al., 2000). Efficient 
traffic cruises; congested traffic speeds up and slows down, polluting, wasting time 
and money, exasperating drivers, and risking life. As developed nations adopted 
stricter road safety standards, road salubrity worsened. Vehicle emissions now claim 
as many lives as crashes do, and possibly more (Caiazzo et al., 2013).  
CF models were first developed in the early 1950s. Two main modelling efforts 
since then are the Newtonian or engineering CF models and the human factor 
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models (Saifuzzaman & Zheng, 2014). The rationale behind engineering CF models 
is the possibility to appraise and formalise how drivers naturally follow each other. 
Characterising and parameterising Normative Driving Behaviour (NDB) have 
become important goals since the late 1990s (Brackstone & McDonald, 1999). 
Hence, human drivers’ collective movement is observed in the context of how 
animals move in Nature, and then it is modellised and predicted. But rather than 
being a Nature issue, CF is nurtured by official criteria derived from such technical 
documents as the Highway Capacity Manual (TRB, 2010). Perhaps drivers practice 
certain NBD, but they also heed official advice: keep safety distance.  
This advice stems from the engineering and human rationale shaping such historical 
programmes as the USA’s Federal-Aid Highway Act of 1956 (Weingroff, 1996). 
During the 1920s to 1940s, soaring car ownership brought wealth and also fatalities 
and traffic jams. Authorities then had to base growth of an adequate motorway 
network on certain calculations. If 50,000 drivers go from city A to city B daily at a 
reasonable pace (say, 100 km/h), what road geometry and capacity (e.g., number of 
lanes) would be needed? The answer is straightforward: consider a standard car 
speed and braking time (taking gravitational force, and a standard friction 
coefficient). Then consider time needed to slow down from, e.g., the maximum 
official speed if a car ahead brakes suddenly. Traffic safely cruising through a given 
road section should result. The desired following distance, say, 2 seconds (s), is 
thereby set – shaped top-down. Drivers, however, normally flout limits. In England, 
95.8% keep less than 2 s and 47.9% less than 1 s (Brackstone et al., 2002).  
Talking about road capacity may be misleading. Topologically speaking, a bucket 
has a limited capacity and a hose (road) does not. What prevents roads from being 
functional is the way flows are ordered. Hence, congested roads express lack of road 
capacity beyond reason, but so pervasively that they have earned a metaphysical 
label: phantom traffic jam (Gazis & Herman, 1992). But, why should stoppages 
arise not due to a bottleneck (e.g., caused by lane loss)? To answer, a shift from 
modelling coupled vehicles is needed; now ‘traffic flow is investigated as a 
dynamical phenomenon of a many-particle system’ (Sugiyama et al., 2008; p. 2). 
The Nagoya experiment aimed to create an artificial traffic jam. Drivers followed 
each other in a circle whose perimeter was 230 m. Participants were instructed only: 
follow the vehicle ahead in safety in addition to trying to maintain cruising velocity. 
And so they drove and kept free flow. But when the number of drivers was increased 
to 22, fluctuations tripping backward easily broke the free flow. Eventually several 
vehicles had to stop for a moment to avert crashing. 
At stake here is longitudinal mechanical waves (Cromer, 1981). Keep safety distance 
is good advice for coupling vehicles on a road section, but, when more than two cars 
follow, cars platoon into a nearly perfect medium for wave transmission. As shown 
by Sugiyama et al., at some point the oscillatory nature of flowing cars spread, 
backward, to form a soliton of 25 km/h. Cars platooned so nicely that drivers, by 
virtue of the instruction follow the vehicle ahead in safety, could not avoid 
propagating the corresponding disturbances. It did not matter if tight couplings and 
platoons came from external reduction of space (adding cars to the circuit) or from 
voluntary decision (leaving less than 1 s distance to the car ahead).  
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Considering wave mechanics, we either eliminate disturbances or deal with the 
medium transmitting them – the car-following platoon. The former are difficult to 
control, but not the latter. To cope with a lead oscillatory car (the shockwave origin), 
a following car must become shockwave proof. This remedy may be sought by 
reversing the goal of Sugiyama et al.: instead of observing the cause of congestion, 
seeking a means of prevention. To this end, two driving techniques (DD/DI) are 
compared to see if one is more effective, in cognitive-affective and behavioural 
terms, in promoting steadier travel. DD is Driving to keep Distance (from the lead 
car) and DI is Driving to keep Inertia (an adaptive, uniform speed) while car 
following. Proposing these two orthogonal driving techniques (aim for uniform 
distance vs. uniform speed) opposes the idea of NDB as a unique driving mode 
(Brackstone & McDonald, 1999) and assumes drivers can learn to follow a lead 
vehicle proactively by changing from an automatic to a controlled operative mode 
(Charlton & Starkey, 2011) and applying DD or DI as appropriate.  
Overview of the studies 
Goals  
All three studies aimed to check if: A) the same driver could drive in DD and DI 
modes when following a lead ‘disturbing’ car; B) drivers could follow the driving 
techniques by heeding a 10 s instruction (three sentences); C) DD vs. DI differences 
in cognitive-affective and behavioural terms were significant (Blanch, 2015). The 
relevance of such emotions as anger, fear or anxiety in troubled CF contexts like 
congestion have been documented (Shinar & Compton, 2004; Zhang & Chan, 2014). 
Additionally, Study 3 (Ferruz, 2015) monitored the space occupied by eight virtual 
automaton DD drivers following either a DD or a DI participant. 
Participants 
All participants were licensed drivers (table 1). Some were students participating in 
exchange for academic credit; others were invited via billboards at nearby shops, 
driving schools, restaurants, and the like.  
Table 1. Main demographics of participants   
 Study 1 
 (Blanch, 2015) 
Study 2 
 (Blanch, 2015) 
Study 3  
(Ferruz, 2015) 
 
N 44 44 25  
Gender 20 men/24 women 7 men/37 women 13 men/12 women  
Age 23.3 years 20.7 years 21.3 years  
Education 84.1% university 68.2% university 100% university  
Driving experience 4.07 years 2.81 years 2.68 years  
Km per year (%) 59.1% < 10,000  59.6% <10,000  44.0% <10,000  
 
  Design  
The three studies shared the same experimental design, a repeated measures model 
controlling for order. Manipulation of driving technique (DD, DI) was the within-
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subject factor. Order (DD-DI, DI-DD), randomly assigned, was the between-subjects 
factor. The set of dependent measures concerned cognitive-emotional and 
behavioural indicators (table 2). The participants’ basic task consisted of advancing 
in a straight line, for 4 minutes on a simulated road, and following a vehicle 
accelerating and decelerating (until stopping) cyclically, similar to what occurs in 
very congested traffic.  
  Materials 
The studies were conducted in two rooms at the faculty laboratories of a Spanish 
university: a booth where participants executed the tasks and an adjoining room with 
two-way glass and a monitor displaying the participants’ psychophysiological 
responses. One main study objective was characterizing the psychophysiological 
activity under DD and DI. Skin conductance response (SCR) was recorded with an 
MP36 unit (BIOPAC Systems, Inc., Goleta, CA, USA) at a sampling rate of 50 Hz 
by using two disposable Ag-AgCl electrodes attached to the left hypothenar 
eminence. Mean SCR was calculated in microsiemens (μS) for all three experiments. 
The MP36 unit connected to a standard PC running Windows XP.  
Self-report measures of affective state were also collected via the Self-Assessment 
Manikin (SAM), a nonverbal pictorial rating technique (Lang, 1980). SAM was 
applied to measure the affective state after task execution in the simulator. It 
provides data on three general affective dimensions: valence, arousal, and 
dominance. SAM has been widely used and validated in psychophysiological 
research and has normative data adapted to the Spanish population (Moltó et al., 
1999). The valence scale ranges from 1 (pleasure) to 9 (displeasure). The arousal 
scale ranges from 1 (exciting) to 9 (relaxing). The control scale ranges from 1 (low 
dominance) to 9 (high dominance). 
One of the earliest goals of this research was designing a 3D driving simulator able 
to run on a standard PC in distant workplaces and laboratories. ReactFollower 
(Impactware, 2014), based on UNITY software, was developed and customized to 
change certain parameters (e.g., speed, frequency of stop-and-go cycles, etc.) 
externally, via XML. The focus was on materialising the possibility to study DD/DI 
against different oscillatory patterns of the lead vehicle. Participants were shown 
three scenarios, always in one lane on a straight road: A) participant drives alone on 
the road (always in a natural position on the driver’s virtual side of the vehicle); B) 
participant drives behind another vehicle travelling at constant speed of 3 m/s (10.8 
km/h); C) participant drives behind another vehicle traveling with constant stop-and-
go cycles of a sinusoidal function built at a mean speed of 3 m/s (data is presented 
only from C). Participants could control acceleration/deceleration of their vehicle 
only by pressing ‘up/down’ arrows on a computer keyboard. When ‘up’ was 
pressed, it accelerated and maintained a constant speed when released. When ‘down’ 
was pressed, it decelerated. Acceleration/deceleration was in discrete increments: to 
accelerate or decelerate continually participants had to press the keys repeatedly. 
The simplest option (keyboard) was preferred to enable all participants to use the 
software with basic hardware equipment, and to level differences in expertise with 
video game keyboards. Finally, no direction changes were intended, just regulating 
speed-distance in a straight lane. The driving simulator worked on an HP 
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TouchSmart iq522es computer with a 23-inch screen, NVIDIA GeForce 9300m GS 
video card and 4 GB RAM, Intel Core 2 Duo Processor T6400 2.00 GHz, and 
Windows 7 operating system. A precision Apple USB keyboard (PCB DirectIN 
V2012) was used. The simulator collected, among others, variables for speed, 
distance to leader, and fuel consumption (a gross estimate obtained considering 
variations in speed per frame, see table 2).  
Procedure 
Scenarios A/B were designed as controls. In scenario C, participants were asked to 
follow the lead vehicle and adopt one of two driving techniques (DD or DI) though 
they never received an explicit verbal label for either. The group performing the task 
in DD-DI order received this instruction first for DD: ‘In the simulated driving 
scenario that you will enter, you will see a vehicle ahead of you and it will not move 
at a constant speed. Sometimes it will go faster or slower. We ask you to travel 
behind that vehicle as closely as possible without risking a collision.’ Following this, 
they used the simulator and then were given the SAM scales. Afterwards, the 
instruction for DI was provided: ‘In the simulated driving scenario, you will see a 
vehicle ahead of you and it will not move at a constant speed. Sometimes it will go 
faster or slower. We ask you to travel smoothly behind the vehicle and maintain a 
constant speed, without letting the lead vehicle move too far away.’ Participants in 
the supplementary condition (DI-DD) read the same texts in reverse order.  
Overview of main results 
Data were subjected to a repeated measure ANOVA having two levels of driving 
orientation (DD, DI). Table 2 presents the main results concerning SCR, SAM 
scales (valence, arousal, dominance), and performance indicators (speed, distance, 
fuel consumption) from the three studies. Skin conductance was systematically and 
significantly higher for DD vs. DI in all three studies (S-1, p < .001; S-2, p < .001; 
S-3, p = .046, ηp
2
 = .16 to .37). Regarding SAM subscales, differences concerning 
valence were significant only in Study 2, with DI being judged as more pleasurable 
than DD (p < .001, ηp
2
 = .58). Arousal was significantly higher for DD vs. DI in all 
three studies (S-1, p = .004; S-2, p < .001; S-3, p < .001, ηp
2
 = .18 to .49). 
Dominance was higher for DI in S-1 (p < .001, ηp
2
 = .27) and S-2 (p < .001, ηp
2
 = 
.37), but not in S-3 (p = .11). Regarding performance indicators: Average speed was 
lower for DI in all three studies (S-1, p < .001; S-2, p < .001; S-3, p = .004, ηp
2
 = .26 
to .35), and also speed variability (S-1, p < .001; S-2, p < .001; S-3, p < .001, ηp
2
 = 
.68 to .85). Conversely, average distance to leader was always smaller under DD (S-
1, p < .001; S-2, p < .001; S-3, p < .001, ηp
2
 = .57 to .60). Finally, fuel expenditure 
was lower under DI in the three studies (S-1, p < .001; S-2, p < .001; S-3, p < .001, 
ηp
2
 = .75 to .89).  
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Table 2. Means corresponding to main variables  
           Study 1        Study 2       Study 3  
       DD        DI     DD        DI     DD       DI  
Skin conductance 8.04 6.55 9.47 8.18 11.11 9.26  
Valence 3.45 3.45 5.79 2.93 3.48 3.52  
Arousal  3.93 5.07 3.11 5.61 4.24 5.76  
Dominance  6.25 7.20 4.91 6.77 5.68 6.44  
Speed (m/s) 3.08 3.05 3.07 3.03 3.07 3.03  
Speed variability (m/s) 2.57 1.44 2.54 1.44 2.24 .99  
Distance to leader (m) 6.60 11.90 7.70 17.60 9.25 19.40  




Figure 1. Mapping valence and arousal dimensions upon discrete emotions (Studies 1-3). 
In sum, cognitive-affective indicators portrayed DI as a more comfortable way of 
following a lead oscillatory vehicle. SCR and SAM reports indicate DD drivers feel 
more arousal than DI ones (S1-3) and less dominance (S1-2), but only S2 shows 
valence differing. Following Cai & Lin (2011; see also Zhang & Chan, 2014), Fig. 1 
tentatively maps results for valence-arousal dimensions (SAM) and discrete 
emotions. Performance indicators pointed to two orthogonal driving approaches, DD 
(aiming for uniform and shorter distance) vs. DI (aiming for uniform speed and 
longer distance). DI participants absorbed leader disturbance; moving at a more 
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uniform speed, they were in turn easier to follow (table 2). DD drivers kept a more 
regular, shorter distance to the lead vehicle, thereby sacrificing speed stability. DI 
drivers kept speed more uniformly, but needed more distance to cushion the lead 
car’s stop-and-go pattern. 
Results concerning the platoon of eight virtual following drivers  
Study 3 included new measures by the simulator: eight virtual DD cars followed 
each participant, who was unaware of it. The simulator registered the distances 
between eighth vehicle and lead vehicle, and between eighth vehicle and participant. 
Average distance between eighth vehicle and lead vehicle was similar for each 
condition (DD: M = 117.3 m; DI: M = 118.95 m; p = n.s.). However, the distance 
between participant and leader was longer under DI (table 2), this fact obscuring the 
actual space required by the platoon. But differences between the eighth vehicle and 
the participant (DD: M = 108.03 m; DI: M = 99.55) were significant (p < .001; ηp
2
 = 
.84). As measures of speed variability suggest (table 2), DI furnished platoon 
stability, and therefore optimised space on the road.  
Discussion 
DI drivers feel more comfortable, drive more steadily, and are easier to follow (even 
for DD virtual drivers). First, similar to differences found between car and truck 
drivers, the latter normally holding speeds more constant than the former (Ossen & 
Hoogendoorn, 2011), drivers in these three studies can drive under DD vs. DI mode 
when following a lead ‘disturbing’ car. Second, drivers can follow the driving 
techniques by heeding a 10 s instruction (three sentences) or a short video. Third, DI 
promotes a more stable driver trajectory than DD does, in cognitive-affective and 
behavioural terms. Fourth, all studies showed significant differences, always the 
same type, in these terms dependent upon whether participants applied DD or DI.  
Potential relevance of training to learning DD/DI 
Participants in the three studies received the same main instructions about the 
driving techniques. But compared with Studies 1 and 3 (short sentences described in 
Procedure), the set of instructions in Study 2 explained how to drive DD or DI with 
one of two videos (each 4 minutes approx.). Each video presented an explanation of 
congestion by one of two fictitious traffic institutes (named by acronyms, I.T.F.; 
C.M.D.). Both videos shared the same explanation for congestion (how congestion 
emerges), and then advised one of two behavioural alternatives (DD or DI). The 
main recommendation on how to drive was embedded (written) at the videos’ end. 
Also, instruction for Studies 1 and 3 was direct, even more so than for Study 2 
(Blanch, 2015). The  difference in valence (SAM) in Study 1 and 3 vs. Study 2 is 
likely due to perceived authority of an agency (I.T.F.) recommending DD, the more 
stressful and harder to manage alternative (resulting also in higher arousal and lower 
dominance).  
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Limitations of the studies 
This set of exploratory studies of DD/DI techniques contains some limitations. 
Compared with the average national driving population, study participants were 
more educated, younger, and unlikely to have driving habits ingrained by many 
years behind the wheel. Most were ‘low mileage’ drivers. They may have learned 
faster and been more amenable to new techniques than the average driver would be. 
Also, future studies should improve the ecological validity of ReactFollower (e.g., 
by using accelerator and brake pedals).  
The main challenge, however, concerns comprehending how drivers’ emotions, CF 
and congestion are linked. CF epitomizes the two elementary driving goals: 
safe/arrive. Inadequate distance concerns safety while slow speeds delay arrival. The 
literature shows anger is likely when drivers’ goals are blocked by other drivers, and 
anxiety/fear emerge when drivers face probable danger (Mesken et al., 2007; Roidl 
et al., 2013; Zhang & Chan, 2014). Emotions, acting as a feedback loop concerning 
course of action, reset priorities and actions (Carver & Scheier, 2012). Congested CF 
increases opportunities for anger/aggression (tailgating, blocking of lane change for 
reaching exit), anxiety/fear (near rear-end crash) and relief (crash avoidance). This 
mix of emotions – Fig. 1’s dotted line – may well cause oscillations in speeds and 
flow density. The data presented revealed differences in CF when either DD or DI 
was prompted, with an impact on arousal, but mobility goals – a key element 
concerning valence – were not manipulated. Future studies should analyse how 
emergence of certain emotions during DD/DI impact CF and congestion.   
Concluding remarks 
This paper aims to connect research on current car-following trends (Sugiyama et 
al., 2008) with operationalisation of two alternative driving techniques. For different 
reasons, drivers couple in dense traffic when lead vehicles are dictating the pace and 
keep a close, constant distance to each other. Learning a complementary way for 
adapting speed to oscillatory patterns of lead cars can contribute to alleviating 
congestion and its attendant ills while also stabilising successive car platoons.  
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Comparing different types of the track side view in high 
speed train driving 
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  Abstract 
The introduction of high speed trains featuring an increasing number of automated 
components raises imperative questions concerning the future tasks and the general 
role of the train driver. Previous work showed that train protection systems provoke 
train drivers to relocate their visual attention from the track side towards the displays 
within the cabin. The introduction of high speed routes allowing automatic train 
operation (ATO) has major implications that question the importance of the track 
side view for the train driver: (1) all relevant driving parameters are displayed within 
the cabin in high speed railway operations. (2) Supervisory tasks based on in-cab 
display information shift into the train driver´s focus. This study investigated the 
influence of  three differently sized track side views (real size, monitor size, none) 
on a) the allocation of visual attention towards displays and the track, measured by 
eyetracking parameters and b) the situation awareness of the train driver supervising 
a high speed train featuring ATO measured with the SPAM method. Empirical data 
are presented for both research questions. The implications are discussed in order to 
identify how the delivery of relevant information in the context of the changing train 
driver’s task can be facilitated. 
  Introduction 
Driving long distance trains is a rather monotonous job (Dunn & Williamson, 2011; 
Stein & Naumann, 2016), especially with a limited number of stops along the route 
as in high speed passenger transport.    
We are continuously looking at increasing the efficiency of track utilisation and 
energy consumption as well as punctuality (European Commission, 2011) and after 
decades of technical development and debate automating high speed passenger 
operations is today seen as one valid way to achieve these efficiency gains. At the 
moment automatic train operation (ATO) is restricted to either urban transport 
operated as closed systems or certain track segments of low complexity. To ensure 
efficiency gains throughout the whole railway industry, ATO is likely to be 
introduced to more complex segments containing e.g. railroad switches, platforms, 
level crossings. As high speed tracks can be considered to be of moderate 
complexity because these infrastructure elements are less frequent, we choose to 
start our investigation on the train driver´s tasks in this operational context.  
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Additionally, the high speed operational context is most suitable for our research 
questions, because in-cabin signalling already is the norm today, in contrast to e.g. 
freight train operations where train drivers still heavily rely on real world cues found 
along the track to verify their driving behaviour (Rose & Bearman, 2012). The key 
question obviously is where the main sources of relevant information are located 
within the working environment of the train driver and whether the drivers allocate 
their attention to these areas. 
Previous work shows a shift of visual attention onto the displays within the cabin 
away from the track side view once a train protection system is at work (Naumann, 
Wörle, & Dietsch, 2016). These results are based on the train protection system PZB 
90 (for a description see Naumann, Grippenkoven, & Lemmer, 2016), a German 
train protection system mainly relying on signal aspects and speed indicators located 
along the track, while the display offers information concerning the status of the 
train protection system. Therefore the shift of visual attention in the PZB 90 
condition compared to a condition without train protection in a simulation study 
described by Naumann, Wörle, & Dietsch (2016) is in fact a shift away from the 
information source delivering the major parameters for deriving driver instructions. 
Even more so because train drivers driving under PZB 90 supervision do have the 
explicit order to monitor the track ahead for obstacle detection. In contrast, in 
current high speed passenger operations relevant information is being displayed 
within the cabin so that is where the visual attention is supposed to focus on. 
Technically, visual obstacle detection is still a task of legal relevance to the high 
speed train driver as well, but due to breaking distances which exceed the train 
driver´s field of view by far, the need for technical obstacle detection and physically 
enclosing high speed tracks is undisputed. Even more so if ATO is to be 
implemented, thus emphasizing the critical need to monitor the driving parameters 
within the cabin, which are likely to be displayed using the ETCS - DMI (European 
Train Control System - Driver Machine Interface) display layout (European Railway 
Agency, 2007). This major shift of attentional resources into the cabin (Naweed, 
2013) inevitably calls for continuous display monitoring as a key characteristic of 
automated high speed passenger operation out of two reasons. On the one hand the 
display information shows what kind of driving behaviour is required in accordance 
with the track environment and on the other hand the current modus operandi of the 
automated train components is displayed within the cabin as well. Therefore the 
continuous comparison between required and automatically executed driving 
behaviour is essentially based on display information. Previous research 
(Brandenburger & Naumann, 2016) has identified a lack of clarity in the 
understanding of the role the track side view is playing in such an operational 
scenario. Additionally, experienced train drivers claim that the track view is to stay a 
central part of the train driver´s job in ATO in order to integrate e.g. track conditions 
or geographic orientation into driving behaviour. Therefore, the first research 
question aimed to assess (a) to what extend the track side view out of the cabin 
windows is actually used under ATO conditions in contrast to a non-automated 
condition and whether the size of the track side view alters the extend of usage. 
Given the characteristics of the continuous display monitoring task to be executed 
by the train driver supervising an ATO, there is already a sound body of scientific 
knowledge applicable to the task at hand. Dunn and Williamson (2011) provide 
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insights on monotony as a consequence of repetitive task characteristics in railway 
passenger operations and Edkins and Pollock (1997) identify sustained attention and 
especially inattentiveness to railway signals as the major factor present in all types 
of railway accidents in a review of train accidents over a 3-year period. Spring et al. 
(2008) indicate poorer vigilance under ATO in comparison to manual driving with 
in-cabin signalling and over speed intervention. The authors also report an additional 
vigilance decrement only present in the ATO group over the course of their 
experiment. Warm, Parasuraman and Matthews (2008) also characterize cockpit 
monitoring as a vigilance task hinting at the differentiation between simultaneous 
and successive vigilance to clarify under which tasks vigilance decrements are more 
likely to be found. They proclaim successive vigilance tasks to be more vulnerable 
as the ”observers need to compare current input with a standard retained in working 
memory to separate critical signals from nonsignal stimulus events” (Warm, 
Parasuraman & Matthews, 2008; p.435) in contrast to simultaneous vigilance task 
where ”all the information needed to distinguish signals from nonsignals is present 
in the stimuli themselves” (Warm, Parasuraman & Matthews, 2008; p.435). While 
manual driving under in-cabin signalling is mainly relying on verifying manual 
traction input visualized by means of the speedometer needle against a visually 
presented speed limit representing a simultaneous vigilance task, monitoring and 
supervising ATO does include upholding a complex mental model of the automatic 
components resulting in a certain traction adjustment. Therefore, it can be argued 
that this task is more successive in nature. Kaber and Endsley (2004) argue that 
monitoring automated systems is associated with poor vigilance and a failure to 
build up and maintain an accurate mental model. This model contains an adequate 
understanding of the underlying automatic components, their functionalities and 
how these functionalities translate into real world in this specific case traction 
adjustment matching trackside train protection system´s requirements. Thus, is 
argued to result in loss of situation awareness (Kaber & Endsley, 2004). Building on 
a large body of empirical evidence it is undisputed that the perception of relevant 
information is the key to develop and maintain situation awareness, eventually 
anticipating future action of the monitored system (Endsley, 1988; Endsley, 1995; 
Parasuraman, Sheridan & Wickens, 2008). Therefore, the second research question 
arises (b) whether the size of the track side view (displaying irrelevant information) 
influences measures of situation awareness in ATO. If so, this has implications in 
terms of unnecessary distraction of the train driver, who´s central task is to monitor 
the in-cabin displays.       
  Hypotheses 
Based on Naumann, Wörle, & Dietsch (2016) we hypothesised a shift of visual 
attention from the trackside view to the display (DMI) in a more automated driving 
condition compared to a manual driving condition. 
H1) We expect the number of fixations on the DMI to be higher in the ATO 
condition than in the manual condition (figure 1). 
As the salience of the track side view is thought to decreases with smaller size  
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   H2) We expect the number of fixations on the DMI to increase with 
decreasing size of the track side view (figure 1). 
 
Figure 1. Hypothesized relationship of Number of fixations on DMI and size of Track side 
view for driving conditions 
Based on the findings by Kaber and Endsley (2004) concerning level of automation 
and situation awareness  
H3) We expect the situation awareness measures to be smaller in the ATO condition 
in contrast to the manual condition. 
As the information contained in the track side view in our experimental setting 
representing future high speed track infrastructure is irrelevant to the monitoring 
task 
H4) We expect the situation awareness measures to increase with decreasing size of 
the track side view. 
  Method 
  Participants 
26 male German train drivers aged from 21 to 56 (M = 36.53, SD = 10.92) were 
recruited out of a pool of previous participants. Participants worked in freight (4 out 
of 26) and passenger transport (22 out of 26). Their occupational experience was 
ranging from 1 to 37 years (M = 14.07, SD =10.85). All were unfamiliar with the 
ETCS system featuring automatic speed control. Train drivers with glasses and train 
drivers following regular medical treatment were excluded from participation. The 
sample was randomly assigned to the experimental conditions and participants were 
compensated with € 30.     
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  Experimental Design and Measures 
 
Figure 2. High fidelity railway simulator while driving. In this case with regular sized track 
side view and the ETCS-DMI giving permission to drive up to 400 km/h. 
The study was designed in a 2x3 mixed design including both the variable “speed 
control” with two between subject levels “manual speed control” / “automatic speed 
control” and the variable “track side view” with three within subject levels  “regular 
view”, “reduced view” and “no view”. Participants drove in the high fidelity railway 
simulator “RailSET” (figure 2), which is presented and explained in detail by Stein 
and Naumann (2016). The simulator incorporates a cabin (BR 424 manufactured by 
Alstom/Siemens), a projector (SONY VPL-FH500L), two monitors as side windows 
(100 cm screen diagonal) and three monitors (30 cm screen diagonal) in the desk as 
instruments, from which only the center monitor was used during the experiment to 
display the ETCS-DMI (European Railway Agency, 2007). For experimental 
manipulation, the simulator was equipped with automatic speed control functionality 
and three ways of displaying the track side view. The regular track side view 
includes full frontal presentation of the 3D simulation environment and additional 
side windows. A reduced track side view consisted of a reduced frontal presentation 
and no side windows and in the third option no frontal or side view of the 3d 
simulation was present. The DMI was visible in all conditions. Furthermore, 
measurement of the dependent variables made the following apparatus and materials 
necessary. Eyetracking data was obtained using a head mounted Dikablis Essential 
system in combination with the software DLAB Version 3.0 both supplied by 
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Ergoneers. Subjective data was assessed using paper and pencil questionnaires of the 
following kinds. The Situation Awareness rating technique (SART) by Taylor 
(1990) was first translated to German and adapted to the high speed railway context 
and then used to assess subjective situation awareness. The adapted SART 
comprised 10 questions assessing three areas on a 4-point Likert scale (Demand 
from Attentional Resources (D), Supply of Attentional resources (S), Understanding 
of the Situation (U)). The SART score was the sum of U and S minus D (Taylor, 
1990), with a theoretical range from -5 to 27. Additionally, the situation present 
assessment method (SPAM) proposed by Durso et al. (1998) was implemented using 
12 questions targeting current and future understanding of the driving situation. The 
SPAM scores were the answering times for correct answers. Further paper and 
pencil materials were a demographic questionnaire, an informed consent, a short 
explanatory handout of ETCS and the underlying functionalities of the simulator and 
a debriefing form. The explanatory handout was used in two versions, one of which 
incorporated information about the automatic speed control function used in one of 
the experimental conditions. Lastly, a voice recorder was present to record the 
answers to the SPAM questions and for post hoc artefact detection.         
  Procedure 
The study took place in the research facilities of the German Aerospace Center in 
Braunschweig, Germany. Upon arrival the participants gave their informed consent 
before filling in the demographic questionnaire and reading the information on the 
simulator. Then the eyetracking device was attached and calibrated. Afterwards, the 
participants started driving the first of three experimental blocks for approximately 
35 minutes. During the driving block the experimenter shortly joint the participants 
two times in the cabin (after approximately 10 and 20 minutes of driving) to ask two 
questions at a time related to the SPAM method. The driving block ended with an 
ordered standstill of the train conveyed through the DMI. In the pause between the 
first and the second driving block the participant filled in the adapted SART 
questionnaire. The second and third driving block as well as the pause between them 
followed the routine described for the first driving block and the first pause. After 
finishing the third driving block the participants once more filled in the SART 
questionnaire. Afterwards all recording equipment was shut off and detached before 
participants got a debriefing along with their monetary compensation and were 
dismissed.       
  Results 
  Attention allocation 
Based on findings of Naumann, Wörle, & Dietsch (2016), we formulated our first 
hypothesis that we expect the number of fixations on the DMI to be higher in the 
ATO condition compared to the manual driving condition. Nevertheless the 
between-subject effect for the driving condition was not found significant (F (1,24) 
= .486; p > .05) employing a repeated measures ANOVA including both factors 
track side view (three levels) and driving condition (two levels) as independent 
variables and the number of fixations on the DMI as a dependent variable. Therefore 
we could not reject the null hypothesis based on sample data. Inspecting figure 3 
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added additional evidence to the fact that the difference between the group means, 
although showing larger numbers of fixations for the ATO condition, is not of 
significant size in relation to the within group variations in both driving conditions, 
also reflected by a small to moderate effect size ( 2 =.20).  
 
Figure 3. Absolute Number of Fixations on the Driver- Machine- Interface in our sample by 
driving conditions. Error bars represent the standard error of the mean (SE). 
 
Figure 4. Absolute Number of Fixations on the Driver-Machine-Interface for three different 
sizes of Track side view by speed driving conditions. Error bars represent the standard error 
of the mean (SE). 
Concerning the second hypothesis, a highly significant within-subject effect for the 
size of the track view on the number of visual fixations was found again using 
repeated measures ANOVA while relying on Greenhouse-Geyser corrected degrees 
of freedom (F (1.817, 43.613) = 8.86, p <.01). The size of this partial effect was 
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moderate ( 2 = .270). Accordingly, the data displayed in figure 4 indicated an 
increasing number of fixations on the DMI with decreasing size of the track side 
view, which is in line with hypothesis 2. Nevertheless, figure 4 showed an 
interesting deviation from this pattern in the regular track side view condition, where 
the number of fixations was actually higher for manual speed control condition, 
raising questions concerning a possible interaction effect. Nevertheless, there was 
only a trend for an interaction effect in a repeated measures ANOVA model (F 
(1.817, 43.613) = 2.859, p = .073) failing to reach significance. In the absence of a 
significant interaction effect figure 4 once more shows that indeed the number of 
fixations on the DMI steadily increased with smaller track side view irregardless of 
speed control. Although, the curve for the manual driving condition deviated 
somewhat from our expectations voiced in hypothesis 2 in the sense that regular size 
track side view resulted in more fixations of the DMI in the manual condition than 
expected, we accepted hypothesis 2 after having ruled out an interaction effect 
undermining main effect relevance.       
Situation Awareness 
To test hypotheses 3 and 4, both SART and SPAM scores were evaluated. 
Concerning hypothesis 3, claiming situation awareness ratings to be smaller in the 
ATO condition, a repeated measures ANOVA testing for differences in the 
dependent SART scores did not reveal a group mean difference between driving 
conditions (F (1,19) = 1.104, p > .05). Similarly, no between-group effect was found 
for the SPAM scores (F (1,22) = .267, p > .05), which is also visible in the small 
sizes of the effects for SART ( 2 = .055) and SPAM ( 2 = .012) measures. 
Interestingly, the Pearson correlation between the SART and the SPAM scores was 
small (r = .340). Therefore, hypothesis 3 was not validated.  
The fourth hypothesis claimed that an increased situation awareness rating would go 
along with decreased size of the track side view. Nevertheless repeated measures 
ANOVAs for SART (F (1.945, 36.964) = 3.553, p > .05) and SPAM (F (1.727, 
37.989) = .679, p > .05) did not show a significant within subject effect of the track 
side view factor. These results did not validate hypothesis 4. Even more so figure 5, 
depicting subjective SART scores for different track side views driving conditions, 
did show a trend opposite to hypothesis 4, showing slightly better situation 
awareness ratings for an increasing size of the track side view. Objective SPAM 
scores remained mostly unchanged over the track side view conditions (figure 6). 
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Figure 5. Subjective SART Score for three different sizes of Track side view by driving 
conditions. The depicted SART Scores theoretically range from -5 to 27. Error bars represent 
the standard error of the mean (SE) 
 
Figure 6. Objective SPAM Scores in seconds for three different sizes of Track side view by 
speed driving conditions. 
   
  Discussion and Conclusion 
Aim of the current line of research is to identify how relevant information about a 
certain train ride can be delivered effectively to the train driver given the fact that 
ATO is at work. This does question central assumptions concerning the train 
driver´s tasks, two of which we stated in the introduction for further investigation. 
Namely, (1) all relevant driving parameters are displayed within the cabin in high 
speed railway operations and (2) supervisory tasks based on in-cab display 
information shift into the train driver´s focus, basically rendering track supervision 
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irrelevant in terms information acquisition of driving parameter. Therefore the study 
investigates a) whether ATO (hypothesis 1) and decreasing size of the track side 
view (hypothesis 2) containing irrelevant information lead to an increased focus of 
visual attention on the in-cabin DMI. Additionally it is investigated b) whether ATO 
(hypothesis 3) and decreasing size of the track side view (hypothesis 4) result in 
heightened situation awareness of the train driver. Concerning research question (a), 
a significantly higher number of fixations on the DMI for train drivers supervising 
ATO (hypothesis 1) cannot be found. Nevertheless, the observed group differences 
between the ATO and the manual driving group are in line with hypothesis 1 and 
findings from Naumann, Wörle, & Dietsch (2016), who reported train protection 
functionality to result in more visual attention on the DMI. As hypothesized, a 
decreased size of the track side view is found to result in more visual attention 
allocation on the DMI (hypothesis 2). This effect is especially prominent in the ATO 
condition resembling future high speed train operation. Closer inspection of the data 
(figure 4) revealed unexpectedly high numbers of fixations on the DMI for manually 
driving train drivers equipped with a regular outside view. Even in the absence of a 
significant interaction effect this deviation is worth noting as it contradicts the 
current understanding that modern in-cabin signalling along with automatic train 
protection forces the train driver´s attention onto the displays (Naumann, Wörle, & 
Dietsch, 2016; Naweed, 2013). It seems crucial to ensure that in-cabin signalling as 
e.g. in the ETCS- DMI is side-lined by measures enhancing the attention allocation 
onto the relevant displays, especially in ATO environments. Ultimately, results on 
hypothesis 2 lead to the conclusion that the size of the track side view may be 
employed to redirect visual attention towards in-cabin equipment in an ATO 
environment. The effects of track side view size on visual attention in manual 
driving environments need further clarification. 
Concerning the train driver´s situation awareness (research question b) in ATO 
environments, several results are of interest. First of all, reduced situation awareness 
in the ATO condition as a negative consequence of the higher automation 
functionality for both of the situation awareness measures was not found (hypothesis 
3). Moreover, objective situation awareness (SPAM) tends to be higher in the ATO 
condition in our data, while subjective situation awareness (SART) tends to be lower 
in the ATO condition. The correlation between the subjective SART measure and 
the objective SPAM measure was small in size. One possible explanation for this 
inconsistence is the moderating effect of time pressure described by Stoller (2013) 
who reports that correlations between subjective and objective situations awareness 
measures decrease if time pressure is low. The results concerning the effect of track 
side view size on situation awareness are statistically inconclusive (hypothesis 4), as 
the hypothesised effect failed to reach significance. Interestingly, subjective 
situation awareness tends to grow with size of track side view, while objective 
Situation Awareness remains constant. The presented results lead to the conclusion 
that varying the size of the track side view containing mainly irrelevant information 
to the train driver does not seem to endanger a proper level of situation awareness in 
automatic high speed passenger operation. Nevertheless, the size of the track side 
view as a unique source for information on orientation and weather conditions and 
its impact on situation awareness in current railway operations still needs further 
investigation.  
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Future research questions in this line of research will also focus on the effects of 
part-time supervision in contrast to full time supervision of automatic high speed 
trains. Likewise facilitating adequate responses to failures in automatic speed control 
components as well as implementing the insights into a working environment 
enabling high speed passenger train operation to be supervised remotely are of 
interest.     
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 A framework for human factors analysis  
of railway on-train data 
Nora Balfe 
Centre for Innovative Human Systems, Trinity College Dublin 
Ireland 
Railway operations are increasingly captured using digital technologies, such as on-
train-data-recorders (OTDR) which record all control inputs by the train driver along 
with other metrics including speed, distance travelled, and GPS coordinates. Already 
widely used for fleet management and fault finding, the data may also have a 
potential human factors application in analysing and improving railway operations, 
for example by providing leading indicators of train driver performance or 
highlighting infrastructure sections correlated with poor driving performance across 
all drivers. This research explores the possible use of such data, and the barriers to 
be overcome in its application, including the size of the data sets, the reliability of 
the data and the identification of useful features or metrics within the data. A 
framework of a typical train journey is presented, breaking the journey into 
segments within which the OTDR data can be analysed. The key metrics available 
from the OTDR that may be applicable to each journey segment are discussed, along 
with the potential benefits of utilising the data in this context and a roadmap for 
future research in the area. 
  Introduction 
Human factors research on the train driving task dates back as least as far as 
Branton, who in 1979 published a paper discussing the nature of train driving and 
the need for drivers to anticipate future actions, develop internal representations of 
the railway (called route knowledge), and test these representations against reality. 
Today, rail human factors is a growing and vibrant discipline, which examines the 
ways in which human performance in railway operations can be supported (Wilson 
& Norris, 2005). Changes in technology generate parallel changes in the role and 
demands of the human operators, many of which are positive but some of which 
have unexpected consequences and the human factors discipline is constantly 
developing methods and approaches to study, analyse and improve the system. This 
paper presents and discusses the possible contribution of on train data recorders 
(OTDR) in this context. 
Digital train event recorders are increasingly placed on board rail vehicles, capturing 
information on train movements and component status, but currently this detailed 
information is not widely used outside of incident investigations and maintenance 
management (de Fabris et al., 2008; Mosimann & Rios, 2014). Walker and Strathie 
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(2014) suggest that train recorder data is an underused but potentially important data 
source for understanding human performance and detecting risks in advance of 
accidents. This is particularly important in the context of the current safety 
performance of the rail industry, characterised by very few major incidents and 
relatively stable safety performance indicators. There are no major, obvious changes 
to be made to improve safety and new ways of looking at and using data are needed 
to give further insight into issues and potential improvements, as in the Safety II 
approach (Hollnagel, 2014), which proposes that human performance variability is a 
key part of system resilience and by studying how this variability contributes to 
good system performance we can better manage safety. 
As in other safety critical industries, human performance is a major contributor to 
safe railway operations, with an analysis by Evans (2011) finding that 69% of fatal 
railway accidents across seven European countries between 1980 and 2009 were 
primarily related to human performance. The train-driving task is primarily visual-
spatial, involving constant perception and processing of information (Gillis, 2007) 
and the majority of train driver physical actions are driven by information received 
(e.g. moving the traction handle in response to a change in the speedometer), placing 
a strong requirement for visual attention on the train driver. Key tasks involve 
processing information collected from both inside and outside the cab and applying 
route knowledge to correctly control the speed and braking of the train (Doncaster, 
2012; Hamilton & Clarke, 2005; Buksh et al., 2013). However, despite the apparent 
simplicity of the task, Naweed (2014) describes the train-driving task as complex, 
dynamic, and opaque. Although the basic tasks may be described reasonably simply, 
the actual practice involves changing conditions, event densities, and performance 
pressures that drive adjustments in motor skills and problem solving strategies. The 
complexity is driven by sometimes conflicting goals of time-accuracy, comfort, and 
speed regulation and the trade-offs required to optimise the overall journey. The 
dynamism comes from the constant need to regulate speed and finally, the opacity is 
due to the gaps in information when working with lineside signalling; drivers must 
use their route knowledge to infer future requirements. Thus, train driver 
performance is not simply a matter of perceiving and responding to stimuli as 
suggested by the use of simple information processing models, but is driven by 
continuous, proactive predication and planning (Elliott et al., 2007).  
A key question in monitoring and managing driver performance is, what are the 
attributes of good train driving? There is very little information in the literature 
directly addressing this question, although some papers list the attributes of good 
drivers (e.g. strong mental models, ability to anticipate, good concentration; Russell 
& Long, 2005). Some experimental studies have used measures such as use of 
braking power, adherence to speed limits, variability of speed, and reaction to 
warnings as dependent variables linked to driver performance (Dorrian et al., 2005, 
2006; Dunn & Williamson, 2012; Robinson et al., 2015) but there has not been 
specific validation of such measures as general indicators of driver performance, or 
any work to integrate different measures into a unified model. Driver performance 
measures are starting to be widely used in the road transport domain, where they can 
be collected by in-vehicle data recorders (IVDR) These devices can identify 
undesirable driving behaviours, such as speed, hard braking, accelerating, sharp 
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turning, and swift lane changes (Albert et al., 2011) and, in specifically equipped 
vehicles, even driver gaze and distance to lateral road marking (Pérez et al, 2010). In 
current implementations, this information is typically communicated to driver live 
while they are driving or as a performance summary at the end of the trip. Research 
has suggested that such feedback is linked to improved performance (e.g. Musicant 
et al., 2010; Donmez et al., 2008) and similar benefits may be attainable from the 
use of OTDR to provide feedback on train driver performance. Professional road 
drivers tend also to be monitored on energy efficiency, which may also be possible 
in the rail environment using OTDRs.  
Research in OTDR use in railway performance monitoring is more limited than 
IVDR, but a small number of studies have been published. Two studies (Walker & 
Strathie, 2014; Rashidy et al., 2016) analyse OTDR data to explore train driver 
interaction with warning systems. Interesting findings include a high false alarm rate 
(Walker & Strathie, 2014) and a consistently speedy response to alarms from some 
drivers (Rashidy et al., 2016). Such research provides highly useful insights into the 
effectiveness of real-world warning devices and highlights areas for possible 
improvements, but only utilises a small portion of the available data. Strathie and 
Walker (2015) have also applied link analysis and associated graph theory to the 
analysis of on train data recorders. The analysis linked each control action by a 
driver to their next control action in a diagrammatic form, and facilitated the further 
analysis of driver styles and differences. The results found that there was a 
difference in the number of links between elements of the control interface (i.e. 
some drivers moved between more pairs of controls than other drivers). The number 
of links was found to be fairly consistent within some drivers, i.e. they reflected a 
stable driving style of that particular driver, but variable across others. However, the 
data cannot be used to determine whether this reflects an inherently unstable driving 
style or external factors motivating different behaviours on each journey analysed. 
Other analyses, such as the sociometric status of a node, the mean number of throttle 
moves per journey, the network diameter (or number of links in a chain of 
movements), all also showed promise for differentiating between driver styles. 
These indicators have not yet been linked to ‘good’ driver performance, but many 
ultimately provide a way to differentiate between good and poor driving behaviours.  
Finally, Green et al. (2011) proposed the use of OTDR data in assessing driver 
performance. They note that such data is used in a qualitative fashion in current 
competence management, but that there is very little attempt to classify drivers 
according to their driving ability or risk. They identified five routine events for an 
initial implementation of driver performance monitoring, but did not provide any 
justification or evidence supporting these as valid metrics able to distinguish 
between different levels of driver performance: 
1. Speed at which power notch 4 is selected when accelerating (passenger 
comfort) 
2. Percentage of time in a braking sequence that the driver selects brake step 3 
(passenger comfort) 
3. Speed over TPWS grids approaching a Permanent Speed Restriction (PSR) 
(train speed) 
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4. Speed through a PSR as a percentage of the maximum speed (train speed) 
5. Mean speed when an AWS horn is received (train speed) 
These metrics can all be automatically calculated from the OTDR downloads, and 
displayed on a dashboard showing each drivers’ performance. In addition, software 
could also detect error events, such as wrong-side door releases, stopping at the 
wrong stop mark, and speeding. The same statistics could also be analysed by route, 
to highlight areas of concern on the infrastructure.  
To date, the limited research into the use of OTDR for performance monitoring has 
been piecemeal and/or unvalidated. A more coherent, scientific approach is 
necessary to guide future research. The aim of this paper is to present a framework 
within which to analyse and research OTDR application in human performance 
monitoring in a more structured fashion than has thus far been achieved. The paper 
will also discuss the potential use of the signals available in monitoring and 
improving human performance on the rail network.  
OTDR Data 
The OTDR record a wide range of signals; only those potentially relevant to driver 
performance will be discussed in this paper. The data are logged each time one of 
the monitored signals changes status, i.e. if any signal changes, all signal statuses are 
logged. The majority of the signals are digital, recording in bitcode format. The 
exceptions to this are the timestamp on each recording, the distance travelled in 
kilometres, the latitude and longitude at each recording, the system speed in km/h, 
and the brake pressure in bar. The distance travelled is an additive signal over the 
life of the unit (or until reset), so to calculate the distance travelled in terms of a 
particular journey, the distance value at the start must be known and subtracted from 
each subsequent recording. The brake and power notches selected by the driver can 
be derived from the relevant bitcodes. Other driver actions captured include: gear 
selected (forward, neutral, reverse), headlight selection (none, dipped beam, full 
beam), use of the horn, door openings (left and right side), and emergency brake 
activations.  
The Irish Rail system, on which the current research has been conducted, features a 
Continuous Automatic Warning System (CAWS) over parts of the network. The 
CAWS system provides the driver with an in-cab display of the last signal aspect 
(colour) encountered. Signal aspects dictate the speeds at which the train can safely 
travel while still being able to stop at red aspects. The CAWS system also draws the 
drivers’ attention to restrictive aspects, and the driver must acknowledge this 
auditory warning. The signal aspect according to CAWS is recorded in the OTDR, 
along with any activations of the acknowledgement button by the driver.  
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Figure 1. Sample of OTDR Data 
Figure 1 illustrates a graphical view of some of the available data showing the train 
speed, the bitcodes for the brake demand, CAWS aspects and acknowledgements, 
gear selection and headlight and horn use. The data can be exported to Excel for 
further analysis.  
Analysis Framework 
Investigating the potential uses of this data for train and/or infrastructure 
performance monitoring requires the use of a framework to structure the data 
analysis. The proposed framework is shown in Figure 2. The overall journey is 
broken into segments between station stops. Station stops can be reliably identified 
by those occasions when the recorded train speed is zero and the train doors are 
opened. The framework then defines six distinct phases within each segment for 
analysis: 
a) Station duties – defined as the time between the doors opening at the station 
stop (t1) and the power being applied to leave the station (t2). Possible 
metrics of interest in this phase include station dwell times, boarding times, 
time between doors closing and brake release/power applied, neutral gear 
selection, and the application of the brakes throughout the stop. 
b) Station departures – defined as the time between the power being applied 
(t2) and the first speed peak achieved on leaving the station (t3). Possible 
metrics of interest in this phase include the power profile (i.e. the specific 
power notches used when applying power), acceleration rates (several 
different metrics may be possible), and maximum speed achieved.  
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Figure 2.  Analysis framework 
c) Journey between stations – defined as the time between the first speed peak 
on departing the station (t3) and the application of the brakes on approach to 
the next station (t4). The application of brakes is analogous to the last peak 
in the speed profile, and although the application of brakes is not clearly 
identifiable in the speed profile presented, it is easily identifiable in the raw 
data. This phase does not occur on short journey segments where braking 
for the approaching station occurs immediately after the first speed peak 
but may be quite prolonged on journeys with lengthy intervals between 
stations. Possible metrics of interest in this phase include speed adherence 
(where data on line speed is known) and the variation in speed achieved 
using the median speed and a measure of dispersion. 
d) Station arrival – defined as the time from the start of the brake application 
(t4) and the doors opening at the station (t1). Possible metrics of interest in 
this phase include deceleration rate, braking profiles, maximum brake level 
applied, and final brake application. More advanced analysis of 
longitudinal dynamics may also be useful, as well as analysis of power 
consumption.  
The timeframe for station departures and station arrivals may vary widely between 
different journey segments, due to differences in the distance and permitted speed 
between the stations. Two further phases are therefore defined to facilitate 
comparison of departures and arrivals between stations: 
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e) Station starts – defined as the time between power being applied to leave 
the station (t2) and approximately 30 seconds following this (t5). Metrics of 
interest are likely to be similar to (b) 
f) Station stops – defined as the last ten seconds before (t6) the doors open at 
the station (t1). Metrics of interest are likely to be similar to (d) 
Both timeframes (30 seconds and 10 seconds) are arbitrary points, proposed to 
capture the initial acceleration away from the station and final deceleration towards 
the station. However, neither timeframe has yet been validated as the most 
appropriate.  
In addition to each of the journey phases, some overall journey statistics may be 
useful. Speed adherence may be an obvious method to monitor driver performance, 
but to achieve this with OTDR data would require a model of the network populated 
with the permitted speeds. This is not currently easily available and speed adherence 
can be only manually assessed directly from the data. Other metrics from the overall 
journey include use of the horn, headlight usage, speeds at downgrades to red 
signals, use of emergency brake, the percentage of time running on restrictive 
signals, and overall power and brake profiles.  
Analysis Potential 
The analysis of OTDR data within the defined framework still presents a number of 
research challenges. First, the data generated is extremely large, with approximately 
10,000 lines of data generated for each hour of travel with each signal being logged 
in each line of data. Big data techniques may be applied, but techniques such as 
map-reduce (Chu et al., 2007) are unlikely to give the required insights into 
performance and more complex processing of the data is likely to be required. This 
requires a computer programming and statistical analysis skill set that is likely 
beyond most HF practitioners. The data also requires extensive pre-processing to 
generate information. For example, the braking and power bitcodes must be 
combined and referenced to generate the actual brake or power selection. Such 
processing can be relatively easily achieved for a small number of journeys but must 
be automated in order to facilitate a more comprehensive analysis. The data also 
suffers from missing signals, such as door closing and wrong recordings, such as 
errors in the signal aspects generated by the CAWS system and incorrect power 
levels. These can complicate an automatic analysis and currently, in the research 
upon which this framework is based, must be manually identified and rectified. Such 
issues are likely to be temporary, and as the datasets are analysed and the possible 
human factors applications better identified and understood, more automated data 
analysis will be possible. But for initial exploration of the data, the processing is 
necessarily somewhat manual and time-consuming and may require collaboration 
with computer science and statistics disciplines.  
Nevertheless, the data shows strong potential for generating useful knowledge of 
both train driver and infrastructure performance and should be further researched. 
Initial research questions include: 
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What is the variation between drivers and within drivers? 
In order to serve as a useful element of a competence management system, the data 
should be able to differentiate between drivers who are performing well and those 
who require improvement. The first step in addressing this is to understand the level 
of variation within and between drivers, to determine whether it is possible to 
sensitively discriminate between drivers at any level. If it is not possible to 
discriminate between drivers, or types of drivers, then the use of the data in 
performance management is likely limited to the monitoring of rule infractions or 
specific events, e.g. overspeeds, use of emergency brakes, etc. If it is possible to 
discriminate between driver profiles, additional parameters may be available from 
the data. Research would therefore be required to identify what parameters can 
reliably be used to discriminate between good and poor performance.  
What are the key parameters that indicate ‘good’ performance? 
In order to facilitate improved performance, it must be possible to differentiate good 
performance from poor performance. At present there are no validated metrics that 
differentiate good drivers from poor drivers, or good infrastructure from poor 
infrastructure. Existing competence management systems may provide a starting 
point for driver performance to identify initial metrics for measurement and 
validation where train drivers are currently routinely assessed by supervisors 
travelling in cab or reviewing a single downloaded train journey to identify 
deviation from expected performance. More fundamental research is needed to 
determine metrics for assessing the infrastructure, but models such as the Route 
Drivability Tool (Hamilton & Clarke, 2005) may provide some insight. The data 
may facilitate monitoring beyond simple ‘red-line’ exceedances (e.g. speed 
adherence) and allow more detailed analysis of driver variability and resilience in 
line with the Safety II approach (Hollnagel, 2014). Future research should focus on  
identifying the metrics with the most potential to reveal insights on driver and/or 
infrastructure performance.   
How to incorporate this data in competence management systems? 
Once parameters for driver performance have been identified, a further important 
question is how to incorporate these into competence management systems in an 
ethical way. The data is collected at a far more granular, detailed and consistent 
level that is currently possible in driver management systems, and the prospect of 
continuous monitoring may not be desirable to drivers and may result in increased 
levels of stress and worry over relatively minor errors or variations in performance. 
Employee tracking has not been positively received in other organisations (e.g. 
Amazon) and there are genuine ethical questions about privacy and the use of this 
data. However, it is already in effect for similar professions (e.g. professional truck 
drivers). Finding the right balance of safety and performance monitoring is not a 
trivial task. One possible solution may be to direct much of the data towards the 
drivers themselves, as in road driving applications (e.g. Albert et al., 2011), to allow 
them to directly compare their own performance to an average of their peers rather 
than receiving feedback from supervisors.  
 framework for HF analysis of on train data recorders 77 
Conclusions 
The data available from OTDR appears very promising with potential applications in 
competence management and safety management.  The detail available in the data 
sets may provide an approach to monitoring and improving railway safety 
performance, based on day-to-day operations. This paper has presented a framework 
within which to continue research in exploring this potential, and suggested some 
possible metrics that may be available. Further research is needed to validate these 
metrics and propose how they can be used in practice to improve railway safety and 
performance. Within this, there is a need to consider ethical use of the data in 
supporting drivers and not in ‘big brother’ style management.  
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So far the steering wheel, as an important interface of Driver-Vehicle-Interaction, is 
not sufficiently investigated in the field of vehicle automation. At the stage of 
conditional automated driving it is still unclear, how the steering wheel should 
behave during the phase of piloted hands-off driving and in take-over situations. A 
driving simulator study was conducted to evaluate three strategies of steering wheel 
behaviour (full, 50% reduced, no steering wheel movement) regarding 
controllability of vehicle guidance and driver acceptance. The scenario based on a 
requested take-over situation in a curve on a rural road. A total number of 62 
subjects (36 female, M = 39.2 years, SD = 11.1) participated in the study. The full 
steering wheel behaviour resulted in the slightest deviation from the autopilot 
steering reference in the take-over situation and was most accepted by the drivers in 
the take-over situation. In contrast the 50%-reduced steering wheel movement was 
evaluated as best in the piloted phase. The waiver of steering wheel movement 
reduced vehicle controllability and driver acceptance. Further research in on-road 
driving studies is required to investigate the functions of the steering wheel in 
conditional automated driving in a more realistic context and to validate these 
results.  
  Introduction 
According to the statements of numerous OEMs and internet companies, like 
Google, the vision of self-driving vehicles is no longer in unreachable distance 
(Wachenfeld et al., 2015). Nowadays, Park and Traffic Jam Assistants enable partly 
automated driving in certain driving situations. The raising automation levels will 
contribute to a new quality of individual mobility. Conditional automated driving is 
considered to be particularly beneficial to the driver, as it is based on a guaranteed 
time reserve for take-overs (Gasser et al., 2013). Since the automated function 
enables hands-off driving and permanent monitoring is no longer necessary, 
conditional automated driving reveals new scopes for executing non-driving related 
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activities. In conditional automated driving the driver acts as fall back in case of 
predictable system limits. That is why the design of the interaction between the 
driver and the vehicle (human-machine interaction, HMI) is particularly relevant for 
the safety in conditional automated driving, especially in take-over situations. Such 
situations are characterized by a shift in the responsibility for the vehicle control 
between the autopilot and the driver. There is a need for an appropriate HMI in 
conditional automated driving for resuming control over the vehicle to the driver in 
various take-over situations. Prior research in the field of conditional automated 
driving focused on the HMI design of effective take-over requests (Naujoks, Mai & 
Neukum, 2014), the usability of certain driver-vehicle interfaces for take-over 
requests (Damböck et al., 2012), the effect of non-driving related tasks on take-over 
quality (Radlmayr et al., 2014) and the development of design guidelines for a 
human centred design of take-over situations (Gasser et al., 2013). But there are still 
open fields of research, for instance the role of the steering wheel in conditional 
automated driving. 
It can be argued that the steering wheel represents an important driver-vehicle 
interface in manual driving giving attention to the fact that the steering wheel serves 
as operating element for the input of the target course as well as a source of visual 
and haptic feedback of the actual vehicle trajectory. As conditional automated 
driving enables hands-off driving, the role of the steering wheel as a salient and 
intuitive HMI during piloted driving and the take-over situation needs a closer look. 
It can be argued that keeping full steering wheel movements during conditional 
automated driving would serve as a source of visual feedback for the driver and 
would therefore be perceived as transparent and reliable. On the other hand, full 
steering wheel movements could increase the risk of injuries caused by grasping into 
the rotating steering wheel. Another disadvantage is the continuous movement that 
is likely to be experienced as disturbing for non-driving related activities such as 
reading or texting. Furthermore micro-wheel adjustments may cause a decreased 
confidence in the automated functions. A complete waiver of steering wheel 
movements during piloted driving would probably enhance comfort and may 
decrease the risk of injuries by grasping into the steering wheel. Though the waiver 
of steering wheel movements would go in hand with the deprivation of visual 
feedback of the vehicle target heading and would lower their ability to take back 
control of the vehicle during the take-over situations, especially in curves or turning 
manoeuvres that result in a dissonance between steering wheel angle and wheel 
angle.  
There is a need for a new definition of the role of the steering wheel in conditional 
automated driving. The question remains, how the steering wheel should behave 
during hands-off piloted driving. Should the steering wheel keep rotating or could a 
total waiver of the steering wheel movement be considered? Google is even 
considering banning the steering wheel completely out of their fully automated 
vehicles. To the best of our knowledge no study has given detailed consideration to 
the functions of the driver-vehicle interface steering wheel in the context of 
conditional automated driving yet.  
In the study presented here, an exploratory procedure was chosen to give a first look 
at the new ground of the steering wheel behaviour in conditional automated driving 
The focus of the driving simulator study was to evaluate the effects of three steering 
wheel behaviours on the controllability of vehicle guidance and the driver’s 
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acceptance. The steering wheel behaviour differed in the magnitude of turning 
motion during the piloted driving: 1) full, 2) 50 % reduced and 3) no steering wheel 
movement. The three strategies were investigated in 1) conditional automated 
piloted driving and 2) in a take-over situation in a curve. The aim of the study is to 
give a first exploratory look on the question, how the steering wheel should behave 
in conditional automated vehicles to provide a safe and pleasant driving experience. 
   Method 
   Strategies of steering wheel behaviour 
In the driving simulator study three configurations of steering wheel behaviour were 
tested which differed in their magnitude of turning motion: 1) full steering wheel 
movement 2) 50% reduced steering wheel movement and 3) no steering wheel 
movement (table 1).   
Table 1.Comparison of the three steering wheel behaviour strategies regarding configuration, 
potential advantages and disadvantages 
 Full steering 
wheel movement 
50 % reduced 
steering wheel 
movement 








50% reduced steering 
wheel angles 
 
No steering wheel 
movement, steering 










• Reduced risk of 
injuries while 
grasping the 
steering wheel  
• Visual feedback 
 














• Feeling of 
insecurity 




• Discrepancy of 
steering wheel and 
vehicle wheels 
• No visual feedback 
• Passivity of driver 
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In the strategy with full steering wheel movement the steering wheel kept rotating in 
piloted driving like in manual driving. As a result the steering wheel angle was 
always in accordance with the wheel angle.  
The 50% reduced steering wheel strategy was indicated by 50 %-reduced steering 
wheel movement during piloted driving. The steering wheel movement were halved, 
so that they reflected only a 50% proportion of the real wheel angle movements. As 
a result the steering translation was more direct in take-over situations, which means 
that the turning motion of the steering wheel resulted in a larger turning angle of the 
wheels. 
The strategy with no steering wheel movement was characterized by the complete 
waiver of steering wheel movement during piloted driving. The steering wheel 
remained in the straight ahead position during all manoeuvres. Therefore, the 
strategy resulted in a dissonance between the wheel angle and the steering wheel 
angle in a curve or during a turning manoeuvre. 
A pre-test with eight participants from the Division Group Research of Volkswagen 
AG (woman = 3) showed that a take-over in a curve or during an overtaking 
manoeuvre was difficult to manage in the condition with no steering wheel 
movement when the autopilot was instantly deactivated at the moment of first driver 
contact. To improve the controllability in the take-over situation the autopilot 
function was faded out over a period of 5 s after the first driver`s contact. This was 
done to avoid oversteering in the moment of the take-over. The fadeout of the 
autopilot was applied to each of the steering wheel strategies. 
Driving scenario 
The three strategies of steering wheel behaviour were tested in two situations on a 
rural road: 1) hands-off piloted driving and 2) a take-over situation in a curve. The 
drivers started each ride in manual mode and handed the vehicle control to the 
autopilot 10 s after they started. The piloted ride took about 4 min (5km). 
Subsequently, drivers were requested to take over the vehicle control in an S-curve 
(figure 1). The left curve was poorly visible because of greenery and a hillock at the 
left side. The autopilot approached the S-curve with a speed of 75 km/h. The road 
width was 3.65 m. The drivers were informed about the imminent take-over by a 
countdown while reaching the S-curve. The countdown was presented via a message 
at a head-up display (“Please take over in 10 s”, (1)). They were encouraged to take 
over by steering, braking or accelerating just at the moment when the message 
counted down to zero, as shown in figure 2 (“Please take over”, (2)). By means of 
the countdown the time reserve for take-over of 10 s was guaranteed, which is 
recommended by prior research for ensuring a safe take-over in conditional 
automated driving (Petermann-Stock et al., 2013). Furthermore the countdown was 
used to ensure that all drivers take over at the same time in the curve. After the take-
over situation the autopilot faded out during a time of 5 s (3). The ride was stopped 
by the study coordinator after the participants completed the curve. 
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Experimental design and dependent variables 
In the study a within-subjects-design was chosen. The order of the three steering 
wheel strategies was varied, resulting in six permutations via a Latin square. The 
participants were randomly assigned to one of the six permutations.  
 For the dimension driver reaction the following parameters were used for a 
plausibility check: 1) mode of take-over, 2) point in time of take-over, 3) occurrence 
of a braking reaction and 4) time of first braking as shown in table 2. Three modes 
of take-over were 1) stepping on the gas, 2) braking and 3) steering. The point in 
time of take-over was defined by the difference between the actual time and the 
required time of take-over, indicated by the countdown. A take-over at an early point 
of time, before the countdown counted down to zero, was seen as an indicator for 
uncertainty of drivers and a decreased controllability of the situation. Point in time 
of braking was defined by the time when the driver pushed the braking pedal for the 





Figure 1. Schematic illustration of the sequence of the take-over situation in the curve. 
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Figure 2. Screenshot of the driving scenario in the moment of take-over request in the curve 
(“Please take over!”) 
Table 2. Overview of the recorded driving data for plausibility check and measuring 
controllability of vehicle guidance in the take-over situation  
Dimension Parameter Category/unit of measurement 
Driver reaction 
Mode of take-over Accelerating, braking or steering 
Time of take-over 
Time before or after requested 
take-over in seconds 
Braking reaction Yes/no 
Time of first braking 




Root mean square error of 








Controllability of the vehicle was measured by driving data in the take-over situation 
and was divided into two parameters: 1) parameters of steering and 2) lateral 
dynamics. Regarding the parameters of steering the parameter root mean square 
error of steering wheel angle was analysed (Schmidt, 2009). For this analysis the 
steering wheel angle was calculated in relation to the autopilot`s steering wheel and 
was defined as the root mean square deviation from the reference in degrees. For this 
purpose, a reference ride without take-over was conducted. Under the dimension of 
lateral dynamics the number of exceedances of the road markings in the curve at the 
left and the right were recorded. An exceedance was counted as such if distance of 
the outer back wheel to the road marking exceeded 0 cm (Östlund, Nielssen, 
Carsten, & Merat, 2004). A negative distance is therefore interpreted as an 
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exceedance of the road markings. Quantity and duration of exceedances were not 
considered in the analysis, it was of single interest if the marking was exceeded once 
to evaluate the controllability of vehicle guidance in the take-over situation. All 
indicators of controllability were analysed for a time period of 5 s after the required 
take-over because this was the length of time when the impact of the autopilot faded 
out. 
Driver acceptance of the steering wheel strategies was measured by two 
questionnaires referring the two situations: 1) the piloted driving and 2) the take-
over situation. To compare the effect of the steering wheel strategies between the 
two situations the items were nearly identical. The questionnaires based on items of 
the factors trust, comfort, usability and system control of the acceptance 
questionnaires of driver assistance systems by Arndt (2011) as well as own items. 
The answer format consisted of 15-point Likert scales based on Heller (1982). Table 
3 shows two examples of questions. To gather data about the subjective 
controllability of the steering wheel strategies the Disturbance Rating Scale by 
Neukum and Krüger (2003) was used. The scale is clustered in five categories of 
disturbance rating: 1) not noticeable, 2) noticeable, 3) disturbance of driving, 4) 
serious disturbance of driving and 5) uncontrollable driving. The categories 2 to 4 
are subdivided into three stages, resulting in an 11-point scale. 
Furthermore a socio-demographic questionnaire was given to the participants. It 
included questions about their personal background, annual mileage and experiences 
with driving simulator studies. 
Table 3. Examples of questions of the acceptance questionnaire  
How well did you like the steering wheel behaviour during piloted driving? 
How well did you like the steering wheel behaviour in the take-over situation? 
How comfortable was the steering wheel movement during the piloted driving? 
How comfortable was the steering wheel behaviour in the take-over situation?  
 
Participants 
A total of 62 drivers (36 female, 26 male) participated in the study. They ranged 
from 19 to 58 years of age (M = 39.2 years, SD = 11.1 years) and had held their 
driver’s license for on average of 21.0 years (SD = 10.8 years). Drivers were 
recruited from the participant pool of Volkswagen AG. A majority of the 
participants already had participated in a driving simulator study and thus were 
familiar with driving in this simulator. All participants had normal or corrected-to-
normal vision.  
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Experimental setting 
For the study, the fixed base driving simulator at Group Research of Volkswagen 
AG was used (Figure 3). The virtual environment in the simulation was shown on 
three wide screens (3.00 x 2.25 m), providing a field of vision of about 180°. 
Furthermore three monitors provided a full rear-view. The driving scenarios were 




Figure 3.  Static driving simulator of the Group Research of Volkswagen AG 
Procedure 
After welcoming the participants they filled in the socio-demographic questionnaire. 
Then, the participants were introduced to the driving simulator setting. In the 
beginning, the participants were not informed about the real aim of the study. They 
were briefed to test a novel function that enables conditional automated driving. 
During a training session of ten minutes drivers had to activate the autopilot and 
resume the vehicle control three times after a short piloted ride with full steering 
wheel movement. This was done to practice the required behaviour regarding the 
take-over countdown. After the training, the drivers started the first ride with one of 
the three steering wheel strategies. Afterwards the participants completed the 
questionnaires concerning the piloted phase and the take-over situation. This 
procedure was repeated for the other two strategies. At the end, they were briefed 
about the real aim of the study and were compensated for their participation. 
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  Results 
Data analysis 
For data analysis the statistical software SPSS 22 was used. Driving data and 
acceptance rating were analysed by univariate analysis of variance (ANOVA) with 
repeated measures. Cochran-Q Test was used for analysing the dichotomous 
dependent variable exceedances of road markings. In case of a violation of the 
sphericity assumption a Greenhouse-Geisser correction was applied. Post-hoc tests 
were used to compute pairwise comparisons. The significance level was alpha = 
0.05 and was Bonferroni-corrected, if necessary.  
Plausibility check 
In most of the take-over situations the drivers took over the vehicle by steering(n = 
163, 88 %). The remaining take-over manoeuvers were initialized by accelerating 
(11 %) or braking (1%). The point in time of take-over varied significantly between 
the steering wheel strategies (F(2;122) = 11.8, p < .001). While driving without 
steering wheel movement the drivers took over the vehicle control significantly 
earlier (M = -0.06 s, SD = 0.11 s, p50%-0% =.001, p100%-0% < .001). The result indicates 
a reduced perceived controllability of the strategy without any steering wheel 
movement. Most of the drivers applied the brake during the take-over situation in 
the curve (96.24 %). No significant difference between the steering wheel strategies 
on the time of first braking were found (F(2;122) = .331,p = .719). 
Controllability  
The analysis showed a significant main effect of the steering wheel strategy on the 
RMSE of the steering wheel angle (F(1.6;96.2) = 15.6, p < .001). The full steering 
wheel movement showed a smaller RMSE of steering wheel angle (M = 8.5°,SD = 
4.6°) compared to the 50 % reduced steering strategy (p100%-50% = .009) and no 
steering (p100%-0% < .001). In the 50 % reduced steering strategy RMSE of steering 
wheel angle totaled up to 11.1° (SD = 6.6°) and differed significantly from the 
strategy without steering wheel movements (M = 15.2°, SD = 9.8°; p50%-0% = .012).  
Cochran-Q Test showed a significant effect of the steering wheel strategy on the 
number of exceedances of the left road markings in the curve (X²(2, 62) = 13.5,p = 
.001). Drivers with 50% reduced steering wheel movements exceeded the left road 
markings less frequent (n = 15), compared to the full steering strategy (n = 28; p100%-
50% = .009) and the no steering strategy (n = 34; p50%-0% < .001, figure 5). The 
steering wheel strategy showed no significant effect on the number of exceedances 
of the right road marking (X²(2, 62) < .001, p = 1.000). In each steering wheel 
strategy drivers exceeded the right road markings in 46.8 % of the take-over 
situations (n = 29). 
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Figure 4. Root mean square error (RMSE) of steering wheel angle per strategies of steering 
wheel movement shown as boxplot diagrams 
 
 
Figure 5. Number of drivers exceeding the left road markings per steering wheel strategy.  
 Driver Acceptance 
Driver acceptance was analysed regarding the two situations of conditional 
automated driving: 1) piloted driving and 2) take-over situation. 
The analysis of the generic evaluation of the three strategies (figure 6) showed a 
significant effect of the strategies in piloted driving (F(1.6; 99.5) = 11.3, p < .001) 
and in the take-over situation (F(1.8; 110.5) = 30.3, p < .001). In piloted driving full 
(M = 10.89, SD = 3.1) and 50% reduced steering wheel movement (M = 11.73, SD = 
2.2) were evaluated better by the drivers than the condition without steering wheel 
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full and 50% reduced steering wheel movement showed no significant difference in 
piloted driving (p100%-50% = .267). In the take-over situation the drivers evaluated the 
full steering wheel movement as best (M = 11.60, SD = 2.91) compared to the 
strategy with 50 % reduced steering wheel movement (M = 10.32, SD = 2.8; p100%-
50% = .028). The strategy without steering wheel movement were the least accepted 
by the drivers in the take-over situation (M = 7.27, SD = 3.82;p100%-0% < .001, p50%-0% 
< .001).  
 
Figure 6. Mean and standard deviation of general evaluation of the three strategies of 
steering wheel movement during piloted driving (left) and in the take-over situation (right). 
With regard to the evaluation of comfort the analysis showed a significant main 
effect of the steering wheel behaviour on the driver`s assessment of comfort during 
piloted driving (F(1.6; 98.2) = 9.6, p < .001) and in the take-over situation (F(2; 
122) = 24.1, p < .001, figure 7). The strategy with 50% reduced steering wheel 
movement was rated as the most comfortable by the drivers during the piloted 
driving (M = 11.9, SD = 2.0, p100%-50% = .027, p50%-0% < .001) whereas the full 
steering wheel movement were rated as the most comfortable in the take-over 
situation (M = 11.6,SD = 2.8, p100%-50% = .038; p100%-0% < .001). During the piloted 
phase there was no significant difference in the evaluation of comfort between the 
full steering wheel movement (M = 10.76, SD = 3.0) and the condition without 
steering wheel movement (M = 9.42, SD = 4.2; p100%-0% = .167). In the take-over 
situation the strategy without steering wheel movement (M = 7.47, SD = 4.11) was 
rated significantly less comfortable by the drivers than the other two strategies 





































p = .028 
p = .267 p < .001 
full 50% reduced no 
Steering wheelmovement 
How well did you like the steering wheel 























 Steering wheelmovement 
 
p < .001 
p < .001 
p = .028 













How well did you like the steering 
wheel behaviour during the take-
over? 
 
90 König, Schlag, & Drüke 
 
Figure 7.Mean and standard deviation of comfort rating per steering wheel strategy during 
piloted driving (left) and in take-over situation (right). 
 
 
Figure 8. Disturbance rating (Neukum & Krüger, 2003) per steering wheel strategy in the 
take-over situation shown as boxplot diagrams. 
An ANOVA was conducted to evaluate the disturbance rating scale (Neukum & 
Krüger, 2003) regarding the steering wheel behaviour. Driver`s disturbance ratings 
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= 28.6, p < .001, figure 8). The rating of full steering wheel movement ranged from 
not noticeable to serious disturbance of driving (Range 0-7) whereas 50% reduced 
and no steering wheel movement ranged up to 9. Nevertheless disturbance ratings 
did not differ significantly between full and 50 % reduced steering wheel movement 
(p100%-50% = .091). Drivers tend to feel more disturbed when there was no steering 
wheel movement (p100%-0% < .001, p50%-0% < .001). 
Discussion 
The aim of the driving simulator study presented here was to examine the influence 
of different steering wheel strategies on controllability of vehicle guidance and 
driver acceptance in conditional automated driving. The results give a first insight 
into the question, how the steering wheel should behave in hands-off piloted driving 
and in a safety-critical take-over situation in a curve.  
In the take-over situation the full steering wheel strategy resulted in the slightest 
deviation of steering wheel angles from the autopilot steering reference. This 
indicates that the continued rotation of the steering wheel enables the driver to take 
back control over the vehicle in the take-over situations due to a coupling of steering 
wheel angle and wheel angle. This result is supported by the driver`s subjective 
rating. The full steering strategy was explicitly preferred by the drivers in the take-
over situation.  
 With the 50 % reduced steering wheel movement the number of drivers exceeding 
the left road marking in the take-over situation was smaller than with the other two 
strategies. A possible explanation for this effect could be that drivers overestimated 
the steering wheel angle of the autopilot in the condition with 50 % reduced steering 
wheel angles and therefore steered slighter. Especially during piloted driving the 50 
% reduced steering wheel movement was evaluated as most comfortable by the 
drivers.  
The no steering strategy caused the highest deviation of the steering wheel angle 
from the autopilot`s reference in the curve. This result is supported by the lower 
rating of comfort and higher disturbance potential of the no steering strategy in the 
take-over situation compared to the other two strategies. 
 In conclusion, there were strong differences in the effect of the three steering wheel 
strategies on vehicle controllability and driver acceptance. Overall, the analysis 
showed a preference of the full steering wheel behaviour in the take-over situation, 
whereas the 50 % reduced steering wheel movement was preferred during piloted 
driving. In contrast to the other two strategies, the waiver of steering wheel 
movement was not well accepted by the drivers, especially in the take-over situation. 
Thus, a complete waiver of steering wheel movement cannot be recommended. 
However the results indicate that a reduction of the steering wheel movements could 
be considered in future conditional automated vehicles, though an adjustment of the 
take-over process is necessary to improve vehicle control and comfort while 
resuming control in a take-over situation. This could be done by an enhanced 
assistance of the autopilot in the take-over situation. Another question that remains 
unanswered covers the effect of the fadeout of the autopilot in the take-over 
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situation. Further research is needed to examine the influence of different types and 
lengths of fadeouts on the controllability of vehicle guidance.  
The results of the study should be considered with caution because the study was 
conducted in a static driving simulator. As Schmidt (2009) and Neukum et al. (2009) 
showed, lateral acceleration and gear rate of the vehicle are important predictors of 
the subjective rating of steering wheel functions. Therefore, further research in on-
road driving studies is required to examine the functions of the steering wheel in 
conditional automated driving in a more realistic context to validate the results. 
 In conclusion, it is not possible to already recommend the use of one of these 
steering wheel behaviours for future conditional automated vehicles. However, the 
driving simulator study enables first insight into the role of the steering wheel in 
conditional automated driving. Paying attention to the restrictions of the study the 
research question “Should the steering wheel rotate” should be yes, but how remains 
as an open question. 
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  Abstract 
During the last several years, numerous studies have been published regarding the 
human factors challenges in vehicle automation. For conditional automation (SAE, 
2014), vehicles must support the driver at non-driving related activities during 
automated driving as well as manual driving. Both activities have conflicting 
requirements regarding the vehicle interface, especially for the steering wheel. In 
order to solve this conflict, Kerschbaum et al. (2015) introduced the idea of 
changing the steering wheel shape depending on the active driving mode. However, 
it turned out that the asymmetrical transformation process which is based solely on 
rotating joints applied in that study prolonged the time drivers needed to take over 
control from the automation. In this paper, the investigation of an alternative 
technical solution is presented which allows a symmetric transforming motion of the 
steering wheel rim. The system was tested in a high fidelity driving simulator study 
with different take-over scenarios; a state-of-the-art steering wheel served as the 
control condition. It turned out that the symmetrical transformation indeed 
influences gaze- and motion reaction parameters, but contrary to the asymmetrical 
transformation, the main effects are rather positive. 
  Motivation 
In the near future, conditional automation (SAE, 2014) of the driving task is 
expected to be available for passenger vehicles. At this level of automation, the 
driver may withdraw from the driving task completely when certain conditions are 
met. Still, the driver must be ready to take over control should the automation reach 
a system boundary. In this case, it triggers a take-over request (TOR) while the 
driver is still provided with a sufficient amount of time to take over. Regarding the 
human factor of conditional automation, numerous studies have been conducted 
during the last decade (e.g. see Gold et al., 2013; Lorenz et al., 2014; Merat et al., 
2014; Naujoks et al., 2014). Generally, conditional automation requires the vehicle to 
allow the following three tasks for the driver: 
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 Automated driving while dealing with non-driving related tasks. In case this task 
involves a display in the vehicle, the driver should ideally have free access to it 
when seated in physiologically neutral body posture. In this position, comfortable 
interaction is also possible during long-term automated drives.  
 Manual driving. For lateral guidance of the vehicle, the round-shaped steering 
wheel is commonly applied in modern vehicles. 
 The transition between these modes, especially from automated to manual driving 
if requested by the automation (also referred to as ‘take-over situation’ in the 
following). This transition implies the redirection of visual attention, manual 
regaining of control and taking over based on rebuilt situation awareness (Endsley 
& Kiris, 1995; Gold et al., 2013) 
  
Automated driving and manual driving result in competing requirements for the 
vehicle cockpit, especially the steering wheel (cf. Kerschbaum et al., 2015). The static 
round-shaped rim is a valid option for manual driving. However, it blocks the space 
right in front of the driver which is valuable for the allocation of displays and controls 
optimal for non-driving related activities during automated driving. This goal conflict 
may be solved due to physical transformation of the steering wheel rim when changing 
the driving mode. This is a salient change of the cockpit geometry, and especially the 
re-configuration of the circular shape in take-over situations has the potential to 
accelerate the driver reaction. However, it must not hinder the driver in any way 
during the transitions between the driving modes.  
The experiment reported by Kerschbaum et al. (2015) revealed that an asymmetrical 
transformation of the steering wheel indeed has influence on the transitions. It 
decreases the time until drivers start moving after the TOR while it prolongs the 
take-over time in certain take-over situations. Generally it remained unclear if the 
results were affected by the unusual asymmetric motion of the rim segments and the 
investigation of symmetrical transformation seemed relevant in this context. For this 
reason, a study was conducted in the high fidelity driving simulator of BMW Group 
Research & Technology focusing on take-over situations. In this study, a 
symmetrically transforming steering wheel (“TSW”) was compared to a state-of-the-
art steering wheel (control condition, “CC”). The following research questions need 
to be answered: 
 Is there any influence of a symmetrically re-transforming steering wheel on the 
guidance of visual attention after a TOR? 
 Is there any influence of a symmetrically re-transforming steering wheel on the 
motoric regaining of control after a TOR? 
 Are there any associated effects of a symmetrically re-transforming steering wheel 
regarding the manual driving task after the transition from automated driving? 
 
  Method 
  Concept and hypotheses 
The symmetrically transforming steering wheel was implemented with four rotating 
joints in the rim, separating it in four segments. The upper segment was equipped with 
a telescopic element. When driving in automated mode, all upper segments moved 
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downwards and allowed free prospect to the instrument cluster display. In case of a 
TOR, they symmetrically moved upwards and form a round-shaped rim as known 
from modern vehicles within less than one second. During manual driving mode, the 
steering wheel remained circular and stiff. The process of symmetrical re-
transformation during the transition task from automated to manual driving mode is 
illustrated in Figure 1.  
 
 
Figure 1. Symmetrical transformation process. 
The physical, symmetrical movement of the steering wheel rim segments enhanced 
the TOR warning signal at take-over situations which was expected to lead to a 
quicker redirection of visual attention of drivers towards the driving scene. 
Consequently, the gaze reaction times were believed to be influenced which includes 
the first saccadic reaction and the time span until drivers have their eyes on the road 
after the TOR. An additional hypothesis was that the enhanced warning signal 
influenced the hand movement reaction of drivers. In contrary to the experiment 
with the asymmetrical transformation, this potentially includes the hands-on times as 
the symmetrical transformation process is smooth, visually balanced and therefore 
less distracting during the transition task. It still might shortly attract the driver’s 
attention (Yantis & Jonides, 1984), and make drivers hesitate after their initial start 
of movement. Regarding the take-over time and the manual driving quality after the 
transition, no hypothesis could be derived from literature or former experiments. 
However, the corresponding data was analysed because any detrimental effect would 
be highly important when discussing the symmetrical transformation of the steering 
wheel rim. Besides the steering wheel concept, the driver interface of the mock-up 
vehicle was kept simple: the active driving mode was illustrated by coloured icons in 
the instrument cluster display. In case of a TOR, a clearly audible tone and a red 
icon warned the driver to take over control.  
Experiment design 
In order to ensure the participant’s safety, a high fidelity driving simulator was 
chosen for the experiment which allows participants to experience kinaesthetic 
feedback while driving. The mock-up car was a 2010 BMW 5 Series equipped with 
all required mirrors and a full simulated driver interface including visual displays 
and sound. The original steering wheel of the mock-up car was exchanged with a 
steering wheel prototype which was able to implement the symmetric transformation 
of the rim. As illustrated in figure 1, it had four rotating joints integrated and a 
custom-made telescopic element at the top. This element could change its length 
along the circular trajectory of the original steering wheel rim. The core structure of 
Rotating joints
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the prototype was made of stainless steel, the next layer was formed by 3d-printed 
parts. Microcellular rubber was integrated to create a comfortable feeling when 
touching and grasping the rim. The entire rim was additionally covered with a 
ductile fabric. The required force for transforming the steering wheel was generated 
by a linear actuator in the motor compartment and transmitted through the dashboard 
to the steering wheel by steel cables. Due to this solution, the driver could not hear 
the actuator noise which was found to be one possible influence on the results 
reported for the asymmetrical transformation (cf. Kerschbaum et al., 2015). The 
built-in controller in the actuator was programmed to limit the applied force for 
safety reasons, the software to control the actuator was implemented on a 
microcontroller. 
The driving simulator allowed participants to drive on a virtual highway with three 
lanes and one emergency lane. It provided ordinary straight segments and curves. 
On the virtual highway, event areas were implemented at which specific driving 
situations could be generated for the driver. Regarding the research questions 
explained above, two take-over situations were defined. In situation ‘A’, the driver 
was prompted a TOR while driving on the right lane on straight track (cf. 
Kerschbaum et al., 2015). At the same moment when the TOR occurred, two 
crashed cars became visible on the right lane with TTC=7s for the driver to react. 
The left lane was blocked by traffic cars, so the driver could only swerve to the 
middle lane or brake after taking over in order to avoid an accident. In situation ‘B’, 
a TOR was prompted but there was no immanent risk for the driver to collide. The 
road ahead was free. This situation simulated a TOR due to an internal technical 
problem of the automation. It was integrated in order to investigate the driver 
reactions with no extrinsic motivation to react. Additionally, situation ‘T’ (traffic) 
was implemented. Here, the vehicle approached a traffic jam while driving in a 
curve. Again, a TOR was triggered with TTC=7s for the driver to brake and avoid a 
crash. The aim of situation T was to increase the variety of situations and therefore 
eliminate learning effects. Because no steering maneuver was necessary, situation T 
was not adduced for data analysis. In order distract participants from the driving 
scene before the TOR, they were provided with a simple game in all take-over 
situations. It was displayed on the instrument cluster screen and controlled with a 
control unit in the middle console of the mockup vehicle. The game popped up at 
random times, but always before a TOR occurred. The driving situations are 
depicted in Figure 2. 
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Regarding the experimental procedure, 62 employees of the BMW Group took part 
in four consecutive drives. The goal of the first test drive was to familiarize the 
participants with the driving simulator environment. Only manual driving mode was 
available with no traffic cars on the highway. In the second test drive, participants 
could get used to the automated driving mode. With a button on the dashboard, 
automation could be activated, deactivating was possible by steering, braking or 
using the button again. On the highway, there were traffic cars and for two times, 
situation A occurred. This allowed to get participants used to the TOR warning 
signal and the requirement to engage in manual driving afterwards. In the following, 
a repeated measures design was implemented with the two within-factors ‘steering 
wheel concept’ and ‘take-over situation’. Two more experimental drives were 
executed, one with the transforming steering wheel, one with the control condition 
concept. In both drives, situation A occurred three times, situation B twice. This 
distribution was chosen because in situation A, participants were required to engage 
in a time-critical steering maneuver which was most difficult for the measurement 
systems to capture without errors. Situation T was not utilized for the comparison of 
the steering wheel concepts as explained above and therefore interspersed only once. 
The order of occurrence regarding both factors was permuted to avoid sequence 
effects. The steering wheel concept which was provided in the first experimental 
drive was also used in the preceding test drive.  
Operationalization 
The dependent variables chosen to answer the research questions above are identical 
to the experiment reported by Kerschbaum et al. (2015). The gaze reaction time 
(variable tgaze) describes the time span from TOR until the first saccadic reaction of 
drivers. The road fixation time (variable troad) describes the time span until drivers 
fixate the driving scene after TOR (see also Gold et al., 2013). Gaze data was 
recorded with eye-tracking glasses (‘Dikablis’). Regarding the driver’s hand 
movement, the first movement reaction (variable tmove) and the time span until 
drivers have their hands on the steering wheel (variable thands-on) after TOR are 
calculated. Movement data was recorded using an optical motion capturing system 
(‘VICON’ Bonita B10) with seven cameras. Therefore, passive markers were glued 
onto the drivers’ hands and fingers. In order to allow the tracking of the driver’s 
hands even behind the steering wheel, two of the cameras were mounted onto an 
aluminum frame on the top of the vehicle mockup. They observed the driver’s hands 
through the windshield. The setup is depicted in figure 3. 
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Figure 3. Motion tracking systems implemented in the mock-up vehicle. 
The driving simulator was able to record the driving data of the vehicle, including 
position on the road, accelerations in lateral (variable alat) and longitudinal (variable 
along) dimension, and manipulation of the brake pedal and steering wheel. Hence, the 
variables ares and also ttake-over could be derived based on the procedure reported by 
Gold et al. (2013). In all take-over situations, data recording was started at the moment 
of the TOR and stopped 20 seconds after the TOR or as soon as the vehicle passed the 
accident in situation A. For the recurring situations A and B, average values were 
calculated for the statistical analysis.  
  Results 
Due to technical problems e.g. with either the driving simulator network, driving 
situations or the vehicle mock-up, 20 driving situations could not be analysed and were 
excluded. In the following section, the experiment results are reported separately for 
the guidance of visual attention, motoric regaining of control and the actual take over 
after the TOR. 
 
Guidance of visual attention  
In the take-over situations, the moment of the visual warning signal and warning 
tone slightly differed from the moment when the steering wheel re-transformed to a 
circular shape at 28 participants. This issue was due to latency problems within the 
driving simulator network. The corresponding data sets were excluded from 
analysis. Figure 4 displays the box-whisker diagrams regarding tgaze and troad.  
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Figure 4. Box-whisker diagrams of tgaze and troad 
The diagrams show that the average gaze reaction times are slightly shorter with the 
symmetrically transforming steering wheel compared to the control condition. This 
also becomes apparent in the descriptive statistics outline depicted in table 1.  
Table 1. Results for tgaze and troad. 
Variable Situation CC TSW N 
Gaze reaction 
tgaze [s] 
A M=0.42, SD=0.14 M=0.36, SD=0.14 
18 
B M=0.46, SD=0.21 M=0.38, SD=0.17 
Road fixation 
troad [s] 
A M=0.51, SD=0.16 M=0.43, SD=0.15 
18 
B M=0.58, SD=0.23 M=0.47, SD=0.20 
 
A two-way repeated measures analysis of variance was conducted with the data to 
find out if the differences are statistically significant. The assumption of sphericity 
was met (Mauchly’s test). The analysis revealed a significant effect regarding the 
steering wheel factor for tgaze (F(1,17)=8.469, p=0.01, r=.553) as well as troad 
(F(1,17)=11.848, p<0.01, r=.641). Regarding the situation factor, no significant 
main effects were found for tgaze (F(1,17)=1.230, p=0.283) and troad (F(1,17)=2.494, 
p=0.133). 
Motoric regaining of control 
During the experiment, several participants lost their passive markers and could not 
be tracked as planned originally. In several cases, the also turned their hands in a 
way which did not allow tracking or at least decreased the tracking quality. The 
corresponding data sets were additionally excluded from analysis, the number of 
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tmove and thands-on are depicted in figure 5. 
 
Figure 5. Box-whisker diagrams of tmove and thands-on 
Regarding the variable tmove, the symmetrically transforming steering wheel led to a 
slight decrease compared to the control condition as visible in the corresponding 
box-whisker diagram. Table 2 shows the descriptive statistics.  
Table 2. Results for tmove and thands-on. 
Variable Sit. CC TSW N 
Movement time 
tmove [s] 
A M=0.80, SD=0.22 M=0.70, SD=0.24 
14 
B M=0.87, SD=0.48 M=0.67, SD=0.33 
Hands-on time 
thands_on [s] 
A M=1.71, SD=0.24 M=1.70, SD=0.31 
14 
B M=1.70, SD=0.56 M=1.64, SD=0.35 
 
The assumption of sphericity was met for the data (Mauchly’s test). A two-way 
repeated measures analysis of variance turned out that tmove is significantly shorter 
on average with the transforming steering wheel compared to the control condition 
(F(1,13)=4.781, p=.048, r=.474). No significant main effect was found for thands-on 
(F(1,13)=0.185, p=.674). Regarding the situation factor, no significant main effects 
were found for tmove (F(1,13)=0.106, p=.750) and for thands-on (F(1,13)=0.558, 
p=.468). 
Taking over 
Regarding the actual take-over, results of the accelerations and the take-over time 
are analyzed in the following section. The box-whisker diagram in figure 6 shows 
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Figure 6. Box-whisker diagram of ttake-over. 
These outliers are all associated with the control condition concept. The 
symmetrically transforming steering wheel does not evoke such outliers, all take-
over times are below eight seconds. Table 3 gives an overview of mean and standard 
deviation values.  
Table 4. Results for ttake-over. 
Variable Sit. CC TSW N 
Take-over time 
ttake-over [s] 
A M=2.29, SD=0.66 M=2.24, SD=0.76 
48 
B M=3.56, SD=4.11 M=3.68, SD=1.98 
 
In a two-way repeated measures analysis of variance, the steering wheel turned out 
to have no significant effect on the take-over time (F(1,47)=0.017, p=.897). Because 
results showed a high difference between the two take-over situations A and B, the 
influence of the driving situation factor was analyzed in addition. It turned out to be 
highly significant (F(1,47)=14.399, p<0.001, r=.471). The assumption of sphericity 
was met for the data (Mauchly’s test). The vehicle accelerations during the transition 
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Figure 7. Box-whisker diagrams of alat, along and ares. 
In the box-whisker diagrams, acceleration levels in lateral and longitudinal 
dimension are similar. This mainly manifests in the mean and standard deviation 
values given in table 4.  
Table 4. Results for alat, along and ares. 
Variable Sit. CC TSW N 
Max. lateral acceleration  
alat [m/s
2] 
A M=2.11, SD=0.71 M=2.18, SD=0.74 
48 
B M=2.27, SD=0.81 M=2.28, SD=0.85 
Max. longitudinal acceleration 
along [m/s
2] 
A M=2.12, SD=1.76 M=2.40, SD=1.86 
48 
B M=1.86, SD=1.63 M=1.87, SD=1.71 
Max. resulting acceleration  
ares [m/s
2] 
A M=3.17, SD=1.31 M=3.42, SD=1.46 
48 
B M=3.02, SD=1.47 M=3.03, SD=1.62 
 
The two-way repeated measures analysis of variance did not reveal any significant 
effects. This applies to the lateral acceleration (steering wheel factor: F(1,47)=0.346, 
p=.559; situation factor: F(1,47)=2.791, p=.101), the longitudinal acceleration 
(steering wheel factor: F(1,47)=0.614, p=.437, situation factor: F(1,47)=2.579, 
p=.115). Hence, neither steering wheel nor situation factor had influence on the 
resulting acceleration (steering wheel factor: F(1,47)=0.798, p=.376, situation factor: 
F(1,47)=1.548, p=.220).  
  Discussion 
On the contrary to the asymmetrical transformation concept, the symmetrical version 
has a statistically significant positive effect on the gaze behaviour of drivers in take-
over situations. Visual reaction times are shorter regarding both the initial reaction 
as well as the fixation of the road. Hence, drivers may start to analyse the 
environment earlier and potentially have more time to react until the vehicle reaches 
the system limit of the automation.   
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Similar to the initial visual reaction, drivers also start moving significantly earlier on 
average with the symmetrically transforming steering wheel. While it was found for 
the asymmetrical transformation that this time advantage is lost during the transition 
process and drivers take over later, this is not necessarily the case with the 
symmetrical transformation. No significant effect could be found here. Hence, the 
actual realization of transformation indeed changes the way drivers interact with the 
automation. It acts as an additional, salient cue for participants in take-over 
situations as it partially accelerates the reaction times. Additional insights 
specifically regarding the movement reaction might be found due to a detailed 
analysis of movement velocity profile which has gained acceptance in the 
corresponding field of research (Hermsdörfer et al., 1996). 
Furthermore, there are extreme outliers for the take-over time with the control 
condition concept in situation B, none with the symmetrically transforming one. In 
case there is no extrinsic motivation for drivers to take over, some participants seem 
not to understand the need to take over solely based on the warning signals. The 
keep interacting with the non-driving related task, unaware of the requirement to 
take over control. This issue disappears with the transforming steering wheel; it 
obviously helps drivers to understand the take-over request and to act accordingly.  
In conclusion, the results of this experiment indicate that the influence of the 
steering wheel concept on the take-over process depends on the actual technical 
concept of transformation. With the symmetrical solution, the main effects are rather 
positive as they show shorter reaction times shortly after the TOR. Based on these 
results it may be stated that the transformation principle has the potential to resolve 
the competing design goals of automated and manual driving, even with positive 
effects for the transition task. These advantages potentially increase as drivers get 
used to the transformation concept over time; participants of the reported experiment 
were completely new to it. Still, it is suggested that the concept should be refined 
further and simple mechanical solutions need to be found to tap the full potential of 
steering wheel transformation. 
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  Abstract 
In a modern vehicle, a driver's workplace permits up to 20 possible adjustments of 
interior components such as the seat, steering wheel and mirrors. It is difficult and 
time-consuming for drivers to find the suitable position. However, acceptance of a 
fully automated adjustment system is low because individual preferences are varied 
and unpredictable. This has led to the idea of a technical system that leaves drivers 
in control while at the same time assisting them. This paper develops and evaluates 
the Intuitive Adjustment System (IAS), through which drivers can adjust the seat, 
steering wheel and exterior mirrors simultaneously using three parameters on a 
centralized Human-Machine Interface (HMI). Two of the parameters are for 
positioning the Hip-point (H-point), the third is to define the individual preference 
for the torso angle. A method of parameter reduction with an unsupervised machine 
learning process is proposed, which is applied to a training dataset of individual 
adjustments and anthropometric records (132 samples). The ascertained H-point 
patterns generate the ergonomic adjustment strategies and estimate the driver’s body 
height and proportions. The validation experiment (39 participants) shows a positive 
assessment of the system with better usability and fewer demands on effort 
compared with the current adjustment system. 
  Introduction 
A typical driver can spend minutes adjusting the driver's workplace and very often 
only adjusts the basic functions roughly (Sacher, 2009), while a sufficient amount of 
optimizing potential is ignored (Lorenz, 2011). In addition, due to the large tolerance 
of humans to body posture, it is very hard to find the ergonomically optimal sitting 
position and in most cases, poor posture cannot be detected at first sight (Bubb, 
Bengler, Grünen, & Vollrath, 2015). Zenk (2008) and Lorenz (2011) showed that 
drivers are not capable of adjusting to an optimal sitting position because of poor 
instant subjective sensitivity regarding discomfort (Bubb et al., 2015). Therefore, as 
observed in this study, many drivers find themselves in an iterative, trial-and-error 
adjustment process. 
Three characteristics can explain the problems described above: 
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1. There is a large number of parameters involved in adjusting a driver’s 
workspace (e.g. seat adjustment may have four basic options: longitudinal, height, 
backrest and inclination) 
2. All the switches are to be operated independently. However, their results often 
have a mutual interaction. For example, the seat longitudinal adjustment (SLA) 
affects the sitting position, which in turn influences the steering wheel position, 
and vice versa. 
3. The entire adjustment process may include several iterations of switching 
among multiple adjustment interfaces. For example, the side mirror setting should 
be corrected after any adjustment of the seat position that affects the eye position. 
In addition, the HMIs of the current system are located very differently around the 
driver. Some of them may not be visible in a driving position, e.g. seat adjustments 
and steering wheel adjustment. 
To reduce this complexity, many systems and concepts of seat adjustment in 
different assistant levels have been developed. The extreme case of simplification is 
fully automatic adjustment (Mahler, 2006; Durt, Franz, Lein and Zenk, 2009; Breed 
& DuVall, 1998; Barker & Sakjas, 2010). These systems use various anthropometric 
parameters that are input manually or by interior sensors. However, the acceptance 
of fully automatic adjustments is poor because of the large inter-individual and intra-
individual variations on sitting postures (Lorenz, 2011). In addition, the input data 
may be incomplete or corrupted and the acquisition of precise data may lead to more 
effort for the user or additional system costs. 
Partially automatic systems are also being developed by Zenk (2008) and Lorenz 
(2011), which were better rated in the Lorenz (2011) study. The manual and the 
automatic aspects of adjustments are mostly divided by functions, which means that 
some functions, e.g. seat longitudinal adjustment (SLA), are controlled manually, 
whilst the system optimizes other parameters automatically, e.g. seat inclination 
adjustment (SIA) based on anthropometric data.  
In the above context, this work proposes a new concept for simplifying driver 
workplace adjustment: the intuitive adjustment system (IAS). It has following 
features to distinguish it from the existing systems:  
1. The control of adjustments of the seat, steering wheel, exterior mirrors is 
centralized in an HMI with three adjustable parameters. 
2. No anthropometric input is required from the user. 
3. The driver’s body height and proportions are estimated on the basis of the 
current seat position. 
4. No specific sensors are required, except for the position sensors of the 
adjustable interior components. 
5. The adjustment strategy with (in this case) three parameters is learned from the 
user data. The unsupervised machine learning process may be static or dynamic, 
depending on the data set. 
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6. Adjusting any of the extracted parameters influences the estimation of human 
model, from which other parameters of the driver's workplace can be determined, 
including the steering wheel and exterior mirrors. 
After developing the method, a prototype was built into a BMW 5 series. The new 
system (IAS) was evaluated against current electric adjustment (TS) with 39 
participants. The objective measurements and subjective questionnaires were 
collected and analysed.  
  Method 
  Data set 
The development of this concept is based on a learning process with the data which 
had already been collected for BMW by Technical University of Darmstadt in 2012 
(Abendroth, 2012). This experiment demonstrates how customers adjust the driver’s 
workplace to their individual positions without any ergonomic guidance. These 
individually recorded positions can be influenced by clothing thickness, the type of 
shoes, injuries to the body, individual preferences, etc. 
  Human model 
The applied human model was derived from the three-dimensional RAMSIS human 
model and it has been placed in the driver's position by the BMW AG ergonomics 
department. It is a two-dimension joint model (Figure 1). 
 
Figure 1. Joints, segments and angles of human model 
  H-point clustering 
Hip-point, also known as H-point, is defined in SAE J1100 (2009) as the pivot 
centre of the torso and thigh on the two or three-dimensional devices used in 
defining and measuring vehicle seating accommodation. The H-point can be used as 
an estimate of the driver’s hip joint position from the known seat position and vice 
versa. In this work, the H-point position is denoted with its x and z-coordinates in 
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the vehicle coordinates system: Hx, Hz. The H-points of 132 participants are plotted 
in Figure 2a. The H-point positions, thigh angle and torso angle are calculated from 
the seat kinematics and position sensor data. 
“K-means” as a clustering method has already been identified as a successful 
learning method (Coates & Ng, 2012). In this work, H-point positions are classified 
into k mutually exclusive clusters, where k is the number of clusters. Each cluster is 
composed of its member objects (Hx, Hz) and the centroid (Cx, Cz). K-means 
iteratively finds a partition in which objects within a cluster are as close to each 
other as possible, so that the sum of the distances (in this case Euclidean distances) 
between each centroid and its member points is minimized. This clustering process 
converges until the distortion function J (Equation 1) is minimized: 
𝐽 = ∑ ∑ 𝑟𝑛𝑘√(𝐻𝑥𝑛 − 𝐶𝑥𝑘)
2










𝑟𝑛𝑘 is 1, when the point n is grouped in to cluster k, otherwise it equals 0. 
 
Figure 2. Clustering of H-point 











 percentile), the sample size (132 in total, thus approximately 25 in each 
cluster), and the optimization of the distortion function [Jmin = 0 (k=132), Jmax=7617 
(k=1), when k = 5, J=2232, which represents 71% percent of the total reduction of 
J]. The result is the five clusters shown in Figure 2b. The five clusters are blue, 
green, magenta, black and cyan. The crosses represent the centroid of each cluster. 
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Thereafter, cluster centroids are linked together by the cubic spline interpolation in 
Figure 2c, so that the H-point distribution is simplified to one dimension. The next 
step is to find out the relationship between individual points and the spline.  
  H-point sub-clustering 
 
Figure 3. Sub-clustering in 1st cluster 
In the first step, the H-point distribution is analysed through k-means clustering and 
a cubic spline interpolation, providing a one-dimensional description. The goal of 
the sub-clustering is to analyse the relationship between each centroid and its 
member points. Since the same four-step sub-clustering method is applied to each of 
the five clusters, only the process of the first cluster is shown (Figure 3a-d) in detail 
as an example. Firstly, the 1
st
 cluster is selected, consisting of individual member 
points and a centroid (Figure 3a). Secondly, vectors are created starting from the 
centroid and pointing towards each member point. Thirdly, vectors are sub-clustered 
into two clusters by using k-means (k=2) on their lengths and directions. The 1
st
 sub-
cluster is shown in blue and the 2
nd
 sub-cluster in black (Figure 3c). Finally, the 
average vector within each sub-cluster is defined as the “sub-direction”. The average 
vector means a vector with the average length and the average value of angle to x-
axis (+) (Figure 3d). 
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  H-point adjustment pattern 
 
Figure 4. Generalization of main and sub-directions 
The same processes of sub-clustering have been applied to the other four clusters so 
that each cluster has two sub-clusters while one average vector is defined within 
each sub-cluster as the sub-direction. In Figure 4a, all the five clusters are sub-
clustered. The orange points represent the end-points of the average vectors and 
represent the sub-directions. After having defined two sub-directions in each cluster, 
individual H-points in the adjustment range are simplified into two abstract levels 
(Figure 4b): at the cluster level, the spline going through five centroids; at the sub-
cluster level, each sub-direction describes the moving direction and the variance 
from the centroid, which can be interpreted as the relation between the centroid and 
its member points. Note that the lengths of the sub-directions have been normalized 
in Figure 4b to provide a better view of the directions. Two vector fields have been 
constructed to generalize the main direction and sub-direction to other positions in 
the seat adjustment range: Figure 4c represents the main dimension while Figure 4d 
represents the sub-dimension.  
To reduce the mathematical complexity and implementation effort, adjustments with 
continuous vector fields are simulated in discrete coordinates. The new adjustment 
coordinate system (Figure 5) represents the pattern of both vector fields (Figure 4c-
d). In the new coordinates, lengths of steps in both directions are equally defined. 
They are about 1cm in each direction, in order to maintain the consistency of 
adjustments. 
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Figure 5. H-point adjustment coordinates 
  Thigh angles 
 
Figure 6. Linear regression of the thigh/torso angles and body height 
The thigh angle is defined as the angle between the thigh and the x-axis (-)
4
 (Figure 
1). It should be noted here that the thigh angles are not the actual upper-leg angles of 
the persons sitting on a seat, since body postures can be very different on the same 
seat surface. The definition of thigh angle assumes that the bottom surface of the 
thigh is in close contact with the seat cushion. Figure 6a shows that thigh angles 
increase with corresponding body height (R
2
 = 0.6746). The reason could be that 
taller people have longer legs (thigh and calf) and tend to have a small knee angle in 
the limited footwell. With the same seat cushion, they need a steeper seat inclination 
to offer a better support for the thigh. In fact, the four-bar linkage of the seat height 
mechanism affects the seat tilt angle, since most people do not adjust the seat 
inclination by themselves. However, the design of the four-bar linkage is deliberate 
and follows the aforementioned ergonomic aspect. 
  Torso angle 
The torso angle is the angle between the torso and z-axis (+) (Figure 1). The 
definition of torso angle also assumes that the rear surface of the torso is in close 
                                                          
4 negative x direction 
              Yang, Orlinskiy, Bubb, & Bengler  114 
contact with the backrest. Unlike the thigh angles, the correlation between torso 
angle and body height is not recognizable. The backrest adjustment tends to be very 
individual. The Figure 6b shows that the torso angles are volatile in every range of 
body height, though there is a general, vague tendency to decrease. The comfort 
torso angle according to Bubb (2015) is approx. 25°. 
  Body height estimation 
 
Figure 7. Body height estimation 
Body height is an important parameter for the human model. It influences the sizes 
of different body segments e.g. arm, leg, torso, etc. In Figure 7a, the average body 
height in each cluster increases consistently from the first to the fifth cluster with 
margins of error less than 3 cm. T-tests implies that the average height of adjacent 
clusters differs significantly (p≤0.05). This indicates that the body height can be 
estimated, if a given H-point is identified to a cluster. Based on this, a continuous 
estimation model of body height is suggested. In Figure 7b, the estimated height 
increases gradually when the H-point travels along the main directions (Figure 4c) 
towards x-axis plus and z-axis minus. It starts from the minimum 153cm (upper-left 
corner) to a maximum of 202cm (lower-right corner). Differences in H-point 
positions can lead to differences in body height estimation, which is an important 
finding for the human-model-based adjustment method.  
  Proportion estimation  
The proportion is defined as the ratio of seated height to body height (Bubb, 2015), 
which is a very important factor in the design of the driver’s workplace. Under the 
condition of the same body height, different proportions lead to different leg, torso 
and arm lengths, as well as eye positions, and so on. Figure 8a shows that the 
average proportion of individuals in each cluster decreases slightly from the first to 
the fifth cluster, with a relatively higher fluctuation in comparison with body height. 









, which means that the average proportion decreases from 
the 1
st
 to the 5
th
 cluster with a certain fluctuation in the middle of the range.  
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In addition, the manikins from SizeGERMANY show a clear inverse correlation 
between proportion and body height, under the condition that their proportions are in 
the same so-called SN (seated normal), SG
 
(seated giants) and SD
 
(seated dwarves) 
group (Figure 8b). 
 
Figure 8. Proportion estimation  
Based on the facts above, an estimation model of the 50
th
 percentile proportion (SN) 
is suggested (Figure 8c): the proportion of the human model will decrease linearly 
when its H-point travels along the main directions (Figure 4c) towards x-axis plus 
and z-axis minus, while the estimated body height (Figure 7b) increases. The 
estimation of proportion starts from the maximum 0.53 to the minimum 0.51. 
Furthermore, an estimation model of SG and SD is also introduced: as the fine 
adjustment, an offset on top of SN proportion can change the human model to either 
SG or SD, depending on whether it is a positive offset or negative offset (Figure 8c). 
This definition of the offset assumes that every driver intends to ensure a good field 
of view of the road from their driving position by adjusting the seat height 
accordingly. Among people with the same body height, those who adjust their seat 
upwards to ensure a good field of view may have shorter upper bodies and tend to be 
SDs; on the other hand, those who adjust their seat lower to avoid a collision 
between the head and the roof may have longer upper bodies and therefore tend to 
be SGs. The max offset is defined as 0.01, meaning that the proportion estimation of 
a certain body height is in a range of pSN ± 0.01. 
  Definition of three parameters 
As the result of the data analysis, given an H-point position, the corresponding body 
height, proportion, thigh angle and torso angle can be derived, which form the 2D 
human joint model (Figure 1). To control the position of the H-point in a 2D 
coordinate system, two parameters are necessary. The Parameter 1 (P1) corresponds 
to the main directions (Figure 4c) of the H-point, which is the result of the clustering 
and control the H-point to go along, or in parallel to the spline with offset starting 
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from left-up corner and ending in the bottom right corner in 30 steps evenly.  The 
Parameter 2 (P2) corresponds to the sub-directions (Figure 4d) of H-point, which 
goes from the upper to the lower boundary of the adjustment field in 19 steps 
evenly. Torso angles are very individually widely distributed, therefore, the third 
parameter (P3) is to adjust torso angle. Notice that P1-P3 are not equal to seat 
adjustment switches, they change the parameter of the human model, which 
generates all the adjustment for the driver’s workspace through reverse kinematics. 
This system will go through all the adjustments once when the human model is 
changed and make necessary adjustments for the corresponding posture.  
Table 1. definition of adjustment with three parameters 
 
For example, the P3 is more than a backrest adjustment, it changes the torso angle of 
the human model, which in turn changes the shoulder position, the elbow angle and 
the eye position. These then affect the adjustments of the steering wheel and exterior 
mirrors. The functions of three parameters are listed in Table 1. 
  Implementation of prototype 
Figure 9a shows the test environment. The HMI of the prototype (laptop) is placed 
above the central tunnel, where it can easily be approached and cannot influence the 
sitting posture. The PC is connected to the On-Board-Diagnose interface (OBD) on 
the left side of the footwell via an USB/OBD interface cable. The HMI (Figure 9b) 
and the logic of the prototype is implemented in MATLAB, it communicates with 
the car through the EDIABAS Tool Set. The red dots on the keyboard represent 
Parameter 1 while the yellow dots represent Parameter 2, while Parameter 3 is on the 
right. The “<<” key stands for 2 steps (about 2cm) at once, while “<” is one step 
(about 1cm). The keyboard is placed in the longitudinal direction of the vehicle so 
that the pointing direction of Parameter 1 corresponds to the moving direction of the 
seat. Note that the Ediabas Tool Set, which is used as a tool for diagnosing and fault 
resolution, can only send one job to the Electronic Control Unit (ECU) at one time 
through OBD. As a result, after one click by the participants - depending on the 
corresponding changes of the human model - 12 adjustments (SLA, SHA, SIA, 
SBA, TSA, HRA, SWL, SWH, MDH, MDV, MCH and MCV
5
) are executed 
sequentially. The system idle time is approx. 1.5 seconds. Depending on the number 
                                                          
5
 Seat longitudinal Adjustment (SLA); Seat Height Adjustment (SHA); Seat Inclination Adjustment (SIA); Seat 
Backrest Adjustment (SBA); Thigh Support Adjustment (TSA); Headrest Adjustment (HRA); Steering Wheel Longitude 
(SWL); Steering Wheel Height (SWH); Mirror Driver’s side Horizontal (MDH); Mirror Driver’s side Vertical (MDV); 
Mirror Co-driver’s side Horizontal (MCH); Mirror Co-driver’s side Vertical (MCV) 

















Parameter 2 1-19 
Sub-
directions 
- - - 
Offset to P1:  
-0.01- +0.01  
Parameter 3 1-20 - - 
Offset to P1: 
-10°-+10° 
- - 
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of relevant adjustments, the sequence of adjustments takes about 3 to 7 seconds in 
total. 
 
Figure 9. the prototype and the HMI 
  Experiment design 
The goal was to compare the new concept with the current electric switches. 
Independent variables are the intuitive adjustment system (IAS) with 3 parameters 
and the traditional switches (TS) with 14 parameters (8 parameters for the electric 
seat, 2 parameters for steering wheel and 4 parameters for mirrors). There are also 
some additional parameters: body height, proportion and individual preference. 
Dependent variables are outcome or response variables and describe what happened 
as the result of the study (Tullis and Albert, 2013). In this study, there are two kinds 
of dependent variables: objective measurements and subjective evaluations. There 
are values for each adjustment parameter, H-point positions, body heights/proportion 
measurements and estimations, after-task questionaires, NASA TLX (National 
Aeronautics and Space Administration Task Load Index), and SUS score (System 
Usability Scale).   
First of all, the body height (wearing shoes) and the sitting height of participants are 
measured in a position where the body is completely upright and stretched. In the 
familiarization phase, the participants fill out a general questionairre and both IAS 
and TS systems are introduced. After trying each system, participants use TS (or 
IAS, the sequence is permuted) to adjust the seat, steering wheel and the mirrors 
from the initial setting to the individual adjustment respectively and then have a 
short test drive. Afterwards, they can fine tune or correct their adjustment to the final 
individual adjustment using the same system. After the operations and positions 
have been recorded, all the djustments should be again initialized and participants 
have to get out of the car to remove the motoric memory of the body posture and 
then get in again to test the IAS (or TS) with the same procedure. Once both systems 
have been tested, a questionairre and interview session follows.  
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  Results 
  Descriptive statistics 
Thirty-nine employees and students of the BMW Group from different departments, 
consisting of 13 females (33%) and 26 males (67%) aged between 21 and 60 years 
took part in and completed the experiment successfully. Twenty-four participants 
(62%) were between 21 and 30 years old. Thirteen participants (33%) drive more 
than 20k km/year. Nineteen participants (49%) would not adjust their driving seat 
during a long-distance trip, though this does not correlate to driving experience. The 
group (n=11) that drove greater distances (>20k km/year) had significantly clearer 
individual requirements for each adjustment parameter than the group (n=5) that 
drove less (<5k km/year). 
 
Figure 10. body height distribution of participants 
Measurements of body height (wearing shoes) range from a minimum 157.2cm (5
th
 
percentile female) to a maximum 196.1cm (95
th
 percentile male), whose distribution 
(Figure 10) is very close to the normal distribution. Its mean (179.6cm) and median 
(179.9cm) are also very close. 
  Subjective evaluation 
  After-task questions 
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Participants answered questions on 7-point Likert scales after each system was 
tested (Figure 11). T-tests show that there are significant differences (p≤0.01) 
between the two systems in each of the four aspects. Most participants think that 
they reach a better individual position and have more freedom with TS, and that it 
corresponds better to their expectations. The new IAS offers greater assistance to the 
paticipants.  
  NASATLX 
Figure 12 shows the comparison of two systems in terms of the different amounts of 
effort required during use. On average, IAS calls for fewer mental, physical, and 
temporal demands with a significant level of p≤0.05 as well as less effort with a 
significant level of p≤0.1. In terms of performance, TS may be slightly better with a 
significance level of p≤0.15. In addition, they cause almost the same amount of 
irritation. 
 
Figure 12. the NASATLX questionnaire 
  SUS scores 
The system IAS has higher average SUS score and a smaller standard deviation than 
the TS system. The difference between the two scores is very significant (p≤ 0.01). 
The score of the TS system is 71.0, with a confidence interval of ±5.6. According to 
Bangor et al. (2009), the TS can be classed as “Good”. IAS achieves a higher rating 
of 84.4±4.2, indicating an “Excellent” user interface. An improvement in terms of 
usability of the new system IAS is clear. 
  Objective evaluation 
Estimation of body height 
In the system, body heights of the participants can be estimated when the individual 
driving positions are reached. Figure 13 shows the estimated body heights over the 
measured ones with the reference line (y = x). Twenty-three out 39 participants’ 
body height are underestimated, while 16 are overestimated. It should be noted that 
the measurement of body height is with shoes (i.e. greater than the actual height), 
which might be a reason of the larger amount of underestimation. R
2
 = 0.6656 
means that the estimations explain about 67% variance of the measurements and 
they are correlated well. The estimation of body height is linearly controlled by the 
Parameter 1. Hence, Parameter 1 also correlates well with the body height 
measurement with the same R
2
 = 0.6656. 
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Figure 13. errors of the body height estimation 
The study by Willmott & Matsuura (2005) indicates that mean absolute deviation 
(MAD) is the most natural and unambiguous measurement of average error 
magnitude. Therefore, the MAD is reported here as the main indication of the 
estimation quality. In Table 2 the mean of MAD equals 3.82cm, with a standard 
deviation of 3.08cm, which can be regarded as a small error in relation to body 
height. A small confidence interval of 0.97 indicates that this result would be similar 
if it were repeated.  
Table 2. statistics of the MAD 






Abs. Δ height (cm) 3.82 3.08 0.49 0.97 
 
Estimation of body proportion 
Figure 14 shows the estimated proportion over the measured ones with the reference 
line (y = x). 28 out 39 participants’ proportion are underestimated, while 11 are 
overestimated. The estimation values correlate badly to the measurements (R
2
= 
0.078). However, the extreme values of proportion: participant No. 25: SD and No. 
9: SG are correctly estimated against SNs. Unfortunately, the number of extreme 
samples is not enough to prove whether this estimation is stable in the extreme 
ranges, therefore further studies are needed.  
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Figure 14. errors of the proportion estimation 
  Conclusion  
In subjective evaluations, IAS is generally very positively rated. It is better than TS 
in terms of assistant level and usability (SUS test) with less mental, physical and 
temporal demand. In addition, it requires less effort (NASA TLX). In objective 
measurements, IAS also reached positions achieved manually by TS in terms of seat, 
steering wheel and exterior mirror positions with certain acceptable variances, which 
are comparable to the tolerance of human body (Günzkofer, 2008), while steering 
wheel longitude adjustments are very individualized. Body height estimation scores 
well with a small MAD of 3.82cm of the error. The estimation correlated 
satisfactorily (R
2
 = 0.6656) with measurement and Parameter 1 of IAS. Proportion 
estimation with this sample group of 39 could not be comprehensively rated. 
Because 37 of 39 are normally proportional as SN, which is a range where 
individual preference plays the main role in selecting positions. However, two 
extreme samples of SD and SG were correctly recognized. More reliable 
conclusions should be made upon future experiments with a larger sample size for 
SD and SG. 
In general, IAS with 3 parameters reaches the intended goal by offering assistance 
while providing the freedom to make adjustments. Centralized operation prevents 
the user from switching often and iteratively between several operation interfaces. 
IAS achieves a positive rating in both subjective and objective evaluation with this 
PC-based prototype, given the constraints of development time and budget. 
Therefore, there may be a huge amount of development potential for improvement in 
terms of implementation and application. 
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  Abstract 
Future driver assistance systems (ADAS) need driver intention prediction. This can 
help to configure ADAS by (de)activating them in context specific situations where 
the driver intends to perform a certain action. User’s acceptance of such systems is 
crucial for their usage. In the present study, an algorithm predicted lane change 
intentions by combining head movement and surrounding information. An automatic 
turn indicator function made the prediction visible and was used to examine 
acceptance of such a system. Twenty-one participants drove ten passing 
manoeuvres, in two manoeuvres activating the indicator manually and in eight 
manoeuvres with automatically activated indicator. System acceptance was assessed 
with the Van der Laan-Scale and a questionnaire on Unified Theory of Acceptance 
and Use of Technology. Additionally, we investigated the activation moment of the 
indicator as an objective performance measure. Acceptance measures showed 
intermediate judgements and a low usage intention, each with ample standard 
deviations. Social influence was the strongest predictor of usage intention whereas 
performance expectancy and effort expectancy hardly contributed to the explained 
variance of usage intention. It is concluded that the intention prediction is evaluated 
mainly sceptically, while also including excited judgements. This result is discussed 
with regard to the function using it. 
  Introduction and Review of Literature 
Many driver assistance systems are only relevant with certain manoeuvres or in certain 
situations, e.g. congestion assistance, traffic light assist or blind spot warning. With 
interconnection and purposeful (de-)activation of different assistance systems, the 
workload for the driver could be reduced. To allow for this, it is necessary to detect the 
user intentions as early as possible and to predict his behaviour. This should ensure 
that information, warnings and especially system interventions do not come into 
conflict with driver intentions.  
According to Michon (1985) the driving task can be subdivided into three 
hierarchical and interconnected levels in accordance with the respective control 
processes. The highest level is the Strategic Level which contains the superior 
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planning of a trip based on knowledge, such as route choice or travel time 
estimation. The level below is the Manoeuvring Level, which comprises rule-based 
actions regarding interactions with other road users, collision avoidance and 
adherence to traffic rules. Examples for such actions are turning, lane changing or 
overtaking. The lowest level is called the Control Level, which is executed highly 
automated and unconsciously. It involves all basic actions of car handling, such as 
steering, braking and accelerating. Driver intentions are especially relevant for the 
two upper levels of the driving task (Kopf, 2005) whereas the control level doesn’t 
require conscious intentions and decisions. Nevertheless, the actions on this level are 
crucial as indicators for driver behaviour prediction, because driver intent constitutes 
an unobservable state which only can be estimated on the basis of driver behaviour. 
Therefore in this paper driver intention detection and behaviour prediction are used 
synonymously.  
Previous approaches of intention detection and behaviour prediction primarily 
concentrated on the control level and on driver state independent of the driving 
situation, for example fatigue (e.g. Bekiaris, 2002; Bellet et al., 2009) or attention (e.g. 
Rauch et al., 2009). But there are well-investigated situations at the manoeuvring level, 
for example lane changes. Lee et al. (2004) investigated more than 8600 lane changes 
from a naturalistic driving study. Based on this they propose to classify lane changes 
into subtypes according to their cause, for example slow lead vehicle, added lane, 
enter, obstacle or merging vehicle. Additionally for 500 of the lane changes Lee et al. 
did a detailed analysis of braking, steering, indicating and gaze behaviour as well as 
data about the vehicles’ surroundings. Regarding intention detection these analyses 
provide important basic insights for the subdivision of lane change types, the relevance 
of different measurement parameters and the operational sequence of a manoeuvre. 
Beggiato et al. (2016) also investigated lane changes but specifically in urban traffic. It 
was shown that gaze patterns play an important role for the detection of certain lane 
change types. E.g. for lane changes with slow lead vehicle, certain mirror glance 
patterns were found to be early and robust predictors, but this didn’t apply to lane 
changes due to an added lane. This shows that intention detection on the manoeuvring 
level should happen situation specific. Nevertheless, Beggiato at al. state that gaze 
patterns are too ambiguous to serve as the only predictors for intention detection. For 
example, gaze patterns before some lane changes and turning manoeuvres at 
crossroads were sometimes similar. Hence for reliable prediction of lane changes, the 
integration of vehicle parameters as well as data from the vehicles’ surroundings is 
necessary. Therefore the approach of the current study uses basic driver behaviour 
parameters on Michon’s Control Level like gaze patterns to detect driver intentions on 
the manoeuvring level even before they are put into practice. 
But in order to use information about drivers’ behaviour for intention detection, a 
constant observance and recording for example with camera or eye-tracking systems is 
necessary. Additionally, the intention detection process is invisible to the driver and its 
result is only perceptible via the automated (de-)activation of a dependent assistance 
system. In this case the driver doesn’t necessarily understand the reason for 
(de-)activation. This raises the question of the current study if such a system is 
accepted by drivers. According to Adell (2014), user’s acceptance of advanced driver 
assistance systems is crucial for their usage. She defines acceptance as ‘the degree to 
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which an individual intends to use a system and, when available, to incorporate the 
system in his/her driving.’ (p. 31). According to this definition, acceptance is a 
behavioural intention to use a system and real usage if the system is available. For 
investigating the determining factors of this behavioural intention Adell (2014) 
proposes to use the Unified Theory of Acceptance and Use of Technology (UTAUT) 
by Venkatesh et al. (2003). In this theory, behavioural intention is determined by three 
factors: performance expectancy, effort expectancy and social influence. Venkatesh et 
al. define performance expectancy as ‘the degree to which an individual believes that 
using the system will help him/her to attain gains’ (p. 447), effort expectancy as ‘the 
degree of ease associated with the use of the system’ (p. 450) and social influence as 
‘the degree to which an individual perceives that important others believe he or she 
should use the new system’ (p. 451). Furthermore, in the model behavioural intention 
determines usage together with facilitating conditions. Additionally, the UTAUT 
contains four moderating variables which are sex, age, experience and voluntariness of 
use.  
Only a few expectations regarding system acceptance can be made in advance, 
because to the moment there is no system on the market to compare with. Effort 
expectancy is expected to be low, because the intention detection is derived out of 
natural gaze behaviour. Out of the assumptions of the UTAUT model it can be derived 
that the performance expectancy and social influence should determine behavioural 
intention in a positive way, whereas the relation with effort expectancy should be 
negative. Furthermore it is expected that performance expectancy of the participants 
correlates with actual performance of the intention detection. 
  Method 
  Participants 
A total of 23 participants took part in the test drive, but two of them had to be excluded 
from the analysis due to damaged driving data files. The remaining 21 participants 
were aged between 25 and 38 years (M = 31.6, SD = 3.5). Nine of them were female. 
They drove between 1200 and 50000 km per year ((M = 13176 km, SD = 10832, 
Med = 10000 km). Due to legal and insurance regulations regarding the test car, all 
participants had to be employees or students of university and to possess a driving 
licence. They got no compensation.  
  Materials and procedure 
The test vehicle was a VW Touran equipped with radar sensors (front, rear & blind 
spot), cameras (front, rear, blind spot), Differential GPS and CAN-recording for 
environment recognition and positioning. Driver’ behaviour was recorded with an 
inside camera and a head tracking API, with which the gaze direction of the driver 
could be estimated (for details see Pech, Lindner & Wanielik, 2014). The information 
about number of lanes, and the motion of the test vehicle in relation to other traffic 
were merged with the driver’s gaze patterns to a real time probability estimation of an 
upcoming lane change (for details see Leonhardt et al., in press). To make this 
estimation visible to the participant, an automated indicator function was implicated to 
a Samsung Galaxy S3 Smartphone which was attached to the central instrument 
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behind the steering wheel. By that the car’s indicator was overlaid and replaced by the 
smartphone indicator application (see Figure 1) 
 
Figure 1. Driver camera and smartphone application for automated indicator function in the 
test vehicle 
A mostly straight part of a public, but quiet street served as test track. The lane 
markings of the track were partially missing and there were changing amounts of 
parking cars at the roadside. Despite this drawback, the street was chosen because it 
was in close proximity to the university campus where the participants came from and 
it had a dead end which served as starting point. A first car accelerated to a speed of 
30 km/h. The participant was driving the test vehicle equipped with the intention 
detection/automated indicator. When the first vehicle reached a marked point, the 
participant started too and followed the first car at a speed of 50 km/h. Participants 
were instructed to overtake if possible, taking account of speed limit and oncoming 
traffic. After 540 m a parking bay was used to turn and drive back, repeating the 
follow-and-overtake manoeuvre. Hence the participants drove laps, each consisting of 
two overtaking manoeuvres at most. Each participant drove 5 laps resulting in a 
maximum of ten overtaking manoeuvres. If in a lap the traffic situation didn’t allow 
for at least one overtaking manoeuvre, this lap was repeated immediately. Figure 2 
shows a sketch of the test procedure including an overview about independent and 
dependent variables. 
  Design 
Two independent variables were manipulated in a within-subjects design: information 
about the intention detection system (none/informed) and indicator activation 
(manual/automatic). At first the participants were not informed about the intention 
detection. They were told that the purpose of the study was testing the car software. 
They were instructed to drive the way they always did. After the third lap it was 
explained to the participants, that the intention detection tries to predict an upcoming 
lane change by merging gaze patterns and car environment information announcing 
the detection by indicator activation. During the first two laps participated activated 
the indicator by hand and the intention prediction was not visible to them (but 
nevertheless recorded). Dependent variables were the acceptance concepts Usefulness, 
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Satisfaction and Usage Intention  together with indicator activation time as a 
performance measure. Because of occasional surrounding traffic and parking cars on 
the roadside, at times participants had to drive unplanned evasive manoeuvres while 
approaching the standardized overtaking manoeuvre of interest. The tested intention 
detection algorithm wasn’t trained for this kind of situations resulting in random 
activation of the automated indicator. Due to this and the very short track length, a 
comprehensive count of false alarms was not possible. 
 
Figure 2. Design and procedure of the test drive. 
After every lap with automated indicator signal, the Van-der-Laan scale (Van der 
Laan, Heino & de Waard, 1997; German version) was used as an economic and 
general acceptance assessment tool. This scale assesses system acceptance on the 
two dimensions Usefulness and Satisfying. It contains of nine bipolar ratings in a 
semantic differential from -2 (e.g. ‘bad’) to 2 (e.g. ‘good’). To get a more detailed 
understanding of system acceptance, the UTAUT model was assessed additionally 
after the first and the last lap with automated indicator activation. Because in the 
current study only a prototype of an intention detection system was available for 
testing with a restricted user group, the UTAUT concepts usage and facilitating 
conditions could not be varied and therefore not be investigated. Also of the 
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moderating factors only gender could be included. Figure 3 shows a schematic 
picture of the UTAUT model including all determining and moderating relations.  
The Items of the UTAUT-Scales behavioural intention to use the system (BI), 
performance expectancy (PE), effort expectancy (EE) and social influence (SI) in 
Adells’ (2014) adaptation to the driving context were translated to the German 
language. Each UTAUT Scale consisted of five statements, (e.g. PE1 ‘I would find 
the system useful in my driving.’) which were rated on a five-point Likert Scale 
from ‘strongly disagree’ (1) to ‘strongly agree’ (5).  
The performance of the intention detection was defined as the first indicator 
activation before an overtaking manoeuvre. Only indicator activation within a 
maximum time window of eight seconds before lane change was regarded as 
corresponding to the overtaking manoeuvre because the earliest moment participants 
activated the indicator was 6.9 seconds before a lane change. Due to missing lane 
markings on parts of the street, a deviation of the participant’s lateral position on the 
street of one standard deviation from the mean value of all lateral positions of this 
participant was defined as the lane change moment. This criterion classified trials 
without overtaking most correctly. Additionally, for seven manoeuvres the lane 
change moment had to be set using the mean lateral position in the respective lap 
instead of the mean overall lateral position, because during those manoeuvres 
parking cars at the roadside narrowed the street considerably. 
 
Figure 3. Unified Theory of Acceptance and Use of Technology (UTAUT) by Venkatesh et al. 
(2003); only the factors marked with grey filling are included in the current study. 
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  Results 
  Van der Laan Scale 
On average, participants showed intermediate judgements regarding usefulness and 
satisfaction with the intention detection as revealed by automated indicating. But the 
range of judgements was tremendous, indicating a notable disagreement amongst the 
participants (see also Figure 4). Table 1 shows the mean scores and standard 
deviations of the ratings in detail. 
 
Figure 4. Box-Plot of the acceptance ratings in the Van-der-Laan-Scale over driven laps with 
automated indicator activation. 
  UTAUT 
The UTAUT model was only assessed after the uninformed lap and the informed 
lap 2. The mean performance expectancy and social influence ratings were 
intermediate. The effort expectancy of the participants was rather high. This result 
contradicts the expectation made before. The core acceptance measure of the 
UTAUT is Usage Intention, which obtained low mean ratings. But again all standard 
deviations were large. The detailed values are shown in Table 1. 
Table 1. Mean Scores and standard deviations of acceptance ratings after the three laps with 
automated indicator activation. 
 uninformed lap informed lap 1 informed lap 2 
M SD M SD M SD 
Usefulness 0.28 0.87 0.26 0.80 0.20 0.98 
Satisfying 0.04 0.89 -0.01 0.87 -0.07 1.16 
performance expectancy 2.40 0.97 - - 2.46 1.08 
effort expectancy 3.87 0.81 - - 4.05 0.94 
social influence 2.58 0.85 - - 2.63 0.90 
behavioural intention 2.03 1.16 - - 1.98 1.09 
Note: upper two rows: Van-der-Laan Scale (rating -2 to +2), last four rows: UTAUT (rating 1 
to 5). N=21. 
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Behavioural intention is determined by three factors: performance expectancy, effort 
expectancy and social influence. A regression analysis was calculated to test the 
assumption of the UTAUT model that behavioural intention is determined by 
performance expectancy, effort expectancy and social influence. The data of the first 
assessment violated the data requirements for a regression analysis in several points. 
Therefore, the regression was only calculated with the data assessed after the 
informed lap 2. Figure 5 shows some distribution information and the resulting 
regression scores. 
 
Figure 5. UTAUT model with distribution information of the integrated scales, expected 
determining relations and resulting regression coefficients. 
The beta values of predictors were pointing in the expected direction. Social 
influence was the strongest predictor of usage intention. Its beta value was more 
than four times higher than the values of performance expectancy and effort 
expectancy. The value of their coefficients resulted on comparable levels. The 
standard errors of the unstandardized regression coefficients of performance 
expectancy and effort expectancy were larger than those coefficients, indicating an 
unprecise estimation. Moreover, only the beta value of Social Influence was 
significant. In total, the regression model explained 46% of the variance (R2 = .461, 
F(3,17) = 4.85, p = .013). This result was against expectation of the UTAUT model. 
To account for this result, we tested if the Social Influence mediates the influence of 
Performance and Effort Expectancy on Behavioural Intention in a mediator analysis 
(Preacher & Hayes, 2008). Performance Expectancy showed substantial bivariate 
correlations with Social Norms (r = .48, p = .033) and Behavioural Intention (r = .41, 
p = .068) whereas the respective correlations of Effort Expectancy were smaller (r = 
.40, p = .07; r = .22, p = .341). When Social Influence is added as a mediator to the 
regression, only the correlation of Performance Expectancy with Behavioural 
Intention decreased significantly (to r = .12, p = .542). The respective 95%-Bias 
Corrected Confidence Interval (BCCI) ranged from .05 to .85 indicating a significant 
indirect effect. The correlation of Effort Expectancy with Behaviour Intention 
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showed no significant decrease (to r = -.07, p = .765; BCCI  .17 to .81). The 
inclusion of gender as moderating variable did not add substantially to the explained 
variation of the model (R2 = .496, F(7,13) = 1.83, p = .165) and no moderating 
factor was significant (p between .430 and .837). 
  Performance 
The mean detection time before an overtaking maneuver, when the automated 
indicator was activated, was 4.85 seconds (SD = 1.22). On average that was more 
than one second before the mean activation time by hand (Mdiff = 1.32s, SD = 
1.08). Additionally, the mean detection time correlated with the rating on the 
performance expectancy scale (r = -.42, p = .057) even though it didn’t become 
significant. Included into the regression model of the UTAUT measures as 
supplementary predicting variable, detection time did not add to the explained 
variance of the model (R2 = .464, F(4,16) = 3.46, p = .032). 
  Discussion 
On average the intention detection, which was made visible with an automated 
indicator function, is rated as intermediate useful and satisfying. This judgement 
remains stable, at least over the few usage experiences reported here. But according 
to Adell’s definition, the crucial element of acceptance is usage intention. However, 
this turns out to be rather low. The UTAUT model suggests three influencing factors 
to explain behavioural usage intention. Two of them, performance expectancy and 
effort expectancy, don’t show substantial explanatory power to predict behavioural 
intention. Instead, social influence is the best predictor of the intention to use the 
intention detection investigated in the current study. This is surprising, especially 
because actual performance of the intention detection is, as expected, coherent with 
performance expectancy. Furthermore, effort expectancy turns out to be 
unexpectedly high, which should diminish the behavioural intention as suggested by 
the UTAUT. The reason for their weak impact on behavioural intention can only be 
supposed. One possible explanation could be conceptual blending (Turner & 
Fauconnier, 2002), a theory on the emergence of new concepts in situations where 
no established mental patterns are available. An intention detection system is a new 
and unknown concept so far. There can’t be an existing social opinion about the 
system. Blending theory suggests that in such a case conceptual material from other 
mental spaces is selected and merged into a new concept or understanding. In this 
way own precariousness against the system could be blended in, filling the empty 
space of absent public opinion while Performance and Effort Expectancy can be 
judged more directly out of the first experience with the system. The mediator 
analysis supports this assumption at least for Performance Expectancy. But to 
substantiate this assumption and clarifying its reasons further research is needed. 
It can be concluded that the Intention detection is judged mainly sceptical. But the 
judgements are far from being consistent between people. All results show almost 
enthusiastic ratings as well as complete rejection of the intention detection system.  
This leads to further questions. The first one is if the intention detection is too 
notional. Participants were asked to rate a highly abstract system which was only 
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experienced with an artificial indicator function, which isn’t useful itself. It is not 
clear to what extend people are able to differentiate their judgement between the 
intention detection and the visualization function used, even when asked to do so. 
Also the potential use of an intention detection system could be insufficiently 
imaginable to some people. A second, but similar question concerns the extent to 
which the functioning is understandable to different people. Perhaps the unexpected 
high ratings of effort expectancy indicate a lack of understanding about the systems 
functioning. This is underpinned by statements of some participants that they did an 
extra pronounced head movement for a mirror glance but the indicator wasn’t 
activated. Knowing the system in greater detail it is clear that it uses natural glance 
patterns over time for prediction. But at least some participants seemed to build 
simple heuristics on the systems functioning and acting according to them. From 
diffusion theory it is long known, that especially with complex innovations in the 
first knowledge phase people require a fundamental understanding of its functioning 
(Rogers, 1995). Therefore by making the system’s principle of operation  transparent 
to participants before testing could help to get more valid results. Beyond that, in 
further research it should be investigated if imperfect or intransparent automation 
functions can trigger superstitious behaviour. Also other behavioural adaptations are 
possible. Therefore long-time experiences with such systems are necessary. 
Additionally some shortcomings of the current study need to be addressed in further 
research. With lane change behaviour only a very limited set of situations and 
manoeuvres were tested here. Furthermore it was only tested in an artificial repeated 
situation and a small set of highly educated people, which also limits the 
generalizability of the results. 
Nevertheless in the current study for the first time an intention detection system for 
behavioural prediction on the manoeuvring level was systematically tested for 
acceptance. With this a first step towards a context specific coordination of 
advanced driver assistance systems is done. With the obtained knowledge the system 
can be further developed in a user centred process. Especially when developing an 
automated function using the intention detection algorithm, e.g. blind spot warning, 
it seems to be important to thoroughly compile user expectations regarding 
performance and to make system functioning transparent before testing. In this way 
future intention detection systems can contribute to more security in driving. 
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  Abstract 
The article provides a study of driver fatigue experimental research on interactive 
driver simulator. Visually available face features, movements of eyes and facial 
expression are followed with the help of distant eye tracker. The driver behaviour of 
sleep deprived participants is observed and compared to that of the rested drivers. 
This research targets sparing the key features of driver behaviour for further 
implementation in detection methods of driver fatigue in the human-machine 
interface of modern and future cars. 
  Introduction 
Automation of many everyday processes is still a challenge – automation of driving 
is not an exception. Human agent is a soft element in any system. Human body is a 
system with not only physical properties. The cognitive processes running in human 
brain while controlling all their physical systems are individual, hard to define and 
predict. We have been learning to read human body and understand human brain, 
predict emotions and even imitate humane processes with the help of technology. 
Interaction between a driver and a vehicle is a complex system. People have been 
driving cars for many years. Vehicles, transport infrastructure, cities and regions in 
general have become smarter, faster and at the same time more disturbed which 
makes human more vulnerable. Human reaction and response is crucial in the 
systems and interfaces one is involved. Study of driver behaviour is necessary for 
their safe interaction with the systems of modern world. Transport systems still 
depend on input of human agent, especially in-car systems. To improve prediction of 
driver crucial and dangerous behaviour we study their behaviour in simulated or real 
environment. Driving simulator experimental studies allow observing human 
behaviour in critical situations. 
Sleep is quite well detected with the help of polysomnography where measurement 
of brain waves (EEG), eyelid movements (EOG) and muscle tonus (EMG) takes 
place. The detection of sleep using this technique is quite precise and has 
significantly contributed to the study of sleep; however because of their invasive 
nature measurements are only possible in experimental conditions. Non-intrusive 
measurement of sleepiness is possible with the help of video-based measurements of 
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eye behaviour (blink frequency, duration, time of eye closure/opening, gaze 
fixations and saccadic movements). Quality of measuring using this method can be 
compromised by such factors as quality of detectors, lighting situation, or subject 
wearing glasses. Analysis and evaluation of behavioural sleepiness (body and head 
movements, face expressions and gestures) is another way of sleepiness detection, 
where video image analysis or observer rating methods are applied (Anund, 2009).  
Our research is aimed at detecting visually available features of driver behaviour in 
drowsy or fatigued state with the help of tools for visual observation during 
experiments in a laboratory with driving simulator. The study provides analysis of 
eye behaviour, simulator obtained data and subjective evaluations. The purpose of 
research is to combine subjective (self-rating) and objective (eye movements and 
reaction times) measures for detection of best marginal measure for prevention of 
falling asleep at wheel. 
Experimental measurement of driver fatigue 
Research on the problem of driver drowsiness, fatigue and sleepiness is important. 
Worldwide organizations like National Sleep Foundation in America with project 
“Drowsy Driving”, National Traffic Safety Foundation, or project “Drowsy Driver” 
in Sweden have been leading extensive research programs in this area. 
Experiments with fatigued drivers on driver simulators have been conducted at the 
faculty the authors are with for tens of years.  A complex research has been done to 
assess driver physiological, psychological states and driving behaviour. Some results 
are presented in publications by Bouchner et al. (2006). 
  Experiment platform and measurement method. 
Measurement of sleepy driver state is only safe in laboratory conditions. The 
suggested test is conducted in a laboratory on fixed-base light personal car half-
cockpit simulator cut behind the driver seat. The visualization of virtual environment 
is a 270-degree projection on 3 screens (see Figure 1). Eye movements are recorded 
with the non-intrusive eye-tracker device Smart Eye Pro. 
The driving track used here is a monotonous highway with minimal traffic (Figure 
2). There are 9 triggered events (for fresh drivers) and 18 events (for sleepy drivers) 
in the scenario represented by a special signal that is supposed to engage driver to 
break till the light changes to green. For this experiment the signal is represented 
with a lane control red cross/green arrow light placed on roadside gantries (see 
Figure 3), with green signal set as default and red signal on some of the gantries, 
where per the given task drivers need to stop. The trigger event serves for 
measurement a time to reaction and subjective self-evaluation (for sleepy drivers) 
during experiment. Drivers were instructed to maintain stable speed (around 90 
km/h) during the whole experiment.  
Participants for the experiment are being recruited mainly among the students and 
associates from faculty of transportation sciences at Czech Technical University in 
Prague. Seven people (all male) have participated in the experiment so far (age mean 
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25.7; SD = 27.6). One of the drivers could not complete the measurement because of 
simulator sickness, therefore measurements for six participants were available. Due 
to issues with eye tracker signal for one subject, eye behaviour of 5 drivers was 
observed. Subjective measure is available for 5 drivers. All participants are active 
drivers with valid driver’s licence, average driving experience 6 years and with 
around 10 000 km of yearly mileage. Every participant came for measurement twice: 
once in normal state and a second time after sleep deprivation of at least 24 hours 
(24 hours since awakening from last sleep). All measurements for sleep deprived 
drivers took place in the morning hours (with a start around 8-9 am) with most 
subjects having been awake for the past day and night in a row, while measurements 
with fresh drivers could happen any time during the day. No energy drinks, 
excessive coffee intake, strong tea, alcohol or stimulating drugs were allowed during 
the sleep deprivation period. Simulator drive for fresh participants lasted for about 
60 minutes and for sleepy participants – 120 minutes. The 60 minutes’ drive is taken 
as a control state for each participant. 
 
Figure 1. Driver simulator - left and eye-tracking device "Smart Eye pro" - right. 
 
 
Figure 2. Driving track. 
 
   
Figure 3. Driving scenario and triggered event realization. 
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  Observation of eye movements 
Eye movements may be characterized as saccadic movements being interrupted by 
fixations, or moving fixations – smooth pursuits (fixation on a moving target). 
During fixation, the brain is processing the information screened by the eyes. There 
are studies showing relation between fixation itself and the understanding of 
screened information during different kinds of activities like reading (Just and 
Carpenter, 1980), visual search (Hooge & Erkelens, 1997), scene perception 
(Rayner, 1998) etc. Some of possible measures for fixation are duration time, 
direction, or position, velocity. Evaluation of driver behaviour by means of 
measuring gaze duration is described in standard ISO 15007. Eye behaviour 
presented in this chapter relates to one experiment participant. Behaviour of drivers 
involved in the experiment was quite individual, besides, the number of participants 
of this experiment is small (at this stage) and therefore an expert approach was 
chosen for assessment and analysis of measured data.  
Normally, fixation duration may last from 100 ms to over a second (Bergstrand, 
2008). Eye behaviour has been followed in our sleepiness research, fixations and 
blinks analyses has been done over one hour for each 5 minutes’ time section 
starting from the start of experiment. By fixation here a gaze intersection with front 
screen simulator projection (front scenery view) and with instrument cluster is 
understood. Analysis of one of the study participants is provided here. It has been 
observed that number of fixations increased in sleepy state (Figure 4). However, 
average fixation duration has noticeably dropped (Figure 5). Total time spent on 
fixations has shown no noticeable difference between sleep deprived and fresh states 
(Figure 6). 
 
Figure 4. Fixation count analysis for one driver in fresh (green) and sleep deprived (blue) 
condition. 
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Figure 5. Average fixation duration analysis for one driver in fresh (green) and sleep 
deprived condition. 
 
Figure 6. Total fixation duration analysis for one driver in fresh (green) and sleep deprived 
condition. 
Blinks were also analysed for frequency, average and total duration during one hour 
of measurement (first hour in case of sleep deprived drivers) per 5-minute time 
sections. At this stage, no typical schemes of blink behaviour can be observed as 
behaviour of each participant is individual. In Figure 7, one can see that different 
tendencies of blink frequency are observed through one hour for one of the drivers 
(same participant, whose fixation analyses are suggested above): noticeable  increase 
in blinks count for sleep deprived state. Blink measure provided in eye tracker data 
is an eyelid closure of duration under 700 ms. This could mean that in the sections 
with blinks count drop we may be facing sleep events. However, further analysis 
needs to be done for more solid assumptions. Total blinking time values per each 
time section are represented in Figure 9. In general, total blinking time over the 
whole period (60 minutes) hasn’t changed between states as compared within 1 
hour. Average blink duration is somewhat shorter for sleep deprived drivers (see 
Figure 8), however difference is not very representative, besides, the longer eye 
closures could be not detected due to blink measurement parameters described 
above. Further research will be concentrated at correlation of eye behaviour to 
driving behaviour measures as well as sleep events detection for better 
understanding of eventual behaviour changes observed here. 
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Figure 7. Blinks count analysis for one driver in fresh (green) and sleep deprived (blue) 
condition. 
 
Figure 8. Average blink duration analysis for one driver in fresh (green) and sleep deprived 
(blue) condition. 
 
Figure 9. Total blinking time analysis for one driver in fresh (green) and sleep deprived 
(blue) condition. 
  Analysis of driving data 
The incident method for experiments with sleepy drivers on a driving simulator is 
described by Baulk et al. (2006). The research shows that longer time spent on task 
by drivers after sleep deprivation was resulting in increase of reaction times. 
The outcomes of experiment described here show that even though no significant 
differences have been noticed for drivers in fresh state (mean 1220 ms; SD 500 ms) 
as compared to sleepy state during the 1
st
 hour (mean 1414 ms, SD 711 ms, t= 1.6, 
p=0.1) and 2
nd
 hour (mean 1315; SD 447 ms, t=1.03, p=0.3), however, it is worth of 
noticing that the overall grow of time to react grew further in the course of the 
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sleepy experiment – the tendency can be tracked in Figure 10, where mean reactions 
among all subjects are displayed per each trigger event in fresh state, sleep deprived 
state (first and second hours of driving in sleep deprived state are displayed 
separately). For many drivers the abrupt breaking at trigger zones has been 
observed. Further research will be concentrated on more driving characteristics 
parameters. 
 
Figure 10. Average reaction time for each trigger event in each state: green - fresh, light blue 
- sleep deprived 1st hour, dark blue - sleep deprived 2nd hour. 
  Subjective measurements and some experiment findings 
Normally people are aware of their sleepy state. However, studies show that they 
aren’t capable of predicting crash or inability to drive (Watling et al., 2015; Horne & 
Baulk, 2003). It has been shown by Howard et al. (2014) and Åkerstedt et al. (2014) 
that self-rating increases with longer awake hours. Though not considered to be a 
sufficient measure of sleep prediction, self-rating is still worth of being taken into 
consideration especially when combined with objective evaluation techniques of 
sleepy driver behaviour. There are several sleepiness scales for subjective measure, 
such as Stanford Sleepiness Scale (Hoddes et al., 1973), Karolinska sleepiness scale 
(Kaida et al., 2006). Another self-rating scale has been developed at author’s faculty, 
also mentioned by Bouchner et al. (2006), for driver self-assessing of their state. In 
this study, sleepy drivers were self-rating themselves during 18 stops designed as 
trigger events in simulation scenario. The scale itself is a result of researchers’ 
observations during numerous experiments of driver fatigue. The outcomes of 
participants’ self-ratings in the current study are presented in Tables 2 and 3. 
Changes in subjective feeling of sleepiness are individual. The following tendencies 
have been noticed here: participants 3, 4 and 5 reported to be at the highest stages of 
going into sleep at the early stages of the experiment; at the same time, one 
participant reported to be in an average sleepy state. It is important to collect more 
data for detecting typical tendencies. Comparison to real driving behaviour by 
analysis of vehicle outputs is important here.  
During after-experiment moderated conversations with drivers we were seeking to 
find possible personal perceptions on questions about feeling, mood, and physical 
state. Most drivers have either expressed a desire to use an air conditioner or radio, 
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some drivers tried to sing or read poems by heart. Such countermeasures were found 
by some researchers, such as, for example, Reyner and Horne (1998) and Schwarz 
and Ingre (2012) to be of little or zero effect on level of sleepiness. However, one 
might consider those as behavioural features of drowsy state for visual observations 
during driver sleepiness experiments. 
Table 1. Sleepiness scale. Faculty of transportation Sciences CTU in Prague 
Score State description as perceived by driver 
1 I feel fine/fresh & driving does not make me any problems. 
2 I feel drowsy & driving does not make me any problems. 
3 I feel drowsy & I notice some problems. 
4 I feel very drowsy & I need excessively concentrate to drive correctly. 




Table 2. Self-rating scores provided by 5 participants during sleep deprived state. 
 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 
p1 
2 3 3 5 4 5 5 5 5 5 5 5 5 5 5 5 5 5 
p2 
1 2 3 3 4 4 4 4 4 4 5 5 5 5 5 5 5 5 
p3 
2 3 4 4 3 4 4 4 5 5 4 3 3 3 4 3 3 4 
p4 
2 4 5 5 5 5 4 5 5 4 5 5 5 5 5 5 5 5 
p5 
4 5 5 5 5 5 5 5 4 4 4 4 4 4 4 4 4 4 
 
Note: Self-evaluation scores of 5 participants during 2 hours of driving (columns 1 to 9 
correspond to the first hour, columns 10 to 18 correspond to the second hour). Scores from 
1 to 5 are given per scale presented in Table 1. Light green cell colours (weak shading) 
represent lower score of drowsiness, blue colour (strong shading) represent higher score of 
drowsiness. 
   
  Discussion and future work 
The versatile approach to driver drowsiness is explained by the different character of 
human behaviour in similar situations. Individual approach in human behaviour 
research shall be applied therefore. The provided research has analysed behaviour of 
sleepy drivers as compared to that in fresh state. The goal of the research is 
developing an efficient technique, based on visually available parameters, to detect a 
dangerous behaviour. The extensive study of broad data collection from the 
experiments includes objective data collected from simulator driving outputs to 
subjective evaluation of driver with the help of self-evaluation tests. Separate 
observations show some tendencies in deterioration of driver eye behaviour, 
determined by visual behaviour changes, such as decrease in average duration of 
gaze fixation count and increase of fixation count. It was also possible to observe 
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increase of blinking frequency, however blink length average values didn’t display 
noticeable difference between two compared states. The results differ per individual 
and solid conclusions require measurement of bigger cohort. Calibration of analysis 
of eye behaviour is needed for specification particular conditions of certain 
behaviour and for better correlation of visual behaviour to objective data results and 
subjective evaluation. Each type of obtained results is depending on different 
parameters, such as time, i.e. time from last sleep, physical condition of each 
individual, driving experience, collection of quality visual data is complicated by 
various structure and in-cabin behaviour habits (body movements, gestures), not to 
mention the aspects of sleepy driver face relaxation and eyes half-closures. Obtained 
objective measures showed insignificant statistical differences. However, separate 
critical values of reaction times were noticed in several cases. Further cross analysis 
of experimental data and research shall continue. 
Acknowledgement 
This research was supported by grant SGS16/254/OHK2/3T/16 “Experimental 
research of driver fatigue by means of observation visual behavior”. 
References 
Akerstedt, T., Anund A., Axelsson J., & Kecklund G. (2014). Subjective sleepiness is 
a sensitive indicator of insufficient sleep and impaired waking function.  J 
Sleep Research 23, 240-252. 
Anund, A. (2009). Sleepiness at the wheel. PhD thesis, Karolinska Institute. 
Stockholm, Sweden: NASP – National Prevention of Suicide and Mental 
Health. 
Baulk, S., Biggs, S., Heuvel, C., Reid, K., & Dawson, D. (2006). Managing driver 
fatigue: quantifying real world performance impairment. (ATSB Research 
and analysis report). Australian Transport Safety Bureau. 
Bergstrand, M. (2008). Automatic analysis of eye tracker data. Swedish National Road 
and Transport Research Institute. 
Bouchner, P., Novotný, S., Hajný, M., Piekník, R., Pěkný, J. & Valtrová, K. (2006). 
Analysis of technical and biological outputs from simulated driving, focused 
on driver’s fatigue detection. DSC Asia/Pacific, Tsukuba. 
Hoddes, E., Zarcone, V., Smythe, H., Phillips, R. & Dement, W. C. (1973), 
Quantification of Sleepiness: A New Approach. Psychophysiology, 10, 431–
436. 
Hooge, I.Th.C. & Erkelens, C.J. (1997). Adjustment of fixation duration in visual 
search. Vision Research, 38, 1295-1302. 
Horne, J.A. & Baulk, S.D. (2003). Awareness of sleepiness when driving. 
Psychophysiology, 41, 161-165. 
Howard, M.E., Jackson, M.L., Berlowitz, D., Fergal, O., Swann, P., Westlake, J., 
Wilkinson, V. & Pierce R.J. (2014). Specific sleepiness symptoms are 
indicators of performance impairment during sleep deprivation. Accident 
Analysis and Prevention 62, 1-8. 
ISO 2014, Road Vehicles – Measurement of driver visual behavior with respect to 
transport information and control systems – Part 1: Definitions and 
parameters ISO 15007-1. 
144 Mashko, Bouchner, & Novotný 
Just, M.A., & Carpenter, P.A. (1980). A theory of reading: From eye fixations to 
comprehension. (Psychological review V87/No. 4). Carnegie Mellon 
University. Department of Psychology. 
Kaida, K., Takahashi M., skerstedt T., Nakata A., Otsuka Y., Haratani T., Fukasawa 
K. (2006). Validation of the Karolinska sleepiness scale against performance 
and EEG variables. Clinical Neurophysiology 117 (pp. 1574-1581). 
Rayner, K. (1998). Eye Movements in Reading and Information Processing: 20 Years 
of Research. Psychological Bulletin, 124, 372-422. 
Reyner, L.A., Horne, J.A., 1998a. Evaluation “in-car” countermeasures to 
sleepiness: cold air and radio. Sleep 21 (1), 46–50. 
Schwarz, J.F., Ingre, M., Fors, C., Anund, A., Kecklund, G., Taillard, J., Åkerstedt, 
T. (2012). In-car countermeasures open window and music revisited on the 
real road: popular but hardly effective against driver sleepiness. Journal of 
Sleep Research, 21, 595–599. 
Watling C.N., Armstrong K., Radun I. (2015). Examining signs of driver sleepiness, 
usage of sleepiness countermeasures and the associations with sleepy 
driving behaviours and individual factors. Accident Analysis and 
Prevention, 85, 22-29. 
 
 In D. de Waard, A. Toffetti, R. Wiczorek, A. Sonderegger, S. Röttger, P. Bouchner, T. Franke, S. 
Fairclough, M. Noordzij, and K. Brookhuis (Eds.) (2017). Proceedings of the Human Factors and 
Ergonomics Society Europe Chapter 2016 Annual Conference. ISSN 2333-4959 (online). Available from 
http://hfes-europe.org 
Can User Experience affect buying intention? A case 














Scientific Research Department, Technogym S.P.A., Cesena, Italy - 
2
Ergoproject 
S.r.l., Rome, Italy - 
3
Sapienza University of Rome, Italy 
  Abstract 
Treadmills are increasingly loaded with digital technology for assisting the 
individual during the workout sessions by providing information for tracking 
relevant training parameters. Also, this technology makes exercise more pleasurable 
by keeping the user connected to her/his digital ecosystem (e.g. social networking, 
access to multimedia content). Although there is an increasing interest in digital 
technologies to be used in fitness, a cursory literature search shows that the interest 
towards gym equipment is currently limited to the hardware component, thus 
making biomechanics the focus of the investigation. Other types of contributions are 
very rare and mostly focused on the design of tools for special populations (e.g. 
elderly, disabilities) as well as for promoting physical activity monitoring (eHealth). 
In the present study information on the perceived usability of the interface was 
collected and analysed along with opinions about buying intention and estimated 
pricing. Twenty-three individuals were tested after using a treadmill (Technogym 
S.p.A.) equipped with an interface allowing equipment and training management, 
activity monitoring and user entertainment. Results indicated a significant influence 
of perceived usability of the interface on the intention of buying the whole system, 
thus suggesting the existence of a ROI of Human-Centred Design strategies. 
Introduction 
The growing interest towards Usability and User Experience (UX) is not limited to 
the goal of devising better design strategies, but it is also related to the increasing 
awareness about the relation of these aspects with the internal (e.g. staff 
productivity, software development costs) and external (e.g. conversions, buying 
intention) Return On Investment (ROI), that is the benefit to an investor (e.g. sales 
increase, enhanced brand perception) resulting from an investment of some resource 
(e.g. internal effort, consulting). 
Although the commercial impact of usability has been acknowledged since the 
seventies (Bennet, 1979), and has been elaborated over the years giving rise to the 
multifaceted UX construct (e.g. Bias & Mayhew, 2005; Graefe, Keenan & Bowen, 
2003; Nielsen et al, 2008; Watermark Consulting, 2015), the real understanding of 
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the causal (interaction) variables influencing the ROI is still unclear (Rosenberg, 
2004; Weinschenk, 2005). Factors influencing this lack of knowledge may be the 
reluctance of business owners in disclosing the details of their success/failures, as 
well as the fact that the ROI needs to be related to multiple aspects, such as: 
● UX activities frequency and typology; 
● type of product; 
● specific sector in which interfaces are implemented. 
The recent trends (e.g. Internet of Things) have further complicated the scenario 
considering that nowadays digital interfaces (not necessarily GUIs) are embedded in 
any kind of product (e.g. cars, home appliances, wearables) and it becomes more and 
more complicated to understand which part of the product could have an higher 
impact on ROI (e.g. design, comfort, usability). 
The gym is one of those complex UX emerging markets. The so-called "smart gym" 
is a new paradigm aimed at supporting both users and trainers in keeping track of the 
work-out activity and tailor it to the real needs and capacity of the individual. Jain 
(2015) applied this approach to two different equipment pieces (squat machine and 
leg press machine) matching the work-out activity to the individual profile in order 
to automatically calibrate and modify the exercise schedule and the workload. The 
system has been designed to achieve the following three objectives: 1) to provide 
user with personalized system-generated workout suggestions; 2) to track the user 
activities and maintain individual history records; 3) adjust the workout regimen 
according to the available resources. They compared this approach to traditional 
workout sessions with a personal trainer and found that the adaptive system 
provided better results in terms of displacement, force and time elapsed. As a matter 
of fact, gym equipment has been increasingly loaded with digital technology for 
assisting the individual during the workout sessions, as well as for making the 
physical activity more pleasurable. In many cases touchscreen displays not only 
provide information (and require input) that is relevant for the exercise (e.g. 
providing information about the heart rate) but also for keeping the users connected 
to their digital ecosystem (e.g. social networking, personalized multimedia content). 
That makes the usability of these tools particularly interesting to the HF/E 
community. Unfortunately, although there is an increasing interest towards mobile 
technologies to be used in fitness, a cursory literature search can easily show that the 
interest towards gym technology (particularly, treadmills) is currently mainly limited 
to the hardware component, thus making biomechanics the focus of the ergonomics 
investigation with some reference to comfort and safety (Biscarini, 2012; Carraro et 
al., 2014; Reilly & Lees, 1984). Other types of contributions are very rare, and 
mostly focused on the design of tools for special populations (e.g. elderly, people 
with disabilities) as well as for promoting physical activity (the so-called 
“exergames”: see Mueller et al., 2011) and monitoring (the so-called “eHealth”). 
Moreover, there is a complete lack of studies trying to investigate the relation 
between UX and ROI. The case study reported here is a first attempt to deal with 
this topic in the context of fitness equipment. Particularly, we asked a selected group 
of individuals to perform a workout session using a treadmill equipped with a 
companion Graphical User Interface (GUI) and then to evaluate their experience 
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with the system and their willingness to promote and pay. It is expected to find a 
link between the experience with the system and the willingness to pay that, in turn, 
would suggest that investments in UX are as profitable as those in other aspects of 
both the design and the marketing of a product. 
Study 
Participants 
Twenty-three individuals (12 males, 11 females) volunteered in this study. They 
belonged to 4 age groups: 25-35 years old (N=8); 35-45 years old (N=8); 45-55 
years old (N=4); 55-65 years old (N=3). Structured questionnaires were used to 
collect information regarding type and intensity of usually practiced physical 
activity and regarding the familiarity with mobile applications (apps). Generally, the 
selected user profile included users who often attend the gym and employ the 
treadmill as the main exercise equipment. Five participants reported to never use 
mobile apps. 
  
Figure 1. Distribution by favorite workout activity (walking vs. running, left pane) and 
average km per week (right pane). 
Equipment and setup 
Product description 
A consumer Technogym treadmill (for domestic use only) was used in this study. 
The treadmill can be used by itself or connected to a native app on a tablet. The 
treadmill features four indicators (running time, machine inclination, running speed, 
covered distance) and three physical buttons for starting / stopping the running 
session and for controlling machine inclination and running speed. Above the 
machine it is possible to insert a tablet for using the MyRun app (available both for 
iOS and Android systems) through which the users can create a custom program 
based on their physical fitness and the frequency of workouts. The app automatically 
selects music that is matched to users’ pace (e.g. through a Spotify account) and 
compares running sessions on the treadmill with outdoor performance tracked by 
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compatible apps (e.g. Runkeeper, Mapmyfitness) or specific tracking devices (i.e. 
Fitbit and Polar). 
 
  
Figure 2. Technogym treadmill (left pane) equipped with a tablet running the MyRun App 
(right pane). 
Performance metrics 
Performance was measured as the proportion of errors made while completing the 
following tasks (manually recorded by one of the authors): 
1. Setting the training goal (i.e. starting a running session of a predetermined 
duration and keeping a presetted speed). 
2. Starting / stopping the training session (either using the app or the physical 
button placed on the treadmill).  
Subjective metrics 
Opinions/judgment expressed by users were collected at the end of each session and 
provided information about three diffecter constructs using the following tools: 
 User Experience (UX): participants were asked to answer to four True / False 
questions (see table 1) related to four dimensions (distractibility, ease of use and 
pleasantness, functionality).  
 Mental Workload: participants rated their experience using the NASA-TLX 
(Hart & Staveland, 1988). 
 Promotion: participants rated their willingness to promote the equipment using 
the Net Promoter Score® (NPS: Reichheld, 2003), a metric that provides an 
estimate of the probability with which a person is willing to recommend a 
particular product to other people on a scale from 0 to 10. 
 Willingness to Pay (WTP): participants reported of the maximum price they 
were willing to pay on the purchase of the same product. They also were 
requested to provide an estimate (guess) of the actual price of the product. 
Additionally, anagraphic data and information on exercise preference (walking vs. 
running) was collected at the beginning of the session. 
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Table 1 – UX “quick and dirty” scale. Total score was obtained by summing up all “true” 
answers after reversing item 1 and 4. 
1. The app distracts me from those aspects I normally pay attention 
to (e.g. distance travelled, calories burned). 
TRUE FALSE 
2. The app is easy to use. TRUE FALSE 
3. The app is pleasant and well finished. TRUE FALSE 
4. The app did NOT help me during the workout. TRUE FALSE 
Procedure 
Participants were greeted and introduced to the tasks to carry out using the treadmill. 
They were asked to sign an informed consent and to fill a personal data form and 
then to get on the treadmill, set a 10 minutes session and start running and/or 
walking (depending on their exercise habits) at a speed of 5 km/h at least, while 
interacting with the MyRun app. During the session they were free to express what 
they thought about the product, but were not encouraged to do so as in a thinking 
aloud protocol. The questionnaires described in previous section were administered 
at the end of the interaction with the product and a debriefing section concluded the 
session. 
Data analysis and results 
Answers to the four items of the questionnaire on the quality of interaction with the 
system were summed up and participants were classified as showing Negative UX 
(N=8) if their score was below the median. All other participant were classified as 
showing Positive UX (N=15). The proportion of errors on the number tasks to be 
accomplished (choose a goal-based workout session, set the time as the goal of the 
session, set the duration of the session, start the session, stop the session) was used 
as dependent variable in two ANOVA designs Exercise Preference (Walking vs. 
Running) x Gender (Males vs. Females) and UX (Positive vs. Negative) x Gender 
(Males vs. Females), respectively. Results showed no significant differences for both 
analyses (exercise preference: F1,19=1.15, p>.05; gender: F1,19=.51, p>.05; 
interaction: F1,19=2.02, p>.05 and UX:  F1,19=.22, p>.05; gender: F1,19=.04, p>.05; 
interacton: F1,19=.09, p>.05, respectively). 
NASA-TLX score was used as dependent variable in two ANOVA designs Exercise 
Preference (Walking vs. Running) x Gender (Males vs. Females) and UX (Positive 
vs. Negative) x Gender (Males vs. Females), respectively. Results of the first 
analysis showed no significant effects (exercise preference: F1,19=1.16, p>.05; 
gender: F1,19=.06, p>.05; interaction: F1,19=1,67, p>.05). 
A significant main effect of UX (F1,19=4.30, p=.05) was found in the second 
analysis: users who reported a positive UX also reported lower mental workload. 
Neither a significant effect of gender (F1,19=3.08, p>.05) nor a UX by gender 
interaction (F1,19=.75, p>.05) was found. 
Net Promoter Score (NPS raw score) was used as dependent variable in an ANOVA 
design Gender (Males vs. Females) x UX (Positive vs. Negative). Results showed a 
significant main effect of UX (F1,19=11.59, p>.01): users who reported a positive UX 
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also reported higher NPS values. Neither a significant effect of gender (F1,19=.15, 
p>.05) nor a UX by gender interaction (F1,19=.06, p>.05) was found. 
Willingness to Pay (WTP), that is the maximum price at or below which a consumer 
will definitely buy one unit of the product, was used as dependent variable in an 
ANCOVA design using UX (Positive vs. Negative) as factor and Estimated Price as 
covariate, which was found to be positively correlated to WTP (r=.49; p<.05). The 
covariate was introduced for subtracting the weight of the estimated (guessed) value 
of the product. Results showed a significant effect of the covariate (F1,20=6.57, 
p<.05) and a tendency toward statistical significance of UX (F1,20=3.92, p=.06): 
users who reported a positive UX also reported higher WTP close to the real price of 
the product. 
 
Figure 3. Willingness To Pay (WTP) in Euros by User Experience. Vertical bars denote .95 
confidence intervals and the red line indicates the actual price of the equipment tested. 
Notably, the mean WTP for the Positive UX sub-group Approached the actual price of the 
equipment. 
 
Discussion and conclusion 
This case study showed that UX with the MyRun app influenced the attitude 
towards the entire product. All participants showed homogeneous performance in 
terms of number of tasks correctly accomplished during the experimental workout 
session, but users whose experience with the treadmill was positive reported lower 
mental workload compared to those who experienced a negative interaction with the 
system. The relation between usability and workload is often overlooked. 
Nevertheless, problems related to usability may lead to a loss of control, orientation 
and frustration from the user (e.g. Faliagka, Rigou & Sirmakessis, 2015) and -as 
reported by Longo (2015)- “mental workload is gaining momentum as an important 
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design concept in human–computer interaction and is important in considering the 
interaction of people with computers and other technological devices” (p. 758). 
Satisfied users reported higher NPS values, therefore indicating them as advocates 
and promoters of the product, and also reported higher willingness to pay for the 
equipment a price that is close to the actual value of the good. In other fields, such as 
e-commerce, the influence of usability on buyers’ intention has been already 
reported (Konradt et al., 2003), and this result is aligned with that literature. 
Interestingly, even if the estimated price resulted to be positively correlated to the 
willingness to pay, the effect was obtained also after subtracting the influence of the 
estimated price: no matter what is the imagined monetary value of the product, 
individuals who experience a better interaction with the system are willing to pay for 
it and, very surprisingly, they are willing to pay its actual price (even if they has no 
information about the actual price). 
So far, the influence of UX on promotion was reported only for web sites in 
correlational studies (Sauro, 2012). The present case study is the first to take into 
account this relation for physical products and confirms what has been found 
elsewhere: the usability of a system is a strong determinant of success for a product / 
service. The ROI of UX research and consultancy is a fact and should be taken into 
consideration by any organisation / company. 
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From aircraft to e-government - using NASA-TLX to 
study the digital native's enrolment experience for a 
compulsory e-service 
Chris Porter 
Faculty of ICT, University of Malta 
Malta 
In recent years Malta launched a new e-service for students aged 16–18 who are 
applying for national exams. Adoption is compulsory and students also need to enrol 
for a national e-ID to gain access to the service. The e-service enrolment process is a 
pivotal part of the user experience, and without proper considerations it can become 
a major hurdle, stopping users from transacting online. This paper presents results 
from a two-stage study conducted with affected students to (1) measure and assess 
the impact of enrolment-specific design decisions on the students’ lived experience 
(using NASA-TLX as a multi-dimensional and subjective workload assessment 
technique) and to (2) validate and critically assesses NASA-TLX’s applicability and 
sensitivity in this context. This study gives particular attention to digital natives – 
people who have grown up with and are highly accustomed to digital technology 
(Prensky, 2001). This study shows that NASA-TLX is reasonably sensitive to 
changes in workload arising from various design-decisions within this context, 
however certain adoption caveats exist: (1) unsupervised NASA-TLX participants 
may provide significantly different results from supervised participants for most 
workload scales, (2) context-specific definitions and examples are necessary for 
most workload scales and (3) there are no major advantages arising from the 
adoption of a mean weighted workload (MWW) metric over raw TLX (RTLX). 
  Introduction and Aims 
The enrolment process for any e-service can have a significant impact on the user’s 
lived experience (Porter et al., 2012) and in turn on the success of the e-government 
service itself (Axelsson & Melin, 2012). In Western Europe the first generation of 
digital natives are starting to use e-government services. Most of these services 
require an online identity, which first-time e-government users have to create. The 
aims of this paper are to (1) develop an understanding on how enrolment-specific 
workload, as a multidimensional measure, impacts the digital native’s experience 
with online services and (2) whether NASA-TLX is a suitable candidate to, in part, 
answer this question. Qualitative techniques are used to capture this citizen group’s 
perceptions, expectations and reactions to identity-related tasks. This study also aims 
to determine whether NASA-TLX (1) is easy to understand and follow for younger 
(and untrained) participants, (2) whether it is applicable within this particular 
context (e-government) and (3) whether it is sensitive enough to detect changes in 
workload arising from different e-service enrolment process designs. Qualitative 
154 Porter 
results will be treated as out of scope for this paper, and will not be presented nor 
discussed.  
  Background 
Hart describes workload as ‘the cost of accomplishing mission requirements for the 
human operator’ (2006, par 1). The human costs in e-government include the 
citizen’s inability to use an e-service - which could in turn result in sanctions, such 
as a fine for not paying a congestion charge on time (Inglesant & Sasse, 2007), or 
loss of opportunities, such as having to use otherwise productive time to visit a 
government department in person. However, the risk is also on the service owner: if 
the human cost for a service is such that e-services are not used, the government will 
also have to absorb costs for handling that particular transaction via traditional 
channels. This can also have political ramifications in that a negative experience will 
generally reflect negatively upon the government’s image of efficiency and 
competence.  
Cain argues that different workload measurement techniques actually assess 
different aspects of workload and this heterogeneity of focus stems from the ‘lack of 
an accepted definition of workload’ (2007, pg 7). According to the author different 
people have different perspectives on the meaning of workload, including (1) the 
task demands imposed on the user, (2) the effort the user needs to make to satisfy 
such demands and (3) the consequences of attempting to meet such demands. Sasse 
et al. (2014) adopted the GOMS-KLM approach (Goals, Operators, Methods and 
Selection rules – Keystroke-level Modelling) to assess the workload imposed by 
authentication events in terms of the time taken for a user to complete them. GOMS-
KLM, introduced by Card et al. (1980), evaluates workload by deconstructing tasks 
into a set of basic actions, or steps, on which time measurements are taken. Although 
it is an important benchmarking technique to help practitioners determine the best 
and worst case scenarios in terms of user performance and effort for a given task, its 
simplicity might deter from its potential to provide measurable information on 
aspects such as frustration and self-confidence which, from a lived experience 
perspective, are also important considerations for the design of better security 
mechanisms. The author believes that the time taken to fill in a form does not 
necessarily imply a negative user experience, especially if the benefits obtained from 
using the e-service offset the cost associated with accessing it. For instance, a tax 
return e-service requiring users to authenticate by selecting a digital certificate, 
submitting a one-time password and filling in several other fields might still be 
worth the while for a professional who would otherwise need to regularly fill in and 
post paper-based forms on behalf of his clients. Workload can affect users in 
different ways, and for different reasons, and this impact may also vary across 
contexts of use. 
For this reason, the author turned his attention to NASA-TLX – a multi-dimensional 
and subjective workload assessment technique. While developing NASA-TLX, Hart 
and Staveland (1988) examined ten workload-related factors, retrieved from sixteen 
experiments. Six of these factors were then proposed as a multi-dimensional rating 
scale combining magnitude and source information ‘to derive a sensitive and reliable 
estimate of workload’ (Hart and Staveland, 1988, pg 139). This was accomplished 
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after a series of statistical tasks, mainly to determine the sensitivity of each factor on 
workload. In NASA-TLX, physical and mental workload are also measured along 
with cognitive workload. This technique was originally developed for use in aviation 
flight-deck design; however, now it has been widely adopted for alternative uses and 
is also being used as a benchmark against which other workload measuring 
techniques are evaluated. Rubio et al. (2004) surveyed a number of studies which 
adopted subjective workload (cognitive) rating techniques. The authors ranked 
NASA-TLX at the forefront of sensitivity to experimental changes in workload 
conditions. This is also confirmed in Garteur’s Handbook of Mental Workload 
Measurement (Garteur, 2003). Hill et al. (1992) also rated NASA-TLX as the most 
sensitive to workload changes, followed by MCH (Modified Cooper-Harper) and 
finally SWAT (Subjective Workload Assessment Technique).  
NASA-TLX allows subjects to record data post-task, and thus certain physiological 
and time span-dependent effects may be in conflict to what is recalled by the subject. 
Techniques to counteract this issue include (1) screen-recording playback and (2) 
video-recording playback of the tasks performed. These techniques are designed to 
facilitate retrospective workload rating (Garteur, 2003). NASA-TLX uses six 
workload factors, or dimensions, and measures their relative contribution in 
influencing the user’s perceived overall workload. Twenty years after presenting 
NASA-TLX, Hart (2006) reviewed the current state of the technique. It was found 
that most recent studies using this technique handled investigations on interface 
design and evaluation, with 31% focusing on visual and auditory displays and 11% 
on input devices. Seven percent of the studies were carried out with users of 
personal computers. Hart notes that NASA-TLX can be used in various situations, 
from aircraft certification to website design. This study proposes the use of NASA-
TLX to measure enrolment-specific workload, primarily because of its multi-
dimensional nature and overall performance sensitivity. Various other advantages of 
NASA-TLX include: ease of use; practicality of the method; reduction of between-
rater variability (due to the adoption of weighted rankings) and the availability of 
clear instructions, supporting tools and case studies. 
  Study Context 
The examinations department stipulated that students are to use a new e-service to 
register for their A-level examinations. Unless there were exceptional circumstances, 
students could not apply via the traditional method of visiting the examinations 
department in person. A ‘Click Here to Apply’ button was made available on a clean 
and easy to follow landing page at https://exams.gov.mt. Once clicked, students 
were asked to login using their e-ID credentials. No immediate information is given 
on how to obtain an e-ID. Instructions on how to enrol for an e-ID were provided in 
another e-government page, and at the time the process consisted of the following 
steps: 
1. Visit the registration office in person (on average it takes 30 minutes each 
way by bus) 
2. Go through a short enrolment process (on average it takes 5 minutes to 
complete and students need to present their national ID card and a valid 
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email address). Queues are possible since this is a central-government 
office 
3. Receive a security PIN by post at the address given at enrolment 
4. Activate the e-ID account using the PIN received by post and a password 
received at the email provided in step 2 
5. Create a new password that adheres to a strict password policy 
Once students are successfully enrolled on the National Identity Register, they are 
able to proceed to register and pay for their A-level examinations through the e-
service website at https://exams.gov.mt/. 
  Method 
  Participants 
Two sets of participants were involved in this study, one for each of the two phases 
discussed below, namely the (1) collection and analysis of users’ experiences via an 
online questionnaire and the (2) follow-up workshops to verify and validate NASA-
TLX ratings.  
  Process 
The author’s goal was to capture as much feedback as possible from the pool of 
students sitting for their exams. An online questionnaire was opted for since it would 
help (1) reach as many students as possible while (2) minimising disruptions to their 
studies. A number of interesting insights and recommendations emerged during this 
exercise. It was also felt that this study would benefit highly from a second 
intervention through which the initial results could be validated and substantiated. 
This was the motivation for the second part of the study which offered the 
opportunity to assess the applicability and understandability of NASA-TLX with 
digital natives and to investigate its sensitivity towards workload induced by 
enrolment-specific factors. Students who indicated that they would be willing to 
participate in follow-up meetings were contacted and a series of five workshops 
were scheduled. All ethical considerations recommended by the research ethics 
committees at the respective institutions were observed for both phases of the study. 
  Results 
Three data sets were generated following this study: (1) qualitative results from the 
questionnaire outlining experiences for the various subgroups, (2) quantitative 
workload data obtained from the questionnaire’s NASA-TLX assessment and (3) 
data from follow-up sessions which includes both qualitative and TLX related 
information. Thematic insights arising from the transcribed qualitative data will not 
be presented here. 
  Unsupervised NASA-TLX – online questionnaires 
The questionnaire was sent to over 1000 students who were sitting for their A-Level 
examination sessions. A total of 134 valid responses were received (13% response 
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rate). Sixty-two percent of the participants were female, 21% male and 17% decided 
not to disclose their gender. Eighty-one percent of students declared that they fall 
within the 16–18 age-group, while 15% chose not to disclose their age. Four 
participants stated that they are aged 19-24, and one was over 25 years of age. Only 
those falling within the 16–18 age bracket were considered in the analysis stage. 
Furthermore, around 10% (13) of the respondents accepted the invitation to 
participate in one of a series of follow-up workshops held in the following months. 
The second part of the questionnaire was an online version of the TLX workload 
assessment procedure. Initially students were asked to rate the six sub-scales (or 
workload dimensions) for the exam registration task (including e-ID enrolment if 
applicable), followed by the pairwise comparison to get a weighted overall workload 
measure (mean of weighted ratings). The six workload dimensions are Mental 
Demand (MD), Physical Demand (PD), Temporal Demand (TD), Own Performance 
(P), Effort (E) and Frustration (F). The overall task load index (MWW) was 
calculated for each participant, and averaged across the various student subgroups 
(see Figure 1). The cohort who used the e-service to complete the task, provided an 
overall mean weighted workload (MWW) of 42 (± 18.59) while those who 
registered for their exams in-person reported an overall MWW of 57 (± 14.11). 
These values, and particularly the variance in the online task’s MWW, are not 
enough to draw any reliable conclusions on the users’ experience. It would therefore 
be necessary to drill down into the various sources of workload while also analysing 
the process through which these values have been produced. 
 
Figure 1. Mean weighted workload (MWW) for e-service users (online) and for those who 
adopted the offline exam registration process (at the exams registration department). 
The average rating for the online method takes into consideration the ratings given 
by students who already had an e-ID and also by those who had to enrol for one. 
Table 1 shows how students who already owned an e-ID weighted the different 
workload dimensions. 
Table 1. Workload dimension weighting by students who used the e-service and who already 
owned an e-ID 
 MD1 PD2 TD3 OP4 E5 F6 
Mean 3.7 0.4 1.9 2.6 2.2 4.3 
Median 4 0 2 3 2 4 






O N L I N E  I N  P E R S O N  
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Table 2. Workload dimension weighting by students who used the e-service but had to enroll 
for an e-ID 
 MD1 PD2 TD3 OP4 E5 F6 
Mean 2.8 1.4 3 2.1 2.2 3.7 
Median 3 1 3 2 2 4 
Std.Dev 1.4 1.5 1.4 1.4 1.1 1.3 
 
Adjusted ratings are obtained by combining these weighted dimension values with 
raw ratings, as shown in Figure 2. In this case, Physical Demand is the lowest 
contributor to workload (adjusted rating = 2.5) however Frustration has an adjusted 
rating of 247, making it the highest contributor. Mental Demand follows Frustration, 
and thus these have a great influence on the average overall MWW. On the other 
hand, Table 2 shows how students who had to enrol for an e-ID weighted the 
different workload dimensions (out of 5). Figure 3 shows the respective adjusted 
ratings for this group. At a glance it is evident that this group of students had a 
different experience than the previous group and reported an increase in Physical 
and Temporal Demand. Frustration is still the highest contributor to workload, given 
an average weighting of 3.7, followed by Temporal Demand (3). 
 
Figure 2. Adjusted rating for e-service users who already owned an e-ID (adjust rating = 
workload dimension weighting x raw rating) 
 
 
Figure 3. Adjusted rating for e-service users who had to enroll for an e-ID (adjust rating = 
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Given this information, it can be seen that both groups of students (those who 
already had an e-ID and those who had to enrol for one) exhibited high levels of 
workload, albeit, for different reasons:  
 Those who had an e-ID: Overall Task Load Index (TLX) was high mainly 
due to Frustration and Mental Demand. Causes for this outcome were 
various, including lack of process clarity, preference for traditional means, 
lack of trust in online systems and site performance. 
 Those who did not have an e-ID: Overall TLX was high due to Frustration, 
Temporal and Mental Demand. Causes for this outcome were various, 
mostly due to the hassle involved to get an e-ID (e.g., waiting time at the e-
ID enrolment office). Physical Demand was also significantly higher than 
that reported by the previous subgroup. 
  Supervised NASA-TLX – follow-up workshops 
Students who agreed to participate in follow-up sessions were first asked to discuss 
their experience with the exam registration process and compulsory e-ID enrolment. 
Following this they were asked to compare and rate the perceived effort required to 
enrol for various online services including social networks, e-learning tools, 
payment gateways, email services and e-commerce sites. Each group had to reach a 
consensus for each rating decision and their interaction was observed. Following 
this, students were asked to go through a set of nine fictitious enrolment processes 
upon which workload measurements were taken. In all, 13 students agreed to 
participate in a series of follow-up sessions in small groups, eight of whom were 
female and five of whom were male. Their median age was 17 years old. All 
participants had just finished their A-level examinations 
  Perceptions on workload for popular online services 
Before delving into the supervised NASA-TLX exercise, it was decided to conduct a 
series of semi-structured group-discussions without the use of rigid workload 
measurement techniques. This allowed for a consensus-driven thought process on 
the concept of workload as well as merits and de-merits of different enrolment 
processes adopted in popular online services. Each group of students (of 2 to 4 
participants) was presented with a list of online services that they might have used at 
any point in time (e.g., Gmail, Facebook, Skype, PayPal and Hotmail amongst 
others). The most commonly used services for each group were then listed on a 
white board next to a rating scale indicating the level of perceived effort required to 
enrol for that specific service (i.e., easy, medium, difficult/annoying). 
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Figure 4. Participants had to agree on the level of perceived enrolment-specific workload 
(from personal experience) for several online services 
First, students discussed the elements in enrolment they thought were responsible for 
workload from an individual perspective (this data will not be presented in this paper 
as it is deemed to be out of scope). Furthermore an agreement had to be reached on 
the relative level of perceived workload for each services’ enrolment process in 
relation to other services’ (as a group). Both mean and median values for the most 
commonly used services across all groups are presented in Figure 5. Feedback 
provided by different groups was normalised according to each group’s rating 
patterns; that is, some groups always rated high, while others were more 
conservative. This made it possible to generate high-level, cross-group observations. 
Table 3 adds some context to these scores, providing annotations for the respective 
services’ enrolment processes. 
 
Figure 5. Perceived enrolment-specific workload for the most common online services 
In a previous qualitative investigation (see Porter et al., 2013), it was established 
that; Items to Recall (ItR), Items to Generate (ItG), Interruptions to daily routines (I) 
and Delays (D) are central themes when it comes to sources of workload within 
enrolment processes. ItR represents the number of fields a user has to fill during the 
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come up with (e.g., PIN, password). Any major interruption necessitating the user to 
go out of her way to complete the task is represented through I (e.g., visit an office 
to complete the process). Finally, D represents any form of interruption which 
introduces a delay in the process itself, but without disrupting the users’ daily 
routines (e.g., a minor delay is introduced when an activation email is sent to the 
user, whereas a major delay is introduced when the service provider requires a day 
or two to conduct manual verification on submitted data).  
Table 3. Various services’ enrolment processes, their design factors and consensus based 
perceived workload 
 ItR1 ItG2 I3 D4 Perceived Workload (by 
consensus) 
Hotmail 10 2 No No 28% 
Gmail 8 2 No No 13% 
Facebook 6 1 No No 0% 
National e-ID NA 3 Yes Yes 81% 
PayPal5 13 1 Yes6 Yes7 78% 
Skype 11 2 No No 5% 
1
Items to Recall  
2
Items to Generate 
3




Including credit card verification 
6
User 
needs to get hold of a bank statement 
7
Can take several days until transaction is visible in a credit card/bank statement 
  Sensitivity of NASA-TLX 
During the follow-up sessions, students were also individually asked to go through a 
number of fictitious enrolment tasks for fictitious e-services. These tasks are based 
on common enrolment process configurations generally used in e-government 
services. A number of e-services from around the world were surveyed and for each 
service’s enrolment-process the researcher recorded its ItR, ItG, I and D values. This 
afforded the researcher the possibility to construct a set of fictitious tasks, based on 
real-world services with increasing levels of identity assurance requirements and 
workload (see Table 4). Table 5 shows how these nine tasks map onto real-world e-
services. 
Table 4. Set of nine enrolment tasks generalised from a survey of commonly found design 
configurations across various e-services (from low to high workload and assurance levels) 
Design 
factors 
Fictitious enrolment tasks 
Low workload Medium Workload High Workload 
A B C D E F G H I 
ItG 0 1 1 2 2 3 4 3 3 
ItR 1 2 5 4 5 6 6 9 NA 
D No No Minor2 Major3 Major4 Minor5 No Minor6 Major8 
I No No No1 No Yes4 No No No Yes7 
1
Credit card details are required 
2
Wait a few minutes for activation email 
3
Wait three days before account is activated 
4
Visit closest outlet to confirm identity 
5
Upload a recent photo 
6
Call free-phone to activate account 
7
Visit enrolment 
office during specific opening hours 
6
Three day waiting period till an activation PIN is received by post 
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Table 5. Examples of real-world e-services adopting enrolment processes similar to the ones 
presented in Table 4 (as at 2013) 
Task Based on… 
A Directorate of labour (Iceland) 
B Estonian e-government portal (Estonia) 
C Birth certificates (Ontario) 
D Comune di Milano (Italy) 
E Student finance (England) 
F Study permits (Canada) 
G Inland revenue (Italy 
H Access key registration (Canada) 
I e-ID registration (Malta) 
 
For each task, a NASA-TLX evaluation was carried out. It was decided to maintain 
the final NASA-TLX pairwise rating and thus generate a weighted workload rather 
than a raw TLX score (see Table 6 for resulting weighting values). It is evident from 
the weighting exercise that digital natives consider Frustration (F), Physical Demand 
(PD), Temporal Demand (TD) and Effort (E) as the major sources of workload (in 
this order). Frustration (F) was presented as a measure of irritation, stress and 
annoyance during the task while Effort (E) was explained to be the level of mental 
and physical work required to accomplish the task. This corroborates with the 
consensus based perceived workload levels shown in Table 3 whereby the highest 
workload scores were given to those enrolment processes that interrupted the 
primary task. In the National e-ID case students had to visit an office in Valletta, 
while in PayPal’s case participants had to wait a couple of hours or days until a 
small PayPal transaction was processed and made visible on the credit/debit card 
statement. The transaction details on the statement contain an activation code which 
is required to complete the verification process (i.e., to confirm card ownership). 
Table 6. Workload dimension weighting by students following the final pairwise comparison 
 MD1 PD2 TD3 OP4 E5 F6 
Mean 0.7 3 2.7 1.7 2.5 4.4 
Median 1 3 3 1 3 5 
Std.Dev 0.8 1.4 1.1 1.2 1 1 
 
The participants’ overall weighted workload values for each of the nine fictitious 
enrolment processes presented during this session are shown in Table 7.  
Table 7. Median value for the mean weighted workload (MWW) score across all participants 
for the nine fictitious enrolment processes 
Task A B C D E F G H I 
MWW 0% 0% 18% 11% 32% 14% 12% 21% 81% 
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A series of tests using the Related-Samples Wilcoxon Signed Rank non-parametric 
test for non-normally distributed data were carried out to determine whether there is 
a statistically significant difference between reported workload levels and 
corresponding tasks designed to be incrementally demanding. The null hypothesis 
set for these tests is that no statistically significant increase in perceived workload 
exists between tasks that are designed to be incrementally demanding. In some 
cases, although the task was intended to be less demanding than the subsequent one, 
it turned out that digital natives perceived it as more demanding; although a fairly 
low statistical significance is reported. For example, tasks C and D as well as tasks F 
and G whereby the null hypothesis was retained.  
This can be explained by referring to the participants’ supervised workload 
dimensions’ weighting values (see Table 6) wherein Physical Demand (PD) and 
Temporal Demand (TD) (both given a weight of 3) are considered to be two major 
contributors to workload, as opposed to Mental Demand (MD) (weight of 1). 
Although tasks C and F are less demanding than their subsequent tasks (D and G 
respectively), with lower levels of mental demand (MD), they present users with 
more physical (PD) and temporal demands (TD) (i.e., travelling, looking up 
information and waiting for account activation). 
Table 8. Tests to determine whether there is a statistically significant difference between 
reported workload levels for tasks designed to be incrementally demanding 
Null Hypothesis1 Significance (.05) Decision 
PEW
*
 for Task C over Task B .001 Reject the NH 
PEW for Task H over Task G .033 Reject the NH 
PEW for Task I over Task H .003 Reject the NH 
PEW for Task C over Task A .001 Reject the NH 
PEW for Task F over Task E .039 Reject the NH 
PEW for Task H over Task B .001 Reject the NH 
PEW for Task G over Task C .039 Reject the NH 
1 Null Hypothesis (NH): The median of differences between each pair of data sets is equal to 0 (i.e., there is no 
statistically significant increase in perceived workload for subsequent incrementally demanding tasks).  
* 
PEW: Perceived Enrolment Workload 
 
  Supervised vs unsupervised NASA-TLX 
Consider Tables 1, 2 and 6. The weighting values for some of the workload 
dimensions provided via the online questionnaire (unsupervised) are considerably 
different from those provided for the same dimensions during the follow-up sessions 
(supervised) – see Table 9 for a synthesis of results. This presents the possibility that 
participants who had no immediate supervision, as opposed to the supervised group, 
may have interpreted the rating scales differently from the supervised group. If this 
is the case, the unmodified (original) NASA-TLX process would not be suitable in 
an unsupervised environment and with untrained participants. A set of tests are 
presented below to assess this hypothesis 
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Table 9. Workload dimension weighting (median) varied when students were supervised as 
opposed to unsupervised responses (i.e., no immediate help was available) 
 MD1 PD2 TD3 OP4 E5 F6 
Unsupervised (online) 4 0 2 3 2 4 
Unsupervised (online without e-ID) 3 1 3 2 2 4 
Supervised (follow-up sessions) 1 3 3 1 3 5 
 
Given a non-normal distribution for the workload dimensions’ weighting, a set of 
non-parametric tests were conducted using the Related Samples Wilcoxon Signed 
Rank test to determine whether there is a statistically significant difference between 
the unsupervised and supervised sets of weighting values (see Table 10). The 
following null hypothesis was therefore adopted: the median of differences between 
each pair of data sets (e.g., Supervised MD and Unsupervised MD) is equal to 0 (i.e., 
no statistically significant difference exists between the two). 
Table 10. Tests to determine whether there is a statistically significant difference between an 
Unsupervised and a Supervised TLX weighting exercise (i.e., pairwise comparison) 
Null Hypothesis1 Significance (.025)2 Decision 
Supervised MD and Unsupervised MD .000 Reject the NH 
Supervised PD and Unsupervised PD .000 Reject the NH 
Supervised TD and Unsupervised TD .304 Retain the NH 
Supervised OP and Unsupervised OP .021 Reject the NH 
Supervised E and Unsupervised E .011 Reject the NH 
Supervised F and Unsupervised F .000 Reject the NH 
1 Null Hypothesis (NH): The median of differences between each pair of data sets (e.g., Supervised MD and 
supervised MD) is equal to 0 (i.e., no statistically significant difference exists between the two)  
2 
A comparison of two tests under different conditions is being presented using a Bonferroni adjusted alpha level 
(0.05/2 = 0.025)  
 
  Raw TLX vs mean weighted workload 
Table 11 shows the medians for MWW and Raw TLX workload (RTLX) together 
with their respective deviations from the mean. RTLX does not take workload 
dimensions’ weighting into consideration and is calculated by dividing the sum of 
all workload dimensions’ raw ratings for each task/participant by six, the total 
number of dimensions. Eliminating this final pair-wise comparison to generate the 
MWW may in turn simplify the TLX process even further. To test this hypothesis a 
Spearman’s rho correlation was run on the non-normally distributed values for 
MWW and RTLX. Two tests were carried out, one on the data collected during the 
follow-up workshops (117 observations from 13 participants reporting on nine 
fictitious tasks) and another test on values reported through the online questionnaire 
(94 students who had to enrol for an e-ID before using the e-service). In both cases 
the Spearman’s rho revealed a positive and statistically significant relationship 
between MWW and RTLX (rs [117] = .989, p < .001 and rs [94] = .937, p < .001 
respectively). In line with these observations, Cao et al. (2009) observed that RTLX 
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is more commonly adopted over MWW, citing the high correlation between 
weighted and unweighted workload scores as the main determining factor. 
Table 11. This table shows the set of nine fictitious enrolment tasks together with their 
respective median MWW values alongside the median RTLX values 
Task MWW St. Dev. RTLX St. Dev 
A 0% 2.2 0% 2.6 
B 0% 9.7 0% 8.1 
C 18% 15.6 16% 13.3 
D 11% 21.8 8% 17.7 
E 32% 28 33% 22.3 
F 14% 18.6 13% 17.1 
G 12% 9.1 13% 8.8 
H 21% 13.3 21% 13 
I 81% 27.3 72% 24.4 
 
  Discussion 
The use of NASA-TLX to measure perceived workload in the exam registration 
process and e-ID enrolment (where applicable), provided the author with very useful 
insights. This, together with data from follow-up sessions, helped to understand how 
students related to NASA-TLX’s terminology and processes, as originally 
introduced by Hart and Staveland in (1988), with the aim to maximise NASA-
TLX’s validity and useability for this group of users and within this context. 
Workload manifests itself in different ways 
Students who have used the exam registration e-service, but had to go through the e-
ID enrolment process, were expected to give significantly higher overall workload 
ratings than those who already had an e-ID, mainly due to the additional physical 
and temporal workload involved in travelling and queuing. However, this was not 
found to be the case, as there is a negligible difference in overall MWW between the 
two groups. By drilling down into NASA-TLX’s multi-dimensional results it was 
noticed that sources of workload were significantly different for the two groups. 
Both presented a high measure of overall workload, albeit for different reasons. In 
principle those who had to enrol for an e-ID were concerned with delays and 
interruptions to their primary task; however, they indicated that the exam 
registration process was – in comparison – acceptable. On the other hand, students 
who already had an e-ID based their feedback mainly on the non-functional aspects 
of the exam registration process, such as lack of clarity in the process and site 
loading speed, resulting in a high level of frustration. Uni-dimensional workload 
measurement techniques do not explain the user experience in its entirety. Issues in 
design and performance can cause frustration, and this can be an equally important 
contributor to perceived workload, together with the more traditionally accepted 
sources of workload such as the physical and cognitive demands. The author 
recommends the adoption of a multi-dimensional workload assessment tool in order 
to understand the various sources of workload for different service alternatives. 
Future governments depend on the trust of younger citizens, and the interaction with 
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government institutions is formative for trust perceptions. Riegelsberger and Sasse 
(2010) point out that trust depends on the users’ perception of motivation and 
competence – so being confronted with less than competently designed e-
government services will undermine young people’s trust in government. 
Demystifying workload dimensions 
Although provided with on-screen guidelines, participants in follow-up sessions 
were at times confused while rating certain dimensions, especially Own 
Performance (P), Effort (E) and Temporal Demand (TD). In particular Temporal 
Demand (TD) caused a level of confusion in its interpretation. Participants were 
often confused if Temporal Demand refers to how long it took to complete the task, 
or how long it should have taken.  
Temporal Demand (TD) was originally introduced in NASA-TLX as a measure of 
time related pressure during a task, specifically the pace at which tasks occurred. 
This is a very context specific dimension especially suited for critical scenarios such 
as an emergency landing of an aircraft in bad weather. As is, this dimension may not 
be adequate for non-critical and mundane tasks. Further to this, some participants 
also voiced their concern on the similarity of certain workload dimensions. They 
explained: 
The main problem is that some of them are really similar. And you wouldn’t 
know what to choose. 
It was a non-trivial task to help participants understand the difference between the 
more abstract workload dimensions such as: Frustration (F) and Own Performance 
(P) or Effort (E) and Mental Demand (MD). Students were given the opportunity to 
think aloud and clarify their doubts throughout the exercise by asking questions. As 
one participant said: 
The only thing which struck me was the ‘own performance’ rating. Sometimes 
it is a bit hard to figure out what you did right or wrong so it’s kind of hard to 
assess own performance.  
Another comment related to how participants felt while conducting the final 
pairwise comparison, especially when they were asked to choose between Physical 
(PD) and Mental Demand (MD):  
Participant A: I also feel lazy with my choices. 
Participant B: True, true, same here. 
In this case, both participants felt uncomfortable disclosing the fact that they 
preferred mental demand rather than physical demand; therefore, it can be seen that 
lack of anonymity may influence feedback. This ties in with Malheiros’s (2014) 
observations on disclosure, whereby participants are less likely to disclose 
information comfortably and honestly if it portrays them in a bad light. 
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Keep out of reach of digital natives? 
A series of tests, presented in Table 10 indicate that a supervised TLX exercise will 
yield a significantly different result in the way the six workload dimensions are 
weighted by digital natives. In the follow-up sessions the facilitator explained each 
and every workload dimension before going through the different tasks. This might 
have contributed towards the variance in interpretation, and thus in weighting 
outcomes, between online and workshop participants. Table 9 shows the differences 
in the interpretation of rating scales with and without supervision.  
It was noticed that this group of users did not fully understand the official NASA-
TLX descriptions for the various workload dimensions, in particular those for 
Mental Demand (MD), Effort (E) and Own Performance (P). Specific and age-
appropriate examples were found to be helpful. 
  NASA-TLX, e-government enrolment and digital natives — does it really work? 
Can this technique be used to measure workload confidently with digital natives? 
This section will tackle a subset of tasks from the nine fictitious enrolment processes 
presented during the follow-up sessions and their respective workload ratings across 
the six dimensions. Statistical tests show that there is a significant correlation 
between the resulting ratings and the demands imposed by the task. Figure 6 
represents the overall mean adjusted ratings for three of these fictitious tasks, across 
the six workload dimensions. Service D had no major workload issues; however 
Temporal Demand (TD) and Frustration (F) were rated as being considerably high 
as the task required three days for account activation. Service G had low levels of 
workload across all dimensions; however, Mental Demand (MD) was the highest 
rated dimension. This can be explained by the fact that participants had to come up 
with a new password, a password hint and a call-in PIN to be used to authenticate 
themselves in case they need to call a help-desk. Service I had the highest ratings 
across all dimensions, and this was especially evident in Physical Demand (PD), 
Temporal Demand (TD), Effort (E) and Frustration (F). Half a day of travelling and 
queuing is required to complete the identity verification process as well as a three 
day period until the activation PIN is received by post. 
Table 12. This table shows three different tasks from the set of nine fictitious enrolment tasks 
– denoting the participants’ perceived mean weighted workload (MWW) 
Task ItR1 ItG2 I3 D4 MWW 
D 4 2 No Major5 11% 
G 6 4 No No 12% 
I NA 3 Yes6 Major7 81% 
1
Items to Recall  
2
Items to Generate 
3




Wait three days before account is activated 
6
Visit enrolment office during specific opening hours 
7




Figure 6. This chart shows the overall mean workload for the three tasks listed in Table 12 
A degree of consistency was observed between the perceived workload for 
enrolment processes used on popular online services (see Table 3) and median 
weighted workload values for the nine enrolment tasks for fictitious services (see 
Table 7). Some noticeable examples are provided in Table 13. Although the two sets 
of results are close, one cannot exclude the possibility of other design factors placing 
significant influence on workload, especially on dimensions such as Frustration (F) 
and Effort (E). 
Table 13. Contrasting perceived enrolment workload (PEW) derived by consensus from 
actual enrolment processes with TLX-based Mean Weighted Workload (MWW) values for 
similar, but fictitious tasks 
Real Service PEW Fictitious Service MWW 
Hotmail 28% Task H 21% 
Gmail 13% Task G 12% 
National e-ID 81% Task I 81% 
 
Furthermore, following a series of tests presented in Tables 10 and 11, it was 
determined that even though the nine fictitious tasks were presented in a random 
order, on average participants reported statistically significant differences in 
perceived workload for tasks designed to be more demanding. 
A final set of tests sheds more light on the need to retain the pairwise comparison 
exercise that is used to produce weighted workload values for each participant. 
Results provided in Table 11 show that there aren’t any major advantages for the 
adoption of MWW values over RTLX, given the additional effort required from 
participants to complete the final pairwise comparison. Eliminating this final step 
may in turn simplify the TLX process even further. 
  Modifying NASA-TLX for use in e-service enrolment 
The meaning of Temporal Demand (TD) may need to be modified to fit within an e-
government context. The experience of ‘feeling rushed’ may not be an appropriate 
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landing gears during an emergency landing. In the follow-up sessions Temporal 
Demand (TD) was expressed as a measure of the time required to complete the task. 
The associated hint should read: ‘How much time did you require to complete this 
task?’ This represents the perceived amount of time taken-up by the enrolment 
portion of an e-service, rather than the pressure exerted from time limitations.  
Simpler definitions and context specific examples are needed for most of the rating 
scales: 
 Own Performance: How confident were you during the enrolment process? 
Was the process easy to follow?  
The inverted labels for Own Performance (Good to Poor rather than Low to 
High) did not seem to be problematic.  
 Physical Demand: How much physical effort did the process involve? Did 
you have to search for some documents? Did you need to go somewhere in-
person to complete the transaction?  
 Mental Demand: How much thought was required during this process? Did 
you have to come up with new secrets, such as usernames, passwords or 
PINs? Did you have to provide a lot of information to complete the 
form(s)?  
 Effort: Considering both mental and physical demand, did it require a lot of 
effort to perform the process?  
 Frustration: How irritating or annoying was this enrolment process? 
If possible provide a channel for immediate feedback during the TLX rating process 
using voice over IP (VoIP) if physical proximity is not possible. Finally, Raw TLX 
was found to be a suitable measure to inform designers about the perceived 
workload for this group of users (digital natives), while also simplifying the overall 
rating process. This was mainly due to the fact that a high level of correlation was 
found between Raw TLX and MWW values, making the additional effort required to 
generate MWW values unjustifiable.  
  Conclusions 
Following a rigorous empirical exercise, this paper offers insights on the 
applicability of NASA-TLX as a highly-cited human factors technique to measure 
the impact of enrolment process design on e-government service users. The 
literature reviewed positions NASA-TLX as one of the better workload assessment 
techniques, in both sensitiveness and ease of use. It has been adopted in a number of 
domains and applications, from analysing flight crew complement requirements and 
down to evaluating software interfaces. This study’s goal was to shed more light on 
the effectiveness of NASA-TLX, particulary when used by and on digital natives in 
an e-government context.  
NASA-TLX provided interesting insights into the possible sources of workload for 
this group of users, and it was found to be fairly sensitive to changes in workload 
parameters, informing the researcher of possible actions to reduce workload 
perceptions, improve adoption and if compulsion exists, minimise resentment. With 
minor modifications NASA-TLX could be improved to serve its purpose better 
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within this particular context and with this user group. This also includes additional 
guidance on the meaning and implications of the various workload dimensions. 
Finally, it has been noted that in this context there are no major advantages arising 
from the use of the MWW metric over RTLX. 
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Abstract 
Although human-machine-interaction had become more technically mature through 
the last decades many devices still communicate with simple sinus beeps. Those 
beeps can be differentiated based on rhythm and tone pitch, but they are very 
abstract signals, which can be only interpreted by knowing the device very well or if 
the manual was studied profoundly.  Therefore, it would be interesting if there is a 
kind of common structure in the beep appearance that is interpreted context free by 
all humans. For instance, fast sequences of beeps indicate an alarm or ascending 
pitch means a question while descending pitch means a statement (like typical 
human intonation). Hereby, possible age effects – based on technical generations 
and according experiences – should be taken into account. In our study 13 younger 
and 13 elderly participants were confronted with 8 sinus beeps that differ in rhythm 
and pitch and had to rate each of them on 5 continuous scales: alarm - note, question 
- confirmation, pleasant - unpleasant, important – unimportant, distinct – 
inconclusive.  Results showed significant effects on 3 of the 5 scales meaning that a 
common interpretation in these dimensions exists. This can be important for 
designing auditory signals based on sinus waves.  
Introduction 
During the last decades technology and therefore also human-machine interaction 
has developed rapidly. Displays have become smaller, brighter and with higher 
resolution. Speech interaction has left its niche and is now possible on most 
smartphones. And with the internet of things machines have improved to 
communicate with themselves: A refrigerator can now order milk by itself without 
contacting its human master if it registers a lack of milk. But although 
communication with machines has developed so far, most of the machines still 
communicate with simple sinus tone sequences with their human masters for 
information input or input confirmation. These beeps can be sent by a washing 
machine, car radio, medical devices, smartphone, computer or anything else.  The 
reason for these beeping machines may be the simple and unexpensive feasibility of 
a sinus tone generator which at least do the job to catch the human attention. The 
human operator might know the meaning of this beep-signal, because he is used to 
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the machine or eventually (but unrealistic) he has red the manual. However, in most 
cases we only know that the machine wants something from us, but not the concrete 
content. This study investigates a common interpretation in beep sequences 
depending on pitch variation and speed. 
The study took place within the “Tech4Age” Project (www.tech4age.de). Within 
this project we develop a pattern language of how human machine interaction should 
be designed for elderly users in healthcare context. In context of another study on 
multimodal perception (Wille et al., 2016) the question emerged, if sinus tone 
sequences alone can have some common meaning or interpretation that influence the 
perception and action of participants. 
Theoretical background 
Searching the literature about interpretation of sinus tone sequences no study or 
description can be found with that concrete topic. For sure, already Helmholtz 
(1863) had focused on sound perception and the research on auditory displays in 
common has a long history: Adam and Tucks (1976) for instance tested reaction 
time to different warning signals in different ambient noise enviroments. They found 
out that reaction time to these signals do not only refer to their intensity but also to 
their structure: Reaction to a “wail” sound (a slow variation of frequency between 
400 and 925 Hz over several seconds) was much slower than to a “Yeow” sound 
(descending change in frequency from 800 to 100 Hz every second). But the faster 
reaction to more intense sounds is only true for simple reaction tasks and not for 
choice reaction tasks as Van der Molen and Kuess (1979) found out. That illustrates, 
that the structure of a sound has influence, but have to be seen in interdependency 
with the task. In common it is known that audicons which simulate meaningfull 
sound are better for HCI than abstract earcons (Brewster et al., 1993; Gaver, 1986; 
Blattner et al., 1989 and many more). Garzonis et al. (2009) compared the 
effectiveness of earcons and audicons in term of their intuitiveness, learnability, 
memorability and user preference and found out that audicons significantly perform 
better than earcons across all four measures. If using abstract earcons Edworthy et 
al. (2011) have found that the learnability of a set of earcons is greatly enhanced by 
avoiding similar temporal patterns and increasing the range of type of sounds.  
Many other aspects of sound has been investigated, even the pitch of sounds as a 
perceptual analogue to odor quality (Belkin et al., 1997). But if it comes to simple 
sinus tones and the interpretation of their sequence in a common, inherent and 
context free way literature is missing or at least was not found. 
However, sinus tone sequences have been investigated about their emotional 
implication (Scherer & Oshinsky, 1977). Descending melodies are associated with 
pleasantness and upscending melodies are also interpreted as being pleasant as long 
as the pitch variation is big enough. This stands in line with Smith and Cuddy (1986) 
who found out, that sinus tone sequences are interpreted in general as more pleasant 
as more melodic they are. So it can be seen as proved that sinus tone sequences have 
a common emotional interpretation. Therefore the question pops up if there is also a 
common rational interpretation of sinus tone sequences, like a sequence is 
interpreted as more or less urgent signal. 
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Method 
To investigate if simple sinus tone sequences are interpreted in the same way from 
different people a laboratory-study was conducted where 8 sinus tone sequences 
with up to three tones in up to three pitches were randomly presented on a 
smartphone and participants rated their impression on 5 scales immediately after 
hearing the tone.  
Participants 
26 subjects participated in the study with an age of 16-76 years. The sample was 
divided by median split into two age-groups to investigate possible age effects. In 
the younger group were 13 subjects between 18-28 years (Mean = 22.38, SD = 
2.434, 7 male /6 female). In the older group were 13 subjects aged 49-76 years 
(Mean = 64.23, SD = 9.391, 4 male / 9 female). All participants had normal or 
corrected to normal sight and normal hearing abilities.  
Material – the sinus tone sequences 
Each stimulus consisted of 5 time-units which were 100 msec long and were filled 
with a tone or a pause where no sound is played. So overall each stimuli was ½ 
second long. The tones were pure sinus waves with three different pitches that were 
matched harmoniously (C6 - 1046.50 Hz; G5 - 783.99 Hz; C5 - 523.25 Hz). 
Furthermore, all pitches were selected in an area where no influence of presbycusis 
is to be expected. Figure 1 shows the structure and the naming of the stimuli: Each 
stimulus was assigned by a 5-digit number which reflects the sequence of tones and 
pauses. A pause was indicated by 0, the lowest pitch (C5) by 1, the middle pitch 
(G5) by 2 and the highest pitch (C6) by 3. Longer tones in a sequence (like in 11033 
or 22222) are played continiuosly without any break or new attack envelope in 
between. 
 
Figure 1. Structure and naming of the sinus tone sequences. 
Scales 
Participants had to rate each stimulus on 5 continiuos scales. These scales were 
based on expert interviews and a short evaluation regarding intelligibility with 
participants during pretesting (these participants are not part of the sample described 
here). The scales are listed below with the original German dimensions in brackets 
and followed by a brief explanation which was given to the participants also during 
introduction. 
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 alarm - note („Alarm – Hinweis“) 
An alarm calls for fast action while a note is not time critical. 
 question - confirmation („Frage – Bestätigung“) 
A question requires a timely response, while during a confirmation no 
response is required (for example, confirmation-tone after a command 
entry) 
 pleasant – unpleasant  („Angenehm – Unangenehm“) 
A signal can be perceived as pleasant or unpleasant by you. 
 important – unimportant („Wichtig – Unwichtig“) 
A signal can be perceived as important or unimportant by you. 
 distinct – inconclusive („Eindeutig – Uneindeutig“) 
If the stimulus could be clearly assigned to the presented scales it is distinct 
if differentiation is more difficult, then the stimulus is inconclusive. 
 
Material –the experimental application and used hardware  
The experimental setup was built as a native Android app and presented on a Nexus 
5 smartphone running Android 6.0. The volume was fully turned up to ensure all 
participants perceived the stimuli clear and with the same volume. Figure 2 shows a 
screenshot of the application. Sounds were played once by pressing the “next” 
button on the lower right, but can be repeated as often the participant want by 
pressing the “repeat” button on the top right. Scales were presented as continuous 
horizontal faders with both endpoints named in german language. By default the 
middleposition was displayed for each new stimulus. Participants rated the scales by 
moving the fader into the desired position and each scale which was already rated 
became grey (like the first two in figure 2). Not yet rated scales were shown in black 
(as the last three in figure 2). Participants had to rate on all scales before the 
application allowed going to the next stimulus by pressing “next”. If not all scales 
were rated a message box popped up when pressing “next” and told to rate all scales 
of the actual stimulus first. This was to ensure that all participants rate all stimuli 
and not skip some scales by accident or by disinterest. If participants prefered the 
middle position given in the beginning they can rate it that way by just touching the 
scale for a short time and bringing the signifier back into the middle position. The 
internal resolution on each scale was 0-1 with 3 decimal places which was 
transferred to 0 – 1000 afterwards. 
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Figure 2. Screenshot of the experiment app.  
Procedure 
This study was conducted as an appendix to another study about multimodal 
perception (Wille et al., 2016; more to come), where participants had to categorize 
multimodal stimuli consisting of visual, audio and tactile material wether they were 
rhythmic or not. The sinus wave stimuli in this previous experiment matched the 
middle high of this study (G5 – 783.99 Hz) but no variation in pitch was given and 
the focus layed on all three dimensions, not only on tones. Between the last stimuli 
of the previous study and the first trials of this study a break of about 15 minutes 
was given. As the previous study focused on fast reaction to any stimuli and 
contained no pitch variation or rating of stimuli an influence on this follow up study 
might be controllable. 
When starting the here described study, participants first got an instruction of what 
they will have to do followed by an introduction to the scales, where a written 
description of each scale was given to them alike the description given here a 
subchapter above. Finally, stimuli were played once in random order to familiarize 
the participants with the set of stimuli. The experiment started after participants had 
the chance to pose remaining questions. During the study the investigator monitored 
the hand position of the subjects and corrected them if they cover accidently the 
speakers of the presentation phone. Conducting the experiment was accounted for 15 
minutes.     
Experimental design and variables 
This study followed a repeated measurement plan, where each participant rated each 
stimulus once on all scales. Independent variable was the stimulus – 8 different sinus 
tone sequences. The age of subjects was a between subject factor (median split into 
2 groups). Main dependend variables were the ratings of each stimulus on the 5 
scales. As participants had the choice to repeat the stimulus as often as they want 
during their rating, the number of repetitions is interpreted as a factor of uncertainty: 
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If one stimulus is repeated more often than others participants had more difficulties 
to rate it. The rating time was measured from the beginning of stimulus presentation 
until the rating was finished and is interpreted as a factor of difficulty. All data was 
analysed in SPSS 22 using Anovas with repeated measures.  
Results 
The result section initially contemplates the number of stimulus repetitions and the 
time for rating the participants needed. Subsequently, on each scale differences 
between stimuli and age-group were reported. This is followed by a correlation 
matrix to see if the scales intercorrelate. Finally an overview is given for the ratings 
of each stimulus on the significant scales. 
Repetition count and rating time 
A repeated measurement Anova with stimulus as independent variable, age-group as 
between subject factor and repetition count as dependent variable showed no effect 
for stimulus  [F(4.69, 112.62) = 0.773, p = .564, ηp² = .031], age-group [F(1, 24) = 
0.848, p = .402, ηp² = .029] or the interdependency of those facors [F(4.69, 112.62) 
= 0.641, p = .659, ηp² = .026]. Mauchly's test indicated that the assumption of 
sphericity had been violated for the stimuli [X²(27) 56.03, p < .001], therefore 
Greenhouse- Geisser corrected tests are reported (E = .67). Overall each stimulus 
was repeated less than one time (0.71) with a maximum of 6 repetitions for one 
stimulus. 
As a factor of difficulty the rating time was measured from the beginning of 
stimulus presentation until the rating was finished. A repeated measurement Anova 
with stimulus as independent variable, age-group as between subject factor and 
rating time as dependent variable showed no effect of stimulus [F(3.99, 38.38) = 
0.811,  p = .522, ηp² = .037] but an significant effect of age-group [F(1, 21) = 8.204,  
p = .009, ηp² = .281]: older participants took about 36 seconds to rate while younger 
participants required about 22 seconds. An interdependency between age and 
stimulus was not found [F(3.99, 38.38) = 0.972, p = .972, ηp² = .006].  Again 
Mauchly's test indicated that the assumption of sphericity had been violated [X²(27) 
71.65, p < .001] therefore Greenhouse- Geisser corrected tests are reported (E = .67). 
Scales 
The ratings on scale 1 alarm – note showed an significant effect for stimulus [F(7, 
168) = 2.313,  p = .028, ηp² = .088] but no effect of age-group [F(1, 24) = 1.086, p = 
.308, ηp² = .043] or interdenpendency between stimulus and age-goup [F(7, 168) = 
0.974, p = .452, ηp² = .039]. Here Mauchly´s test indicated no violation of 
sphericity. The scale alarm – note is shown in figure 3. 
Scale 2 question – confirmation showed no significant effect: neither for stimulus 
[F(4.32, 103.62) = 1.602,  p = .175, ηp² = .063], nor for age-group [F(1, 24) = 1.751,  
p = .198, ηp² = .068] or interdependency of both factors [F(4.32, 103.62) = 1.515, p 
= .199, ηp² = .059]. Here Mauchly's test indicated that the assumption of sphericity 
 what does beep mean? 179 
had been violated [X²(27) 49.80, p = .005] therefore Greenhouse- Geisser corrected 
tests are reported (E = .62). 
Scale 3 pleasant – unpleasant showed a significant effect for stimulus [F(7, 168) = 
5.710,  p < .001, ηp² = .192], but not for age-group [F(1, 24) = 0.634,  p = .434, ηp² 
= .026] or interdependency [F(7, 168) = 0.720, p = .655, ηp² = .029] (see figure 4). 
Scale 4 important – unimportant showed again a significant effect for stimulus 
[F(4.65, 111.61) = 3.529,  p = .006, ηp² = .128], but no effect for age-group [F(1, 24) 
= 0.094,  p = .761, ηp² = .004] or interdependency of stimulus and age [F(4.65, 
111.61) = 1.684, p = .149, ηp² = .066] (see figure 5). On this scale Mauchly's test 
indicated that the assumption of sphericity had been violated, X²(27) 50.70, 
p = .004, therefore Greenhouse- Geisser corrected tests are reported (E = .66). 
 
Figure 3. Rating of 8 stimuli at scale 1 alarm – note. Error bars reflect the 95% confidence 
interval.  
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Figure 4. Rating of 8 stimuli at scale 3 pleasant – unpleasant. Error bars reflect the 95% 
confidence interval.  
 
Figure 5. Rating of 8 stimuli at scale4  important - unimportant. Error bars reflect the 95% 
confidence interval.  
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The scale 5 distinct – inconclusive showed no significant effect at all: Not for 
stimulus [F(7, 168) = 0.820,  p = .572, ηp² = .033], nor for age-group [F(1, 24) = 
0.008,  p = .930, ηp² = .000] or interdependency of both factors [F(7, 168) = 1.095, 
p = .369, ηp² = .044]. 
To sum it up: Two scales failed to show significant differences between the stimuli: 
scale 2 (question - confirmation) and 5 (distinct - inconclusive).  In that scales no 
pattern could be found that indicate a common interpretation. But three scales (1 
alarm – note; 3 pleasant – unpleasant; 4 important – unimportant) showed significant 
effect of stimulus, which means that participants have a common way to rate the 
stimuli in that dimensions.  
Correlations between scales 
Table 1 shows the correlations between the scales. These correlations are based on 
the ratings of all participants across all stimuli (N = 26 participants * 8 stimuli = 
208). As table 1 shows the scales do highly intercorrelate, meaning the ratings are 
not independent from each other. Focusing on the scales that showed a significant 
effect (1,3,4) it can be said that stimuli that are rated rather as note than alarm (high 
score on scale 1) are associated with being pleasant (low score on scale 3, with 
negative correlation) and less important (high score on scale 4). On the other hand 
alarms are more unpleasant and important. Although these associations make sense 
in real life it means statistically that the alpha risk of the Anovas for each scale is 
enlarged (because asking several times for the same phenomen) and has to be 
corrected from 5% to 1% (divided by the number of scales or times asking for the 
same phenomen). In that case scale 1 would be no more significant, while scale 3 
and 4 still hold their significance. 
Table 1. Correlations among scales (** p < .001) 
 Scale 1 Scale 2 Scale 3 Scale 4 Scale 5 
Scale 1 - .184** -.220** 476** .026 
Scale 2 .184** - -.073 .189** -.075 
Scale 3 -.220** -.073 - -.099 .107 
Scale 4 .476** .189** -.099 - .193** 
Scale 5 .026 -.075 .107 .193** - 
 
Interpretation of stimuli 
Figure 6 shows the mean ratings on the two remaining significant scales for each 
stimulus. Age-group as factor was dropped as no age effects showed up during the 
analysis of each scale. The stimuli “10203”, “30201” and “20202” are interpreted as 
being most pleasant, while “13013” and “31031” are being perceived as most 
unpleasant. That means that pauses between the tones – independent from pitch 
variation – are more pleasant to the subjects, while fast pitch jumping without any 
pauses in between is perveived as unpleasant. The most important stimuli were 
“20202” – the one which was also identified mostly as alarm – and “31031” – the 
one which was the most unpleasant. The most unimportant stimuli were “10203”, 
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“11033”, “30201” and “33011” – all of the stimuli with a slow pitch variation 
separated by a pause. 
 
Figure 6. Rating of 8 stimuli at the two significant scales: Scale 3 (pleasant – unpleasant) and 
4 (important – unimportant). Error bars reflect the 95% confidence interval.  
Discussion 
This study followed an explorative setting to investigate if simple and abstract sinus 
wave sequences do carry an inherent and context free meaning if applied in human 
computer interaction. The results have to be interpreted as relative within the set of 
given stimuli. This set was very minimalistic regarding number of stimuli and also 
regarding variation within those stimuli to identify certain factors that influence the 
perception of simple sinus wave sequences.  
Only two of five scales showed significant effects: Scale 3 (pleasant – unpleasant) 
and 4 (important – unimportant) and the effect size is rather small. However, even 
with that given restricted set of only 8 stimuli and 26 participants it is now proved 
that the sinus wave stimuli are interpreted in the same way from participants in these 
dimensions. This effect is independent from age or cohort as young and elderly 
participants showed the same reaction. This does not only stand for a “design for all” 
approach but also once again it can be seen that the signals are interpreted 
consistently the same way by both groups. So it can be nomore denied that even 
abstract sinus wave signals contain context free characteristics that will influence the 
interpretation and reaction to these signal. But it is too early to build common rules 
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for that interpretation based on pitch and sequence of the stimulus. Therefore more 
studies have to be done with a wider range of stimuli.    
The present finding that pitch variation is interpreted to be more pleasant than 
stimuli without pitch variation stands in line with the findings of Scherer and 
Oshinsky (1977) and Smith and Cuddy (1986). Additional we can say that pitch 
variation separated by pauses is interpreted as more unimportant signal compared to 
signals without pitch variation or without pauses. However, scales are highly 
intercorrelated, which means they are not independent and seem to charge on a 
concept we do not know yet and which is somehow a mix of unpleasant importance 
on one side of the scale and pleasant unimportance on the other side of the scale. 
This has to be further evaluated in future research, where scales have to be validated 
and ideally be renamed in one global concept or other independent scales that do not 
correlate have to be found. But although the behind concept is not fully clear yet, 
this work has proven that there is some global, context free interpretation of abstract 
sinus wave signals, that will influence the perception of and reaction to these sounds. 
And as long as machines use those sounds (which are not ideal at all, see theoretical 
background) understanding this concept is crucial for developing auditory displays.   
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Spatially distributed visual, auditory and multimodal 
warning signals – a comparison   
André Dettmann & Angelika C. Bullinger, 
Technische Universität Chemnitz, 
Germany 
Abstract 
Spatially distributed warning signals are able to increase the effectiveness of 
Advanced Driver Assistance Systems. They provide a better performance regarding 
attention shifts towards critical objects, and thus, lower a driver´s reaction time and 
increase traffic safety. The question which modality is used best, however, remains 
open. We present three driving simulator studies (30 participants each) with spatially 
distributed warnings, whereby two focused on spatial-visual as well as auditory 
warnings respectively. The third study, which combined the most promising 
approaches from the previous studies, depicts a multimodal spatial warning system. 
All studies included a baseline without secondary tasks and warnings. Afterwards, 
subjects were confronted with multiple (30+) critical objects while performing a 
secondary task. The chronological order of warnings was randomly mixed between 
spatial, non-spatial and no warning during the first two studies. Data from reaction 
times, eye tracking data, and questionnaires were collected. Results show that 
spatial-visual directed warnings are more effective than non-spatial warnings in 
large distances, but subjects do have difficulties in detecting objects in peripheral 
regions when they are distracted. While auditory spatial warnings are not as efficient 
as literature implies, it still performed best in this particular situation. Results of the 
multimodal warning study, discussion and implications on Advanced Driver 
Assistance Systems (ADAS) conclude the paper. 
Introduction 
In 2015 2,516,831 people were involved in traffic accidents (German Federal 
Statistical Office, 2015). In relation to that 305,659 people were injured and 3,459 
died. That was an increase of +1.1% to the prior year. Human errors while driving 
were the main reason for accidents (68.8%). They were either distracted, ignored 
traffic regulations, made mistakes at turning manoeuvres, or failed to keep an 
appropriate safety distance to vehicles driving ahead. This behaviour is the 
consequence of human errors in perception and cognition of information and 
responding appropriately in such situations (Bubb, 1993; Spanner-Ulmer, 2008). Lee 
(2008) concluded that accidents happen when the driver fails to look at the right 
time at the right object. Posner (1980) stated that by means of spatial cues a faster 
reaction towards spatial stimuli is possible. 
186 Dettmann & Bullinger 
Using such spatially directed cues in Advanced Driver Assistance Systems (ADAS) 
can help to support drivers in these domains (Jentsch, 2012) by directly focusing (or 
shifting) the attention towards hazardous objects. In that way the risk potential for 
distracted drivers can be minimised. Possible warning signs could be visual or 
auditory cues. Spatially directed visual cues are able to shift the driver’s attention 
towards relevant objects using a novel Head-Up-Display (HUD) based on light 
emitting diodes (LED) mounted underneath the windscreen. This can result in lower 
reaction times and benefits the overall quality of reaction in critical situations 
(Dettmann et al., 2014). Due to technical limitations there might be restrictions when 
presenting optical warning signals with LED-HUD in the peripheral field of vision 
(e.g. driver is looking to the right and the spatial-visual cue is on the left outside of 
the HUD). To help to counteract the problematic of warning perception in the 
peripheral visual field a second warning modality, auditory cues are promising. 
Similar to the visual warning there are also two presentation modes possible: a 
conventional, undirected auditory warning signal and a spatially directed auditory 
warning signal. They seem to be a beneficial integration as audible cues are 
generally more efficient in shifting attention compared to visual cues (Proctor et al., 
2005; Scott & Gray 2008; Haas & van Erp 2014). Using spatially directed sound is 
based on the assumption that selective spatial attention can improve cognition 
(Lampar, 2011; Haas & van Erp 2014).  
To examine the concept and the effectiveness of spatially directed cues for each 
visual and auditory warning modality, we undertook two driving simulator studies. 
The first using visual warnings (spatially directed and undirected) by means of the 
LED-HUD and a second study using solely auditory warnings in the same manner. 
The main focus was to investigate the impact of the warning concepts on reaction 
times. Auditory and visual cues were then compared and glance behaviour was 
analysed depending on the warning modality (auditory vs. visual). The following 
third study embraced the most promising approaches from the previous studies 
towards a combined multimodal warning. This approach was taken, as it was the 
intention to examine the distinct effects and limitations of each spatially distributed 
visual and auditory warning modality on drivers’ perception. The third study 
primarily evaluates the overall concept of a spatial warning system using a novel 
LED-HUD.    
The present paper initially describes the realisation of visual and auditory directed 
cues, including the underlying warning concept, followed by the description of the 
simulator study and the representation of results for each study. This also includes 
the results of a sector based analysis of where potentially dangerous objects 
appeared (near/far, inside/outside, left/right). Discussion and implications on 
Advanced Driver Assistance Systems with spatial warning signals will conclude the 
paper. 
Realisation of spatially directed warning cues 
For the realisation of the visual warning an LED-HUD connected to the driving 
simulator was used. The used LED-HUD can be regarded as a multifunctional 
human-machine-interface for advanced driver assistance systems or in-vehicle 
information systems applicable for collision warnings (Lindner et al., 2009), 
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attentional control (Kienast et al., 2008) or as an assistant system for autonomous 
driving. The LED-Panel is built as a 135° circle segment mounted underneath the 
windscreen. It is able to cover 50° of the driver’s field of view. It consists of nine 
panels each with 256 LEDs and is able to display spatially directed optical warnings. 
These can either be semantically enriched pictograms (e.g. direction, distance or 
object types) or simple flashes. Both signal types can be presented on the LED-HUD 
towards the position of a potentially dangerous object. For the present studies a 
white flashing square was used as shown in figure 1. This warning concept was 
evaluated in a prior study by Pöschel et al. (2013). Ten experts compared symbols 
representing different types of objects (e.g. car or pedestrian) or information (e.g. 
traffic signs). 
 
Figure 1. Warning concept on the LED-HUD 
Despite the low semantic information, the symbol was favoured because of its high 
contrast and the possibility to implement high blinking frequencies (e.g. flashes) 
which are particularly useful in peripheral regions as they are highly sensitive for 
flicker (Mühlstedt, 2013). The used flash was visible for 250 ms long in a 0.4 s 
cycle. 
The auditory warning used in the second study was developed based on the 
guidelines of design principles for auditory warnings and were tested in the driving 
simulator (Wogalter & Leonard, 1999; DIN EN ISO 15006, 2011). Four experts 
evaluated issues concerning volume and speaker position. The four point audio 
system in the simulator was positioned in a way that hearing and detecting the 
direction of audible cues was possible which was also tested and approved by the 
expert group. The audio signal had a base frequency of 2,573 Hz and was 60 dB 
loud and contained four repeated single tones.   
A multimodal approach was examined for the third study. The same LED-HUD and 
warning was used (spatially directed visual warning) as well as the presented 
auditory signal (conventional warning design, undirected).  
Method 
To examine the effectiveness of spatially directed cues, two conditions were 
presented to the subjects: first, a spatially directed cue oriented towards an object 
(occurring stationary vehicle; see figure 2, right), whereas the second condition was 
the conventional, undirected cue where the alert occurs in the middle (figure 2, left).  
A “no cue” condition was equally presented in the first study to examine the general 
effectiveness of warning signals. Each participant underwent both conditions in 
balanced order while being distracted by a secondary task. The third study with the 
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multimodal warning design contained only one warning condition. To distract the 
participants from driving, i.e. looking at the street, a secondary task was used, 
consisting of moving geometric figures. The underlying concept is to recreate a 
situation where the driver is not aware of his situation and possible hazardous 
objects. Therefore, the overall effectiveness of each warning modality can be 
evaluated free of any confounding variables. The subjects were asked to recognise 
size, length or colour features and report their answer to the experimenter. The 
secondary task was meant to be a contrary cue with no relationship to the primary 
driving task (Schweigert, 2012). Before the actual experiment, all subjects 
completed a familiarisation and a baseline drive. The baseline drive excluded the 
secondary task to measure the reaction times when the driver was not distracted.  
All studies were conducted on a simulated straight test track measuring 5000m by 
150m without any traffic. The goal was to minimise any possible distractions caused 
by the environment or traffic. 
 
Figure 2. The warning designs as used in the studies 
While driving, 32 static objects were presented to the subjects. They appeared in 
random intervals of 5 – 10 s at a recommended speed of 50 km/h. The distance 
between the driver and the object was randomised from 40m to 200m. Furthermore, 
the point of occurrence varied between eight sections. These sections consisted of 
four horizontal sections divided into close and long-range sectors. Distances up to 
100m from the subject represented the close range, while distances from 120m 
upwards formed the far range. No objects were presented at distances from 100m to 
120m to achieve a higher separation effect. Objects along the lane were mirrored 
and up scaled to the right side due to a wider opening angle of the windscreen on the 
right. Objects became smaller and less noticeable at larger distances. 
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Figure 3. Distribution and position of potentially critical objects in eight sectors 
To measure the quality of the warning signals (e.g. reaction time), participants were 
requested to press a button on the steering wheel as soon as they detected the object 
(either the left button when the object occurred on the left side or the right button 
when it occurred on the right). Correct responses were followed by some visual and 
audible feedback as the object disappeared when the correct button had been 
pressed. Also, a distinct signal tone different from the warning signal gave feedback. 
The experiment was conducted as a within-subjects design. To measure the reaction 
times driving data was gathered (simulator software SILAB 4.0). This data includes 
time markers for object appearance and button actuation. The reaction time is 
defined as the difference between the occurrence of the objects and the moment 
when the participants pressed the button on their steering wheel. Therefore, the 
difference between those markers was calculated. Additionally, eye-tracking data 
(system Dikablis) was gathered to control in which direction the subjects were 
looking in the moment of the objects appearance. This was done by comparing the 
time stamps of the driving and the eye-tracking data and then looking at the glance 
direction of the subjects.  
To ensure comparable reaction times the data points had to meet the following 
criteria: A data point is valid if (1) participants looked at the secondary task at the 
time the object occurred, (2) the object was perceived and the correct steering wheel 
button was pressed and (3) the buttons on the steering wheel worked perfectly. All 
studies combined a total of 2157 valid data points collected from 90 participants 
who were distracted by a secondary task. This results in an average of 719 valid data 
points (76.7 %) for each study. The most common reason for non-valid data points 
was the participants’ attention which was not centred at the secondary task (19.7 %). 
The value 1.9 % resulted from pressing the button on the wrong side of the steering 
wheel. 1.7 % was caused by technical problems with the buttons on the steering 
wheel. Non-valid data points were excluded from the calculations and, therefore, 
had no influence on the results. Table 1 gives an overview of the valid data points 
for each study. 
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Visual  695 20.2 5.7 0.2 
Auditory  722 19.8 0.0 1.2 
Multimodal  740 19.1 0.0 3.9 
Overall average 721.3 19.7 1.9 1.7 
 
For all valid data points a sector based and a field based analysis (near/far, 
inside/outside, left/right) was conducted to get better insights of how effective each 
warning modality in certain areas performs. Figure 4 gives an overview of where the 
sectors are located.  
 
Figure 4. Location of each zone for the sector based analysis 
Additionally, in all studies the participants were to answer non-validated 
questionnaires helping to evaluate their current mental condition (five-point Likert 
items: excited/nervous, awake/tired), system acceptance (intention to buy), 
sociodemographic data (age, gender, visual and hearing performance) as well as the 
design of the cues (five-point Likert items: e.g. urgency, locatability, 
aggressiveness). 
Sample 
Participants of all three simulator studies were matched for age and gender being 
comparable to the sample of Dettmann et al. (2014). Each study counted 30 
participants aged from 19 to 45 (Mage = 28.7, SDage = 6.3), whereby 36.7 % were 
female. All participants owned a valid driving licence and drove an average of 
11,063 km per year. The mean age of the sample was equivalent to Dettmann et al. 
(2014). Significant differences were only found in annual mileage (analysis of 
variance (ANOVA), F(2, 55) = 3.972, p = .022) whereas the “auditory” and the 
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“multimodal” group hold significantly fewer driven kilometres per year than the 
“visual” group. 
Table 2. Overview of the participants 
STUDY #  Mage SDage Mannual km 
Visual  30  30.4 7.6 18,133 
Auditory  30  28.9 4.8 8,661 
Multimodal  30  26.9 6.0 9,021 
 
Results 
For all studies the influence of the mental condition on valid data points can be 
neglected. There was no relationship found between the drivers’ condition 
(excited/nervous, chi-squared test: χ2(3, N = 2820) = 4.87, p = .18) and the percentage 
of valid data points. The same applies for the condition “awake/tired”  
(χ2(4, N = 2820) = 2.96, p = .56). For all ANOVA conducted, the Levine’s Test for 
Homogeneity of Variance met the assumption of equality of variances. 
Comparison of visual warning conditions and no warning 
For the sector based analysis of the reaction times for the visual warnings a single 
factor variance analyses was carried out. To examine the overall effectiveness of the 
LED-HUD all visual warnings (directed and undirected) were compared with the 
“no warning” condition. This resulted in significant lower reaction times for the 
warning condition in the sectors W1-W4 (see table 3). For close objects (sectors N1-
N4) only for sector N2 a significant difference was found between all directed and 
undirected visual warnings and the “no warning” condition.    
 W1  ANOVA, F(2, 83) = 32.938, p < .001 
 W2  ANOVA, F(2, 89) = 60.976, p < .001 
 W3  ANOVA, F(2, 82) = 23.469, p < .001 
 W4  ANOVA, F(2, 97) = 32.469, p < .001 
 N2  ANOVA, F(2, 61) =   6.467, p = .003 
 
In sector W2 a significant difference between the directed and undirected warning 
was found (post hoc analysis (Scheffé’s method) p = .034) while in sector W4 only a 
mild trend was found (post hoc analysis (Scheffé’s method) p = .088). This applies 
to the sector N3 as well (ANOVA, F(2, 65) = 4.509, p = .015). Through the post hoc 
analysis also a trend between directed and undirected warning was found (Scheffé’s 
method p = .093). The reaction times for all three conditions are presented in table 3 
and figure 5.  
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Table 3. Overview of the reaction times for the visual warnings  
Visual warning W1 W2 W3 W4 N1 N2 N3 N4 All 
Spatially 
directed  
M 1.41 1.11 1.23 1.25 1.08 1.12 0.91 1.00 1.14 
SD 0.44 0.37 0.41 0.30 0.36 0.54 0.22 0.27 0.45 
Spatially 
undirected 
M 1.24 1.64 1.59 1.66 1.05 0.92 1.22 1.03 1.26 
SD 0.53 0.75 0.70 0.68 0.36 0.38 0.46 0.27 0.57 
Baseline 
M 2.47 3.60 3.36 2.87 1.10 1.56 1.33 1.06 0.76 
SD 0.78 1.21 1.84 1.08 0.46 0.76 0.66 0.35 0.20 
 
 
Figure 5. Reaction times for the visual warning 
When combining the sectors into fields (near/far) and (left/right) only for near and 
far fields significant differences were found:  
 near  ANOVA, F(2, 325) = 6.890 , p = .001 
 far  ANOVA, F(2, 360) = 116.834 , p < .001 
The post hoc analysis showed no differences for the near sectors, but for the far 
sectors: directed (M = 1.25 s; SD = 0.39 s) and undirected (M = 1.59 s; SD = 0.7 s) 
warning (p = .024). Regarding the left and right fields also significant differences 
were found: 
 left  ANOVA, F(2, 333) = 58.287 , p < .001 
 right  ANOVA, F(2, 352) = 46.940 , p < .001 
While there is no difference between directed and undirected warnings to the left, on 
the right side a significant difference between directed (M = 1.07 s; SD = 0.32 s) and 
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From the questionnaires it was found, that 21 out of 30 subjects rated the directed 
visual warnings as very supportive. Only seven rated the undirected warnings more 
useful and two subjects found that they felt no support from the warnings. Figure 5 
is showing three additional subjective ratings to characterise directed or undirected 
warnings on a five-point Likert scale.   
 
Figure 6. Subjective rating of the visual warnings 
 
Comparison of auditory warning conditions 
For the second study the same sector and field based analysis (see figure 4) was 
carried out. Overall no significant differences between directed and undirected 
warnings were found (t(720) = 1.71, p = .088). Significant differences between 
directed and undirected warnings were found in the sectors W3 ((t-test) p < .001), 
N4 (p < .001) and N1 (p < .001). For the sectors W3 and N4 undirected auditory 
warnings performed better and for sector N1 directed warnings showed faster 
reaction times. All reaction times regarding auditory warnings are shown in table 4 
and figure 7. 
Table 4. Overview of the reaction times for the auditory warnings 
Auditory warning W1 W2 W3 W4 N1 N2 N3 N4 All 
Spatially 
directed  
M 1.01 1.19 1.48 1.40 0.91 0.9 0.93 1.15 1.11 
SD 0.34 0.62 0.49 0.71 0.23 0.32 0.43 0.32 0.49 
Spatially 
undirected 
M 0.99 1.11 1.10 1.22 1.33 0.92 0.93 0.84 1.06 
SD 0.34 0.43 0.36 0.57 0.24 0.35 0.43 0.26 0.41 
 
When analysing the fields (near/far), (inside/outside) and (left/right) significant 
differences for the far sectors were found (ANOVA, F(3, 198) = 8.371, p = .000). 
The undirected warning signals (M = 1.10 s, SD = 0.44 s) were more efficient than 
directed signals (M = 1.26 s, SD = 0.59 s). For the combined left and right sectors 
inconsistent results were found. On the left directed auditory warnings worked better 
(ANOVA, F(1,364) = 3.964, p = .047; directed: M = 1.01 s, SD = 0.43 s; undirected: 
M = 1.09 s, SD = 0.38 s) and for the right side undirected auditory warning signals 
had significant lower reaction times: ANOVA, F(1,356) = 15.633, p < .01; directed: 
M = 1.22 s,  SD = 0.53 s; undirected: M = 1.02 s, SD = 0.44 s. No difference were 
found for the (inside/outside) fields. Figure 8 is showing three subjective ratings to 
characterise directed or undirected auditory warnings on a five-point Likert scale. 
Distracting or disturbing while driving 
Is shifting the attention towards objects 
Enables a faster reaction  
directed undirected 
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Figure 7. Reaction times for the auditory warnings 
 
 
Figure 8. Subjective ratings for the auditory warnings 
Results of the multimodal study 
In the third study only one condition, the multimodal approach, was examined. The 
warning design embraced the most promising approaches (visual directed and 
auditory undirected) from the previous studies towards a combined multimodal 
warning. The single factor variance analyses reports no differences between each 
sector (F(2, 7) = 24.8, p < .001). The comparison between all three conditions is 
showing that the multimodal warnings are performing significantly better across all 
sectors. Table 5 and figure 9 are giving an overview of the multimodal reaction 
times compared to the visual directed and auditory undirected warnings and their 








W1 W2 W3 W4 N1 N2 N3 N4
directed warning
undirected warning
Distracting or disturbing while driving 
Is shifting the attention towards objects 
Enables a faster reaction  
directed undirected 
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Table 5. Overview of the all reaction times  
STUDY W1 W2 W3 W4 N1 N2 N3 N4 All 
Spatially 
directed visual 
M 1.41 1.11 1.23 1.25 1.08 1.12 0.91 1.00 1.09 
SD 0.44 0.37 0.41 0.3 0.36 0.54 0.22 0.27 0.45 
Conventional 
auditory 
M 0.99 1.11 1.10 1.22 1.33 0.92 0.93 0.84 1.06 
SD 0.34 0.43 0.36 0.57 0.24 0.35 0.43 0.26 0.37 
multimodal 
M 0.76 0.78 0.78 0.77 0.76 0.76 0.74 0.71 0.76 
SD 0.31 0.2 0.18 0.16 0.22 0.29 0.14 0.17 0.20 
 
 
Figure 9. Reaction times for all three conditions  
  Discussion 
In accordance with other research works (Fricke, 2009; Scott & Gray, 2008) the 
present experiment compared reaction times with and without warning. In general 
the efficiency of warnings can be confirmed repeatedly. Visual warnings represented 
on a LED-HUD as used in the first experiment are suitable for shifting back the 
attention to objects on the roads when the driver is distracted. Especially spatially 
directed visual warnings are helping to shift the attention towards relevant objects in 
road transport quickly and intuitively. Best results were found for object detection 
and reaction in far-distant sectors (W2 – W4). If the spatial directed warning is 
displayed far left (e.g. in sector W1) it becomes disadvantageous as the driver may 
not recognise the warning signals. The processing of the secondary task and the 
resulting orientation to the right an increased effectiveness of the directed warning 
compared to the undirected warning could not be proved. This is also true for all 
near-field areas. Regarding the questionnaires, it also becomes apparent that the 
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find, that the directed warning is more supportive in shifting the attention and 
provides a faster reaction. 
For the second study, it was assumed that spatially auditory warnings are able to 
increase the effectiveness in peripheral regions as acoustical spatial stimuli are 
omnidirectional and no fixation is needed. It was found that this is true for far-
distant sectors (W1) but not for near peripheral sectors (N1). Overall no consistent 
results regarding reaction times were found that spatially directed auditory warnings 
are better. When looking into glance transitions, it was found that subjects perform a 
visual search for the object. The auditory spatial cue is not applied to the object 
position and hence, shows no potential to shift the attention towards objects 
compared to undirected auditory warnings. This result seems contrary to what 
literature implies (e.g. high spatial resolution capability (in Goldstein, 2007); faster 
reaction towards spatial stimuli (Ho et al., 2006; Lampar, 2011)). Those statements 
are the results of studies, when the subjects are “active” listeners. In the present 
studies, hearing and processing auditory stimuli was part of the (very simple) 
driving task, the processing of the visual secondary task, object perception with the 
help of a warning and finally a response selection and execution (compare Wickens 
& Hollands, 2000). Hearing is a much more passive activity during the present 
studies and therefore, the mentioned benefits seem to lose their effectiveness.  
The third study combined best results of both studies (visual directed and auditory 
undirected) depicts a multimodal spatial warning system. Multimodal warnings with 
visual directed warnings are highly effective. Reaction times benefit from this 
warning design across all sectors. In comparison with recent literature the relative 
reaction time reduction for multimodal warnings compared to uni-modal warnings 
was similar. Biondi et al. (2017) found even lower reaction times but only for brake 
reactions and not a visual search task as the present studies demanded. The higher 
effectiveness by using two redundant warning modalities was also proven by Lees at 
al. (2012). One limitation mentioned was that in a multimodal setup a visual cue is 
able to affect the advantages of solely auditory warnings (see Fernandez-Duque & 
Posner, 1996). For the present studies the visual cue benefits towards the searching 
task. When looking at the gaze data, it was found, that the auditory signal is shifting 
the attention back to the road and the directed visual warnings are shifting the 
attention towards the objects. This has a great meaning for the driving task because 
the warning design supports the driver at choosing and interpreting important 
information in his traffic and environmental situations. The chance of 
misinterpretation of traffic situations could be reduced significantly, especially in 
case of time constrains, high complexity or missing of relevant information.  
One limiting factor for the present studies is, that the test persons are distracted by a 
secondary task. They were cognitively distracted and constantly aware of a required 
reaction which typically does not happen under actual conditions. Since the 
attraction is already known and expected, the accuracy of identification is reduced. It 
is assumed that an appropriate reaction might take longer under real conditions. 
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Conclusion 
In conclusion it can be said that the demonstrated LED-HUD in its form has a high 
effectiveness regarding the reduction of reaction times. Directed warnings are 
beneficial with respect to large distances but disadvantageous regarding warning 
positions out of sight. While spatially directed auditory signals seem not to be fully 
capable to counteract this, it was found that they at least provide a better attention 
shift back to the road than on a particular object positioned in space. The multimodel 
study proved that the combination of warning design helped to shorten reaction 
times. This warning design counterbalances the advantages and disadvantages of 
both the visual and auditory warning designs.  
Typical situations where spatially directed warnings can save time and hence, make 
driving saver and more comfortable are as following: complex situations (within the 
city or at crossing points), restricted environmental conditions (reduced visibility, 
darkness) or if the driver is distracted and has to interpret current automotive and 
traffic situations very fast. An important future application can be autonomous 
driving when the driver is getting a take-over request from the vehicle. In such 
situations, the driver needs to be fully aware of the situation around him. A 
multimodal directed warning implemented in an ADAS supports the driver to regain 
situational awareness as spatially directed warnings have the potential to enable a 
faster orientation which is needed to recognize relevant objects and to react on them 
properly.   
For further research advanced technical approaches are possible. An optimised 
presentation of a directed warning can be realised as an animation of the optical cue 
could guide the attention toward relevant objects. Another opportunity could be the 
adaption of the LED-HUD warning to the position of the head. But this requires 
further technical installations, e.g. a Head-Tracker. Further research is also required 
regarding the adaption of warning designs and timings to the drivers’ (emotional) 
condition. 
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In the current study, interaction using gaze control was compared to computer 
mouse using the MATB-II (Multi-Attribute Task Battery) environment. The study 
had two aims; the first was to explore the utility of low-cost technologies in a rapid 
prototyping and testing environment for aviation. The second aim was to use such an 
environment to compare a novel interaction device (a low-cost gaze control device) 
to a familiar interaction device (computer mouse). Method: Thirty participants 
performed two scenarios with each interaction device. The software MATB-II 
provided simulated flight tasks and recorded performance. Mental workload was 
assessed by the NASA Task Load Index (TLX) questionnaire after each scenario. 
Results: The results showed that gaze control resulted in significantly higher overall 
mental workload than computer mouse. Performance was better with mouse in two 
of the four tasks. Conclusions: Concerning the first aim, the study demonstrated the 
value of low-cost technology for initial user testing before using more expensive 
high-fidelity environments. Concerning the second aim, the computer mouse 
resulted in better performance and lower mental workload. This may either be due to 
higher user familiarity with computer mouse interaction or to limitations of the gaze 
control equipment and insufficient adjustments of the interface design to optimize 
for gaze control. 
  Introduction 
Fighter pilots in air combat are exposed to both high G-loads as well as high 
workload. Pilots often need both hands to control the aircraft during fast-paced 
scenarios. Moreover, during flight with high G-loads it is difficult for the pilot to 
move their arms and hands to interact with the cockpit interface. Today, the main 
solution to these situations is HOTAS control, Hands on Throttle and Stick, which 
give the pilot access to control devices on the joystick and throttle as well as the 
possibility to interact with tactical systems. To a certain extent, voice control is also 
available as a solution today. As the flow of information from the system to the pilot 
is constantly increasing, and the tactical systems gets more complex, the need for the 
pilot to interact with the system is also increasing. This difference in bandwidth 
between the computer and the human creates a demand to utilise all possible means 
of interaction between the pilot and the system, and to investigate and explore new 
possible enabling technical solutions (Jacob, 1991). The technology for interacting 
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with graphical user interfaces using eye gaze is rapidly improving and eye tracking 
has now become a feasible interaction method to explore further. Using eye 
movements to control a pointing device is typically seen as a simple and intuitive 
task that can be performed with high speed (Drewes, 2010; Penkar, Lutteroth, & 
Weber, 2013). In a simulator study, O´Connel, Castor, Pousette & Krantz (2012) 
demonstrated that target designation using eye tracking was beneficial. However, 
additional research is needed to further explore the benefits and limitations of eye 
gaze as an interaction method in flight decks. The current study was conducted to 
investigate the impact of eye gaze as input device on workload and performance in a 
simulated flight scenario in MATB-II (Multi-Attribute Task Battery). 
Simulations of complex environments such as flight decks are often complicated and 
costly to perform. MATB-II is intended to provide the same type of workload as for 
a pilot in a real airplane using only a desktop PC and gaming hardware for controls, 
which means a significantly lower cost. The purpose of this study was to examine 
gaze-control using a commercially available eye tracker, the Eye Tribe, in this type 
of low-cost simulated environment. The objectives were to investigate the 
interaction and measure workload when using eye-gaze in a simulated flight deck, 
and at the same time explore the possibilities to achieve a low-cost testing 
environment with MATB-II and commercial gaming controls. 
In this study, eye-tracking performance was compared to ordinary computer mouse 
control. Using a mouse is obviously not how a pilot interacts with cockpit systems, 
but the participants in the study can be assumed to have a high familiarity with 
mouse control. Thus, the comparison can be regarded as being between the new 
method, eye-gaze, and a commonly used controlling device for the target group 
(Rupp, Oppold, & McConnell, 2013). 
  Mental Workload and Performance 
Gopher and Donchin (1986) define mental workload as a function of the mental 
capacity that is necessary for information and decision processing, and the capacity 
available in the current situation. A task that is difficult for one person can be 
considered easy for another. One explanation of this is experience, which reduces 
the mental workload (Wickens, Hollands, Banburry, & Parasuraman, 2012). Mental 
workload is often measured by using subjective methods (Charlton, 1996). 
Subjective measurements have several practical advantages, such as easy 
implementation and providing detailed data for perceived load (Eggemeier & 
Wilson, 1991). The NASA Task Load Index (Hart & Staveland, 1988) is one of the 
most commonly used subjective methods for measuring workload. Mental workload 
can affect human performance, such that workload that exceeds the operator’s 
coping capacity can lead to sharp performance degradation (Hancock & Warm, 
1989). However, performance can be protected against the increase in workload 
through, for example, increased effort up to a certain limit (Hancock & Warm, 1989; 
Hockey, 1997). Svensson, Angelborg-Thanderz, Sjoberg, and Olsson (1997) showed 
that task difficulty is positively correlated to workload, and that workload negatively 
correlated with fighter pilot performance in a high-fidelity simulated flight deck. 
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  Method 
A repeated measures design was used with the independent variables being the 
control method and task difficulty, and the dependent variables being workload and 
performance. 
  Participants 
Thirty participants (19 male, 11 female) were recruited to participate in this study. 
They ranged in age from 19 to 43 years with a mean age of 24.2 (SD = 5.8). All 
reported normal or corrected-to-normal vision with no color vision deficiencies. All 
reported that they normally used their right hand for computer mouse interaction. 
None had prior experience with MATB-II. 
  Apparatus 
MATB-II (NASA, 2014) is a computer program that simulates tasks in cockpits in 
order to evaluate operator performance and workload (Comstock Jr & Arnegard, 
1992). The original MATB has been modified to MATB-II and the major changes 
include adaption to later versions of Windows operating systems and new graphical 
interfaces (Santiago-Espada, Myer, Latorella, & Comstock Jr, 2011). There are four 
different tasks for the user: System Monitoring Task, Tracking Task, 
Communications Task and Resource Management Task. The program is mainly 
developed to simulate tasks that correspond to a pilot’s mental workload during 
flight, but can be used for other purposes such as measuring general multitasking 
capacity (Aricò et al., 2014; Rupp et al., 2013). 
Modifications in the MATB-II interface were made to allow tasks to be performed 
using gaze control. As the eyes constantly make small flickering movements 
(saccades) there can be problems using eye control to target small buttons in 
graphical user interfaces with high precision (Drewes, 2010; Yamato, Monden, 
Matsumoto, Inoue, & Torii, 2000). According to Drewes (2010), it is difficult to 
achieve the same precision pointing with the eyes, as is possible with a computer 
mouse and it might therefore not be appropriate to replace a computer mouse with 
gaze control without a customized user interface. It has been suggested that the 
interface should be adjusted by enlarging buttons to make the eye control work 
effectively (Yamato et al., 2000). In this study, all the elements that the user could 
click on were enlarged. One part of the Communications Task was removed because 
the level of precision required was not manageable with gaze control. Two of the, 
authors who were not involved in implementing the modifications, were asked to 
test the interface with the eye-tracker to verify that the new interface could be used 
with gaze control. The same modified interface was used for all test cases regardless 
of interaction method. 
The eyes are naturally used to search for information. The approach used in this 
study was that the main use for eye-gaze should be in visual search and selection 
tasks, while tasks like acknowledging and activating should be done using other 
modalities (Kumar, 2007). For the gaze control condition, the space bar on the 
keyboard was therefore used as a select or confirm button. This was also done to 
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avoid the “Midas-touch” problem, i.e. that the user would inadvertently interact with 
everything he/she looks at. MATB-II records several performance measures from 
the participants. The measures used in this study were: response time and correct 
responses in percent from the System Monitoring Task, deviation from the centre 
point in the Tracking Task, and the deviation from target fuel units (2500) in the 
Resource Management Task. Perceptual sensitivity, the discriminability index d’ 
(Green & Swets, 1974), was calculated based on the hits, misses, correct rejections 
and false alarms from the Communication Task. 
Gaze control was implemented using an Eye Tribe device (Eye Tribe). This device 
consists of an eye-tracking bar mounted below a computer screen. The eye-tracker’s 
update frequency is 30-75 Hz, and the stated accuracy is 0.5-1° visual angle. 
  Procedure 
The participants first completed an informed consent form and a demographics 
questionnaire. Next, an instruction video (ca. 8 minutes long) was used to introduce 
the participants to the different tasks of MATB-II. After the video, the instructor 
explained the NASA TLX form and provided a guide to use when completing the 
questionnaire later. The participants completed two training scenarios in MATB-II, 
the first time using the mouse to interact with the program and the second time using 
the gaze control equipment. The Eye Tribe equipment was calibrated and re-
calibrated to the user before each gaze control scenario. A joystick was used for the 
tracking task in both the mouse and the gaze control conditions. The participants 
were encouraged to ask clarifying questions during the practice scenarios. After the 
practice scenarios, the participants completed four different scenarios: 
 Gaze control with low task difficulty (GC-L). 
 Gaze control with high task difficulty (GC-H). 
 Mouse control with low task difficulty (M-L). 
 Mouse control with high task difficulty (M-H). 
The length of each scenario was five minutes. Task difficulty was manipulated by 
the length of the response windows and number of task interactions. The more 
difficult conditions requirered faster responses and more input from the participant. 
The response time for the scenarios was 20 s for the low task difficulty and 15 s for 
the high task difficulty. The order of the scenarios was blocked by control condition 
and counterbalanced across participants. The participants completed a NASA TLX 
questionnaire at the end of each scenario. 
  Results 
Three participants failed to answer the NASA TLX within the 30-second time limit. 
This resulted in mental workload data from 27 participants and performance data 
from 30 participants. 
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  Workload  
The experienced mental workload was significantly higher with gaze control than 
with computer mouse, F(1, 26) = 102.935, p < .001 partial η2 = 0.798 (see Figure 1). 
There was no significant difference between low and high task difficulty, F(1, 26) = 
.294, p = .592, partial η2 = 0.011, and no significant task difficulty and control mode 
interaction, F(1, 26) = .263, p = .613 partial η2 = 0.010. 
 
Figure 1. Mental workload as assessed with the total score of the NASA TLX for the different 
scenarios. M=Mouse control, GC= Gaze control, L = Low, H= High task difficulty 
  Performance 
There was no significant difference between gaze control and computer mouse 
interaction for d’-scores in the communication task, F(1, 29) = .214, p = .647, partial 
η2 = 0.007 (see Figure 2). The participants did however perform significantly better 
in the high task difficulty scenarios than the low task difficulty scenarios, F(1, 29) = 
63.076, p < .001, partial η2 = 0.685. There was no significant interaction between 
control mode and task difficulty, F(1, 29) = 3.52, p = .558, partial η2 = 0.012. 
 
Figure 2. d’ in the communications task. M=Mouse control, GC= Gaze control, L = Low, H= 
High task difficulty 
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There was no significant difference between gaze control and computer mouse 
interaction for fuel deviation in the resource management task, F(1, 29) = .704, p = 
.408, partial η2 = 0.024, nor between high and low task difficulty, F(1, 29) = 1.120, 
p = .299, partial η2 = 0.037, nor a control mode by task difficulty interaction, F(1, 
29) = .021, p = .886 partial η2 = 0.001. 
For the system monitoring task the percentage of correct responses was significantly 
lower with gaze control than mouse control, F(1, 29) = 11.768, p = .002, partial η2 = 
0.289 (see Figure 3). However, there was no effect of task difficulty, F(1, 29) = 
.494, p = .488 partial η2 = 0.017, nor a control mode by task difficulty interaction, 
F(1, 29) = 0.019, p = .893 partial η2 = 0.001. 
 
Figure 3. Correct responses in percent for the system monitoring task. M=Mouse control, 
GC= Gaze control, L = Low, H= High task difficulty 
 
The response time for the system monitoring task was significantly higher for gaze 
control compared to mouse control, F(1, 29) = 29.85, p < .001, partial η2 = 0.507 
(see Figure 4). The response time was also significantly lower in the high task 
difficulty scenarios as compared to the low task difficulty scenarios, F(1, 29) = 
15.035, p = .001, partial η2 = 0.341. There was no interaction between control mode 
and task difficulty for the response time, F(1, 29) = 1.967, p = .171 partial η2 = 
0.064. 
For the tracking task there was a significantly higher deviation from the centre for 
the gaze control mode than the mouse control mode, F(1, 29) = 37.693, p < .001, 
partial η2 = 0.565 (see Figure 5). There was no effect of task difficulty, F(1, 29) = 
4.111, p = .052 partial η2 = 0.124, nor a control mode by task difficulty interaction, 
F(1, 29) = .366, p = .550 partial η2 = 0.012. 
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Figure 4. Response time in seconds for the system monitoring task. M=Mouse control, GC= 
Gaze control, L = Low, H= High task difficulty 
 
 
Figure 5. Deviation from centre for the tracking task. M=Mouse control, GC= Gaze control, 
L = Low, H= High task difficulty 
  Discussion 
The results show that gaze control was associated with higher mental workload in all 
scenarios and decreased performance in two out of four scenarios in comparison 
with mouse control. These results indicate that gaze control was inappropriate for 
the tasks used in the current study. One reason could be that the eyes were used for 
both information retrieval and control, whereas the manual input was used only for 
control. Gaze control could therefore have led to resource conflicts (Wickens, 1980). 
Another reason could be that the interface was not optimally adapted for gaze 
control. Some adjustments with regard to the size of user control areas (e.g., buttons) 
were made but these were not subject to rigorous validation. 
The participants did not rate the high task load scenarios as producing significantly 
higher workload, and performance was better for the high task load scenarios for the 
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auditory and system monitoring task. This could indicate that the experimental 
manipulation of taskload did not work as intended and did not increase the taskload 
appropriately. An alternative hypothesis as to why the response times were longer in 
the low task load scenarios than in the high task load scenarios could be a speed 
accuracy trade off (Wickens et al., 2012). When the demand for multitasking was 
lowered in the easy scenarios the participants could have focused more on the tasks 
demanding static input (i.e. resource management task and tracking task), as well as 
prioritizing precision over speed. 
Regarding the objective to explore the use of a low cost environment for testing and 
research, the study shows promising results. The tested equipment and software 
turned out to be useful and a first step towards building a simulation environment for 
early evaluation of new concepts. 
  Future studies 
Multiple resource theory (Wickens, 1980) describes how using different modalities 
may lower mental workload, and future studies could therefore be conducted to 
investigate the possibility of controlling some elements in MATB-II using gaze 
control and others using mouse control. This could explore the possibility of 
utilizing the advantages of gaze control complementary to the mouse control. 
Another modality to consider is vocal control, were voice commands could be used 
to perform clicks. This usage of a combination of different modalities might provide 
alternative action possibilities for the pilot in difficult situations. 
The participants were all highly experienced in using computer mouse, which was 
expected, and none had previously used gaze control. Future studies could explore 
the effects of training and experience in using gaze control in simulated flight deck 
settings. 
For a more complete view of the participant’s mental workload, physiological 
measures could be added. This more quantitative approach may provide different 
insights than the subjective NASA TLX method that was used in this study. Some 
physiological measures of interest are pupil size and heart rate variability. 
  Conclusions 
Gaze control was associated with higher mental workload in all scenarios and lower 
performance in two out of four scenarios. The different levels of task load affected 
task performance such that the participants performed better in the high task load 
scenarios. Overall, the results showed that the participants performed better and 
reported lower mental workload using a computer mouse as compared to gaze 
control in the simulated flight deck. 
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Abstract  
We studied whether eye activity patterns in a simulated drone-operating task could 
be associated with workload levels and task completion strategies. Participants sent 
drones to suspected areas according to messages they received and according to self-
initiated search. They were also required to validate whether suspected targets were 
indeed hostile prior to attacking them. We tested whether the number of suspected 
targets affected the number of eye transitions between task zones and whether it 
affected fixation duration in different task zones. We found that operators made 
fewer transitions between task zones as the number of targets increased. This was 
because they focused more on one zone and not on the others. Interestingly, the zone 
they attended to relatively more was the one they needed for attacking targets and 
not the ones where targets usually appeared. This was probably because attacking 
required extended cognitive operations. Findings demonstrated that eye activity 
patterns can be used to infer task completion strategies and to identify workload 
levels, once these strategies are described. Workload levels and task completion 
strategies should therefore be studied by a combination of hypothesis driven and 
exploratory driven methods. Eye activity patterns can then be used as triggers for 
assisting overloaded operators. 
Introduction 
Mental workload (MWL) and task completion strategies are interrelated. They both 
affect the degree of successful task completion as operators change their strategies 
and implement different mental workload’s regulation loops for improving task 
performance or decreasing task induced cognitive load (Hockey, 1997; Kostenko, 
Rauffet, Chauvin, & Coppin, 2016; Schulte, Donath, & Honecker, 2015). Designers 
of work environments would therefore like to gain insight into the levels of MWL 
that human operators experience and to learn about their task completion strategies. 
Such insights may assist in integrating adaptive automation to support operators in 
times of high MWL. As design validation criteria, These ocular MWL indicators can 
also point out the design of harder-to-operate interface components and may inform 
training programs to correct less productive task completion strategies (Byrne & 
Parasuraman, 1996; Hockey, 1997; Nickel & Nachreiner, 2003; Van Orden et al., 
2001).    
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Performance measures, self-report measures (e.g., NASA-TLX) and physiological 
measures (e.g., heart rate variability; skin conductance) are all widely acceptable for 
estimating workload and to some extent for learning about task completion 
strategies. At the same time, however, they often fall short in detecting short periods 
of elevated workload that may trigger changes in task completion strategies, or 
conversely, indicate the recent occurrence of such changes (Hilburn & Jorna, 2001; 
Verwey & Veltman, 1996). Thus, these measures may sometimes not provide the 
information that practitioners would like to have. Eye activity measures, in contrast, 
are more adapt for learning about short periods of elevated workload and about 
shifts in task completion strategies. This is because they indicate what sources of 
visual input operators attend to and for how long, and they are therefore indicative of 
the cognitive processes that this input serves (Rayner, 1998; Salvucci, 2001).  
For instance, Bijleveld, Custers & Aarts (2009) demonstrated that greater potential 
rewards in a digit-retention task led to increases in pupil dilation as would be 
expected when people invest more effort in tasks. Salvucci (2006) demonstrated 
how cognitive modelling of driver lane keeping, curve negotiation and lane 
changing corresponded with gaze distribution in driving. Botzer et al. (2015) 
demonstrated that aid from automation in a simulated quality control task led to 
changes in search patterns of faulty items and to changes in how much time decision 
makers inspected items. These changes corresponded with decision makers reported 
effort. Finally, Van Orden et al. (2001) demonstrated that blink frequency, fixation 
frequency and pupil diameter could be used to predict fluctuations in target density 
in a simulated anti-air-warfare task.     
Still, in Van Orden et al. (2001), gaze distribution patterns of some participants were 
not related to task completion strategies, but rather to task disengagement. Next, 
while higher workload led to greater frequency of fixations but not to changes in 
fixation durations in a visual search task (Zelinsky et al., 1997), higher cognitive 
processing load did correspond with longer fixation durations in a flight task 
(Callan, 1998). Thus, MWL affects eye activity in different ways depending on the 
task, and one should therefore interpret eye activity measures according to task 
characteristics and according to prior knowledge and hypotheses. Exploratory 
inspection of the data together with alternative hypotheses about operators’ 
cognitive processes should be also employed to learn about task completion 
strategies and operators’ MWL.     
Based on the methods and insights from a body of research on eye activity measures 
and human performance, we set to explore drone operators’ MWL and task 
completion strategies. We expected that greater density of hostile targets that 
operators need to handle in a simulated drone-operating task would lead to greater 
fixation durations in certain task zones and to fewer gaze transitions between task 
zones.  
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Method 
 Participants 
Twenty-two participants, aged from 18 to 20 (mean: 19, standard deviation: 0.7) 
took part in the experiment. For reasons of homogeneity, all were men and had good 
experience with video gaming.  
 Simulation set-up and experimental task 
The task was a simulation of securing an area with a swarm of drones that we ran on 
a demonstrator, named SUSIE (Coppin & Legras, 2012). SUSIE is supported by 
Java software, and it allows participants to interact with and to supervise a swarm of 
drones using a mouse-screen system. 
Only one operator is required, but some tasks can be or are achieved by an artificial 
agent. The system provides different information to the operator from two sources: a 
dynamic map and a message banner (Figure 1). The dynamic map gives information 
about the areas that the drones control such as the vehicles in these areas and their 
state. The message banner indicates the coordinates and direction of a vehicle that 
the operators need to assign high priority to its neutralization.  
 
Figure 1. Dynamic monitoring map 
The main task is to detect and neutralize the threats (i.e., hostile vehicles) on the 
map. When a vehicle is generated by the software, it is hidden, i.e. it is present on 
the map but invisible (it has to be detected by drones sent by the participant). Before 
it is neutralized, the status of the vehicle changes several times (Fig. 2).  
 
Figure 2. The different vehicle states 
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To advance from one status to the next, operators need to complete a number of sub-
tasks, related to different areas of interest (AOI). Part of these AOIs, as the message 
zone, drone base and bombers base, are static and part, as the user-defined research 
zones and the blank zone, whose surface changes according to the creation or 
removal of user-defined research zones, are dynamic. Note that blank zones are used 
to identify vehicles, but also to define new user-defined research areas. In other 
words, the blank zone is all the space of the map where there are no specific AOIs. It 
is on this blank zone that participants create new user-defined research zones, and it 
is on this blank zone that participants achieve the identification sub-task (Table 1). 
Table 1. Synthesis of the tasks and the associated AOI 
Tasks Description 
Associated Areas Of Interest 
(AOI) 
T1: Read a message to 
locate a vehicle 
Extract information on a 
suspected vehicle 
(coordinates and direction) 
from a message. 
Message zone 
T2: search for a new 
vehicle 
Search vehicle by creating a 
user-defined research zone. 
The drone moves 
automatically in a zone, a 
vehicle is detected when a 
drone is flying over it. 
Blank zone 
(participants have to create 
new research zones on the 
map) 
T3: Lock a detected 
vehicle 
Lock a vehicle (from state 2 
to state 3) by flying over it a 
second time. 
User-defined research zones 
T4: Identify a vehicle 
as a target 
Select and identify a vehicle 
as a threat or not (from state 
3 to state 4). In the 
experimental version, this 
task is simulated by a basic 
cognitive task, which consists 
of sorting out nine numbers 
in an increasing order.  
User-defined research zones 
 (participants select a locked 
vehicle in a research zone) 
Blank zone 
(participants make the 
identification on a number 
square, appearing on the 
map, outside the research 
zones) 
T5: Attack a target 
Neutralize a vehicle (from 
state 4 to state 5) by drawing 
a corridor starting from the 
bombers base, which 
simulates the sending of a 
helicopter. 
Bombers base 
T6: Manage drones in 
user-defined research 
zones 
Regulate the number of 
drones in a research zone. 
Drones go back to the 
drones’ base when fuel tank 
is empty, and participants 
have to refill research zones 
Drones base 
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with drones. 
 
Performance of the sub-tasks in Table 1 was subject to temporal constraints:  
 A detected vehicle had to be locked within 5 seconds following detection. 
Otherwise, it had to be detected once again. 
 A locked vehicle had to be selected within 10 seconds following locking. 
Otherwise, it turned automatically from "locked" to "detected". 
 An identified vehicle had to be neutralized within 100 seconds following its 
identification. Otherwise, it turned automatically from "identified" to "detected". 
Scenario and objectives 
The experimental session lasted 20 minutes and had two phases: Phase A of low 
difficulty (10 minutes) and phase B of high difficulty (10 minutes).  We controlled 
the difficulty level by changing the rate of new vehicles and new messages. To limit 
the effects of the order in which the phases were presented (effect of learning, etc.) 
two similarly sized groups of participants were created. The first one performed 
phase A first, and the second group performed phase B first.  
We communicated two objectives to all participants:  
 Reaching a minimum number of neutralized targets: participants have to 
neutralize more than 25 vehicles during the mission.  
 Considering all priority targets: For all messages (giving the location of priority 
targets), participants have to draw a zone according to the message in no longer 
than two minutes. 
Data collection and processing 
Measures and sensors 
The system supporting SUSIE software is composed of a screen of 24” and a mouse 
connected to a PC. The devices used for data acquisition were an eye tracker 
FaceLAB5© for pupillary response, the log (text file) of scenario events (vehicle 
appearance, messages) and operator’s mouse actions recorded on SUSIE.  
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Figure 3: Experimental materials 
Using SUSIE’s log, one is able to compute indicators related to the density of 
stimuli and to operator performance: 
 Density level: this variable characterizes the real-time task constraint, due to the 
density of informational stimuli relevant to dealing with the two objectives given 
to the participants. We defined density as the sum total of targets and messages 
that operators have not yet processed. This density varied from 0 to 35 stimuli 
across all participants and all experimental sessions, and we then categorized it 
into three density levels (low level: lower than 7 stimuli, medium level: between 
8 and 15 stimuli, high level: higher than 16 stimuli). 
 Performance on message processing: This is a binary indicator, computed every 
second. It decreases to 0 as soon as a message is not processed in time (i.e. if a 
new research zone is not created around the coordinates in the message during 
the 2 minutes following its appearance), and it stays or increases to 1 otherwise. 
 Performance on target neutralization: This is a binary indicator, computed every 
second. It decreases to 0 as soon as a target is not neutralized fast enough (i.e. if 
time from first detection exceeds 2 minutes and target had still not been 
neutralized), and it increases to 1 otherwise. 
 Global Performance: this indicator was computed as the mean of the two 
previous indicators. 
In parallel to performance data, we also extracted eye movement variables that were 
related to task completion strategies using the Facelab 5.0 eye-tracking system: 
 Horizontal and vertical gaze concentration: We defined this variable as the 
standard deviation in pixels (px) of gaze position on the X and Y axes (Wang, 
Reimer, Dobres & Mehler, 2014). 
 Proportion of Total Fixation Duration on each AOI: It corresponds to the 
percentage of time spent to consult a specific AOI, based on fixation durations, 
as described in  Masthoff, Mobasher, Desmarais & Nkambou (2012, p.132) 
 Transition rate between each pair of AOI: We defined this variable as the 
number of gaze transitions per second from one AOI to another (Holmqvist, 
Nyström, Andersson, Dewhurst, Jarodzka & Van de Weijer, 2011, p. 424). 
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Density level was used to segment the experimental data over time. Each change in 
density level results in the ending of a temporal segment and the creation of a new 
one. The variables related to performance and eye activity were averaged on these 
segments. 
Experimental protocol: training and briefing 
The experiment was conducted in individual sessions of approximately 2 hours at 
the Lab-STICC laboratory and was divided into six phases: 
1. Greeting participants: completing the profile questionnaire (age, video game 
experience) 
2. Explaining SUSIE principles: a slide presentation was used to explain (verbally) 
the monitoring and drone management tasks and the interface. The experimenter 
provided the objectives of the mission that participants performed on the simulator.  
3. Practicing and training: participants carried out the tasks to familiarize 
themselves with drone-swarm based monitoring activities.  
4. Sensors parameters and calibration setting: Eye-Works Record software was 
launched to record the participants' eye movements after faceLAB software had 
calibrated head, eyes, and test environment; 
5. Carrying out the monitoring tasks: participants carried out the twenty-minute task 
scenario on SUSIE and completed a questionnaire at the end of the experiment; 
6. Debriefing and thanking: We asked participants for their view of the set of 
proposed tasks, the interface, and the simulator in order to obtain their comments. 
To ensure inter-subject independence of the collected data, participants were asked 
not to share test contents with those around them. 
Experimental design and hypotheses 
We analysed the data from 17 participants after excluding 5 participants from the 
analysis due to intermittent failures in eye activity data acquisition. All were subject 
to the same scenario of twenty minutes, during which different constraint levels 
occurred. Our experimental design was thus a mixed factorial design of 17 
Participants x 3 Constraint Levels. Table 2 presents the independent variables 
(related to informational constraint), and the dependent variables (related to 
performance and eye movement strategies). Statistical analyses of the data were 
conducted according to a General Linear Model. 
Table 2: Independent and dependent variables 




3 ordinal classes: Low, Medium, High 
Dependent variables Indicator of Range 




Continuous variable, from 0 to 1 
(mean=0.462; std=0.493) 
Performance on target 
neutralization 
Performance 
Continuous variable, from 0 to 1 
(mean=0.523; std=0.498) 
Global performance Performance 























Where STCi is whether a subtask is 
completed or not when the sample is taken 
(yes=1 no=0) and N is the number of 





continuous variable, from 0 to 852 
(mean=323.7; std=171.1) 
Vertical concentration: 
continuous variable, from 0 to 537 
(mean=210.9; std=104.2) 
Proportion of total 





continuous variable, from 0 to 100 
(mean=17.2; std=26.7) 
Drones base: 
continuous variable, from 0 to 
100(mean=10.0; std=19.9) 
Bombers base: 
continuous variable, from 0 to 
100(mean=5.5; std=16.8) 
User-defined research zone: 
continuous variable, from 0 to 
100(mean=58.0; std=36.7) 
Blank zone: 






Number of transitions/s between all AOIs: 
continuous variable, from 0 to 5.22 
(mean=0.60; std=0.65) 
Number of transitions/s between each pair 
of A0I: 
Every 2-AOI transitions were also analysed in 
terms of frequency 
 
We posit the following five hypotheses with respect to the effects of constraint level 
on participants’ eye movement strategies and performance.  
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Effect of density level on eye movement strategies 
Higher density of informational stimuli should result in attentional funnelling or 
perseveration on some task-related areas as a means to accommodate task demands.  
We therefore hypothesize that:  
 H1: Gaze concentration will decrease when density of stimuli (messages and 
targets) increases. 
 H2: Mean transition rate between all AOIs will decrease when the density of 
stimuli increases. 
 H3: Proportion of total fixation durations on some AOIs will increase when the 
density of stimuli increases. 
 H4: Transition rates between certain pairs of AOIs would increase when density 
of stimuli increases (this is because participants would give higher priority to 
some task areas and not to others). 
 
Effect of density level on performance 
 H5: We expect that a higher density of targets and messages will result in 
performance decrements. 
Results 
Effect of density level on eye movements  
To evaluate the global gaze behaviour of participants we analysed their gaze 
variability and transition rate between AOIs. This context-independent analysis 
resulted in two main observations: 
 H1 was partially supported, as we found a significant effect of the density of 
stimuli on horizontal gaze variability (F(2,901)=20.657, p<.001), but no 
significant effect on vertical gaze variability. As depicted in figure 4a, the gaze is 
more concentrated in the medium and high density levels (M=294px and 
M=301px, respectively) than in the low density level (M=373px). With respect 
to the lack of effect of density level on vertical gaze concentration, we believe 
that the reason for this may be that most activity remained in a large central, 
vertical strip on the display, whether density was lower or higher. This will be 
demonstrated in our analyses of fixation durations and gaze transitions.  
 The effect of density on gaze concentration corresponded with the results from 
the analysis of transition rate between all AOIs (cf. figure 4b) and corresponded 
with H2. Overall, participants made fewer transitions per second between AOIs 
when the density of stimuli increased (F(2,946)=5.783, p<.005), dropping from 
M=0.72 transitions/sec in low density level to M=0.51 transitions/sec in the high 
density level. 
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Figure 4: Horizontal gaze concentration (4a) and transition rate between AOI (4b). Vertical 
bars denote 0.95 confidence intervals. 
To evaluate the eye movement patterns within task context we studied the 
proportion of total fixation durations on each AOI and the rate of transitions between 
each pair of AOIs of the five areas of interest we described in section 2.2 in the 
Method section. 
Figure 5 shows a number of significant effects of the density level on fixation 
distribution and duration on AOIs. The statistical results highlighted three main 
observations:  
 Participants focused relatively less on message zones when the density level 
increased (F(2,946)=4.84, p<.01). Proportion of total fixation durations dropped 
from M=21.8% in low density level to M=15.7% and M=15.9% for medium and 
high density levels, respectively (cf. figure 5a). 
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 Figure 5: Proportion of total fixations durations on messages zone (5a), blank zone (5b), 
bombers base (5c) and user-defined research zones (5d). Vertical bars denote 0.95 confidence 
intervals. 
 Consultation of blank zones - associated with identification of vehicles and 
consultation of bombers base associated with the neutralization of vehicles 
increased with density level (F (2,946) =5.74, p<0.005 and F (2,946) =7.05, 
p<.001, respectively). The proportion of total fixation durations increased from 
M=5.8% (low level) to M=12.1% (high density level) in blank zone, and from 
M=3.6% (low level) to M=8.4% (high density level) in bombers base (cf. figures 
5b and 5c). 
 Finally, participants focused relatively less on user-defined research zones (cf. 
figure 5d) when density level was higher (F (2,946) =4.82, p<0.001) (M=54%, 
M=59.5% and M=63.7% for high, medium and low density levels, respectively). 
 
Thus, in accordance with H3, higher density of stimuli led participants to focus more 
on certain task areas and less on other, with one exclusion - we found no significant 
effect of the density level on the distribution of fixations on the drones’ base. This is 
probably because neither when the density of stimuli was lower nor higher, was the 
monitoring of drone state a highly frequent sub-task.  
Findings from the analyses above corresponded with a frequency analysis of AOI 
consultation and corresponded with H4: 
 Transition rate between drones base and user-defined research zones decreased 
when density level increased (F (2,907) =4.936, p<.01), varying from M=0.123 
transitions/s in low density to M=0.062 transitions/sec in high density. 
 Participants executed less transitions between message zone and user-defined 
research zones when density level was high (F (2,907) =9.45, p>0.001). The 
number of transitions per second varied from M=0.121 (low level) to M=0.060 
(high level). 
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No significant effect of the density level on transitions between the other pairs of 
AOIs was found. 
 
 
Figure 6: Transition rate between drones base and user-defined research zones (6a), and 
between messages zone and user-defined research zones (6b). Vertical bars denote 0.95 
confidence intervals. 
3.2. Effects of density level on performance 
Different indicators were analysed: participants’ performance on message 
processing (figure 7b), target neutralization (figure 7c) and on the sum total of the 
two former objectives (figure 7c). two main observations were made: 
 In accordance with H5, density level had a significant effect on global 
performance (F(2,946)=8.532, p<.001). Global performance decreased when 
density level increased (M=0.55, M=0.46 and M=0.44 in low, medium and high 
density levels, respectively). 
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Figure 7: Performance rate for both message and target processing (7a), for message 
processing (7b) and for target neutralization (7c). Vertical bars denote 0.95 confidence 
intervals. 
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 This decrease of global performance is mainly explained by a decrease of 
performance on message processing (F(2,946)=21.13, p<.001) (M=0.59, M=0.35 
and M=0.41 for low, medium and high density levels, respectively). To the 
contrary, no significant effect was found on the performance on target 
neutralization (F(2,946)=1.976, p=.139). 
 
Discussion 
Our analyses of operators’ eye activity patterns and performance supported the main 
hypotheses. It was found that when the density of targets increased the overall 
variance in gaze positions along the X-axis was lower for medium and high 
compared to lower target density levels (Figure 4). This finding corresponded with a 
finer grained analysis showing that operators made fewer transitions between 
display areas and concentrated for relatively longer periods on certain areas and not 
on others. It was also found that performance was lower when the density of targets 
increased. This finding suggested that MWL was able to be manipulated and that 
changes in gaze behaviour were probably associated with different task completion 
strategies in response to changes in MWL. A deeper look into the eye activity 
patterns in terms of task dependent areas revealed how operators chose to deal with 
higher levels of MWL. When target density increased, operators reduced the 
proportion of time they spent on inspecting messages and by extension, the 
proportion of time they spent on inspecting self-defined research zones that one 
defines based on the messages. In contrast, operators increased the proportion of 
time that they spent on inspecting blank zones and the bombers’ base that they 
needed for eliminating targets (Figure 5a and 5c). Performance measures 
corresponded with the strategy that eye activity measures reflected as greater 
number of targets led operators to losing points for not dealing with messages but 
not for failing to eliminate the targets that they had already detected (Figure 7). 
The findings demonstrated the importance of context dependent interpretation of eye 
activity measures. It could be hypothesized that operators would invest different 
times in display areas when confronted with different levels of MWL, yet it was 
difficult to detail what areas they would inspect more or less carefully. The rate that 
operators could lose points for not dealing with messages and for not eliminating the 
detected targets was similar. Either way, score would drop down to zero every two 
minutes without action. Operators opted to prioritize the elimination of targets, 
probably because it made more sense to do so given the context of the task (securing 
a perimeter). In future studies, we will explore whether eye activity patterns would 
be sensitive enough to detect different strategies operators might employ in response 
to different rates of losing points (e.g., every 20 s for not dealing with messages and 
every two minutes for not eliminating the detected targets).  
Eye activity measures corresponded with performance measures, showing their 
validity as a means to learning about task completion strategies in response to 
changes in MWL. At the same time, the correspondence between measures might 
raise the question why using eye activity measures in the first place and not just 
inferring about different levels of MWL and their consequences from operator 
performance? In this respect performance may sometimes remain unchanged even 
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when MWL increases, if people succeed to counter higher task demands by 
investing more effort. It is thus necessary to use a combination of measures when 
investigating MWL (Yeh & Wickens, 1988). Further, we computed average scores 
across 22 participants to detect a drop in performance between the three target 
density levels that we defined in the Method section. However, performance of 
individual operators may drop in response to lower/higher densities than the ones we 
defined but it would be impossible to anticipate this. Eye activity patterns, on the 
other hand, may be used as precursors of a later drop in performance. In future 
studies, with larger number of participants, we intend to test whether the changes 
that we described in the relative time operators spend in different display areas can 
indeed anticipate a later drop in performance. If this is indeed the case, then eye 
activity patterns may possibly serve as the basis of on-line algorithms to detect short 
periods of elevated MWL of single operators and trigger automatic or human 
assistance for those that experience too high task demands. 
5. Conclusions 
Different eye activity patterns can be detected in response to different levels of 
target density in a simulated drone-operating task. These patterns corresponded with 
operators’ scores in the task, suggesting that eye activity measures can be used to 
detect short periods of elevated MWL and changes in task completion strategies. 
The findings, therefore, constitute a platform for further investigation of the practical 
usage of eye activity measures in work environment. In the future, we intend to 
investigate the sensitivity of the indicators of MWL that we described for detecting 
short periods of elevated MWL of individual operators as a means to triggering 
automatic or human assistance in tasks.   
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  Abstract 
Risks analysis requires that foreseeable risks related to usage of medical products 
are assessed and that mitigations are in place, so that use related hazards are as low 
as reasonably possible. It is commonly understood that risk is defined as the 
combination of the probability of occurrence of harm and the severity of that harm. 
International standards (notably ISO14971-2012) suggest that “foreseeable 
sequences of events that can produce hazardous situations and harm” should be 
considered, since: “a hazard cannot result in harm until […] a sequence of events 
[…] lead to a hazardous situation”. Sequence of events is probabilistic, and should 
be described considering the probability of hazards leading to hazardous situations 
(P1), combing with the probability of hazardous situations leading to harms (P2). P1 
and P2 are essential in that their joint probability defines the likelihood of occurrence 
of harm, which is defined as, the “physical injury or damage to the health of 
people”. Whilst the international standards suggest that use errors have to be 
considered, it does not clarify how to connect the probability of hazardous situations 
occurring (P1) and the probability of hazardous situation leading to harm (P2) with 
the probability that users may commit those errors. The present work proposes a 
method which enables quantitative estimations of use errors and clearly relates them 
to P1 and P2 estimates. 
Introduction 
This work relates to the assessment of use related risk in the use of Medical Devices 
and Drug/Biologic-Device Combination Products. Medical devices can be broadly 
defined as apparatuses intended for the diagnosis or treatment of disease.  
The regulatory definitions of drug/ biologic-device combination products can vary 
based on the region. For the purpose of this article, the US 21CFR part 3.2 (e) 
definition shall apply, which defines a combination product as: 
(1) A product comprised of two or more regulated components, i.e., 
drug/device, biologic/device, drug/biologic, or drug/device/biologic, that are 
physically, chemically, or otherwise combined or mixed and produced as a 
single entity; 
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(2) Two or more separate products packaged together in a single package or as 
a unit and comprised of drug and device products, device and biological 
products, or biological and drug products; 
(3) A drug, device, or biological product packaged separately that according to 
its investigational plan or proposed labeling is intended for use only with an 
approved individually specified drug, device, or biological product where both 
are required to achieve the intended use, indication, or effect and where upon 
approval of the proposed product the labeling of the approved product would 
need to be changed, e.g., to reflect a change in intended use, dosage form, 
strength, route of administration, or significant change in dose; or 
(4) Any investigational drug, device, or biological product packaged separately 
that according to its proposed labeling is for use only with another individually 
specified investigational drug, device, or biological product where both are 
required to achieve the intended use, indication, or effect. 
The peculiarity of such devices used for the delivery of medicines resides in the fact 
that risks pertain two main components of the product: 1) the device(s), with any 
potential usability issues associated with their intended use or reasonably 
foreseeable misuse, and; 2) the medicinal product, whose administration entails 
potential risks associated with medication error, for example, administration by the 
wrong route, wrong dose or wrong rate (Vincent, 2010). When use errors occur, 
users are potentially exposed to hazards, hazardous situations, and, ultimately, to 
harm. 
For Vincent (2010), the role of harm prevention is central to patient safety, and more 
prominent than prevention of error. Focusing on patient safety requires the 
manufacturers of devices and combination products to implement risk management 
processes. 
Requirements for use related risk management 
Medical device and medicinal product manufacturers are expected to perform risk 
analysis to identify known and foreseeable use related risks and to mitigate these 
risks to be within acceptable limits (WHO, 2016; EMA, 2015a, FDA, 2006).  
The requirement to analyse and evaluate risks associated with use is broadly 
represented across regulation, harmonized/ recognized normative technical standards 
and a range of Health Authority guidance. The following section summarizes the 
current regulatory basis:  
Under US Medical Device Quality System Regulation; risk analysis is a requirement 
of 21CFR820.30 (g) Design Validation (also applicable to combination products in 
accordance with 21CFR part 4): 
“…Design validation shall ensure that devices conform to defined user 
needs and intended uses and shall include testing of production units under 
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actual or simulated use conditions. Design validation shall include 
software validation and risk analysis, where appropriate….” 
In the European Union (EU), the Essential Requirements of the European Medical 
Device Directive herein referred to as the MDD (Council Directive 93/42/EEC of 14 
June 1993, incl. 2007/47/EC), states that  the devices must be designed and 
manufactured in such a way as: 
“…reducing, as far as possible, the risk of use error due to the ergonomic 
features of the device and the environment in which the device is intended 
to be used (design for patient safety)”. 
The requirement for use related risk analysis is also integral to two Medical Device 
normative standards as harmonized to the EU MDD, and recognized as Medical 
Device consensus standards by the US Food and Drug Administration (FDA), 
namely: 
 IEC 62366-1:2015 Medical Devices - Part 1: Application of Usability 
Engineering to Medical Devices, is recognized by the US FDA, currently 
an earlier version of the standard EN 62366:2008 is harmonized to the EU 
MDD. 
 
 EN ISO 14971:2012 Medical devices - Application of risk management to 
medical devices, is a harmonized standard to the EU MDD, currently  the 
preceding version of the standard ISO 14971:2007 (R) 2010 is a recognized 
consensus standard by the US FDA. 
Finally, the importance of use related risk management as part of the Human Factors 
(HF) process for the development of medical devices and drug-device combination 
products is also underscored by a wealth of guidance from the US Food and Drug 
Administration (FDA 2016a, 2016b, 2016c), European Medicines Agency (EMA 
2015b), the UK`s Medical and Healthcare Products Regulatory Agency (MHRA, 
2016), and importantly the International Conference of Harmonization of technical 
requirements for registration of pharmaceuticals for Human use guidance: ICH-Q9 
(EMA, 2015a; FDA 2006).  
Integration of Risk Management into the HF Engineering process 
Use related risk management is integral to the HF Engineering/ Usability 
Engineering (UE) process as use-related error may have significant impact on 
patient safety and result in harm, including physical injury or adverse health 
consequences.  
The HF/ UE process is intended to identify and minimize use errors and thereby 
reduce use associated risks (IEC 62366-1:2015).  
The HF/ UE process requires that hazards related to use should be identified and 
addressed during the device development, including: 
 Identifying user interface characteristics related to safety. 
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 Identifying known and foreseeable hazards and hazardous situations 
associated with use.  
 Defining a user interface that includes necessary risk control measures. 
 Performing formative and summative usability evaluation to determine the 
use safety and effectiveness of the user interface. 
 Informing the overall risk assessment and the evaluation of use related 
residual risk. 
 
Thus, the use related risk analysis plays an essential role in implementing strategies 
to improve patient safety by identifying and reducing hazards and preventing harm. 
The notion of harm plays a central role in patient safety and in the risk management 
process. Vincent (2010) argues that harm is what patients most care about, because 
not all harms are the result of errors, and because not all errors necessarily lead to 
harms. Therefore accurately understanding which errors are most likely to lead to 
harm is a key concept in identifying so called “safety-critical” tasks and prioritizing 
risk mitigations. 
Risk management process 
A risk management process (RMP) is intended to systematically apply management 
policies, procedures and practices to the tasks of analysing, evaluating, controlling 
and monitoring risk (EN ISO14971:2012).  
Specifically, the normative standard requires that throughout the lifecycle process of 
device development and commercialization, a RMP is initiated and maintained, and 
comprises the following phases (EN ISO14971:2012; Claycamp, 2015):  
 planning the RM activities; 
 risk analysis, including defining the intended use of the device, systematic 
identification of hazards, the consequences of the hazards, and the estimation of 
the associated risks; 
 risk evaluation, consisting of an assessment of the risks and criteria to determine 
risks acceptability and/or controls; 
 risk control, that is, actions aimed at mitigating potential risks assessed as 
requiring further mitigation. Residual risks present after the execution of risk 
control actions are assessed in a risk to benefits analysis performed as part of an 
overall product risk evaluation; 
 output review, the results (or output) of the RMP are reviewed and communicated 
as appropriate;  
 risk must be systematically monitored throughout the product lifecycle on the 
basis of production and post-production information, for example, post-market 
Complaints and Adverse Event reports. 
 
For the purposes of the present work the phases entailing the risk analysis and the 
risk evaluation phases (and to some extent the post-market phase) are of particular 
concern.  
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Characterization of harm and risk  
It is commonly understood that risk is defined as the combination of the probability 
of occurrence of harm and the severity of that harm (ICH, 2005; ISO/IEC Guide 51; 
EN ISO 14971:2012).  Severity (Sharm) is a “measure of the possible consequences of 
a hazard” (EN ISO14971:2012). In the specific case of combination products, 
evaluating such a measure requires a thorough clinical assessment, since specific 
clinical knowledge is usually necessary to determine the potential consequences of 
patient harm that could result from the device or medicinal product.  
For instance, the impact of harm in patients can vary from being negligible (e.g. 
delayed dose delivery with negligible clinical impact), to serious (e.g. infection or 
disease progression with clinical consequences requiring medical intervention), to 
catastrophic or fatal (e.g. overdose leading to death).  
Along with the dimension of severity, the likelihood (or probability) of harm 
occurring characterizes the level of risk. Probability of occurrence of harm (Pharm) is 
defined as being given by P1 x P2 (EN ISO14791: 2012), where: P1 is the probability 
of being exposed to a hazardous situation, and P2 is the probability of the hazardous 
situation leading to harm.  
Typically, an evaluation of risk is represented in the form of a matrix, where both 
severity and probability are expressed in terms of qualitative category and/or a 
numerical (categorical) score (EN ISO14791: 2012), An example is illustrated in 
Table 1. 
Table 1. Example of risk matrix summarizing risks evaluation (both qualitative categories and 
numerical scores are given) 
  Severity (Sharm) 
  2 (Negligible) 4 (Moderate) 6 (Severe) 
Probability 
(Pharm) 
2 (Remote) Risk #a Risk #b  
4 (Occasional)  Risk #c Risk #e 
6 (Frequent)  Risk #d Risk#f, Risk #g 
 
When probability and severity scores are considered together (typically, they are 
multiplied), the resulting value represents a summative measure of the risk and can 
be evaluated against pre-defined criteria of acceptability. For example, it can be 
defined that all risks having “negligible” severity and “remote” probability (hence, 
with a resulting risk number of “4” (i.e. Sharm 2 x Pharm 2 = 4) can be considered 
acceptable; whereas all other risks may be deemed unacceptable and require further 
mitigation.  
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Defining the qualitative categories and/or numerical scores is the responsibility of 
the manufacturer, as well as acceptability threshold criteria and the appropriate 
rationale used to determine whether any specific risk number is considered 
acceptable or not.   
To summarize, P1 and P2 are considered together to define Pharm, which, in turn, 
combined with harm severity Sharm, defines an overall estimate of the magnitude of a 
risk.   
However, although it is established that the potential harm resulting from use errors 
should be considered in the overall RMP, it is not clear in EN ISO14971:2012 how 
to connect the probability that users may commit errors that have the potential to be 
harmful to the probability of hazardous situations occurring (P1) and the probability 
of hazardous situation leading to harm (P2).  
Whilst this leaves some flexibly to interpret how to integrate the role of use error 
estimates into risk analysis, it does not provide a clear guidance on how to 
quantitatively relate the probability of use error to P1 and P2.   
The present work tackles this problem in that it proposes a method which enables 
quantitative estimations of use errors and clearly relates them to the estimations of 
P1 and P2. 
Quantitative estimation of probability of harm 
The construct validity of risk analysis at estimating the true risk profile is 
determined by the accuracy of the harm severity and probability of harm occurrence 
estimates. Severity of harm is defined based on clinical understanding and can be 
supported by clinical data. However, the probability of the harm occurring is the 
result of a series of circumstances.  
A key challenge in assigning probability scores are that by definition, probability is 
being estimated, and stakeholders may vary in their estimation of the probability 
(ICH, 2005; Onofrio, Piccagli & Segato, 2015). 
Modelling the probability of occurrence of harm therefore requires an assessment of 
the constituent circumstances that enable a harmful event to occur. The widely 
accepted “Swiss cheese” model (SCM) of accident causation (Reason, 1990; 
Reason, 1997) provides a general framework for analysing failures in complex-
systems and has become the dominant model for understanding system failures in 
error causation (Perneger, 2005).   
SCM represents the path to a failure as a series of active failures and latent 
conditions represented as holes in “Swiss cheese”. The metaphor of swiss cheese is 
represented by slices of cheese with holes stacked in a row. For harm to occur, holes 
must align, thereby providing a pathway for the failure to occur. The SCM model is 
widely used; however one of the criticisms directed at SCM is its lack of specificity 
in how it is actually used in practice (Reason et al., 2006).  
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Our proposed probability estimation method is based on the SCM principle, where 
the events that may lead from use error to harm are represented as “the slices of 
cheese”, and “size of the hole in the cheese” represents the magnitude of the 
probability.  
The basic two-level framework for applying this model is already described at a high 
level in EN ISO14971, where it is defined that the probability of being exposed to a 
hazardous situation is designated with P1 and the probability of the hazardous 
situation leading to harm is designated with P2; the resultant probability of 
occurrence of harm is given by P1 x P2.  
The practical issue is that P1 can be challenging to estimate as itself is the product of 
a cumulative combination of discreet probabilities. To improve P1 estimation 
accuracy, our method introduces two constituents to derive P1; i.e. Pe: The 
probability of an error occurring, and P0: The probability of the error causing the 
hazardous situation.  
 
Figure 7: Model of quantitative estimation of occurrence of harm resulting from a use error 
Therefore, the overall probability of harm occurring as a result of an error can be 
represented as: 
𝑃ℎ𝑎𝑟𝑚 = (𝑃𝑒  ×  𝑃0) ×  𝑃2 
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Pe: Probability of an error occurring is often related to the usability of the user 
interface (e.g. the probability of a user not checking an expiry date of a medicine 
prior to use). The likelihood of use errors occurring can be estimated throughout the 
HF process based on empirical HF studies, expert opinion, known issues, etc. 
 
P0: Probability of error causing the hazardous situation. P0 serves the purpose of 
modulating the impact of Pe in resulting in exposure to a specific hazardous 
situation. P0 is necessary as not all use errors would result in exposure to hazardous 
situation (e.g. not checking an expiry date does not necessarily mean that the user 
would administer an expired product). Using ISO14791 definitions, P0 may 
correspond to the probability of “hazard”, which (if a certain sequence of preceding 
events is triggered), may lead to the hazardous situation. 
 
P1: Probability of the hazardous situation occurring. In the proposed method, P1 is 
the product of the probability of the error multiplied by the probability of use error 
causing the hazard (causing exposure to the hazardous situation), i.e. Pe x P0. 
 
P2: Probability of the hazardous situation leading to harm (e.g. probability of 
administering an expired medicine leading to a specific harmful consequence, like 
an adverse clinical effect such as disease progression). The following examples 
illustrate two cases. The first refers to users not washing their hands prior to 
performing an injection and a remote likelihood of experiencing a systemic infection 
(i.e. probability of committing the error is high, but probability of harm is low). The 
second refers to users lifting an injection pen mid-injection; it is likely that this 
would lead to incomplete dose with a high probability of clinical impact (i.e. 
probability of committing error is high and probability of harm is consequently 
high).  
 
Table 2. Example 1 - Quantitative estimates of Pe, P0, P1, and P0 and how to derive Pharm 
 Definition Probability Cumulative 
probability 
Pe Probability of error occurring Use error: User 
fails to wash 
hands 
0.5 (50%) - 
P0 Probability of use error 
causing the hazardous 
situation 
Hazard: Dirty 









Injection site is 
contaminated 
- 0.025  
(2.5%) 
P2 Probability of the hazardous 






Pharm Overall probability of occurrence of harm: 0.0000025 
(0.00025%) 
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Table 3. Example 2 – Quantitative estimates of Pe, P0, P1, and P0 and how to derive Pharm 
 Definition Probability Cumulative 
probability 
     
Pe Probability of error occurring Use error: User 





0.1 (10%) - 
P0 Probability of use error 
causing the hazardous 
situation 
Hazard: device 
has not injected 










- 0.1  
(10%) 
P2 Probability of the hazardous 





to lack of 
efficacy 
0.8 (80%) - 
Pharm Overall probability of occurrence of harm: 0.08 
(8%) 
 
The estimations reported in Table 2 & 3 are to be used as example only. However, in 
actual practice, estimates of Pe can be based on data derived, for example, from 
literature, from formative or summative usability studies (of the device under 
investigation, or similar ones), clinical studies or market complaints from similar 
devices. Similarly, P0 can be estimated from observations and data. Also, the 
involvement of a multidisciplinary team (e.g. clinical, technical scientists, potential 
end-users, and patients) may ensure that several and different viewpoints are 
considered in the assessment.  
Estimates of P2 may require the expert knowledge of clinical scientists and 
healthcare professionals, in order to more reliably establish the potential relations 
between hazardous situation and harm.  Once Pharm is derived, it is possible to 
translate this (quantitative) number into qualitative or numerical categories, based on 
pre-defined rationale, whereby, for example, specific Pharm expressed as a percentage 
(e.g. 2%) may correspond to specific qualitative or numerical categories (e.g. 
“Frequent”, corresponding to “6”) in the risk matrix. 
Evidence-based probability ratings  
The present paper proposes a method to integrate quantitative estimates of use error 
into a use related risk assessment. It attempts to provide practical support to HF 
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practitioners to performing more accurate risk assessment where risks are linked to 
incidence of use error. There are advantages and disadvantages in the approach of 
deriving probability of harm based on constituent assessments.  
The advantages would be, for instance: applicability and integration into existing 
approaches to risk analysis, as for example in Failure Mode and Risk Analysis 
(FMEA).  The FMEA can be tailored to the use domain, and comprise individual 
probability assessments for Pe, P0, P1, & P2 against the listed potential failure modes/ 
use errors identified for each specific task (Pe); hazards identified for each specific task 
(P0); the consequential possible hazardous situations per task (P1); and the 
corresponding harm related to each hazardous situation (P2). But also, the method 
allows having greater confidence in the precision of probability estimation and the 
ability to adjust the individual constituent values throughout the risk management 
lifecycle when new information becomes available.  
Another advantage is the increased traceability of the assessment outputs. As the 
method provides traceability of how quantitative data is reflected in the assessment. 
For example, if a HF summative study demonstrates a very high error rate than was 
previously assumed, Pe could be updated to demonstrate the rate was taken into 
account, but under certain circumstances this may not actually impact probability of 
harm estimation, because, as discussed above, high probability of error does not 
necessarily result in a high probability of occurrence of harm. This method also allows 
integrating real, post market data in the use related risk assessment. As a matter of fact, 
compared to traditional categorical estimations of probabilities, this method allows 
quickly integrating post-market (truly) quantitative data into the risk management 
review and updating as necessary. 
The main foreseeable disadvantage of this method is related to the increased 
complexity and the likely time/ effort cost for the multiple individual probability 
assessments required per risk, especially if the number of tasks to be considered in 
the assessment is high. Nevertheless, this method proved to be easily applicable for 
home use drug delivery devices, where the overall number of tasks (and hence of 
risks) were within manageable limits. 
Potential wider application of the method 
Finally, the present method has discussed the estimation of harm probability as a 
consequence of a relatively ‘minimal’ and rudimentary series of conditions, as 
depicted in the examples of medical device use errors. However, the degree to which 
this method, or development of, could be easily applied in evaluating risk in more 
complex systems of a more multi-factorial and/or less predictable nature requires 
further investigation. The underlying premise that all failures in simple or complex 
systems result from a combination of latent condition pathways, failed defences and 
active failures (Reason, 1997) suggests that the step-wise estimation of the probability 
of failure at key stages defined in the present method could apply.  However, it may be 
that to be effective and compatible in complex system risk analysis, each distinct stage 
of probability estimation (e.g. error, hazardous situation, harm) might require its own 
set of sub-probability modelling calculations to more accurately assess the summative 
impact of multiple factors; whenever this may be the case, factoring in pre-disposing 
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factors such as latent conditions and personal characteristics (e.g. fatigue, cognitive 
load) could be challenging to allow straightforward integration.  
Nevertheless, probability is an elementary factor in estimating the magnitude of risk 
and requires methods for estimation. Hence, even if applying this model to highly 
complex systems may present challenges, it could still provide a useful tool for 
quantitative probability estimation, and ultimately make risk analysis more accurate. 
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  Abstract 
User research activities to gain insights about customers’ preferences and needs for 
new products or services are well known and often applied in early concept stages of 
the development process. Methods of Design Thinking such as Co-Creation or 
participatory design are well established. However, since users are not trained design 
professionals, the ideation and design sessions often end up in an assembly of 
concept elements with low innovation impact, not balanced and not well curated. 
Behind these “Concept-Frankensteins”, the actual needs and perspectives of the 
users are hidden and need to be revealed. This paper presents how to tackle this 
challenge by combining re-enactments, interviews, observation and prototyping in 
Co-Creation sessions, shown on a Siemens Healthcare Diagnostic Imaging CT case 
study. It is explained how to gain broad and deep insights in early stages of the 
development process, e.g. by life-size mock-ups to create analogous, but openly 
creative settings with on the fly concept solutions and designs addressing the 
discussed ideas. The paper is naming recommendations of successful Co-Creation. It 
closes with a discussion of challenges and limitations of the approach. 
  Introduction 
Collaborative approaches, often summarised as Design Thinking (Curedale, 2013), 
to develop products, services, experiences or strategies are widely applied in today’s 
development processes. This includes human centred conception of consumer 
products (Jentsch, 2007), mobility services (Dettmann et al., 2013), user interfaces 
for software applications (Dettmann & Bullinger, 2014), advanced driver assistance 
systems (Simon et al., 2014) or medical devices (Mühlstedt & Helmreich, 2014) to 
name just a few examples. Case studies about strategy development (Schöllgen et 
al., 2012) and how design management is implemented in several companies and 
organisations is described in Sommerlatte (2009). 
There is a wide range of well described methods that can be used in different stages 
of the development process. While creative and analytical methods such as 
benchmarks, mind maps, mood boards or problem trees are usually used in early 
stages when the intent is defined, other methods such as case studies, diary studies, 
eye tracking and interviews are mainly used to get to know people and context 
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(Curedale, 2013). Validation studies such as user tests with prototypes, field tests or 
simulation studies are usually applied in later concept stages but should be 
integrated in the process as early as possible (Jentsch & Bullinger, 2015).  
However, there are some pitfalls in which researchers and product developers may 
trap when choosing the wrong set-up, asking the wrong questions or literally 
translate users’ concept ideas into products or services. This applies especially to 
innovative products since users tend to focus on already known interaction patterns, 
functions or paradigms. For instance, when asked which input device they prefer to 
interact with new infotainment functions provided by smartphones in cars, users are 
indecisive concerning gesture control and clearly prefer the already known steering 
wheel buttons (Häcker & Blaß, 2016). Generally it is hard or even impossible for 
users to put themselves in future situations or opinion about future technologies. 
While questionnaires on a meta-level, e.g. as shown in Roßner et al. (2015), usually 
give good indications for the direction of development, questionnaires about the 
hypothetic usage or acceptance of concrete future technologies (Abendroth et al., 
2015) mostly lead to a description of the status quo that cannot be used as a 
guideline for innovative functions or technologies. Beggiato et al. (2015) combined 
interviews with observation to deduce information needs during manual, partially 
automated and highly automated driving. The interviews revealed that all 
information are rated as relevant whereas eye tracking data of the test drive indicated 
that information needs clearly vary between the different driving modes. This proves 
that user interviews play an important role for human centred design but should not 
be the only source or have to be translated into real needs.  
One fundamental aim of user research is always to reveal users’ latent needs, 
meaning needs that users cannot express or are not aware of. Therefore, a 
combination of visits to workplaces, interviews and observations of users interacting 
with products or services can serve as anchors to gain relevant information on 
innovations and design optimisations. The downside is that setting up and 
conducting field research is usually costly and time consuming and consequently can 
collide with the requirement of test efficiency (Bühner, 2006). To verify and support 
the product development process, it is also possible to invite professionals and lead 
users to review and comment on the product innovations. More or less in set-ups 
that reflect the real context, concepts are presented, discussed and reviewed. If 
conducted carefully and by well trained staff with a certain distance to the concepts 
this can be a suitable approach to get feedback and relevant perspectives. 
Inexperienced and in user research untrained product owners run the risk to lead the 
interviews and the interpretation of the results in a positive direction for the 
concepts, to fit the results into the own personal mind-set – especially when testing 
and reviews happen at a later stage where the concepts have matured and down 
selected considerably.  
The described challenges lead to the questions:  
 How can users or stakeholders be encouraged and supported to put 
themselves in situations of interacting with a future product, service or 
technology?  
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 How can user research be done as cost and time efficient as possible? 
 How can users’ ideas and feedback be conveyed in product or service 
innovations?  
 
In this paper, these questions will be answered illustrating an approach for gaining 
broad and deep user insights by combining re-enactments, interviews, observation 
and prototyping in Co-Creation sessions, shown on a Siemens Healthcare Diagnostic 
Imaging CT case study.  
State of the art 
Even though since the late 1960s publications stating that designers might take 
another approach to solve problems evolved, Rowe (1987) was the first to define 
and characterise the term “Design Thinking”. Since then, numerous publications 
have emerged and nowadays the term is widely interpreted and often used as 
buzzword. There are many models of what Design Thinking really is but generally it 
can be understood as a process that fulfils these four requirements (Meinel & Leifer, 
2013): 
All design activity is ultimately social in nature: Solve technical problems in ways 
that satisfy human needs and acknowledge the human element in all technologists 
and managers. 
Design thinkers must preserve ambiguity: Innovation demands experimentation at 
the limits of our knowledge, at the limits of our ability to control events, and with 
freedom to see things differently. 
All design is re-design: It is imperative to understand how users’ needs have been 
addressed in the past. Then we can apply “foresight tools and methods” to better 
estimate social and technical conditions that will be encountered in the future. 
Making ideas tangible: In the past few years prototypes became “communication 
media”. Seen as media, they can provide valuable insights about concepts at any 
stage. 
 
Figure 1. Design Thinking process (Waloszek, 2013) 
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Also Stickdorn (2013) emphasises the importance using physical artefacts and 
prototypes even for intangible services. There are process models of which steps a 
Design Thinking process should follow. The over the last years most common one 
by Plattner et al. (2009) is shown in figure 1. 
Latest models, e.g. described in Uebernickel et al. (2015), advice not to use 
prototyping only in one phase, but include it in all phases. The above shown process 
is then only describing a macro-level where in each phase a human centred design 
process (ISO 9241-210, 2015) is fulfilled. With shorter iterations and phase-specific 
user involvement faster development and real human centred products can be 
realised. The question is always, which methods and tools should be applied to 
achieve the best results. Especially for the first four phases “understand”, “observe”, 
“point of view” and “ideate” Co-Creation methods are very helpful.  
Co-Creation refers to activities that feature the following five characteristics (Roser 
et al., 2009): 
 A form of collaborative creativity that is initiated by firms or organisations to 
enable innovation with, rather than simply for their customers. 
 Co-Creation draws on a combination of management and marketing approaches, 
the psychoanalytic tradition and processes related to innovation, knowledge and 
group decision-making. 
 A process that thrives on fantasy, play and creativity. 
 Focusing on the quality of the interactions between people rather than on 
technologies per se. 
 Intertwine knowledge and processes in an overall Co-Creation framework, 
rather than just enabling co-creativity, if wider impact is to be achieved. 
Prahalad and Ramaswamy (2004) define Co-Creation as “creating an experience 
environment in which consumers can have active dialogue and co-construct 
personalised experiences” and that the experience for the consumer should be 
possible in real time. Taking this requirements in consideration, the potential of re-
enactment as a method for Co-Creation becomes obvious.  
In Gunn et al. (2013) and Halse et al. (2010) the basic theory about combining 
theatre theories with design and product development processes are described. Based 
on this theories the following case study describes the approach of how knowledge 
and experience of users can be used to derive design concepts and insights about 
latent user needs. Using creation, materials, prototypes, scenarios and the 
appropriate setting to gather valuable knowledge for product and process 
development. 
  Case Study 
  Background 
Siemens Healthcare Diagnostic Imaging CT approached designaffairs with the 
question of how to speed up the user research process, how to gain broader and 
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deeper insights in less time and how to evaluate and maintain the potential of new 
innovative concepts. The outset of the project was defined by a range of 
heterogeneous perspectives, individual insights and learnings from a range of 
projects and evaluations, and core hypothesis that the Siemens Healthcare desired to 
debunk or confirm. An initial catalogue of concepts had been defined and refined to 
be reviewed. What could be the shortest thinkable, but still valuable design 
iteration? 
The classical CT set-up consists of the control room with CT imaging workstation 
and additional workstations for hospital-wide image and patient data handling, the 
CT scan room with the patient table and the gantry, shelves with table accessories 
and additional supporting devices such as contrast injectors. Ultimately, the CT tech 
provides the service of diagnostic imaging working across all the different interfaces 
of table, gantry and workstation. This working environment represents a diverse and 
complex landscape of different touchpoints. Looking at all these possible human-
machine-interactions and the workflows that are linking the touchpoints, 
designaffairs identified a Co-Creation workshop as a suitable methodology. This 
ensures that not only the requirements and needs for single interaction on a device-
level is taken into consideration but the whole process is looked at to reveal 
opportunities to optimise the working experience for medical staff. With Co-
Creation, the complex context can be managed and user research, concept generation 
and evaluation set-up can be combined.  
  Co-Creation set-up  
The Co-Creation workshop was conducted with four full day workshop sessions in a 
convention location close to Dallas. The convention location was chosen for legal 
reasons, privacy policies regarding patients’ data and most of all because of 
economic reasons since it is not possible to close a hospital’s CT installation for one 
week to conduct the workshop. Two seasoned user researchers and one industrial 
designer from designaffairs besides a Siemens Healthcare expert team lead the 
sessions. Incorporating two researchers allowed the fluid shifting of the researchers 
in and out from the conversation if a promising issue or aspect had been identified.  
 
Figure 2. Schedule of the Co-Creation sessions 
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The industrial designer created on the fly concept solutions and designs with 
prototyping material addressing the ideas or issues that were discussed. The 
healthcare experts could insert ideas, questions and suggestions indirectly into the 
conversations, while allowing the user researchers to manage the open and non-
leading dialog quality. The overall schedule is shown in figure 2.  
One day before the workshop started, the environment was prepared within the 
convention location. This included installing the above mentioned classical CT set-
up with mock-ups and cardboard prototypes, material for tinkering and rapid 
prototyping with foam core and cardboard as well as preparing the material and 
premises to introduce and welcome participants.  
The Co-Creation session itself was video-recorded and consisted of five phases, that 
where ran through each day:  
Phase 1 - Internal briefing (~ 0,5 hours): Prior to each session, before the 
participants arrived, the facilitators (designaffairs) and experts (Siemens Healthcare) 
discussed and agreed on which topics the following daily session will focus on. With 
this approach it was possible to use the observations and findings of the previous 
day and to develop deeper insights from day to day or to focus on topics that were 
not mentioned, yet.  
Phase 2 - Introduction (~1 hour): After recruiting the participants, information and a 
questionnaire were sent to them to prepare for the workshop. Besides general 
questions concerning their experience and professional background they were asked 
to think about the main tasks, motivation drivers and frequently used devices in their 
daily routine and the main pain points they have. After arriving at the workshop 
location, the participants were carefully guided through three initial warm-up 
exercises and instructions.  
1. Organisational issues: Explaining participants the time schedule, 
background of the study and NDAs.  
2. Co-Creation instructions: Explaining the participants the general approach 
to get them familiar with the process and make them comfortable with the 
situation. 
3. Set-up instructions: Showing the participants the prepared CT set-up and 
explaining possibilities and limitations of the prototype. 
After this instruction each participant introduced him- or herself to the group, so that 
participants got familiar and understood each other’s background.  
Phase 3 - Workshop (~4 hours): After this first hour introduction, participants were 
asked to explain the set-ups and procedures at their clinics or hospitals. One 
participant explained his or her daily routines on a given task, using the given 
materials and models, while the other participants, experts and facilitators observed 
and asked or discussed the actions the participant went through. In parallel to the 
dialog of the facilitators and participants, the industrial designer created on the fly 
concept solutions with prototyping material addressing the ideas or issues that were 
discussed. 
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To optimally facilitate the re-enactment of the CT scanner workflow and to allow 
the participants to go deep into the details of the table and the gantry, a brand-
neutral, but life-size foam core model was used. The model was equipped with 
velcro strip to quickly attach information or within the workshop generated design 
models.  
This allowed for very fast iterations and moved the conversation constantly into 
concrete solutions. This designer-facilitator-participant pairing with continuous 
input provided by the healthcare experts indirectly through the facilitators proved to 
be an optimal set-up to ensure high speed and high quality outcome of the Co-
Creation sessions. That way, new ideas could be used directly within the workshop 
to evaluate possible solutions on the fly and to re-enact the procedures with the 
instantly available material. This approach helped the researchers to identify issues 
which were addressed by ideation sessions in the situation. During each day the 
teams ran multiple times through all phases of the human centred design approach: 
gaining insights, ideating, concept development and user testing. Since this was 
continuously done in the context of a makeshift CT scan and control room, the 
participants were able to put themselves in the real working context, even though re-
enacting in a convention location.  
Phase 4 - Ranking and discussion (~1 hours): Following the workshop, the main 
ideas and concept solutions were discussed with the participants. Advantages, 
disadvantages, opportunities and threats were commented from the users’ point of 
view and participants were asked to rank the ideas and concept solutions according 
to attractiveness and desirability. In the end, the participants were asked in a role-
play to sell their preferred idea in a two-minute presentation to their boss, played by 
one of the healthcare experts. The task was to convince him to procure the concept 
for the CT working environment, within a given budget. The healthcare expert 
playing the boss, discussed the idea from a purchaser’s point of view with the 
participant. 
Phase 5 - Insights and adjustments (~0,5 hours): After the participants left, 
researchers and healthcare experts summarised the findings of the day, clustered 
them and condensed them into insights. The output of the Co-Creation session was 
documented with photos. 
 
  Participants 
Four CT techs from local clinics and/or hospitals were invited each day. In total 13 
participants, four male and nine female took part in the Co-Creation sessions, with at 
least two participants each day. Participants received an incentive. 
To equalise the participants, everyone was asked to wear color-coded t-shirts with 
their first name on the front, the facilitators green (designaffairs), the healthcare 
experts blue (Siemens) and the participants red. A simple gesture, but an effective 
action to reduce boundaries of status carried by the individual clothing styles and at 
the same time clearly conveying roles during the workshop. 
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  Results 
The approach showed a very high impact and proven benefits, that can be 
summarised as follows:  
Deep insights into real value systems and underlying issues: The team gained solid 
and deep insights into the real value systems and perspectives of the users. The 
range of isolated insights and sometimes diverging perspectives could be formed 
into a complete and holistic picture. The underlying issues could be identified and 
turned into larger opportunities. 
  
Supporting organisation-wide buy-in and commitment: The gained holistic picture 
and its in-depth documentation of insights and supporting quotes, pictures and 
videos, has given the team a solid foundation for reasoning. A wealth of stories to 
tell were gathered that help to step beyond personal perspectives and diverse 
interpretation to gain buy-in and commitment in the organisation. 
 
Understanding the potential and promise of each concept in context: Instead of a 
long cycle of user interviews, ideation in-house and concept reviews, the Co-
Creation sessions allowed to condense a multi-month cycle down to a single day. 
Not only could issues be identified, but concepts developed and tested immediately 
in context. The re-enactments helped to understand the potential of each concept and 
approach in detail and fully in the context of usage. 
 
Innovative impulses for future solutions beyond technology: The balanced approach 
of open issue exploration, concept reviews and strong guidance and facilitation to 
focus on key issues opened up new areas, or aspects that were previously not 
considered as crucial. Innovative impulses were identified and addressed with 
concept ideas. The openness of the participants for new conceptual and technical 
approaches could be explored and confirmed. 
  Guideline to successful Co-Creation 
The main learnings of the case study and numerous successfully conducted Co-
Creation workshops can be summarised in the following points for preparation, 
conduction and analysis and interpretation. This guideline not only applies to 
physical products but works as well for less tangible products like software or 
customer services? 
  Preparation 
Facilitators and participants: Choose the facilitators and experts as carefully as the 
participants. Make sure that trained facilitators with a strong methodological 
background set up the workshop schedule and guide through it. Select experts from 
the right domain to guarantee that there is sufficient expert knowledge during the 
workshop. Spend time and effort in creating a detailed profile of the desired 
participants to extract broad knowledge from their point of view.  
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Schedule: Keep the schedule as open as possible, but within a defined framework. 
This helps to have a rough guidance throughout the workshop but gives space for 
improvisation, e.g. to go deeper in topics that pop up during the workshop. Consider 
sufficient time to instruct participants as precise as possible about the settings and 
take your time to let them get familiar with other participants, facilitators and 
experts.  
Set up the context: The Co-Creation and re-enactment format needs to be carefully 
adopted to the questions asked and the development phase. It is easy to overburden a 
session with the desire for too much detail, or to create a too narrow solution field. A 
lot of effort should go into testing and adjusting the approach prior to the sessions.  
  Conduct 
Atmosphere: It is crucial to create an environment as comfortable and safe for the 
participants as possible. Warm-up exercises, team t-shirts and theatre or cinema 
material, e. g. a film slate when a re-enactment scene starts, can help to create an 
open and equal atmosphere. Always keep in mind to ask simple and precise 
questions and to maintain the play character of the setting. The setting itself is best 
kept precise and in a way that participants are not scared to touch and move things 
or do something wrong when using e. g. a software-prototype. Participants need to 
feel comfortable to re-enact daily situations and interact and discuss with other 
participants.  
Prototypes and iterations: Use Lo-Fi Prototypes, e. g. from cardboard or foam core 
for hardware or paper-prototypes or unstyled click-prototypes for software, that are 
as precise as necessary but as abstract as possible. This way, the initial prototypes 
are not considered as a final solution by the participants and their mind is kept open 
to explore new opportunities and to think out of the box of known concepts or 
solutions. During the Co-Creation participants can create their preferred concept 
ideas and use them directly in interaction with the prototype in a playful way. 
Therefore provide prototyping material within the workshop and plan sufficient time 
for iterations and idea exploration.  
Guidance: The facilitator is the director of the scenario. He has to be flexible and as 
little intrusive as possible to keep the momentum of the play but also give careful 
guidance to keep the play and discussion within the given framework.  
  Analysis and interpretation 
User integration: Analysis and interpretation are best done interdisciplinarily 
between participants, facilitators and experts straight after playing the scenarios. It is 
very important to not only use and explore the participants’ ideas and solutions 
within the re-enactment, but also a discussion at the very end to get a mutual 
understanding of the conclusions. Even though the researcher’s expertise is the 
crucial factor to generate new insights and opportunities from the discussion and 
observation, participants’ comments to a summary can be helpful for finding users’ 
priorities.  
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Post-meeting discussion: It showed very valuable, especially if Co-Creation sessions 
are held in several consecutive days, to sum up the results of each day with the 
facilitators and experts. This helps to identify topics for the next days that should be 
looked at more detailed and to adjust schedule for the following day, if necessary. In 
this sum-up, the statements and behaviour can also be put in context of participants’ 
characteristics and background. After each day there should be a set of documented 
main insights for further concept development.  
  Discussion and summary 
Although the approach proved to be very successful and led to promising results, 
there are some limitations. It needs to be taken in mind that it is almost impossible to 
incorporate all disciplines that are involved in the product development process 
within the Co-Creation sessions. Therefore careful preparation is necessary and even 
though a lot of attention is paid to gain all relevant information prior to the session 
there is still the risk, that concepts or ideas are not realisable due to time, budget, 
legal or technical restrictions.  
However, Co-Creation and re-enactment hold the potential to bringing the benefits 
of fundamental user research and of creative and agile interaction design together 
into a best-of-both-worlds approach. The compact human centred in-a-day-approach 
successfully addresses the challenges of the development process for most device or 
software manufacturers and customer service providers. These challenges can be the 
right level of concept refinement, the risk of late user feedback, limited access to 
professional experts, the pressure on development and testing costs, as well as the 
shortened product cycles, to mention a few. With the growing possibilities of 
immersive environments and apparatus like VR- / AR-glasses or mixed reality 
devices (e. g. MS Hololens) the potential scope of the Co-Creation approach will 
even increase in the near future, promising more depth and speed at the outset of any 
product challenge. 
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Changes in operators’ performance and situation 
awareness after periods of non-use in process control 
Merle Lau, Barbara Frank, & Annette Kluge 
Ruhr-University Bochum, Business Psychology,  
Germany 
Process control operators are required to simultaneously process the interplay of 
cross-coupled variables in order to either assess a process state or predict the 
dynamic evolution of the plant. They have to mentally envisage the change rates of 
cross coupled variables and need to develop sensitivity for the right timing of 
decisions. In that respect, situation awareness is a highly relevant result of learning 
processes and extensive practice. In the present study, we investigated if operator 
performance and situation awareness decays after a period of non-use. Sixty 
participants were trained in performing a parallel-sequence task in an initial training 
(week 1). After a period of non-use all participants had to execute the initially 
learned task again (week 3). Two experimental groups received either a Practice- or 
Symbolic Rehearsal-refresher intervention in week 2 to practise the learned task. 
The control group received no intervention/support. Situation awareness was 
measured by eye-tracking data by analysing areas of interest (as indicators for a 
prospective cue search) and fixation times (of irrelevant information). The results 
indicate as assumed that the Practice group was better in executing the correct step 
after focusing on a parallel operation which shows higher situation awareness. No 
significant results for the Symbolic Rehearsal intervention were found. 
  Introduction 
Over the past decades, technological advances have led to the automation of 
complex tasks in industry. The use of automated manufacturing processes means 
that operators are located in the process control room and control the machines and 
processes from a safe distance. As a side effect of automation, human-beings act 
more as augmented operators in the process which changed their task from 
executing the task manually to monitoring it (Wickens & Hollands, 2000). This 
leads to the problem that once-learned skills are not frequently used anymore and 
can decay over the time (Bauernhansel, 2014; Brainbridge, 1983). Nevertheless, the 
operator has to be able to recall once-learned skills when a so called non-routine 
situation occurs (Kluge, 2014; Kluge et al., 2014). For instance, contrary to routine 
task in case of emergencies operators have to interfere and handle the system 
manually with once learned skills. Besides the learned skills, situation awareness 
ensures that the task is executed correctly by recognising and understanding the 
environment and system the operator is surrounded by and upcoming events 
(Wickens & Hollands, 2000).  
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Endsley (1995) has described three levels of situation awareness: 1. perception of 
the environment, 2. comprehension of the meaning of the elements and, 3. projection 
of the elements’ future status. A high level of situation awareness is necessary to 
perceive and to understand the situation and additionally to anticipate reactions in 
the future (Proctor & Dutta, 1995). In general, situation awareness enables the 
operator to allocate the attention correctly and supports timesharing (Schumacher et 
al., 2001; Wickens & McCarley, 2007). As situation awareness is required for 
applying skills that are necessary for handling non-routine situations after periods of 
non-use, a loss of situation awareness can result in incorrect skill performance and 
errors (Arthur et al., 1998). Especially in a parallel-sequence task, as it is used in the 
following study, operators have to consider two sequences on the same time which 
requires a high level of situation awareness and the ability of time-sharing (Procter 
& Dutta, 1995). As a consequence of this it is important to identify methods which 
affect retention of skills and also situation awareness.  
In the present study, two refresher interventions as methods for the retention of 
situation awareness are analysed. A refresher intervention can be used “to re-
establish a specific skill level that was acquired at the end of an initial training, 
which should be re-established after a certain time interval during which the skill 
was not required to be recalled” (Kluge et al., 2012, p. 1). Previous research has 
found that refresher interventions support the retention of the initially gained 
performance level (Annett, 1979; Farr, 1987). Based on these findings, it is assumed 
that the use of refresher interventions can also affect the retention of situation 
awareness positively. In the following, a Practice-refresher intervention is used 
which includes the active rehearsal and execution of the task (Arthur et al., 2012). 
Kluge and Frank (2014) have shown that especially Practice-refresher interventions 
affect skill retention most positively. In addition, Symbolic Rehearsal, in which the 
operator remembers the procedure symbolically without executing it actively, is 
used as a mental refresher intervention (Kluge et al., 2015). Previous studies have 
shown that imaginery vision of the once learned skill enabled the participants to 
recall the performance afterwards (Cooper, Tindall-Ford, Chandler & Sweller, 
2011). Referring to recent studies it can be found that the use of Symbolic 
Rehearsal-refresher interventions leads to a better performance after a period of non-
use than no intervention, but not better than a Practice-refresher intervention (Kluge 
et al., 2012). 
In the present study the retention of situation awareness over a period of non-use in a 
simulated process control task is investigated with two refresher interventions, a 
Practice- (P) and a Symbolic Rehearsal- (SR) refresher intervention, and a control 
group (CG): 
H1. The Practice-refresher intervention group shows higher situation awareness 
than the control group. 
H2. The Symbolic Rehearsal-refresher intervention shows higher situation 
awareness than the control group. 
H3. The Practice-refresher intervention group shows higher situation awareness 
than the Symbolic Rehearsal-refresher intervention group.  
 situation awareness after periods of non-use 255 
  Method 
  Sample 
From October 2015 to December 2015, 60 students (15 female) from engineering 
departments of Ruhr-University Bochum, Germany, took part in the study, 38 (14 
female) of whom were included in the following calculations (22 participants were 
excluded, for explanation see blow). The overall age ranged from 18- 31 (Mage = 
23.05, SDage = 3.32). The gender and age range of the each group will be given in 
the results (see Table 4). There were two experimental groups and one control 
group: The group with a Practice refresher intervention consists of 15 participants,    
l9 participants were in the group with a Symbolic Rehearsa and the control group 
had a total of 14 participants. To ensure technical understanding which was required 
for the technical task, only students from faculties of engineering were recruited. 
The participants were recruited by postings on social networking sites and flyers 
handed out at the Ruhr-University Bochum and the University of Applied Science 
Bochum. Participants received either €30 or €25 (depending on whether they 
attended two appointments: Control group or three appointments: Practice- and 
Symbolic Rehearsal-refresher intervention group). The study was approved by the 
local ethics committee. Participants were informed about the purpose of the study 
and told that they could discontinue participation at any time (in terms of informed 
consent). All participants were novices in learning the process control task used in 
the study. 
 
Figure 8. Interface of WaTrSim (Waste Water Treatment Simulation) 
  Process control task 
The participants learned how to operate the microworld Waste Water Treatment 
Simulation (abbr. WaTrSim; Figure 1). The operator’s task is to separate waste 
water into fresh water and gas by starting up, controlling and monitoring the plant. 
The operation goal is to maximise the amount of purified water and gas and to 
minimise the amount of waste water. This goal is achieved by considering the timing 
of actions and following the sequences. The operation includes the parallel-sequence 
start-up procedure of the plant consisting of two sequences which have to be 
Production outcome: Gas
256 Lau, Frank, & Kluge 
operated in parallel: 13 steps of sequence A and three steps of sequence B (Figure 
2). Firstly, the operator starts executing the 13 steps of sequence A and will switch 
to sequence B when the level of tank Bf has reached >75% or <25%. After one of 
the conditions has occurred, the correct two steps have to be executed (Figure 2). 
Performing the WaTrSim parallel-sequence start-up procedure (both sequences in 
parallel) correctly and in a timely manner leads to a production outcome of a 
minimum of 200 litres of purified gas. WaTrSim has to be started up within 240 
seconds. 
 
Figure 9. Parallel-sequence task. Valves = LIC V9, FIC V8, V1, V2, V3, V4, V6, heatings = 
HB1, K1, W1 and W2, and tanks = R1, HB1, Bf 
  Research design 
The study consisted of a mixed experimental design (between- and within-subjects 
design). The experimental groups (Practice-refresher intervention and Symbolic 
Rehearsal-refresher intervention) and Control group were tested and compared at 
two measurement time points (week 1: initial training and week 3: retention 
assessment). 
  Procedure 
The participants of the experimental groups attended the experiment three times: 
initial training, refresher intervention and retention assessment (Figure 3). The 
1 LIC V9: Set flow rate 500 l/h
2   V2 deactivate follower control
3 Valve V1: Set flow rate 500 l/h
4 Wait until R1 > 200 l
5   Valve V2: Set flow rate 500 l/h
6   Wait until R1 > 400 l 
7   Valve V3: Set flow rate 1000 l/h
8   Wait until HB1 > 100 l
9   Activate heating HB1
10 Wait until HB1 > 60 C
11 Activate column K1
12 Valve V4: Set flow rate 1000 l/h
13 Valve V6: Set flow rate 400 l/h
A   Monitor tank level of tank Bf constantly
B   Tank level Bf > 75%
C   FIC V8: Set flow rate 90%
D   Heating W2: Set 70 C
B   Tank level Bf > 25%
C   FIC V8: Set flow rate 10%
D   Heating W2: Set 20 C
Sequence A Sequence B
Parallel-sequence start-up procedure
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participants of the control group attended two times: initial training and retention 
assessment.  
 In the initial training (week 1, 120 minutes), after completing a test on retentivity 
as a control variable, participants explored the simulation twice. They were then 
given information and instructions about the start-up procedure. After this, they 
practised sequence A using the manual twice and then practised sequence B twice 
(part-task training; Table 1). Next, the participants trained the whole parallel-
sequence task with the help of emphasis change and the manual (Gopher, 2007). 
An execution of the parallel-sequence task with the manual only and without 
emphasis change followed. After this, they had to perform the parallel-sequence 
task start-up procedure four times without the manual and were required to 
produce a minimum of 200 litres of purified gas. The best trial of this series was 
used as the reference level of skill mastery after training. 
 One week after the initial training, the refresher intervention took place (week 2, 
approx. 30 minutes). The refresher interventions are described in the section 
“Independent variable”. 
 Two weeks after initial training (week 3, 30 minutes), the retention assessment 
took place. The participants were asked to start up the plant up to five times 
without help (the first trial was used to assess skill retention).  
 
 
Figure 10. Procedure; RI=refresher intervention 
  Variables and measures 
  Independent variable 
Skill retention was supported by a Practice-refresher intervention or a Symbolic 
Rehearsal-refresher intervention: 
The Practice-refresher intervention was carried out one week after the initial training 
(25 minutes) and was performed as group sessions. The participants had to execute 
the start-up procedure of WaTrSim four times with the help of the manual and were 
allowed to ask questions (Kluge & Frank, 2014). 
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The Symbolic Rehearsal-refresher intervention was computer-based and consisted of 
seven tasks (30 minutes): 1) Participants had to fill in the sequence of steps of the 
start-up procedure, state the flow rate and provide three reasons for producing waste 
water (instead of purified water). They then had to 2) fill in cloze tasks, 3) arrange 
steps of the start-up procedure into the correct sequence, 4) find errors in a presented 
start-up sequence, 5) rehearse the WaTrSim interface, allocate the valve labels in a 
WaTrSim screenshot and mark the start-up location of the column (K1); 6) they had 
to rehearse how to operate a valve and a heating by arranging the operating steps 
into the correct order; and 7) they had to answer true-or-false questions about how to 
operate in WaTrSim, e.g. “By clicking the valve, a new dialogue window opens”. 
After solving the task, participants marked their own results with the help of an 
answer sheet. All tasks included graphics from WaTrSim. The number of correct 
answers was used to measure the performance (score: 0-80; Kluge, Frank, Maafi & 
Kuzmanovska, 2015). 
  Dependent variables 
To measure the level of situation awareness, Areas of Interest (AOI) for every step 
of the parallel sequence created with the SMI BeGaze Analysis software version 3.6 
were built into the eyetracking videos created after the data has been recorded 
(Figure 4). The AOI was built into the interface and made visible at the time the 
specific step of the procedure has been executed by the operator. Once the operator 
finished the relevant step (by clicking OK), the AOI was made invisible. The 
fixation duration was used as an indicator of eye movements and represents how 
long the operator looked at a specific area (Raney, Campbell & Bovee, 2014). The 
view data for the steps 1-13 (sequence A) and the steps A-D (sequence B) were used 
for the calculations. 
 
Figure 11. Example of Areas of Interest 
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Situation awareness was measured by 1) Observation of condition for parallel 
operation, 2) duration of irrelevant steps, 3) execution of the correct step after 
parallel operation and 4) order of the parallel sequence execution. For all dependent 
variables the best trial of initial training (week 1) and the first trial of retention 
assessment (week 3) were used for calculations. It is assumed that the dependent 
variables represent the first and second level of situation awareness which stands for 
firstly the perception of the elements and secondly the comprehension of the 
elements’ meaning in the situation (Endsley, 1990). The dependent variables are 
described in detail in the following (appendix A): 
1) Observation of condition for parallel operation: The monitoring process of 
the tank level of tank Bf was measured by the total duration of the fixation 
of step A-B of sequence B (in msec). It was calculated by summing up the 
fixation duration of step B tank level Bf > 75% and the fixation duration of 
step B tank level Bf < 25%. The total duration indicates how long the 
operator looked at the areas of interest relevant for the parallel procedure. A 
long fixation duration stands for a high situation awareness. Step A and B 
were part of the parallel procedure (appendix A). 
2) Duration of irrelevant steps: For the execution of the task, it is important 
that the operator executes the procedure fast and accurate. When the 
operator needs more time to execute the procedure, it can effect the overall 
performance. Therefore the duration of irrelevant steps was measured. 
Irrelevant steps are steps that have been executed in the wrong order or are 
repeated by the operator. A subsequent fault also counts as an irrelevant 
step. Steps considered as irrelevant steps are e.g. when the operator 
executed step 4 before step 3. In this example both steps are considered as 
irrelevant steps. The total duration of the irrelevant steps (in msec) was 
measured by summing up all given data for irrelevant steps. A high 
duration of irrelevant steps stands for a low situation awareness. An AOI 
has been established for each irrelevant step (appendix A). 
3) Execution of the correct step after parallel operation: It was evaluated if the 
operator returns after executing sequence B (step A-D) to the correct steps 
of sequence A (steps 1-13). E.g. the operator executed step 3 of sequence 
A, then switched to sequence B and after that the operator executed the step 
4 of sequence A (=correct execution). ). The correct execution of the step 
after parallel operation stands for a high situation awareness. The video 
recordings were used for the assessment of correct (0) or false execution (1; 
appendix A).  
4) Order of parallel sequence execution: The order of sequence B was 
considered to be correct if the operator executed every step from steps B-D 
depending on >25% or >75% tank level correctly and in the right order. 
The correct order of parallel sequence stands for a high situation awareness. 
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The order was assessed by analysing the video and assessment of the 
correct (0) or false order (1; appendix A). 
  Control variables 
Retentivity:  As previous studies have shown that the benefit which participants gain 
from refresher interventions can be affected by retentivity, it is used as a control 
variable in this study (Kluge et al., 2015). It was measured with the Wilde 
Intelligence Test-2, which consists of verbal, numerical and figural information 
First, the participants had to memorise the verbal, numerical and figural information 
for four minutes. After a disruption phase of 17 minutes, they answered reproduction 
tasks of the memorised information, choosing one of six response options (score: 0-
21). It is assumed that a low score will be when the score is between 0 and 12, 
medium between 13 and 14 and high between 15 and 21 (Kersting et al., 2008). 
  Results 
38 participants were included for the following calculations and 22 participants were 
excluded (14 were excluded because they did not execute sequence B and 8 were 
excluded due to missing eyetracking data at the retention assessment). Only 
participants who produced >= 200 litres of purified waste water were included. 
Descriptive statistics are given in Table 4. In the following it is calculated if the 
groups differ in age, sex or retentivity: The groups did not differ significantly in 
terms of control variables age (χ2(2, N=38)=3.58, p=.167), sex (χ2(2, N=38)=1.80, 
p=.407) and retentivity (χ2(2, N=35)=5.06, p=.08). Therefore, it is assumed that the 
groups started with equal conditions.  
Table 4. Descriptive statistics for each group (N=38) 
 Practice-RI Symbolic Rehearsal-RI Control group 
Control variables 
Sex 5 female, 10 male 5 female, 4 male 4 female, 10 male 
Age 23.87 (3.31, 20-31) 23.89 (3.06, 18-29) 21.64 (3.23, 18-26) 
Retentivity (0-21) 14.33 (2.53, 9-19) 14.44 (2.01, 12-17) 16.46 (2.30, 13-20) 
Dependent variable: situation awareness (initial training) 
Observation of condition for parallel 
operation (msec) 
4362.31 (5372.86,  
444.90-22272.20) 
1640.58 (1266.64,  
421.70-4210.10) 
3974.81 (4962.65,  
317.80-15415.30) 




861.53 (1200.46,  
0-3487.00) 
Execution of the correct step after 
parallel operation (1,0) 
15 correct  
0 false  
9 correct 
0 false 
13 correct  
1 false 
Order of the parallel sequence 
execution (1,0) 
14 correct  
1 false 
9 correct  
0 false  
13 correct  
1 false 
Dependent variable: situation awareness (retention assessment) 
Observation of condition for parallel 
operation (msec) 
2306.63 (3333.77,  
171.10-11703.20) 
2094.03 (2283.14,  
116.00-6863.60) 
4220.35 (9027.43,  
136.90-33032.50) 
Duration of irrelevant steps (msec) 5116.89 (5994.78,  
0-20281.00) 
11180.71 (9032.36,  
0-27437.90) 
8736.88 (8123.56,  
0-24420.20) 
Execution of the correct step after 
parallel operation (1,0) 
10 correct 
4 false (1 not evaluable) 
3 correct  
1 false (5 not evaluable) 
5 correct 
3 false (6 not evaluable) 
Order of the parallel sequence 
execution (1,0) 
11 correct 
3 false (1 not evaluable) 
4 correct 
3 false (2 not evaluable) 
3 correct 
8 false (3 not evaluable) 
Note. M (SD, range), RI=refresher intervention 
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  Hypothesis-testing 
The hypotheses were assessed with non-paramteric Kruskal-Wallis tests due to the 
sample size and Chi²-test for nominal data. Following significant group differences 
post-hoc tests were conducted (Hypothesis 1: Practice > Control group and 
Hypothesis 2: Symbolic Rehearsal > Control group, Hypothesis 3: Practice > 
Symbolic Rehearsal). 
 For observation of condition for parallel operation (msec) no group 
differences were found (H(2, N=38)=0.10, p=.951).  
 For duration of irrelevant steps (msec) no group differences were found 
(H(2, N=37)=2.96, p=.225). 
 For execution of the correct step after parallel operation (1,0) no group 
differences were found (χ2(2, N=26)=0.26, p=.876). 
 For order of parallel sequence execution (1,0) significant group differences 
were found (χ2(2, N=32)=6.59, p=.037). The post-hoc column proportion 
test for Hypothesis 1 showed that the Practice-refresher intervention group 
was significantly better in executing sequence B in the right order than the 
Control group (p<.05; no differences were found for Hypothesis 2, 
SR>KG, and for Hypothesis 3, P>SR).  
The findings indicate that a Practice-refresher intervention affects the participants’ 
ability to elaborate what steps had to be done based on the situation evaluation and 
that these steps were executed in the right order. No effects of Practice-refresher 
intervention were found for the other dependent variables. Moreover, no effects of 
the Symbolic Rehearsal-refresher intervention were found for the dependent 
variables. The significant result found for the dependent variable order of the 
parallel execution can be supported regarding the number of participants who 
executed the parallel sequence in correct order: significantly more participants with 
a Practice refresher intervention followed the correct order than the control group 
(Figure 5).  
  Post-hoc analysis 
A Spearman correlation between the dependent variables of retention assessment 
was calculated to understand how the dependent variables are correlated. It was 
found that duration of irrelevant steps correlated with a medium-sized effect size 
with execution of the correct step after parallel operation (rs=.457, p=.019) and with 
order of parallel sequence execution (rs =.411, p=.019). Execution of correct step 
after parallel operation significantly correlated with order of parallel sequence 
execution (rs =.391, p=.048). No correlations were found with observation of 
condition for parallel operation (p>.05).  
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   
Figure 12. Number of participants who executed the parallel sequence in correct or false 
order 
  Discussion 
The aim of the present study was to analyse whether a Practice- or a Symbolic 
Rehearsal-refresher intervention is able to support the retention of situation 
awareness after a period of non-use. The results imply that the use of a Practice-
refresher intervention can have a positive effect on the level of situation awareness: 
It has been found that more participants with a Practice-refresher intervention 
executed the parallel sequence in correct order. This indicates that the participants 
were aware of what steps had to be executed next and in what order based on the 
current situation. Referring to the other dependent variables observation of condition 
for parallel operation, duration of irrelevant steps and execution of the correct step 
after parallel operation no differences were found. These dependent variables 
describe the perception of the environment and the comprehension of the meaning 
which are named as the first and second level of situation awareness after Endsley 
(1995). Previous research has shown that especially a Practice-refresher intervention 
can have a significant impact on skill retention (Kluge & Frank, 2014). Referring to 
the present results this finding can be, as previously assumed, transferred to the 
retention of situation awareness. Therefore, a Practice-refresher intervention cannot 
only be seen as a potential method against skill loss, it can also strengthens and 
maintains the level of situation awareness after a period of non-use in comparison to 
no intervention (Kluge et al., 2012). Regarding the results of a Symbolic Rehearsal-
refresher intervention, this method has no significant effect on the level of situation 
awareness. Previous research by Kluge et al. (2012) showed that a Symbolic 














Order of the parallel sequence execution
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retention can not be supported by the present study for situation awareness. In 
summary, the present study is a first attempt to measure the level of situation 
awareness with the help of objective measurements. The results show first evidence 
that a Practice-refresher intervention has a positive effect on the retention of 
situation awareness. 
  Limitations 
Several limitations should be taken into account for the interpretation of the results. 
It should be noted that for purposes of generalisation, only students of engineering 
departments were included in the study in order to gain a sample that was as realistic 
as possible. Additionally, the evaluation of the eye tracking data with the SMI 
software has been difficult: when the time interval was too short no eyetracking data 
was found. Therefore, it was important to make sure that the given output consisted 
eyetracking data at all. In future research a further development of the eye-tracking 
software can help to detect situation awareness more accurately. Another limitation 
of the present study is that by using the dependent variable “observation of condition 
for parallel procedure” to operationalise situation awareness it is not possible to 
make a distinction between non-evaluable or false. If there was no data, it was 
automatically assumed that the relevant step had not been executed. But it can also 
mean that the time interval was too short for the software or that there were 
problems with the software at all.  
  Implications 
The present study is a first attempt to examine the construct situation awareness with 
the use of areas of interest and can contribute to the research of situation awareness 
with objective measurements. The execution of a step in WaTrSim involves several 
substeps, such as clicking on the tanks or the confirmation with OK. In future 
research more than just one AOI for one step should be considered which can allow 
a more detailed view. Furthermore, the prospective component of situation 
awareness can be examined in more detail which can mean e.g. that an area of 
interest applies before the execution of the step. In the present study, it was only 
possible to detect situation awareness prospectively through the eyetracking data of 
the parallel procedure. Another indication for future research is to take a deeper look 
at irrelevant steps throughout the whole operation which could be an indicator for 
the total level of situation awareness (Lee & Anderson, 2001).  
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1) Observation of condition for parallel operation
1 LIC V9: Flow rate 500 l/h
2   V2 deactivate follower control
3 Valve V1: Flow rate 500 l/h
4 Wait until R1 > 200 l
5   Valve V2: Flow rate 500 l/h
A   Monitor tank level of tank Bf constantly
B   Tank level Bf > 75%
C   FIC V8: Flow rate 90%
D   Heating W2: 70 C
B   Tank level Bf > 25%
C   FIC V8: Flow rate 10%
D   Heating W2: 20 C
Sequence A Sequence B
Parallel-sequence start-up procedure
13 Valve V6: Flow rate 400 l/h
…
2) Duration of irrelevant steps
1 LIC V9: Flow rate 500 l/h
2   V2 deactivate follower control
3 Valve V1: Flow rate 500 l/h
4 Wait until R1 > 200 l
5   Valve V2: Flow rate 500 l/h
A   Monitor tank level of tank Bf constantly
B   Tank level Bf > 75%
C   FIC V8: Flow rate 90%
D   Heating W2: 70 C
B   Tank level Bf > 25%
C   FIC V8: Flow rate 10%
D   Heating W2: 20 C
Sequence A Sequence B
Parallel-sequence start-up procedure










3) Execution of the correct step after parallel operation
1 LIC V9: Flow rate 500 l/h
2   V2 deactivate follower control
3 Valve V1: Flow rate 500 l/h
4 Wait until R1 > 200 l
5   Valve V2: Flow rate 500 l/h
A   Monitor tank level of tank Bf constantly
B   Tank level Bf > 75%
C   FIC V8: Flow rate 90%
D   Heating W2: 70 C
B   Tank level Bf > 25%
C   FIC V8: Flow rate 10%
D   Heating W2: 20 C
Sequence A Sequence B
Parallel-sequence start-up procedure





4) Order of parallel sequence execution
1 LIC V9: Flow rate 500 l/h
2   V2 deactivate follower control
3 Valve V1: Flow rate 500 l/h
4 Wait until R1 > 200 l
5   Valve V2: Flow rate 500 l/h
A   Monitor tank level of tank Bf constantly
B   Tank level Bf > 75%
C   FIC V8: Flow rate 90%
D   Heating W2: 70 C
B   Tank level Bf > 25%
C   FIC V8: Flow rate 10%
D   Heating W2: 20 C
Sequence A Sequence B
Parallel-sequence start-up procedure
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Abstract  
This study’s main goal was to analyse the impact of specific innovative design 
features in nuclear control room digital interfaces. A within-subject experimental 
approach was used, where the same participants responded to the same blocks of 
questions in two conditions: with innovative designs – including bar graphs, mini-
trends, pie-charts, etc. – and a control condition where the same process information 
was presented through numerical information only. A simplified task was designed 
to collect the response time and accuracy through a tablet: the participants were 
presented with consecutive questions regarding the process status that required them 
to scan the process displays and report values of targeted components and decide on 
the accuracy of statements on current plant processes. Nine experienced operators 
participated and three wore eye tracking glasses. The current analysis focused on the 
questions that presented the larger differences between the control and the 
innovative conditions (both time and accuracy). The overall performance results 
reveal that the participants were more accurate in the innovative condition and 
showed equivalent response times in both conditions. The eye tracker enabled a 
further qualitative exploration of performance data, showing that dwell times and 
fixation counts tended to be lower in the innovative condition, and that average 
fixation duration were equivalent in both conditions. . 
Introduction 
One of the current main challenges within the nuclear industry is to assess and 
compare safety, performance, and efficiency in analogue systems versus digital 
systems. Most of the currently operating nuclear power plants were designed and 
built between the 1960’s and 1980’s, implying that the main control rooms were 
designed with mostly analogue interfaces and manual controls. In the last few 
decades it has become increasingly difficult to maintain and replace these types of 
interfaces due to its obsolescence, lack of replacement parts, or unavailability of the 
vendors (Joe, Boring, & Persensky, 2012). Although analogue interfaces are still a 
central part of nuclear process control, many power plants have been involved in 
small or large-scale modernisation projects that introduce digital interfaces as an 
extention or replacement of anologue interfaces (Stubler, O’Hara, Higgins, & 
Kramer, 2004). 
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The impact of digitalisation on human performance and safe operations in the 
control room has become a central aspect within the nuclear industry (O’Hara, 
Stubler, & Kramer, 1997). At best, new interface features may enhance the ability to 
monitor and control the nuclear process, for example by providing memory aids and 
diagnostical support to the operators. At worst, the advanced graphics can confuse 
the operators and mislead their attention. There is a need to adjust existing 
methodologies and techniques of performance assessment to target these particular 
issues and to derive conclusions for the analogue versus digital debate (Hildebrandt 
& Fernandes, 2016). Within this context, the use of usability methods gains 
relevance, especially for techniques such as eye tracking that originate direct data 
that is independent of subjective reports and preferrences.  
Eye tracking is a set of techniques and methods used for recording and measuring 
eye movements. The term eye tracking or gaze tracking, as used here is the 
estimation of direction of the user’s gaze. In most cases, estimations of gaze 
direction imply identification of a target object. Eye movements can be interpreted 
as the result of constant interaction between cognitive and perceptual processes 
(Richardson & Johnson, 2008), and as such could enable a better understanding of 
search strategies and cognitive functions such as information processing, reasoning, 
and decision-making (Mele & Federici, 2012). Eye tracking methodologies have 
been considered promising for many years, but its use in applied contexts is still not 
the standard (e.g. Bojko, 2013). Many factors can be contributing to this, namely its 
cost, its ease of use, or the amount of training in data collection and analysis that is 
required when using the equipment. However, recent developments in the 
technology have made eye tracking less expensive and more robust and simple to 
use in laboratories as well as applied contexts especially in Human-Computer 
Interaction research (Jacob and Karn 2003). Currently, the most common eye 
tracking technique is video based eye tracking. Video based eye trackers are 
unobtrusive, easy to setup and collect data. There are two main eye movements that 
are measured by eye trackers: fixations and saccades. Fixations are minor eye 
movements around a point of interest. These minor eye movements are needed to 
keep points of interest in focus. Saccades are rapid eye movements changing the 
fovea to a new location of interest. There are many other metrics derived from these 
two eye movements. In the interface design context, number of fixations, fixation 
duration and its frequency are the measures for search and processing (Goldberg & 
Kotval, 1999) and provide usability data of interfaces. Related with these main 
measures are a set of metrics that can be derived from eye tracking data, namely 
dwell time and lookbacks that will be consired in the current study. Dwell time 
relates with the sum of the duration of all fixations and saccades within a pre-
defined area of interest (in the current case the process displays picture). Lookbacks 
refer to the count of the number of intances where the participants’ gaze returned to 
a specific area of interest after leaving it. 
The current paper describes a first attempt to use an eye tracking tool to further 
interpret and analyse performance data in a usability-based technique, where the 
search patterns, the ability to find different system elements, the correctness of the 
responses, and the response time is assessed objectively for different design versions 
of the same process components. 
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Method 
Participants 
Nine licensed nuclear power plant control room operators (three crews of three 
operators each) took part in the behavioural tasks in this study. From these, three 
operators volunteered to wear eye tracking glasses throughout the tasks. All the 
participants were male and had an average age of 43.7 years (SD= 11.1) and 15.4 
years of experience (SD= 10.5) as control room operators. 
Materials 
Stimuli 
The main stimuli in this study were process pictures taken from a control room 
interface developed at the authors’ institution. A set of 61 pictures of different 
diplays, presenting different system status was selected. Figure 1 shows an example 





















Figure 1. Process pictures with innovative (top) and control (bottom) features 
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Each of the pictures had two versions: 1) innovative, where new visualisation 
features for process data were introduced such as pie-charts to indicate flow after 
pumps, bar graphs to allow a comparison of values in sequential pumps, minitrends 
that showed the history of a specific parameter in the last 10 minutes, or pictorial 
displays that represented a combination of for example pressure and water level 
values; and 2) control, where the process data required to answer the questions was 
shown only in numerical format, i.e., digits representing the values of pressure, 
temperature, etc. The innovative visualisations are the results of long-term process 
of conceptualisation, design, development and implementation within the Halden 
Reactor Project and intended to support control room operators in a vast set of tasks, 
aiming at reducing workload, improving shared situation awareness, and minimizing 
secondary tasks, facilitating process monitoring (Svengren, Eitrheim, Fernandes, & 
Kaarstad, 2016). The control displays corresponded to a version of the innovative 
displays where all innovative features were removed and replaced by more 
conventional numerial representations of the process values. 
Data collection App 
The data collection was performed using a tablet app developed for this purpose. 
The app enabled the presentation of a high number of sequential questions. The 
participants were asked to answer a question and then swipe the screen so that they 
could continue with the following question. The participants were able to change 
their answers while in the question screen, but it was not possible to swipe back to 
previous questions. Figure 2 shows an example of one of the questions presented in 
the task. The participants were presented with a static image of a pre-determined 
process status, so the answers for all questions were pre-set and were the same for 
all participants in both conditions (but the order of the questions within was 
randomised). All the questions corresponded to everyday tasks that the operators 
perform in the control room. Different questions targeted different features of the 
interface, and might be focused in only one feature (e.g. identifying the flow in a 
pump) or a combination of features (e.g. checking if a pump was open and 
confirming a value in another pump).  
The participants were presented with different possibilities to answer each question: 
true/false; yes/no; multiple-choice between three or more alternatives; or typing 
specific parameter values in the tablet. An answer was mandatory in all questions 
and the participants had the option to answer Don’t know in a button presented in the 
lower right corner of the screen.  
An experienced operator worked with the authors to define and select the scenarios 
represented in the pictures and to define the questions to be presented for each. 
These questions were intended to be representative of the types of tasks that the 
operators need to perform in their everyday work and focused on checking 
parameters (e.g. 712 PD1 has reduced flow) and identifying status of specific 
components (e.g. 314 VD3 is open), but also, in some instances, required more 
complex monitoring (e.g. The pressure in the reactor containment is increasing) and 
interpretation tasks (e.g. What 327 lines are pumping water into the RPV?).  There 
were 37 different questions presented in this task – some of the questions were 
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presented only with a specific picture but others had more than one instance where 
different status in the same picture were presented. 
 
Figure 2. Example of a question presented in the data collection app 
Eye tracking equipment 
SensoMotoric Instruments (SMI) develops the eye tracking glasses used in this 
study. It uses dark pupil tracking technology to track eye movements and takes 60 
samples per seconds (60 Hz). The system consists of a wearable eye tracker 
(glasses) and a recording unit (modified Samsung note smartphone/portable 
computer). The SMI eye tracking system has automatic parallex compensation and 
provides binocular eye movement data in both real-time and recorded for later 
observations. The recorded eye movement data is stored in the recording unit and 
transferred to a computer through USB for later analysis. “BeGaze” is the software 
tool from SMI that is used in this study to analyse the eye movement data.  
Figure 3. SMI eye tracking glasses 2 with recording unit 
Procedure 
The study set-up had one main independent variable – the type of interface - with 
two conditions – innovative and control. We analysed whether this variable would 
have an impact on the operators’ accuracy, response time, fixation counts, dwell 
time and average fixation duration. 
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This study was performed jointly with a full-scale simulator study. The participants 
had been working with the innovative interfaces for 3-4 days at the time of the 
study, including 6 hours of training. Data was collected simultaneously for each 
crew. The participants sat in independent stations and were instructed to perform the 
task individually using only the screen in front of them to see the stimuli and the 
tablet to answer the questions. In the beginning of the study the researchers asked 
one of the participants to volunteer to wear the eye tracking device during the task. 
After that, the eye tracker glasses were calibrated, some basic instructions regarding 
the eye tracker were given, and the participant was informed that if the device 
became unconfortable it could be removed. The researchers then explained the task 
to the participants and conducted a training trial where all possible types of 
questions/answers were presented. Figure 4 shows the set-up for the experiment. 
Each participant responded to 3 blocks of 40 questions each, separated by short 
breaks (approximately 5 minutes). In each block the participants were presented 
with innovative and control pictures of the interface in a pseudo-randomized way so 
that the same question/picture pairing would never be presented consecutively. 
Whenever the participant that was wearing the eye tracker glasses took a break 
between blocks, the eye tracker would be re-calibrated. The overall duration of each 
block was of 10-15 minutes. All the questions and blocks were randomised. The 
questions were synchronised with the main stimuli presentation so that everytime 
that the participant swiped the tablet to the following question a new, randomised 
display picture would show up in the main screen.  
 
Figure 4. Study set-up 
Results and Discussion 
Performance data 
The performance data was considered for questions and instanes of questions that 
allowed a paired comparison between the interface conditions. The first phase of the 
analysis covered the accuracy and response time averages for the 9 participants in 
the microtasks. Figure 5 shows the overall accuracy (left) and response time (right) 
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obtained for the innovative and control conditions. The statistical analysis showed 
that the operators were on average better at answering the questions for the 
innovative condition, t(8)= 3.5, p = .007, and that the differences in the response 
time, showed a marginally significant result, t(8)= -1.9, p = .09, tending to benefit 
the innovative condition. 
 
Figure 5. Average results for accuracy (left) and response time (right) 
 
From this analysis it was possible to identify the questions that showed larger 
differences for accuracy and response time. The targeted questions for the eye-
tracker analysis corresponded the questions were the accuracy scores showed a 
difference of at least 20% between conditions (6 questions); and where the time 
difference was equal or larger than 5 seconds (7 questions).  
Three questions corresponded to these criteria: Q1: The cooling function 316-322-721-
712 is OK in sub (A/ B/ C/ D), Q8: 462 VD19 is in automatic mode (True/ False), and Q9: 
712 PD1 has reduced flow (True/False). For Q1 there were two separate instances of the 
questions (presentations of the same display pictures in different satus) – in the 
detailed analysis they will be differenciated as Q1a and Q1b. The participants 
responded to all occurences of these questions, and only one occurance had a “Don’t 
Know” answer – for the present analyses, this entry was removed from the data set. 
This fact illustrates the overall tendency of the participants to respond to all 
questions avoiding the use of the “Don’t know” button in most instances. 
Eye tracking data 
Considering that the study sample for the eye tracking data is very small, the 
analysis will focus on descriptive comparisons of the metrics. For this pilot study 
this information was thought to be able to generate insightful information and allow 
a more informed interpretation of the performance data. Three eye tracking metrics 
were chosen for comparing the performances on different conditions. Fixation 
count, dwell time and fixation duration since they are the measures for search and 
processing performance (e.g. Poole & Ball, 2006). We decided to use the three 
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measures, trying to explore the overall time the participants would spend looking at 
the process screens (dwell time); the number of different points they would focus on 
before answereing each question (fixation count) and the time they would be 
attending to specific points within the process screen fixation time, and not just 
exploring it. We defined the main process screen had an oveall area of interest for 
the analysis, since the participants had to search for the information in the overall 
screen for all questions. 
Each of the three questions selected from the performance data was presented in 
both conditions. Q1 was presented twice (different status), amounting to a total of 4 
questions answered by 3 participants wearing eye trackers. Figure 6 shows the 
average accuracy for the eye tracking participants in each condition, together with 
the averages of fixation duration, dwell time and fixation counts.  
 
 
Figure 6. Average accuracy (a), fixation duration (b), dwell time (c), and fixation count (d) 
In figure 6a it is possible to see that none of the participants in the eye tracking trials 
was able to correctly answer question Q1b in any condition. Other than that, the 
pattern for the other questions seems to correspond with the averaged performance 
data with the 9 participants in the sample: the innovative interface condition seems 
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both conditions. However, there seems to be a clear difference in dwell time (figure 
6c) and fixation count (figure 6d) between the conditions.  
Considering that the accuracy data is equivalent for question Q1b, it seems natural 
that this question is not differentiable in any of the eye tracking metrics. Three out of 
four questions had less dwell time (overall time spend staring at the process picture, 
including both saccades and fixations) and fixation count (number of times the 
participant was attending to a specific aspect in the process picture – gaze is 
stationary) in the innovative design. The control condition for question Q1b had a 
missing data point and it is likely that it influence the averages for question Q1b. A 
qualitative analysis into the individual performances of operators shows that 8 out of 
11 questions had less fixation counts and dwell time in the innovative design.   
Fewer fixation counts are expected to correspond to more efficient search patterns 
(Cooke, 2006). As such, it appears that the operators managed to better find the 
information in innovative than control displays. The results for Q9 might be 
particularly interesting, since the information was not available in the control 
condition and still all the participants responded to the questions, not using the 
“don’t know” button, meaning that all got a correct response in the innovative 
condition where the information was available, but all got a wrong response in the 
control condition. The overall fixation time did not capture this distinction, but the 
metrics in figure 5c and 5d are congruent with this, showing higher dwell times and 
fixation counts and also more variance for the control condition. This pattern of 
response needs further exploration in future studies since the participants seem to be 
more willing to provide a wrong answer than a “don’t know” answer. Nonetheless, 
this behvior might be explained by a series of factors, for instance the nature of the 
current tasks that is quite different from the usual way of work in a control room 
where there is no immediate time pressure and the operators are encouraged to take 
their time toanalyse, interpret, and decide on a required action - “don’t know” is not 
an available option and might explain why most participants ignored the button in 
most trials. 
Conclusions 
The objective of this study was to explore the usefulness of eye tracking 
methodologies within the contex of interface assessment for nuclear process control. 
The data on performance and eye tracking showed that eye metrics can contribute to 
the interpretation of the results and understanding of the performance patterns. The 
participants were able to wear the eye tracking comfortably throughout the whole 
study and reported that it was not obtrusive nor limited their task, which is a relevant 
feature of the equipment. The eye tracking glasses were easy to use for the 
participants and easy to set-up for the researchers: calibration can be performed in a 
few minutes and it can be corrected if needed during the data collection or 
afterwards, making it a robust tool in applied settings. The instructions to 
participants and the preparation were simple and the analysis was straightforward, 
providing objective data. 
Nonetheless, this study has noticible limitations. The eye tracking equipment was 
used as an add-on in a previously determined set-up where the participants used two 
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independent screens (main stimuli display and response tablet), which meant that 
often the participants moved their eyes and not their heads between screens, 
decreasing the discriminability of the eye movements and targets. Future studies 
should consider the optimal set-up for an eye tracking study and conduct a pilot test 
to assure sufficient quality of the eye tracking data collected. Also, eye tracking data 
were collected only from three out of nine participants and represented a sub-set of 
the whole database. The participants were also more familiar with the innovative 
displays since the training on the main simulator study focused on these types of 
displays, and probably led to higher needs of verificaiton in the control condition, 
checking component labels and system numbers (the control displays were copies of 
the innovative displays where visualisation features were replaced by numerical 
values). 
Regardless of the current limitations, the authors consider that eye tracking 
techniques might be particularly useful in well-defined contexts where access to the 
studied population is particularly restricted such as in process control studies within 
the nuclear industry. Here, the eye tracking data allowed deeper analysis of a sub-set 
of data to better understand how the participants used the different displays. Eye 
tracking is a valuable tool to obtain large amounts of objective data in relatively 
short periods on how the participants interact with a particular interface. This can be 
valuable when the target group is only available for a couple of hours in an interface 
study. Another significant advantage of eye tracking is that it provides both 
quantitative and qualitative data that can be analysed and recovered to interpret 
specific events, patterns, and individual results, contributing to a sorting of the 
outliers in the data set. Designing interface studies for eye tracking methods can 
enable the optimisation of both the amount and quality of the obtained data. In the 
current study, the use of eye-tracking in a simplified tasks allowed us to explore the 
search patterns of the operators while answering specific questions and looking for 
specific information in the displays – this corresponds to a unique opportunity to see 
how the innovative features can be advantageous or not. Moreover, even though the 
performance data regarding response times was not able to show a significant 
difference between interface conditions, we were able to notice that the control 
conditions tends to have a larger variability in dwell and fixation times. 
One of the most acclaimed capacities of eye tracking data relates of course with its 
link to cognitive processes and its potential to establish an objective connection with 
concepts such as workload. The study of pupilometry as a way to assess workload is 
quite promising and has presented significant developments in the past years (e.g. 
Marshall, 2002). Pupilometry is a technique centred in the study of the variations in 
pupil diameter in relation with task difficulty or workload at any given moment. 
This seems to be a quite robust measure (e.g. Alnæs et al., 2014) and current 
research efforts are broadening its use beyond the laboratorial settings. There are 
two main advantages of this technique in comparison with the more traditional 
questionnaire-based workload measurements (like for instance NASA-TLX): 1) it 
allows online data collection, meaning that you can have live workload assessment 
while the participants are performing the task, contrary to the questionnaire 
approach where the participant has to recall and estimate his/her average workload 
throughout the task or at specific moments during the task and 2) it is a direct or 
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objective measure of workload, not relying on the participants’ interpretation of 
what a high/low workload is at any given moment. This is a topic that has particular 
interest within the nuclear context and it will be pursued in future dedicated eye 
tracking studies.  
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