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Abstract
Cells react to their microenvironment by integrating external stim-
uli into phenotypic decisions via an intracellular signaling network.
To analyze the interplay of environment, local neighborhood, and
internal cell state effects on phenotypic variability, we developed
an experimental approach that enables multiplexed mass cytomet-
ric imaging analysis of up to 240 pooled spheroid microtissues. We
quantified the contributions of environment, neighborhood, and
intracellular state to marker variability in single cells of the spher-
oids. A linear model explained on average more than half of the
variability of 34 markers across four cell lines and six growth
conditions. The contributions of cell-intrinsic and environmental
factors to marker variability are hierarchically interdependent, a
finding that we propose has general implications for systems-level
studies of single-cell phenotypic variability. By the overexpression
of 51 signaling protein constructs in subsets of cells, we also iden-
tified proteins that have cell-intrinsic and cell-extrinsic effects.
Our study deconvolves factors influencing cellular phenotype in a
3D tissue and provides a scalable experimental system, analytical
principles, and rich multiplexed imaging datasets for future
studies.
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Introduction
The ability of a cell to sense and adapt to its local environment
depends on an intracellular signaling network that integrates
paracrine, juxtacrine, nutritional, and mechanical cues to drive
phenotypic decisions (Fig 1A). Genomic alterations that deregulate
environment sensing and signaling can enable cells to grow outside
their physiologically permissive tissue context, leading to diseases
such as cancer. Since even strongly deregulated cells depend on and
react to microenvironmental cues (Snijder & Pelkmans, 2011;
Battich et al, 2015), microenvironment-induced cellular plasticity
may contribute to the clinically relevant tumor cell heterogeneity
observed in cancer tissues (Marusyk et al, 2012; Bodenmiller,
2016).
Assessments of spatial heterogeneity for several types of tumors
have been performed based on protein and transcript measurements
(Shah et al, 2017; Regev et al, 2017; Moffitt et al, 2018; Keren et al,
2018; Ali et al, 2020; Jackson et al, 2020; Sch€urch et al, 2020). Miss-
ing, however, is a quantitative understanding of how the tissue
environment influences heterogeneity. Existing atlases of cancer
tissues are based on static measurements of cellular markers that
cannot reliably discriminate environment-dependent phenotypic
plasticity from phenotypic variation due to genomic or lineage dif-
ferences (Wagner et al, 2016; Regev et al, 2017). To quantify vari-
ability caused by the environment, it is necessary to identify
comparable cells that vary phenotypically only because their envi-
ronments differ.
To address this issue, we developed a system to quantitatively
study multicellular spheroids consisting of clonal cells (Kunz-
Schughart, 1999). We reasoned that this type of homogenous
system would serve as a simplified model to quantify the influence
of the global environment, local environment, and cell state on
measurable cellular phenotypes. Further, as spheroid cell culture is
compatible with 96-well microplates, this technology is suitable for
large-scale perturbation studies and can be extended to more
complex co-culture systems or heterocellular organoids (Friedrich
et al, 2009; Wenzel et al, 2014; Fu et al, 2017; Qin et al, 2020).
To efficiently quantify phenotypic and signaling states of cells in
spheroids at high throughput, we coupled metal-based barcoding
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Figure 1. Barcoded IMC assays allow efficient spatial profiling of pooled spheroids.
A Cells sense their environment and compute cellular decisions via a signaling network. Left: Depiction of spheroids at different scales: spheroid with global gradients,
for example, of nutrients and oxygen (top), cellular neighborhood (middle), and single cell (bottom). Right: A schematic graphical model highlighting how global
environment (pink box), local neighborhood (blue box), and intracellular state (gray box) can determine the levels of a given marker.
B A schematic illustration of the signaling network markers, cell state markers, and other phenotypic markers measured using IMC (green). Nodes depicted in white
were not measured.
C Diagram of the approach used for multiplexed IMC analyses of spheroids. The image quantification step involves extraction of information in the form of tabular
measurements from images. The data analysis step includes project-specific, statistical analyses of extracted measurements and their relationships to the different
perturbations used.
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with antibody-based multiplexed imaging mass cytometry (IMC)
(Bodenmiller et al, 2012; Giesen et al, 2014; Zunder et al, 2015).
This approach allowed us to process up to 240 spheroids simultane-
ously and to measure the levels of dozens of phenotypic markers in
hundreds of sphere slices containing hundreds of thousands of cell
sections. We evaluated spheroids formed by four cell lines, each
grown in six different growth conditions, quantified single-cell
marker levels, and analyzed how cell state, local neighborhood, and
global environment interact to contribute to cell-to-cell variability in
marker expression. Further, to explicitly probe cell-to-cell signaling
interactions, we developed a chimeric overexpression-based
approach to test the effects of overexpression of 51 ligand and recep-
tor components of more than a dozen different signaling pathways
on responses of neighboring cells. We observed that internal cell
state and environmental features are strongly interdependent in
their influence on marker variability, a finding that should be taken
into account in systems-level studies of more heterogenous tissues
as well. Our approach provides a blueprint for large-scale, multi-
plexed imaging studies on any 3D microtissue and for deconvoluting
microenvironmental and internal contributions to cellular pheno-
type in spatial data.
Results
Spheroid culture coupled with multiplexed imaging enables
quantification of phenotypic variability
To investigate factors that influence phenotypic variability in spher-
oids consisting of clonal cells, we developed a combined experimen-
tal and computational workflow. We grew cells as spheroids and
imaged histological sections of these 3D tissues using IMC (Giesen
et al, 2014). We used a panel of antibodies that detect 20 growth
signaling markers, nine cell-cycle or apoptosis markers, and three
markers capturing other molecular phenotypes (Fig 1B, Dataset
EV1). We characterized the internal state of each cell by quantifying
marker levels in individual cell sections; in this paper, cell state is
defined as measurements of all intracellular marker levels (Fig 1A,
gray box). We evaluated the local environment of a cell by quantify-
ing marker levels within neighboring cells (Fig 1A, blue box).
Finally, since this culture system shows radially symmetric gradi-
ents of nutrients, oxygen, and growth factors (Carlsson & Acker,
1988; Kunz-Schughart, 1999; Hirschhaeuser et al, 2010), we used an
estimate of the distance from a cell to the border of the spheroid as
a surrogate measurement of global environmental influences on
phenotype (Fig 1A, violet box, Fig EV1C “Processing”).
Histological sectioning, staining, and quantitative analysis of
individual 3D microtissues are challenging to perform at scale:
Cutting and staining spheres individually are very labor- and
resource-intensive. To improve scalability, we adapted a metal-
based barcoding approach from single-cell mass cytometry (Boden-
miller et al, 2012; Zunder et al, 2015) (Figs 1C and EV1A). This
approach enabled barcoding of up to 240 single spheroids grown in
individual wells of multi-well plates. After barcoding, spheres were
pooled into a dense cylinder for efficient embedding and cutting.
Sections from the spheroid plug were then imaged using bright-field
imaging, and sections containing dozens of spheres were selected
for staining and IMC analysis. The metal barcodes allowed us to
relate each imaged sphere section to its sphere of origin and thus to
the cell line and perturbation (Fig EV2A–C). Pooled processing of
spheres reduced the manual labor and processing variability, and
staining of spatially concentrated spheres reduced the amount of
antibody required compared with other approaches (Ivanov &
Grabowska, 2017). Finally, we improved data quality by applying
rigorous quality control steps on the cell, sphere slice, and intact
sphere data by leveraging orthogonal imaging modalities such as
bright-field and fluorescent imaging (Fig EV1B and C). Quantitative
analysis on this scale necessitates thorough quality control to avoid
technical artifacts.
We grew spheroids from four widely used epithelial cell lines that
reproducibly form smooth spheroids (Zanoni et al, 2016). T-47D cells
are derived from a breast cancer tumor (Holliday & Speirs, 2011), HT-
29 and DLD-1 lines are derived from colorectal tumors (Dexter et al,
1981; Fogh, 2013), and T-REx-293 cells are derived from human
embryonic kidney cells (Stepanenko & Dmitrenko, 2015). We chose
these cell lines with the goal of identifying cell line-specific and
general factors that influence phenotypic variability. In addition, to
examine whether our results were affected by spheroid size or growth
time, we grew each of these four cell lines at three cell seeding concen-
trations (5 replicate wells each) and for two different time periods (72
and 96 h) resulting in a total of 120 spheroids (Fig EV2D). After
cutting the pooled spheroid pellets, sections were stained with our
antibody panel (Fig 1B, Dataset EV1) and imaged using IMC. After
quality control and image processing, our data included 517 cuts from
100 spheres, corresponding to 228,740 cell sections with an average
of 19,530 cell sections per cell line and growth condition (min =
1,426, max = 28,170, Dataset EV2). This corresponded to an average
of 5 randomly selected sections per sphere.
Marker levels show strong dependence on environment and are
cell intrinsically and spatially correlated
We segmented the imaged spheroids into single-cell sections using a
combination of machine learning and computer vision algorithms
and quantified the average level of each measured marker for each
single cell. Dimensionality reduction analysis showed a near-perfect
separation into cells of the different cell lines as identified by debar-
coding (Fig EV3A). We further confirmed that there were likely no
misassignments during debarcoding with a clustering-based analysis
(Fig EV3B–D). Visual inspection of spheroid images showed clear
marker-specific spatial variation. Certain markers appeared in
patches of cells, whereas the levels of other markers were depen-
dent on distance to the spheroid border (Fig 2A and B). These
results indicate that both the local environment and global effects
influence marker expression.
To systematically investigate intracellular, local, and global rela-
tionships for the 34 markers measured, we calculated Pearson’s
correlations between intracellular levels of each marker in a given
cell (cell state) and between intracellular markers and the average
levels of markers in the immediate neighbors of the cell (local neigh-
borhood) (Fig 2C). We also calculated the distance from the cell to
the spheroid border as a proxy for the global environment and visu-
alized average marker levels relative to this distance. The results for
the HT-29 cell line are representative (see Fig EV4A–C, for example,
data on all cell lines), and analyses of this cell line in one growth
condition are discussed in this section.
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Hierarchical clustering of the intracellular marker correlation
matrix identified seven clusters (Fig 2C, left). Clusters 2, 3, 5, 6, and
7 contain markers of activated growth signaling in the EGF and
AKT/mTOR pathway, and cell-cycle markers. Mitotic markers are
found in cluster 4. Cluster 1 consists of the classical hypoxia marker
carbonic anhydrase 9 and the cell-to-cell adhesion marker CD44.
Vimentin and cleaved PARP, which were virtually absent in these
spheres, did not cluster with other markers. Markers within the
same cluster are consistently positive or negatively correlated with
distance to border (Fig 2C, top row). For instance, all markers in
cluster 3, containing EGF signaling and other markers, were posi-

























































































































































































































































































































































































































































































































































































































































































































































































































































































































































Figure 2. Multiplexed imaging captures spatial organization of spheroids.
A Example IMC images of a pooled spheroid plug (top row) and a HT-29 spheroid section (bottom row).
B Examples of image quantification showing log10-transformed average counts per cell section for the indicated markers.
C Correlation analysis of HT-29 spheroids (96 h growth). Left: Symmetrical Pearson’s correlation matrix of markers within each cell. Clusters (indicated by horizontal
lines and labeled with numbers) are based on hierarchical clustering of the intracellular marker correlation (distance cosine, metric average linkage). Middle:
Correlation matrix of markers in all cells (rows) and average marker levels in neighboring cells (columns). Right: Median log10 intracellular marker levels as a function
of the distance to the spheroid border. Values centered around 0. Pink arrows highlight strong spatial autocorrelations (Pearson’s r > 0.5).
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seem to be co-expressed predominantly in the inside of spheroids.
Conversely, all markers of cluster 6, containing cell-cycle markers
such as Ki67 and p-RB, were negatively correlated with distance to
border, indicating co-occurrence at the sphere border. These
patterns suggest that the intracellular states captured by the clusters
are linked to the spatial position within the sphere.
We next asked how these clusters mapped onto correlations
between markers in neighboring cells. We correlated intracellular
marker levels with the average marker levels of all cellular neigh-
bors and ordered the resulting correlation heat maps according to
the clustering derived from intracellular marker correlations (Fig 2C,
middle). This ordering was in agreement with correlations between
intracellular markers and average marker levels in neighboring
cells, suggesting that intracellular marker correlations also capture
correlations with the local neighborhood. Marker levels averaged
over neighboring cells were even more strongly correlated with
distance to spheroid border than were the intracellular levels, indi-
cating that the local neighborhood is strongly dependent on the
spatial position in the sphere.
We next focused on spatial autocorrelations (i.e., the correlations
between an intracellular readout and the same readout in neighbor-
ing cells) (Fig 2C, middle, entries on diagonal). Low autocorrelation
is indicative of markers being locally variable, while high autocorre-
lation suggests either that a marker occurs in cell patches or varies
smoothly in the local cell neighborhoods. Most readouts had weak-
to-medium spatial autocorrelation, but four had strong autocorrela-
tions (pink arrows; Pearson’s r > 0.5). The strongest autocorrelation
was found for the distance-to-border readout, our surrogate
measurement for the global environment; unsurprisingly, this was
almost perfectly correlated with the average distance to border of
neighboring cells. The other three strongly autocorrelated markers,
p-S6, carbonic anhydrase, and p-FAK, were also all highly correlated
with the distance-to-border measure (Pearson’s r with distance to
border > 0.5); these gradients of expression were confirmed visually
in spheroid sections (Fig 2A and B). Thus, spatial autocorrelation
can capture effects of the global environment. However, low spatial
autocorrelation of a marker does not necessarily imply a lack of
influence by the global environment. For example, p-Rb, a marker
of cells that have completed the G1/S transition, showed a strong
distance-to-border effect (Fig 2C, right), yet only a moderate auto-
correlation (Pearson’s r = 0.35). This low local autocorrelation
suggests that cells in a local neighborhood do not progress through
a cell cycle in a synchronized manner even though our data overall
show that the position of a cell in the global gradients determines its
likelihood of being in a certain cell-cycle state.
Direct visualization of average marker levels as a function of
distance to border confirmed that clusters defined by intracellular
correlations show similar marker localization patterns (Fig 2C,
right). This supports our hypothesis that intracellular marker corre-
lations capture elements of the global environment (i.e., spatial
position within the spheroid). We also observed a spatial segrega-
tion between markers of growth signaling, early cell cycle, and late
cell cycle in all cell lines: AKT/mTOR signaling peaked in the outer-
most sphere layer, early cell-cycle markers (p-RB, Ki67) were
located in the penultimate layers, and markers of the late cell cycle
(cyclin B1) were generally located in the middle layers of the sphere
(Fig EV4D). Thus, cellular states carry information about the spatial
position of a cell within a sphere. Taken together, our analysis
indicates that intracellular markers are not only correlated within
cells but that these states are also closely related to the cellular
states of neighbors and the spatial location of cells in the global
environment.
Measurements of internal cell state, local environment, and
global environment are interdependent
Given the strong and highly structured correlations observed, we
asked to what degree marker levels are predictable by environ-
ment, local neighborhood, and cell state. We used linear modeling
to predict the levels of each marker based on different predictive
modules: the global environment module (a nonlinear function of
the distance to border), the local neighborhood module (the aver-
age marker levels of direct neighbors without autocorrelation), the
local autocorrelation module (average marker levels of the
predicted marker in immediate neighbors), and the internal cell
state module (all other internal markers) (Fig 3A). In 56% of
cases, the linear model including all modules explained more than
50% of the marker variability (Fig 3B). With the exception of few
highly cell line-specific markers, total marker variability explained
was usually similar for the different cell lines. In the best cases,
the model explained about 85% of the total variation. The resid-
ual unexplained variance likely reflects a combination of technical
variability in staining, detection, and quantification, the biological
variability, and the inability of the linear model to capture nonlin-
ear marker relationships. There was a clear relationship between
average predictability and signal intensity for low-intensity mark-
ers (Fig EV5A), but not for markers expressed at medium- to
high-intensity levels (higher than 1 average count per cell pixel).
Thus, technical noise likely dominated the detection of the low-
intensity markers.
Next, we investigated the explanatory power of the individual
modules (Fig 3C–F). We expected that modules would not be inde-
pendent in their explanatory power due to properties that result
from the spatial tissue architecture: A cell and its neighbors, by
virtue of their proximity, are subject to very similar global environ-
mental cues. The global environment will thus similarly influence
marker expression in a cell and its neighbors, leading to an indirect
correlation between the two (Fig 3C). We therefore expected that
measurements of the local neighborhood should also capture
marker variability caused by the global environment. This was
strongly supported by our data: The linear model based on the
global environment module alone explained a median of 8.0% of
variation. The local neighborhood module alone explained a median
of 12.8% of variation. Adding the global environment module to a
model containing the local neighborhood module only improved the
predictive power by a factor of 1.12, an increase of only + 1.5%
additional variability explained (Fig 3F top, Fig EV5C). This indi-
cates that indeed the local neighborhood largely captures the global
environment in the ability to explain marker variation.
By similar reasoning, if the expression of a marker in a given cell
is strongly determined by the local and global environments, levels
will be similar in neighboring cells (i.e., it is likely to be spatially
autocorrelated). In this case, the local environment influences the
expression of a given marker both in the cell of interest and in its
neighbors (Fig 3D), and autocorrelation alone should explain a
substantial fraction of marker variation caused by local and global
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neighborhood effects. Supporting this hypothesis, local autocorrela-
tion alone explained a median of 12% of marker variability in our
data. The global environment and local neighborhood features
together explained a median of 15% of marker variability. Adding
these features to a model based on local autocorrelation improved
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autocorrelation alone captures around two thirds of the variability
explained by spatial effects (Fig 3F middle, Fig EV5B).
Finally, since cells convert external stimuli into an intracellular
response via a highly interconnected intracellular signaling
network, we expected that environmental effects would not only
influence the expression of markers determined directly by the
environment, but also influence the expression of related internal
markers (Fig 3E). Thus, a comprehensively measured internal cell
state should capture much of the marker variability caused by the
environment and neighborhood. This effect was indeed seen in
our dataset: The internal cell state markers alone explained a
median of 47% of variability, whereas all environmental terms
together explained 17% of variability. Adding the environmental
modules to the internal cell state module (to yield the full model)
explained a median of only 1.05-fold more variability (+1.9%)
than did the internal cell state module alone. Further, a model
based solely on the internal cell state module captured more vari-
ability than a model with all neighborhood terms in 97% of cases
(Fig 3F, bottom, Fig EV5C).
Analyses of three markers illustrate these patterns of increasing
explanatory power as different modules are added to the model for
HT-29 cells (Fig EV5B). Carbonic anhydrase IX (CA9) is a hypoxia
marker, and its expression is known to depend on environmental
conditions (Lal et al, 2001). Consistent with its role as a hypoxia
marker, CA9 expression was observed in the sphere center (Fig 2).
Although 31% of CA9 variation was explained by the global envi-
ronment, the local neighborhood alone and spatial autocorrelation
alone explained more variability (39% and 43%, respectively; Figs 3
F and EV5B). Adding the global environment module to a model
containing these local readouts barely improved the predictive
power (+0.1%). The internal state module alone predicted 61% of
CA9 variation, whereas all environmental features together only
predicted 58%. One might naively interpret these data on the basis
of explanatory power to conclude that, since cell state alone
explains more variability than all the spatial readouts, CA9 is largely
dependent on internal cell state. Or, since spatial autocorrelation
explains more variability than local neighborhood or global environ-
ment, one could conclude that autocorrelation is the most important
spatial effect. However, we independently know that CA9 is envi-
ronmentally determined (Lal et al, 2001). Thus, interpretations
solely based on the explanatory power of features and that do not
take into account their interdependence would miss the key biologi-
cal dependence of this marker on the environment.
Similarly pS6, a growth marker, is dependent on the global envi-
ronment since it is present at the highest levels in the outermost rim
of the sphere consistent with its role in nutrient signaling (Fig 4C)
(Manning & Toker, 2017). The explanatory powers of independent
features suggest that pS6 depends more strongly on the local neigh-
borhood than the global environment and even more strongly on
the intracellular cell state (Fig 3F). However, accounting for the
interdependencies between these factors, it becomes clear that the
expression of pS6 is largely determined by the environment (Fig
EV5B).
Finally, we found that also cell-cycle markers such as p-Rb are
spatially segregated in the spheroids (Fig EV4D) and that 10% of
the variability is explained by the global environment. This effect
was largely captured by the local neighborhood and by internal cell
state (Fig 3F). It is not surprising that a cell-cycle marker is
predicted by internal cell state markers; however, treating the
predictive factors as independent entirely masked the environmental
contributions to marker variation. Had we not accounted for the
interdependency between these factors, the spatial dependence of
cell cycle in spheroids would have been missed (Fig EV5B).
In summary, a linear model based on measured global, local,
and internal cell state features predicted a substantial fraction (an
average of 50% and up to 85%) of single-cell marker variance in
homogenous 3D spheroids. Our data strongly support our concep-
tual model-derived hypothesis that global environmental features,
local environmental features, and intracellular features are interde-
pendent in their ability to predict marker variation.
Step-wise regression captures hierarchy of environmental
marker dependencies
The interdependencies we identified in the ability of different
modules to predict marker variation appear to follow a hierarchy,
with the explanatory power of the global environment captured by
that of the local environment, which in turn is captured by that of
intracellular features. We exploited this hierarchy to derive a
concise visualization of the factors influencing marker variability.
We reasoned that a biologically informative representation would
indicate additional variability explained as each module is added
step-wise to a regression model (Williams, 1978; Kruskal, 1987).
The increasing order of explanatory power we observed, which also
supports our conceptual model of cells interacting in tissue (Figs 1A
and 3C–E), suggests that submodules should be added in the order
◀
Figure 3. Global environment, local neighborhood, and cell state are not independent predictors of single-cell marker levels in 3D spheroids.
A Marker levels predicted with a linear model using modules representing global environment (violet in schematic), local neighborhood (blue), autocorrelation (teal),
and cell state (red). Squares represent protein marker states, and triangles represent nutrients or secreted growth factors.
B Variance explained by the full model plotted for each marker, for all cell lines, and for all growth conditions.
C The schematic depicts a confounding effect, through which a marker in a cell (green square) can be indirectly correlated with neighboring cell markers (dashed blue
arrows) due to the global environment (violet arrows) affecting both cells and their neighbors.
D Schematic depicting how confounding can cause a marker (green square) strongly dependent on the local and global environment to be statistically autocorrelated
in neighboring cells (dashed teal arrow).
E Schematic depicting how environmental influences on marker levels are transmitted via other intracellular proteins. Thus certain internal marker levels do capture
environmental effects (red arrows).
F Variance explained by the indicated modules for all markers in all cell lines and growth conditions. The data are visualized to illustrate the minimal added
explanatory power of the local neighborhood over global environment (top), of autocorrelation over other spatial factors (middle), and of internal cell state markers
over all environmental factors (bottom). p-S6, p-Rb, and carbonic anhydrase are highlighted examples (see also Fig EV5B).
Data information: For all schematics (C-E), bold arrows indicate a direct effect and dotted arrows indicate indirect statistical correlations.
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of global environment, local neighborhood, autocorrelation, and
internal cell state (Fig 4A). Exhaustive permutations indeed con-
firmed that this sequence (of all possible sequences of step-wise
addition of these modules) optimally captures the contributions of
all factors (Fig EV5E). Other sequences of module addition either
mask the contributions of some modules or incorrectly exaggerate
the contributions of others, as seen for p-S6 variation, for example
(Fig EV5D).
We then used this representation to compare the marker varia-
tion explained by global environment, local neighborhood, and
internal cell state for each marker across cell lines and growth
conditions. Averaged over all cell lines, markers, and conditions,
the linear model containing all modules explained 50% of variation,
whereas 20% was explainable by all environmental factors (Fig 4A).
Within the spatial effects (i.e., global environment, local neighbor-
hood, and local autocorrelation), the global environment explained
on average more than half (55%) of the variability. Averaging
across all markers and growth conditions for each of the four cell
lines showed similar dependencies (Fig 4B), suggesting that each of
these cell lines reacts similarly to internal and environmental influ-
ences when grown as 3D spheroids.
Our concise visualization based on the hierarchy of explanatory
power also enabled fine-grained comparison of how each of the 34
markers depends on the global and local environments in four cell
lines and under six growth conditions, allowing more than 4,000
comparisons (Fig 4C). We observed both general and cell line-speci-
fic effects. We note that, across the dataset, the average standard
deviation of the explained variability was less than 0.04 for all
models (overall average 0.036, iqr. 0.018–0.047) across five
spheroid replicates for each of the 24 growth conditions.
Since the cell cycle is a major source of cell-to-cell variability
(Gut et al, 2015; Buettner et al, 2015; Rapsomaniki et al, 2018), we
further classified the internal markers into cell-cycle and non-cell-
cycle markers (Dataset EV1). For a given cell-cycle marker, an aver-
age of around 50% of variability was explained by the full model
(Fig 4C). Cell-cycle markers and environment together captured
75% of this variation. An exception across all cell lines was p-HH3,




Figure 4. Marker variance is hierarchically explained by cell-intrinsic and environmental factors.
A Average marker variability over all markers explained by global environment, local neighborhood, autocorrelation, cell-cycle markers, and all intracellular markers. For
each bar, colored portions indicate the variability explained by the particular module alone and the light gray portion indicates the additional variability explained
when the previous module or modules are also included in the model. Dark gray indicates unexplained variance. Since the variability explained by each feature is not
additive but roughly follows a hierarchy, the contributions to the full model are represented as a stacked bar plot.
B Contributions of the different modules to marker variance for each cell line, averaged over all markers and growth conditions.
C Contributions of the different modules to marker variance for each cell line and growth condition. Rows represent cell lines. Columns show marker abundances at a
specific growth condition. Columns represent growth conditions varied by sphere sizes (triangle, 0.25/0.5/1.0x cells) and growth time (72 h green, 96 h pink).
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explained only 58% of all explainable variation. This suggests that
mitosis is strongly linked to the cellular state as a whole and not only
to cell-cycle markers. We also observed cell line-specific effects. For
instance, Ki67 variability was strongly linked to non-cell-cycle intra-
cellular markers specifically in T-REx-293 cells. Early cell-cycle
markers, p-RB and Ki67, showed little dependence on the global
environment in T-47D cells (approximately 2% variability
explained), but the global environment explained 7-12% of the vari-
ability observed in HT29, DLD-1, and T-REx-293 cells. Of all the cell-
cycle markers, cyclin B1 levels were the most dependent on the envi-
ronment, with an average of more than 20% of variability explain-
able by global environmental gradients in all cell lines (Fig 4C).
The AKT/mTOR pathway is involved in growth and nutrient
signaling (Manning & Toker, 2017). We found that the levels of
multiple markers of this pathway are explained by environment and
local neighborhood features. A downstream readout of this path-
way, p-S6, was strongly dependent on environmental factors in all
cell lines. Other upstream markers, such as p-AKT and p-GSK3beta,
showed cell line-specific effects: Environmental factors had higher
explanatory power for these markers in DLD-1 cells than in other
cell lines. Finally, the levels of p-AMPK, reported to be a nutrient
sensor (Mihaylova & Shaw, 2011), were strongly explained by the
cell cycle but only slightly by environmental factors. This is also
reflected in the correlation maps, which showed that p-AMPK
expression was correlated with that of mitosis markers (Figs 2C and
EV4A–C), consistent with the reported association of this marker
with the mitotic spindle (Vazquez-Martin et al, 2009a, 2009b).
In summary, our analysis of multiplex imaging data in homoge-
nous 3D tissue models allowed a detailed deconvolution of the
factors affecting marker variation. Internal cell state, local neighbor-
hood, and global environmental factors are interdependent and
follow a hierarchical order of their explanatory power for marker
variation. The variability explained by different factors was on aver-
age similar across cell lines. There were, however, impacts of cell
line and growth conditions on expression levels of certain markers.
Our data allow granular identification of these cell line-specific and
growth condition-specific patterns in marker dependencies.
Signaling deregulation affects cells and their neighbors
in spheroids
Our experiments showed that, after correcting for global effects, on
average 6% of marker variability was predicted by neighboring cell
markers. To explore whether these correlations reflect spatial coordi-
nation due to active communication between cells, other biological
effects, or technical artifacts, we developed an overexpression
system to induce changes in individual cells and investigate the
effects on neighboring cells. We hypothesized that in the overexpres-
sion context, active cell communication should lead to systematic
changes in neighboring cell states. We used a previously described
library of 32 pro-cancer signaling protein constructs involved in 17
pathways and containing many common cancer driver mutations
(Martz et al, 2014), supplemented with ten growth factor receptors,
nine ligands, and four negative controls (Dataset EV3). Inducible
expression vectors for each GFP-tagged protein were individually
transiently transfected into separate wells of T-REx-293 cells. Over-
expression was induced during 24 h after spheroid formation (Fig 5A
and B). Under the conditions used, overexpression usually occurred
in a subset of cells in a spheroid (Fig EV6A). We combined GFP
detection using two independent antibodies to identify cells that
overexpressed a particular protein (overexpressors), the direct neigh-
bors of overexpressors that did not themselves overexpress the
protein (neighbors), and non-overexpressing cells that were not
neighbors of an overexpressing cell (bystanders) (Fig 5C). Further,
we assigned weakly GFP-positive cells that were localized next to
strongly overexpressing cells as ambiguous, since discriminating
weak overexpression from spurious positivity due to spatial proxim-
ity was not possible. In total, we assessed six replicate spheres for
each construct and 30 mock-transfected spheres as technical nega-
tive controls. We analyzed more than 500,000 cells from 1,968
spheroid sections from 278 spheroids (Dataset EV2), corresponding
to an average of 7 random sections per sphere.
For each of the overexpression constructs, we tested whether
overexpressor, neighbor, or bystander cells were significantly dif-
ferent in their marker expression from cells of mock-transfected
spheres (linear mixed-effects model, P < 0.01, q < 0.1, fc > 20%).
Whereas intracellular effects should be largely cell-autonomous, we
expected that effects on direct neighbors should be dominated by a
combination of juxtacrine and paracrine effects. Further, we
assumed that bystanders are mainly affected by longer-range para-
crine effects of cells in the measured plane and in the planes above
and below the evaluated cell, though juxtacrine effects of off-plane
cells could also plausibly contribute to bystander effects.
First, we examined cell-autonomous effects of overexpression.
Compared with the mock-transfected control spheres, we observed
a stress response in overexpressors for most constructs (p-p38:
86%, p-SAPK/JNK: 64%, Figs 5D and EV6B), including three of the
four negative control constructs. A nonspecific stress response to
overexpression was not unexpected (Moriya, 2015) and thus was
not reported as an overexpression-specific effect or included in
reported statistics except when explicitly mentioned. We observed
that the overexpression of 23 of 32 intracellular signaling proteins,
seven of nine ligands, and ten of ten receptors but none of the four
negative controls significantly affected more than one intracellular
marker (Figs 5D and EV6B). This indicates that the overexpression
of most of the constructs perturbed the intracellular state.
The overexpression effects were often consistent with known
functions of the overexpressed protein and usually involved multiple
markers in the relevant pathway (Figs 5D and EV6B). For example,
EGFR overexpression increased total EGFR and p-HER2 as expected
(Fig EV6B) (Alroy & Yarden, 1997). FGF receptor overexpression
strongly activated its downstream target p-ERK1/2 as well as p-EGFR
and p-HER2 (Fig EV6B) as previously reported (Hinsby et al, 2003).
TGF-beta and TGF-beta receptor 2 overexpression both reduced Ki67
and p-RB levels significantly (Fig 5D) as reported (Massague, 2012).
Reassuringly, in the three cases where an antibody in our panel
detected the overexpressed protein, we detected significantly higher
levels of the overexpressed proteins in cells transfected with the
particular expression construct than in mock-transfected control
cells. Where a phosphorylation site in the overexpressed protein was
monitored, we observed an increase upon overexpression in three of
four cases. The exception was EGFR overexpression, which
increased total EGFR and phosphorylation of its interaction partner
HER2 but surprisingly did not increase levels of p-EGFR. Overall,
these data show that our approach detects biologically expected
intracellular responses to overexpression.
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We next examined the effects of overexpression on neighboring
cells, making use of the GFP intensity in neighbors as an additional
criterion to account for spatial signal bleed-over. Of the 55
constructs tested, nine caused changes in more than one marker in
neighboring cells and ten caused multiple changes in bystander cells
(Fig 5D). Notably, all of these also caused specific and significant
changes in internal cell state as well. Of the constructs that caused
changes in the expression of at least two markers in neighboring
cells, one was a ligand (of eight ligands tested), five were intracellu-
lar signaling proteins, and four were receptors (of 10 receptors
tested) (Fig 5D). The effects on neighbors (marker fold change, iqr
[1.2–1.5], max 2.4) and bystanders (iqr [1.2–1.4], max 2.0) were






Figure 5. Systematic overexpression reveals spatial effects of signaling deregulation.
A Left: Depiction of a spheroid with a cell overexpressing a construct of interest (green) that has an effect on a neighboring cell. Protein overexpression could have
intracellular and neighborhood effects. Right: Illustration of an overexpression situation and the question of whether the overexpression of protein P (green) alters the
expression of marker G in a neighboring cell.
B A schematic of the overexpression system used in this study. Inducible transient transfection leads to GFP-tagged protein overexpression in a fraction of cells in
spheroids.
C A representative image of a spheroid is shown illustrating the identification of overexpressing cells (green), their neighbors (blue), and bystander cells (white). In cells
classified as ambiguous (pink), we could not distinguish between overexpression in the cell itself and signal spillover from overexpressing neighbors. White scale bar
indicates 50 μm.
D Matrix of overexpression estimated effects of constructs (rows) on markers (columns) classified as intracellular ( green ), neighborhood ( blue ), and bystander (gray)
in column at the far left. Yellow dots indicate strong, significant effects (P < 0.01, q < 0.1, fold change > 20%, neighbor/bystander effects: >0.1x internal effects, test:
t-statistics for linear mixed-effects model coefficients using Satterthwaite’s method for denominator degrees of freedom). All controls and constructs with
neighborhood or bystander effects on more than one marker are shown here (see Fig EV6B for data for all constructs).
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We found that the overexpression of constitutively active YAP
5SA had the most profound effect on the measured marker panel; it
affected 13 markers intracellularly and 7 markers in neighboring
cells. The intracellular effects indicated an activated MAPK pathway
(as indicated by increased EGFR, p-HER2, p-ERK, and p-MEK
expression) and activated mTOR/AKT signaling (increased p-AKT,
AKT, pGSK3Beta, and p-AMPKalpha expression). Both these path-
ways are thought to be upstream of YAP, thus indicating an intracel-
lular positive feedback loop (Basu et al, 2003; He et al, 2015). The
overexpression of constitutively active YAP also affected AKT
signaling and p-HER2 in neighbors indicating an intercellular effect.
We speculate that this combination of intra- and intercellular signal-
ing could be mechanistically explained by the excretion of a ligand
that elicits both autocrine and paracrine effects, consistent with the
autocrine loops reported for this pathway (He et al, 2015; Rizvi
et al, 2016). However, the overexpression of two ligands that are
transcriptional targets of YAP, AREG and FGF1, and that have been
suggested to be involved in these autocrine signaling loops, did not
elicit the same effects as YAP 5SA overexpression.
We found that, of the overexpressed ligands, only TNF had
strong effects on more than one marker in neighboring cells. TNF
overexpression induced apoptosis throughout the sphere, in both
neighbor and bystander cells (Figs 4C and EV6). In summary, these
perturbation experiments demonstrated how coupling multiplexed
imaging to 3D tissue culture can be used to study non-cell-autono-
mous effects of signaling deregulation, providing insight into the
factors determining spatial relationships between markers and thus
into the mechanisms underlying cellular organization.
Discussion
Cell state and environmental measures influence cellular
phenotypes in an interdependent manner
We coupled a 3D spheroid tissue model system with highly multi-
plexed imaging to characterize the influence of global and local cellu-
lar environment on cellular phenotypes. We observed that measures
of local and global environments and internal cell state are not inde-
pendent in their abilities to predict marker variation. Rather, there
were strong nonadditive interdependencies among these factors.
Specifically, and consistent with the spatial architecture of spheroids,
measurements of the local neighborhood of a cell captured marker
variability explained by the global environment. Spatial autocorrela-
tion alone explained much of the marker variation captured by local
and global environmental effects. Finally, intracellular state markers
(including cell-cycle markers) recapitulated much of the explanatory
power of all environmental effects combined.
Such interdependencies must be taken into account in studies
aiming to deconvolve the contributions of environmental factors to
phenotypic variability. For example, although a comprehensive
intracellular marker measurement predicts the behavior of an envi-
ronmentally sensitive marker even without an environmental
measure, this does not mean that such environmental effects do not
exist. In fact, environmental effects could be the causal reason for
the behavior of the marker, reflected in the fact that intracellular
markers are accurate surrogates for environmental conditions in
nonspatial cytometry analyses (Moon et al, 2007). Examples are
hypoxia markers as surrogates for cell position in an oxygen gradient
and phosphorylated receptor levels as surrogates for ligand binding.
We showed that environmental factors that affect marker expression
(for instance, of the hypoxia marker CA9) are missed if the interde-
pendence between explanatory factors is not taken into account.
Interdependencies in spatial measurements have been acknowl-
edged in E. coli (van Vliet et al, 2018). However, a recent approach
developed for multiplexed data analysis, spatial variance component
analysis, assumes that contributions of spatial proximity (environ-
ment), neighborhood levels (cell-to-cell interactions), and cell state
(intrinsic) are independently additive (Arnol et al, 2019). This
assumption may bias results. To account for interdependencies in
our own dataset, we used a step-wise regression approach, in which
predictors were added in increasing order of explanatory power. We
showed that this regression approach was able to quantify how
phenotypic markers depend on the influence of the global environ-
ment, local neighborhood, autocorrelation, and internal markers.
We confirmed several of the identified patterns by visual inspection
of images. Our simple model system allowed us to compare the inter-
dependent effects of environmental and cell-autonomous factors on
cellular phenotype in different cell lines and growth conditions and
to quantify marker-specific differences in spheroid organization.
Our antibody panel was chosen to examine markers expected to
reflect heterogenous growth phenotypes and signaling in homoge-
nous spheroids. The chosen marker panel will to some extent affect
the model outcome; however, we observed that 50% up to 85% of
marker variability was explained using our complete linear model,
which included global environment, local neighborhood, local auto-
correlation, and internal cell state modules. For low-abundancemark-
ers (< 1 average count per cell pixel), technical detection noise likely
dominated marker variability (Fig EV5A). This was not the case for
markers expressed at higher levels, however. An additional technical
source of variability may result from our reliance on 6-µm-thick slices
of cells, measured at a lateral resolution of 1x1 μm. At this resolution,
pixels may belong to more than one cell, and segmentation is unlikely
to be perfect, which introduces technical variability. Further, our
readouts do not represent full cells but random, 6-μm-thick slices
through cells, which could introduce technical sampling variability,
in particular when markers are not uniformly distributed across the
cell. Finally, our analysis assumed linear marker relationships, which
may explain the lack of fit of our model to some extent.
Challenges in adapting the analysis to complex tissues
A future challenge will be to apply similar approaches to heterocel-
lular tissues, which are more representative models of biological
systems than the spheroids analyzed here. Though the specific
factors affecting cellular phenotypes in a particular tumor context
will vary, it is likely that the interdependencies we have identified
between intracellular and local and global environmental factors
will remain valid and could inform spatial analyses in more
heterogenous tissues as well. Such tissues are likely to be highly
structured with different cell types confined to specific locations,
resulting in strong cell-type co-occurrence patterns. Applying meth-
ods that quantify relationships between cells and their neighbor-
hood, agnostic of cell types, will likely capture cell-type co-
occurrences as neighborhood effects (Arnol et al, 2019). Although
meaningful, co-occurrence of cell types does not provide the full
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picture of how the cellular phenotype is influenced by the environ-
ment or neighborhood. Lineaging approaches could help mitigate
the confounding effects of co-occurring cell types and provide a
ground truth for phenotypically comparable cells.
Identification of biologically relevant spatial gradients in hetero-
cellular tissues will be much more challenging than in our symmetri-
cal spheroid model, which allowed estimating these gradients based
on the known location of the source (i.e., nutrients in the medium)
and of the sink (i.e., cells). Gradient characterization will be impor-
tant, as we illustrated here for spheroids, where a readout for such
gradients is key to understanding the cause of observed spatial vari-
ability and correlations. Although it may be theoretically possible to
estimate the number of relevant biological gradients in complex
tissue based only on phenotypic information (Adler et al, 2019),
capturing quantitative information on these gradients will require a
stereotypical tissue structure and biological domain knowledge.
Identifying gradients in tissues and using them as biologically rele-
vant coordinate systems will aid in identification of causes of pheno-
typic variability and will enable comparisons across tissue samples.
In summary, although modeling influences on phenotypic plas-
ticity in tumor tissue will be challenging due to complexities of cell
type and lineage, co-localization due to structured tissues, and
unknown global environmental gradients, we expect that insights
gained from the simplified spheroid systems will inform accurate
spatial analyses of phenotypic variation in more complex systems.
The influence of extreme cell states on neighboring cells
We used a chimeric overexpression system to systematically assess
the effects of deregulated signaling on cellular neighborhoods in the
spheroids formed by T-REx-293 cells. Of the 55 constructs overex-
pressed, 73% induced intracellular changes in multiple markers,
and around 20% caused non-cell-autonomous effects on neighbor-
ing and bystander cells. This indicates that the chronic overexpres-
sion of signaling proteins alters not only the intracellular state of the
cell overexpressing the signaling protein but also, at least in some
instances, cell states of neighbors.
It is likely that our analysis missed some effects: Although our
marker panel covers multiple signaling pathways and cellular
processes, our previous studies have shown that overexpression can
alter signaling transiently, without an effect on steady-state marker
levels at the time of measurement (Lun et al, 2017, 2019). Focusing
on steady-state levels in our analysis meant that we missed such
dynamic effects. Further, misfolding and mislocalization of tagged,
overexpressed constructs can lead to nonphysiological effects,
including the stereotypic intracellular stress responses evident in
our data. We observed intracellular responses consistent with
known biological functions of many overexpressed proteins, but
cannot rule out that some of the constructs were misfolded or mislo-
calized in some way.
The use of linear mixed-effects models allowed us to take into
account dependencies due to the experimental design and due to
global environmental effects, thus increasing the reliability of the
results. However, we did assume normality, heteroscedasticity, and
spatial independence of residuals. These assumptions are violated
to various degrees, potentially leading to false positives and false
negatives. Despite these theoretical reservations, the reliability of
our results is supported by the finding that the expression of nega-
tive control constructs (two different GFP constructs, HcRed, and
luciferase) did not significantly change intracellularly or in neigh-
bors in more than one marker apart from the stereotypic stress
responses, whereas 80% of overexpressed proteins did.
There are multiple potential extensions of these methods to
analyze this spatial overexpression dataset. Apart from statistically
better modeling of the spatial dependencies, these data would also
be suitable to investigate more complex phenomena such as recipro-
cal signaling, a phenomenon that has been previously described in
co-cultures, in which cells react differentially to overexpression
depending on their neighborhood (Tape et al, 2016).
In conclusion, we developed a novel tissue barcoding workflow
for simultaneous processing of up to 240 microtissues and used this
setup to generate a large multiplexed imaging dataset of homoge-
neous 3D spheroids with single-cell resolution. Our dataset will be a
useful resource for the further development of algorithmic approaches
describing spatial variability in cellular phenotypes. We have
assessed how cell state and local and global environment affect cellu-
lar phenotype and report hierarchical interdependencies of these
factors in their ability to explain marker expression. Our approach is
broadly applicable and with appropriate methodological modifi-
cations will enable the robust characterization of more complex
tissues, from co-cultures to heterocellular organoids and small
embryos. Importantly, the interdependence of local and environmen-
tal factors that we demonstrated in the simple spheroid system must
be taken into account in systems-level spatial studies of heterogenous
tissues. We also demonstrated that our approach is compatible with
perturbation studies and identified cell-autonomous and neighbor-
hood effects of overexpressed cancer-related signaling proteins. We
envision that this approach could be used to systematically study the
impact of perturbations on the organization of simple and complex
microtissues. This strategy could, for example, provide insight into
how drug treatment alters the interplay of cell types in healthy and
diseased tissue.
Materials and Methods
Reagents and Tools table
Reagent/Resource Reference or source Identifier or catalog number
Experimental models
T-REx-293 Source: Invitrogen R71007, STR: 100% match with HEK293.2sus
(ATCC® CRL-1573.3™)
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Reagents and Tools table (continued)
Reagent/Resource Reference or source Identifier or catalog number
Flp-In T-Rex DLD-1 Source: Donation Stephen Taylor lab, University of
Manchester
R71007, STR: 100% match with DLD-1
(ATCC® CCL-221™)
HT-29 Source: NCI-Frederick Cancer DCTD Tumor/Cell Line
Repository
STR: 100% match with HT-29 (ATCC® HTB-
38™)
T-47D Source: ATCC STR: 100% match with T-47D (ATCC® HTB-
133™)
Recombinant DNA
Constructs are listed in Dataset EV2
Antibodies
Antibodies are listed in Dataset EV1
Oligonucleotides and sequence-based reagents
pDEST pcDNA5 FRT TO-eGFP Source: Anne-Claude Gingras (Lunenfeld-Tanenbaum
Research Institute, Toronto, Canada, Reference: Couzens
et al, 2013
pDEST 3’ Triple Flag pcDNA5 FRT TO Source: Anne-Claude Gingras (Lunenfeld-Tanenbaum
Research Institute, Toronto, Canada, Reference: Couzens
et al, 2013
Chemicals, enzymes and other reagents
High-glucose DMEM Sigma D5671
RPMI-1640 Sigma R0883
Penicillin-Streptomycin-Glutamine Gibco #10378016
Insulin solution human Sigma I9278
TrypLE™ Express Enzyme Gibco #12605010
0.2 µm vacuum filter Nalgene, Thermo #564-0020
MycoAlert PLUS Mycoplasma Detection Kit Lonza LT07-703
Maxpar® X8 Multimetal Labeling Kit Fluidigm #201300
Antibody Stabilizer PBS Candor #131 050
Fetal Bovine Serum (FBS) Gibco Heat Inactivated FBS, #10500
tetracycline-free FBS Biowest S182T
60 well BC scheme adapted from Zunder et al, 2015, Bodenmiller et al, 2012
126 well BC scheme adapted from Lun et al, 2019, Zunder et al, 2015,
Bodenmiller et al, 2012
PBS Gibco DPBS (1x), 14190-94
16% PFA Electron Microscopy Sciences #15710
Breathe Easier Diversified Biotech BERM-2000
Monoisotopic Cisplatin Pt194 Fluidigm #201194 Cell-ID Cisplatin-194Pt
Monoisotopic Cisplatin Pt198 Fluidigm #201198 Cell-ID Cisplatin-198Pt
Bovine Serum Albumin (BSA) Sigma heat shock fraction, pH 7, ≥98%, A7906
200ul wide bore tips Corning Axygen FX-255-WB-R
Gelatine Dr Oetker Gold Extra Sheets, B000FRSRJE
10% Sodium Azide Merck # 26628-22-8
UltraPure Agarose Invitrogen # 16500100
0.1M PB pH 7.4 adapted from Recipe PB (0.1 M phosphate buffer pH 7.2),
Cold Spring Harb Protoc 2010
https://doi.org/10.1101/pdb.rec12291
Sucrose Sigma BioXtra, S7903
Tryphan Blue 0.4% Invitrogen T10282
Tissue-Tek® O.C.T.™ Compound Sakura #4583
2-Methylbutane Sigma-Aldrich ReagentPlus®, ≥99%, M32631
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Reagents and Tools table (continued)
Reagent/Resource Reference or source Identifier or catalog number
SuperFrost Plus™ Adhesion slides Thermo Scientific Thermo Scientific™ J1800AMNZ
96-well Ultra-Low Attachment Spheroid
Microplate
Corning #4515
Trizma® base Sigma-Aldrich #93350
Sodium chloride Sigma-Aldrich ReagentPlus®, ≥99%, S9625
Dako Pen Agilent S200230-2
Tween-20 Sigma-Aldrich P9416
Cell-ID™ Intercalator-Ir Fluidigm # 201192A
Hoechst 33342 Invitrogen H3570
Telox 2 donation from Nitz lab, Edgar et al, 2016
Jet Prime Polyplus #114
TrypLE Select Enzyme Gibco # A1217701



















Biomek FX Beckmann Coulter
Hyperion Imaging Mass Cytometer Fluidigm
Countess Invitrogen
ImageXpress Micro XL Widefield High Content
Imaging microscope
Molecular Devices 4x objective, NA 0.20
Axioscan Slide Scanner Z1 Zeiss
Methods and Protocols
Cell lines
T-REx-293 cells (Invitrogen) and DLD-1 cells (Flp-In T-Rex
DLD-1, a kind gift from the Stephen Taylor Lab, University of
Manchester) were grown in high-glucose DMEM (D5671,
Sigma). HT-29 (ATCC HTB-38) and T-47D (ATCC HTB-133)
cells were grown in RPMI-1640 medium (R0883, Sigma). The
media were supplemented with 100 U/ml penicillin, 100 mg/ml
streptomycin, and 2 mM L-glutamine (Gibco, Invitrogen) and
10% fetal bovine serum (Gibco for T-47D, HT-29, and DLD-1
cultures, Biowest for T-REx-293). For T-47D cells, 0.2 U/ml
human insulin was added. All media were filtered through a
0.2-μm membrane (Nalgene, Thermo). 1x TrypLE Express (Life
Technologies) was used for cell passaging and harvesting.
Cells were tested for mycoplasma with a MycoAlert PLUS
Mycoplasma Detection Kit (Lonza). All cell line identities were
verified using STR profiling (Microsynth).
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Antibody conjugation
Isotope-labeled antibodies were prepared using the manufacturer’s
standard protocol using the MaxPAR Antibody Conjugation Kit (Flu-
idigm). Conjugated antibody yield was determined based on absor-
bance at 280 nm. For long-term storage, antibodies were stored at
4°C in PBS Antibody Stabilization Solution (Candor).
Spheroid cultivation
Preparation:
1 Filter all media using a 0.2-µm vacuum filter (Nalgene,
Thermo) to avoid particles.
2 Prepare calculations for final dilutions and prepare a dilution
series.
Seeding:
1 Cultivate cells in 2D culture until ca 80% confluency.
2 Wash cells with 37°C PBS (Gibco).
3 Add TrypLE™ Express Enzyme (Gibco), incubate at 37°C until
cells detach.
4 Quench with warm medium.
5 Take two 10 µl aliquots to count.
6 Spin cells down at 250 g for 4 min.
7 Meanwhile:
- Count the cells in the aliquots using a cell counter (e.g.,
Countess (Invitrogen)).
- Calculate the required dilutions.
8 Remove supernatant of cells.
9 Resuspend cells in warm media.
10 Optional: count again.
11 Dilute cells to final seeding concentration using a dilution
series.
12 Seed 100ul of cell suspension to each well of the 96-well Ultra-
Low Attachment Spheroid Microplate (Corning).
13 Spin plate 4 min at 250 g.
14 Optional: image plate using an automated bright-field micro-
scope to verify seeded cell number.
15 Seal the plates using an breathable membrane (Breathe Easier,
Diversified Biotech).
16 Incubate at 37°C and 5% CO2.
17 Optional: Image plates using an ImageXpress Micro XL Wide-
field High Content Imaging Microscope (Molecular Devices, 4×
objective, NA 0.20) each day to monitor growth.
Spheroid harvesting
Bright-field imaging
Bright-field imaging of intact spheres was performed using an
ImageXpress Micro XL Widefield High Content Imaging Micro-
scope (Molecular Devices, 4× objective, NA 0.20) at multiple
z-planes. Spheres were imaged 2 h before PFA fixation and after
PBS washing the next morning. Plates were acquired twice, rotat-
ing the plate by 180° between data acquisition to avoid imaging
artifacts.
PFA fixation
Optional: Telox 2 hypoxia assay
1 Prepare 200 μM Telox 2 in 2% DMSO (Edgar et al, 2016).
2 Add 5 μl of solution per well to grown spheroids.
3 Incubate for 4h in the incubator and fix using PFA (see
below).
All pipetting steps were implemented with a Biomek FX Robot
(Beckmann Coulter).
1 Fix spheres by adding 30 µl of 16% PFA (Electron Microscopy
Sciences) per well.
2 Incubate shaking at 200 RPM for 5 min.
3 Store overnight at 4°C.
4 Optional: image plates using bright-field imaging.
5 Wash plate four times with 150 µl of 1× PBS using a Biomek
Fx Robot.
6 Optional: image plates using bright-field imaging.
Barcoding and pooling
Barcoding schemes
1 60-well barcoding scheme used for 4 cell line dataset: prepared
according to (Zunder et al, 2015): 8 choose 4 barcoding
scheme with following metals and stock concentrations: 102Pd
(10 µM), 104Pd (15 µM), 105Pd (20 µM),106Pd (20 µM),
108Pd (20 µM), 110Pd (15 µM), 113In (20 µM), and 115In
(20 µM) in DMSO (Sigma).
2 126-well barcoding scheme used for overexpression dataset:
prepared according to (Zunder et al, 2015): 9 choose 4 barcod-
ing scheme with following metals and stock concentrations:
89Y (10 µM), 103Rh (200 mM), 105Pd (10 µM), 106Pd
(10 µM), 108Pd (10 µM), 110Pd (10 µM), 113In (20 µM), 115In
(10 µM), and 209Bi (2 µM) in DMSO.
To extend the barcoding capacity, spheres from multiple plates
are collected and either barcoded with different monoisotopic
cisplatin (Pt 198, Pt194, Fluidigm).
Barcoding
All pipetting steps were implemented with a Biomek Fx Robot
(Beckmann Coulter).
1 Remove PBS from washing by sucking all liquid at a height of
ca 2 mm from well bottom from the middle of the well using a
gentle flow rate (estimated residual volume ca 30 µl).
2 Pre-dilute 4 ul barcoding solution with 65 µl of PBS and add to
each well.
3 Incubate plates for 1 h shaking at 200 RPM.
4 Wash plates four times with 150 µl of 1x Cell Staining Medium
(CSM, PBS (pH 7.4, Gibco) 0.5% bovine serum albumin (Sigma)).
Pooling
1 Incubate collection tubes with CSM for 10 min -> use 1 collec-
tion tube per cisplatin barcode.
2 Remove supernatant from collection tube and pool spheres
from 96-well plate into the tube using 200-ul wide bore tips
(FX-255-WB-R, Corning Axygen).
3 Rotate plates 180 degrees and repeat collection.
4 Visually verify that spheres are collected and manually collect
left-over spheres.
Cisplatin barcoding
Monoisotopic cisplatin was used both as an orthogonal readout for
distance to border (Durand, 1982) (Part physiology, Pt194) and to
extend the 120-well barcoding to 240 wells by using Pt194 and
Pt198 (part overexpression).
1 Wash pooled spheres with 4 ml PBS, centrifuge 1 min at 100 ×
g after each wash, and remove supernatant.
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2 Remove supernatant and add 1 µM monoisotopic cisplatin in
1 ml PBS.
3 Incubate for 40-min shaking at 200 RPM.
4 Wash twice with CSM.
Embedding
Preparation gelatine
1 Let 12% gelatine (Dr Oetker) swell in 0.1 M phosphate buffer
(PB, pH 7.4) for 10 min.
2 Stir at 60°C for 4–6 h to dissolve.
3 Cool to 40°C
4 Add 2 µl/ml 10% sodium azide (Merck).
5 Keep at 37°C until use.
Preparation embedding mold
1 Get a clean glass rod with a flat bottom ca 3mm diameter and
a conical top as an inverse mold (e.g., manufactured by a
glassblower; see Fig EV1 for design).
2 Prepare 6% agarose (Invitrogen) in ddH20 by heating it in a
microwave, keep at 80°C until use.
3 Pour hot agarose in 2-ml Eppendorf tube.
4 Insert inverted mold and put on ice for 10 min until agarose
solidifies. Be careful to position the inverse mold exactly verti-
cal, such that the flat bottom is horizontal.
5 Carefully remove inverse mold and wash cavity with PBS.
6 Prewarm to 37°C.
Sphere embedding
1 Incubate spheres for 5 min at 37°C.
2 Remove supernatant and add 4 ml warm gelatine and keep at
37°C for at least 10 min until spheres are sunk to the bottom.
3 Remove PBS from pre-warmed agarose mold and replace by
warm gelatine.
4 Carefully transfer spheres using a 200-µl pipette with a wide bore
(e.g., cut pipette tip). If not all spheres can be transferred at once,
spin down agarose mold in pre-heated centrifuge (200 g, 37°C),
remove supernatant gelatine, and transfer remaining spheres.
5 Use a pre-warmed 20-µl pipette and repeated spinning to care-
fully adjust position spheres, such that there is an even layer
at the bottom of the cylindrical mold.
6 Let solidify the positioned spheres in the gelatine by incubating
the agarose mold at 4°C overnight.
7 Carefully break the agarose mold to retrieve the gelatine plug.
Hint 1: This is technically difficult. Train this step multiple
times using an empty gelatine plug. In case the plug breaks
apart at this step, it may be possible to re-melt the gelatine at
37°C and repeat the embedding. Hint 2: Instead of an agarose
mold, a 4-ml sample tube with close-to-flat bottom or a flat-
bottom tube could also be used for embedding.
8 Cryo-protect the gelatin plug by incubation for 1 h in 15%
sucrose (Sigma) in ddH20 and then for 4h in 30% sucrose in
ddH20 with 0.004% trypan blue (Sigma).
9 For cryo-embedding, prepare a cylindrical mold out of
aluminum foil and fill it with OCT compound (Sakura).
10 Rinse plug with OCT compound and gently position it upright
in the OCT mold, such that the sphere filled tip of the plug
points upward. Hint: The superfluous gelatine from the plug
can be trimmed.
11 Freeze in 40°C 2-methylbutane (Sigma).
12 Store frozen plug at −80°C.
Cryo-sectioning
1 Mount the frozen plug on a cryo-microtome.
2 Cut slices (thickness: 6 µm, object temperature −17°C, knife
temperature−15°C) and immediatelymelt themonto room temper-
aturemicroscopy slides (Superfrost Plus, Thermo Scientific).
3 Dry the slides overnight at room temperature.
4 Image the sections using a bright-field microscope/slide scanner.
5 Store the slides at −80°C until usage.
Antibody staining
1 Select sections with minimal tearing covering the whole
volume of the plug.
2 Transfer sections from −80°C into TBS (50 mM Trizma base
(Sigma), 50 mM NaCl (Sigma), pH 7.6).
3 Wash 3 times for 10 min with TBS.
4 Mark individual sections with a hydrophobic pen (Dako Pen,
Agilent).
5 Block with 3% BSA in TBS-T (TBS + 0.1% Tween).
6 Prepare an antibody master mix in TBS and a final concentra-
tion of 1% BSA, 0.1% Tween, with antibody concentrations
according to the panel.
7 A spillover slide was created for the whole panel by spotting
~0.3 µl antibody in 0.5 µl 0.4% trypan blue on an agarose-
coated slide (Chevrier et al, 2018).
8 Remove the blocking buffer and add 12 µl antibody mix to
each section.
9 Incubate overnight at 4°C in an hybridization chamber.
10 Wash the slides 3x in TBS for 10 min.
11 Add 20 µl of 1 µM Iridium Intercalator (Fluidigm) for 10 min.
12 Wash with TBS.
13 Add 1 µM Hoechst 33342 (Invitrogen) for 6 min.
14 Wash slides 3x with TBS for 10 min.
15 Dip slides in double-distilled water and blow dry immediately
with compressed air.
16 Dry slides overnight in dark.
Slide imaging
1 Image the dried slides usingAxioscan Slide Scanner Z1 (Zeiss) using
theDAPI (Hoechst) and the GFP channel, where appropriate.
2 Image slides using a Hyperion Imaging Mass Cytometer (Flu-
idigm) at nominal resolution of 1 μm2 and an ablation frequency
of 400 Hz.
Cell line physiology experiment
Cells were seeded into the spheroid microplates at concentrations of
1×, 0.5×, and 0.25×, where the 1× concentrations were 3,200 cells
per well for T-REx-293 cells, 6,400 cells per well for DLD-1 cells,
2,000 cells per well for T-47D cells, and 2,000 cells per well for HT-
29 cells. Cells were grown in five replicates, and each plate was
barcoded using a 60-well barcoding scheme. In plate p173, spheres
of column 2, 3, 6, 7, 10, and 11 were incubated with 10 μM Telox 2
in 0.1% DMSO, other rows with 0.1% DMSO (control) for 4 h prior
to fixation, and cells were fixed and barcoded after 72 h. The other
plate, p176, was fixed and barcoded after 96 h. Monoisotopic
cisplatin (194Pt, 1 μM) was added after pooling the spheroids. For
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the 72-h time point, data were acquired on 18 cryo-sections, and for
the 96-h time point, data were acquired on 16 cryo-sections.
Chimeric overexpression experiments
Constructs
We used a library generated from the entry clones of a previously
published cancer signaling constructs library (Martz et al, 2014).
We added constructs encoding biologically relevant ligands and
receptors from the human ORFeome V8.1 library (Dharmacon) via
NEXUS Personalized Health Technologies at ETH Zurich (Yang et al,
2011). Destination vectors, including pDEST pcDNA5 FRT TO-eGFP,
and pDEST 3’ Triple Flag pcDNA5 FRT TO, were kindly provided by
Anne-Claude Gingras (Lunenfeld-Tanenbaum Research Institute,
Toronto, Canada (Couzens et al, 2013)). Tagged expression vectors
were generated via Gateway Cloning (Invitrogen). End read Sanger
sequencing was used to confirm the clone identity before transfec-
tion. Constructs were arranged on a master plate in a randomized
fashion with control wells evenly distributed over the plate.
Experiment
T-REX 293 cells were seeded at a density of 20,000 cells per well in
100 μl medium into two 96-well flat-bottom cell culture plates (p155
and p156), using the normal medium prepared with tetracycline-free
FBS (S182T-500, Biowest). After 24-h incubation, transfection was
done using the jetPRIME transfection system (Polypus) according to
the manufacturer’s instructions: For each construct, a master-trans-
fection mix of 22.5 μl jetPRIME buffer, 0.5 μl jetPRIME reagent, and
2.5 μl of 0.1 μg/μl DNA was prepared. An aliquot of 10 μl of this
master mix was added dropwise to each well. After 5 h, the cell
culture medium was changed using the Biomek Robot under semi-
sterile conditions.
After 24 h, the cells were washed with PBS and detached by the
addition of 100 μl 10× TrypLE Select Enzyme (Gibco) per well. Cells
were resuspended in 100 μl medium. From these plates, cells were
distributed into the spheroid microplates: From plate p155, 4 μl cell
suspension per well was added to each well of plates p161 and
p163. From plate p156, 20 μl of mock-transfected cells from border
wells were transferred to each well, before 2 μl of the suspension
was added per well to plates p165 and p167 and 4 μl was added per
well to plates p169 and p171.
After 48 h, the spheres were imaged with bright-field micro-
scopy. Subsequently, 2 μl of 50 μg/ml tetracycline hydrochloride
(Sigma) in PBS to a final concentration of 1 μg/ml was added to each
well. After 24 h, spheres were fixed and barcoded. For barcoding,
three pairs of plates were barcoded using the 120-well barcoding
plate layout (Plate 1: p161, p165, p171, Plate 2: p163, p167, p169).
Then, plates p165 and p171 and plates p161 and 163 were pooled,
and cisplatin (194Pt) was added. Plates p167 and p169 were pooled,
and cisplatin 198Pt was added. Finally, plates p165, p171, p167, and
p169 were pooled into one spheroid plug with 240 wells. p161 and
p163 were embedded as a spheroid plug of 120 wells. After section-
ing, 20 slices of the 120-well plug and 48 slices of the 240-well plug
were selected for staining.
Analysis
The computational analysis was implemented as a Snakemake
workflow (K€oster & Rahmann, 2018) using singularity containers
(Kurtzer et al, 2017).
Spheroid diameter determination
In order to robustly determine spheroid diameter, we used a pipe-
line based on supervised pixel classification by Ilastik (Berg et al,
2019); this process identified spheres despite intensity variations.
We used CellProfiler for segmentation and quantification (McQuin
et al, 2018).
As quality control, bright-field images of each well were manu-
ally screened for spheroids with growth defects, such as particle or
fiber inclusions, blinded for the spheroid growth condition.
IMC image analysis
Image processing of IMC data was based on our “imctools” library
to convert raw IMC data to tiff files (Zanotelli et al, 2020a), custom
the CellProfiler plugins “ImcPluginsCP” (Zanotelli et al, 2020b), and
roughly followed the concepts laid out in our “ImcSegmenta-
tionPipeline” (Zanotelli & Bodenmiller 2017).
Quantification
To robustly identify spheroids in IMC images, we used supervised
pixel classification by Ilastik (Berg et al, 2019) to identify
spheroid centers, borders, and background, and used CellProfiler
(McQuin et al, 2018) to segment the resulting probability maps.
To identify cells, we used a similar approach, using Ilastik to
classify pixels into nuclear/cytoplasmic membrane and back-
ground and CellProfiler to identify cells based on the resulting
probability maps. Within cell regions, we quantified marker
levels, applied compensation (Chevrier et al, 2018), and calcu-
lated other spatial features. Neighbors were identified by expand-
ing each cell object by 3 pixels and identifying touching cells. We
built an analysis framework (“spherpro”), based on Python (Van
Rossum & Drake, 2009), SQLite, and Anndata (Wolf et al, 2018)
to handle and analyze the data.
Image alignment
Fluorescent SlideScan images and IMC acquisitions were aligned
with a fully automated iterative alignment process using TrakEM2
(Cardona et al, 2012). For the SlideScan images, the DAPI channel
was used, and for the IMC acquisitions, the iridium channel was
used.
First, whole spheroid plug sections were coarsely aligned using a
rigid transform estimated from the machine provided global coordi-
nate system. Then, the sections were aligned using a rigid alignment
estimated by TrakEM2. Finally, individual cropped spheroid section
images of the two modalities were fine-aligned using rigid alignment
by TrakEM2.
Quality control
On a cellular segmentation level, several quality control criteria
were applied:
 Sphere membership: At least 95% of all pixels of a cell need to be
within the sphere segmentation region.
 Sphere ambiguous cells: Cells closer than 20 pixels to any other
sphere in the image were excluded as they might be ambiguous.
 Cell size: Cells smaller than 10 pixels were excluded.
 Border cells: Cells directly touching the outer spheroid segmenta-
tion border were excluded.
 Main sphere: Cells not belonging to the largest contiguous cell
mass of still valid cells were excluded.
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 Fold classifier: A pixel classifier was trained in Ilastik based on
DAPI fluorescence to identify folded areas in the spheres.
On a sphere slice (image) level, we used the following criteria to
exclude images with all their cells:
 Not small: sphere slices with less than 10 valid cells (based on
cellular segmentation quality control) were excluded.
 Manual QC: Quality control image consisting of raw images,
quantification, spheroid and cell segmentation of DNA (193Ir),
Histone H3, and 194Pt, and 198Pt channels were visualized for
each spheroid slice with an anonymized ID. This allowed the
visual identification of image artifacts such as folds, bubbles,
tissue tearing, and spheroid mis-segmentations. Images were
analyzed blind to spheroid growth conditions.
Additionally, we used bright-field images to identify wells with
particles, fibers, deformed spheres, and multiple spheres. Images
were analyzed blind to spheroid growth conditions. Sphere slices
from these wells were excluded.
The effects of the individual QC steps on the datasets are summa-
rized in Dataset EV2.
Data transformation
If not otherwise indicated, the spillover-compensated mean pixel
intensity per cell area was used as a readout. The data were log10
(x + 0.1)-transformed and winsorized using the 0.1th percentile.
Debarcoding
For debarcoding, cells within 30 pixels from the outer spheroid
border were considered. Over all images belonging to a spheroid
plug, each barcoding channel was binarized with the average
barcode channel intensity. Then, for each spheroid, the number of
valid barcodes was determined. Due to the robustness of the
barcode schemes used, false positives were infrequent. Sphere
slices were assigned to the most common valid barcode in the slice.
As quality control, at least 10 cells were required to be assigned to
this barcode, and the most common barcode was required to be at
least twice as frequent and then the second highest barcode.
Images without valid identification were excluded from further
analysis.
Distance-to-border correction
Distance to the border of the spheroid slices can overestimate
distance to border in the spheroid, as they represent spherical
segments at different heights of the sphere. As the real spheroid
diameter can be estimated by bright-field imaging, and assuming






where rreal is the real distance to the sphere border, R is the radius
of the sphere measured in the bright-field images, r is the radius of
the segment, and x is the measured (noncorrected) distance to the
border in the segment.
UMAP and cluster analysis
Uniform Manifold Approximation and Projection (UMAP) (McInnes
et al, 2018) and clustering via the Leiden algorithm (Traag et al,
2019) were performed via SCANPY (Wolf et al, 2018).
Marker variability analysis
For the marker variability analysis, the level of each marker (yp)
was predicted by a linear model (Fig 3A):


















 yp: the level of marker p in a cell.
 βpi: technical staining/batch effect for marker p of the image i that
the cell is part of
 BS(xd2border): a nonlinear function of distance to border (xd2border:
represented by a polynomial B-spline of degree 3 with 10 knots
distributed located at the deciles (10 quantiles).
 xnbm : average levels of marker m in direct neighboring cells.
 xnbp : average levels of predicted marker p in direct neighboring
cells.
 xintm : cell internal marker levels of marker m.
The models and submodels were fitted using the statsmodels
library (Seabold & Perktold, 2010).
If not mentioned otherwise, the reported variability explained
(R2) for each model was the adjusted R2 relative to the adjusted
R2tech the R2 of a model only containing an image-specific intercept.
This prevented variability in signal differences resulting from techni-
cal issues (e.g., due to staining or acquisition) from being attributed






For the correlation heat maps and distance-to-border plots
(Figs 2C and EV4), an image-specific intercept was fit. This inter-
cept was subtracted before calculating the Pearson correlation.
Permutation analysis
We fit all possible sequences of adding the modules for global envi-
ronment (BS(xd2border)), local environment (x
nb
m ), autocorrelation
(xnbp ), and cell state (x
int
m ) to the model, for each marker and condi-
tion, and recorded the additional marker variability explained at
each step in each sequence. For each sequence, we calculated the
variance of the additional variability explained by each added
module. Given that the total variability explained is independent of
the sequence, high variance suggests that marker variability is
explained by a few modules and low variance suggests that marker
variability is explained by multiple modules.
In a strictly hierarchical dependency structure, modules higher in
the hierarchy should contain the variability explained by those lower
in the hierarchy. Adding a more explanatory module before a less
explanatory one will lead to the former fully capturing the variability
of the latter, yielding high variance. Sequentially fitting modules in
line with the hierarchy of explanatory power should maximize the
contributions of each module, thus reducing the variance. The opti-
mal order corresponds to the sequence with least variance.
Chimeric overexpression analysis
We trained a pixel classifier based on the two IMC GFP antibodies
to robustly detect overexpressing image regions in which a
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construct was overexpressed. We calculated the average pixel-wise
probability for overexpression and required this to be more than
0.01 (estimated false discovery rate: 0.003) for a cell to be classi-
fied as “overexpressing”. Cells with an average pixel-wise proba-
bility higher than 0.01 but lower than 30% of the maximal value
observed in neighboring cells were added to an “ambiguous” cate-
gory. Other cells within 6 pixels of “overexpressing” cells were
classified as “neighbor” cells. All other cells were classified as
“bystanders”.
This classification was not reliably possible for spheres trans-
fected with a FLAG-only construct without GFP, due to FLAG anti-
body background staining. All cells in such spheres were classified
as “bystander” cells.
We used a linear mixed-effects model to estimate marker levels
independently of the effect of belonging to the overexpressing,
neighboring, or bystander cell class of a specific construct. The




 BS(xd2border): a nonlinear function of distance to border (xd2border :
represented by a polynomial B-spline of degree 3 with 10 knots
distributed located at the deciles (10 quantiles)
 β(ctrl|oexp|nb)+construct: an intercept for combination of construct
and overexpression class
 βplateid: a fixed effect intercept for belonging to any of the 6 plates.
This accounts for plate-wise effects.
 (1|spheroid): a random effect acknowledging that cells from the
same sphere are correlated
 (1|siteid): a random effect acknowledging that sphere sections/
images that were stained and acquired together are not indepen-
dent, e.g., through staining effects
 (1|imageid): a random effect acknowledging that cells from the
same sphere slide/image are not independent.
 ϵ: residual variation. This is assumed to be homoscedasticity.
Data availability
The datasets and computer code produced in this study are available
in the following databases:
 Raw imaging data: Zenodo Record 4055781 (https://zenodo.org/
record/4055781)
 Code to reproduce the analysis from raw data: Zenodo Record
4071862 (https://zenodo.org/record/4071862) / GitHub (https://
github.com/BodenmillerGroup/SpheroidPublication)
Expanded View for this article is available online.
Acknowledgements
The authors acknowledge the assistance and support of the Center for
Microscopy and Image Analysis, University of Zurich. We acknowledge in
particular Jose María Mateos Melero and Claudia Meyer from the Institute
of Anatomy, University of Zurich, for their expertise and equipment for
histological embedding and cutting. We are also in debt to Min Lu and
Kris C. Wood for sharing the entry clones for the cancer-related signaling
constructs library. We are also grateful to all contributors to the open-
source software packages that made this project feasible. Finally, we
would like to thank all members of the Bodenmiller and Gerber Labs for
their support and input. In particular, we would like to thank Artur Yaki-
movich and Vardan Andriasyan for their expertise with spheroid culture
and imaging. BB’s research was supported by a SNSF Assistant Professor-
ship Grant, an NIH Grant (UC4 DK108132), and by the European Research
Council (ERC) under the European Union’s Seventh Framework Program
(FP/2007-2013)/ERC Grant Agreement No. 336921.
Author contributions
VZ and BB conceptualized this study. VZ andML developed the Wet Lab and
computational workflow with support from BB, XL, and FG. VZ analyzed the data
and generated the figures with feedback from BB and NS. VZ, NS, and BB wrote
the manuscript, and XL, FG, and ML provided feedback. BB acquired funding.
Conflict of interest
The authors declare that they have no conflict of interest.
References
Adler M, Korem Kohanim Y, Tendler A, Mayo A, Alon U (2019) Continuum of
gene-expression profiles provides spatial division of labor within a
differentiated cell type. Cell Syst 8: 43–52.e5
Ali HR, Jackson HW, Zanotelli VRT, Danenberg E, Fischer JR, Bardwell H,
Provenzano E, Rueda OM, Chin S-F, Aparicio S et al (2020) Imaging mass
cytometry and multiplatform genomics define the phenogenomic
landscape of breast cancer. Nature Cancer 1: 163–175
Alroy I, Yarden Y (1997) The ErbB signaling network in embryogenesis and
oncogenesis: signal diversification through combinatorial ligand-receptor
interactions. FEBS Lett 410: 83–86
Arnol D, Schapiro D, Bodenmiller B, Saez-Rodriguez J, Stegle O (2019)
Modeling cell-cell interactions from spatial molecular data with spatial
variance component analysis. Cell Rep 29: 202–211.e6
Basu S, Totty NF, Irwin MS, Sudol M, Downward J (2003) Akt
phosphorylates the Yes-associated protein, YAP, to induce interaction
with 14-3-3 and attenuation of p73-mediated apoptosis. Mol Cell 11:
11–23
Bates D, M€achler M, Bolker B, Walker S (2015) Fitting linear mixed-effects
models using lme4. J Stat Softw 67: 1–48
Battich N, Stoeger T, Pelkmans L (2015) Control of transcript variability in
single mammalian cells. Cell 163: 1596–1610
Benjamini Y, Hochberg Y (1995) Controlling the False discovery rate: a
practical and powerful approach to multiple testing. J Roy Stat Soc: Ser B
57: 289–300
Berg S, Kutra D, Kroeger T, Straehle CN, Kausler BX, Haubold C, Schiegg M,
Ales J, Beier T, Rudy M et al (2019) ilastik: interactive machine learning for
(bio)image analysis. Nat Methods 16: 1226–1232
Bodenmiller B (2016) Multiplexed epitope-based tissue imaging for discovery
and healthcare applications. Cell Syst 2: 225–238
Bodenmiller B, Zunder ER, Finck R, Chen TJ, Savig ES, Bruggner RV, Simonds
EF, Bendall SC, Sachs K, Krutzik PO et al (2012) Multiplexed mass
cytometry profiling of cellular states perturbed by small-molecule
regulators. Nat Biotechnol 30: 858–867
Buettner F, Natarajan KN, Casale FP, Proserpio V, Scialdone A, Theis FJ,
Teichmann SA, Marioni JC, Stegle O (2015) Computational analysis of cell-
ª 2020 The Authors Molecular Systems Biology 16: e9798 | 2020 19 of 21
Vito RT Zanotelli et al Molecular Systems Biology
to-cell heterogeneity in single-cell RNA-sequencing data reveals hidden
subpopulations of cells. Nat Biotechnol 33: 155–160
Cardona A, Saalfeld S, Schindelin J, Arganda-Carreras I, Preibisch S, Longair M,
Tomancak P, Hartenstein V, Douglas RJ (2012) TrakEM2 software for
neural circuit reconstruction. PLoS One 7: e38011
Carlsson J, Acker H (1988) Relations between pH, oxygen partial pressure and
growth in cultured cell spheroids. Int J Cancer 42: 715–720
Chevrier S, Crowell HL, Zanotelli VRT, Engler S, Robinson MD, Bodenmiller B
(2018) Compensation of signal spillover in suspension and imaging mass
cytometry. Cell Syst 6: 612–620.e5
Couzens AL, Knight JD, Kean MJ, Teo G, Weiss A, Dunham WH, Lin ZY,
Bagshaw RD, Sicheri F, Pawson T et al (2013) Protein interaction network
of the mammalian Hippo pathway reveals mechanisms of kinase-
phosphatase interactions. Sci Signal 6: rs15
Dexter DL, Spremulli EN, Fligiel Z, Barbosa JA, Vogel R, VanVoorhees A,
Calabresi P (1981) Heterogeneity of cancer cells from a single human
colon carcinoma. Am J Med 71: 949–956
Durand RE (1982) Use of Hoechst 33342 for cell selection from multicell
systems. J Histochem Cytochem 30: 117–122
Edgar LJ, Vellanki RN, McKee TD, Hedley D, Wouters BG, Nitz M (2016)
Isotopologous organotellurium probes reveal dynamic hypoxia in vivo
with cellular resolution. Angew Chem Int Ed Engl 55: 13159–13163
Fogh J (2013) Human tumor cells in vitro. New York, NY: Springer Science &
Business Media
Friedrich J, Seidel C, Ebner R, Kunz-Schughart LA (2009) Spheroid-based drug
screen: considerations and practical approach. Nat Protoc 4: 309–324
Fu J, Fernandez D, Ferrer M, Titus SA, Buehler E, Lal-Nag MA (2017) RNAi
high-throughput screening of single- and multi-cell-type tumor spheroids:
a comprehensive analysis in two and three dimensions. SLAS Discov 22:
525–536
Giesen C, Wang HA, Schapiro D, Zivanovic N, Jacobs A, Hattendorf B, Sch€uffler
PJ, Grolimund D, Buhmann JM, Brandt S et al (2014) Highly multiplexed
imaging of tumor tissues with subcellular resolution by mass cytometry.
Nat Methods 11: 417–422
Gut G, Tadmor MD, Pe’er D, Pelkmans L, Liberali P (2015) Trajectories of cell-
cycle progression from fixed cell populations. Nat Methods 12: 951–954
He C, Mao D, Hua G, Lv X, Chen X, Angeletti PC, Dong J, Remmenga SW,
Rodabaugh KJ, Zhou J et al (2015) The Hippo/YAP pathway interacts with
EGFR signaling and HPV oncoproteins to regulate cervical cancer
progression. EMBO Mol Med 7: 1426–1449
Hinsby AM, Olsen JV, Bennett KL, Mann M (2003) Signaling initiated by
overexpression of the fibroblast growth factor receptor-1 investigated by
mass spectrometry. Mol Cell Proteomics 2: 29–36
Hirschhaeuser F, Menne H, Dittfeld C, West J, Mueller-Klieser W, Kunz-
Schughart LA (2010) Multicellular tumor spheroids: an underestimated
tool is catching up again. J Biotechnol 148: 3–15
Holliday DL, Speirs V (2011) Choosing the right cell line for breast cancer
research. Breast Cancer Res 13: 215
Ivanov DP, Grabowska AM (2017) Spheroid arrays for high-throughput single-
cell analysis of spatial patterns and biomarker expression in 3D. Sci Rep 7:
41160
Jackson HW, Fischer JR, Zanotelli VRT, Ali HR, Mechera R, Soysal SD, Moch H,
Muenst S, Varga Z, Weber WP et al (2020) The single-cell pathology
landscape of breast cancer. Nature 578: 615–620
Keren L, Bosse M, Marquez D, Angoshtari R, Jain S, Varma S, Yang S-R, Kurian
A, Van Valen D, West R et al (2018) A structured tumor-immune
microenvironment in triple negative breast cancer revealed by multiplexed
ion beam imaging. Cell 174: 1373–1387.e19
K€oster J, Rahmann S (2018) Snakemake-a scalable bioinformatics workflow
engine. Bioinformatics 34: 3600
Kruskal W (1987) Relative importance by averaging over orderings. Am Stat
41: 6
Kunz-Schughart LA (1999) Multicellular tumor spheroids: intermediates
between monolayer culture and in vivo tumor. Cell Biol Int 23:
157–161
Kurtzer GM, Sochat V, Bauer MW (2017) Singularity: Scientific containers for
mobility of compute. PLoS One 12: e0177459
Kuznetsova A, Brockhoff PB, Christensen RHB (2017) lmerTest package: tests
in linear mixed effects models. J Stat Softw 82: 1 -26
Lal A, Peters H, St Croix B, Haroon ZA, Dewhirst MW, Strausberg RL, Kaanders
JH, van der Kogel AJ, Riggins GJ (2001) Transcriptional response to hypoxia
in human tumors. J Natl Cancer Inst 93: 1337–1343
Luke SG (2017) Evaluating significance in linear mixed-effects models in R.
Behav Res Methods 49: 1494–1502
Lun X-K, Szklarczyk D, Gabor A, Dobberstein N, Zanotelli VRT, Saez-
Rodriguez J, von Mering C, Bodenmiller B (2019) Analysis of the
human kinome and phosphatome by mass cytometry reveals
overexpression-induced effects on cancer-related signaling. Mol Cell
74: 1086–1102.e5
Lun X-K, Zanotelli VRT, Wade JD, Schapiro D, Tognetti M, Dobberstein N,
Bodenmiller B (2017) Influence of node abundance on signaling network
state and dynamics analyzed by mass cytometry. Nat Biotechnol 35: 164–
172
Manning BD, Toker A (2017) AKT/PKB signaling: navigating the network. Cell
169: 381–405
Martz CA, Ottina KA, Singleton KR, Jasper JS, Wardell SE, Peraza-Penton A,
Anderson GR, Winter PS, Wang T, Alley HM et al (2014) Systematic
identification of signaling pathways with potential to confer anticancer
drug resistance. Sci Signal 7: ra121
Marusyk A, Almendro V, Polyak K (2012) Intra-tumour heterogeneity: a
looking glass for cancer? Nat Rev Cancer 12: 323–334
Massague J (2012) TGFβ signalling in context. Nat Rev Mol Cell Biol 13: 616–
630
McInnes L, Healy J, Saul N, Großberger L (2018) UMAP: uniform manifold
approximation and projection. J Open Source Softw 3: 861
McQuin C, Goodman A, Chernyshev V, Kamentsky L, Cimini BA, Karhohs
KW, Doan M, Ding L, Rafelski SM, Thirstrup D et al (2018) Cell Profiler
3.0: Next-generation image processing for biology. PLoS Biol 16:
e2005970
Mihaylova MM, Shaw RJ (2011) The AMPK signalling pathway coordinates
cell growth, autophagy and metabolism. Nat Cell Biol 13: 1016–1023
Moffitt JR, Bambah-Mukku D, Eichhorn SW, Vaughn E, Shekhar K, Perez JD,
Rubinstein ND, Hao J, Regev A, Dulac C et al (2018) Molecular, spatial, and
functional single-cell profiling of the hypothalamic preoptic region. Science
362: eaau5324
Moon EJ, Brizel DM, Chi J-TA, Dewhirst MW (2007) The potential role of
intrinsic hypoxia markers as prognostic variables in cancer. Antioxid Redox
Signal 9: 1237–1294
Moriya H (2015) Quantitative nature of overexpression experiments. Mol Biol
Cell 26: 3932–3939
Qin X, Sufi J, Vlckova P, Kyriakidou P, Acton SE, Li VSW, Nitz M, Tape CJ
(2020) Cell-type-specific signaling networks in heterocellular organoids.
Nat Methods 17: 335–342
Rapsomaniki MA, Lun X-K, Woerner S, Laumanns M, Bodenmiller B, Martínez
MR (2018) Cell CycleTRACER accounts for cell cycle and volume in mass
cytometry data. Nat Commun 9: 632
20 of 21 Molecular Systems Biology 16: e9798 | 2020 ª 2020 The Authors
Molecular Systems Biology Vito RT Zanotelli et al
Regev A, Teichmann SA, Lander ES, Amit I, Benoist C, Birney E, Bodenmiller B,
Campbell P, Carninci P, Clatworthy M et al (2017) The human cell atlas.
Elife 6: e27041
Rizvi S, Yamada D, Hirsova P, Bronk SF, Werneburg NW, Krishnan A, Salim W,
Zhang L, Trushina E, Truty MJ et al (2016) A hippo and fibroblast growth
factor receptor autocrine pathway in cholangiocarcinoma. J Biol Chem 291:
8031–8047
Seabold S, Perktold J (2010) Statsmodels: Econometric and Statistical
Modeling with Python. Proceedings of the 9th Python in Science
Conference. https://doi.org/10.25080/majora-92bf1922-011
Sch€urch CM, Bhate SS, Barlow GL, Phillips DJ, Noti L, Zlobec I, Chu P, Black S,
Demeter J, McIlwain DR et al (2020) Coordinated cellular neighborhoods
orchestrate antitumoral immunity at the colorectal cancer invasive front.
Cell 183: 838
Shah S, Lubeck E, Zhou W, Cai L (2017) seqFISH accurately detects transcripts
in single cells and reveals robust spatial organization in the hippocampus.
Neuron 94: 752–758.e1
Snijder B, Pelkmans L (2011) Origins of regulated cell-to-cell variability. Nat
Rev Mol Cell Biol 12: 119–125
Stepanenko AA, Dmitrenko VV (2015) HEK293 in cell biology and cancer
research: phenotype, karyotype, tumorigenicity, and stress-induced
genome-phenotype evolution. Gene 569: 182–190
Tape CJ, Ling S, Dimitriadi M, McMahon KM, Worboys JD, Leong HS, Norrie IC,
Miller CJ, Poulogiannis G, Lauffenburger DA et al (2016) Oncogenic KRAS
regulates tumor cell signaling via stromal reciprocation. Cell 165: 1818
Traag VA, Waltman L, van Eck NJ (2019) From Louvain to Leiden:
guaranteeing well-connected communities. Sci Rep 9: 5233
Van Rossum G, Drake FL (2009) Python 3 reference manual (Python
Documentation Manual Part 2) CreateSpace
Vazquez-Martin A, Lopez-Bonet E, Oliveras-Ferraros C, Perez-Martínez MC,
Bernado L, Menendez JA (2009a) Mitotic kinase dynamics of the active
form of AMPK (Phospho-AMPKαThr172) in human cancer cells. Cell Cycle
8: 788–791
Vazquez-Martin A, Oliveras-Ferraros C, Menendez JA (2009b) The active form of
the metabolic sensor: AMP-activated protein kinase (AMPK) directly binds
the mitotic apparatus and travels from centrosomes to the spindle midzone
during mitosis and cytokinesis. Cell Cycle 8: 2385–2398
van Vliet S, Dal Co A, Winkler AR, Spriewald S, Stecher B, Ackermann M
(2018) Spatially correlated gene expression in bacterial groups: the role of
lineage history, spatial gradients, and cell-cell interactions. Cell Syst 6:
496–507.e6
Wagner A, Regev A, Yosef N (2016) Revealing the vectors of cellular identity
with single-cell genomics. Nat Biotechnol 34: 1145–1160
Wenzel C, Riefke B, Gr€undemann S, Krebs A, Christian S, Prinz F, Osterland M,
Golfier S, R€ase S, Ansari N et al (2014) 3D high-content screening for the
identification of compounds that target cells in dormant tumor spheroid
regions. Exp Cell Res 323: 131–143
Williams EJ (1978) Postscripts to “linear hypotheses: regression.” In
International encyclopedia of statistics, Kruskal WH, Tanur JM (eds), pp 537–
541. New York, NY: The Free Press, A division of Macmillan Publishing CO
Wolf FA, Angerer P, Theis FJ (2018) SCANPY: large-scale single-cell gene
expression data analysis. Genome Biol 19: 15
Yang X, Boehm JS, Yang X, Salehi-Ashtiani K, Hao T, Shen Y, Lubonja R,
Thomas SR, Alkan O, Bhimdi T, Green TM, Johannessen CM, Silver SJ,
Nguyen C, Murray RR, Hieronymus H, Balcha D, Fan C, Lin C, Ghamsari L
et al (2011) A public genome-scale lentiviral expression library of human
ORFs. Nat Methods 8: 659–661
Zanoni M, Piccinini F, Arienti C, Zamagni A, Santi S, Polico R, Bevilacqua A,
Tesei A (2016) 3D tumor spheroid models for in vitro therapeutic
screening: a systematic approach to enhance the biological relevance of
data obtained. Sci Rep 6: 19103
Zanotelli VRT, Bodenmiller B (2017) ImcSegmentationPipeline: a
pixelclassification based multiplexed image segmentation pipeline. Zenodo
https://doi.org/10.5281/zenodo.3841960
Zanotelli VRT, Rau A, Bodenmiller B (2020a) BodenmillerGroup/imctools: 1.0.8.
Zenodo https://doi.org/10.5281/zenodo.3973062
Zanotelli V, Windhager J, Rau A, Bodenmiller B (2020b) BodenmillerGroup/
ImcPluginsCP. Zenodo https://doi.org/10.5281/zenodo.3842650
Zunder ER, Finck R, Behbehani GK, Amir ED, Krishnaswamy S, Gonzalez VD,
Lorang CG, Bjornson Z, Spitzer MH, Bodenmiller B et al (2015) Palladium-
based mass tag cell barcoding with a doublet-filtering scheme and single-
cell deconvolution algorithm. Nat Protoc 10: 316–333
License: This is an open access article under the
terms of the Creative Commons Attribution License,
which permits use, distribution and reproduction in
any medium, provided the original work is properly
cited.
ª 2020 The Authors Molecular Systems Biology 16: e9798 | 2020 21 of 21
Vito RT Zanotelli et al Molecular Systems Biology
