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Abstract
Three-dimensional time-dependent initial-boundary value problems of a novel microscopic heat equation are solved by the mixed
collocation–ﬁnite difference method in and on the boundaries of a particle when the thickness is much smaller than both the length
and width. The collocation method on ﬁxed grid size is used to approximate the space operator, whereas the ﬁnite difference scheme
is used for time discretization. This new mixed method is applied to a novel heat problem in a particle, in order to compute the
temperature distribution in and on the particle’s surface. The second derivatives of the basis functions for the spectral approximation
are derived. Direct substitution of derivatives in the model transforms the differential equation into a linear system of equations
that is solved by the speciﬁc preconditioned conjugate gradient method. The high-order accuracy and resolution achieved by the
proposed method allows one to obtain engineering-accuracy solution on coarse meshes. The consistency, stability and convergence
analysis are provided and numerical results are presented.
© 2007 Elsevier B.V. All rights reserved.
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1. Introduction
The time-dependent initial-boundary value partial differential equations (PDEs) of second order are widely used to
describe continuous heat conduction problems in macroscopic regions. The microscopic heat ﬂux equation developed
from physical and mathematical reasoning is different from the traditional heat equation [14,10]. It is a third-order
PDE that contains mixed derivatives with respect to time and space. The heat transfer equation at the microscale was
derived by Qui and Tien [15,16], based on the hypothesis that energy input is absorbed by electrons and lattice in a
substance. Energy balance applied to an elemental volume at location r and time t must include the contributions of
the energy storage of the electron gas and the lattice. Chiffell [3] and some other researchers (for example, see [20])
proposed an equation similar to energy equation without including the electron energy storage.
Finite difference methods were applied to solve the microscopic heat ﬂux equation in one dimension [4,6,21], two
dimensions [23] and three dimensions [7,5,22]. Dai and Nassar [8] used the hybrid ﬁnite element–ﬁnite difference
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scheme to solve a heat transport equation in a thin ﬁlm, at sub-microscale thicknesses. Sengupta et.al. [17] developed
a compact difference scheme for the solution of the Navier–Stokes equation, with near-spectral accuracy.
There are two approaches that collocation methods can be used to solve PDEs without including basis functions that
are speciﬁc to the geometry and, therefore, unwieldy and inefﬁcient to use. The ﬁrst one is based on the derivation
of the weak formulation [12] while the second approach is based on the strong formulation of the problem [11]. This
article is devoted to the details of a speciﬁc collocation scheme that belongs to the latter one. We use a 3D mapping that
involves transforming the microscale domain (physical domain) of the particle into a simpler one (parent domain) by
means of coordinate transformation. Collocation methods are then applied in the simple geometry using the techniques
that will be discussed in Section 3. Although many classical polynomial approximations based on Chebyshev and
Legendre polynomials are used, no much work has been done using non-classical polynomial approximations [13].
The trial functions used here are non-classical trigonometric polynomials and therefore are different from the usual trial
functions. In Sections 4 and 5 we give the details of time discretization and implementation of the proposed scheme.
The convergence of the scheme is investigated by providing the consistency and stability analysis in Section 6.
2. Governing equations
The structures of the heat transfer governing equations are given by [20]:
−∇ · q + Q = Cp U
t
, (1)
q(r, t + q) = −∇U(r, t + U), (2)
where q is heat ﬂux; r is position vector that has heat ﬂux components in the x, y and z directions, respectively; Q is a
heat source;  is density; Cp is speciﬁc heat; U is temperature;  is conductivity; q and U are the time lags of the heat
ﬂux and temperature gradient, respectively, which are positive constants. In the classical theory of diffusion, Fourier’s
equation relates the heat ﬂux to temperature according to the equation:
q(r, t) = −∇U(r, t), (3)
i.e., it is assumed that the heat ﬂux vector and temperature gradient across a material volume occur at the same instant
of time. Tzou [20] has shown that if the scale in one direction is at the microscale (of order 0.1m), then the heat ﬂux
and temperature gradient occur in this direction at different times, as expressed in Eq. (2). In this paper, we consider
the physical domain to be a microscopic particle, where the thickness is at the sub-microscale, i.e.,
 = {(x, y, z)|0xx, 0yy and 0zz}.
Here, z is of order 0.01m where x and y are an order of 0.1mm. So the components of the heat ﬂux in the x and
y directions satisfy Eq. (3), while the component in the z direction satisﬁes [20]:
q(r, t) + q q
t
(r, t) = −
(
∇U(r, t) + U 
t
(∇U(r, t))
)
. (4)
Therefore, we obtain [7]:
Cp

(
U
t
+ q 
2U
t2
)
= ∇2U + q
(
3U
tx2
+ 
3U
ty2
)
+ U 
3U
tz2
+ Q + qQ/t

. (5)
The initial conditions at t = 0 are assumed to be in the general form:
U(x, y, z, 0) = f (x, y, z), (6)
U
t
(x, y, z, 0) = g(x, y, z), (7)
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for the given real-valued functions f and g. The boundary conditions are allowed to have any combination of the
following forms:
(i) periodic boundary conditions
U(0, y, z, t) = U(x, y, z, t) = h1(y, z, t),
U(x, 0, z, t) = U(x, y, z, t) = h2(x, z, t),
U(x, y, 0, t) = U(x, y, z, t) = h3(x, y, t), (8)
(ii) semi-periodic boundary conditions
U(0, y, z, t) = −U(x, y, z, t) = hˆ1(y, z, t),
U(x, 0, z, t) = −U(x, y, z, t) = hˆ2(x, z, t),
U(x, y, 0, t) = −U(x, y, z, t) = hˆ3(x, y, t), (9)
for t > 0, where h1, h2, h3, hˆ1, hˆ2 and hˆ3 are given real-valued functions.
3. Pseudospectral collocation discretization
Basis functions play a key role in the spectral discretization. Various basis functions may be used, depending on the
nature and geometry of the problem [1,2]. Here we use the following basis functions [13]:
Gi(x) = 1
N
sin
[
N
2
(x − xi)
]
cot
[
1
2
(x − xi)
]
, 0x2, (10)
where
xi = 2i
N
, i = 0, . . . , N − 1, (11)
and Gi(x) satisfy the property
Gi(j ) = ij , (12)
in which ij is Kronecker delta function. Since many engineering problems arise from a general domain x ∈ [0, L],
we generalized (10) by introducing the basis functions
Gi() = 1
N
sin
[
N
2
(
2
L
− xi
)]
cot
[
1
2
(
2
L
− xi
)]
, 0L, (13)
where xi = 2i/N, i = 0, . . . , N − 1. Thus the second derivatives of Gi() are
G′′i () =
22
N L2
sin
(
N
2
(
2
L
− i
))
cot
(
−
L
+ 0.5 i
) (
−1 − cot2
(
−
L
+ 0.5 i
))
+ 2
2
L2
cos
(
N
2
(
2
L
− i
))(
−1 − cot2
(
−
L
+ 0.5i
))
− N
2
L2
sin
(
N
2
(
2
L
− i
))
cot
(

L
− 0.5i
)
. (14)
For the case i = j , G′′i (j ) is derived straightforwardly from (14), while for i = j one should be careful of the
indeterminate forms that happen in the calculation of second derivative matrix entries. Hence we end up with the
following theorem.
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Theorem 1. Suppose the trigonometric polynomials Gi(), 0 iN − 1, are deﬁned by (13). The second derivative
matrix entries are
G′′i (j ) =
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
−2
( 
L
)2 (−1)i+j
sin2
[
1
2
(2j
L
− xi
)] , i = j,
−
( 
L
)2 (N2 + 2
3
)
, i = j,
(15)
where j = Lj/N, j = 0, . . . , N − 1.
For the known space grid points (i , 	j , 
k) at speciﬁc time, where i = ix/N1, 	j = jy/N2 and 
k = kz/N3 for
i = 0, . . . , N1 − 1, j = 0, . . . , N2 − 1 and k = 0, . . . , N3 − 1, the second derivatives in Eq. (5) could be approximated
using Theorem 1. We approximate the solution for Eqs. (5)–(7) plus any combination of (8) and (9), at a ﬁxed time
level using the following expansion:
U(, 	, 
)  UN(, 	, 
) =
N1−1∑
i=0
N2−1∑
j=0
N3−1∑
k=0
UijkGi()Gj (	)Gk(
), (16)
where
Uijk = U(i , 	j , 
k).
The second derivatives of Eq. (16) with respect to x, y and z are given by
Uxx 
N1−1∑
i=0
N2−1∑
j=0
N3−1∑
k=0
UijkG
′′
i ()Gj (	)Gk(
), (17)
Uyy 
N1−1∑
i=0
N2−1∑
j=0
N3−1∑
k=0
UijkGi()G
′′
j (	)Gk(
), (18)
Uzz 
N1−1∑
i=0
N2−1∑
j=0
N3−1∑
k=0
UijkGi()Gj (	)G
′′
k(
). (19)
Thus the spatial discretization of Eq. (5) at given collocation points is
N1−1∑
i=0
N2−1∑
j=0
N3−1∑
k=0
Uijk[G′′i (m)Gj (	p)Gk(
l ) + Gi(m)G′′j (	p)Gk(
l ) + Gi(m)Gj (	p)G′′k(
l )]
+ q 
t
⎡
⎣N1−1∑
i=0
N2−1∑
j=0
N3−1∑
k=0
UijkG
′′
i (m)Gj (	p)Gk(
l ) + Gi(m)G′′j (	p)Gk(
l )
⎤
⎦
+ U 
t
N1−1∑
i=0
N2−1∑
j=0
N3−1∑
k=0
UijkGi(m)Gj (	p)G
′′
k(
l ) =
Cp

(
U
t
+ q 
2U
t2
)
− Q + qQ/t

,
for m = 0, . . . , N1 − 1, p = 0, . . . , N2 − 1 and l = 0, . . . , N3 − 1.
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Using the orthogonality property of Gi(), Gj (	) and Gk(
) gives
N1−1∑
i=0
UiplG
′′
i (m) +
N2−1∑
j=0
UmjlG
′′
j (	p) +
N3−1∑
k=0
UmpkG
′′
k(
l )
+ q 
t
⎡
⎣N1−1∑
i=0
UiplG
′′
i (m) +
N2−1∑
j=0
UmjlG
′′
j (	p)
⎤
⎦+ U 
t
N3−1∑
k=0
UmpkG
′′
k(
l )
= Cp

(
U
t
+ q 
2U
t2
)
− Q + qQ/t

, (20)
for m = 0, . . . , N1 − 1, p = 0, . . . , N2 − 1 and l = 0, . . . , N3 − 1.
4. Time splitting scheme
In most applications of spectral methods to PDEs the spatial discretization is spectral but the temporal discretization
uses conventional ﬁnite differences. A forward and central difference formula is used to discretize the governing
equations in time. Thus the ﬁrst and second derivatives of U with respect to time, are approximated by
U
t
 U
n+1 − Un
t
, (21)
2U
t2
 U
n−1 − 2Un + Un+1
(t)2
. (22)
5. Implementation of the mixed collocation–ﬁnite difference scheme
We evaluate (20) at each of the equally spaced grid points, use ﬁnite difference formulas (21) and (22) to sweep the
next time step, i.e.,
− q
t
N1−1∑
i=0
Un+1ipl G
′′
i (m) −
q
t
N2−1∑
j=0
Un+1mjl G
′′
j (	p) −
U
t
N3−1∑
k=0
Un+1mpkG
′′
k(
l ) +
(t + q)
(t)2
Un+1mpl
=
(
1 − q
t
)N1−1∑
i=0
UniplG
′′
i (m) +
(t + 2q)
t2
Unmpl +
(
1 − q
t
)N2−1∑
j=0
UnmjlG
′′
j (	p) −
q
t2
Un−1mpl
+
(
1 − U
t
)N3−1∑
k=0
UnmpkG
′′
k(
l ) +
(
Q + qQ/t

)n
mpl
, (23)
form=0, . . . , N1−1, p=0, . . . , N2−1, l=0, . . . , N3−1, and n=0, 1, 2, . . ., where =/Cp. LetN=N1×N2×N3
then the collocation Eq. (23) yields a system of N equations for the N unknowns in each time step. The collocation
equations give rise to a linear algebraic system
ANUn+1N = BNUnN + CNUn−1N + DnN , (24)
where AN , BN and CN are the discrete operators due to the mixed collocation–ﬁnite difference approximation for time-
levels n + 1, n and n − 1 respectively, and DnN contains the prescribed right-hand side. Here we use a preconditioned
conjugate gradient (PCG) method [9] to solve (24) for Un+1N . In order to solve the ﬁrst set of equations for U2N it
is necessary to calculate U1N which can be found from derivative initial condition (7), while U0N is given by initial
condition (6).
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6. Consistency, stability and convergence
In practice, when we are dealing with steady problems, as N1, N2 and N3 increase, the error in the ﬁnite difference
scheme typically decreases likeO(N−m1 +N−m2 +N−m3 ) for some constantm that depends on the order of approximation
and the smoothness of the solution. For a spectral method, convergence at the rate O(N−m1 + N−m2 + N−m3 ) for
every constant m is achieved, provided the solution is inﬁnitely differentiable, and even faster convergence at a rate
O(cN1 + cN2 + cN3) (0<c< 1) is achieved if the solution is suitably analytic [19]. If the spatial discretization is
presumed ﬁxed, then we use the term stability in its ODE context [2].
According to the Lax–Richtmyer theorem, for consistent linear ﬁnite difference approximations, stability is the
necessary and sufﬁcient condition for convergence [1,18].
Let M(U) represent the PDE operator of Eq. (5) in the independent variables x, y, z, and t with exact solution
U . Suppose that at the corresponding collocation point (xi, yj , zk) and for a ﬁxed time-level, Mni,j,k(UN) denotes the
approximating mixed collocation–ﬁnite difference operator with exact solutionUN . Let VN be a continuous function of
x, y, z and t with a sufﬁcient number of continuous derivatives to enableM(VN) to be evaluated at point (xi, yj , zk, nt).
Then the truncation error Eni,j,k(VN) at the point (xi, yj , zk, nt) for all i = 0, . . . , N1 − 1, j = 0, . . . , N2 − 1, k =
0, . . . , N3 − 1, is deﬁned by
Eni,j,k(VN) = Mni,j,k(VN) − M(V ni,j,k), (25)
where V ni,j,k = VN(xi, yj , zk, nt).
6.1. Consistency
If Eni,j,k(VN) → 0 as (x,y,z,t) → (0, 0, 0, 0), the discretized equation (23) is said to be consistent with the
PDE (5). The mixed collocation–ﬁnite difference (23) shows that Eni,j,k(VN) in Eq. (25) is O(t) in time.
Theorem 2. Suppose for all (x, y, z) ∈ R3 and t ∈ [0, T ] that U(x, y, z, t) is sufﬁciently smooth to possess
bounded mixed partial derivatives at least three with respect to time and two with respect to space. Then the mixed
collocation–ﬁnite difference scheme (23) yields a consistent approximation that is ﬁrst order in time and spectral
accuracy in space for all positive and ﬁnite U/q .
Proof. Expansion of Un+1i,j,k and U
n−1
i,j,k appearing in Eq. (23) about the space–time point (xi, yj , zk, nt) ∈ × [0, T ]
leads to
−q
t
N1−1∑
i=0
[
Uniplt
(
U
t
)n
ipl
+ (t)
2
2
(
2U
t2
)n
ipl
+ O((t)3)
]
G′′i (m)
× −q
t
N2−1∑
j=0
[
Unmjlt
(
U
t
)n
mjl
+ (t)
2
2
(
2U
t2
)n
mjl
+ O((t)3)
]
G′′j (	p)
× −U
t
N3−1∑
k=0
[
Unmpkt
(
U
t
)n
mpk
+ (t)
2
2
(
2U
t2
)n
mpk
+ O((t)3)
]
G′′k(
l )
× t + q
(t)2
[
Unmplt
(
U
t
)n
mpl
+ (t)
2
2
(
2U
t2
)n
mpl
+ O((t)3)
]
= − q
(t)2
[
Unmplt
(
U
t
)n
mpl
+ (t)
2
2
(
2U
t2
)n
mpl
+ O((t)3)
]
×
(
1 − q
t
)⎡⎣N1−1∑
i=0
UniplG
′′
i (m) +
N2−1∑
j=0
UnmjlG
′′
j (	p)
⎤
⎦
+
(
1 − U
t
)N3−1∑
k=0
UnmpkG
′′
k(
l ) +
t + 2q
(t)2
Unmpl +
(
Q + qQ/t

)n
mpl
(26)
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for m = 0, . . . , N1 − 1, p = 0, . . . , N2 − 1, l = 0, . . . , N3 − 1, and n = 0, 1, 2, . . . . After some manipulations Eq.
(26) gives
− q
N1−1∑
i=0
(
U
t
)n
ipl
G′′i (m) − q
N2−1∑
j=0
(
U
t
)n
mjl
G′′j (	p) − U
N3−1∑
k=0
(
U
t
)n
mpk
G′′k(
l )
− qt
N1−1∑
i=0
(
2U
t2
)n
ipl
G′′i (m) − qt
N2−1∑
j=0
(
2U
t2
)n
mjl
G′′j (	p) +
1

(
U
t
)n
mpl
− Ut
N3−1∑
k=0
(
2U
t2
)n
mpk
G′′k(
l ) −
N1−1∑
i=0
UniplG
′′
k(m) −
N2−1∑
j=0
UnmjlG
′′
k(	p)
−
N3−1∑
k=0
UnmpkG
′′
k(
l ) +
(
2q + t
2
)(
2U
t2
)n
mpl
−
(
Q + qQ/t

)n
mpl
+ O(t) = 0, (27)
for m= 0, . . . , N1 − 1, p = 0, . . . , N2 − 1, l = 0, . . . , N3 − 1, and n= 0, 1, 2, . . . . Therefore from Eq. (25) one may
obtain
Eni,j,k(UN) = − qt
⎡
⎣N1−1∑
i=0
(
2U
t2
)n
ipl
G′′i (m) +
N2−1∑
j=0
(
2U
t2
)n
mjl
G′′j (	p)
⎤
⎦
− Ut
N3−1∑
k=0
(
2U
t2
)n
mpk
G′′k(
l ) +
t
2
(
2U
t2
)n
mpl
+ O(t). (28)
Since here we use spectral collocation scheme in space, clearly Eni,j,k(UN) vanishes as t → 0 and N1, N2 and N3
tend to inﬁnity [2]. This completes the proof. 
6.2. Stability
For ﬁxed grid space (24) can be represented as
Un+1N = A−1N BNUnN + A−1N CNUn−1N + A−1N DnN . (29)
By setting
V n =
[
UnN
Un−1N
]
,
the corresponding matrix form of (29) can be written as follows:[
Un+1N
UnN
]
=
[
A−1N BN A
−1
N CN
IN 0
] [
UnN
Un−1N
]
+
[
A−1N D
n
N
0
]
, n = 1, 2, . . . .
The above equations can be written equivalently as
V n+1 = PNV n + Hn, n = 1, 2, . . . , (30)
with obvious deﬁnition of PN and Hn. This technique has reduced a three-level difference equation in time to a two-
level one. Eq. (30) will be stable when each eigenvalue of PN has a modulus 1, i.e., (PN)1. From a computational
point of view, as we do not need to perform the scheme for Ni > 16 for i = 1, 2, 3, the eigenvalues of PN can be
evaluated numerically. It is found from our simulations that in the present method for Ni16 the upper bound for the
absolute value of PN ’s eigenvalues is 1. Thus the scheme is stable in time.
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7. Numerical results
To demonstrate the applicability of mixed collocation–ﬁnite difference method over a class of third-order time-
dependent PDEs at sub-microscale thicknesses, let us to consider Eq. (5) for Cp/=1, q =1/2 +103, U =1/2 −
1.99 × 10−5,Q = 0, 0x, y0.1 in mm, and 0z10−5 in mm, where the initial and boundary conditions are
U(x, y, z, 0) = cos(10x) sin(10y) cos(105z),
U
t
(x, y, z, 0) = −2 cos(10x) sin(10y) cos(105z),
U(0, y, z, t) = −U(0.1, y, z, t) = e−2t sin(10y) cos(105z),
U(x, 0, z, t) = U(x, 0.1, z, t) = 0,
U(x, y, 0, t) = −U(x, y, 10−5, t) = e−2t cos(10x) sin(10y). (31)
The boundary conditions were assumed to be insulated. The corresponding exact solution is
U(x, y, z, t) = e−2t cos(10x) sin(10y) cos(105z). (32)
Thus, we expect positive (heating) and negative (cooling) values for the temperature in the 3D sub-microscale particle.
The discrete system of equations (23) is used to compute an approximate solution to Eq. (5) with corresponding
initial and boundary conditions (31). In the xyz coordinates, the differential equation is collocated at the equally spaced
grid nodes in the parent domain for mesh sizes N1 = N2 = N3 = 7. The inﬁnity norm
MaxError = max
0 i,j,kN−1 |(UExact)
n
ijk − Unijk|, (33)
and the weighted Euclidean norm
WeightedError =
⎛
⎝107xyz N−1∑
i,j,k=0
| (UExact)ni,j,k − Uni,j,k|2
⎞
⎠
1/2
(34)
are given to show the maximum pointwise error and scaled accumulated error at the collocation points.
Fig. 1. Log plot of MaxError and WeightedError for different values of time steps.
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Fig. 2. Comparison between exact and numerical solution for x, y and z at t = 1.5. Graph of temperature against (a) x at y = 570 and z = 570000 ,
(b) y at x = 570 and z = 570000 and (c) z at x = 570 and y = 570 .
Fig. 3. Numerical temperature distribution at t = 1.5 and x = 570 .
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Fig. 4. Numerical temperature distribution at t = 1.5 and y = 570 .
Fig. 5. Numerical temperature distribution at t = 1.5 and z = 57 × 10−5.
The log plot of MaxError and WeightedError for time increments t = 0.1, 0.01, 0.001, 0.0001 and 0.00001 are
given in Fig. 1. We marched from t = 0 to 3. Comparison between logarithm of computed values for MaxError and
WeightedError with ﬁve different time steps in Fig. 1 shows that the rate of convergence is O(t) in time as it was
expected (see Eq. (21)). When a mixed collocation–ﬁnite difference scheme is used the usual spectral accurate solution
with less computational effort is yielded at a ﬁxed time-level. The new method converges to the exact solution of the
problem, using very coarse meshes in the discretization process. The graphs in Fig. 2 compare the analytical solution
of the example problem with the computed solution for two values of the time step t = 0.01 and 0.001, at t = 1.5, for
y= 570 , z= 57 ×10−5; x= 570 , z= 57 ×10−5 and x=y= 570 , respectively. The simulation results show a good agreement
between the approximate solution and the exact solution. The 3D temperature distribution are shown in Figs. 3–5 for
x = 570 , y = 570 and z = 57 × 10−5, respectively, for t = 10−3 at t = 1.5.
8. Conclusions
A spectral collocation method is proposed to discretize the 3D space while the ﬁnite difference technique is used to
discretize the time. Mixed collocation–ﬁnite difference approximation to the solution of the novel 3D heat conduction
equation at sub-microscale is constructed. It has been shown that the PDEs in the form (5)–(7) plus any combination
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of (8) and (9) can be solved by mixed collocation–ﬁnite difference method. The consistency and stability analysis for
the proposed scheme and therefore the convergence analysis is presented.
Numerical solutions are obtained by a grid mesh 7 × 7 × 7 for t = 0 up to t = 3 and t = 0.1, 0.01, 0.001, 0.0001
and 0.00001, that show the usual convergence properties of spectral approximations in space whereas it was an order
of t in time.
The collocation–ﬁnite difference schemegives clearly a good numerical solution to the novel heat problem.Moreover,
this suggests that the development of the given method’s architecture specially tailored for solving relevant classes of
PDEs, with mixed partial derivatives respect to time and space, would work efﬁciently.
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