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Introduction
Semantic annotations can considerably improve information retrieval by enriching resources with additional information. The Linked Data Cloud is a valuable source of such annotations. Its continuous growth in recent years, in both quantity of information and range of covered domains, enables applications to exploit semantic connections between resources, to ease information access, and to discover unexpected links across domains.
Consequently, semantic methods that are adapted to efficiently access Linked Data are gaining importance. Those methods allow to easily explore semantic data without expertise in the underlying technologies. In particular, non-expert users should not need to create complex queries to access this information.
Faceted Browsing is a widely used technique to partition resource sets based on different dimensions. It provides a general overview of the characteristics of individual elements and allows exploring unknown data schemata. Users can leverage faceted interfaces to apply various filters, called facets, to incrementally refine the description of their information need. Possible tasks include searching for items with characteristic properties or exploring the whole set initially without specific goal in mind.
Considering a continuously changing and heterogeneous set of resources, manually predefining facets is often impractical. Furthermore, using concepts from heterogeneous large scale knowledge graphs (KGs), e.g., the Linked Data Cloud, for the semantic annotation of resources induces a large number of possible facets. Displaying all of them will negatively impact navigation efficiency. Hence, we require an automated method to select the most useful subset from any list of candidates matching a given collection of resources. For this purpose, we need to define metrics for measuring the "usefulness" of facets.
We focus on one component of this process that so far has not been extensively studied in the context of KGs: inter-facet metrics. In particular, we explore semantic relatedness as a measure to reduce the redundancy between selected facets while still maintaining a wide range of aspects. We adapt various techniques to develop a holistic system workflow for automatic facet generation over large scale KGs using the example of Wikidata [1] .
Related Work
In the following, we give a short overview over selected publications on facet generation. Faceted Browsing over various data sources has been addressed by [2, 3] . In the context of Resource Description Framework (RDF) data, notable earlier research efforts include BrowseRDF [4] , mSpace [5] , and Parallax [6] , followed by gFacet [7] , and Facete [8] . Examples of recent works include SemFacet [9] , and GraFa [10] . They focus on different aspects: facet ranking [4] , entity type pivoting [6, 9] visualization [7, 8] , or indirect facet generation [7, 8] .
Theoretical foundations of faceted search are defined in [9] , while performance issues are described in [10] . Only few systems attempt to build facets over large scale data [6, 10] . On the other hand, domain heterogeneity is disregarded by some approaches [4, 5, 8] . Facetedpedia [11] includes an inter-facet metric that relies on the category system of Wikipedia 1 . However, this does not provide the same generality as a generic semantic relatedness approach.
Automatic facet generation and selection
Motivated by the idea that a faceted interface should not contain semantically overlapping facets, we consider the semantic relatedness as an inter-facet metric that can be used as an exclusion criterion. In effect, we want to prevent semantically close facets to appear together in the final result. For example, facets are semantically close when they are connected via an "is-a" relationship. The main reason behind this decision is to provide facets that partition the result space based on different aspects and thus helps avoid facets that generate the same subset of results.
In order not to overwhelm users, the number of shown facets should be limited. For this purpose, we need a ranking of candidate facets and, hence, a set of metrics to determine the degree of "usefulness". We categorize our metrics into two types: (i) intra-facet metrics rate the facets individually, and (ii) inter-facet metrics judge the relevance of a facet as part of a facet collection. Intra-facet metrics will be combined using a scoring function, mapping each facet to a score and providing an overall ranking. Inter-facet metrics will be used to decide which facets should not co-occur in the generated facet collection.
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Inter-facet scoring and filtering Figure 1 provides an overview of our proposed workflow for automatic facet generation and selection. It takes as input a list of Internationalized Resource Identifiers (IRIs), e.g., the result of a keyword search, from which we generate a list of candidates using their direct properties and the first indirect ones. For example, considering an input list containing universities, both location and location's country are candidates, where country is linked to location and not to university itself. Now, an initial filtering is performed to reduce the number of candidates and thereby the cost of subsequent ranking steps. For example, we remove candidates that apply only to a small subset of input IRIs. Details on this process are considered out of scope at this point.
Suitable facets
To avoid co-occurrence of semantically related facets, we filter facets sharing a direct property. For this selection of better categorization, we group the facets by their direct property and only select the best-ranked candidate for further evaluation based on the already calculated intrafacet metrics. Considering the previous example, we select either location or location's country.
Out of the ranked list of candidates, a set of facets that are semantically distant from one another will be derived. For this, we consider solely the semantic relatedness of direct properties, even for facets based on indirect properties. We currently employ a structure-based relatedness measure [12] and use a selective approach: Let S be the final collection of suitable facets: (i) Initialize S with the best-ranked facet. (ii) Compare the next-best facet in terms of inter-facet metrics with the previous facets in S. (iii) Add it to S, iff it is not closely semantically related to previously chosen facets in S. (iv) Continue with Step (ii), until the desired number of facets is reached or there are no more candidates left.
After this process, S contains a collection of facets deemed suitable for the given set of resources, according to both our intra-and inter-facet metrics. These facets are now ready to be presented to users.
Conclusion
We propose a method for automatic facet generation including rankings based on intra-and inter-facet metrics. Our method also exploits indirect properties to find better categorizations and to create more useful facets. In particular, we focus on semantic relatedness as an inter-facet metric. This prevents facets in the final result that are too similar to one another and hence provide little additional assistance. Our goal is to automatically generate facets that are suitable for user navigation and consequently making a contribution in the improvement of accessibility to the semantic web for non-expert users.
In the future we aim to implement the proposed workflow, in a system that also scales with the size of big knowledge graphs like Wikidata. Furthermore, we plan an evaluation to test if our ranking approach provides facets that match user expectations and support them while browsing knowledge graphs.
