The objective of this article is to provide a simple and effective tool for low flow forecasting up to six months ahead, with minimal data requirements, i.e. flow observations retrieved at the end of wet period (first half of April, for the Mediterranean region). The core of the methodological framework is the exponential decay function, while the typical split-sample approach for model calibration, which is known to suffer from the dependence on the selection of the calibration data set, is enhanced by introducing the so-called Randomly Selected Multiple Subsets (RSMS) calibration procedure. Moreover, we introduce and employ a modified efficiency metric, since in this modelling context the classical Nash-Sutcliffe efficiency yields unrealistically high performance. The proposed framework is evaluated at 25 Mediterranean rivers of different scales and flow dynamics, including streams with intermittent regime. Initially, signal processing and data smoothing techniques are applied to the raw hydrograph, in order to cut-off high flows that are due to flood events occurring in dry periods, and allow for keeping the decaying form of the baseflow component. We then employ the linear reservoir model to extract the annually varying recession coefficient, and, then, attempt to explain its median value (over a number of years) on the basis of typical hydrological indices and the catchment area. Next, we run the model in forecasting mode, by considering that the recession coefficient of each dry period ahead is a linear function of the observed flow at the end of the wet period. In most of the examined catchments, the model exhibits very satisfactory predictive capacity and is also robust, as indicated by the limited variability of the optimized model parameters across randomly selected calibration sets.
1 Introduction catchment properties (climatic, topographic, meteorological, geological, geomorphological) , and, less often, on the usage of hydrological models (e.g., Engeland and Hisdal 2009) or the complementary use of hydrogeological information (e.g., Cervi et al. 2017) . In some studies, low flow characteristics are combined with classification approaches that allow for dividing broader areas into homogenous sub-regions, for which different relationships are valid (e.g., Laaha and Blöschl 2006a; Vezza et al. 2010 ). In few cases, seasonality effects are also accounted for, to distinguish between winter low flows and summer ones, the former being linked to phenomena of snow accumulation and melting (e.g., Schreiber and Demuth 1997; Laaha and Blöschl 2006b; Assani et al. 2011; Farahani and Khalili 2013; Jenicek et al. 2016) . Nevertheless, most of the reported regionalization attempts have been made in wet climates, with very few exceptions (e.g., Longobardi and Vallini 2008; Mehaiguene et al. 2012) .
It is well-known that a hydrograph can generally be decomposed into rising limbs, reflecting increases in discharge caused by precipitation events, and recession limbs, representing delayed flows due to multiple and complex regulation processes. Process-based approaches aim at representing the recession limb of hydrographs or its individual components, using probabilistic or deterministic simulation models. The exponential decay function is the simplest and most traditional conceptual modelling approach for hydrograph recession analysis (Hall 1968; Singh and Stall 1971; Tallaksen 1995; Gottschalk et al. 1997; Aksoy and Wittenberg 2011) . Its first use in hydrology is attributed to Maillet (1905) , while its mathematical background originates from Boussinesq (1903) , who formulated the idealized problem of outflow from a horizontal, unconfined aquifer discharging into a fully penetrating stream (Brutsaert and Nieber 1977; Eng and Milly 2007) . The working hypothesis behind the exponential decay function is the linear reservoir model that represents the recession limb of a hydrograph as the outflow hydrograph from a tank of infinite storage capacity, having no inflows, which implements the groundwater storage. The model is linear since outflow is expressed as a constant fraction of storage, thus resulting in an exponential decay function with a single parameter, i.e. the recession coefficient. In a more general context, a nonlinear relationship between storage and outflow is also considered (typically, of the power-type), which allows better representation of the low-flow regime of complex basins due to the use of two instead of one single parameter (for a comprehensive review of nonlinear recession analysis, please refer to Aksoy and Wittenberg 2011, as well as Akylas et al. 2015) . Recently, Fiorotto and Caroni (2013) proposed a stochastic framework to overcome the major shortcoming of the typical hydrograph recession analysis, which ignores the variability in the behavior of individual streamflow recession segments (Tallaksen 1995) .
As pointed out by Brandes et al. (2005) , process-based methods for estimating recession rates and the associated time scales have not received the same attention as the regionalization ones, despite of their importance in water resources management (for instance, recession scales indicate how rapidly a river reaches dry conditions). Despite of their simplicity, such approaches bear quite large subjectivity in their assumptions (e.g., master recession curves, matching strip, recursive filters, dependence on the starting point with variable initial catchment conditions, etc.), thus resulting in biased and uncertain estimations (Anderson and Burt 1980; Stoelzle et al. 2013) .
The prediction, for given starting conditions, of the evolution of future low flow component of a river hydrograph is a typical hydrological forecasting problem. In general, the existing literature approaches refer to short time horizons, which allows for updating the parameters of the forecasting scheme on the basis of new flow data. For instance, Štravs and Brilly (2007) have developed a machine learning method with seven-day lead time for Slovenian rivers, to be used on a day-to-day operational basis for low flow forecasting during rainless periods. Nicolle et al. (2014) also employed alternative models, already calibrated against observed data in a number of French rivers, considering short (7-day) and medium (30-day) lead times. In a more complex context, Demirel et al. (2013 Demirel et al. ( , 2015 took advantage of ensemble meteorological predictions (precipitation, potential evapotranspiration) within conceptual and datadriven models (i.e. artificial neural networks), to provide low flow forecasts for lead times from one up to 90 days; apparently, the success of this approach strongly depends on the uncertainty of seasonal meteorological predictions, which is generally very large.
Nevertheless, in an operational water management context, the time period ahead of a low flow forecasting study may include the entire forthcoming dry period, during which precipitation is expected to be low, or even negligible. Actually, most of the aforementioned forecasting schemes not only are built to represent the recession limb in the short run, but also require systematic flow measurements, thus being applicable only in well-monitored rivers. In this respect, our research objective is to provide a simple yet effective tool for low flow forecasting in the long run (up to six months), with minimal data requirements. In our approach, the low flow component is accounted as the "safe" yield of a river system, i.e. the amount of surface water that can be estimated with quite good accuracy. Simplicity is secured by using as background simulation model the exponential decay function, while data parsimony is ensured by accounting for flow information retrieved at the end of the first half of April, conventionally considered as the end of wet period. This convention is of major importance, since it allows getting timely decisions regarding the optimal allocation of water resources during the entire forthcoming dry period. A stochastic framework, comprising several novelties, has been developed to estimate the regional parameters of the model, on the basis of historical flow data. The proposed framework is tested in 25 Mediterranean rivers from five countries (Spain, France, Italy, Greece and Cyprus), exhibiting very satisfactory predictive capacity and robustness against the inherent uncertainty of the calibration procedure.
Modelling Framework

Overview and Assumptions
As already explained, our objective is providing a simple forecasting tool to estimate the flow recession during the dry period of each year, by accounting for easily observable hydrological conditions at the end of the antecedent wet period. As the emphasis is on the Mediterranean, for convenience we consider that the dry period has a maximum duration of six months (herein called reference time horizon), which extends from April 15th to October 15th; thus the model should be built upon the observed data for the period before April 15th. We emphasize that this convention is made because our approach is oriented to the long-term water management problem; in practice, it is not possible to determine a priori the beginning of the baseflow recession (Rupp and Selker 2006) .
In Mediterranean rivers and streams, the low flow component of the dry period hydrograph is mainly attributed to baseflow, which is only slightly influenced by occasional and generally small rainfall events during the dry season. Under such hydroclimatic conditions, a reliable prediction of the temporal evolution of baseflow is essential, since this can be regarded as the guaranteed flow during the dry period. We remind that common low flow forecasting schemes generally consider much shorter lead times, which apparently ensures more accurate predictions of the recession limbs from multiple (and apparently overlapping) flow regulation sources of both slow (baseflow) and fast (interflow) response.
In order to ensure parsimony and simplicity, we adopt the well-known linear reservoir approach, implying that the catchment (more precisely, the groundwater) storage, s(t), is linearly proportional to its outflow, q(t), i.e.:
where k is the so-called recession parameter; in fact, the quantity 1/k represents the mean residence time of the catchment. Under this assumption, for a given discharge at a starting time t = 0, the outflow is expressed by means of an exponential decay function, i.e.:
In our context, Eq. (2) is expressed in discrete form, considering a daily time interval; thus the model is written as:
where q ij is the average discharge of day i and year j, t i is the accumulated time up to day i, in day units, and q 0j and k j are the annually-varying initial discharge and recession rate, expressed in flow (m 3 s −1 ) and inverse time (d −1 ) units, respectively. For convenience, index i = 0 corresponds to the beginning of the dry period, i.e. April 15th, while Eq. (3) is valid up to the end of the dry period, i.e. October 15th, which corresponds to day index i = 184. Therefore, in order to employ (3) in forecasting mode we should simply set t i = i. Given that the Eq. (3) is to be used for forecasting purposes, at the beginning of the dry period (i.e. April 15th) of each year j it is essential to determine the initial discharge q 0j and the parameter k j . Preliminary investigations by Risva et al. (2017) indicated that for the initial discharge, the minimum of the observed daily flow values during the first two weeks of April is the best choice. Therefore, the remaining question involves the "prediction" of the annuallyvarying recession rate k j , based on the available hydrological information up to April 15th. The initial discharge q 0j is considered as predictor, which is evidently associated with the groundwater conditions at the end of the wet period controlling the generation of the dry period baseflow. The simplest dependence relationship is the linear one, thus:
where a (s m −3 d −1 ) and b (d −1 ) are site-specific parameters that are considered stationary, i.e. not depending on the annually-varying hydrological conditions of the catchment at the end of the wet period. Combining (3) and (4) we obtain the final expression of the forecasting scheme, i.e.:
The above formula uses a known initial condition at the beginning of each dry period, by means of initial discharge q 0j , and two time-invariant regional parameters, a and b. For the estimation of the latter for a specific catchment, we have developed a novel randomly selected multiple subsets calibration framework, wherein Eq. (3) is utilized for recession analysis of observed baseflow data sets across a number of dry periods. The stochastic configuration of the calibration procedure allows for evaluating the uncertainty of the recession model which is reflected on low flow forecasts; this originates from studies using relatively short historical samples (cf. discussion by Ouarda et al. 2008) . Key issues of the proposed framework are:
(a) The derivation of the baseflow data of each dry period, corresponding to year j (herein referred to as the adjusted low flow data), on the basis of observed daily hydrographs; (b) the formulation of a suitable performance measure for evaluating the fitting of the modelled to the observed low flows; (c) the implementation of the calibration procedure in a stochastic setting that allows for accounting for the uncertainty of model parameters against the period of observations.
The above issues are discussed in detail in next sections.
Derivation of Adjusted low Flows from Dry Period Data
For a given record of daily flows over the conventional reference period between April 15th and October 15th of a specific year j, with given starting flow q 0j , the estimation of the recession coefficient k j is far beyond a typical calibration problem. In fact, neither the beginning nor the duration of the dry period of each year can be specified a priori, since the dry-period hydrograph contains, apart from the slow response component (which is conventionally attributed to baseflow), both rising and recession limbs, as well as individual peaks that are due to rainfall events. As shown in the examples given in Fig. 1 , attempting to infer k j by fitting the exponential decay function (Eq. 3) to the full flow data set spanning over the entire reference period would result in unrealistic and strongly biased (overestimated) values of the recession coefficient. Therefore, before applying the calibration procedure, it is essential to extract the so-called adjusted low flows (i.e., values of the baseflow component) for each year j, and determine the actual start and end of the dry Fig. 1 Examples of fitting the exponential decay function (3) to the full daily hydrograph over the entire reference period on the left (dotted line on the right), contrasted to the final expression fitted to the adjusted flow data on the right (continuous line). The recession rate is higher when the function is fitted to the adjusted low flows period, the length of which is generally shorter than that of the reference period. In this vein, we employ a multi-step procedure, comprising four steps (see example in Fig. 2 ):
Step (a): The full hydrograph over the dry period generally exhibits both large-and smallscale fluctuations; the former are due to flood events, while the latter are often induced by random errors of the monitoring instruments (e.g., stage recorders) or turbidity effects, resulting to local minima that do not have physical meaning. In order to obtain a smoothened hydrograph, we employ the numerical filter introduced by Savitzky and Golay (1964) , as shown in Fig. 2a . This filter allows for increasing the signal-to-noise ratio without greatly distorting the signal. This is achieved by replacing the raw data values by new ones, which are computed from a moving polynomial fit to 2n + 1 neighbouring points, with n being at least equal to the order of the polynomial. When the points are equally spaced (which is the case here, since the time interval is constant, i.e. daily), we obtain an analytical expression, i.e. a symmetric moving average scheme, where the weights (convolution coefficients) of the smoothing procedure are constant. In our context, we employ a 7-point 3rd order polynomial.
Step (b): We define the beginning and end of the dry period of interest, and its last flow value, as shown in Fig. 2b . First, we seek for the last flow value being greater than q 0j and detect the corresponding date index, b j , which denotes the actual beginning of the dry period of year j. Under this assumption, by using q 0j as cut-off threshold, we ignore the part of the observed hydrograph from April 15th until day b j . Next, in order to determine the actual end of the dry period, symbolized e j , we calculate the average flows over 15-day intervals and their differences until October 15th.
Moving backwards in time, we examine whether the one-step flow trend changes from negative to positive, which marks the end of the dry period, e j . Since the number of data points removed from April 15th to the actual beginning of the dry period are b j , and the points removed from the actual end of the dry period up to October 15th (i = 184) are 184 -e j , the remaining flow values in the sample, and thus the actual duration of the dry period of year j, are n j = e j -b j + 1.
Step (c): We remove all flow values that lie above the line joining q 0j with q ej , which is given by:
where the denominator is the number of days between April 15th and the actual end of the dry period of year j. All flow values exceeding the theoretical threshold q ij are removed, since the exponential decay function (3), by definition lies below the line of Eq. (6). As shown in Fig.  2c , the remaining data set is generally discontinuous and contains fewer values than the initial sample of length n j , from which all important dry-period flood events have been removed.
Step (d): We further reduce the remaining flow peaks below the theoretical upper threshold (6), considering small-scale flood events of typical duration up to two days. In this context, we apply a cut-off procedure comprising the identification of the remaining local flow maxima over the dry period, which are next set equal to the value of the previous day. This procedure is repeated only once, to avoid removing a unreasonable number of flow points, thus getting an adjusted flow record containing too few data.
Performance Measure and Associated Benchmarks
In order to evaluate the predictive capacity of the forecasting model against the observed low flows (more accurately, the adjusted flow data), we employ a modified expression of the NashSutcliffe efficiency (NSE), using as benchmark a typical low flow pattern over the dry period, commonly referred to as the master recession curve, instead of an average low flow value. Well-known shortcomings of NSE for hydrological model evaluations have been extensively discussed in the literature (Schaefli and Gupta 2007; Gupta et al. 2009 ), including the case of models for low flow simulations (e.g., Pushpalatha et al. 2012; Nicolle et al. 2014) . We remind that NSE compares the mean square error of the modelled flow against the observed data to the variance of the observed data, thus comparing the predictions of the actual model to the predictions provided by the observed mean value; under this premise, a positive efficiency indicates that the model is a better predictor than the observed mean. However, the mean value as the benchmark predictor in the context of low flow evaluations is far from being representative, since the river regime during the dry period exhibits an evident non-stationary behaviour due to the systematic decrease of runoff.
Within calibrations, we initially considered as benchmarks the daily average streamflow curve, as advocated by Garrick et al. (1978) and Martinec and Rango (1989) , as well as the daily median streamflow curve, which is generally a better estimator than the mean, because the dry period flows are highly skewed. However, due to noise effects, these two benchmarks (particularly that with the mean) exhibit random fluctuations, which are not desirable (see example in Fig. 3) . The reason for that is that the benchmark should normally reflect baseflow and be uninfluenced from extremes in the dataset. To remove fluctuations, we tested three alternative exponential functions, i.e. master recession curves, which were fitted to the daily means and medians, as well as the lower envelope of medians (see example in Fig. 3 ). The latter, symbolized m i , is considered the most representative for the average dry period baseflow, and thus it was finally selected as benchmark within calibrations.
Based on the above assumptions and preliminary results by Risva et al. (2017) , the modified NSE function for N dry period intervals is given by:
Fig . 3 Example of alternative master recession curves used as benchmark functions, extracted from the observed dry period flow data for Achelous River, Greece where j is the dry period index; b j and e j are the beginning and end day of dry period j; q 0 ij are the adjusted flow values across the dry period j; q 0j is the starting flow (i.e. the lower flow value between April 1st and April 15th of year j); k j is the (unknown) recession parameter of period j; t i is a day index (integer); and m i is the benchmark flow value of day i, estimated on the basis of the master recession curve for the specific catchment.
We remark that by adopting the classical NSE metric, in the denominator of (7) we would apply a constant benchmark value m, equal to the average of all adjusted flow values, q 0 ij . Obviously, such benchmark would be a highly inaccurate predictor of the low flow dynamics; its use would therefore provide unrealistically high performance scores, thus making it difficult to evaluate the actual predictive capacity of our modelling framework.
Randomly Selected Multiple Subsets Calibration Framework
The calibration problem has been formulated for estimating the "annually varying" (i.e., with a different value for each year) recession coefficients k j , in two ways: first by maximizing the criterion of (7) for each specific dry period j separately, and, second, by maximizing this criterion for all dry periods collectively, which allows for obtaining the "overyear" (basinspecific) parameters a and b. Evidently, this is essential for running the model for future conditions, i.e. in forecast mode, using as sole information the initial flow q 0j .
In the second case, for the parameter estimation procedure and its validation, we employed a stochastic approach, to account for the uncertainties induced due to the use of relatively small samples. It is well-known that a shortcoming of the classical calibration-validation paradigm, referred to as split-sample test (Klemeš 1986) , is the dependency of the model performance and the optimized parameters on the length and time window of the used data sample (Gharari et al. 2013) . To account for the associated uncertainties, we repeated the calibration-validation procedure 1000 times. At each trial, we randomly split the whole data set into calibration and validation sub-sets (not necessarily with contiguous time intervals), containing 80 and 20% of dry period intervals respectively. Using this approach, also regarded as heuristic multiobjective calibration (Efstratiadis and Koutsoyiannis 2010), we obtained 1000 sets of parameter values and the associated performance metrics in calibration and validation (see section 4.2).
Study Areas
We have collected daily flow data from 25 Mediterranean catchments from Spain (7), France (9), Cyprus (5), Italy (3) and Greece (1), which were mainly obtained from online databases. For these catchments, key properties and summary hydrological statistics, in the form of flow quantiles, are given in Tables 1 and 2 , respectively. As shown, the study areas cover a wide range of hydrological characteristics, in terms of basin area, mean ground elevation and runoff production, including some small catchments with intermittent flow regime. The station sites are illustrated on the map of Fig. 4 . For convenience, all flow time series were converted into equivalent water depths (mm d −1 ), to allow direct comparisons across basins of different size. In this context, the initial discharge, q 0 , and parameter a in eq. (4) will hereafter be referred to mm d −1 and mm −1 , respectively. The largest basin is Ebro, Spain, upstream of Castejon station, which extends over an area of more than 25,000 km 2 . On the other hand, the smallest catchment is Salso (tributary of Imera Meridionale), Sicily, upstream of Petralia station, the area of which is only 28 km 2 . The range of mean ground elevations is also large, from headwater mountainous catchments to low elevation coastal ones. Regarding the runoff production, we investigate from very wet basins, such as Achelous, Greece, with a mean daily runoff of 2.61 mm d −1 (more than 950 mm y −1 ), to very dry ones, such as Albaida (Spain) and Stavros tis Psokas (Cyprus), which produce only 0.21 mm d −1 , on average (75 mm y −1 ).
Results and Discussion
Assessment and Interpretation of Annually Varying Recession Rates
For each catchment, we initially calculated the median value of the reference time horizon (April 15th to October 15th), on the basis of which we extracted the master recession curve, to be used next as benchmark low flow data within calibrations. We also estimated the average dry period duration and its median flow, which are characteristic indices of the hydrological behaviour of the studied catchments during the low flow period (Table 3) . We remark that in some catchments with intermittent flow, the length of the low flow period is lower than expected (e.g. 115 days, in the catchment called Stavros tis Psokas, Cyprus) because conventionally, the end of the dry period is marked by the point of inflection of the master recession curve. Therefore, even a minor flood flow is assumed as indicator of the beginning of the next wet period.
Next, for each year j, we estimated the initial discharge, q 0j , i.e., the minimum daily flow between 1st and 15th April, and solved a one-dimensional optimization problem to infer, Table 1 through calibration, the recession rate, k j , of the corresponding dry period, using as performance measure the adjusted low flow data and the MNSE metric of Eq. (7). As shown in Table 4 , in all basins, the fitting of the linear reservoir approach by Eq. (3) is very good, with few exceptions that are related to peculiar hydrological conditions during specific periods (e.g., too late start of the dry period j, thus making q 0j unsuitable for low flow predictions).
The key statistics of the two variables of interest, i.e. k j and q 0j , as well as their Pearson correlation coefficient are summarized in Table 3 . All the aforementioned quantities exhibit significant variability across catchments. It is noteworthy to mention that in some basins k j and q 0j are strongly correlated (e.g., 0.87 in Achelous), thus indicating that the variation of the recession rate is well explained by the variation of q 0j , representing the basin state at the end of the wet period. However, in other areas the correlation is very low (even negative), which means that the low flow dynamics does not depend on the catchment conditions at the conventional end of the wet period, i.e. early April.
In order to further explain the spatial variability of the recession coefficient, we also calculated its correlation with the typical flow statistics of Table 2 and some other indices. In Fig. 5 , we provide scatter plots of the median value of k j (next symbolized k) against four indices, i.e. Q dry /Q 50 , Q dry /Q 0 , Q dry /Q 25 and Q 50 /Q 25 , where Q dry is the median flow value across all dry periods (Table 3 ). The highest correlation (apparently negative) is between k and Q dry /Q 25 , which shows that the recession coefficient is associated with the "distance" of these two runoff characteristics. Another characteristic associated with the median recession rate, k, is the catchment area, A. As shown in Fig. 6 , k is well correlated with A -1/2 . Actually, the increase of k with the decrease of the basin area is consistent with the theoretical background of the linear recession model, which is the Boussinesq equation (Eng and Milly 2007) . It is interesting to remark that in the scatter plot of Fig.  6 , two clearly different clusters of catchments are recognized. However, we did not find any interpretation of this classification on the basis of hydrological indices or any other information extracted from our data set. An evident hypothesis is that the two clusters contain catchments with common geological characteristics, by means of porosity and hydraulic conductivity, as anticipated by the Boussinesq theory. We remark that several studies (e.g., Zecharias and Brutsaert 1988; Peña-Arancibia et al. 2010; Li et al. 2018) found that the baseflow recession coefficient is associated with climatic and geomorphological properties (e.g., terrain slope, river network density); however, such information was not available in our case.
Estimation of Basin-Specific Parameters a and b
As indicated by the above analysis, at least in some of the test catchments, the recession rate exhibits quite significant linear correlation with the initial flow; thus the local value of k j can be approximated as function of q 0j (Eq. 4). We can therefore accept Eq. (5), assuming that the baseflow recession of each dry period is estimated as function of the initial flow q 0j , representing the hydrological conditions at the end of the wet period, and the two regional (i.e., basin-specific) parameters, a and b. For the estimation of parameters a and b for each of the 25 catchments we followed the stochastic calibration framework of section 2.4, resulting in a sample of 1000 optimized parameters and the associated performance metrics in calibration and validation. In Table 4 we display the key results of the analyses, by means of average values of the aforementioned parameters. As illustrated by the MNSE metric, the calibration is very satisfactory in most of the basins, ranging from 0.374 (Aragon) to 0.890 (Stavros Psokas), while in 21 out of the 25 catchments, the MNSE in calibration exceeds 0.50. The predictive capacity of the model is quantified by the validation MNSE score, which, in most basins, is slightly lower than the score in calibration, as expected. Only in one case, i.e. in Orbieu river, the model exhibits unsatisfactory performance, as indicated by the negative MNSE in validation. However, we remind that this metric is very conservative, and if we use the typical NSE (i.e. by considering the average flow across all dry periods as benchmark model), the corresponding validation In Fig. 7 we show the box plots for parameters a and b, on the basis of 1000 optimized values. In most catchments, their variability is generally low, which is a strong evidence of the robustness of the proposed modelling framework. Therefore, the model predictive capacity is not severely influenced by the specific calibration sample. Yet, some basins (e.g. Orbieu) exhibit quite large parameter variability, which is reflected on occasional failure of the forecasting model to reproduce the low flow behaviour during specific dry periods.
The operational version of the forecasting model of each test basin is constructed by considering the average values of a and b, which are given in Table 4 . Characteristic examples of model fitting for 8 out of 25 basins, and specific dry periods, are given in Fig. 8 .
Conclusions
In Mediterranean catchments (and areas with similar hydroclimatic conditions all over the globe), the dry period is of long duration (up to six months) and is dominated by low flows, as the major, and relatively well predictable, part of the available water resources. Evidently, the earlier and more accurate the prediction of low flow is (over the forthcoming dry period), the more assistance is provided to water resources planners and managers.
Most literature approaches for low flow prediction are valid for wet climates and short forecasting horizons (e.g. a few days), since the dry-period flow regime in such climates is significantly affected by flood events. As a result, in these conditions, extending forecasting horizons up to six month or so would require using ensemble meteorological predictions, which are still highly uncertain and their operational applicability is questionable.
In contrast to the existing approaches, we have developed a simple and parsimonious methodology for predicting low flows up to six months ahead, which was validated on the basis of daily flow data retrieved from 25 Mediterranean rivers, with substantially different characteristics. The proposed method uses the traditional linear reservoir concept under two Fig. 6 Scatter plots of median recession rate against the inverse square root area of the examined catchments main assumptions: assigning as starting flow, q 0 , the minimum flow value during the first two weeks of April, and expressing the annually-varying recession rate k as a function of q 0 (Eq. (4)). This empirical relationship comprises two site-specific parameters, a and b, for the estimation of which we have developed a stochastic methodological framework comprising three major novelties.
The first novelty involves the extraction of the so-called "adjusted flows" during each dry period, by employing consequent filtering and data removal procedures to the original time series. The objective is to determine the actual beginning and end of the dry period, and remove flood peaks and high flow pulses that are due to rainfall events, which provides a flow record that is representative of the low flow dynamics of each specific period.
The second novelty refers to the development of a new metric for the evaluation of the predictive capacity of low-flow models, called modified Nash-Sutcliffe efficiency (Eq. 7). Its necessity rises from the fact that the typical efficiency metric is too favourable, since it uses as benchmark model the average value of the observed data, which is far from being representative and may provide a misleading picture of model fitting. Instead of this naïve benchmark, we employ a master recession curve constructed by passing a lower envelope curve to the median flow values across the dry period.
The third novelty is a stochastic configuration of the classical split-sample test (i.e., the inference of the unknown model parameters through optimization during a calibration period, and its evaluation against an independent data set in validation), which is the working paradigm in hydrological model calibrations. The proposed procedure, termed Randomly Selected Multiple Subset (RSMS) calibration, retains the key concepts of calibration and validation, yet the distinction of the two periods is not strict. In contrast, a large number of calibration-validation tests are employed, by randomly changing the corresponding data sets. The outcome of the RSMS approach is a large number of alternative optimal parameter sets and related performance metric values, which also allows for evaluating the parameter uncertainty. We remark that the new procedure can be of general use, although here this is exclusively applied for the extraction of the forecasting model parameters, a and b.
Extended low flow analyses across the 25 Mediterranean rivers proved that the linear reservoir approach, with recession parameters that are fitted to the adjusted low flow data of each dry period, ensures very good model performance. As expected, the variability of the recession rate across dry periods is significant, and in several cases it proved to be associated with the hydrological conditions at the end of the antecedent wet period. The median of the recession coefficients is also significantly varying across catchments, and this variability is well explained by typical hydrological indices, particularly the ratios Q dry /Q 25 and Q 50 /Q 25 , where Q dry is the median flow value across all dry periods and Q 25 is the 25% percentile of daily flow data.
An interesting outcome is that the median recession coefficient is inversely proportional to the square root of the catchment area. This is consistent with the Boussinesq equation, which is the theoretical basis of the linear recession model. With regard to this relationship two distinct clusters of catchments were clearly recognized; however, more information is required in order to explain this behaviour.
Finally, by employing the RSMS calibration procedure, we extracted the parameters of the low flow forecasting model, as well as the associated performance metrics, and evaluated their uncertainty using randomly selected calibration-validation samples. Overall, the results are very encouraging, thus making it possible to employ the average parameter values within Eq. (5) for estimating the evolution of the baseflow component during each dry period, using, as sole input, the observed flow data at the end of the preceding wet period. Actually, provided that the basin-specific parameters are known, a few flow measurements (or even a single measurement) at mid-April may be sufficient, which makes the proposed tool very attractive for areas with limited sources of hydrometric observations.
