In this note a recent result of Miller and Schiffer [3, §3] will be extended to show how a fundamental matrix solution for the differential equations of a system of two point boundary value problems, written in matrix form as
can be represented in terms of the Green's matrix of the system, or in terms of a special generalized Green's matrix in case the system (1) is compatible. For the system (1), ^4(x) is an nXn matrix of complex-valued continuous functions of the real variable x on the finite interval a^x^b, M and N are nXn complex constant matrices such that the rank of the nX2n matrix \\M N\\ is n, while the vector y will be treated as an n X1 matrix.
1. In this section we shall assume that the system (1) is incompatible. Then a unique Green's matrix exists and is given by (Bliss
, and I is the nXn identity matrix. where it is understood that G(a, a)=G(a+, a) = lim3;<0+G(x, a) and Gib, 6)=G(6~, b) =limai^6-G(x, b). Moreover, n of these columns are linearly independent as one readily verifies directly from (2) that G(x, a)Y{a) -G(x, 6)7(6) = 7(x).
The final result on the selection of the n linearly independent columns then follows from the fact that s[\\Gix, a) G(x, 6)||] = \\M -N\\, which results from the well-known properties of the Green's matrix MGia, t)+NG(b, 0=0, G(t+, t)-G(t~, t)=I on a<t<b.
2. On the other hand, if the system (1) is compatible of index r, 0<r^n, Reid [4, §3] has shown that principal generalized Green's matrices exist for this system. The first systematic study of generalized Green's functions was given by Elliott [2] . Of the family of principal generalized Green's matrices, one may be specialized by choosing particular matrices ^(x) and 0(x) in the definitions (27) and on page 454 of [4] so that each of the matrices (28) and (39) of [4] is the identity matrix. In view of the simplification induced by such a choice of ^(x) and G(x) made below, the associated principal generalized Green's matrix may be termed the Green's matrix for the compatible system (1) . In this section we shall show how a fundamental matrix solution for »£[y]=0
can be represented in terms of this unique Green's matrix for the compatible system (1). The notation of Reid [4] will be employed.
, where the first r columns are r linearly independent vector solutions of the system (1). As Z(x) = 7_1(x) will then be a fundamental matrix solution of the adjoint differential equations (4) of [4] , let T be an nXn nonsingular constant matrix such that the first r rows of TZ(x) will also satisfy the adjoint boundary conditions (5) of [4] . Thus we may choose rZ(x) as Now, if G(x, t) is the given Green's matrix for the compatible system (1) with the above choice of SI'(x) and 0(x), it follows from relation (40) and Theorem 5 of [4] that K(x, t) = (d/dt)G(x, t) +G(x, t)A(t) on a^t<x, x<t^b is equal to [l/(b-a)]TY(x)Z(t). In particular, the maximum number of linearly independent columns of K(x, a) on a^x^b may be chosen as a suitable maximal set of r linearly independent vector solutions of the compatible system (1). It is to be noted that when K(x, t) =Q, G(x, t) is an ordinary Green's matrix.
In addition, from Theorem 2 of [4] and relation (3) 
00
Consequently, 
