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Introduction
The tetrahedron equation [1, 2] is a three-dimensional (3d) extension of the Yang-Baxter (triangle) equation [3] . It is expressed as an equality between quartic products of R matrices and/or L operators, and serves as a sufficient condition for the layer to layer transfer matrices in the associated 3d lattice models to commute with each other. In general, these R matrices and L operators act on tensor product of three vector spaces reflecting the three independent directions in the 3d lattice.
Tetrahedron equations possess two notable features. First, they remain valid under n-fold composition of the L operators in one of the directions for arbitrary n. Namely they straightforwardly generalize to the n-layer situation, which is analogous to the (rather trivial) fact that a single Yang-Baxter equation implies the commutativity of row transfer matrices for arbitrary row lengths in two-dimension (2d). Second, if one of the three spaces is traced out or evaluated away appropriately, the tetrahedron equation reduces to the Yang-Baxter equation among the resulting objects. We refer to the space so masked as the "(third) hidden direction". In fact, it appears as a space of internal degrees of freedom attached to each lattice site from the resulting 2d world point of view.
Combining the above two features leads to the following fact: a solution of the tetrahedron equation generates an infinite series of solutions of the Yang-Baxter equation. This phenomenon is known as dimension-rank transmutation. It has been implemented earlier for a certain 3d L operator by taking the trace which corresponds to the periodic boundary condition in the hidden direction [4, 5, 6] . The resulting solutions of the Yang-Baxter equation have been identified with the quantum R matrices for a class of finite dimensional representations of U q ( sl n ).
In this paper we introduce another type of boundary conditions in the hidden direction and study the resulting solutions of the Yang-Baxter equation. We start from the solution of the tetrahedron equation consisting of q-oscillator 3d R matrix and fermionic 3d L operators, which are the same as [4] . We construct special boundary states in a bosonic Fock space (the hidden direction) and show that they are eigenvectors of the 3d R-matrix, which is the key to make our reduction scheme work. By evaluating the L operators with respect to these boundary states, we derive three series of solutions of the Yang-Baxter equation. Our main result is that they produce the quantum R matrices for the spin representations of U q (B and U q (D (2) n+1 ) depending on the 3d boundary conditions. In particular we observe a curious correspondence between the Dynkin diagrams of these algebras and the boundary states in the Fock space (Remark 7.2), giving a new insight into the quantum group symmetry of the 3d integrable models.
The layout of the paper is as follows. In Section 2, we explain general schemes to obtain series of solutions to the Yang-Baxter equation from a solution of the tetrahedron equation. Section 3 presents a concrete example of 3d R matrix and 3d L operator in terms of an oscillator algebra and its Fock representation. Section 4 describes the special vectors in the Fock space which serve as 3d boundary conditions. We prove the key property that they are eigenvectors of the 3d R matrix in Proposition 4.1. In Section 5, we derive solutions R(x) of the YangBaxter equation from the 3d L operator via the reduction using the special vectors. Elements of R(x) are expressed in an matrix product ansatz form. Section 6 collects formulas for the spin representations of
n ) [7] and U q (D (2) n+1 ) and the associated quantum R matrices R(x) which are necessary for the proof of our main theorem. Although U q (D (2) n+1 ) case is just a slight variation of U q (B (1) n ), it seems to have been treated nowhere in the literature so far. In Section 7, we present an expository proof of our main result R(x) = R(x) (Theorem 7.1). Depending on the choices of the special vectors (3d boundary conditions), the algebras
n+1 ) are covered. It suggests a certain correspondence between the boundary conditions and relevant Dynkin diagrams (Remark 7.2). Our strategy of the proof is to establish that R(x) satisfies the standard characterization [8] of the quantum R matrix R(x) [8, 9] , and does not rely on explicit formulas of the matrix elements.
Tetrahedron equation and Yang-Baxter equation: General scheme
In this section, we explain a general scheme to generate a series of solutions to the YangBaxter equation from a solution of the tetrahedron equation.
Let R 1,2,3 be a linear operator acting on the tensor product of three vector spaces:
Here the space F (and V coming soon as well) can be either finite or infinite dimensional for our general discussion in this section. We call R 1,2,3 (3d) R matrix. The indices in R 1,2,3 are just the reminder of the three copies of F which are labeled and exhibited when preferable as
Consider another vector space V and let L 1,a,b be an operator acting on the tensor product
where again the indices are just labels (not parameters) of the spaces as
It is an equation in End(
The operators act as identities on the spaces whose labels are not included in their indices. The L operators L 1,a,b , L 2,a,c and L 3,b,c are identical except that they act nontrivially on different sets of tensor components. The relation (2.4) can be depicted as Figure 1 .
We regard this as a one-layer relation. It is straightforward to generalize it to the n-layer case for any positive integer n. To do so we introduce the n-fold tensor product V = V ⊗n and also attach the labels a = (a 1 , . . . , a n ) for distinction to these spaces as
(2.5) 
Define L 2,a,c and L 3,b,c similarly. They act on
V nontrivially on the components specified by their indices. Then the elementary tetrahedron equation (2.4) is lifted up directly to the n-layer version:
In fact, one can carry R 1,2,3 through the L operators by repeated use of (2. Now we explain the prescriptions to reduce the tetrahedron equation (2.7) to the YangBaxter equation. The idea is to perform certain evaluations for End(F ⊗ F ⊗ F ) part regarding it as "internal degrees of freedom" or a "hidden direction" perpendicular to the "vertices" corresponding to the other part End(V ⊗ V ⊗ V ). The traditional way to do it is to take the trace [4] . Assuming that R 1,2,3 is invertible, (2.7) leads to the Yang-Baxter equation
for the R matrix defined by
where F here is actually the first copy 1 There is a room to include a spectral parameter by inserting a "diagonal field" in taking the trace. See [4] for detail.
result along this line, we refer to [4] , which has reproduced a class of quantum R matrices for U q ( sl n ). In this paper we consider a new scenario. Namely, suppose there are vectors
where x, y are extra (spectral) parameters, such that
The index s is a label of (possibly more than one) such vectors. Suppose also similar vectors exist in the dual space: 
which forms a series corresponding to the choices n = 1, 2, . . .. The R matrices here are obtained from the L operator by the dual pairing of
15) Note the extra option regarding the choices of s and t. In fact, our main Theorem 7.1 will utilize this degree of freedom to cover the three affine Lie algebras B (1) n , D (1) n and D (2) n+1 in a unified scheme. Exhibiting the dependence on s, t (and suppressing the trivial reference to the labels a, b of the tensor components), we will write the R matrix also as R s,t (x) ∈ End(V ⊗ V ). One may view the bra and ket vectors in (2.15) as specifying the special boundary condition along the hidden direction as in Figure 5 . See also Remark 7.2.
There is another version of the R matrix 16) in terms of which the Yang-Baxter equation takes another familiar form:
2 In general, |χt(x ′ , y ′ ) can be used from the right. However, in our examples treated later, such a freedom is absorbed elsewhere and becomes equivalent to |χt(1, 1) . 3 We regard End(
We will use the both versions R s,t (x) andŘ s,t (x) for convenience. The rest of the paper is devoted to a concrete realization of the above scheme with the following choice:
C|m (bosonic Fock space). (2.18)
Oscillators and the tetrahedron equation
Let us present an example of the R matrix and L operators satisfying the tetrahedron equation (2.4). Let A be the associative algebra (called oscillator algebra) generated by a + , a − , k with the relations
Here p is an indeterminate. We use the representation on the bosonic Fock space F = m∈Z ≥0
C|m as follows:
The vector |0 is the total vacuum.
where a ± , k are regarded as representations (3.2). The row index (α ′ , β ′ ) and the column index (α, β) are arranged in the order (0, 0), (1, 0), (0, 1), (1, 1) form top to bottom and left to right, respectively. The 0 and 1 label the base vectors of V corresponding to the fermionic states. In this interpretation, the relations (3.1) are in fact free-fermion conditions for L [3, 10] . The L operator (3.3) is traditionally written also as L [A] .
Let A i be the copy of A with generators a
acting nontrivially on the slots specified by their indices.
Theorem 3.1. There is a unique (up to a constant multiple) invertible operator
Proof. A proof of this theorem can be found in [4, 11] . The matrix equation (3.5) can be solved straightforwardly in the form
(3.6) 4 We omit a formula for R (k 2 ) 2 R −1 as it will not be used in this paper. See [4] .
One can easily check that (3.6) defines the automorphism of A ⊗3 . In addition, the Fock space representation is irreducible. Therefore, R exists and is unique up to a constant multiple.
The relation (3.5 ) is equivalent to quantum Korepanov equation, it can be also seen as the tetrahedral Zamolodchikov algebra/local Yang-Baxter equation for the adjoint action of R. See the long story of [12, 13, 14, 15, 4, 11] for details. We fix the normalization of R by
The relation (3.5) evidently possesses the tetrahedral structure (2.4) by the identification
One can verify as well, the adjoint action (3.6) of R coincides with the inverse adjoint action, therefore
(3.9) An explicit formula for the matrix elements of R is included in Appendix A. Although, we will only need the relations (3.6) and (3.9) later in this paper.
Special vectors in Fock space
Let us give two vectors |χ 1 (x, y) and |χ 2 (x, y) in the Fock space F ⊗ F ⊗ F (and their duals) having the properties (2.11) and (2.13), which are the key to our construction. First we introduce the following vectors in F and F * :
where (x; p) j = j i=1 (1 − xp i−1 ) as usual. These vectors were introduced in [16] without a proof of their properties. It is straightforward to show
By eliminating k in (4.3) and (4.4), we also have
Conversely any one of the three equations in (4.3) and (4.6) serve as characterization of |χ 1 (x) up to an overall normalization. Similarly the first equation in (4.5) fixes |χ 2 (x) up to an overall scalar. With regard to the dual vectors, the situation is parallel. Now the vectors |χ s (x, y) (s = 1, 2) and their duals are defined by
Thus by setting (u 1 , u 2 , u 3 ) = (x, xy, y), the vector |χ 1 (x, y) is characterized by
for each i = 1, 2, 3, and so is |χ 2 (x, y) by
in addition to the normalization |χ s (x, y) = |0 ⊗ |0 ⊗ |0 + non-vacuum terms. Similar characterization holds also for χ s (x, y)|. In what follows we denote R 1,2,3 simply by R. 
Proof. We shall only treat the first relation. The second one is similarly derived. It is easy to see that R|χ s (x, y) satisfies the same normalization condition as |χ s (x, y) mentioned after (4.12).
• Proof of R|χ 2 (x, y) = |χ 2 (x, y) . It then suffices to check that R|χ 2 (x, y) also fulfills (4.12). The i = 1 case is shown by multiplying the invertible element R k 2 as
The cases i = 2, 3 in (4.12) can be checked in the same manner.
• Proof of R|χ 1 (x, y) = |χ 1 (x, y) . First we show (4.11) i=2 , i.e., (xy)
By multiplying R and applying (3.6), the LHS becomes 
. This indeed vanishes due to (4.9). It follows that another characterizing property (4.9) i=2 , i.e., xya
R|χ 1 (x, y) = 0 also holds. Multiplying it with R and using (3.6) again, we get xy(a
by (4.9), this is rewritten as
(4.14)
Now we can derive the remaining relations (4.9) i=1,3 for R|χ 1 (x, y) . For example in the i = 1 case, multiplication of R k 2 and application of (3.6) amount to showing
Rewriting a ± i in terms of k i by (4.9) and (4.10), one finds the resulting vector is proportional to the LHS of (4.14) hence zero. The equality (4.9) i=3 can be confirmed in the same way.
2d reduction of 3d L operator
We are ready to construct R matrices satisfying the Yang-Baxter equation following the prescription (2.15). Note that the algebra A is naturally decomposed into the direct sum
where A ε1,ε2 is the joint eigenspace of the involutive automorphism σ 1 , σ 2 of A: 
where O 22 = 0 for O ∈ A −± . The denominators are simple factors as
The linear forms are evaluated explicitly by means of the standard formulas in q-analysis [17] like the q-binomial expansion and
The results are summarized in Proposition 5.1. For j, m ∈ Z ≥0 , the following formulas are valid:
(5.10)
These formulas are useful for checks. However, our proof of the main Theorem 7.1 does not rely on them. We take V according to (2.18) and describe its decomposition by introducing the base vectors as
Let x be an indeterminate (spectral parameter). The prescription (2.15) in which the n-layer L operator (2.6) is built from the basic one in (3.3) leads to the following map R s,t (x) : V ⊗ V → V ⊗ V for (s, t) = (1, 1), (2, 1) and (2, 2):
where α = (α 1 , . . . , α n ), β = (β 1 , . . . , β n ), etc. See Figure 6 .
in (5.14).
We remark that the construction (5.14) takes a matrix product ansatz form for a spin chain whose local states range over V ⊗V . The matrix element (5.14) depends on x through χ s (x)| in the definitions (5.4) and (5.5). It is a rational function of p 1 2 and x which is normalized to be 1 for (α ′ , β ′ ) = (α, β) with α = β. For (s, t) = (2, 2), it also equals 1 when (α ′ , β ′ ) = (α, β) with α − β = (0, . . . , 0, ±1) for which the corresponding product of L's in the bracket is −ik ∈ A +− .
By the construction the decomposition
As explained in Section 2, the R matrix R(x) = R s,t (x) satisfies the Yang-Baxter equation (2.14). Another versionŘ s,t (x) in (2.16) is described as (5.13) by replacing v α ′ ⊗ v β ′ with v β ′ ⊗ v α ′ in the RHS. 
Quantum R matrices for spin representations
Consider the quantum affine Kac-Moody algebras U q (B (1)
n ) without the derivation operator [18, 8] . The Dynkin diagrams of B (1) n , D (1) n and D (2) n+1 [19] are given in Figure 7 .
Let {X 
n ) [7] and U q (D (2) n+1 ). Let us present the concrete formulas for them. We realize V (5.11) as in (2.18). Thus we set V = V ⊗n with V = Cv 0 ⊕ Cv 1 and identify the base v α with α = (α 1 , . . . , α n ) ∈ {0, 1} n with the tensor product as
Introduce the 2 by 2 matrices X + , X − and H acting on V as
Then the action of the classical part is given as follows [7] :
which is common to all the algebras B
(1)
n+1 and D
n . On the other hand, i = n case reads
n and D
n+1 , (6.4)
For the algebras B
n , the 0-action is given by X
6)
For D (2) n+1 , it takes the form
8)
In any case X − i is given by the transpose t (X + i ). We note that the base vector v α of V (5.11) in this paper is identified with e µ in [7] as v 0,0,1 = e 1 2 ,
etc.
The quantum R matrix for the spin representation is a linear map R(x) : V ⊗ V → V ⊗ V for B (1) n and D (2) n+1 . Similarly, it is the linear map R(x) :
n for each pair of ε, ε ′ ∈ {+, −}. The compositioň
is also called R matrix. (We use the both in the sequel.) Up to an overall scalar, it is characterized by [8] [ 12) where the coproduct is specified as
The quantum R matrixŘ(x) satisfies the same Yang-Baxter equation (2.17) asŘ(x).
Remark 6.1. OurŘ(x) is denoted by R(x −1 ) in [7] , which can be seen by comparing (6.12) here and [7, eq. (5.3)]. It is equal toŘ(x −1 ) in the notation of [8] .
As mentioned before, there are four kinds of R matrices R(x) :
n . We gather them into a single one (2 2n by 2 2n matrix) that acts on V ⊗ V via (5.12), where the components other than V ε ⊗ V ε ′ → V ε ⊗ V ε ′ are to be understood as 0.
We fix the normalization of R(x) by specifying a particular matrix element as n ), (6.14) where α, β ∈ {0, 1} are arbitrary. The resulting quantum R matrices will be denoted by
The ones obtained by them from (6.10) are similarly written aš
They are rational functions of q and x, and admits the spectral
where Λ j is the fundamental weight attached to the vertex j in the Dynkin diagram (Figure 7) , and V (λ) denotes the irreducible U q (B n )-module with highest weight λ. (In this notation, the spin representation V on the LHS is V (Λ n ). ) The operator P (n) j in the spectral decomposition is the orthnormal projector from V ⊗ V to V ((1+δ j0 )Λ n−j ) where we set Λ 0 = 0. For B (1) n , P (n) j is described in [7, Prop.5.1] , which is actually the same also for D (2) n+1 since the two affine Lie algebras share the common classical part B n . See Figure 7 . Projectors for D (1) n are also associated with similar irreducible decompositions of the U q (D n )-modules V ε ⊗ V ε ′ . See [7] for the detail.
The eigenvalues for B (1) n and D (1) n are given by ρ
j (x) is the one given in [7, p480, p482 ] with j 0 = 0 for B (1) n and j 0 = (1 − (−1) j )/2 for D
n . The eigenvalues for D (2) n+1 seem nowhere available in the literature. Although they are not necessary for the proof of our main Theorem 7.1, we present them for reader's convenience. They are certainly vital for checks.
We note that there are useful recursion formulas for the R matrices with respect to the rank n. The one that matches our convention for B (1) n is obtained by setting x → x −1 in [7, Appendix] and for D (1) n by setting in q → q 2 in [20, sec. 2.5]. See also [21] for q = 1 case.
Main theorem
To relate R(x) obtained from the 3d L operators (Section 5) and R(x) originating in the quantum affine algebras (Section 6), we adjust the parameter p in the oscillator algebra A and q in the quantum group U q by
Now we state the main result of the paper.
Theorem 7.1. With the identification (7.1), the following equalities are valid:
2)
Comparison of these results with Figure 7 suggests the following correspondence between the boundary states χ s (x)|, |χ t (1) in (2.15) and the end shape of the Dynkin diagrams:
In view of this, we expect that the similarly constructible R 1,2 (x) yields the quantum R matrix for U q (B
n ) corresponding to the realization of B
n as an affinization of its another classical subalgebra D n . We remark further that the periodic boundary condition along the F -direction in [4] corresponds to the cyclic Dynkin diagram of the relevant algebra A (1) n in an analogous way to the above pictures.
Proof. In view of the normalizations, it suffices to show thatŘ s,t (x) (2.16) satisfies the characterization (6.11) and (6.12). For g = H i (1 ≤ i ≤ n), eq. (6.11) is checked easily. Thus our first task is to show (6.11) for g = X + i . The case g = X − i is similar and left as an exercise for the readers.
• Proof of (6.11) for g = X + i with 1 ≤ i < n. This case is most generic and relevant to all the algebras B 
Our proof closes within the algebra A and is independent of its representation. It neither concerns the choice of bra and ket vectors in (5.4) and (5.5). Therefore it applies to all of B
n , D
n . To illustrate the idea, we consider the matrix element ofŘ s,t (x)(q Hi ⊗X
where the parts denoted by · · · are unchanged. See (6.3) . Concretely this represents the following vector in V ⊗ V :
See (6.2). After further applyingŘ s,t (x) to this, the coefficient of v β ′ ⊗ v α ′ in the resulting vector is 0 unless (α ′ j , β ′ j ) = (α j , β j ) for all j = i, i + 1. If this condition is met, the matrix element under consideration takes the form
for some elements M, N ∈ A.
Here and in what follows, we employ the slightly abused notation like
where L(α ′ , β ′ |α, β) is given by (3.3) . (Recall that the action ofŘ s,t (x) is described by (5.13) and (5.14) followed by the transposition P as in (2.16).) By similar calculations, one finds that the matrix element of LHS-RHS of (7.5) concerning
(7.10)
The four terms here correspond to those in (7.5). Note for example in the composition (q Hi ⊗ X + i )Ř s,t (x), one needs to look at the transitionŘ 3) and (7.9). There are 2 8 cases in total, and most of them are identically 0. By a direct calculation one can check that all the nontrivial cases become 0 by using the relation (3.1) and (7.1). In short, our claim is Z i = 0, which is independent of the representation of A and also of the bra and ket vectors in (5.4) and (5.5) .
• Proof of (6.11) with g = X + n for B (1) n and D (2) n+1 . The relevant R matrices in (7.2) and (7.3) are R s,t (x) with t = 1. Thus we are to show where X + n and H n are specified in (6.4) . By the same argument as before, we are to check that M Z n s1 = 0 for any element M ∈ A, where Z n is given by
(7.12)
There are 2 4 Z n 's depending on the choices of α n , . . . , β ′ n . Writing them out one finds that they all vanish by virtue of (3.1), except the two nontrivial cases proportional to a ± − 1 − iq ∓1 k. Thus M Z n s1 = 0 follows from (4.3) and (7.1).
• Proof of (6.11) with g = X + n for D (1) n . The relevant R matrix in (7.4) is R 2,2 (x). Thus we are to show 
16)
The leftmost one makes zero contribution owing to the second relation in (4.5). Therefore as far as the action on χ 2 (x)| from the right is concerned, one can write a + ≡ xa − . Then the remaining ones in (7.16 ) are ≡ to a ± k + q ±2 k a ± and a ∓ a ± − 1 − q ±2 k 2 . These combinations are indeed 0 because of (3.1) and (7.1). Note that this arguement holds either for t = 1 or t = 2 which concerns the choice of the ket vectors in (5.4) and (5.5).
• Proof of (6.12) for D (2) n+1 . We use (6.8) and (6.9) . We are to check that Z ′ 0 N 11 = 0 for any N ∈ A, where Our proof of (6.12) is finished and thereby Theorem 7.1 is established.
Appendix A. Explicit formula of R For reader's convenience, we quote from [11] the explicit formula for R = R 1,2,3 in Theorem 3.1 in a form free from implicit poles. Define its matrix elements by
n1,n2,n3 = n 1 , n 2 , n 3 |R|n
