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SIGN-CHANGING SOLUTIONS FOR CRITICAL EQUATIONS WITH HARDY
POTENTIAL
PIERPAOLO ESPOSITO, NASSIF GHOUSSOUB, ANGELA PISTOIA, AND GIUSI VAIRA
Abstract. We consider the following perturbed critical Dirichlet problem involving the Hardy-
Schro¨dinger operator on a smooth bounded domain Ω ⊂ RN , N ≥ 3, with 0 ∈ Ω:{
−∆u− γ u
|x|2
− ǫu = |u|
4
N−2 u in Ω
u = 0 on ∂Ω,
when ǫ > 0 is small and γ < (N−2)
2
4
. Setting γj =
(N−2)2
4
(
1− j(N−2+j)
N−1
)
∈ (−∞, 0] for
j ∈ N, we show that if γ ≤
(N−2)2
4
− 1 and γ 6= γj for any j, then for small ǫ, the above
equation has a positive –non variational– solution that develops a bubble at the origin. If
moreover γ < (N−2)
2
4
− 4, then for any integer k ≥ 2, the equation has for small enough ǫ,
a sign-changing solution that develops into a superposition of k bubbles with alternating sign
centered at the origin. The above result is optimal in the radial case, where the condition that
γ 6= γj is not necessary. Indeed, it is known that, if γ >
(N−2)2
4
−1 and Ω is a ball B, then there
is no radial positive solution for ε > 0 small. We complete the picture here by showing that, if
γ ≥ (N−2)
2
4
− 4, then the above problem has no radial sign-changing solutions for ε > 0 small.
These results recover and improve what is known in the non-singular case, i.e., when γ = 0.
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1. Introduction
We consider existence issues for the following Dirichlet problem:{
−∆u− γ u|x|2 − λu = |u|
4
N−2u in Ω
u = 0 on ∂Ω,
(1.1)
where Ω ⊂ RN , N ≥ 3, is a smooth bounded domain with 0 ∈ Ω, γ < (N−2)24 and λ ∈ R. Problem
(1.1) is the Euler-Lagrange equation of the following action functional
Jλ(u) =
1
2
∫
Ω
|∇u|2 − γ
2
∫
Ω
u2
|x|2 −
λ
2
∫
Ω
u2 − N − 2
2N
∫
Ω
|u| 2NN−2 , u ∈ H10 (Ω).
Since (N−2)
2
4 is the best constant in the classical Hardy inequality:
(N − 2)2
4
= inf
{∫
Ω
|∇u|2 : u ∈ H10 (Ω) s.t.
∫
Ω
u2
|x|2 = 1
}
see [22], we have that∫
Ω
|∇u|2 − γ
∫
Ω
u2
|x|2 ≥
(
1− 4γ
(N − 2)2
)∫
Ω
|∇u|2 ∀ u ∈ H10 (Ω). (1.2)
It is then useful to equip the Hilbert space H10 (Ω) with the inner product
〈u, v〉 =
∫
Ω
∇u∇v − γ
∫
Ω
uv
|x|2 ,
and the assumption γ < (N−2)
2
4 guarantees that the induced norm ‖·‖ is equivalent to the usual one
in view of (1.2). Letting Lγ = −∆− γ|x|2 be the Hardy operator, let us denote by 0 < λ1 ≤ λ2 ≤ . . .
the eigenvalues of Lγ .
For λ < λ1 positive solutions of (1.1) can be found through the minimization problem:
Sγ,λ(Ω) = inf
{
‖u‖2 − λ
∫
Ω
u2 : u ∈ H10 (Ω) s.t.
∫
Ω
|u| 2NN−2 = 1
}
.
When λ = 0, it is classical to see that Sγ,0(Ω) = Sγ,0(R
N ) and is never attained, the difficulty being
here that (1.1) is doubly critical for the presence of the Hardy potential 1|x|2 and the nonlinearity
|u| 4N−2u. Extremals for Sγ,0(RN ) exist for γ ≥ 0 and have the form (up to a multiplicative constant)
Uµ(x) = µ
−N−22 U
(
x
µ
)
=
αNµ
Γ
|x|β−(µ 4ΓN−2 + |x| 4ΓN−2 )N−22
, µ > 0, (1.3)
where
U(x) =
αN
|x|β−(1 + |x| 4ΓN−2 )N−22
=
αN(
|x| 2N−2β− + |x| 2N−2β+
)N−2
2
(1.4)
with
Γ =
√
(N − 2)2
4
− γ, β± = N − 2
2
± Γ, αN =
[
4Γ2N
N − 2
]N−2
4
, (1.5)
see [9, 12, 30]. For γ < 0 the problem is even more difficult since Sγ,0(R
N ) = S0,0(R
N ) is not
attained, even though (1.3) is still a family of positive solutions to
−∆U − γ U|x|2 = U
N+2
N−2 in RN \ {0} . (1.6)
As in the classical Bre´zis-Nirenberg problem [3], on a bounded domain Ω the presence of a linear
perturbation with 0 < λ < λ1 results in a symmetry breaking which is responsible for the existence
of minimizers for Sγ,λ(Ω) [20, 25, 29]. More precisely, a positive ground-state solution for (1.1) is
found when
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• γ ≤ 0 and either
N = 3 and the “Robin” function Rγ,λ > 0 somewhere
or
N ≥ 4, λ > |γ| inf
{
1
|x|2 : x ∈ Ω
}
• 0 < γ ≤ (N−2)24 − 1
• max
{
0, (N−2)
2
4 − 1
}
< γ < (N−2)
2
4 and “mass” mγ,λ > 0.
The question has been completely settled in [20], which we refer to for a precise definition of Rγ,λ
and mγ,λ, and the ranges displayed above are essentially optimal for the attainability of Sγ,λ(Ω),
see also the recent survey [18]. Notice that the cases γ < 0 and γ = 0, N = 3 always require λ to
be sufficiently away from zero.
By Pohozaev identity [28] equation (1.1) has no solution when λ ≤ 0 on domains which are strictly
starshaped w.r.t. 0. Since solutions of (1.1) can’t have a given sign when λ ≥ λ1, to attack
existence issues for general λ’s one needs to search for sign-changing solutions. We can summarize
the available results in literature [5, 6, 7, 10, 11, 16] as:
• if 0 ≤ γ < (N−2)24 − 4 there are infinitely many sign-changing solutions for all λ > 0
• if max
{
0, (N−2)
2
4 − 4
}
≤ γ < (N−2)24 − (N+2)
2
N2 there exists a sign-changing solution for all
λ ≥ λ1
• if max
{
0, (N−2)
2
4 − (N+2)
2
N2
}
≤ γ ≤ (N−2)24 − 1 there exists a sign-changing solution for all
λ ∈
∞⋃
k=1
(λk, λk+1)
• if γ ≥ 0 and (N−2)24 − 1 < γ < (N−2)
2
4 there exist nk sign-changing solutions for all λ in a
suitable left open neighborhood of λk, k ≥ 2, where nk is the multiplicity of λk.
Assumption γ ≥ 0 allows here to use Uµ, which are extremals of Sγ,0(RN ), as an helpful family of
test functions in a variational approach.
Hereafter, we restrict our attention to the regime λ = ε, with ε > 0 small:{
−∆u− γ u|x|2 − εu = |u|
4
N−2u in Ω
u = 0 on ∂Ω.
(1.7)
When γ = 0 S0,ε(Ω) is not achieved [3, 14, 15] for N = 3, and (1.7) in the ball B = B1(0) admits
no positive solutions for N = 3 [3] and no radial sign-changing solutions for N = 3, 4, 5, 6 [1, 2].
In the singular case, a similar situation arises depending now on γ: Sγ,ε(Ω) is not achieved [20]
when either γ < 0 or γ > (N−2)
2
4 − 1, and (1.7) in B admits no radial positive solutions [8] for
γ > (N−2)
2
4 − 1. Our first main result, along with Theorem 1.2 below, completes the picture in a
radial setting:
Theorem 1.1. When γ ≥ (N−2)24 − 4 problem (1.7) has no radial sign-changing solutions in B
for ε > 0 small.
Theorem 1.1 is based on a fine asymptotic analysis combined with Pohozaev identities. In this way
we also recover, see the precise statement in Corollary 2.3, the results in [1, 2] and [8] concerning
the regular case γ = 0 and the singular case γ > (N−2)
2
4 − 1, respectively. Moreover, when
γ < (N−2)
2
4 − 4 the analysis shows that radial sign-changing solutions need to develop in a very
precise way a bubble of alternating towers centered at 0 as ε → 0+, recovering and improving
the discussion in [23] concerning the asymptotics of radial least-energy sign-changing solutions in
the regular case γ = 0 when N ≥ 7. Once the radial case is well understood, we can attack by
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a perturbative approach the case of a general domain Ω leading to the following result, which is
optimal in the radial case.
Theorem 1.2. Let
γj =
(N − 2)2
4
(
1− j(N − 2 + j)
N − 1
)
∈ (−∞, 0] , j ∈ N. (1.8)
Assume that either Ω is a general domain with γ 6= γj for all j ∈ N or Ω is j−admissible (see
Definition 3.3 and Remark 3.4) with γ = γj for some j ∈ N.
i) Let γ ≤ (N−2)24 − 1. Then there exists ε1 > 0 such that for all ε ∈ (0, ε1) problem (1.7) has a
positive solution uε developing a bubble at the origin.
ii) Let γ < (N−2)
2
4 − 4. For any integer k ≥ 2 there exists εk > 0 such that for all ε ∈ (0, εk)
problem (1.7) has a sign-changing solution uε, which looks like the superposition of k bubbles with
alternating sign centered at the origin.
Theorem 1.2-(i) provides positive solutions of (1.7) for γ < 0 which are not minimizers for Sγ,ε(Ω),
exactly as Uµ are solutions of (1.6) which are not extremals for Sγ,0(R
N ). More generally, our
result allows to consider the case γ < 0 which cannot be dealt in a variational way when ε > 0 is
small. When 0 ≤ γ < (N−2)24 − 4 the solutions we found likely coincide with the infinitely many
ones found in [7, 11].
The paper is organized as follows. In Section 2 we discuss the asymptotic behavior for radial
solutions of problem (1.7) in B with ǫ→ 0+, establishing in particular the validity of Theorem 1.1.
In Sections 3 and 4 we deduce Theorem 1.2 by developing a very delicate perturbative approach
where a crucial splitting of the remainder term is performed, see [24, 26] for related results. In the
Appendix 5 we collect several technical estimates.
2. Asymptotic analysis in the radial case: proof of Theorem 1.1
In this section we will consider the case when Ω is the unit ball B. From now on, for any function
u ∈ Lq(A), 1 ≤ q ≤ +∞, we let |u|q,A =
(∫
A |u|qdx
)1/q
and |u|q = |u|q,Ω. We will denote by c, C
various positive constants which can vary from lines to lines.
Let u ∈ H10 (B) be a radial solution of (1.1). The function
v(r) = (
N − 2
2Γ
)
N−2
2 r
N−2
2 (
N−2
2Γ −1)u(r
N−2
2Γ ) (2.1)
is in H10 (B) and is a radial solution of
−∆v = |v| 4N−2 v + ε|x|αv in B \ {0}, v = 0 on ∂B, (2.2)
where α = N−2Γ − 2 and ε = (N−22Γ )2λ. We have the following simple description of nodal regions:
Lemma 2.1. Given α > −2, any non-trivial radial solution v ∈ H10 (B) of (2.2) is in C(B) ∩
C2(B \ {0}) and, if ǫ > 0 and v(0) > 0, there exist an integer k = k(v) ≥ 1 and R0 = r1 = 0 <
R1 < r2 < · · · < Rk−1 < rk < Rk = rk+1 = 1 so that for all j = 1, . . . , k
(−1)j−1v > v(Rj) = 0 in (Rj−1, Rj), (−1)jv′ > v′(rj) = 0 in (rj , rj+1),
with the convention v′(0) = 0. Moreover, there exists ε0 > 0 small, independent on v, so that for
all 0 < ε ≤ ε0 there holds ∫
A
|v| 2NN−2 ≥ (S
2
)
N
2 (2.3)
for any nodal region A of v, where S = S0,0(R
N ) is the Sobolev constant.
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Proof. Since α > −2, we have that
|x|α ∈ Lp(B) for some p > N
2
. (2.4)
Since by the Sobolev embedding theorem v ∈ L 2NN−2 (B), for any η > 0 we can decompose |v| 4N−2 +
ε|x|α as f1 + f2 with |f1|N
2
≤ η and f2 ∈ L∞(B) in view of (2.4). We can re-write (2.2) as
v − (−∆)−1(f1v) = (−∆)−1(f2v).
By elliptic regularity theory and the Sobolev embedding W 2,
Ns
N+2s (B) →֒ Ls(B) we have that
|(−∆)−1(f1v)|s ≤ C‖(−∆)−1(f1v)‖
W
2, Ns
N+2s
≤ C|f1v| Ns
N+2s
≤ Cη|v|s (2.5)
in view of the Ho¨lder’s inequality and |f1|N
2
≤ η. Equivalently H : v ∈ Ls(B) → (−∆)−1(f1v) ∈
Ls(B) has operatorial norm ≤ Cη, and then the operator Id −H : Ls(B) → Ls(B) is invertible
for all s > 1 and η sufficiently small. Arguing as in (2.5), we have that
|v| Ns
N−2s
≤ ‖(Id−H)−1‖|(−∆)−1(f2v)| Ns
N−2s
≤ C|f2v|s ≤ C|f2|∞|v|s
when s < N2 and for all q > 1
|v|q ≤ ‖(Id−H)−1‖|(−∆)−1(f2v)|q ≤ C|f2v|s ≤ C|f2|∞|v|s
when s ≥ N2 . Starting from v ∈ L
2N
N−2 (B) we iteratively prove that v ∈ Ls(B) for all s > 1, and
then |v| 4N−2 v + ε|x|αv ∈ LN+2p4 (B) ∩ Lsloc(B \ {0}) for all s > 1, where p is given in (2.4). Since
N+2p
4 >
N
2 , by elliptic regularity theory we deduce that v ∈ C(B) ∩ C2(B \ {0}). Moreover, we
claim that
lim
r→0
rN−1v′(r) = 0. (2.6)
Indeed, let us write equation (2.2) in radial coordinates as
− 1
rN−1
(rN−1v′)′ = |v| 4N−2 v + ε|x|αv r ∈ (0, 1). (2.7)
Since v is non-trivial, then v(0) 6= 0 and then, by continuity of v, the R.H.S. in (2.7) has a given
sign near 0. By (2.7) we deduce that the function rN−1v′(r) is monotone in r and then has limit
as r → 0: lim
r→0
rN−1v′(r) = l. However, l 6= 0 would imply a discontinuity of v at 0, and then (2.6)
is established.
Take ǫ > 0 and assume w.l.o.g. v(0) > 0. Given R so that lim
r→R
rN−1v′(r) = 0, observe that the
integration of (2.7) in (R, r) gives
v′(r) = − 1
rN−1
∫ r
R
sN−1(|v| 4N−2 v + ǫsαv)ds (2.8)
for all r > 0. Since v(0) > 0 and v′ < 0 near 0 in view of (2.8) with R = 0, let us define
R1 = sup{r ∈ (0, 1) : v > 0 in (R0, r)}, r2 = sup{r ∈ (0, 1) : v′ < 0 in (r1, r)}.
If R1 = 1, then r2 = 1 and the choice k = 1 completes the proof. If R1 < 1, by (2.8) with R = 0
and v(1) = 0 we deduce that R1 < r2 < 1, v
′(r2) = 0 and
v > v(R1) = 0 in (R0, R1), v
′ < v′(r1) = 0 in (r1, r2).
In an iterative way, for i ≥ 2 assume to have found R0 = r1 = 0 < R1 < r2 < · · · < Ri−1 < ri < 1
so that v′(ri) = 0 and for all j = 1, . . . , i− 1
(−1)j−1v > v(Rj) = 0 in (Rj−1, Rj), (−1)jv′ > v′(rj) = 0 in (rj , rj+1).
Define
Ri = sup{r ∈ (0, 1) : (−1)i−1v > 0 in (Ri−1, r)}, ri+1 = sup{r ∈ (0, 1) : (−1)iv′ > 0 in (ri, r)}.
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Since (−1)i−1v′ > 0 in (ri−1, ri) and Ri−1 ∈ (ri−1, ri), we have that ri < Ri ≤ 1, and by (2.8)
with R = ri it follows that (−1)iv′ > 0 in (ri, Ri]. If Ri = 1, then ri+1 = 1 and the choice k = i
completes the proof. If Ri < 1, the boundary condition v(1) = 0 implies that Ri < ri+1 < 1, which
in turn leads to v′(ri+1) = 0 and
(−1)i−1v > v(Ri) = 0 in (Ri−1, Ri), (−1)iv′ > v′(ri) = 0 in (ri, ri+1).
Such a process needs to stop after k steps. Otherwise, we would find an increasing sequence Ri,
i ∈ N, so that v(Ri) = v(Ri+1) = 0. Letting R = lim
i→+∞
Ri ∈ (0, 1], we would have that lim
i→+∞
ri =
R in view of Ri−1 < ri < Ri. Since v ∈ C2(B \ {0}), we would deduce that v(R) = v′(R) = 0, and
then by the uniqueness for the ODE v = 0, a contradiction.
Finally, let us integrate (2.2) against v on a nodal region A to get
S
(∫
A
|v| 2NN−2
)N−2
N
≤
∫
A
|∇v|2 =
∫
A
|v| 2NN−2 + ǫ
∫
A
|x|αv2
≤
∫
A
|v| 2NN−2 + ǫ||x|α|N
2
(∫
A
|v| 2NN−2
)N−2
N
thanks to the Ho¨lder’s inequality and to the embedding D1,2(RN ) ⊂ L 2NN−2 (RN ) with Sobolev
constant S. Setting ε0 =
S
2||x|α|N
2
, the validity of (2.3) easily follows for all 0 < ε ≤ ε0. 
Let vn ∈ H10 (B) be a sequence of non-trivial radial solutions to (2.2) with α > −2. Up to a
subsequence, we can assume that there exist k ≥ 1 and sequences Rn0 = rn1 = 0 < Rn1 < rn2 < · · · <
Rnk−1 < r
n
k < R
n
k = r
n+1
k+1 ≤ 1 so that for all j = 1, . . . , k
(−1)j−1vn > vn(Rnj ) = 0 in (Rnj−1, Rnj ), (−1)jv′n > v′n(rnj ) = 0 in (rnj , rnj+1). (2.9)
Notice that such an assumption simply means that all the vn’s have at least k nodal regions.
The case of positive solutions vn corresponds to take k = 1 and R
n
1 = 1, whereas for sign-
changing solutions we can always choose a subsequence with at least k ≥ 2 nodal regions. Set
δnj = |vn(rnj )|−
2
N−2 , where
|vn|(rnj ) = max
[Rnj−1,R
n
j ]
|vn|. (2.10)
Blow-up phenomena for (2.2) are described in terms of the limiting problem
−∆V = V N+2N−2 in RN , (2.11)
whose bounded solutions are completely classified [4, 21]. In particular, every radial positive and
bounded solution of (2.11) is given by
Vδ(x) = δ
−N−22 V (
x
δ
) =
(
δ
δ2 + aN |x|2
)N−2
2
(2.12)
for some δ > 0, where aN =
1
N(N−2) and
V (x) =
(
1
1 + aN |x|2
)N−2
2
. (2.13)
The asymptotic behavior of vn is described in the following main result:
Theorem 2.2. As n→ +∞ there hold
rnj
δnj
→ 0, R
n
j
δnj
→ +∞, V nj (x) = (−1)j−1(δnj )
N−2
2 vn(δ
n
j x)→ V in C1loc(RN \ {0}) (2.14)
for all j = 1, . . . , k. Moreover, α ≤ N − 4 if k = 1 and α < N−62 if k ≥ 2. If in addition
Rnk−1 → 0 and Rnk → Rk > 0 (2.15)
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as n→ +∞, there hold Rnk = 1 and for all j = 1, . . . k − 1
Rnj ∼
[ ∫
RN
V
N+2
N−2
(N − 2)ωN−1
] 1
N−2 √
δnj δ
n
j+1 (2.16)
δnj ∼
[
(α+ 2)
∫
RN
|x|αV 2
(N − 2) ∫
RN
V
N+2
N−2
εn
] (N−2)( N−2N−6−2α )k−j−(N−4−α)
(2+α)(N−4−α)
[
(N − 2)ωN−1∫
RN
V
N+2
N−2
] 1
N−4−α (
N−2
N−6−2α )
k−j
δnk ∼
[
(α+ 2)ωN−1
∫
RN
|x|αV 2
(
∫
RN
V
N+2
N−2 )2
εn
] 1
N−4−α
as n→ +∞ provided α < N − 4.
Asymptotics for radial least-energy sign-changing solutions of (2.2) with α = 0 and N ≥ 7 has
been already considered in [23] and corresponds to the case k = 2. Here we develop the asymptotic
analysis in a completely general way by refining the results in [23] for k = 2, by covering the
situation α 6= 0 and including the case k ≥ 3. Several new difficulties arise:
• in each nodal region vn might develop multiple bubbles, but the Pohozaev identity will
show crucial to prevent the interaction between bubbles of same sign;
• the limiting problem admits positive radial solutions also on annuli or complements of
balls, but none of them can be limit of V nj , as we will prove by a matching condition on
v′n(R
n
j ) as computed from the left and the right;
• the precise law of δnj is prescribed by the Pohozaev identity in terms of εn and Rnj , but
the asymptotic behavior of Rnj has to be determined according to a tricky compatibility
condition between v′n(R
n
j ) and vn(r
n
j ).
Given Γ in (1.5), let
σj =
1
2
Γ
Γ− 1
(
Γ
Γ− 2
)j−1
− 1
2
. (2.17)
For µ = [
√
N(N − 2)δ]N−22Γ , notice that the solution Uµ of (1.6) given by (1.3) corresponds
through (2.1) to the solution Vδ of (2.11) given by (2.12). Setting M
n
k−j+1 = (R
n
j )
2Γ
N−2 and
µnj = [
√
N(N − 2)δnk−j+1]
N−2
2Γ , by Theorem 2.2 with α = N−2Γ − 2 we deduce the following:
Corollary 2.3. Let un be a sequence of radial solutions for (1.7) in B with εn → 0+ as n→ +∞.
(i) If un are positive functions, then γ ≤ (N−2)
2
4 − 1 and
µn1 = d1ε
σ1
n (1 + o(1)), U
n
1 (x) = (µ
n
1 )
N−2
2 un(µ
n
1x)→ U in C1loc(RN \ {0})
as n→ +∞ when γ < (N−2)24 − 1.
(ii) If un are sign-changing solutions, then γ <
(N−2)2
4 − 4.
(iii) If un have precisely k − 1 shrinking nodal regions with nodes
0 =Mnk+1 < M
n
k < · · · < Mn2 → 0, Mn1 →M1 ∈ (0, 1]
as n→ +∞, then there exist µnj > 0, j = 1, . . . , k, so that as n→ +∞:
µnj = djε
σj
n (1 + o(1)), U
n
j (x) = (µ
n
j )
N−2
2 un(µ
n
j x)→ U in C1loc(RN \ {0})
for all j = 1, . . . , k and
Mn1 = 1, M
n
j = A(µ
n
j−1µ
n
j )
2Γ
(N−2)2 (1 + o(1))
for all j = 2, . . . , k.
Here U is given in (1.4) and A, dj > 0 are explicit constants.
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Let us discuss first the behavior of vn in (0, R
n
1 ). Notice that the function V
n
1 = (δ
n
1 )
N−2
2 vn(δ
n
1 x)
solves  −∆V
n
1 = (V
n
1 )
N+2
N−2 + εn(δ
n
1 )
2+α|x|αV n1 in BRn1
δn
1
(0)
0 < V n1 ≤ V n1 (0) = 1 in BRn1
δn
1
(0)
in view of
0 < (−1)j−1vn ≤ (−1)j−1vn(rnj ) =
1
(δnj )
N−2
2
in (Rnj−1, R
n
j ), (2.18)
a simple re-writing of (2.10) through (2.9). By elliptic estimates we deduce that V n1 is uniformly
bounded in C0,γ
loc
(RN )∩C1,γ
loc
(RN \{0}), γ ∈ (0, 1), in view of (2.4). By the Ascoli-Arzela´’s Theorem
and a diagonal process, we have that, up to a subsequence, V n1 → V in Cloc(RN )∩C1loc(RN \{0}),
where V solves
−∆V = V N+2N−2 in RN , 0 < V ≤ V (0) = 1 in Rn
and has the form (2.13) [4, 21]. We have used that
Rn1
δn1
→ +∞ (2.19)
as n → +∞. Indeed, if δn1Rn1 were bounded away from zero, then V˜
n
1 (x) = (R
n
1 )
N−2
2 vn(R
n
1x) would
be uniformly bounded in B in view of (2.18). Since V˜ n1 > 0 solves
−∆V˜ n1 = (V˜ n1 )
N+2
N−2 + εn(R
n
1 )
2+α|x|αV˜ n1 in B, V˜ n1 = 0 on ∂B,
by elliptic estimates, as before, we would deduce that, up to a subsequence, V˜ n1 → V˜1 in C(B) ∩
C1loc(B \ {0}), where V˜1 ≥ 0 is a bounded solution of
−∆V˜1 = (V˜1)
N+2
N−2 in B \ {0}, V˜1 = 0 on ∂B.
Let us recall the Pohozaev identity [28] in a radial form: given a solution v of (2.2) and a radial
domain A ⊂ B, multiply (2.2) by 〈x,∇v〉 = |x|v′ and integrate in A to get
(α+ 2)ε
∫
A
|x|αv2 =
∫
∂A
[
(v′)2 +
N − 2
|x| vv
′ +
N − 2
N
|v| 2NN−2 + ε|x|αv2
]
〈x, ν〉. (2.20)
Since 0 is a removable singularity in view of V˜1 ∈ L∞({0}), by (2.20) with ǫ = 0 on A = B we
would get that V˜1 = 0 and then ∫
B
|V˜ n1 |
2N
N−2 → 0
as n→ +∞, in contradiction with (2.3) in view of εn(Rn1 )2+α → 0 as n→ +∞.
We aim to show that there is no superposition of bubbles of same sign in [0, Rn1 ]. Interaction
between bubbles of same sign can be ruled out by the Pohozaev identity (2.20). Letting
J = {j = 1, . . . , k : (2.14) holds}, (2.21)
notice that 1 ∈ J according to (2.19). We have the following general result:
Proposition 2.4. There exists C > 0 so that
|vn| ≤ CVδnj in [Rnj−1, Rnj ] (2.22)
for all j ∈ J , where Vδ is given by (2.12).
Proof. The presence of other bubbles in [Rnj−1, R
n
j ] can be detected by the behavior of r
N−2
2 vn(r).
Notice that the function r
N−2
2 V (r) = ( r1+aN r2 )
N−2
2 satisfies
r
N−2
2 V
∣∣∣
r=a
− 1
2
N
= (
N(N − 2)
4
)
N−2
4 , lim
r→+∞
r
N−2
2 V (r) = 0 (2.23)
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and
[r
N−2
2 V (r)]′ =
N − 2
2
r
N−4
2 (1− aNr2)
(1 + aNr2)
N
2
< 0 in (a
− 12
N ,+∞). (2.24)
Thanks to (2.23) let us fix M > a
− 12
N so that
M
N−2
2 V (M) = min{[N(N − 2)
16
]
N−2
4 , [
(N − 2)2(N + 1)
2(N + 2)2
]
N−2
4 }. (2.25)
We claim that for n large
(−1)j−1[rN−22 vn]′ < 0 in [Mδnj , Rnj ]. (2.26)
Indeed, if (2.26) were not true, we could find Mn ∈ [Mδnj , Rnj ] so that
(−1)j−1[rN−22 vn]′ < [rN−22 vn]′(Mn) = 0 in [Mδnj ,Mn),
Mn
δnj
→ 0 as n→ +∞, (2.27)
as it follows by (2.24) and
(−1)j−1δnj [r
N−2
2 vn]
′(rδnj ) = [r
N−2
2 V nj ]
′ → [rN−22 V ]′
locally uniformly in (0,+∞) as n→ +∞ in view of (2.14). By (2.20) applied to vn on A = BMn(0)
we get that
[
Mnv
′
n(Mn)
vn(Mn)
]2 + (N − 2)Mnv
′
n(Mn)
vn(Mn)
+
N − 2
N
M2n|vn(Mn)|
4
N−2 + εnM
2+α
n > 0 (2.28)
in view of α > −2. Since by (2.27)
Mnv
′
n(Mn) = −
N − 2
2
vn(Mn),
we deduce that
− (N − 2)
2
4
+
N − 2
N
M2n|vn(Mn)|
4
N−2 + εnM
2+α
n > 0.
Since
(−1)j−1M
N−2
2
n vn(Mn) ≤ (−1)j−1(Mδnj )
N−2
2 vn(Mδ
n
j ) =M
N−2
2 V nj (M)→M
N−2
2 V (M)
as n→ +∞ in view of (2.14) and (2.27), by (2.25) we deduce that
− (N − 2)
2
4
+
N − 2
N
M2n|vn(Mn)|
4
N−2 + εnM
2+α
n ≤ −
(N − 2)2
8
+ εn < 0
for n large, a contradiction with (2.28). The claim (2.26) is established.
Once (2.26) is established, we can prove the validity of (2.22). First, since (−1)j−1vn is a positive
solution of Lnvn = 0 in [R
n
j−1, R
n
j ], the operator Ln = −∆ − |vn|
4
N−2 − εn|x|α satisfies the mini-
mum principle in [Rnj−1, R
n
j ], and we can compare (−1)j−1vn with ϕn = M
(N−2)(N+1)
N+2 (δnj )
N(N−2)
2(N+2)
r
(N−2)(N+1)
N+2
in
[Mδnj , R
n
j ]. Since
Lnϕn = M
(N−2)(N+1)
N+2 (δnj )
N(N−2)
2(N+2) r−
N2+N+2
N+2
[
(N − 2)2(N + 1)
(N + 2)2
− r2|vn(r)| 4N−2 − εnr2+α
]
≥ M (N−2)(N+1)N+2 (δnj )
N(N−2)
2(N+2) r−
N2+N+2
N+2
[
(N − 2)2(N + 1)
(N + 2)2
−M2|V nj (M)|
4
N−2 − εn
]
in [Mδnj , R
n
j ] in view of (2.26), we have that Lnϕn > 0 in [Mδ
n
j , R
n
j ] for n large in view of (2.14)
and (2.25). Since
(−1)j−1vn(Mδnj ) ≤
1
(δnj )
N−2
2
= ϕn(Mδ
n
j ), (−1)j−1vn(Rnj ) = 0 < ϕn(Rnj )
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in view of (2.18), we have that
|vn|(r) = (−1)j−1vn(r) ≤
M
(N−2)(N+1)
N+2 (δnj )
N(N−2)
2(N+2)
r
(N−2)(N+1)
N+2
in [Mδnj , R
n
j ],
or equivalently
V nj (r) ≤
M
(N−2)(N+1)
N+2
r
(N−2)(N+1)
N+2
in [M,
Rnj
δnj
]. (2.29)
By (2.8) with R = rnj we get that in [R
n
j−1, R
n
j ]
(−1)jv′n(r) =
1
rN−1
∫ r
rnj
sN−1(|vn|
N+2
N−2 + ǫns
α|vn|)ds
=
(δnj )
N−2
2
rN−1
∫ r
δn
j
rn
j
δn
j
sN−1(V nj )
N+2
N−2 +
ǫn
rN−1
∫ r
rnj
sN−1+α|vn|ds. (2.30)
Inserting (2.29) into (2.30) we deduce that
|v′n(r)| ≤
(δnj )
N−2
2
rN−1
[
MN
N
+MN+1
∫ ∞
M
1
s2
]
+
ǫn
rN−1
[
MN+α
N + α
(δnj )
α+N+22 +
1
α+ 2
sup
[Mδnj ,R
n
j ]
rN−2|vn|(r)
]
≤ C
rN−1
[(δnj )
N−2
2 + ǫn sup
[Mδnj ,R
n
j ]
rN−2|vn|(r)]
for Mδnj ≤ r ≤ Rnj in view of (2.18) and α+ N+22 > N−22 . Integrating in [r, Rnj ] we get that
rN−2|vn(r)| ≤ rN−2
∫ Rnj
r
|v′n| ≤ C(δnj )
N−2
2
in [Mδnj , R
n
j ], and then
|vn|(r) ≤ C
(δnj )
N−2
2
rN−2
≤ CVδnj in [Mδnj , Rnj ] (2.31)
for n large. By (2.18) there holds that
|vn| ≤ 1
(δnj )
N−2
2
≤ CVδnj in [Rnj−1,Mδnj ]
which, combined with (2.31), completes the proof. 
Thanks to Proposition 2.4 we are now in position to establish Theorem 2.2.
Proof (of Theorem 2.2). Let j ∈ J , J given in (2.21), so that Proposition 2.4 applies. By (2.18)
and (2.31) we deduce that
εn
∫ Rnj
rnj
sN−1+α|vn|ds = O(εn(δnj )α+
N+2
2 + εn(δ
n
j )
N−2
2 ) = o((δnj )
N−2
2 ) (2.32)
as n→ +∞ in view of α+ N+22 > N−22 , and (2.22) can be re-written as
|V nj | ≤ CV in [
Rnj−1
δnj
,
Rnj
δnj
]. (2.33)
Inserting (2.32) into (2.30), by the Lebesgue’s Theorem we have that
(−1)j(δnj )−
N−2
2 (Rnj )
N−1v′n(R
n
j )→
∫ ∞
0
sN−1V
N+2
N−2 (2.34)
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for all j ∈ J as n→ +∞, in view of V nj → V in Cloc(RN \ {0}) and (2.33).
Since 1 ∈ J , let us apply (2.20) to vn on BRn1 (0) if j = 1 or on BRnj (0) \ BRnj−1(0) if j ≥ 2 with
j − 1, j ∈ J . As n→ +∞ we get that
(α+ 2)εn
∫ Rnj
Rnj−1
rN−1+αv2n = (R
n
j )
N (v′n(R
n
j ))
2 − (Rnj−1)N (v′n(Rnj−1))2
=
(∫ ∞
0
rN−1V
N+2
N−2
)2
[(
δnj
Rnj
)N−2(1 + o(1))− ( δ
n
j−1
Rnj−1
)N−2(1 + o(1))] (2.35)
in view of (2.34), with the convention
δn0
Rn0
= 0. The LHS above has the following asymptotic
behavior: if α > N − 4 there holds∫ Rnj
Rnj−1
rN−1+αv2n ≤ C2[N(N − 2)]N−2(δnj )N−2
∫ Rnj
Rnj−1
r3+α−N = O((δnj )
N−2) (2.36)
in view of (2.22); if −2 < α ≤ N − 4 there holds∫ Rnj
Rnj−1
rN−1+αv2n = (δ
n
j )
2+α
∫ Rnj
δn
j
Rn
j−1
δn
j
rN−1+α(V nj )
2
=
{
(δnj )
2+α
∫ +∞
0 r
N−1+αV 2(1 + o(1)) if α < N − 4
O((δnj )
N−2| log R
n
j
δnj
|) if α = N − 4 (2.37)
in view of (2.14), (2.33) and the Lebesgue’s Theorem.
We have some useful properties to establish.
1st Claim: We have that
j − 1 ∈ J, Rnj−1 < 1 ⇒ max
[Rnj−1,R
n
j ]
|vn| → +∞ as n→ +∞. (2.38)
Up to a subsequence, assume that Rnj−1 → Rj−1 and Rnj → Rj as n→ +∞. If max
[Rnj−1,R
n
j ]
|vn| ≤ C,
by εn → 0 as n → +∞, (2.3) and elliptic estimates we deduce that Rj−1 < Rj and, up to a
subsequence, (−1)j−1vn → v in C2loc(A), A = BRj (0) \ BRj−1(0), as n → +∞, where v > 0 is a
bounded solution of
−∆v = v N+2N−2 in A, v = 0 on ∂A \ {0}. (2.39)
We have that Rj−1 > 0, since otherwise v would be a solution of (2.39) in the whole BRj (0),
0 being a removable singularity, and then would vanish by the Pohozaev identity (2.20). Up
to a subsequence, by elliptic estimates v˜n(r) = (−1)j−1(Rnj−1)
N−2
2 vn(rR
n
j−1) → v˜ in C2loc(A),
A = B Rj
Rj−1
(0) \B, as n→ +∞, where v˜ > 0 is a bounded solution of
−∆v˜ = v˜ N+2N−2 in A, v˜ = 0 on ∂A.
In particular, v˜′n(1) = (−1)j−1(Rnj−1)
N
2 v′n(R
n
j−1) → v˜′(1) > 0, in contradiction with (2.34) when
j − 1 ∈ J and Rnj−1 → Rj−1 > 0 as n → +∞. Then (2.38) is established and the Claim is
proved. 
2nd Claim: We have that
j − 1 ∈ J, Rnj−1 < 1 ⇒ sup
rnj
δnj
< +∞. (2.40)
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If
rnj
δnj
→ +∞ as n→ +∞, then j ≥ 2 and the function V˜ nj (r) = (−1)j−1(δnj )
N−2
2 vn(r
n
j +δ
n
j r) solves
−(V˜ nj )′′ − (N − 1) δ
n
j
rnj +δ
n
j r
(V˜ nj )
′ = (V˜ nj )
N+2
N−2 + εn(δ
n
j )
2(rnj + δ
n
j r)
αV˜ nj in In =
(
− r
n
j −Rnj−1
δnj
,
Rnj −rnj
δnj
)
0 < V˜ nj ≤ V˜ nj (0) = 1 in In
V˜ nj = 0 on ∂In
in view of (2.18). Up to a subsequence, assume that
rnj −Rnj−1
δnj
→ L1 ∈ [0,+∞],
Rnj − rnj
δnj
→ L2 ∈ [0,+∞]
as n→ +∞. As we will justify later, we have that
L1, L2 > 0. (2.41)
Notice that
(δnj )
2(rnj + δ
n
j r)
α = (
δnj
rnj + δ
n
j r
)2(rnj + δ
n
j r)
2+α ≤ ( δ
n
j
rnj + δ
n
j r
)2 → 0 (2.42)
as n→ +∞ in Cloc(−L1, L2), in view of
rnj
δnj
→ +∞ as n→ +∞. Up to a subsequence, by elliptic
estimates we have that V˜ nj → V˜j in C1loc(−L1, L2), where V˜j is a solution of{
−(V˜j)′′ = (V˜j)
N+2
N−2 in (−L1, L2)
0 < V˜j ≤ V˜j(0) = 1 in (−L1, L2).
Since by energy conservation there holds
N
N − 2(V˜
′
j )
2 + (V˜j)
2N
N−2 = 1,
the property V˜j > 0 implies that L1, L2 < +∞. By (2.8) with R = rnj and r = Rnj−1 we get
(−1)j−1(δnj )
N
2 v′n(R
n
j−1) =
(δnj )
N
2
(Rnj−1)N−1
∫ rnj
Rnj−1
sN−1(|vn|
N+2
N−2 + ǫns
α|vn|)ds
=
∫ 0
− r
n
j
−Rn
j−1
δn
j
(
rnj + δ
n
j s
Rnj−1
)N−1[(V˜ nj )
N+2
N−2 + ǫn(δ
n
j )
2(rnj + δ
n
j s)
αV˜ nj ]ds
→
∫ 0
−L1
(V˜j)
N+2
N−2ds (2.43)
in view of V˜ nj ≤ 1, (2.42) and
rnj
δnj
→ +∞, r
n
j −Rnj−1
δnj
→ L1 ∈ [0,+∞) ⇒
rnj
Rnj−1
= 1 +
rnj −Rnj−1
δnj
rnj
δnj
− rnj −Rnj−1δnj
→ 1 (2.44)
as n→ +∞. When j − 1 ∈ J , (2.43) is in contradiction with (2.34) since
(δnj−1)
N−2
2
(Rnj−1)N−1
= (
δnj−1
Rnj−1
)
N−2
2 (
rnj
Rnj−1
)
N
2 (
δnj
rnj
)
N
2
1
(δnj )
N
2
= o
(
1
(δnj )
N
2
)
as n → +∞, as it follows by (2.44), j − 1 ∈ J and r
n
j
δnj
→ +∞ as n → +∞. Then (2.40) is
established.
To complete the proof of the Claim, we need to establish (2.41). Apply (2.8) with R = rnj to get
by (2.18) that
|v′n(r)| ≤ (
rnj
r
)N−1(δnj )
−N−22
[
rnj −Rnj−1
(δnj )
2
+ εn
(rnj )
α+1
N + α
]
(2.45)
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for all Rnj−1 ≤ r ≤ rnj and
|v′n(r)| ≤ (δnj )−
N−2
2
[
r − rnj
(δnj )
2
+ εn
rα+1
N + α
]
(2.46)
for all rnj ≤ r ≤ Rnj . We deduce the following estimates by integrating (2.45) in [Rnj−1, rnj ]:
(δnj )
−N−22 = |
∫ rnj
Rnj−1
v′n| ≤ (
rnj
Rnj−1
)N−1(δnj )
−N−22
[
(
rnj −Rnj−1
δnj
)2 +
εn
N + α
]
, (2.47)
and (2.46) in [rnj , R
n
j ]:
(δnj )
−N−22 = |
∫ Rnj
rnj
v′n| ≤ (δnj )−
N−2
2
[
(
Rnj − rnj
δnj
)2 +
εn
N + α
]
, (2.48)
in view of α+ 2 > 0 and
∫ 1
0 r
α+1dr < +∞. Therefore we have shown that
Rnj − rnj
δnj
,
rnj −Rnj−1
δnj
≥ δ > 0 (2.49)
for some δ > 0 in view of (2.44), and the validity of (2.41) follows. 
When k = 1, we can apply (2.35) with j = 1 to get α ≤ N − 4. Indeed, α > N − 4 would
imply, by inserting (2.36) into (2.35), that 1 = O(εn(R
n
1 )
N−2), yielding a contradiction in view
of εn(R
n
1 )
N−2 → 0 as n → +∞. If in addition Rn1 → R1 > 0 as n → +∞, by (2.38) for j = 2
condition Rn1 < 1 would imply δ
n
2 → 0 and then r
n
2
δn2
→ +∞ as n → +∞, in contradiction with
(2.40) for j = 2. Hence Rn1 = 1 for n large and, when α < N − 4, by inserting (2.37) into (2.35)
for j = 1 we get that
δn1 =
[
(α+ 2)ωN−1
∫
RN
|x|αV 2
(
∫
RN
V
N+2
N−2 )2
εn
] 1
N−4−α
(1 + o(1)),
completing the proof for k = 1.
When k ≥ 2, by (2.38) and (2.40) for j = 2 we can assume, up to a subsequence, that δn2 → 0 and
rn2
δn2
→ L ∈ [0,+∞) as n→ +∞.
3rd Claim: There holds
lim
n→+∞
rn2
δn2
= 0. (2.50)
Assume by contradiction that L > 0. Since
rn2
Rn1
= 1+
rn2−Rn1
δn2
rn2
δn2
− rn2−Rn1δn2
→ 1
if
rn2−Rn1
δn2
→ 0 as n→ +∞, by (2.47)-(2.48) we can still deduce the validity of (2.49) for j = 2. Up
to a subsequence, we can then assume that
Rn1
δn2
→ L1 ∈ [0, L), R
n
2
δn2
→ L2 ∈ (L,+∞].
The function V n2 does solve
−∆V n2 = (V n2 )
N+2
N−2 + εn(δ
n
2 )
2+α|x|αV n2 in In = (R
n
1
δn2
,
Rn2
δn2
)
0 < V n2 ≤ V n2 ( r
n
2
δn2
) = 1 in In
V n2 = 0 on ∂In
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in view of (2.18). Arguing as above, by elliptic estimates we have that, up to a subsequence,
V n2 → V2 in C1loc(A), A = BL2(0) \BL1(0), where V2 solves
−∆V2 = (V2)
N+2
N−2 in A, 0 < V2 ≤ V2(L) = 1 in A.
By (2.30) it follows that
−(δn2 )−
N−2
2 (Rn1 )
N−1v′n(R
n
1 ) =
∫ rn2
δn2
Rn1
δn2
sN−1(V n2 )
N+2
N−2 + εn(δ
n
2 )
2+α
∫ rn2
δn2
Rn1
δn2
sN−1+αV n2
→
∫ L
L1
sN−1(V2)
N+2
N−2 (2.51)
as n→ +∞ in view of V n2 ≤ 1. Since 1 ∈ J , by (2.34) and (2.51) we get that δn1 ∼ δn2 as n→ +∞,
in contradiction with
δn2
δn1
≥ 1
2L
rn2
δn1
≥ 1
2L
Rn1
δn1
→ +∞
as n→ +∞ as it follows by (2.19). Then (2.50) is established and the Claim is proved. 
Once (2.50) is established, we proceed as follows. Since 0 ≤ rn2−Rn1δn2 ≤
rn2
δn2
→ 0 observe that
Rn1
rn2
→ 0 as n→ +∞ (2.52)
in view of (2.47). Up to a subsequence, we can assume that
Rn2
δn2
→ L2 ∈ (0,+∞] in view of
(2.48), and, arguing as above, deduce by elliptic estimates that V n2 → V2 in C1loc(BL2(0) \ {0}) as
n→ +∞, where V2 solves
−∆V2 = (V2)
N+2
N−2 in BL2(0), 0 ≤ V2 ≤ 1 in BL2(0)
with V2(L2) = 0 if L2 < +∞. Since by (2.46) there holds
|(V n2 )′|(r) ≤ r −
rn2
δn2
+ εn(δ
n
2 )
α+2 r
α+1
N + α
for all
rn2
δn2
≤ r ≤ Rn2δn2 , we have that
V n2 (r) = 1 +
∫ r
rn
2
δn
2
(V n2 )
′ ≥ 1− 1
2
(r − r
n
2
δn2
)2 − εn(δn2 )α+2
∫ r
0
sα+1
N + α
for all
rn2
δn2
≤ r ≤ Rn2δn2 , and then as n→ +∞ we deduce that 1 ≥ V2(r) ≥ 1−
1
2r
2 for all 0 < r < L2.
Hence V2(0) = 1, L2 = +∞ by Pohozaev identity (2.20) and V2 = V , where V is given by (2.13).
So far we have shown that 1 ∈ J ⇒ 2 ∈ J . As already explained, the new estimate (2.16) becomes
crucial here. The difficulty is that very few is known about vn in the range [R
n
1 , r
n
2 ], a problem
which can be by-passed through the following trick. The key remark is that
1
rN−1
∫ r
Rn1
sN−1(|vn|
N+2
N−2 + εns
α|vn|)ds = (δn2 )−
N−2
2 O
(
rn2
(δn2 )
2
+ εnr
α+1
)
(2.53)
for all r ∈ [Rn1 , rn2 ] in view of (2.18). By integrating (2.7) for vn in (Rn1 , r) we get that
v′n(r) =
(Rn1 )
N−1v′n(R
n
1 )
rN−1
− 1
rN−1
∫ r
Rn1
sN−1(|vn|
N+2
N−2 + ǫsα|vn|)ds (2.54)
for all r ∈ [Rn1 , rn2 ]. Inserting (2.34) with j = 1 and (2.53) into (2.54) we deduce that
v′n(r) = −
(δn1 )
N−2
2
rN−1
∫ ∞
0
sN−1V
N+2
N−2 [1 + o(1)] + (δn2 )
−N−22 O
(
rn2
(δn2 )
2
+ εnr
α+1
)
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for all r ∈ [Rn1 , rn2 ], and then
(δn2 )
−N−22 = −
∫ rn2
Rn1
v′n (2.55)
=
(δn1 )
N−2
2
N − 2
∫ ∞
0
sN−1V
N+2
N−2 [1 + o(1)][
1
(Rn1 )
N−2 −
1
(rn2 )
N−2 ]
+(δn2 )
−N−22 O
(
(
rn2
δn2
)2 + εn
∫ 1
0
rα+1
)
as n→ +∞. Since Rn1rn2 ,
rn2
δn2
→ 0 as n→ +∞ in view of (2.14) with j = 2 and (2.52), by (2.55) we
deduce the validity of (2.16) for Rn1 .
We already have that α ≤ N − 4. The case α = N − 4 can be excluded since (2.37) into (2.35) for
j = 1 would provide 1 = O(εn(R
n
1 )
N−2| log Rn1δn1 |), a contradiction in view of εn, R
n
1 → 0 and
Rn1
δn1
=
δn2
Rn1
(Rn1 )
2
δn1 δ
n
2
= O(
δn2
Rn1
) = O(
1
Rn1
)
as n→ +∞, thanks to (2.16) for Rn1 . Hence α < N − 4 and (2.37) into (2.35) provides that
(α+ 2)εn(δ
n
1 )
2+α
∫ +∞
0
rN−1+αV 2 =
(∫ ∞
0
rN−1V
N+2
N−2
)2
(
δn1
Rn1
)N−2(1 + o(1)). (2.56)
In view of (2.16) for Rn1 , (2.56) gives that
(δn1 )
N−6−2α
2 ∼ εn(δn2 )
N−2
2 → 0
as n→ +∞, which necessarily requires α < N−62 .
We can easily iterate the above procedure to show that J = {1, . . . , k} and (2.16) does hold
for all j = 1, . . . , k − 1. If (2.15) does hold, condition Rnk < 1 would imply the existence of
Rnk < r
n
k+1 < R
n
k+1 ≤ 1 so that vn(Rnk+1) = 0 and
|vn|(rnk+1) = max
[Rn
k
,Rn
k+1]
|vn|.
Setting δnk+1 = |vn(rnk+1)|−
2
N−2 , by (2.38) with j = k we would deduce that δnk+1 → 0 and then
rnk+1
δn
k+1
→ +∞ as n→ +∞, in contradiction with (2.40) for j = k. Hence Rnk = 1 for n large.
Since by (2.14)
δnj
δnj+1
=
δnj
Rnj
Rnj
δnj+1
<
δnj
Rnj
rnj+1
δnj+1
→ 0 as n→ +∞
for all j = 1, . . . , k − 1, by (2.35) and (2.37) we get that
(α+ 2)εn(δ
n
j )
2+α
∫ +∞
0
rN−1+αV 2 =
(∫ ∞
0
rN−1V
N+2
N−2
)2
(
δnj
Rnj
)N−2(1 + o(1)). (2.57)
For j = k by (2.57) we have that
δnk =
[
(α+ 2)ωN−1
∫
RN
|x|αV 2
(
∫
RN
V
N+2
N−2 )2
εn
] 1
N−4−α
(1 + o(1)) (2.58)
as n→ +∞ in view of Rnk = 1. For j = 1, . . . , k − 1, by inserting (2.16) into (2.57) we have that
(α+ 2)
∫
RN
|x|αV 2εn(δnj+1)
N−2
2 = (N − 2)
∫
RN
V
N+2
N−2 (δnj )
N−6−2α
2 (1 + o(1))
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as n→ +∞. We finally deduce that
δnj =
[
(α+ 2)
∫
RN
|x|αV 2
(N − 2) ∫
RN
V
N+2
N−2
] 2
N−6−2α
(εn)
2
N−6−2α (δnj+1)
N−2
N−6−2α (1 + o(1)) (2.59)
as n→ +∞ for all j = 1, . . . , k − 1, or equivalently
δnj ∼
[
(α+ 2)
∫
RN
|x|αV 2
(N − 2) ∫
RN
V
N+2
N−2
εn
] (N−2)( N−2N−6−2α )k−j−(N−4−α)
(2+α)(N−4−α)
[
(N − 2)ωN−1∫
RN
V
N+2
N−2
] 1
N−4−α (
N−2
N−6−2α )
k−j
as it follows iteratively by (2.58)-(2.59). This completes the proof. 
3. A perturbative approach: setting of the problem
In this section we provide a very delicate perturbative scheme in order to prove Theorem 1.2. The
main ingredient in our construction are the Euclidean bubbles defined in (1.3) which are all the
solutions to the critical equation (1.6) with Hardy potential in the Euclidean space.
It turns out to be useful to rewrite problem (1.7) as follows. We let ı∗ : L
2N
N+2 (Ω)→ H10 (Ω) be the
adjoint operator of the embedding ı : H10 (Ω) →֒ L
2N
N−2 (Ω), i.e. for any w ∈ L 2NN+2 (Ω) the function
u = ı∗ (w) ∈ H10 (Ω) is the unique solution of
Lγu = −∆u− γ u|x|2 = w in Ω, u = 0 on ∂Ω. (3.1)
By continuity of the embedding H10 (Ω) →֒ L
2N
N−2 (Ω), we get
‖ı∗ (w)‖ ≤ C |w| 2N
N+2
for some C > 0. We rewrite problem (1.7) as
u = ı∗
[
|u| 4N−2u+ εu
]
, u ∈ H10 (Ω). (3.2)
3.1. The projection of the bubble. To get a good approximation of our solution, it is necessary
to project the bubble Uµ onto the space H
1
0 (Ω). More precisely, letting PUµ = ı
∗
(
U
N+2
N−2
µ
)
,
according to (3.1) PUµ solves
LγPUµ = LγUµ = U
N+2
N−2
µ in Ω, PUµ = 0 on ∂Ω (3.3)
in view of (1.6) for Uµ. Since U
N+2
N−2
µ ≥ 0 in Ω and PUµ ∈ H10 (Ω), by the weak maximum principle
we have that PUµ ≥ 0 in Ω. To get the expansion of PUµ with respect to µ, we make use of some
tools introduced by Ghossoub and Robert [18, 20]. First, let us recall the existence of a positive
singular solution Gγ ∈ C2(Ω¯ \ {0}) to{
LγGγ = 0 in Ω \ {0}
Gγ = 0 on ∂Ω
(3.4)
having near the origin the following expansion:
Gγ(x) =
c1
|x|β+ −
c2
|x|β− + o
(
1
|x|β−
)
as x→ 0, (3.5)
where c1, c2 > 0 and β± are given in (1.5). The function Hγ = c1|x|β+ −Gγ in turn satisfies
LγHγ = 0 in Ω \ {0}
Hγ =
c1
|x|β+ on ∂Ω
(3.6)
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with
Hγ(x) ∼ c2|x|β− as x→ 0. (3.7)
By Theorem 9 in [20] observe that Hγ ∈ H10 (Ω), whereas Gγ /∈ H10 (Ω). The quantity m = mγ,0 =
c2
c1
> 0 is referred to as the Hardy interior mass of Ω associated to Lγ and w.l.o.g. we can assume
c1 = 1.
We have the following estimates.
Lemma 3.1. There hold
(i) 0 ≤ PUµ ≤ Uµ in Ω
(ii) PUµ = Uµ − αNµΓHγ +O
(
µ
N+2
N−2
Γ
|x|β−
)
uniformly in Ω as µ→ 0
(iii) PUµ = Uµ +O
(
µΓ
|x|β−
)
uniformly in Ω as µ→ 0.
Proof. (i) The function ϕµ = Uµ − PUµ solves{
Lγϕµ = 0 in Ω \ {0}
ϕµ = Uµ on ∂Ω.
Since Uµ ≥ 0 and ϕµ ∈ H1(Ω), by the weak maximum principle it follows that ϕµ ≥ 0 and (i)
holds.
(ii) Let Wµ = Uµ − PUµ − αNµΓHγ . Then Wµ satisfies the following problem{
LγWµ = 0 in Ω \ {0}
Wµ =
αNµ
Γ
|x|β−(µ
4Γ
N−2+|x|
4Γ
N−2 )
N−2
2
− αNµΓ|x|β+ = O
(
µ
N+2
N−2Γ
)
on ∂Ω.
Since Wµ ∈ H1(Ω), by weak comparison principle it follows that
Wµ = O
(
µ
N+2
N−2ΓHγ
)
= O
(
µ
N+2
N−2Γ
|x|β−
)
in Ω \ {0}
in view of (3.7), and (ii) follows.
(iii) It follows immediately by (ii) and (3.7). 
3.2. The linearized operator. It is important to linearize the problem (1.6) around the solution
U defined in (1.4). More precisely, let us consider the linear problem −∆Z − γ
Z
|x|2 =
N + 2
N − 2U
4
N−2Z in RN
Z ∈ D1,2(RN ).
(3.8)
Dancer, Gladiali and Grossi in [13] classified all the solutions to (3.8):
Lemma 3.2 (Lemma 1.3, [13]). Let γ < (N−2)
2
4 so that γ 6= γj for all j ∈ N, where γj is given by
(1.8). Then the space of solutions to (3.8) has dimension 1 and is spanned by
Zγ(x) =
1− |x| 4ΓN−2
|x|β−
(
1 + |x| 4ΓN−2
)N
2
, x ∈ RN .
If γ = γj for some j ∈ N, then the space of solutions to (3.8) has dimension 1 + (N+2j−2)(N+j−3)!(N−2)!j!
and is spanned by
Zγ(x) and Zγi (x) =
|x| NΓN−2−N−22 Pj,i(x)(
1 + |x| 4ΓN−2
)N
2
, i = 1, . . . ,
(N + 2j − 2)(N + j − 3)!
(N − 2)!j! ,
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where {Pj,i} is a basis for the space Pj(RN ) of j−homogeneous harmonic polynomials in RN .
Given G a closed subgroup in the space of linear isometries O(N) of RN , we say that a domain
Ω ⊂ RN is G−invariant if Gx ⊂ Ω for any x ∈ Ω and a function u : Ω → R is G−invariant if
u(gx) = u(x) for any x ∈ Ω and g ∈ G.
Definition 3.3. If γ = γj for some j ∈ N (see (1.8)), Ω is said to be a j−admissible domain if Ω
is Gj−invariant for some closed subgroup Gj ⊂ O(N) so that
∫
RN
Zγi (x)φ(x)dx = 0 for any i and
any Gj−invariant function φ ∈ D1,2(RN ).
Remark 3.4. A ball is j−admissible for all j ∈ N by taking Gj = O(N). Any even domain Ω
(i.e. x ∈ Ω iff −x ∈ Ω) is j−admissible for all j ∈ N odd by taking Gj = {Id,−Id}, since any
homogeneous harmonic polynomials of odd degree is odd.
Remark 3.5. In the following we will work in a setting where the space of solutions to (3.8) is
simply generated by Zγ . In a general domain, we will require either γ > 0 or γ ≤ 0 with γ 6= γj
for all j ∈ N. If γ = γj for some j ∈ N, we will assume that Ω is a j−admissible domain and we
will work in the space of Gj−invariant functions. Indeed, by Lemma 3.2 we immediately deduce
that the space of Gj−invariant solutions to (3.8) is spanned by Zγ .
From now on we let Z = Zγ and we omit the dependence on γ. It is clear that the function
Zµ(x) = µ
−N−22 Z
(
x
µ
)
=
µΓ(µ
4Γ
N−2 − |x| 4ΓN−2 )
|x|β−(µ 4ΓN−2 + |x| 4ΓN−2 )N2
, x ∈ RN ,
solves the linear problem
−∆Zµ − γ Zµ|x|2 =
N + 2
N − 2U
4
N−2
µ Zµ in R
N .
We need to project the function Zµ to fit Dirichlet boundary condition, i.e. we consider the function
PZµ = ı
∗
(
N+2
N−2U
4
N−2
µ Zµ
)
according to (3.1). We need an expansion of PZµ with respect to µ.
Lemma 3.6. As µ→ 0 there hold uniformly in Ω
(i) PZµ = Zµ + µ
ΓHγ +O
(
µ
N+2
N−2
Γ
|x|β−
)
(ii) PZµ = Zµ +O
(
µΓ
|x|β−
)
.
Proof. We argue as in the proof of Lemma 3.1. 
3.3. The tower. Let k ≥ 1 be a fixed integer. We look for solutions to (1.7), or equivalently to
(3.2), of the form
u =
k∑
j=1
(−1)jPUµj +Φ, (3.9)
where
µ1 = e
− d1
ε (3.10)
when Γ = 1 and
µj = djε
σj , j = 1, . . . , k, (3.11)
when Γ > 1, with d1, . . . , dk ∈ (0,+∞) and σj given by (2.17). The choice (3.10)-(3.11) of the
concentration rates is motivated by the validity of the following crucial relations: for Γ = 1
µ21 ∼ εµ21 log
1
µ1
(3.12)
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and for Γ > 1
µ2Γ1 ∼ εµ21 and
(
µj
µj−1
)Γ
∼ εµ2j , j = 2, . . . , k. (3.13)
To build solutions of given sign with a simple blow-up point at the origin, we need to assume Γ ≥ 1
and consider the case k = 1. The assumption Γ > 2 is necessary when constructing sign-changing
solutions, i.e. k ≥ 2, to guarantee σ1, . . . , σk > 0.
The remainder term Φ shall be splitted into the sum of k terms of different order:
Φ =
k∑
ℓ=1
φℓ, (3.14)
where each remainder term φℓ only depends on µ1, . . . , µℓ and belongs to the space K⊥ℓ defined as
follows. For any ℓ = 1, . . . , k we define the subspace Kℓ = Span {PZµ1 , . . . , PZµℓ} and either
K⊥ℓ =
{
φ ∈ H10 (Ω) : 〈φ, PZµi〉 = 0, i = 1, . . . , ℓ
}
when Ω is a general domain and γ 6= γj for all j ∈ N or
K⊥ℓ =
{
φ ∈ H10 (Ω) : φ is Gj−invariant, 〈φ, PZµi〉 = 0, i = 1, . . . , ℓ
}
when Ω is j−admissible and γ = γj for some j ∈ N (see Remark 3.5). We also define Πℓ and Π⊥ℓ
as the projections of the Sobolev space H10 (Ω) onto the respective subspaces Kℓ and K⊥ℓ .
In order to solve (3.2), we shall solve the system
Π⊥k
{
u− ı∗
[
|u| 4N−2u+ εu
]}
= 0 (3.15)
Πk
{
u− ı∗
[
|u| 4N−2u+ εu
]}
= 0
for u given as in (3.9). For sake of simplicity, for any j = 1, . . . , k we set Uj = Uµj and Zj = Zµj .
4. The Ljapunov-Schmidt procedure
In this section we give an outline for the proof of Theorem 1.2. To make the presentation more
clear, all the results are stated without proofs, which are postponed into the Appendix.
4.1. The remainder term: solving equation (3.15). In order to find the remainder term Φ,
we shall find functions φℓ, ℓ = 1, . . . , k, which solve the following system:
E1 + L1(φ1) +N1(φ1) = 0
E2 + L2(φ2) +N2(φ1, φ2) = 0
. . .
. . .
Ek + Lk(φk) +Nk(φ1, . . . , φk) = 0.
(4.1)
Setting f(u) = |u| 4N−2u, the error terms Eℓ are defined by
Eℓ = Π⊥ℓ
(−1)ℓPUℓ − ı∗
f
 ℓ∑
j=1
(−1)jPUj
− f
ℓ−1∑
j=1
(−1)jPUj
+ ε(−1)ℓPUℓ

and the linear operators Lℓ are given by
Lℓ(φ) = Π⊥ℓ
φ− ı∗
f ′
 ℓ∑
j=1
(−1)jPUj
φ+ εφ

 ,
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with the convention that a sum over an empty set of indices is zero. The nonlinear terms Nℓ have
the form
Nℓ(φ1, . . . , φℓ) =
Π⊥ℓ
−ı∗
f
 ℓ∑
j=1
(
(−1)jPUj + φj
)− f
 ℓ∑
j=1
(−1)jPUj
 − f ′
 ℓ∑
j=1
(−1)jPUj
φℓ
−f
ℓ−1∑
j=1
(
(−1)jPUj + φj
)+ f
ℓ−1∑
j=1
(−1)jPUj

 .
(4.2)
In order to solve system (4.1), first we need to evaluate the H10 (Ω)− norm of the error terms Eℓ.
Lemma 4.1. For any ℓ = 1, . . . , k and any compact subset Aℓ ⊂ (0,+∞)ℓ there exist C, ε0 > 0
such that for any ε ∈ (0, ε0) and for any (d1, . . . , dℓ) ∈ Aℓ there holds
‖E1‖ =

O
(
εµΓ1
)
if 1 ≤ Γ < 2
O
(
εµ21 log
N+2
2N 1
µ1
)
if Γ = 2
O
(
εµ21
)
if Γ > 2
+

O
(
µ2Γ1
)
if 3 ≤ N ≤ 5
O
(
µ2Γ1 log
2
3 1
µ1
)
if N = 6
O
(
µ
N+2
N−2Γ
1
)
if N ≥ 7
(4.3)
and
‖Eℓ‖ = O(εµ2ℓ ) +
 O
(
( µℓµℓ−1 )
Γ
)
if 3 ≤ N ≤ 5
O
(
( µℓµℓ−1 )
N+2
N−2
Γ
2 log
2
3 1
µℓ
)
if N ≥ 6
(4.4)
for any l = 2, . . . , k, when k ≥ 2 and Γ > 2.
Next, we need to understand the invertibility of the linear operators Lℓ. This is done in the
following lemma whose proof can be carried out as in [27].
Lemma 4.2. For any ℓ = 1, . . . , k and any compact subset Aℓ ⊂ (0,+∞)ℓ there exist C, ε0 > 0
such that for any ε ∈ (0, ε0) and for any (d1, . . . , dℓ) ∈ Aℓ there holds
‖Lℓ(φℓ)‖ ≥ C‖φℓ‖ for any φℓ ∈ K⊥ℓ . (4.5)
In particular L−1ℓ : K⊥ℓ → K⊥ℓ is well defined for ε ∈ (0, ε0) and (d1, . . . , dℓ) ∈ Aℓ and has uniformly
bounded operatorial norm.
Finally, we are able to solve system (4.1). This is done in the following proposition, whose proof
in the Appendix relies on a sophisticated contraction mapping argument.
Proposition 4.3. Given A ⊂ (0,+∞)k compact, there exists ε0 > 0 such that for any ε ∈ (0, ε0)
there exist C1−maps (d1, . . . , dk) ∈ A → φℓ,ε = φℓ,ε(d1, . . . , dℓ) ∈ K⊥ℓ , ℓ = 1, . . . , k, which solve
(4.1) and satisfy uniform estimates:
‖φ1,ε‖ = O(‖E1‖), ‖φℓ,ε‖ = O
(
(
µℓ
µℓ−1
)Γ + (
µℓ
µℓ−1
)
Γ
2+1 + (
µℓ
µℓ−1
)
N+2
2(N−2)
Γ log
2
3
1
µℓ
)
(4.6)
for l ≥ 2 and
‖∇(d1,...,dℓ)φℓ,ε‖ = o(1) ℓ = 1, . . . , k. (4.7)
Moreover, there exists ρ > 0 so that
|φℓ,ε(x)| = O
(
1
µΓℓ |x|β−
)
if x ∈ Bρµℓ(0). (4.8)
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4.2. The reduced problem: proof of Theorem 1.2. Let us recall the expression for the energy
functional Jε : H
1
0 (Ω)→ R:
Jǫ(u) =
1
2
∫
Ω
(
|∇u|2 − γ u
2
|x|2 − ǫu
2
)
dx− N − 2
2N
∫
Ω
|u| 2NN−2dx,
whose critical points are solutions to the problem (1.7). Let us introduce the reduced energy as
Jε(µ1, . . . , µk) = Jε
 k∑
j=1
(−1)jPUj
 .
Given Φε according to (3.14) and Proposition 4.3, the following result is the main core of the finite
dimensional reduction of our problem.
Proposition 4.4. Given (3.10)-(3.11), we have that
Jε(µ1) = A1 +
{
A2mµ
2
1 −A3εµ21 log 1µ1 if Γ = 1
A2mµ
2Γ
1 −A3εµ21 if Γ > 1
+ Υ1(µ1) (4.9)
and when Γ > 2
Jε(µ1, . . . , µk) =kA1 +A2mµ
2Γ
1 −A3εµ21 +
k∑
ℓ=2
[
A4(
µℓ
µℓ−1
)Γ −A3εµ2ℓ
]
+
k∑
ℓ=1
Υℓ(µ1, . . . , µℓ),
(4.10)
where |Υ1| = o(µ2Γ1 ) and |Υℓ| = o
(
( µℓµℓ−1 )
Γ
)
, ℓ = 2, . . . , k, do hold as ε → 0 locally uniformly
for (d1, . . . , dk) in (0,+∞)k. Here A1, . . . , A4 > 0 and m > 0 is the Hardy interior mass of Ω
associated to Lγ. Moreover, critical points of
J˜ε(µ1, . . . , µk) = Jε
 k∑
j=1
(−1)jPUj +Φε
 = Jε(µ1, . . . , µk) + k∑
ℓ=1
Υ˜ℓ(µ1, . . . , µℓ)
give rise to solutions
k∑
j=1
(−1)jPUj +Φε of (1.7), where Υ˜ℓ satisfies the same estimate as Υℓ.
Proof of Theorem 1.2. By (3.10)-(3.11) and Proposition 4.4 it is sufficient to find a critical
point of
Fε(d1) = e
− 2d1
ε (A2m−A3d1 + oℓ(1))
when Γ = 1 and
Fε(d1, . . . , dk) =
k∑
ℓ=1
ε2σℓ+1 (Gℓ(d1, . . . , dℓ) + oℓ(1))
when Γ > 1, where
G1(d1) = A2md
2Γ
1 −A3d21, Gℓ(d1, . . . , dℓ) = A4(
dℓ
dℓ−1
)Γ −A3d2ℓ , ℓ = 2, . . . , k.
Here oℓ(1) only depends on d1, . . . , dℓ and oℓ(1)→ 0 as ε→ 0 locally uniformly for (d1, . . . , dℓ) in
(0,+∞)ℓ. For k = 1 it is easily found an interval
I =
{
(A2A3m+
ε
4 ,
A2
A3
m+ ε) if Γ = 1(
1
2 (
A3
A2mΓ
)
1
2(Γ−1) , 2( A3A2mΓ )
1
2(Γ−1)
)
if Γ > 1
⊂ (0,+∞)
so that
inf
I
Fε < inf
∂I
Fε
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for ε small, which guarantees the existence of a minimum point dε ∈ I of Fε. For k ≥ 2 it is still
possible to show that Fε has a minimum point but the proof is more involved. Since it can be
carried out as in [26], we omit the details. 
5. Appendix
All the technical proofs can be carried out as in [26]. Since they are quite involved, we rewrite
some of them here by re-adapting the arguments to the present situation.
5.1. The rate of the error: proof of Lemma 4.1. By the property of ı∗, we get
‖E1‖ = O
(
|(U1)
N+2
N−2 − (PU1)
N+2
N−2 | 2N
N+2
)
+O
(
ε|PU1| 2N
N+2
)
. (5.1)
By Lemma 3.1 and scaling x = µ1y we have that
|PU1| 2N
N+2
≤ |U1| 2N
N+2
= µ21|U | 2N
N+2 ,
Ω
µ1
=

O
(
µΓ1
)
if 1 ≤ Γ < 2
O
(
µ21 log
N+2
2N 1
µ1
)
if Γ = 2
O
(
µ21
)
if Γ > 2
(5.2)
in view of 2β−N+2 < 1 and
2β+
N+2 =
N−2+2Γ
N+2 . Since |a+ b|
N+2
N−2 − |a|N+2N−2 = O(|a| 4N−2 |b|+ |b|N+2N−2 ) for all
a, b ∈ R, we deduce that∣∣∣(U1)N+2N−2 − (PU1)N+2N−2 ∣∣∣
2N
N+2
= O
(∣∣∣U 4N−21 (PU1 − U1)∣∣∣ 2N
N+2
+
∣∣∣PU1 − U1∣∣∣N+2N−2
2N
N−2
)
. (5.3)
By Lemma 3.1 and scaling x = µ1y we have that∣∣∣U 4N−21 (PU1 − U1)∣∣∣ 2N
N+2
≤ cµΓ1
∣∣∣U 4N−21|x|β− ∣∣∣ 2N
N+2
= c(µ1)
2Γ
∣∣∣U 4N−2|y|β− ∣∣∣ 2N
N+2 ,
Ω
µ1
=

O
(
µ2Γ1
)
if 3 ≤ N ≤ 5
O
(
µ2Γ1 log
2
3 1
µ1
)
if N = 6
O
(
µ
N+2
N−2Γ
1
)
if N ≥ 7
(5.4)
and ∣∣∣PU1 − U1∣∣∣N+2N−2
2N
N−2
= O
(
| µ
Γ
1
|x|β− |
N+2
N−2
2N
N−2
)
= O
(
µ
N+2
N−2Γ
1
)
, (5.5)
in view of 2β−N−2 < 1 and
2N
N + 2
(β− +
4β+
N − 2) = N −
2N(N − 6)
N2 − 4 Γ. (5.6)
Inserting (5.4)-(5.5) into (5.3), by (5.1)-(5.2) we deduce the validity of (4.3).
Let us now consider the case k ≥ 2 and assume Γ > 2. For ℓ ≥ 2 we have that
‖Eℓ‖ =O(||
ℓ∑
j=1
(−1)jPUj| 4N−2
ℓ∑
j=1
(−1)jPUj − |
ℓ−1∑
j=1
(−1)jPUj| 4N−2
ℓ−1∑
j=1
(−1)jPUj − (−1)l(PUℓ)
N+2
N−2 | 2N
N+2
)
︸ ︷︷ ︸
(I)
+O
(∣∣∣(Uℓ)N+2N−2 − (PUℓ)N+2N−2 ∣∣∣
2N
N+2
+ ε |PUℓ| 2N
N+2
)
︸ ︷︷ ︸
(II)
.
(II) is estimated as in (4.3) with µ1 replaced by µl. As for (I), let us introduce disjoint annuli Ah
as
A0 = Ω \Br(0), Ah = B√µh−1µh(0) \B√µhµh+1(0), h = 1, . . . , ℓ, (5.7)
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where µ0 satisfies µ0µ1 = r
2 with r = 12dist(0, ∂Ω) and µℓ+1 = 0. Moreover define µ−1 so that
µ−1µ0 = (diam Ω)2, in order to get A0 ⊂ B√µ−1µ0(0) \B√µ0µ1(0). Since
|a+ b| 4N−2 (a+ b)− |a| 4N−2a− N + 2
N − 2 |a|
4
N−2 b = O(|b|N+2N−2 ) +O(|a| 6−NN−2 b2)︸ ︷︷ ︸
if 3≤N≤5
(5.8)
for all a, b ∈ R, we have that
||
ℓ∑
j=1
(−1)jPUj| 4N−2
ℓ∑
j=1
(−1)jPUj − |
ℓ−1∑
j=1
(−1)jPUj| 4N−2
ℓ−1∑
j=1
(−1)jPUj − (−1)l(PUℓ)
N+2
N−2 | 2N
N+2 ,Ah
=

O
ℓ−1∑
j=1
|(PUj) 4N−2PUℓ| 2N
N+2 ,Ah + |PUℓ|
N+2
N−2
2N
N−2 ,Ah
 if h = 0, . . . , l − 1
O
ℓ−1∑
j=1
|(PUℓ) 4N−2PUj| 2N
N+2 ,Aℓ +
ℓ−1∑
j=1
|PUj|
N+2
N−2
2N
N−2 ,Aℓ
 if h = l. (5.9)
Hereafter we will repeatedly use that µ1 >> . . . >> µk. Since
2β−
N−2 < 1 <
2β+
N−2 , by Lemma 3.1
and scaling x = µiy we have that
|PUj| 2N
N−2 ,Ah ≤ |Uj | 2NN−2 ,Ah = |U | 2NN−2 ,Ahµj =
{
O(( µℓ√µhµh+1 )
Γ) if j = ℓ
O((
√
µl−1µl
µj
)Γ) if h = ℓ
= O((
µℓ
µℓ−1
)
Γ
2 )
(5.10)
for any j = 1, . . . , ℓ and h = 0, . . . , ℓ with max{j, h} = ℓ, j 6= h. Since |x| >> µl in Ah, for any
j = 1, . . . , ℓ− 1 and h = 0, . . . , ℓ− 1 by Lemma 3.1 we have
∣∣∣(PUj) 4N−2PUℓ∣∣∣
2N
N+2 ,Ah
≤
∣∣∣∣U 4N−2j Uℓ∣∣∣∣
2N
N+2 ,Ah
≤ cµΓl
∣∣∣∣∣∣U
4
N−2
j
|x|β+
∣∣∣∣∣∣
2N
N+2 ,Ah
= c(
µl
µj
)Γ
∣∣∣∣∣U
4
N−2
|y|β+
∣∣∣∣∣
2N
N+2 ,
Ah
µj
= O
(
(
µl
µl−1
)Γ
) (5.11)
when 3 ≤ N ≤ 5 and
∣∣∣(PUj) 4N−2PUℓ∣∣∣
2N
N+2 ,Ah
≤
∣∣∣∣U 4N−2j Uℓ∣∣∣∣
2N
N+2 ,Ah
≤ cµ−
4Γ
N−2
j
∣∣∣∣∣ Ul|x| 4β−N−2
∣∣∣∣∣
2N
N+2 ,Ah
= c(
µl
µj
)
4Γ
N−2
∣∣∣∣∣ U|y| 4β−N−2
∣∣∣∣∣
2N
N+2 ,
Ah
µl
≤ c(µl
µj
)
4Γ
N−2
{
log
2
3
√
µh−1µh
µl
ifN = 6
( µl√µhµh+1 )
N−6
N−2Γ if N ≥ 7
= O
(
(
µl
µl−1
)
N+2
N−2
Γ
2 log
2
3
1
µl
)
(5.12)
when N ≥ 6, in view of 2β−N−2 < 1 < 2β+N−2 and
2N
N + 2
(
4β−
N − 2 + β+) = N +
2N(N − 6)
N2 − 4 Γ.
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Similarly, for j = 1, . . . , l − 1 we have that∣∣∣(PUl) 4N−2PUj∣∣∣
2N
N+2 ,Al
≤
∣∣∣∣U 4N−2l Uj∣∣∣∣
2N
N+2 ,Al
≤ cµ−Γj
∣∣∣∣∣∣U
4
N−2
l
|x|β−
∣∣∣∣∣∣
2N
N+2 ,Al
= c(
µl
µj
)Γ
∣∣∣∣∣U
4
N−2
|y|β−
∣∣∣∣∣
2N
N+2 ,
Al
µl
= O
(
(
µl
µl−1
)Γ
) (5.13)
when 3 ≤ N ≤ 5 and∣∣∣(PUl) 4N−2PUj∣∣∣
2N
N+2 ,Al
≤
∣∣∣∣U 4N−2l Uj∣∣∣∣
2N
N+2 ,Al
≤ cµ
4Γ
N−2
l
∣∣∣∣∣ Uj|x| 4β+N−2
∣∣∣∣∣
2N
N+2 ,Al
= c(
µl
µj
)
4Γ
N−2
∣∣∣∣∣ U|y| 4β+N−2
∣∣∣∣∣
2N
N+2 ,
Al
µj
≤ c(µl
µi
)
4Γ
N−2
{
log
2
3
µj√
µl−1µl
ifN = 6
(
√
µl−1µl
µj
)
N−6
N−2Γ if N ≥ 7
= O
(
(
µl
µl−1
)
N+2
N−2
Γ
2 log
2
3
1
µl
)
(5.14)
when N ≥ 6 in view of 2β−N−2 < 1 and (5.6). By inserting (5.10)-(5.14) into (5.9) we deduce an
estimate of (I) which, along with the estimate on (II) in terms of µℓ, leads to the validity of (4.4).
5.2. The reduced energy: proof of (4.9)-(4.10). To get an expansion of Jε(µ1, . . . , µk), let us
first write that
Jε(
k∑
ℓ=1
(−1)ℓPUℓ) =
k∑
ℓ=1
Jε(PUℓ) +
∑
i<ℓ
(−1)i+ℓ
∫
Ω
[U
N+2
N−2
ℓ − εPUℓ − (PUℓ)
N+2
N−2 ]PUi dx
−N − 2
2N
∫
Ω
[|
k∑
ℓ=1
(−1)ℓPUℓ| 2NN−2 −
k∑
ℓ=1
(PUℓ)
2N
N−2 − 2N
N − 2
∑
i<ℓ
(−1)i+ℓ(PUℓ)
N+2
N−2PUi] dx
in view of PUℓ = ı
∗
(
U
N+2
N−2
ℓ
)
. Introducing the quantities
aℓ =Jε(PUℓ) +
ℓ−1∑
i=1
(−1)i+ℓ
∫
Ω
[U
N+2
N−2
ℓ − εPUℓ − (PUℓ)
N+2
N−2 ]PUi dx
− N − 2
2N
∫
Ω
[|
ℓ∑
i=1
(−1)iPUi| 2NN−2 − |
ℓ−1∑
i=1
(−1)iPUi| 2NN−2 − (PUℓ) 2NN−2 − 2N
N − 2
ℓ−1∑
i=1
(−1)i+ℓ(PUℓ)
N+2
N−2PUi] dx
for any ℓ = 1, . . . , k, let us notice that each aℓ only depends on d1, . . . , dℓ and the following
decomposition does hold:
Jε(
k∑
ℓ=1
(−1)ℓPUℓ) =
k∑
ℓ=1
aℓ. (5.15)
We claim that
a1 = A1 +A2mµ
2Γ
1 (1 + o(1))−A3ε(1 + o(1))
{
µ21 log
1
µ1
if Γ = 1
µ21 if Γ > 1
(5.16)
and
aℓ = A1 +A4
(
µℓ
µℓ−1
)Γ
(1 + o(1))−A3εµ2ℓ(1 + o(1)), ℓ = 2, . . . , k, (5.17)
where m > 0 is the Hardy interior mass of Ω associated to Lγ and A1, . . . , A4 > 0. Inserting
(5.16)-(5.17) into (5.15), we deduce the validity of (4.9)-(4.10).
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To compute Jε(PUℓ), let us first write
Jε(PUℓ) =
1
N
∫
Ω
U
2N
N−2
ℓ dx−
1
2
∫
Ω
U
N+2
N−2
ℓ (PUℓ − Uℓ)dx−
ε
2
∫
Ω
PU2ℓ dx
− N − 2
2N
∫
Ω
[(PUℓ)
2N
N−2 − U
2N
N−2
ℓ −
2N
N − 2U
N+2
N−2
ℓ (PUℓ − Uℓ)]dx
(5.18)
in view of PUℓ = ı
∗
(
U
N+2
N−2
ℓ
)
. We have that∫
Ω
U
2N
N−2
ℓ dx =
∫
RN
U
2N
N−2 dy +O(µ
2N
N−2Γ
ℓ ), (5.19)
and by Lemma 3.1 and (3.7) we deduce that∫
Ω
U
N+2
N−2
ℓ (PUℓ − Uℓ)dx = −αNµΓℓ
∫
Ω
U
N+2
N−2
ℓ [Hγ(x) +O(
µ
4Γ
N−2
ℓ
|x|β− )] dx
= −αNmµ2Γℓ
∫
RN
U
N+2
N−2
|y|β− dy (1 + o(1))
(5.20)
and ∫
Ω
PU2ℓ dx =
∫
Ω
U2ℓ dx+O(
∫
Ω
Uℓ
µΓℓ
|x|β− dx) = µ
2
ℓ
∫
Ω
µℓ
U2 dy +O(µ2Γℓ
∫
Ω
dx
|x|N−2 )
=
{
µ2ℓ log
1
µℓ
[α2NωN−1 + o(1)] if Γ = 1
µ2ℓ [
∫
RN
U2 dy + o(1)] if Γ > 1
(5.21)
in view of 2Nβ−N−2 < N < β− +
N+2
N−2β+ and 2β± = N − 2± 2Γ. Since
|a+ b| 2NN−2 − |a| 2NN−2 − 2N
N − 2 |a|
4
N−2ab = O(|a| 4N−2 b2 + |b| 2NN−2 ) (5.22)
for all a, b ∈ R, by Lemma 3.1 we finally deduce∫
Ω
[(PUℓ)
2N
N−2 − U
2N
N−2
ℓ −
2N
N − 2U
N+2
N−2
ℓ (PUℓ − Uℓ)]dx
= O
(∫
Ω
|PUℓ − Uℓ| 2NN−2dx+
∫
Ω
U
4
N−2
ℓ (PUℓ − Uℓ)2dx
)
= O(µ
2N
N−2Γ
ℓ + µ
2Γ
ℓ
∫
Ω
U
4
N−2
ℓ
|x|2β− )
=

O(µ
2N
N−2Γ
ℓ + µ
4Γ
ℓ
∫
B R
µℓ
(0)
U
4
N−2
|y|2β− dy) if 3 ≤ N ≤ 4
O(µ
2N
N−2Γ
ℓ + µ
2N
N−2Γ
ℓ
∫
Ω
dx
|x|
4β+
N−2
+2β−
) if N ≥ 5
= o(µ2Γℓ )
(5.23)
in view of 2β−N−2 < 1 and
4β+
N−2 + 2β− = N − 2N−4N−2Γ. Inserting (5.19)-(5.21) and (5.23) into (5.18)
we get the validity of (5.16) for a1 = Jε(PU1).
Hereafter let us consider the case k ≥ 2 with Γ > 2. As for ℓ = 1 in (5.16), the following expansion
does hold
Jε(PUℓ) = A1 +A2mµ
2Γ
ℓ (1 + o(1))−A3εµ2ℓ(1 + o(1)), ℓ = 1, . . . , k. (5.24)
Let ℓ ≥ 2. Since
U
4
N−2
ℓ = O
(
(
µΓℓ
|x|β+ )
5
2(N−2) (
1
µΓℓ |x|β−
)
3
2(N−2)
)
= O(
µ
Γ
N−2
ℓ
|x| 52(N−2)β++ 32(N−2)β−
),
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by Lemma 3.1 and (5.8) we have that for any i = 1, . . . , ℓ− 1∫
Ω
[U
N+2
N−2
ℓ − εPUℓ − (PUℓ)
N+2
N−2 ]PUi dx
= O
µN+2N−2Γℓ ∫
Ω
Ui
|x|N+2N−2β−
dx+ µΓℓ
∫
Ω
U
4
N−2
ℓ Ui
|x|β− dx+ ε
∫
Ω
UiUℓ dx

= O
∫
Ω
µ
N+2
N−2Γ
ℓ µ
Γ
i
|x|N+2N−2β−+β+
dx+ (
µℓ
µi
)Γµ
Γ
N−2
ℓ
∫
Ω
dx
|x| 4N−52(N−2)β−+ 52(N−2)β+
+ ε(
µℓ
µi
)Γ
∫
Ω
dx
|x|β−+β+

and then ∫
Ω
[U
N+2
N−2
ℓ − εPUℓ − (PUℓ)
N+2
N−2 ]PUi dx = o
(
(
µℓ
µℓ−1
)Γ
)
(5.25)
in view of (3.10)-(3.11) and
N + 2
N − 2β− + β+ < N,
4N − 5
2(N − 2)β− +
5
2(N − 2)β+ < N. (5.26)
In order to expand the last term in aℓ, ℓ = 2, . . . , k, let us split Ω as Ω =
ℓ⋃
h=0
Ah (see (5.7)), and
for h = 0, . . . , ℓ set
Ih =
∫
Ah
[|
ℓ∑
i=1
(−1)iPUi| 2NN−2 − |
ℓ−1∑
i=1
(−1)iPUi| 2NN−2 − (PUℓ) 2NN−2 − 2N
N − 2
ℓ−1∑
i=1
(−1)i+ℓ(PUℓ)
N+2
N−2PUi] dx.
By (5.10), (5.13)-(5.14) and (5.22) we deduce that
Iℓ = O
(
ℓ−1∑
i=1
∫
Aℓ
[(PUi)
2N
N−2 + (PUi)
2PU
4
N−2
ℓ ] dx
)
= O
(
ℓ−1∑
i=1
|PUi|
2N
N−2
2N
N−2 ,Aℓ
+
ℓ−1∑
i=1
|PUi| 2N
N−2 ,Aℓ |PU
4
N−2
ℓ PUi| 2NN+2 ,Aℓ
)
= o
(
(
µℓ
µℓ−1
)Γ
)
.
(5.27)
For h = 0, . . . , ℓ− 1 by (5.8) and (5.22) we get that
Ih =
2N
N − 2
∫
Ah
[|
ℓ−1∑
i=1
(−1)iPUi| 4N−2
ℓ−1∑
i=1
(−1)iPUi](−1)ℓPUℓ dx
+O(
∫
Ah
ℓ−1∑
i=1
[(PUi)
4
N−2 (PUl)
2 + (PUl)
N+2
N−2PUi] dx+
∫
Ah
(PUl)
2N
N−2 dx)
= − 2N
N − 2
∫
Ah
(PUℓ−1)
N+2
N−2PUℓ dx+O
(∫
Ah
ℓ−2∑
i=1
[(PUℓ−1)
4
N−2PUiPUℓ + (PUi)
N+2
N−2PUℓ] dx
)
+O(
∫
Ah
ℓ−1∑
i=1
[(PUi)
4
N−2 (PUl)
2 + (PUl)
N+2
N−2PUi] dx+
∫
Ah
(PUl)
2N
N−2 dx).
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Since β− + N+2N−2β+ = N +
4Γ
N−2 > N , by Lemma 3.1 and (5.26) we deduce that∫
Ah
(PUℓ−1)
4
N−2PUiPUℓ = O((
µℓ
µi
)Γ
∫
Ah
U
4
N−2
ℓ−1
|x|N−2 dx) = O((
µℓ
µi
)Γ
∫
Ah
µℓ−1
U
4
N−2
|y|N−2 dy) = O((
µℓ
µi
)Γ)
∫
Ah
(PUi)
N+2
N−2PUℓ dx = O(µ
Γ
ℓ
∫
Ah
U
N+2
N−2
i
|x|β+ dx) = O((
µℓ
µi
)Γ
∫
Ah
µi
U
N+2
N−2
|y|β+ dy) = O((
µℓ
µi
)Γ)
∫
Ah
(PUℓ)
N+2
N−2PUi dx = O(
1
µΓi
∫
Ah
U
N+2
N−2
ℓ
|x|β− dx) = O((
µℓ
µi
)Γ
∫
Ah
µℓ
U
N+2
N−2
|y|β− dy) = O((
µℓ
µi
)Γ(
µℓ
µℓ−1
)
2Γ
N−2 )
for any i = 1, . . . , ℓ− 1 and h = 0, . . . , ℓ− 1, which inserted into the previous expression for Ih give
that
Ih = − 2N
N − 2
∫
Ah
(PUℓ−1)
N+2
N−2PUℓ dx+O(
∫
Ah
ℓ−1∑
i=1
(PUi)
4
N−2 (PUl)
2 dx+
∫
Ah
(PUl)
2N
N−2 dx)
+ o((
µℓ
µℓ−1
)Γ) = − 2N
N − 2
∫
Ah
(PUℓ−1)
N+2
N−2PUℓ dx
+O(
∫
Ah
ℓ−1∑
i=1
|(PUi) 4N−2PUl| 2N
N+2 ,Ah |PUl| 2NN−2 ,Ah + |PUl|
2N
N−2
2N
N−2 ,Ah
) + o((
µℓ
µℓ−1
)Γ)
= − 2N
N − 2
∫
Ah
(PUℓ−1)
N+2
N−2PUℓ dx+ o((
µℓ
µℓ−1
)Γ)
(5.28)
for h = 0, . . . , ℓ− 1 in view of (5.10)-(5.12). By (5.8) and Lemma 3.1 we have that∫
Ah
(PUℓ−1)
N+2
N−2PUℓ dx = O((
µℓ
µℓ−1
)Γ
∫
Ah
µℓ−1
U
N+2
N−2
|y|β+ dy) = o((
µℓ
µℓ−1
)Γ) (5.29)
for h = 0, . . . , ℓ− 2 and∫
Aℓ−1
(PUℓ−1)
N+2
N−2PUℓ dx
=
∫
Aℓ−1
U
N+2
N−2
ℓ−1 Uℓ dx+O(
∫
Aℓ−1
[µΓℓ−1
(Uℓ−1)
4
N−2Uℓ
|x|β− + µ
N+2
N−2Γ
ℓ−1
Uℓ
|x|N+2N−2β−
+ µΓℓ
U
N+2
N−2
ℓ−1
|x|β− ] dx)
= (
µℓ−1
µℓ
)
N−2
2
∫
Aℓ−1
µℓ−1
U
N+2
N−2U(
µℓ−1
µℓ
y) dy +O
(
µΓℓ−1
∫
Aℓ−1
(Uℓ−1)
4
N−2Uℓ
|x|β− dx
)
+O
(
µ
N+2
N−2Γ
ℓ−1 µ
Γ
ℓ
∫
Aℓ−1
dx
|x|N+2N−2β−+β+
)
+O(µΓℓ )(
∫
Aℓ−1
dx
|x|
2Nβ−
N−2
)
N−2
2N
= αN (
µℓ
µℓ−1
)Γ
∫
RN
U
N+2
N−2
|y|β+ dy + o((
µℓ
µℓ−1
)Γ)
(5.30)
in view of µℓ−1µℓ y ≥
√
µℓ−1
µℓ
→ +∞ for all y ∈ Aℓ−1µℓ−1 , (5.26) and
∫
Aℓ−1
U
4
N−2
ℓ−1 Uℓ
|x|β− =

O
(
|U
4
N−2
ℓ−1 Uℓ| 2NN+2 ,Aℓ−1
)
= O(( µℓµℓ−1 )
Γ) if 3 ≤ N ≤ 5
O
(
µΓℓ
µ
4Γ
N−2
ℓ−1
∫
Aℓ−1
dx
|x|
N+2
N−2
β−+β+
)
= O(( µℓµℓ−1 )
Γ) if N ≥ 6
(5.31)
28 PIERPAOLO ESPOSITO, NASSIF GHOUSSOUB, A. PISTOIA, AND GIUSI VAIRA
thanks to (5.11). Therefore, inserting (5.29)-(5.30) into (5.28) we have the following expansion:
Ih = o((
µℓ
µℓ−1
)Γ), Iℓ−1 = − 2N
N − 2A4(
µℓ
µℓ−1
)Γ + o((
µℓ
µℓ−1
)Γ). (5.32)
Summing up (5.27) and (5.32) we get that the third term in aℓ, ℓ = 2, . . . , k, takes the form
−N − 2
2N
ℓ∑
h=0
Ih = A4(
µℓ
µℓ−1
)Γ + o((
µℓ
µℓ−1
)Γ),
which, along with (5.24)-(5.25), finally establishes the validity of (5.17) for aℓ, ℓ = 2, . . . , k.
5.3. The remainder term: proof of Proposition 4.3. We assume that either ℓ = 1 or ℓ ≥ 2
and C1−maps (d1, . . . , dk) ∈ A → φj,ε(d1, . . . , dj) ∈ K⊥j have already been constructed for j =
1, . . . , ℓ−1 satisfying the properties of Proposition 4.3. By Lemma 4.2 we can rewrite the equation
Eℓ + Lℓ(φℓ) +Nℓ(φ1,ε, . . . , φℓ−1,ε, φℓ) = 0 as
φℓ = −L−1ℓ (Eℓ +Nℓ(φ1,ε, . . . , φℓ−1,ε, φℓ)) = Tℓ(φℓ).
Given R > 0 large, we show below that Tℓ : Bℓ → Bℓ = {φ ∈ K⊥ℓ : ‖φ‖ ≤ RRℓ} is a contraction
mapping for ε small, where
Rℓ =
{ ‖E1‖ if ℓ = 1
( µℓµℓ−1 )
Γ + ( µℓµℓ−1 )
Γ
2+1 + ( µℓµℓ−1 )
N+2
2(N−2)
Γ log
2
3 1
µℓ
if ℓ = 2, . . . , k.
(5.33)
Hence, for ǫ > 0 small it follows the existence of a unique fixed point φℓ,ε(d1, . . . , dℓ) ∈ Bℓ for any
(d1, . . . , dk) ∈ A. By the Implicit Function Theorem it is possible to show that (d1, . . . , dk) ∈ A→
φℓ,ε(d1, . . . , dℓ) is a C
1−map satisfying also (4.7). Since the proof can be made similarly as in [26]
we omit it. The validity of (4.8) will be addressed at the end of this section.
Set Nℓ(φ) = Nℓ(φ1,ε, . . . , φℓ−1,ε, φ). Since by Lemma 4.2
‖Tℓ(φ)‖ ≤ c (‖Eℓ‖+ ‖Nℓ(φ)‖) , ‖Tℓ(φ1)− Tℓ(φ2)‖ ≤ c‖Nℓ(φ1)−Nℓ(φ2)‖,
by Lemma 4.1 and (3.10)-(3.13) it is enough to show that
‖Nℓ(φ)‖ = O(Rℓ) + o(‖φ‖), ‖Nℓ(φ1)−Nℓ(φ2)‖ = o(1)‖φ1 − φ2‖ (5.34)
uniformly for any φ, φ1, φ2 ∈ Bℓ. Let f(u) = |u| 4N−2u and set
Nℓ = f
 ℓ∑
j=1
(−1)jPUj +
ℓ−1∑
j=1
φj,ε + φ
 − f
 ℓ∑
j=1
(−1)jPUj
− f ′
 ℓ∑
j=1
(−1)jPUj
φ
−f
ℓ−1∑
j=1
[(−1)jPUj + φj,ε]
+ f
ℓ−1∑
j=1
(−1)jPUj
 .
First, by (5.8) for ℓ = 1 we have that
‖N1(φ)‖ ≤ c|N1| 2N
N+2
= c|f(−PU1 + φ)− f(−PU1)− f ′(−PU1)φ| 2N
N+2
≤ c(|φ|
N+2
N−2
2N
N−2
+ |U
6−N
N−2
1 φ
2| 2N
N+2︸ ︷︷ ︸
if 3≤N≤5
) = o(‖φ‖)
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and then the first in (5.34) is established. For ℓ ≥ 2, by (5.8) we have the expansion
Nℓ = f
 ℓ∑
j=1
(−1)jPUj +
ℓ−1∑
j=1
φj,ε
− f
 ℓ∑
j=1
(−1)jPUj
− f
ℓ−1∑
j=1
[(−1)jPUj + φj,ε]

+ f
ℓ−1∑
j=1
(−1)jPUj
 +
f ′
 ℓ∑
j=1
(−1)jPUj +
ℓ−1∑
j=1
φj,ε
 − f ′
 ℓ∑
j=1
(−1)jPUj
φ
+O(|φ|N+2N−2 ) +O(
ℓ∑
j=1
(PUj)
6−N
N−2φ2 +
ℓ−1∑
j=1
|φj,ε|
6−N
N−2φ2)
︸ ︷︷ ︸
if 3≤N≤5
(5.35)
Letting Ah be as in (5.7), we have that
‖Nℓ(φ)‖ ≤ c
ℓ∑
h=0
|Nℓ| 2N
N+2 ,Ah . (5.36)
By (5.8) and
|a+ b| 4N−2 − |a| 4N−2 = O(|b| 4N−2 + |a| 6−NN−2 |b|︸ ︷︷ ︸
if 3≤N≤5
),
for h = 0, . . . , ℓ− 1 we have
|Nℓ| 2N
N+2 ,Ah ≤ c
∣∣∣U N+2N−2l + Ul ℓ−1∑
j=1
[U
4
N−2
j + |φj,ε|
4
N−2 ] + |φ|
ℓ−1∑
j=1
|φj,ε| 4N−2 + |φ|
N+2
N−2
∣∣∣
2N
N+2 ,Ah
+ c
∣∣∣ ℓ∑
j=1
U
6−N
N−2
j φ
2 +
ℓ−1∑
j=1
|φj,ε|
6−N
N−2φ2 +
ℓ∑
i=1
ℓ−1∑
j=1
U
6−N
N−2
i |φ||φj,ε|
∣∣∣
2N
N+2 ,Ah︸ ︷︷ ︸
if 3≤N≤5
= O
Rℓ + ℓ−1∑
j=1
||φj,ε| 4N−2Ul| 2N
N+2 ,Ah
 + o(‖φ‖)
(5.37)
and
|Nℓ| 2N
N+2 ,Aℓ ≤ c
∣∣∣U 4N−2l ℓ−1∑
j=1
|φj,ε|+
ℓ−1∑
j=1
|φj,ε|
N+2
N−2 + |φ|N+2N−2
∣∣∣
2N
N+2 ,Aℓ
+ c
∣∣∣Ul ℓ−1∑
i,j=1
U
6−N
N−2
i |φj,ε|+
ℓ∑
i=1
ℓ−1∑
j=1
U
6−N
N−2
i φ
2
j,ε +
ℓ∑
j=1
U
6−N
N−2
j φ
2 +
ℓ−1∑
j=1
|φj,ε|
6−N
N−2φ2
∣∣∣
2N
N+2 ,Aℓ︸ ︷︷ ︸
if 3≤N≤5
= O
ℓ−1∑
j=1
|U
4
N−2
ℓ φj,ε| 2NN+2 ,Aℓ +
ℓ−1∑
j=1
|φj,ε|
N+2
N−2
2N
N−2 ,Aℓ
+
ℓ−1∑
j=1
|φj,ε|22N
N−2 ,Aℓ

+O
 ℓ−1∑
i,j=1
|U
4
N−2
ℓ φj,ε|
N−2
4
2N
N+2 ,Aℓ
|Ui|
6−N
N−2
2N
N−2 ,Aℓ
|φj,ε|
6−N
4
2N
N−2 ,Aℓ

︸ ︷︷ ︸
if 3≤N≤5
+o(‖φ‖)
(5.38)
for any φ ∈ Bℓ in view of (5.10)-(5.12) and Ho¨lder inequality, where Rℓ is given in (5.33). Notice
in the estimate (5.37) we couple the first/second term in the expression (5.35) of Nℓ with the
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third/fourth one, while in the estimate (5.38) the first two and the second two terms in (5.35) are
coupled.
For j = 1, . . . , ℓ− 1 there holds Aℓ ⊂ Bρµj (0) and by (4.8) we deduce that
|φj,ε| 2N
N−2 ,Aℓ ≤
c
µΓj
| 1|x|β− | 2NN−2 ,Aℓ ≤ c(
√
µℓ−1µℓ
µj
)Γ = O
(
(
µℓ
µℓ−1
)
Γ
2
)
(5.39)
and
|U
4
N−2
ℓ φj,ε| 2NN+2 ,Aℓ ≤
c
µΓj
|U
4
N−2
ℓ
|x|β− | 2NN+2 ,Aℓ
≤

c(µℓµj )
Γ|U
4
N−2
|y|β− | 2NN+2 ,Aℓµℓ = O
(
( µℓµℓ−1 )
Γ
)
if 3 ≤ N ≤ 5
c(µℓµj )
Γ|U
4
N−2
|y|β− | 2NN+2 ,Aℓµℓ = O
(
( µℓµℓ−1 )
Γ log
2
3 1
µℓ
)
if N = 6
c
µ
4Γ
N−2
ℓ
µΓj
| 1
|x|β−+
4
N−2
β+
| 2N
N+2 ,Aℓ = O
(
( µℓµℓ−1 )
N+2
N−2
Γ
2
)
if N ≥ 7.
(5.40)
For h = 0, . . . , ℓ− 2 by (5.10) we deduce
||φj,ε| 4N−2PUℓ| 2N
N+2 ,Ah ≤ c‖φj,ε‖
4
N−2 |PUℓ| 2N
N−2 ,Ah ≤ c
(
µℓ√
µhµh+1
)Γ
= O
(
(
µℓ
µℓ−1
)Γ
)
(5.41)
for any j = 1, . . . , ℓ − 1. Splitting Aℓ−1 as A′ℓ−1 ∪ A′′ℓ−1, where A′ℓ−1 = Aℓ−1 ∩ Bρµℓ−1(0) and
A′′ℓ−1 = Aℓ−1 \Bρµℓ−1(0), by (4.8) and (5.10) we get that
||φj,ε| 4N−2PUℓ| 2N
N+2 ,Aℓ−1 ≤
c
µ
4Γ
N−2
j
| PUℓ
|x|
4β−
N−2
| 2N
N+2 ,A′ℓ−1 + c‖φj,ε‖
4
N−2 |PUℓ| 2N
N−2 ,A′′ℓ−1
≤ c
µ
4Γ
N−2
j
|PUℓ| 2N
N+2 ,A′ℓ−1
{
µ
4Γ
N−2−2
ℓ−1 if Γ ≥ N−22
(µℓ−1µℓ)
2Γ
N−2−1 if Γ < N−22
+ c(
µℓ
µℓ−1
)Γ
= O
(
(
µℓ
µℓ−1
)
N+2
N−2
Γ
2 + (
µℓ
µℓ−1
)
Γ
2+1
)
(5.42)
in view of
|PUℓ| 2N
N+2 ,A′ℓ−1 ≤ µ
2
ℓ |U | 2N
N+2 ,R
N\B√µℓ−1
µℓ
(0) = O
(
µ2ℓ(
µℓ
µℓ−1
)
Γ
2−1
)
|PUℓ| 2N
N−2 ,A′′ℓ−1 ≤ |U | 2NN−2 ,RN\Bµℓ−1
µℓ
(0) = O
(
(
µℓ
µℓ−1
)Γ
)
.
(5.43)
Estimates (5.10), (5.39)-(5.40) into (5.38) and (5.41)-(5.42) into (5.37) lead to |Nℓ| 2N
N+2 ,Ah =
O(Rℓ)+ o(‖φ‖) for any h = 0, . . . , ℓ, which, inserted into (5.36), finally give the validity of the first
in (5.34) for ℓ ≥ 2.
Concerning the second one in (5.34), we have that
‖Nℓ(φ1)−Nℓ(φ2)‖ ≤ c
∣∣∣∣∣∣[
ℓ−1∑
j=1
|φj,ε| 4N−2 + |φ1| 4N−2 + |φ2| 4N−2 ](φ1 − φ2)
∣∣∣∣∣∣
2N
N+2
+ c
∣∣∣∣∣∣
ℓ∑
i=1
U
6−N
N−2
i [
ℓ−1∑
j=1
|φj,ε|+ |φ1|+ |φ2|](φ1 − φ2)
∣∣∣∣∣∣
2N
N+2︸ ︷︷ ︸
if 3≤N≤5
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in view of
|a+ b+ c1| 4N−2 (a+ b+ c1)− |a+ b+ c2| 4N−2 (a+ b+ c2)− N + 2
N − 2 |a|
4
N−2 (c1 − c2)
= |c1 − c2|O
|b| 4N−2 + |c1| 4N−2 + |c2| 4N−2 + |a| 6−NN−2 (|b|+ |c1|+ |c2|)︸ ︷︷ ︸
if 3≤N≤5

for all a, b, c1, c2 ∈ R. Therefore there holds
‖Nℓ(φ1)−Nℓ(φ2)‖ ≤ c
ℓ−1∑
j=1
‖φj,ε‖ 4N−2 + ‖φ1‖ 4N−2 + ‖φ2‖ 4N−2
 ‖φ1 − φ2‖
+ c
ℓ∑
i=1
|Ui|
6−N
N−2
2N
N−2
ℓ−1∑
j=1
‖φj,ε‖+ ‖φ1‖+ ‖φ2‖
 ‖φ1 − φ2‖︸ ︷︷ ︸
if 3≤N≤5
= o(1)‖φ1 − φ2‖.
(5.44)
in view of φ1, φ2 ∈ Bℓ. The validity of (5.34) has been fully established.
To prove the validity of (4.8), assume that either ℓ = 1 or ℓ ≥ 2 and C1−maps (d1, . . . , dk) ∈ A→
φj,ε(d1, . . . , dj) ∈ K⊥j have already been constructed for j = 1, . . . , ℓ − 1 satisfying the properties
of Proposition 4.3. Setting uj = (−1)jPUj + φj,ε, j = 1, . . . , ℓ, we have that uj satisfies
uj = ı
∗
[
f(
j∑
i=1
ui)− f(
j−1∑
i=1
ui) + εuj
]
+Ψj, Ψj ∈ Kj , (5.45)
for any j = 1, . . . , ℓ, and then
ℓ∑
j=1
uj = ı
∗
f( ℓ∑
i=1
ui) + ε
ℓ∑
j=1
uj
+ ℓ∑
j=1
λj,εPZj (5.46)
in view of
ℓ∑
j=1
Ψj ∈ Kℓ. We claim that λj,ε = o(1) as ε → 0 for any j = 1, . . . , ℓ. Indeed, let us
take the inner product of (5.46) against PZi, i = 1, . . . , ℓ, to get
ℓ∑
j=1
λj,ε〈PZj , PZi〉 =
∫
Ω
[
ℓ∑
j=1
(−1)jU
N+2
N−2
j − f(
ℓ∑
j=1
uj)]PZi dx+
i−1∑
j=1
〈φj,ε, PZi〉
− ε
ℓ∑
j=1
∫
Ω
ujPZi dx
(5.47)
in view of φj,ε ∈ K⊥i for any j ≥ i and PUj = ı∗(U
N+2
N−2
j ). By Proposition 3.6 and (5.22) we have
that∫
Ω
(PZi)
2N
N−2 dx =
∫
Ω
Z
2N
N−2
i dx+O
µΓi ∫
Ω
Z
N+2
N−2
i
|x|β− dx+
∫
Ω
µ
2N
N−2Γ
i
|x| 2NN−2β−
dx

=
∫
Ω
µi
Z
2N
N−2 dy +O
(
µ2Γi
∫
Ω
µi
Z
N+2
N−2
|y|β− dy
)
+ o(1) =
∫
RN
Z
2N
N−2 dy + o(1)
(5.48)
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and
〈PZj , PZi〉 = N + 2
N − 2
∫
Ω
U
4
N−2
j ZjPZi dx
=
N + 2
N − 2
∫
Ω
U
4
N−2
j ZjZi dx+O
µΓi ∫
Ω
U
4
N−2
j Zj
|x|β− dx

=
N + 2
N − 2δij
∫
Ω
µj
U
4
N−2Z2 dy +O
(
µΓi µ
Γ
j
∫
Ω
µj
U
4
N−2Z
|y|β− dy
)
+ o(1)
=
N + 2
N − 2δij
∫
RN
U
4
N−2Z2 dy + o(1)
(5.49)
in view of PZj = ı
∗(N+2N−2U
4
N−2
j Zj), |Zi| ≤ Ui and
|
∫
Ω
U
4
N−2
j ZjZi dx| ≤ c
∫
Ω
U
N+2
N−2
j Ui dx ≤

c(
µj
µi
)Γ
∫
RN
U
N+2
N−2
|y|β− dy if j > i
c(µiµj )
Γ
∫
RN
U
N+2
N−2
|y|β+ dy if j < i.
By inserting (5.48)-(5.49) into (5.47) we get that
N + 2
N − 2
(∫
RN
U
4
N−2Z2 dy
)
λi,ε =
∫
Ω
[
ℓ∑
j=1
(−1)j(PUj)
N+2
N−2 − f(
ℓ∑
j=1
(−1)jPUj)]PZi dx
+ o(
ℓ∑
j=1
|λj,ε|) + o(1)
(5.50)
in view of (4.6), (5.3)-(5.5), (5.8) and ‖PUj‖ = O(1). We have that∫
Ω
[
ℓ∑
j=1
(−1)j(PUj)
N+2
N−2 − f(
ℓ∑
j=1
(−1)jPUj)]PZi dx
= −
ℓ∑
j=1
∫
Ω
[
f
(
j∑
i=1
(−1)iPUi
)
− f
(
j−1∑
i=1
(−1)iPUi
)
− (−1)j(PUj)
N+2
N−2
]
PZi dx
= O
(
ℓ∑
h=0
∣∣∣f ( j∑
i=1
(−1)iPUi
)
− f
(
j−1∑
i=1
(−1)iPUi
)
− (−1)j(PUj)
N+2
N−2
∣∣∣
2N
N+2 ,Ah
)
in view of (5.48), with Ah given as in (5.7). By (5.9)-(5.14) we deduce that∫
Ω
[
ℓ∑
j=1
(−1)j(PUj)
N+2
N−2 − f(
ℓ∑
j=1
(−1)jPUj)]PZi dx = o(1),
and then (5.50) reduces to
N + 2
N − 2
(∫
RN
U
4
N−2Z2 dy
)
λi,ε = o(
ℓ∑
j=1
|λj,ε|) + o(1).
This in turn implies that
ℓ∑
j=1
|λj,ε| = o(1), and the claim is established.
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The function Uℓ(y) = µ
N−2
2
ℓ (
ℓ∑
j=1
uj)(µℓy) solves
−∆Uℓ − γ|y|2Uℓ − εµ
2
ℓUℓ − U
N+2
N−2
ℓ = h in
Ω
µℓ
(5.51)
in view of (5.46), where
h = O
 ℓ∑
j=1
|λj,ε|(µℓ
µj
)
N+2
2 U
N+2
N−2 (
µℓ
µj
y)
 .
We have that
|y|τ |h(y)| = O(
ℓ∑
j=1
|λj,ε|(µℓ
µj
)
N+2
N−2Γ) = O(1)
with τ = N+2N−2β− < β− + 2 and(∫
Br(0)
|Uℓ| 2NN−2 dy
)N−2
2N
≤ ℓ
(∫
Br(0)
U
2N
N−2 dy
)N−2
2N
+
ℓ∑
j=1
‖φj,ǫ‖ 2NN−2 ≤ ǫ
in view of Brµℓ ⊂ Brµj for any j = 1, . . . , ℓ− 1 and (4.6), for some r = r(ǫ). We are in position to
apply Proposition 5.1 below to get the existence of ρ,K > 0 such that
|y|β− |Uℓ(x)| ≤ K
for all x ∈ Bρ(0), or equivalently
|x|β− |
ℓ∑
j=1
uj(x)| ≤ K
µΓℓ
in Bρµℓ(0).
Since by assumption for any j = 1, . . . , ℓ− 1
|uj | ≤ PUj + |φj,ε| ≤ C
µΓj |x|β−
≤ C
µΓℓ |x|β−
in Bρµj (0) with Bρµℓ(0) ⊂ Bρµj (0), we deduce that |uℓ| ≤ CµΓ
ℓ
|x|β− and then |φℓ,ε| ≤
C
µΓ
ℓ
|x|β− in
Bρµℓ(0), and (4.8) is established.
The following result is established using the same scheme as in [20] and for convenience we repro-
duce it here.
Proposition 5.1. Let M > 0 and τ < β− + 2. There exist ε, ρ,K > 0 so that
sup
x∈Bρ(0)
|x|β− |u(x)| ≤ K (5.52)
does hold for any solution u of
−∆u − γ|x|2u = au+ |u|
4
N−2u+ h in B1(0), u ∈ H1(B1(0)), (5.53)
with
|u| 2N
N−2 ,B1(0)
≤ ε (5.54)
|a|∞,B1(0) + sup
x∈B1(0)
|x|τ |h(x)| ≤M. (5.55)
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Proof. We need some preliminary facts.
1st Claim: Let M > 0 and q > 2 with 4(q−1)q2 >
4γ
(N−2)2 . There exist ǫ,K > 0 so that for any
0 < ρ2 < ρ1 ≤ 1 there holds
|u|Bρ2(0), NqN−2 ≤ K
[
|u|Bρ1(0),q + |h(x)|Bρ1 (0), NqN−2+2q
]
(5.56)
for any solution u ∈ Lq(Bρ1 (0)) of (5.53) so that (5.54), h
N
N−2+2q ∈ Lq(Bρ1 (0)) and |a|∞,Bρ1 (0) ≤M
do hold.
Indeed, given L > 0 define
GL(t) =
{ |t|q−2t if |t| ≤ L
(q − 1)Lq−2t− (q − 2)Lq−1 sign t if |t| > L
and
HL(t) =
{ |t| q2 if |t| ≤ L
q
2L
q−2
2 |t| − q−22 L
q
2 if |t| > L
in such a way that HL, GL ∈ C1(R) satisfy
G′L(t) =
4(q − 1)
q2
[H ′L(t)]
2, t ∈ R. (5.57)
Observe that for all t ∈ R there hold
0 ≤ tGL(t) ≤ H2L(t), |GL(t)| ≤ H
2(q−1)
q
L (t). (5.58)
Given 0 < ρ2 < ρ1 ≤ 1, let η ∈ C∞c (RN ) be so that η = 1 in Bρ2(0) and η = 0 in RN \ Bρ1(0).
Test (5.53) against η2GL(u) to get∫
B1(0)
〈∇u,∇(η2GL(u))〉dx −
∫
B1(0)
γ
|x|2 η
2uGL(u) dx
= λ
∫
B1(0)
η2uGL(u) dx+
∫
B1(0)
η2|u| 4N−2uGL(u) dx+
∫
B1(0)
η2h(x)GL(u) dx.
(5.59)
By (5.57) an integration by parts leads to∫
B1(0)
〈∇u,∇(η2GL(u))〉dx = 4(q − 1)
q2
∫
B1(0)
|∇(ηHL(u))|2
+
4(q − 1)
q2
∫
B1(0)
η∆ηH2L(u) dx−
∫
B1(0)
∆(η2)JL(u) dx
(5.60)
where JL(t) =
∫ t
0 GL(τ) dτ. Inserting (5.60) into (5.59) we get
4α
(α+ 1)2
∫
B1(0)
|∇(ηHL(u))|2 dx−
∫
B1(0)
γ
|x|2 η
2uGL(u) dx
≤ K
∫
Bρ1 (0)
[H2L(u) + JL(u)] dx+K
∫
B1(0)
{
|u| 4N−2 [ηHL(u)]2 + η2|h(x)||GL(u)|
}
dx
(5.61)
in view of (5.58), where K denotes a generic constant just depending on q, M , γ, N and ρ1, ρ2.
By Ho¨lder and Sobolev inequalities we have that∫
B1(0)
|u| 4N−2 [ηHL(u)]2 dx ≤
(∫
B1(0)
|u| 2NN−2 dx
) 2
N
(∫
B1(0)
|ηHL(u)| 2NN−2 dx
)N−2
N
≤ Kε 4N−2
∫
B1(0)
|∇(ηHL(u))|2 dx
(5.62)
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in view of (5.54) and∫
B1(0)
η2|h(x)||GL(u)| dx ≤
∫
B1(0)
|h(x)|[ηHL(u)]
2(q−1)
q dx
≤ K
(∫
B1(0)
|h(x)| NqN−2+2q dx
)N−2+2q
Nq
(∫
B1(0)
|∇(ηHL(u))|2 dx
) q−1
q
(5.63)
in view of (5.58). Plugging (5.62)-(5.63) into (5.61) by (5.58) we get[
4(q − 1)
q2
−Kǫ 4N−2
] ∫
B1(0)
|∇(ηHL(u))|2 dx− γ+
∫
B1(0)
1
|x|2 [ηHL(u)]
2 dx
≤ K
∫
Bρ1 (0)
[H2L(u) + JL(u)] dx+K
(∫
B1(0)
|h(x)| NqN−2+2q dx
)N−2+2q
Nq
(∫
B1(0)
|∇(ηHL(u))|2 dx
) q−1
q
where γ+ = max{γ, 0}. By the Hardy inequality we finally deduce that[
4(q − 1)
q2
−Kε 4N−2 − 4γ
+
(N − 2)2
] ∫
B1(0)
|∇(ηHL(u))|2 dx ≤ K
∫
Bρ1 (0)
[H2L(u) + JL(u)] dx
+K
(∫
B1(0)
|h(x)| NqN−2+2q dx
)N−2+2q
Nq
(∫
B1(0)
|∇(ηHL(u))|2 dx
) q−1
q
. (5.64)
Since 4(q−1)q2 >
4γ
(N−2)2 , for ǫ small we can assume that
4(q−1)
q2 −Kε
4
N−2 − 4γ+(N−2)2 > 0. By (5.64)
we deduce that(∫
B1(0)
|ηHL(u)| 2NN−2 dx
)N−2
N
≤ K
∫
B1(0)
|∇(ηHL(u))|2 dx
≤ K
∫
Bρ1 (0)
[H2L(u) + JL(u)] dx+K
(∫
B1(0)
|h(x)| NqN−2+2q dx
)N−2+2q
N
(5.65)
in view of q−1q < 1 and the Sobolev inequality. Since 0 ≤ JL(t) ≤ tGL(t) ≤ H2L(t) ≤ |t|q does hold
for all t ∈ R in view of (5.58), by (5.65) we get that(∫
Bρ2 (0)
|HL(u)| 2NN−2 dx
)N−2
N
≤ K
∫
Bρ1 (0)
|u|q dx+K
(∫
Bρ1 (0)
|h(x)| NqN−2+2q dx
)N−2+2q
N
.
Taking the power 1q and letting L→ +∞ by the Fatou’s Lemma we obtain the validity of (5.56).
2nd Claim: Let 1 ≤ q < Q, M > 0 and τ < β− + 2, where
Q =
{
+∞ if γ ≤ 0
N
β−
if γ > 0.
There exist ǫ,K > 0 so that
|u|q,B 1
2
(0) ≤ K
[
|u| 2N
N−2 ,B1(0)
+ 1
]
(5.66)
does hold for any solution u of (5.53) so that (5.54)-(5.55) are valid.
Indeed, notice that for γ > 0 the property 4(q−1)q2 >
4γ
(N−2)2 , q > 2, is equivalent to 2 < q <
N−2
β−
=
N−2
N Q. Since
sup
q∈[1,N−2
N
Q)
Nq
N − 2 + 2q =
{ N
2 if γ ≤ 0
N
β−+2
if γ > 0
<
N
τ
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if τ < β− + 2, we have that
|h| Nq
N−2+2q ,B1(0)
≤ K(M, τ) (5.67)
for any q ∈ [1, N−2N Q), τ < τ0 and h satisfying (5.55). Let qj = (N−2N )jq, j ∈ N, and rj be any
decreasing sequence so that r0 = 1 and rk =
1
2 . Since qj → 0 as j → +∞, we can find a smallest
index k ∈ N so that qk ≤ 2NN−2 . Notice that qj ≤ q1 < N−2N Q for all j ≥ 1 and qk > 2 in view of
qk−1 > 2NN−2 . We can apply the 1
st Claim with qj between rj+1 and rj for j = 1, . . . , k − 1 and
obtain by (5.67) that for ǫ > 0 small
|u|q,B 1
2
(0) ≤ K
[|u|qk,B1(0) + 1] (5.68)
does hold for some K > 0. We can conclude in view of qk ≤ 2NN−2 and
|u|qk,B1(0) ≤ ω
2N−(N−2)qk
2Nqk
N |u| 2NN−2 ,B1(0).
3rd Claim: Let 2NN−2 < q < Q, M > 0 and τ < β− + 2. There exist ǫ,K > 0 so that
sup
x∈B 1
4
(0)
|x|Nq |u(x)| ≤ K (5.69)
does hold for any solution u of (5.53) so that (5.54)-(5.55) are valid.
Given 2NN−2 < q < Q, M > 0 and τ < β− + 2, choose ǫ > 0 small so that the 2
nd Claim applies.
The function U(y) = |x|Nq u(|x|y) satisfies
−∆U − γ|y|2U = |x|
2a(|x|y)U + |x|2− 4Nq(N−2) |U | 4N−2U + |x|Nq +2h(|x|y) in B2(0) \B 1
2
(0),
where ∣∣|x|2a(|x|y)U + |x|2− 4Nq(N−2) |U | 4N−2U ∣∣ ≤ M
16
|U |+ 4 4Nq(N−2)−2|U |N+2N−2 (5.70)
and
|x|Nq +2|h(|x|y)| ≤ |x|Nq +2−τ M|y|τ ≤ 4
2τ−N
q
−2M (5.71)
for any |x| ≤ 14 and 12 ≤ |y| ≤ 2, in view of Nq + 2− τ > NQ + 2− τ ≥ β− + 2− τ > 0. Since
|U |q,B2(0)\B1(0) ≤ |u|q,B 1
2
(0),
by (5.70)-(5.71) standard elliptic estimates apply for any q˜ ≥ q > 2NN−2 and through a bootstrap
argument yield the validity of (5.69) for some universal constant K > 0.
To conclude the proof, let us rewrite (5.53) as
−∆u− γ + a˜(x)|x|2 u = h(x), a˜(x) = |x|
2a(x) + |x|2|u(x)| 4N−2 . (5.72)
Since 4NQ(N−2) < 2, by 3
rd Claim and (5.55) it follows that there exists C0, θ > 0 such that
|a˜(x)| ≤ C0|x|θ (5.73)
for any |x| ≤ 14 . Since τ < β− + 2, we can fix α so that β− − θ < α < β− and α > τ − 2. Then we
can find ρ > 0 small so that Φ(x) = |x|−β− − |x|−α ≥ 12 |x|−β− in Bρ(0) and satisfies
−∆Φ− γ + a˜|x|2 Φ =
α2 − α(N − 2) + γ
|x|α+2 −
a˜
|x|2Φ ≥
α2 − α(N − 2) + γ
|x|2+α −
C0
|x|β−+2−θ ≥
M
|x|τ
in Bρ(0) in view of α
2 − α(N − 2) + γ > 0. Since |u(x)| ≤ KΦ(x) for some K ≥ 1 and any
x ∈ ∂Bρ(0) in view of (5.69), by (5.55) we can use KΦ as a supersolution of (5.72) with h and −h
to get by the maximum principle |u(x)| ≤ KΦ(x) ≤ K|x|−β− for any x ∈ Bρ(0), as desired. 
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5.4. The reduced energy: end of the proof for Proposition 4.4. Let us first show that J˜ε
has the same expansion as Jε. Setting uℓ = (−1)ℓPUℓ + φℓ,ε, ℓ = 1, . . . , k, we have that
J˜ε(µ1, . . . , µk) = Jε(µ1, . . . , µk) +
k∑
ℓ,i=1
[
〈uℓ, φi,ε〉 − ε
∫
Ω
uℓφi,ε dx
]
− 1
2
‖
k∑
ℓ=1
φℓ,ε‖2
+
ε
2
|
k∑
ℓ=1
φℓ,ε|2 − N − 2
2N
∫
Ω
[
|
k∑
ℓ=1
uℓ| 2NN−2 − |
k∑
ℓ=1
(−1)ℓPUℓ| 2NN−2
]
dx
(5.74)
in view 〈u + v, u + v〉 = 〈u, u〉 − 〈v, v〉 + 2〈u + v, v〉 for any bi-linear form 〈·, ·〉. By multiplying
(5.45) against φi,ε ∈ K⊥ℓ , i ≥ ℓ, we get that
〈uℓ, φi,ε〉 − ε
∫
Ω
uℓφi,ε dx =
∫
Ω
f( ℓ∑
j=1
uj)− f(
ℓ−1∑
j=1
uj)
φi,ε dx
for any i ≥ ℓ. Therefore, (5.74) reads as
J˜ε(µ1, . . . , µk) =Jε(µ1, . . . , µk) +
∑
i<ℓ
(−1)ℓ
[
〈PUℓ, φi,ε〉 − ε
∫
Ω
PUℓφi,ε dx
]
− 1
2
k∑
ℓ=1
‖φℓ,ε‖2 + ε
2
k∑
ℓ=1
|φℓ,ε|22 +
∑
i≥ℓ
∫
Ω
f( ℓ∑
j=1
uj)− f(
ℓ−1∑
j=1
uj)
φi,ε dx
− N − 2
2N
∫
Ω
[
|
k∑
ℓ=1
uℓ| 2NN−2 − |
k∑
ℓ=1
(−1)ℓPUℓ| 2NN−2
]
dx.
(5.75)
Setting
Υ˜ℓ = (−1)ℓ
(
〈PUℓ,
ℓ−1∑
i=1
φi,ε〉 − ε
∫
Ω
PUℓ(
ℓ−1∑
i=1
φi,ε)
)
− 1
2
‖φℓ,ε‖2 + ε
2
|φℓ,ε|22 +
∫
Ω
f(
ℓ∑
j=1
uj)φℓ,ε dx
− N − 2
2N
∫
Ω
| ℓ∑
j=1
uj| 2NN−2 − |
ℓ−1∑
j=1
uj| 2NN−2 − |
ℓ∑
j=1
(−1)jPUj| 2NN−2 + |
ℓ−1∑
j=1
(−1)jPUj| 2NN−2
 ,
by (5.75) we have that
J˜ε(µ1, . . . , µk) = Jε(µ1, . . . , µk) +
k∑
ℓ=1
Υ˜ℓ
in view of ∑
i≥ℓ
∫
Ω
f( ℓ∑
j=1
uj)− f(
ℓ−1∑
j=1
uj)
φi,ε dx = k∑
i=1
∫
Ω
f(
i∑
j=1
uj)φi,ε dx.
Since for ℓ ≥ 2
(−1)ℓ
(
〈PUℓ,
ℓ−1∑
i=1
φi,ε〉 − ε
∫
Ω
PUℓ(
ℓ−1∑
i=1
φi,ε)
)
= (−1)ℓ
∫
Ω
PU
N+2
N−2
ℓ (
ℓ−1∑
i=1
φi,ε) dx +O
(
|U
N+2
N−2
ℓ − (PUℓ)
N+2
N−2 | 2N
N+2
+ ε|PUℓ| 2N
N+2
) ℓ−1∑
i=1
‖φi,ε‖
= (−1)ℓ
∫
Ω
PU
N+2
N−2
ℓ (
ℓ−1∑
i=1
φi,ε) dx + o
(
(
µℓ
µℓ−1
)Γ + εµ2ℓ
)
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in view of (4.6) and (5.2)-(5.5) with µ1 replaced by µℓ, we have that
Υ˜1 = −N − 2
2N
∫
Ω
υ˜1 dx+O(‖E1‖2), Υ˜ℓ = −N − 2
2N
∫
Ω
υ˜ℓ dx+ o
(
(
µℓ
µℓ−1
)Γ + εµ2ℓ
)
(5.76)
for any ℓ = 2, . . . , k, where
υ˜ℓ = |
ℓ∑
j=1
uj| 2NN−2 − |
ℓ−1∑
j=1
uj | 2NN−2 − |
ℓ∑
j=1
(−1)jPUj | 2NN−2 + |
ℓ−1∑
j=1
(−1)jPUj | 2NN−2
− 2N
N − 2
f( ℓ∑
j=1
uj)φℓ,ε + (−1)ℓ(PUℓ)
N+2
N−2 (
ℓ−1∑
i=1
φi,ε)
 .
By (5.8) and (5.22) we have the expansion
υ˜ℓ = |
ℓ∑
j=1
(−1)jPUj +
ℓ−1∑
j=1
φj,ε| 2NN−2 − |
ℓ−1∑
j=1
uj| 2NN−2 − |
ℓ∑
j=1
(−1)jPUj| 2NN−2
+ |
ℓ−1∑
j=1
(−1)jPUj| 2NN−2 − 2N
N − 2(−1)
ℓ(PUℓ)
N+2
N−2 (
ℓ−1∑
i=1
φi,ε)
+O
|φℓ,ε| 2NN−2 + ℓ∑
j=1
(PUj)
4
N−2φ2ℓ,ε +
ℓ−1∑
j=1
|φj,ε| 4N−2φ2ℓ,ε
 .
(5.77)
We have that
Υ˜1 = O(‖E1‖2) = o(µ2Γ1 ) (5.78)
in view of (3.10)-(3.13) and (5.76).
Let us now discuss the case ℓ ≥ 2. Given Ah as in (5.7), by (5.8) and (5.22) for h = 0, . . . , ℓ − 1
we have
|υ˜ℓ|1,Ah ≤ c
∣∣∣U 2NN−2l + U2l ℓ−1∑
j=1
[U
4
N−2
j + |φj,ε|
4
N−2 ] + U
N+2
N−2
ℓ
ℓ−1∑
j=1
|φj,ε|
∣∣∣
1,Ah
+ c
∣∣∣[f(ℓ−1∑
j=1
uj)− f(
ℓ−1∑
j=1
(−1)jPUj)]Uℓ
∣∣∣
1,Ah
+O(‖φℓ,ε‖2)
≤ c
ℓ−1∑
j=1
∣∣∣Uℓ|φj,ε|N+2N−2 ∣∣∣
1,Ah
+
ℓ−1∑
i,j=1
∣∣∣UℓU 4N−2i |φj,ε|∣∣∣
1,Ah
+ o
(
(
µℓ
µℓ−1
)Γ + εµ2ℓ
)
(5.79)
and
|υ˜ℓ|1,Aℓ ≤ c
∣∣∣ ℓ∑
i=1
ℓ−1∑
j=1
U
4
N−2
i φ
2
j,ε +
ℓ−1∑
j=1
|φj,ε| 2NN−2 +
ℓ−1∑
i,j=1
U
N+2
N−2
i |φj,ε|
∣∣∣
1,Aℓ
+ c
∣∣∣[f( ℓ∑
j=1
(−1)jPUj)− f((−1)ℓPUℓ)]
ℓ−1∑
j=1
φj,ε
∣∣∣
1,Aℓ
+O(‖φℓ,ε‖2)
≤ c
∣∣∣U 4N−2ℓ ℓ−1∑
j=1
φ2j,ε +
ℓ−1∑
j=1
|φj,ε| 2NN−2
∣∣∣
1,Aℓ
+ o
(
(
µℓ
µℓ−1
)Γ + εµ2ℓ
)
(5.80)
in view of (4.6), (5.10)-(5.14) and for any i, j = 1, . . . , ℓ− 1
|U2l U
4
N−2
j |1,Ah = O(|U
4
N−2
j Uℓ| 2NN+2 ,Ah |Uℓ| 2NN−2 ,Ah), U
2
ℓ |φj,ε|
4
N−2 + U
N+2
N−2
ℓ |φj,ε| = O(Uℓ|φj,ε|
N+2
N−2 + U
2N
N−2
ℓ ),
U
4
N−2
i φ
2
j,ε + U
N+2
N−2
i |φj,ε| = O(|φj,ε|
2N
N−2 + U
2N
N−2
i ), U
4
N−2
ℓ Uiφj,ε = O([U
4
N−2
ℓ Ui]
2N
N+2 + |φj,ε| 2NN−2 ).
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Notice in the estimate (5.79) we couple the first two and the second two terms in the expression
(5.77) of υ˜ℓ, while in the estimate (5.80) the first/second term is coupled with the third/fourth one
in (5.77).
For j = 1, . . . , ℓ− 1 there holds Aℓ ⊂ Bρµj (0) and by (4.8) we deduce that∣∣∣U 4N−2ℓ φ2j,ε + |φj,ε| 2NN−2 ∣∣∣
1,Aℓ
≤ c
µ2Γj
∫
Aℓ
U
4
N−2
ℓ
|x|2β− dx+
c
µ
2N
N−2Γ
j
∫
Aℓ
dx
|x| 2NN−2β−
≤ c(µℓ
µj
)2Γ
∫
Aℓ
µℓ
U
4
N−2
|y|2β− dy + c(
µℓ
µℓ−1
)
N
N−2Γ = O
(
(
µℓ
µℓ−1
)
N
N−2Γ log
1
µℓ
)
.
(5.81)
For h = 0, . . . , ℓ− 2 by (4.6) and (5.10) we deduce
||φj,ε|
N+2
N−2Uℓ|1,Ah + |UℓU
4
N−2
i φj,ε|1,Ah ≤ c‖φj,ε‖
N+2
N−2 |Uℓ| 2N
N−2 ,Ah + c‖φj,ε‖|Uℓ| 2NN−2 ,Ah
= o
(
(
µℓ√
µhµh+1
)Γ
)
= o
(
(
µℓ
µℓ−1
)Γ
) (5.82)
for any i, j = 1, . . . , ℓ − 1. Splitting Aℓ−1 as A′ℓ−1 ∪ A′′ℓ−1, where A′ℓ−1 = Aℓ−1 ∩ Bρµℓ−1(0) and
A′′ℓ−1 = Aℓ−1 \Bρµℓ−1(0), by (4.6) and (4.8) we get that
||φj,ε|
N+2
N−2Uℓ|1,Aℓ−1 + |UℓU
4
N−2
i φj,ε|1,Aℓ−1
≤ c‖φj,ε‖
2N
(N−2)(N−1) |φ
N+1
N−1
j,ε Uℓ|N−1
N−2 ,A′ℓ−1 + c‖φj,ε‖
2N
(N−2)(5N−9) |UℓU
4
N−2
i φ
5N2−21N+18
(N−2)(5N−9)
j,ε | 5N−9
5N−10 ,A′ℓ−1
+ c
[
‖φj,ε‖
N+2
N−2 + ‖φj,ε‖
]
|Uℓ| 2N
N−2 ,A′′ℓ−1
= o
 µΓℓ
µ
N+1
N−1Γ
j
(
∫
A′
ℓ−1
dx
|x|N− 2ΓN−2
)
N−2
N−1 +
µΓℓ
µ
4Γ
N−2
i µ
5N2−21N+18
(N−2)(5N−9)
Γ
j
(
∫
A′
ℓ−1
dx
|x|N− 18Γ5(N−2)
)
5N−10
5N−9

+ o
(
(
µℓ
µℓ−1
)Γ
)
= o
(
(
µℓ
µℓ−1
)Γ
)
(5.83)
for any i, j = 1, . . . , ℓ−1 in view of (5.43). Inserting (5.82)-(5.83) into (5.79) and (5.81) into (5.80)
we deduce that |υ˜ℓ|1,Ah = o
(
( µℓµℓ−1 )
Γ + εµ2ℓ
)
for any h = 0, . . . , ℓ and then
Υ˜ℓ = o
(
(
µℓ
µℓ−1
)Γ
)
(5.84)
for any ℓ ≥ 2 in view of (3.10)-(3.13) and (5.76). Thanks to (5.78) and (5.84) we have established
that Υ˜ℓ satisfies the same estimate as Υℓ, ℓ = 1, . . . , k.
To conclude the proof of Proposition 4.4, let us show that, if (d1, . . . , dk) is a critical point of J˜ε,
then
k∑
ℓ=1
(−1)ℓPUℓ +Φε is a critical point of the functional Jε. Assume that
0 = ∂dh J˜ε(d1, . . . , dk) = ∇Jε
(
k∑
ℓ=1
(−1)ℓPUℓ +Φε
)[
(−1)h∂dhPUh + ∂dhΦε
]
for any h = 1, . . . , k. Since
∇Jε
(
k∑
ℓ=1
(−1)ℓPUℓ +Φε
)
=
k∑
j=1
λj,εPZj ,
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we get that
0 =
k∑
j=1
λj,ε
〈
PZj, (−1)h∂dhPUh + ∂dhΦε
〉
(5.85)
for any h = 1, . . . , k. Since by (5.49) there hold
‖PZh‖2 = c0 + o(1), 〈PZj , PZh〉 = o(1) ∀ j 6= h,
we have that
〈PZj , ∂dhΦε〉 =
k∑
ℓ=h
〈PZj , ∂dhφℓ,ε〉 = O
(
k∑
ℓ=h
‖PZj‖ ‖∂dhφℓ,ε‖
)
= o (1) .
in view of (4.7). Since
∂dhPUh = −ΓαNPZh ×
{ − 1ε if Γ = 1
1
dh
if Γ > 1,
by (5.85) we deduce that λj,ε = 0 for any j = 1, . . . , k, or equivalently
∇Jε
(
k∑
ℓ=1
(−1)ℓPUℓ +Φε
)
= 0.
Then
k∑
ℓ=1
(−1)ℓPUℓ +Φε is a critical point of the functional Jε and the proof of Proposition 4.4 is
complete.
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