Boundedness by 3 of the Whitney Interpolation Constant  by Gilewicz, J. et al.
Journal of Approximation Theory 119, 271–290 (2002)
doi:10.1006/jath.2002.3732Boundednessby 3 of theWhitney Interpolation Constant
J. Gilewicz
Centre de Physique Th!eorique, CNRS, Luminy, Case 907, F-13288 Marseille, Cedex 9, France
E-mail: gilewicz@cpt.univ-mrs.fr
Yu. V. Kryakin1,2
Institute of Mathematics, University of Wroclaw, 50-384, Wroclaw, pl. Grunwaldzki 2/4, Poland
E-mail: kryakin@math.uni.wroc.pl
and
I. A. Shevchuk2,3
Faculty of Mechanics and Mathematics, National Taras Shevchenko University of Kyiv,
01017 Kyiv, Ukraine
E-mail: shevchuk@uni.kiev.ua
Communicated by Borislav Bojanov
Received December 5, 2001; accepted August 19, 2002
TO BL. SENDOV ON THE OCCASION OF HIS SEVENTIETH BIRTHDAY
Let the function f 2 C½0; 1 satisfy f ð j
k1Þ ¼ 0; j ¼ 0; . . . ; k  1: We prove the
estimate
sup
x2½0;1
j f ðxÞj43 sup
x;xþkh2½0;1
Xk
j¼0
ð1Þkj k
j
 !
f ðx þ jhÞ

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J. GILEWICZ, Y.V. KRYAKIN AND I.A. SHEVCHUK2721. INTRODUCTION AND FORMULATION OF MAIN RESULT
Let C be the space of continuous functions f on I :¼ ½0; 1 equipped with
the uniform norm
jj f jj :¼ max
x2I
j f ðxÞj:
Everywhere below f 2 C and k 2 N; k > 1: For a function f ; we denote the
kth difference with a step h by
Dkh f ðxÞ :¼
Xk
j¼0
ð1Þkj k
j
 !
f ðx þ jhÞ;
and the kth modulus of continuity at the point 1=k by
okð f ; 1=kÞ :¼ sup
x;xþkh2I
jDkh f ðxÞj:
Let Lk1ð f ; xÞ be the Lagrange polynomial of degree 4k  1; which
interpolates f at the equidistant points xm :¼ m=ðk  1Þ; i.e.,
f ðxmÞ ¼ Lk1ð f ; xmÞ; m ¼ 0; . . . ; k  1:
Whitney interpolation constants are deﬁned by
W 0ðkÞ :¼ sup
f2C
jj f  Lk1ð f ; Þjj
okð f ; 1=kÞ ;
where the supremum is taken over all functions f 2 C which are not
algebraic polynomials of degree less than k:
First results that concern W 0ðkÞ were given by Burkill [2] and Whitney
[11]. Burkill noticed that W 0ð2Þ ¼ 1 and conjectured that W 0ðkÞ are ﬁnite
numbers for all k: Whitney proved this conjecture and estimated W 0ðkÞ for
k45: His attempts to obtain a good estimate for W 0ðkÞ led to inequalities
16
15
4W 0ð3Þ414
9
; W 0ðkÞ51; and to a conclusion that the problem of ﬁnding
W 0ðkÞ is probably extremely difﬁcult.
Sendov [6] conjectured that the constants W 0ðkÞ are bounded by two. For
k ¼ 4 this conjecture has been conﬁrmed by Danilenko [3], and for
k ¼ 5; 6; 7 by Zhelnov [12].
We have the following history of W 0ðkÞ estimates for all k: Sendov and
Popov [8, Chap. 2, Theorem 25] deduced the estimate W 0ðkÞ ¼ Oðln kÞ from
the Sendov [7] integral representation. Takev [10] applied this representation
to prove the inequality W 0ðkÞ536: Kryakin and Takev [5] used a new, so
called ‘‘interpolation in the average’’ method, and a modiﬁed integral
WHITNEY INTERPOLATION CONSTANT 273representation [4] to prove the estimate W 0ðkÞ55: In a different way
Bojanov [1] obtained the inequality W 0ðkÞ56: Shevchuk [9] announced that
W 0ðkÞ4p: Lemma 1.1 (see below) is an essential part of his unpublished
proof.
The main result of this paper is the following.
Theorem 1.1. For k > 1 we have
W 0ðkÞ43:
Since the inequality
j f ðxÞ  Lk1ð f ; xÞj4okð f ; 1=kÞ; x 2 ½1=k; 1 1=k;
is well-known (see, for example, estimates in [8]), we only have to prove that
j f ðxÞ  Lk1ð f ; xÞj43okð f ; 1=kÞ; x 2 ½0; 1=kÞ: ð1:1Þ
To obtain (1.1) we shall use the method that was proposed in [5]. This
method is connected with the intermediate approximation by polynomials
Qk1 such that
Z i=k
0
ð f ðtÞ  Qk1ð f ; tÞÞ dt ¼ 0; i ¼ 1; . . . ; k:
By using the notation gðxÞ :¼ f ðxÞ  Qk1ð f ; xÞ we get
j f ðxÞ  Lk1ð f ; xÞj4 jf ðxÞ  Qk1ð f ; xÞ  Lk1ð f ; xÞ þ Qk1ð f ; xÞj
4 jf ðxÞ  Qk1ð f ; xÞj þ jLk1ð f  Qk1; xÞj
4 jgðxÞj þ
Xk1
m¼0
gðxmÞlmðxÞ

;
where
lmðxÞ ¼
Yk1
j¼0
jam
ððk  1Þx  jÞ=ðm  jÞ; m ¼ 0; 1; . . . ; k  1:
Thus our problem is to estimate the value of jgðxÞj for x 2 ½0; 1=kÞ; and in
points xm; m ¼ 0; . . . ; k  1: For this purpose we will use the following.
J. GILEWICZ, Y.V. KRYAKIN AND I.A. SHEVCHUK274Lemma 1.1. If okð f ; 1=kÞ41 and m5k=2; x 2 ½m=k; ðm þ 1Þ=k;
d ¼ ð1 xÞ=ðk  mÞ; then
k
m
 !
jgðxÞj4 1þ ðkdÞk  ð1Þkm k
m
 !
A0kðxÞ
þ 2
d
Xm1
j¼0
k
j
 !
1
m  j jAkðx þ dð j  mÞÞj;
where
AkðxÞ :¼ k
k
k!
x x  1
k
 
x  2
k
 
   x  k
k
 
¼ xð1Þk
Yk
j¼1
1 kx
j
 
:
The paper is organized as follows. In Section 2, we give the proof of
Lemma 1.1. Section 3 is devoted to the proof of Theorem 1.1. Interpolation
in the mean and estimates for classical Whitney constants WðkÞ are
considered in Section 4. One can read Section 4 directly after Section 2.
2. PROOF OF LEMMA 1.1
We need the next two well-known lemmas from [4, 13]. For reader’s
convenience we give also the proofs. To this end we put FðxÞ :¼ R x0 f ðuÞ du
and apply the identity
Z 1
0
f ðx1 þ ðx2  x1ÞtÞ dt ¼ Fðx2Þ  Fðx1Þ
x2  x1 ; x1; x2 2 I ; x1ax2: ð2:1Þ
Lemma 2.1. If m 2 f0; 1; . . . ; kg; x 2 I and d > 0 are such that
½x  md; x þ ðk  mÞd  I ; then
ð1Þkm k
m
 !
f ðxÞ ¼
Z 1
0
Dktd f ðx  mdtÞ dt
 ð1Þkm1
d
k
m
 !
ðskm  smÞFðxÞ
 1
d
Xk
j¼0;jam
ð1Þkj k
j
 !
1
j  m Fðx þ ð j  mÞdÞ; ð2:2Þ
WHITNEY INTERPOLATION CONSTANT 275where
s0 :¼ 0; sm :¼
Xm
j¼1
1
j
; m ¼ 1; 2; . . . :
Proof of Lemma 2.1. The deﬁnition of kth difference and (2.1) give
Z 1
0
Dktd f ðx  mdtÞ dt  ð1Þkm
k
m
 !
f ðxÞ
¼
Xk
j¼0;jam
ð1Þkj k
j
 !Z 1
0
f ðx þ ð j  mÞdtÞ dt
¼ 1
d
Xk
j¼0;jam
ð1Þkj k
j
 !
Fðx þ ð j  mÞdÞ  FðxÞ
j  m :
Now (2.2) follows from the identity
Xk
j¼0;jam
ð1Þkj k
j
 !
1
j  m ¼ sm  skm: ]
Lemma 2.2. If Fði=kÞ ¼ 0; i ¼ 1; . . . ; k; then
FðxÞ ¼ AkðxÞ
Z 1
0
Dkt=k f ðxð1 tÞÞ dt; x 2 I : ð2:3Þ
Proof of Lemma 2.2. For xai=k the identities
AkðxÞ
Xk
j¼0
ð1Þkj k
j
 !
1
x  j=k ¼ Lkð1; xÞ ¼ 1
and
FðxÞ
x  j=k ¼
FðxÞ  Fð j=kÞ
x  j=k ¼
Z 1
0
f ðx þ ð j=k  xÞtÞ dt;
give
FðxÞ ¼ AkðxÞ
Xk
j¼0
ð1Þkj k
j
 !Z 1
0
f ðx þ ð j=k  xÞtÞ dt: ]
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jDktdgðx  mdtÞj4okð f ; 1=kÞ41; 04t41;
jDkt=kgðxð1 tÞÞj4okð f ; 1=kÞ41; 04t41;
imply
k
m
 !
j f ðxÞj4 1þ 1
d
k
m
 !
ðskm  smÞjAkðxÞj
þ 1
d
Xk
j¼0;jam
k
j
 !
jAkðx þ ð j  mÞdÞj
j j  mj :
Taking into account that jAkðxÞj ¼ ð1ÞkmAkðxÞ and
Z 1
0
DktdA
0
kðx  mdtÞ dt ¼ ðk þ 1ÞðkdÞk
Z 1
0
tk dt ¼ ðkdÞk;
we again apply Lemma 2.1, for Ak instead of F ; and obtain
1
d
k
m
 !
ðskm  smÞjAkðxÞj
¼ ð1Þkm 1
d
k
m
 !
ðskm  smÞAkðxÞ
¼ ðkdÞk  ð1Þkm k
m
 !
A0kðxÞ
 1
d
Xk
j¼0;jam
ð1Þkj k
j
 !
Akðx þ ð j  mÞdÞ
j  m :
That is,
k
m
 !
j f ðxÞj4 1þ ðkdÞk  ð1Þkm k
m
 !
A0kðxÞ þ
1
d
Xk
j¼0;jam
k
j
 !
 jAkðx þ ð j  mÞdÞjjm  jj þ ð1Þ
kj Akðx þ ð j  mÞdÞ
m  j
 
:
WHITNEY INTERPOLATION CONSTANT 277To end the proof we show that in the last sum each term with j > m
vanishes. Indeed, since j > m and m=k4x4ðm þ 1Þ=k; then
x þ ð j  mÞd j
k
¼ x þ ð j  mÞ 1 x
k  m 
j
k
5
m
k
þ ð j  mÞ1 m=k
k  m 
j
k
¼ 0;
x þ ð j  mÞd j þ 1
k
4
m þ 1
k
þ ð j  mÞ1 ðm þ 1Þ=k
k  m 
j þ 1
k
¼ m  jðk  mÞk50;
and therefore x þ ð j  mÞd 2 ½j=k; ð j þ 1Þ=k: Hence
jAkðx þ ð j  mÞdÞj ¼ ð1ÞkjAkðx þ ð j  mÞdÞ; j > m: ]
3. PROOF OF THEOREM 1.1
It is clear that we may assume that okð f ; 1=kÞ41: To make the
presentation more transparent we split the proof into several lemmas.
Lemma 3.1 is a consequence of Lemma 1.1.
Lemma 3.1. Let x 2 ½0; 1=kÞ: Then
j f ðxÞ  Qk1ðxÞj ¼ jgðxÞj41þ ð1 xÞk  ð1ÞkA0kðxÞ:
In order to estimate the quality
jLk1ðg; xÞj ¼
Xk1
m¼0
gðxmÞlmðxÞ

; xm ¼ mk  1
we need Lemma 3.2.
Lemma 3.2. For each m ¼ 0; . . . ; k  1 we have
jgðxmÞj4
k  1
m
 !1
þ2ðk  1Þsk1jAkðxmÞj:
The proof of Lemma 3.2 is the most technical part of this paper. We will
use Lemma 3.2 to deduce Lemma 3.3.
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jLk1ðg; xÞj4 1
x
þ Ck1ðxÞ
 
jAk1ðxÞj þ 2ðk  1Þsk1ðk=ðk  1ÞÞk1
 ðjAk1ðxÞjð12  xÞ  jAkðxÞjÞ;
where
Ck1ðxÞ :¼ k  1
1 ðk  1Þx þ    þ
k  1
k  1 ðk  1Þx ¼ 
Xk1
m¼1
1
x  xm:
Lemma 3.4 follows from Lemmas 3.1–3.3.
Lemma 3.4. Let x 2 ½0; 1=kÞ; k > 6: Then
j f ðxÞ  Lk1ð f ; xÞj42þ eðk  1Þsk1jAk1ðxÞj:
Lemma 3.5. For x 2 ½0; 1=kÞ we have
eðk  1Þsk1jAk1ðxÞj41:
Lemma 3.5 is a direct consequence of inequalities
1 t4expðtÞ; t expðtÞ41; t50:
Now Theorem 1.1 follows easily from Lemmas 3.4 and 3.5.
In the remaining part of this section we will prove Lemmas 3.2–3.4.
Proof of Lemma 3.2. Let us introduce ﬁrst some new notations:
BkðyÞ :¼ kAkðy=kÞ ¼ 1
k!
ðy  1Þ    ðy  kÞ;
ym :¼ m þ xm ¼ kxm; zm :¼ k  ym
k  m ;
sm :¼ 1
zm
Xm1
j¼0
k
j
 !
1
m  j jBkðym þ ð j  mÞzmÞj;
bmðxÞ :¼ 1 x
k  m

 
   1 x
1

 
1þ x
1

 
   1þ x
m

 
;
cmðxÞ :¼ 1
k  m  x þ    þ
1
1 x 
1
1þ x     
1
m þ x:
WHITNEY INTERPOLATION CONSTANT 279Without loss of generality we assume that xm412: An application of
Lemma 1.1 reduces Lemma 3.2 to the inequality
1þ zkm  ð1Þkm
k
m
 !
B0kðymÞ þ 2sm
4
k
k  m þ 2sk1
k  1
k
k
m
 !
jBkðymÞj: ð3:1Þ
The relation
ð1Þkm k
m
 !
B0ðyÞ ¼ bmðxÞ þ xbmðxÞcmðxÞ; y ¼ m þ x;
allows us to rewrite (3.1) in the form
zkm þ bmð0Þ  bmðxmÞ þ xmbmðxmÞcmðxmÞ þ 2sm
4
k
k  m þ 2sk1
k  1
k
xmbmðxmÞ:
We will use the inequalities
zkm4exp
xm
xm  1þ
4:8xm
k
 xm
1 xm  1þ
k
k  m; ð3:2Þ
sm4
k  1
k
smxmbmðxmÞ þ 2sm
k
xmbðxmÞ: ð3:3Þ
In view of (3.2), (3.3) we conclude that to prove (3.1) it is sufﬁcient to
establish the inequality
4smbmðxmÞ þ 4:8
k
 1
1 xm þ
exp xm
xm1  1

 
xm
þ bmð0Þ  bmðxmÞ
xm
þ bmðxmÞcðxmÞ42ðsk1  smÞ k  1
k
bmðxmÞ;
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4sk1 þ 4:8
k
 1
1 xm þ
1
xm
exp
xm
xm  1 1
 
þ bmð0Þ  bmðxmÞ
xm
 ðsk1  smÞbmðxmÞ
 
þ bmðxmÞðcmðxmÞ  sk1 þ smÞ40: ð3:4Þ
Therefore, our next task is to prove inequalities (3.2)–(3.4).
3.1. Proof of (3.2)
Estimate (3.2) follows by combining the inequalities
zkm  exp
xm
xm  1
¼ 1 xm
k  m

 k
exp xm
xm  1
4exp
kxm
m  k  exp
xm
xm  1
4
kxm
m  k 
xm
xm  1
 
exp
kxm
m  k ¼
xm
1 xm
xm
k  m exp
kxm
m  k
4
xm
1 xm
1
ke
4
2
ek
xm5
0:8
k
xm
and
xm
1 xm 
k
k  m þ 15
4
k
xm:
3.2. Proof of (3.3)
We shall deduce (3.3) from the estimate
k
j
 !
jBkðym þ ð j  mÞzmÞj4
k
j þ 1
 !
jBkðym þ ð j þ 1 mÞzmÞj;
j ¼ 0; . . . ;m  1: ð3:5Þ
WHITNEY INTERPOLATION CONSTANT 281To prove (3.5), set uj :¼ ym þ ð j  mÞzm  j ¼ ðkjÞmðk1ÞðkmÞ and note that
uj > ujþ1: Therefore
k
j
 !
jBkð j þ ujÞj
k
j þ 1
 !
jBkð j þ 1þ ujþ1Þj
¼
ð1þ uj
j
Þ    ð1þ uj
1
Þujð1 uj1Þ    ð1 ujkjÞ
ð1þ ujþ1
jþ1Þ    ð1þ ujþ11 Þujþ1ð1 ujþ11 Þ    ð1 ujþ1kj1Þ
5
ujð1 uj=ðk  jÞÞ
ð1þ ujþ1=ð j þ 1ÞÞujþ1 ¼
k  j
k  j  1
k  m  1
k  m  1þ m=ð j þ 1Þ51;
and this yields (3.5). It implies
sm4
1
zm
smxmbmðxmÞ;
and (3.3) follows from the estimate
1
zm
¼ k  m
k  m  1
k  1
k
4
k  1
k
þ 2
k
:
3.3. Proof of (3.4)
We have divided this proof into three parts.
3.3.1.
Here we shall use the notations s :¼ sk1  sm; dðxÞ :¼ 2310 x  2720 x3: We
begin with the proof of the inequality
ðcmðxÞ  sÞbmðxÞ4 1:2
k  1þ dðxÞ; 04x4xm: ð3:6Þ
First, suppose that m > 2: Since
skm  sm  s4 xm þ 1
k
4 x þ 1
k
;
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cmðxÞ  s41
k
þ 2x
1 x2  x
 
þ 2x
22  x2 þ    þ
2x
m2  x2
þ xðm þ 1Þðm þ 1 xÞ þ    þ
x
ðk  mÞðk  m  xÞ:
Put a :¼ 1
32
þ 1
42
þ    ¼ p2
6
 5
4
: By using the inequality ð1 tÞk41 kt þ
ðktÞ2=2; t50; we obtain
1 x
2
32
 
   1 x
2
m2
 
4 1 x
2
m  2
1
32
þ    þ 1
m2
  m2
4 1 ax2 þ a
2
2
x4 þ x2 1ðm þ 1Þ2 þ
1
ðm þ 2Þ2 þ   
 !
4 1 ax2 þ a
2
2
x4 þ xxm
m
¼ x
k  1þ 1 ax
2 þ a
2
2
x4:
Therefore, we have
1
k
þ 2x
1 x2  x þ
2x
22  x2
 
bmðxÞ
4
1:2
k  1þ
2x
1 x2  x þ
2x
22  x2
 
ð1 x2Þ 1 x
2
22
 
1 ax2 þ a
2
2
x4
 
:
Now we apply the estimate bmðxÞ4ð1 x2Þð1 x2=4Þð j2  x2Þ=j2 for j ¼
3; . . . ;m; and the estimate bmðxÞ4ð1 x2Þð1 x2=4Þð j  xÞ=j; for j ¼ m þ
1; . . . ; k  m; to obtain
2x
32  x2 þ    þ
x
ðk  mÞðk  m  xÞ
 
bmðxÞ42axð1 x2Þ 1 x
2
22
 
:
Finally, we add the last two inequalities and have
bmðxÞðcmðxÞ  sÞ
4
1:2
k  1þ 2a þ
3
2
 
x þ 1
4
 4a
 
x3 þ a
4
þ 3a
2
4
 1
4
 
x5 þ a
4
þ a
2
8
 
x7
4
1:2
k  1þ 2a þ
3
2
 
x þ 1
4
 4a
 
x34
1:2
k  1þ dðxÞ;
WHITNEY INTERPOLATION CONSTANT 283where, in the last line, we used the fact that a52
5
:
For m ¼ 1 we may combine the inequalities bmðxÞ41 x2; bmðxÞ4
ð j  xÞ=j; j ¼ 2; . . . ; k  1; and get
bmðxÞðcmðxÞ  sÞ ¼ 2x
1 x2 þ
Xk1
i¼2
x
iði  xÞ
 !
bmðxÞ4 9
4
þ a
 
x:
Since 04x41=ðk  1Þ; we obtain (3.6). The proof for m ¼ 2 follows the
same pattern.
3.3.2.
Here we prove the estimate
bmð0Þ  bmðxmÞ
xm
 sbmðxmÞ
4
1:6
k  1þ dðxmÞð1 xm ln xmÞ þ xm ln
2 xm: ð3:7Þ
In order to do this, note that
bmð0Þ  bmðxmÞ
xm
¼  b0ðyÞ ¼ bmðyÞðcmðyÞ  sÞ þ bmðyÞs
4
1:2
k  1þ dðyÞ þ s
4
1:2
k  1þ dðxmÞ þ s ¼
1:2
k  1þ dðxmÞ þ sbmðxmÞ þ sðbmð0Þ  bmðxmÞÞ:
Hence
bmð0Þ  bmðxmÞ
xm
 sbmðxmÞ
4
1:2
k  1 ð1þ xmsÞ þ dðxmÞð1þ xmsÞ þ xms
2:
Now (3.7) follows from the evident estimate s5ln k1
m
¼ ln xm:
J. GILEWICZ, Y.V. KRYAKIN AND I.A. SHEVCHUK2843.3.3.
Combining (3.7) with (3.6) yields that the left-hand side of (3.4) does not
exceed the quantity
dðxmÞð2 xm ln xmÞ þ xm ln2 xm  1
1 xm
þ
exp xm
xm1  1

 
xm
þ 4sk1 þ 4:8
k
þ 2:8
k  1
4
4sk1 þ 4:8
k
þ 2:8
k  1þ maxx2ð0;1=2

dðxÞð2 x ln xÞ
þ x ln2 x  1
1 x þ
ðexp x
x1  1Þ
x

¼ 4sk1 þ 4:8
k
þ 2:8
k  1 0:56873    ;
which implies (3.4) for k > 72: Direct calculations provide the validity of
(3.1) for k472: ]
Proof of Lemma 3.3. It is clear that
lmðxÞ :¼ ð1Þk1m
k  1
m
 !
1
x  xm Ak1ðxÞ:
This implies
Xk1
m¼0
k  1
m
 !1
j lmðxÞj ¼ 1
x
þ Ck1ðxÞ
 
jAk1ðxÞj: ð3:8Þ
Thus our aim is to prove that
Xk1
m¼0
jAkðm=ðk  1ÞÞj jlmðxÞj
¼ ðk=ðk  1ÞÞk1ðjAk1ðxÞjð1=2 xÞ  jAkðxÞjÞ: ð3:9Þ
Proof of (3.9). Put akðxÞ :¼ k!kkAkðxÞ ¼ xðx  1kÞ    ðx  kkÞ: Then
*akðxÞ :¼ xak1ðxÞ ¼ xkþ1  k
2
xk þ 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akðxÞ ¼ xkþ1  ðk þ 1Þ
2
xk þ    :
Therefore
akðxÞ  *akðxÞ  Lk1ðak; xÞ ¼ akðxÞ  *akðxÞ  Lk1ðak  *ak; xÞ
¼  1
2
ak1ðxÞ:
Since akð0Þ ¼ akð1Þ ¼ 0 and, for all m ¼ 1; . . . ; k  3;
sign lmðxÞakðm=ðk  1ÞÞ ¼ sign lmþ1ðxÞakððm þ 1Þ=ðk  1ÞÞ;
then
Xk1
m¼0
jlmðxÞ akðm=ðk  1ÞÞj ¼ jLk1ðak; xÞj
¼ jð12  xÞ ak1ðxÞ þ akðxÞj
¼ jak1ðxÞjð12 xÞ  jakðxÞj; ð3:10Þ
where, in the last line, we have used the relations
akðxÞak1ðxÞ40 and jak1ð1=kÞj > 0 ¼ akð1=kÞ:
Now we multiply both sides of (3.10) by kk=k! and get (3.9). ]
Proof of Lemma 3.4. Lemmas 3.1, 3.3, and the identity
ð1ÞkA0kðxÞ ¼ CkðxÞjAkðxÞj 
1
x
jAkðxÞj;
reduce Lemma 3.4 to the estimate
hðxÞ :¼ð1 xÞk þ CkðxÞjAkðxÞj  1
x
jAkðxÞj
þ 1
x
jAk1ðxÞj þ Ck1ðxÞjAk1ðxÞj
 2ðk  1Þesk1xjAk1ðxÞj  2ðk  1Þsk1jAkðxÞj41: ð3:11Þ
For 65k431 we check (3.11) by direct calculations. Everywhere below we
assume that k > 31:
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jAk1ðxÞj  jAkðxÞj4ð1þ sk2ÞxjAk1ðxÞj þ x
1 kx jAkðxÞj:
Proof of Lemma 3.6. Taking into account the inequalities 1þ t4et;
ð1 tÞet41; t50; we get
ð1 xÞ jAk1ðxÞjjAkðxÞj ¼ 1þ
x
1 kx

 
1þ x
2 kx

 
   1þ xðk  1Þ  kx
 
4 1þ x
1 kx

 
1þ x
1

 
   1þ x
k  2

 
4 1þ x
1 kx

  1
1 xsk2: ]
Lemma 3.6 implies
hðxÞ4 12 ð1 xÞk þ ðCkðxÞ  kskÞjAkðxÞj þ
1þ sk1
1 kx jAkðxÞj þ jAkðxÞj
þ 1
2
ð1 xÞk þ ðCk1ðxÞ  ðk  1Þsk1ÞjAk1ðxÞj
þ ð1þ sk2ÞjAk1ðxÞj þ xðk  1Þsk1ð1þ sk2  2eÞjAk1ðxÞj:ð3:12Þ
Since 1þ t5 1
1t; 05t51; the last line in (3.12) is less than
1þ sk2
1 ðk  1Þx jAk1ðxÞj þ xðk  1Þsk1ðsk2  2eÞjAk1ðxÞj:
Using the notation
gkðyÞ :¼ yð1 yÞ1þ    þ
y
ðk  yÞk
 
jBkðyÞj þ 1þ sk1
kð1 yÞ jBkðyÞj;
we see that
hðxÞ4 1
2
eu þ gkðuÞ þ 1
k
jBkðuÞj þ 1
2
ev þ gk1ðvÞ
þ sk1
k  1 ðsk2  2eÞvjBk1ðvÞj;
where 05u :¼ kx51; and 05v ¼: ðk  1Þx51:
WHITNEY INTERPOLATION CONSTANT 287Lemma 3.7. For y 2 ð0; 1Þ we have
gkðyÞ þ 1
k
jBkðyÞj41
2
yey; ð3:13Þ
gk1ðyÞ þ sk1
k  1 ðsk2  2eÞyjBk1ðyÞj4
1
2
yey: ð3:14Þ
Lemma 3.4 follows from Lemma 3.7, since
hðxÞ41
2
ð1þ uÞeu þ 1
2
ð1þ vÞev41:
Proof of Lemma 3.7. We start by proving (3.13). To estimate the ﬁrst
term in gk we use the inequalities
y
ð1 yÞ1þ    þ
y
ðk  yÞk ¼
y
1 y
1 y
ð1 yÞ1þ    þ
1 y
ðk  yÞk
 
4
y
1 y
1
12
þ 1
22
þ   
 
¼ y
1 y
p2
6
;
y
1 y jBkðyÞj4
1
eðsk  2Þ ye
y;
and get
y
ð1 yÞ1þ    þ
y
ðk  yÞk
 
jBkðyÞj4 p
2
6eðsk  2Þ ye
y4
p2
12e
yey:
To estimate the second term in gk we use the inequality
1
1y jBkðyÞj4y
eðsk1Þy4yey and obtain
1þ sk1
kð1 yÞ jBkðyÞj4
1þ sk1
k
yey4
5
31
yey:
Thus gkðyÞ4ð p212e þ 531Þyey; and we may write
gkðyÞ þ 1
k
jBkðyÞj4gkðyÞ þ 1
k
yey4
p2
12e
þ 5
31
þ 1
31
 
yey4
1
2
yey;
so (3.13) holds. Next we prove (3.14). Clearly,
gk1ðyÞ þ sk1
k  1 ðsk2  2eÞyjBk1ðyÞj
4
p2
12e
þ 5
31
 
yey þ sk1
k  1 ðsk2  2eÞyjBk1ðyÞj:
J. GILEWICZ, Y.V. KRYAKIN AND I.A. SHEVCHUK288Therefore (3.14) holds if sk2  2e50: Otherwise, k  2 > 62; hence
sk1
k14
2e
62
; and
sk1
k  1 ðsk2  2eÞyjBk1ðyÞj4
sk1
k  1
sk2  2e
eðsk1  1Þ ye
y
4
sk1
k  1
1
e
yey4
1
31
yey: ]
Remark 3.1. For k46; the inequality in Lemma 3.4 follows from the
estimate W 0ðkÞ42 (see Section 1). Note that for 15k46; we can obtain
Theorem 1 by straightforward computation from Lemmas 3.1 and 3.3.
4. ON WHITNEY CONSTANTS *WðkÞ AND WðkÞ
Theorem 4.1. Let the polynomials Qk1 be defined by (1.2). Then
jj f  Qk1jj4 *WðkÞokð f ; 1=kÞ;
with
*WðkÞ4 2; k482;000;
2þ exp ð2Þ; k > 82;000:
(
Theorem 4.1. corrects an arithmetical mistake in [4], where it was claimed
that *WðkÞ52 for all k: Theorem 4.1 follows from Lemma 3.1 and
Lemma 4.1.
Lemma 4.1. For x 2 ½0; 1=kÞ we have
ð1 xÞk  ð1ÞkA0kðxÞ41þ
1
e2
ð4:1Þ
and
ð1 xÞk  ð1ÞkA0kðxÞ41; k482;000: ð4:2Þ
Proof of Lemma 4.1. We check (4.2) by direct calculations. Let
us prove (4.1). After the change of variable u ¼ kx; we get the inequality
ðBkðuÞ :¼ kAðu=kÞÞ
wkðuÞ :¼ 1 u
k

 k
ð1ÞkB0kðuÞ41þ
1
e2
; 05u51;
WHITNEY INTERPOLATION CONSTANT 289which is equivalent to (4.1). Evidently, w2ðuÞ ¼ 54 uð85  uÞ40:8; similarly w3ðuÞ50:8: So we may suppose that k54 and sk  1 > 1: By using the
equality
ð1ÞkB0kðuÞ ¼ jBkðuÞj cðuÞ 
1
u
 
;
where
cðuÞ :¼ 1
1 u þ    þ
1
k  u5sk þ
p2
6
u
1 u5sk þ
5
3
u
1 u;
we conclude that
ð1ÞkB0kðuÞ4 sk 
1
u
 
jBkðuÞj þ 5
3
u
1 u jBkðuÞj
4maxf0; eskuðsku  1Þg þ 5
3
u2eðsk1Þu
4
1
e2
þ 5
3
u2eu:
Therefore
wkðuÞ4 1
e2
þ eu þ 5
3
u2eu4
1
e2
þ 1: ]
We end the paper with Theorem 4.2 about Whitney constant WðkÞ: Let
Ek1ð f Þ :¼ infp jj f  pjj be the error of the best uniform approximation of f
by algebraic polynomials p of degree4k  1:Whitney constants are deﬁned
by
WðkÞ :¼ sup
f2C
Ek1ð f Þ
okð f ; 1=kÞ:
Evidently, WðkÞ4 *WðkÞ and Theorem 4.1 implies
Theorem 4.2. We have
WðkÞ4 2; k482;000;
2þ expð2Þ; k > 82;000:
(
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