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Abstract
We present a novel framework to solve thin-film equations with an explicit non-zero
contact angle, where the support of the solution is treated as an unknown. The algorithm
uses a finite element method based on a gradient formulation of the thin-film equations
coupled to an arbitrary Lagrangian-Eulerian method for the motion of the support. Features
of this algorithm are its simplicity and robustness. We apply this algorithm in 1D and 2D to
problems with surface tension, contact angles and with gravity.
1 Introduction and model statement
In this paper we describe the creeping motion of a viscous liquid over a flat solid substrate. If
we assume that at each time t the liquid occupies the volume
Ω(t) = {(x, y, z) ∈ R3 : 0 < z < h(t, x, y)},
then the interface between the liquid and the surrounding air is located at z = h(t, x, y) and
the solid substrate is at z = 0. The shape of the liquid domain can be entirely parametrized by
the function h(t, x, y). In the thin-film limit of the Stokes equation, the evolution of the Ω(t) is
given by solving
∂th = ∇ · (m(h)∇pi), (1.1)
with given initial data h(0, x, y) = h0(x, y) ≥ 0. The mobility m is a nonnegative, monotone
function with m(0) = 0 and typically one has power-laws m(h) = hα with 0 < α ≤ 3
depending on the type of friction at the substrate [1]. The most studied case is certainly the no-
slip boundary condition with α = 3, see [2] and references therein. To avoid a singular energy
dissipation [3, 4] a slip condition with α = 2 was proposed. The case α = 1 is relevant for
liquid motion on a porous rough surfaces or in Hele-Shaw cells [5, 6]. The evolution is driven by
an energy
E(h) =
∫
R2
1
2
|∇h|2dx dy + V (h), (1.2)
and the pressure in (1.1) is defined pi = δE/δh. What makes this problem sometimes difficult
to treat analytically and numerically is the fact, that the function h may vanish in certain regions
and thereby the support of h
ω(t) =
{
(x, y) ∈ R2 : h(t, x, y) > 0}, (1.3)
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depends on time. This makes the partial differential equation a free boundary problem. Depend-
ing on V (h) there are different strategies to tackle this difficulty.
For V ≡ 0 we are in the situation where the liquid spreads over the substrate with zero contact
angle. Algorithms were constructed which use a globally defined h(t, ·) and enjoy the property
of maintaining positivity or non-negativity [7–9]. This is based on the observation by Bernis &
Friedmann [10] that the thin film equation has, in addition to its energy dissipation
d
dt
E(h) = −
∫
m(∇pi)2 dx dy ≤ 0,
also a nonlinear entropy dissipation ∂t
∫
G(h) = − ∫ (∆h)2. In addition to a entropy-based
discretization it might be necessary to regularize the mobility to ensure non-negativity. This
class of algorithms is certainly computationally efficient, since the computational domain is fixed.
Thereby people can apply highly developed numerical methods and obtain beautiful numerical
results. For a review concerning the mathematics of the contact line problem we recommend
the short review by Bertozzi [11]. In order to treat finite contact angles intermolecular potentials
such as
V (h) =
∫
R2
(
A
h2
− B
h8
)
dx dy, (1.4)
were introduced, e.g. [12, 13] or [2] and references therein. For numerical results in 2D with het-
erogeneous substrates we refer to [14]. Such a choice might ensure even global positivity of h
and produce contact angles in a certain sense. Compared to the case V ≡ 0 these methods are
still quite easy to implement but usually require spatial adaptivity near the approximate contact
line. This makes the algorithms potentially sluggish in higher dimensions. The big advantage
of these methods is that there is no problem with changes in topology, i.e. when connectivity
properties of ω change.
The main reason for the simplicity and success of these methods might be that one actually
never has to deal with a free boundary problem at all. In this paper we pursue an entirely
different strategy. The intent of this paper is to consider the case of non-smooth V such as
V (h) = S
∫
R2
χω dx dy, (1.5)
which measures the size of the support (wetted region) using the characteristic function χω of
the support ω
χω =
{
1 (x, y) ∈ ω
0 otherwise
,
and the parameter S ≥ 0 is the negative spreading coefficient for partial wetting. This is inter-
esting because for S = 0 we cover the case V ≡ 0 and for S > 0 we use a V which is a
limiting case of the intermolecular potential in (1.4) as was shown in [15]. We solve this as a
free boundary problem, where the support ω in (1.3) is one of the unknowns. Our strategy is to
solve a variational formulation to obtain ∂th and then
For the case V ≡ 0 short-time existence and uniqueness of classical solutions was proven
by Giacomelli & Knüpfer [16] also in the context of a moving support, which is in contrast to
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the conventional approach using the concept of weak solutions by Bernis & Friedman[10]. The
contact line singularity for an explicit contact line has been investigated by Flitton & King [17]
using formal asymptotics and by Giacomelli et al. [18] rigorously.
From a numerical standpoint the present work is somewhat similar to the one by Karapetsas
et al. [19] but without surfactants. The main differences are that we evaluate local conditions
in a gradient-type formulation. So all boundary conditions follow naturally from the variational
formulation. Due to the locality we can easily generalize this algorithm to higher dimensions.
A similar but technically more involved derivation of a gradient formulation for bilayer films was
given in [20]. The inherent disadvantage of such a method is that it can not handle topological
changes of the support. Still we want to convince the reader that, with a little knowledge of finite
elements, such a formulation can be superior to the classical approaches.
2 Numerical algorithm
2.1 Weak formulation
We assume h is a globally continuous function with continuous first derivatives inside ω. Fur-
thermore we assume that the support ω moves with finite speed. Then the main idea of the
algorithm is to solve (1.1) only inside ω with additional boundary conditions and kinematic con-
ditions at the boundary γ = ∂ω. The kinematic condition is implied by the fact that h = 0
on γ. In order to solve (1.1) on ω we construct a variation formulation of the thin-film equation.
Therefore we integrate (1.1) by parts and use the fact that the flux m∇pi is zero on γ. Then we
get ∫
ω
(
∂thφ +m(h)∇pi · ∇φ
)
dx dy = 0. (2.1)
In order to see how to define pi in this weak formulation, let us carefully compute the derivative
of
E(h) =
∫
R2
(
1
2
|∇h|2 + Sχω
)
dx dy,
at least in a formal sense. Using Reynolds’ transport theorem we get
d
dt
E =
∫
ω
∇h · ∇h˙ dω +
∫
γ
(
S + 1
2
|∇h|2) x˙ · n dγ,
=
∫
ω
∇h · ∇h˙ dω −
∫
γ
|∇h|−1 (S + 1
2
|∇h|2) h˙ dγ, (2.2)
where h˙ = ∂th and x˙ · n is the normal component of the velocity of the boundary γ. To get to
the last line we used our assumption that h ≡ 0 on γ. Differentiating this with respect to time
we get
h˙+ x˙ · ∇h = 0, on γ, (2.3)
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which using n = ∇h/|∇h| gives (2.2). So setting pi = δE/δh in a weak sense on ω means
〈pi, ψ〉 = dE[ψ] and thereby∫
ω
piψ dω =
∫
ω
∇h · ∇ψ dω −
∫
γ
|∇h|−1 (S + 1
2
|∇h|2)ψ dγ. (2.4)
Finally we seek (h˙, pi) by solving (2.1) together with (2.4) as our weak formulation. All boundary
conditions here are natural boundary conditions, time derivatives h˙ are understood as in the
Eulerian reference frame.
2.2 Kinematic condition
Now assume that we already know the solution h(t, x, y) and have computed the corresponding
h˙ inside ω. For the time-discretization the remaining question is how to compute h(t+ τ, x, y)
and ω(t + τ). Setting h(t + τ, ·, ·) = h(t, ·, ·) + τ h˙ makes no sense since h(t + τ, ·, ·) and
h(t, ·, ·) are defined on different domains. Instead we use (2.3) and define an interpolation ψ˙
of x˙ into the interior and make that depend on time. Obviously ψ˙ should satisfy ψ˙ = x˙ on
γ. Then from ω(t) we can consistently define ω(t + τ) using x + τ ψ˙ ∈ ω(t + τ) for all
points x ∈ ω(t). Note that (2.3) only defines the normal component of x˙, so one can freely
choose the tangential component. In order to simplify things here, we first consider the 1D
case, which we can understand as the situation with translational invariance in y direction, i.e.
h(t, x) = h(t, x, y) for all y.
1-dimensional case
The case is treated separately, because we can define the interpolation explicitly. This makes
the construction easier and more comprehensible. Assume we have ω(t) = (x−(t), x+(t))
being a single interval, correspondingly we know x˙±. Now define
ψ˙(x) = (x˙+ − x˙−)ξ(x) + x˙−, (2.5)
where ξ(x) = (x−x−)/(x+−x−). The values of x˙± we get from (2.3) using h˙ and∇h on γ.
If we are going to move the domain according to ψ˙, then we should change the time-derivative
accordingly. If we define H(t, x) = h(t, ψ(x)), then H˙ = h˙ + ψ˙ · ∇h. Then condition (2.3)
implies that in a comoving frame H˙ = 0, i.e. H ≡ 0. If h˙ is known, then we can use ∇h to
decompose it into ψ˙ and H˙ . Once the interpolation is defined, this decomposition is unique.
higher-dimensional case
The 1-dimensional case is quite generic in the choice of the interpolation, whereas the optimal
choice in the higher-dimensional situation depends much on the behavior of the solution. Let us
first consider an interpolation, where ψ˙ has no tangential component on γ. One possible choice
would be
ψ˙ = α∇h,
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where α is a yet-to-be-determined function. Using the conditions above we get
α = − h˙|∇h|2 ,
on γ. Since ψ˙ is uniquely defined by α and we have its boundary data, we can interpolate ψ˙ by
defining α as harmonic. In general the choice of the interpolation and the tangential direction of
ψ˙ is entirely arbitrary and driven by computational simplicity. In one example of the next section
we show, how the tangential part of ψ˙ can be modified to obtain a more robust deformation.
2.3 Algorithm summarized
Let us summarize the algorithm, given the solution h(t, ·) at an arbitrary time t with support
ω(t).
1 First compute the time derivative h˙ ∈ Vh by solving the weak formulation∫
ω
(
h˙ φ +m(h)∇pi · ∇φ )dω = 0∫
ω
piψ dω =
∫
ω
∇h · ∇ψ dω −
∫
γ
|∇h|−1 (S + 1
2
|∇h|2)ψ dγ,
for all ψ, φ ∈ Vh from a suitable discrete function space Vh. Note this will produce the
proper contact angle, since the boundary term from the derivative δE/δh is included
here. In the actual numerical scheme a semi-implicit time-discretization is desirable for
stability reasons. This can be done by replacing h in the first integral on the right side of
the second equation by h+τ h˙. In this paper we choose Vh in the Galerkin approximation
as piecewise linear polynomials on intervals (1D) or triangles (2D). None of these spaces
of functions has any restrictions due to essential boundary conditions.
2 Based on the knowledge of the normal part of the velocity x˙ and after a possible modifi-
cation of the tangential part one defines an interpolation ψ˙ to the inside. In one dimension
this can be by defining
ψ˙(x) = (x˙+ − x˙−)ξ(x) + x˙−,
with ξ as defined before. The choice for the tangential part and for the interpolation de-
pends very much on the problem at hand. For instance, if one wants to find traveling wave
solutions (in higher dimensions) then one could choose the tangential part such that ψ˙
might be constant in space.
3 As soon as the choice for ψ˙ has been made, chain rule gives
H˙ = h˙+ ψ˙ · ∇h,
which defines the time-derivative in a Lagrangian system H˙ . Now we move all the vertices
of the domain x 7→ x + τ ψ˙ and all the nodal values h 7→ h + τH˙ to obtain the new
solution at time t+ τ .
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The first step of the algorithm is rather standard, but to our knowledge was not applied to a
free-boundary problem of thin-film type. In particular it was not used in combination with our
decomposition of the time-derivative into the transport velocity ψ˙ and the time derivative H˙ in
the corresponding comoving frame. In the work by Karapetsas et al. [21] the velocity/position
of the contact-line is determined from the global mass conservation constraint. However, since
this is only one scalar constraint such an approach only works in one spatial dimension with a
single contact point. Karapetsas et al. argued that the evaluation of the usual kinematic condi-
tions x˙ = (m/h)∇∆h is not feasible, since it contains the product of the singular term ∇∆h
and the degenerate term m/h as one approaches the boundary. It is certainly unclear how to
design a robust algorithm which takes this condition literally. In this sense our approach has
the advantage that we only work with h˙,∇h, both of which are neither degenerate nor singular
at the contact line. In addition we use local conditions, which make it possible to extend the
algorithm to higher dimensions. To underline this claim we present some examples in 1D and
2D.
3 Examples in 1D
Here we consider an extension of the energy considered before, namely
V (h) =
∫
ω
S + f(h;x) dω , (3.1)
where f may explicitly depend on x in a parametric way. Thereby we can include effects such
as partial wetting and gravity in x (tangential) and z (normal) direction. Without the tangential
component we get stationary solutions, whereas with a tangential component of gravity and
sufficiently small volumes we get stable traveling wave solutions. The numerical solution of the
algorithm above with m(h) = h2, f ≡ 0, S = 1, L = 1 with initial data h0(x) = L/2− |x−
L/2| is shown in fig. 1. Note that we choose the mobility with this exponent to circumvent the
certainly interesting discussion on the contact line singularity, which would prevent any motion
of the contact line.
0 0.5 10
0.2
0.4
x
h
time
Figure 1: Evolution towards a stationary droplet at t = 10−5, t = 10−3, t = 10 as indicated by
the arrow.
The energy above implies the contact angle is |∂xh| =
√
2 at x± and the stationary solution is
h(x) =
α√
2
(
1−
(
x− 1/2
α
)2)
,
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where x ∈ (1/2 − α, 1/2 + α) and α2 = √18/16. In fig. 1 the exact solution is shown
using a few points overlaying the numerical solution with full lines. Already at t = 10 there is
no visible change in the solution and the comparison with the exact stationary solution is very
good. The simulation shown here was performed using n = 100 elements and a nonuniform
time-step size. Even though the initial data provided here is not continuously differentiable at
x = 1/2, the numerical algorithm had no problems finding the stationary state on coarse or on
fine meshes with n = 100 or n = 1000 elements and big time-step sizes such as τ = 103. In
this sense the algorithm might be also suited just to find stationary solutions of this type of PDE
problems.
Gravity in tangential direction can be included in the problem by using f(h;x) = −g1xh, where
g1 encodes the strength of gravitational forces. Here we use g1 = 1. Then the total energy of
the system can be decreased by moving the droplet in +x direction. The corresponding PDE
solution is shown in fig. 2 for the same initial data as before but with L = 1 (left panel) and
L = 5 (right panel). The traveling wave solution for the bigger volume is more asymmetric.
The quasi stationary traveling wave solutions with sharp contact angles have been studied in
some detail by Kriegsmann & Miksis [22]. At that time the numerical treatment of the dynamical
sharp interface problem was unclear. Nevertheless they performed an ODE analysis of quasi
stationary traveling wave solutions.
0 0.5 1 1.5 20
0.2
0.4
x
h
time
0 5 100
1
2
3
x
h
time
Figure 2: Evolution towards a traveling wave solution under the action of gravitational forces in
tangential direction for small volumes L = 1 at t = (0, 10−3, 0.1, 1, 2, 3, 4) (left) and bigger
volumes L = 5 and t = (0, 0.1, 1, 2, 3, 4) (right).
The third and rather simple example is to add normal gravitational forces, which can be achieved
by using for instance f(h;x) = g2h2, where g2 encodes the strength of normal gravitation
forces. Here we use g2 = 102. Then the total energy of the system can be decreased by
making the droplet from fig. 1 slightly flat, as one can observe in fig. 3
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ï0.5 0 0.5 1 1.50
0.2
0.4
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Figure 3: Evolution towards a stationary droplet under normal gravitational forces at t =
(0, 10−3, 0.01, 0.1, 1)/2 as indicated by the arrow.
4 Examples in 2D
Similar to the 1D example we use the extended potential (3.1) with
f(h;x) = −g1hx+ g2h2
where we use f again to implement gravitation in the tangential and normal direction using
g1 and g2 respectively. In the first example in fig. 4 we use an initial flower shaped domain,
where the boundary in polar coordinates is at r(φ) = 5(1 + sin 3φ). The initial height solves
−∆h0 = 1 with homogeneous Dirichlet boundary conditions. Here we use S = 2, g1 = g2 =
0 which gives rise to a contact angle |∇h| = 2 at γ. As expected, the evolution depicted in
fig. 4 is headed toward the stationary droplet state, i.e. a parabola which is cut-off at h = 0
and the proper contact angle and volume. Degradation of mesh quality during the evolution was
handeled using remeshing and interpolating the previous solution in the new mesh by linear
interpolation. In this case this was the most severe source of loss of mass. This can be avoided
if one chooses an interpolation which maintains a good mesh quality for a longer time (or by
improving the interpolation of course).
ï5 0 5
ï5
0
5
x
y
ï5 0 5
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0
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y
ï5 0 5
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5
x
y
Figure 4: Evolution towards stationary droplet at t = 0, 3, 12 (left) to (right) where height is
indicated by the shading
The next example shows how we can maintain mesh quality in certain situations somewhat
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longer. This example uses an initial disc of radius r = 5 and a parabola for h0(x, y). As a
driving force we use gravity with g1 = 0.2 and g2 = 1. As in the 1D case this should result in a
traveling wave solution, i.e. a droplet moving in +x direction. That this is clearly the case, can
be seen in the panels of fig. 5. Quite from the beginning the velocity is mainly a translation with
velocity v in x direction. However, in the simulation in the middle panel of this figure we only
use the normal component to move the domain. In order to find out what this implies let us for
a moment assume that the domain is still a ball of radius r. Then for points on the boundary we
get in a comoving frame
ψ˙ −
(
v
0
)
= v
x
x2 + y2
(
x
y
)
−
(
v
0
)
=
v
x2 + y2
(−y2
xy
)
,
so there is the clear tendency to transport points from the front of the droplet to its back. This
is exactly what happens in the middle panel of fig. 5. In order to prevent this effect, we choose
the tangential part of ψ˙ more carefully. In particular we want this method to work with traveling
wave solutions. We do this by finding (vx, vy) ∈ R2, so that∫
γ
((
(vx, vy)
> − x˙) · n)2dγ,
is minimal. The remaining part we choose so that ψ˙ = (vx, vy)> + α∇h where the boundary
values for α are chosen accordingly and α is harmonic inside ω. The resulting deformation at
t = 14 is shown in the right panel of fig. 5. This result is obtained without using any remeshing.
Figure 5: Droplet under the action of gravity at t = 0 (left) and at t = 14 (middle, right).
Comparison between choice of the tangential component (middle) none (right) optimal constant
(νx, νy).
With stronger gravity g1 the droplet shape again becomes more asymmetric in time and real
droplets would eventually decay into smaller satellite droplets after some finite time. This can be
seen in fig. 6, where we combine the optimized transport with remeshing every 50 time-steps.
For the largest value g1 = 0.8 the final solution h is close to a pinch-off.
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Figure 6: motion of droplets due to gravitational force g2 = 1 and different g1 at increasing times
(left to right)
A similar investigation can also be done with the mobility m(h) = 1
3
h3 + 0.1h2, where the
quadratic term is included in order to prevent problems due to the infinite dissipation of a moving
contact line for α = 3. We basically observe the same instability mechanism, i.e. at sufficiently
large tangential gravitational forces g1 satellite droplets pinch off. Compared to the case α = 2
this happens already at smaller values of g1. A systematic study of possible droplet shapes for
different values of g1, g2 and comparison with experiments as in [23] are interesting questions
for future studies.
Figure 7: motion of droplets due to gravitational force as in fig. 6 but with m(h) = 1
3
h3 + 0.1h2
10
5 Conclusion
We showed that the thin-film free boundary problem can be efficiently solved in 1D and 2D with
an explicit contact line. Therefore we employ a gradient-type finite element method, together
with a simple method to employ a kinematic condition. We showed that sometimes one can use
the ambiguity in the tangential component of ψ˙ to obtain a mesh update, by which the mesh
quality does not degrade too quick.
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