In this work, we present a semi-parametric method for imputing mixed data which allows us to relax assumptions of the general location model. This approach involves transforming continuous and binary variables to normally distributed data, imputing the data via joint modeling under the normality assumption, and back-transforming the data to their original scale. Transformation and backtransformation of the data comprise the nonparametric portion, and multiple imputation under the normality assumption constitutes the parametric portion of our method. Simulations involving generated mixed data with binary variables and with continuous variables following normal, t, Gamma, and mixture Gamma distributions and real data applications indicate promising results, leading us to recommend our approach as a possible avenue for imputing mixed data by semi-parametric means.
INTRODUCTION
Conventional approaches to imputed mixed data involve joint modeling with components of the normal model for imputing continuous data and of the saturated multinomial or loglinear model for imputing data of the binary or categorical variables (Schafer, 1997) [23] . These approaches, however, rely on assumptions pertaining to the general location model. Here, we propose a new method associated with transforming mixed data consisting of continuous and binary variables to normally distributed data, imputing these data under the normality assumption via joint modeling, and back-transforming the data onto their original scales. These transformations are implemented for continuous variables using principles of the Lurie and Goldberg (1998) [18] algorithm for generation of multivariate continuous data and empirical cumulative distribution function (eCDF) computation. The method given in Barton and Schruben (1993) [1] is involved in back-transformation of eCDF values to the scale of the original data at the final step for imputation of continuous variables. For binary variables, transformation and back-transformations of the data are associated with principles from Emrich and Piedmonte (1991) [14] and Demirtas and Doganay (2012) [9] for binary and mixed data generation, respectively. The backround involving the Lurie * Corresponding author.
and Goldberg (1998) [18] algorithm is discussed in Section 3, eCDF computations are discussed in Section 4, and methods presented in Emrich and Piedmonte (1991) [14] and Demirtas and Doganay (2012) [9] are discussed in Section 5. Our new method is proposed in Section 6 and applications of the method to simulated data and real data examples are included in Sections 7 and 8, respectively. We conclude by recommending our novel approach for imputing mixed data when assumptions regarding the general location model are to be relaxed.
MULTIPLE IMPUTATION
Multiple imputation, an MCMC (Markov chain Monte Carlo) technique where missing data are replaced with plausible values from a predictive distribution, has increasingly become an attractive option for handling data missing under the MCAR (Missing Completely at Random), MAR (Missing at Random), and MNAR (Missing Not at Random) mechanisms. Under the MCAR mechanism, the probability of missingness does not depend on the missing or observed data, while under the MAR mechanism, the probability may depend on the observed data. Under the MNAR mechanism, missingness depends on the missing data and may or may not depend on the observed data (Rubin, 1987 [22] ; Schafer and Olsen, 1998 [25] ; Little and Rubin, 2002 [17] ; Demirtas and Schafer, 2003 [12] ; Demirtas, 2004 [5] ; Demirtas, 2004 [6] ; Demirtas, 2005 [7] ). Schafer (1997) [23] introduces joint modeling as one approach for imputing data. This technique involved the Expectation-Maximization (EM) and Data Augmentation (DA) algorithms. The EM algorithm is first implemented to provide good starting values for and insight of the convergence behavior of the DA algorithm (Demirtas, 2007 [8] ; Demirtas et al., 2008 [13] ). The DA algorithm is comprised of two steps: the imputation step, or I-step, given in (1) , where values are drawn from a distribution based on the observed data and model parameters, θ, and the posterior step, or P-step, given in (2), where parameters are updated using a distribution based on the observed and imputed data. The parameters updated in this algorithm are given in the general location model (Schafer, 1997 [23] ; Olsen and Schafer, 2001 [21] ). We define this model using p W 1 , . . . , W p categorical or binary variables and q Z 1 , . . . , Z q continuous variables comprising a data set of dimension n × (p + q). We then present the two components of the model:
where π is the probability that an entry occurs in the d th cell and μ d and Σ are the mean vector and variance-covariance matrix associated with the distribution of the continuous variables in that d th cell. Here, D is the number of cells corresponding to possible combination levels among categorical or binary variables, w is a value from a categorical or binary variable following a multinomial distribution, and z i is a value from a continuous variables depending on For example, with three binary variables, there would be D = 2 3 = 8 cells. Thus, the general location model can be defined in terms of a set of parameters given in (5).
The unrestricted model defined above is suitable when the sample size is larger than D. When some cells are associated with sparse data or zero counts, however, the means for that cell are omitted from the likelihood, and therefore the maximum likelihood estimate is no longer unique. The problem can be remedied by adding constraints to the model. For example, restrictions can be imposed on categorical variables via the loglinear model: (6) log(π) = Mλ where π is the probability vector associated with the categorical variables as before, M is a user-specified matrix, and λ is a vector whose first element is used to scale π to sum to one. Similarly, we can impose restrictions on continuous variables. To proceed, we first consider the subset of continuous variables in relation to the multivariate regression model: 
for U being a n × D design matrix, μ, a vector of means, ε, the error vector, and Z, the matrix of continuous variables, Z 1 , . . . , Z q , given W , the data subset of categorical variables. The mean vector μ associated with the continuous data can be constrained using:
for some vector β and A being a constant matrix of dimension D × r. With the restrictions, the regression model is then defined as:
where X = UA and β is associated with a reduced set of regression parameters. The coefficients of the model in equation (9) can therefore be estimable even with zero counts in the contingency table because estimation involves the rank UA = r < D, instead of Rank U = D, removing cells with zero counts from the computation.
LURIE-GOLDBERG ALGORITHM
Lurie and Goldberg (1998) [18] developed a method for generating multivariate continuous data using information from marginal distributions and pairwise correlation without requiring information from the joint distribution, which is often unknown. The goal of their algorithm is to minimize D * :
with r * ij and r ij as the target correlation matrix and correlation matrix associated with the generated data, respectively. The algorithm involves multiplying a multivariate matrix X ∼ N(0, I) to the transpose of the lower triangular matrix L obtained via Cholesky decomposition from the correlation matrix of interest, R, to obtain:
Probability distribution function (PDF) values based on the standard normal distribution are then calculated for Y, as given in (12), where Φ is the cumulative distribution function of the standard normal distribution. 
The inverse function of the marginal distribution is next applied to each variable Y j , such that:
where the entries v ij comprise the elements of the generated matrix V. The correlation matrix R * , associated with V can then be computed, i.e.:
and compared to the original correlation matrix, R. The algorithm is re-iterated until the quantity defined in (10) is less than some constant c determined by the desired level of accuracy. The criteria in (10) are designed so as to obtain the pairwise associations between variables, along with the marginal distributions desired for each variable.
EMPIRICAL CUMULATIVE DISTRIBUTION FUNCTION (ECDF)
In addition to principles of the Lurie and Goldberg (1998) [18] algorithm, the portion of our method for imputing continuous data also involved computation of empirical cumulative distribution function (eCDF) values. The purpose of employing eCDF computation is to relax parametric assumptions related to the distribution of the data. We define an eCDF value given in (15) for a real value x as the proportion of values in a random variable less than or equal to x, i.e.:
Barton and Schruben (1993) [1] present a method where eCDF values can be mapped to the scale of the original data via:
where F (y (i)j ) and F (y (i+1)j ) are the two original eCDF values between which the new eCDF value u C (i)j lies and y (i)j and y (i+1)j are the original data points corresponding to the two original eCDF values. 
Table 4. Imputation results for trivariate data with all variables having missing entries (2 continuous variables, 1 binary variable). Order of Correlations
: (Y 1 , Y 2 ), (Y 1 , Y 3 ), (Y 2 , Y 3 ); Order of Means: Y 1 , Y 2 ,
BINARY AND MIXED DATA GENERATION
Emrich and Piedmonte (1991) [14] and Demirtas and Doganay (2012) [9] discuss multivariate generation of binary and mixed data from multivariate normally distributed values, respectively. In introducing these methods, we first present some pairwise correlation coefficients, such as the phi, tetrachoric, and point-biserial correlations. The phi correlation, given as: (17) n 11 n 00 − n 10 n 01 (n 10 + n 11 )(n 00 + n 01 ) + (n 00 + n 10 )(n 01 + n 11 )
, is a special case of the Pearson correlation measuring the association between two binary variables. The phi correlation is related to the tetrachoric correlation via:
where the tetrachoric correlation measures the association of two normally distributed variables underlying the binary variables. Here, ρ jk is the tetrachoric correlation, δ jk is phi correlation coefficient, Φ is the bivariate normal CDF with mean 0, standard deviation 1, and correlation ρ jk , p j and p k are the proportion parameters for Y j and Y k , respectively, q j = 1 − p j and q k = 1 − p k . Lastly, z(p j ) and z(p k ) are the quantile functions of the standard normal distribution for p j and p k , respectively. Emrich and Piedmonte (1991) [14] indicate that the multivariate normally distributed data generated using a correlation matrix with the pairwise tetrachoric correlations can then be dichotomized by quantiles based on proportions corresponding to the desired binary data. The third correlation we discuss here, the point-biserial correlation, assesses the relationship between a binary variable and a continuous variable. It is related to the Pearson correlation measuring the association between two continuous variables by:
where Y 2 is a normally distributed variable underlying the binary variable Y 2D and h is the ordinate of the normal curve at the point defined for the binary split of Y 2D (Demirtas and Doganay, 2012) [9] . Demirtas and Doganay (2012) [9] extend the method of Emrich and Piedmonte (1991) [14] to generate multivate mixed data. They use principles from Emrich and Piedmonte (1991) [14] to generate binary variables. Namely, they first generate a multivariate normally distributed data set using a correlation matrix with tetrachoric pairwise correlations as defined in (18) corresponding to pairs of two binary variables, point-biserial pairwise correlations, as given in (19) , corresponding to pairs of a binary and a normally distributed variable, and pairwise correlations corresponding to pairs with two normally distributed variables. After generating the multivariate normally distributed data, Demirtas and Doganay (2012) [9] then dichotomize variables designated as binary and rescale variables designated as normally distributed variables using equation (20) .
where a l and b l correspond to the scale and location parameters of the desired distribution of variable Z l .
NEW METHOD
We introduce our method by discussing the transformation of continuous variables and binary variables to normally distributed variables, separately. With the continuous variables, we first compute the eCDF values for the observed data and obtain corresponding normally distributed values using the inverse function of the standard normal distribution:
With the binary variables, we first compute the pairwise phi coefficients as given in (17) and apply equation (18) to these coefficients in order to obtain the pairwise tetrachoric correlations. We next determine if the correlation matrix is positive semi-definite. If the matrix is not positive semi-definite, we can find the positive semi-definite matrix "closest" to this matrix (Higham, 2002) [16] . We use the matrix with pairwise tetrachoric correlations to generate multivariate normally distributed data and introduce the same fraction of missing information in the multivariate normally distributed data as is present in the original binary data.
Multiple imputation via joint modeling under the normality assumption is then applied to a data set with these normally distributed values corresponding to the continuous variables and the binary variables combined. The pertaining to binary variables are lastly dichotomized by quantiles corresponding to probabilities computed for the binary data by: 
I(Y
The reason behind this computation is to determine the probability of the binary value for the missing entry within a subset of the data set given what other binary variables are observed.
The imputed continuous variables and the imputed binary variables are then again combined. Next, the pairwise correlation between imputed continuous variables, the pairwise phi correlations between imputed binary variables and the point-biserial correlations between imputed continuous and binary variables via equation (19) are calculated and compared to the respective biserial, phi, and point-biserial pairwise correlations obtained from the original data via the following equation: (25) δ jk − δ imp jk < c jk where δ imp jk and δ jk are the pairwise correlations obtained from the imputed and original data, respectively and c jk is some constant chosen to achieve standardized bias values <50% and coverage rates >90% for each pairwise correlation between variables Y j and Y k . The algorithm is reiterated until (25) is satisfied for all pairwise correlations. Note that the selection of c ij is data-specific, as it depends on the incomplete data under consideration.
We summarize the steps of our algorithm with the following diagram (Figure 1) , where we note the steps at which that the continuous and binary variables are separated before transformation to normally distributed values, recombined for multiple imputation, separated for backtransformation onto the original scales, and then recombined again to create the final data set.
SIMULATION STUDY
We examine our method for imputing mixed data using several different bivariate and multivariate examples. Simulation studies involved generating data under MCAR and MAR mechanism with pairwise correlations ranging from −0.75 to 0.75 and including continuous variables which followed the normal, t, Gamma, or mixed Gamma distributions. Such settings were chosen to examine the applica- 
Figure 1. Diagram indicating the steps for the new procedure of imputing mixed data, including how continuous and binary variables are separated, transformed to normally distributed values, combined, imputed, separated again, back-transformed onto the scale of the original data and finally recombined.
tion of our method to data missing under either mechanism and involving pairwise correlations of different magnitudes. Furthermore, distributions associated with continuous variables were chosen to show that our method can be applied to data with continuous variables following any distribution, whether symmetric (normal), symmetric but heavy-tailed (t), or skewed (Gamma). Bivariate data sets include 500 entries and multivariate data sets include 100 entries. Here, the number of entries refers to the number of observations and the number of missing values in each variable. Thus, for example, in bivariate cases, there are two variables and each variable contains a number of observations and a number of missing values which sum to 500. Each bivariate data set included one binary variable and one continuous variable. In both bivariate and multivariate cases, binary and continuous variables were generated separately; these variables were then combined into one data set and pairwise correlations were introduced. In multivariate examples, we generated data sets with three variables (having two continuous variables and one binary variable or one continuous variable and two binary variables) and four variables (with two continuous and two binary variables). All continuous variables involved in one multivariate data set follow the same distribution.
Under the MCAR mechanism, 25% of entries were deleted in the bivariate, trivariate, and 4-variable cases. To generate missing data in the second variable in bivariate cases under the MAR mechanism, missingness was induced in the binary variable dependent on the continuous variable via equation (26), where R Y2 = 0 indicates that Y 2 is missing.
Missing values in the trivariate and 4-variable data sets were introduced in the second variable under the MAR mechanism using equation (27). (27) log
such that the probability of missingness depended on the third variable, Y 3 . Missing values were then introduced in Y 1 and Y 3 under the MCAR mechanism by randomly deleting 25% of the entries in each of those variables.
We assessed the performance of our method via assessment measures for the pairwise correlations which included average estimate (AE), standardized bias (SB), the root mean square error (RMSE), the coverage rate (CR), and average width (AW) of the confidence intervals. The average estimate (AE) is the average of all parameter estimates obtained from all imputed data sets across all simulations. Standardized bias (SB), an accuracy measure, given in (28), is defined as the absolute difference between the true parameter and parameter estimate obtained from the simulations divided by the standard deviation obtained from the simulations; satisfactory SB values should be less than 50%. A standardized bias value of 50% indicates that the discrepancy between the estimate and true value is 1/2 the magnitude of the standard deviation, corresponding to 1/8 th of a typical confidence interval which is considered accept- 100
Results indicate that our method performs adequately in both bivariate (Tables 1, 2, and 3) and multivariate cases  (Tables 4, 5 men as of 2011. Original estimates are obtained from the incomplete data. Previous analyses of these data were conducted to determine confounding factors which could contribute to bias and none were found. Tables 7 and 8 give the descriptions of data sets used in our bivariate and multivariate examples. Here, the number of biopsies staining positive for cancer, the percentage of biopsies staining positive for cancer, and the percentage of cancer in the removed prostate gland are continuous variables, and presence of cancer in seminal vesicles, marginal nodes, or peripheral nerves are binary variables. Furthermore, the first two variables mentioned above involve data collected from needle biopsies, while the other variables were obtained from radical prostatectomy. The association between data from biopsies and from radical prostatectomy is of interest to investigators with respect to prostate cancer diagnosis as biopsy is a preferable alternative to radical [3] ). Therefore, investigators often wish to examine the relationship between prognostic factors and both these variables.
Results in Tables 7 and 8 again indicate promise in the application of our method via AE values comparable to original estimates, SB estimates <50%, small RMSE values, CR estimates >90%, and AW values comparable to the 95% confidence interval widths of original estimates for the pairwise correlations.
We further generated 1,000 data sets with characteristics similar to the real data examples. The same fraction of missing information was introduced in these generated data sets as found in the original data. This missingess was in-troduced under the MCAR mechanism via random deletion or under the MAR mechanism using equations: in the multivariate cases where one can see that missingness in a continuous variable depended on a binary variable in each case. We applied our method to each data set involving 10 imputations. Boxplots in Figures 2 and 3 indicate that means and proportions from generated and imputed data sets are acceptably comparable. Pairwise correlations for imputed data are associated with slightly narrower ranges as our multiple imputation algorithm is designed to converge when the pairwise correlations from the imputed data are sufficiently close to those of original pairwise correlations. When the convergence criteria dependent on the pairwise correlations are relaxed, i.e., when a larger c ij was chosen, the ranges of the estimates from the generated and from the imputed data appear more comparable (Figure 4 ).
CONCLUSION
In this work, we present a semi-parametric approach for imputing mixed data which adopts principles from the Lurie and Goldberg (1998) [18] algorithm for generating multivariate continuous data, eCDF computation, and the Demirtas and Doganay (2012) [9] algorithm for generating mixed data, which in turn includes principles of the Emrich and Piedmonte (1991) [14] algorithm for generating binary data. Namely, principles found in Lurie and Goldberg (1998) [18] and of eCDF computation were involved in the imputation of continuous variables while imputation of binary variables was associated with principles of generating binary and mixed data as discussed in Emrich and Piedmonte (1991) [14] and Demirtas and Doganay (2012) [9] . In the latter case, pairwise phi correlations measuring the associations of binary variables were used to derive pairwise tetrachoric correlations involved in generating the multivariate normally distributed data to be imputed. eCDF computation was incorporated into our algorithm, to relax parametric assumptions on the distribution of the data. eCDF, by construction, is invariant to changes in scale and location.
This imputation technique differs from the random number generation methods in that the imputed normally distributed variables designated as continuous are mapped onto the scale of the original data via nonparametric means as found in the approach given in Barton and Schruben (1993) [1] . Simulation studies and real data applications of our method led to promising results. Therefore, we propose this approach as a possible avenue for multiple imputation of mixed data when assumptions of the general location model need to be relaxed.
