This paper provides a meta-analysis on the effect of academic probation, student-faculty mentoring and need-based grants on various student outcomes. Using 25 (quasi-) experimental studies, we find that an academic dismissal policy has a significant negative effect on retention (d=-.17), while it does not have an effect on graduation. Student-faculty mentoring, on the other hand, has a positive significant effect on both retention (d=.15) and graduation (d=.10). Needbased grants are proven to have a positive significant effect on enrollment (d=.05), retention (d=.05) and graduation (d=.05). Based on the general effect sizes of each intervention, studentfaculty mentoring has the largest influence on student outcomes. The latter intervention improves retention and graduation of the treatment group by, respectively, 8% and 5% compared to the control group.
selection instrument is uncertain. The relationship between first-year progress and graduation is clear (e.g. Gijbels, Van der Rijt & Van der Watering, 2004; Pascarella & Terenzini, 1991) . However, when the first year is too difficult and no help is provided (e.g. by tutoring), academic probation can lead to the dismissal of capable students.
Mentoring.
Mentoring 3 can be seen as a situation in which a more-experienced member of a higher education institution maintains a relationship with a less-experienced, new member and provides information and guidance. In this context, we refer to the mentor as a faculty member or a professional. The less-experienced individual, or the mentee, is the student. Undergraduate studentfaculty mentoring is implemented in various forms in colleges and universities. Some mentoring programs only provide academic help, while others also focus on study skills and social needs (Bettinger & Baker, 2014) . Mentors and mentees are recruited by administrative offices and are matched based on criteria such as academic specialty or ethnicity. Often these programs are enhanced with other support services (such as financial aid) with the intention to create a learning and campus environment that stimulates retention and student success (Pascarella & Terenzini, 2005) . Not surprisingly, the costs of student-faculty mentoring nationwide may be many millions of euros.
Mentoring addresses the problem of student success in multiple dimensions. First of all, student success and retention can be adversely affected by a lack of information. Indeed, research has shown that many students have little information concerning the course requirements (Goldrick-Rab, 2010) . Student mentoring can help close this gap by providing students with the necessary information. Besides academic information, students can be informed about institutional resources. It can be expected that first-generation students and students with a low socioeconomic status especially benefit from this structured advising (Deil-Amen & Rosenbaum, 2003) . Next, academic preparation is key for student retention. However, many students do not master the required academic knowledge and are not academically prepared. Mentors can help to bridge this gap. Finally, as Tinto (1975) has stated, feelings of academic or social separation often lead to dropout. Mentoring can help students to integrate into the university and college community.
Need-based grants. Need-based grants are a form of financial aid and are closely linked to family income and economic status. There are a number of measures which determine financial-aid status, such as the family's expected contribution, number of dependent family members, and student status. Besides family income, other factors are used to determine each student's financial-aid formula. Need-based aid can be provided by the government or by higher education institutions.
Need-based grants are used in many countries such as the US, France, Canada, and Denmark.
3 It should be noted that mentoring, tutoring, coaching and advising are closely related. Hence, we use these terms interchangeably.
Financial aid can have a large impact on the enrollment decision of low-income students.
Students enroll in higher education if the perceived present discounted value of the benefits of a higher education career exceeds the present discounted value of the costs of enrollment. Reducing the cost of going to college should therefore stimulate enrollment. The influence on retention and graduation rates is less clear. Indeed, the grant can act on liquidity constraints. Due to a subsidy, the most disadvantaged students, who have to work to cover maintainance costs, can reduce the time taken by this work and make more time free for studying (Avdic & Gartell, 2015) . Next, students who receive the grant can feel that they have better opportunities than others. This can motivate them to study more effectively and with more commitment. However, even though financial aid reduces the hours spent doing part-time paid work, there is no guarantee that these hours are used for studying.
Further, since it is less costly to study, the risk of retention decreases, but on the other hand, the timeto-completion increases (e.g. Bettinger, 2004) . Aid can even have a negative effect on student success as students with a low probability of completion are induced to enroll due to the lower financial costs they incur for their education.
This meta-analysis investigates the effect of three interventions on student outcomes. The three discussed interventions (i.e. academic dismissal policy; grants; and student-faculty mentoring)
are all frequently used in educational institutions to promote student performance. Their effects on student success, however, remain unclear as studies of different design quality are compared with each other. A systematic review of studies with an evidence-based design (i.e. experimental or quasiexperimental) seems imperative. To our knowledge, there are no previous meta-analyses of randomized trials and quasi-experiments on academic probation, need-based grants, and student mentoring and their effects on enrollment, retention, and graduation.
The reminder of the paper is organized as follows. In Section 2, we present the methodology and selection of the literature. Section 3 reviews the results including the literature concerning the interventions. We conclude this study with policy advice.
Methodology

Criteria for inclusion of studies in the review
For this study, only these evaluation studies that have the following characteristics were included. First, included studies needed to assess the impact of: (I) academic dismissal (AD) policy;
(II) merit-based grants; or (III) student-faculty mentoring, which included higher education outcomes relevant to the research questions. These studies also needed to use a randomized experiment or a quasi-experiment with evidence of baseline control on a main outcome. Moreover, this meta-analysis included studies that randomly assigned entities (at individual, class, or school level) to intervention or control conditions. The control or comparison condition comprises observations that received no intervention or were exposed to standard practice. We opted to include experiments because they can provide statistically unbiased estimates of the effect of an intervention and can control for both known and unknown covariates (Boruch, 1997) . Because randomized trials (RCT) are not always an option (for example, because it is not ethical), we also included quasi-experimental designs that control for baseline differences between the control and intervention group. Quasi-experimental designs (QED)
can thus provide causal evidence (e.g. Blundell and Dias, 2009; Van Klaveren & De Wolf, 2015) . We included three quasi-experimental designs: (I) regression discontinuity designs; (II) propensity score matching; and (III) difference-in-differences techniques. It is important to note that, although AD is a well-known intervention, little empirical evidence exists. As a result, we allowed the inclusion of cohort studies during the selection of academic probation studies. In cohort studies, an intervention and a control group is included. However, the units of analysis are not randomly assigned to one of the conditions and the equality of (un)observables is not guaranteed. We also run the analyses on a restricted sample which only includes experimental and quasi-experimental studies. Further, included studies need to discuss at least one quantifiable outcome measure of student enrollment, dropout, or graduation. We did not collect data on other intervention impacts, such as those on satisfaction, number of courses completed, or behavior. Also important is that the use of enrollment, dropout, and graduation as main measures may not match with how investigators in the original studies calculated their outcome measure. Fourth, the studies needed to be published or made available after January 2000. We also included both published and unpublished studies (e.g. dissertations, technical reports, and conference papers). Note that the inclusion of unpublished studies is controversial. Indeed, unpublished studies may have data driven or analytical problems. On the other hand, it is known that studies with positive and significant results have a higher likelihood of being published. This metaanalysis presents results that are not subject to upward bias (Van Klaveren & De Wolf, 2015) . Finally, we only selected studies that report the effect size (ES) or allowed us to extract the data needed for the calculation of the ES. Unfortunately, not many researchers report the ES of an intervention.
Therefore, studies that did not report the ES of the intervention needed to provide us with the necessary data to calculate the ES. This sometimes required us to make assumptions concerning the assignment of control and intervention groups. If these assumptions had not been made, this metaanalysis would have consisted of a very limited number of studies. Still, while various studies did meet all of our criteria, they did not provide the data necessary for the computation of an ES or required us to make too many assumptions in order to calculate the ES (e.g. Bettinger, 2004; Kane, 2003; Schudde & Scott-Clayton, 2014) .
We also excluded a number of studies based on three exclusion criteria. Studies that evaluated the effect of academic probation and focused on an increase of the AD threshold were not selected in this meta-analysis. This meta-analysis only includes studies that investigate the effect of an AD policy by comparing an intervention group with an AD policy and comparison group without the AD policy.
A study by Woelders, Visser and Rijksbaron (2013) and studies that only focused on loans were excluded. Examples are the studies by Dynarski (2003) , and van der Klauw (2002) . Finally, we excluded studies that investigated the effect of mentoring but only focused on peer mentoring, online mentoring, or self-development mentoring. In this study, we are only interested on the effect of student-faculty mentoring (i.e. faculty-student mentoring) or mentoring executed by an external service. We believe that peer, online, and self-guidance mentoring have a different effect on the investigated parameters (such as the development of friendship). For this reason studies by Salinitri (2005) and Sandner (2015) were excluded.
Search strategies for identification of relevant studies
Our goal for the literature search is to identify relevant papers (published and unpublished).
We opted to use three search strategies for the identification of relevant studies. We started with an electronic searcher of databases. Moreover, we searched available resources and databases at the University of Maastricht (through EBSCO host). Examples of the databases are ERIC, EconLit and Business Source Complete. Table 1 contains the complete list of databases and the keywords used can be found in Table 2 . Next, we checked the Reference section of the selected papers in order to determine whether possible eligible studies were listed (i.e. snowballing method). We did not check the Reference section of ineligible studies. Lastly, Google and Google Scholar were used for a broad search of the World Wide Web.
Keyword strategies for bibliographic databases
In order to search the databases, we decided to conduct a relatively broad search. We preferred to have many titles and abstracts to go through with a broad search, rather than potentially miss relevant studies with a too narrow search. We used one search strategy, i.e. the combination of keywords. Therefore, we developed a list of keywords to identify the study eligibility criteria: (1) keywords that were relevant for the interventions; (2) keywords that were relevant for the outcomes of enrollment, retention or graduation; (3) keywords that were relevant for the education level; and (4) keywords that were relevant to the methodology. As we found new studies, we adapted our search terms. Table 2 represents the search words used for the final pass through the databases. The search based on this search strategy identified a large number of studies. Many studies were easily excluded because they were not relevant for the proposed meta-analysis. Each citation was reviewed, and it was determined whether the study could proceed to a second screening. If so, the full text of the eligible study was retrieved. Unfortunately, we could not find a full text for all eligible studies. However, when a full text could be found, the study was read to make sure it fulfilled the inclusion criteria, did not fulfil the exclusion criteria, and included at least one of the relevant outcome measurements. When a study was selected, we used a coding instrument to extract the correct information from each study. The instrument allowed us to identify the following characteristics of each study: the author, the publication (i.e. type of document and year published), the context (i.e. country), the evaluation design (i.e. RCT, QED or cohort study), the treatment group, the control condition, the participants, and the outcomes (see Appendix).
Criteria for handling statistical dependencies
We used three criteria to be sure that our findings were independent. This insured that effect sizes were not correlated with each other because, for example, authors had used the same data set or had used multiple designs in one study. First, we considered an evaluation study as distinct if it uses a unique data set. Sometimes investigators publish multiple articles or reports on the same intervention and on the same sample (for example, when investigating the long-term effects of a study, Campbell & Campbell, 1997 & Campbell, , 2007 . In this case, we opted to include the most recent study in our meta-analysis.
Some authors opted to copy the intervention and the evaluation method of another researcher (for example, Casey, Cline, Ost & Qureshi, 2015; Lindo et al., 2010) . When there were two separate samples, we considered these studies as distinct and use them both in this review. Second, we chose to use the study design that was the "most rigorous", or the analysis that provided the most controls. In some studies, multiple designs were used on the same sample. We then included the outcomes of the strongest design in our review. In some cases, researchers reported the results of multiple estimation models. We chose to include the model that includes the most control variables. Because regressionadjusted estimates for the control versus experimental groups theoretically reduce statistical noise, we relied on these estimates and used them in the analyses. Statistical noise can occur due to chance fluctuations, violations of the randomization (in the case of experiments), or uncontrolled variables (in the case of quasi-experiments). We have allowed one exception in this study, i.e. when we used the percentage of observations in the control or intervention groups and/or the mean of the dependent variable to calculate the ES (see Section 2.4.). This information is often based on the total number of observations without taking the missing values of the control variables into account. To ensure that we based our calculations of the ES on the correct data, we used the regression estimate of the model with the same number of observations that were used to calculate the two affected metrics.
Unfortunately, this is almost never the regression-adjusted estimate with control variables (due to missing values). Finally, a number of studies only reported outcomes by specific subgroups such as gender (male/female) or status policy change (for example, a winner/loser due to changes in the grant system). Even though the outcomes for these subgroups can be very interesting for policy makers, they are difficult to handle in our meta-analysis. We decided to average the effect over the subpopulation and to use the overall effect in our meta-analyses.
Statistical procedures
In this study, we used the standardized mean difference (Cohen's d) as effect size metric for all outcome variables. We opted for the standardized mean difference (Cohen's d) because it is a flexible effect size metric, and many formulae are available to estimate the effect size from information reported in the selected studies (e.g. regression coefficients, probability levels). All effect sizes are coded in such a way that positive effect sizes represent better outcomes (i.e. higher enrollment, retention, and graduation). Standardized mean difference effect sizes were calculated as:
where the numerator is the difference in group means from the intervention group and the control group. The dominator consists of the pooled standard deviation of those groups. Since we often used the unstandardized regression coefficient to calculate the standardized mean difference, this formula is also mentioned:
where the numerator is the unstandardized regression coefficient (in the case of a binary intervention variable, this coefficient represents the difference between the mean of the intervention and that of the control group) and the dominator represents the standard deviation from the dependent variable (this information can be calculated from the mean of the dependent variable, since all outcomes in this study are binary).
The variance of the standardized mean difference was calculated using the following formula:
A transformation procedure, commonly used in this study, is the logit transformation of cells frequencies to standardized mean differences. In this calculation the odds ratios for these data is first computed. Moreover, the d is calculated as follows:
where A and B are the counts of the "successes" and "failures" in the treatment group, and C and D are "successes" and "failures" in the comparison group.
It should also be noted that, because of presumed heterogeneity in the true effects across samples and countries, we reported the results of the random effects models in our analyses. Under the fixed-effects model, the assumption is that there is one true effect size which underlies all studies in the analysis, and that all observed differences are due to sampling error (Borenstein, Hedges & Rothstein, 2009 ). Under the random-effects model, the true effect size differs between studies since mixes of participants and the implementation of interventions also differ between studies. When we moved from the fixed-effects model to the random-effects model, the relative weights became more balanced. Consequently, extreme studies lost influence if they were large, and gained influence if they were small. We reported overall effects for all interventions on the corresponding outcomes (see Table 3 ). 524 studies were retrieved from our first search. As a second step, we determined whether a study seemed eligible based on the abstract and title. We also included extra studies through snowballing. Unfortunately, his left us with 71 studies. As a final step we retrieved the full-text reports and checked whether: (I) the studies matched with our research questions; (II) there was evidence of baseline control; and (III) the necessary information for the effect size calculation was present in each study. We maintained 25 studies which we coded for study characteristics and effect sizes. The pipeline of studies is illustrated in Figure 1 5 .
Figure 1: Pipeline for review sample
Descriptive statistics
Three broad interventions were included in this review. Eight studies evaluate the AD policy;
seven are about student-faculty mentoring; and 10 are about need-based grants (see Figure 1 and the Appendix for a detailed description of each study). Most of these programs target universities (68%).
Only 12% of the studies focused on colleges, and 20% focused on both types of institutions. The sample of studies was diverse concerning the nations of origin. Studies were conducted in seven different nations, with the US (n=14), the Netherlands (n=4), Canada (n=2) and Denmark (n=2) as the most common. In this review 24% of the studies used randomization while 60% made use of a quasi-5 Note that, when a study provides us with multiple effect sizes (e.g. when there are multiple independent samples present), we count this study as one in the descriptive statistics.
experimental design. When randomization was in place, we found one study that assigned classes to the control or treatment condition instead of to the individual student level. Four studies (16%) made use of cohort comparison. All of the studies were published between 2002 and 2015. Figure 2 .2 shows that most of the eligible studies were conducted as of 2010. Almost half of the studies were published in a journal (48%). The majority of the other studies are discussion/working papers (20%). We also include some reports of international organizations (16%) such as the National Center for Postsecondary research, some conference papers (8%), and dissertations (8%). Most authors came to the conclusion that their intervention had a positive effect on the main outcomes (64%). 24% of the studies reported a negative effect, and 12% found mixed effects. Note that some studies found only very small effects. 
Academic Dismissal (AD) policy
We included eight studies concerning Academic Dismissal or Academic Probation. Half of the studies used a quasi-experimental design, mostly a regression-discontinuity design (RDD). The other four made use of cohort comparison. Despite the fact academic probation is a well-known intervention in many countries (e.g. the Netherlands, the US, and Canada), little empirical evidence was found. This might be due to two reasons. First, in countries such as the US and Canada, academic probation is common practice and is installed in most universities and colleges. As a result, most studies focusing on academic dismissal policies in these countries try to find the effect of interventions on dropout rates and graduation rates of students already on probation, or try to find which characteristics predict whether a student will be on probation. Second, in other countries academic dismissal policies are a novelty. As a result, there are no good experimental or quasiexperimental studies. Lindo et al. (2010) found that being placed on academic probation after the first year discourages some students from returning to school, while the students who remain improve their subsequent performance. Similarly, Fletcher and Tokmouline (2010) , Casey et al. (2015) and Chi and Dow (2014) 
Student-faculty mentoring
We also found seven studies focusing on student-faculty mentoring. Four of these studies made use of a quasi-experimental design (such as matching or a Difference-in-differences (DiD) estimator). The other three studies made use of a random experiment. The studies were conducted in Germany and the US. Although student mentoring is a practice that is often applied, we did not find many studies investigating the effect of student-faculty mentoring on performance indicators of higher education students. We did, however, find many studies focusing on the effect of peer mentoring on student performance indicators. Peer mentoring is a practice whereby the mentoring function is often fulfilled by a more experienced student (e.g. a graduate student or a senior student). Since we are only interested in the effect of faculty-student interaction, we did not take the latter group of studies into account in our review.
Given the costs of mentoring, one might expect a substantial number of papers on the effect of mentoring on student outcomes. However, the evaluation research in this field is limited. Bettinger and Baker (2014) used a randomized experiment to test the effectiveness of 'Inside Track'. This intervention consists of an individualized coaching service which has proved to increase retention and graduation rates. Using matching, Kot (2014) showed that centralized advising increased first-year attritions. A study of Brock and Richburg-Hayes (2006) investigated the effect of an open-door program on student outcomes. Moreover, they found that enhanced counseling layered with financial incentives leads to fewer dropouts. This is in line with a study of Campbell and Campbell (2007) which showed that retention increases due to mentoring. However, graduation rates remain unchanged 6 . Hoffer (2010) studied the effect of an experimental mentoring program in US university, and found a positive effect on retention. A study of Swanson (2005) investigated the different effects between normal advising meetings, development advising meetings, and strength-based advising meetings. It was shown that the most intensive advising led to higher retention rates compared with normal advising. The study of Visher, Butcher and Cerna (2011) showed no effect on retention.
Need-based grants
In this meta-analysis, 10 studies on the effect of need-based grants were included. One study made use of a randomized design. The other studies implemented quasi-experimental designs (mostly RDD). Most studies were conducted in the US and in Denmark. We also found a German, Italian and French study. We observed a number of studies focusing on merit-based aid. Students are eligible for this aid when they reach certain performance thresholds. We did not include these studies in our review. Only studies whereby initial eligibility is based on socio-economic status or income are taken into account. Note that the criteria that students need to fulfil in order to retain the scholarship after the first-year are not important in this review.
Castleman & Long (2012) examined the impact of the Florida Student Access Grant (FSAG)
on academic outcomes such as enrollment and college persistence. Using a regression-discontinuity strategy, the authors showed that aid positively affects enrollment and persistence. Moreover, the grant also increases the likelihood of obtaining a Bachelor's degree by 4.6 percentage points. The finding concerning enrollment and retention is in line with many other studies, such as Goldrick-Rab, Douglas, Kelchen and Benson (2012) and Fack and Grenet (2015) . Bettinger (2015) assessed the Ohio College Opportunity Grant initiative, and, through a difference-in-differences identification strategy, highlighted its positive effect on first-year performance, such as a reduction in dropout rates. Several outcomes of academic performance have been considered by Arendt (2013) to assess the effect of the Danish reform of the student grant and loan system. The results suggest a positive impact on the dropout rates, but no overall effect on completion rates. Agasisti and Murtinu (2014) dropout and time to graduation. The authors found that obtaining a grant positively affected retention and completion, especially for immigrants, students whose family reside in another region, and those attending engineering courses. Studies of Fack and Grenet (2015) and Alon (2011) , which both exploit a quasi-experimental design, also found no effect on graduation.
6 Note that in the study of Campbell & Campbell (2007) the target group of the intervention consists of newly enrolled students (also transfer students). Although they are not defined as first-year students, they are in their first-year at the institution, and face the same issues as first-year students. Consequently, we include this study in the review.
Meta-analysis
We estimate the overall mean effect size (d) using inverse variance random effects weights.
When the interventions have a positive impact on the outcome variables (e.g. an increase in enrollment or retention), we scale the standardized mean differences (Cohen's d) as positive. When the intervention has a negative impact (e.g. graduation decreased) or no effect (e.g. the enrollment rate in both groups remained the same), we scale the effect size as negative and zero, respectively. An effect size estimate of .5 reflects a 5/10 standard deviation improvement for students in the treatment condition compared with students in the control conditions. We also present heterogeneity data, including the I², the tau² (between studies) and the Q-test 7 for each intervention analysis. All these metrics show how well the mean effects represent the sample of studies in the analysis. Given the expected variation in samples, countries, and design methods, the variability in effect size is also large.
Effects of the Academic Dismissal (AD) policy
In this section, we report the overall effects of academic probation on retention and graduation. In Figure 3 , the results are represented for 8 studies (and 11 effect sizes) that measure the effect on retention rates. We observe that the average treatment effect is negative (d=-.17; 95% CI [-.23; -.12]), and ranges from -.45 to -.04. All studies report a negative effect size. The difference between students on academic probation and regular students is a fifth of a standard deviation.
Moreover, based on the Percentage Improvement in Treatment over Control (BESD), an academic dismissal policy leads to an 8.5% decrease in retention (see Table 5 ). Following Cohen (1988) and Hattie (2015) this is a small effect size. As expected, heterogeneity statistics indicate large variability across effect sizes (Q=155.09; df= 10; p<.001; I²=93.06; tau²= .0077).
Next, we consider the effect of AD policy on graduation within the nominal study time and within 6 years. Five studies or eight effect sizes are included in the analysis of graduation within the nominal time (see Figure 4) . Collectively, the average effect size is zero (d=.00; 95% CI [-.04; .04]), and ranges from -.08 to -.13. This suggests that an AD policy does not have an effect on graduation within the nominal study time. This is not surprising given that three cases report a negative effect size and two reported no effect size. Only three cases show a positive effect. We also find a lot of heterogeneity (Q=43.88; df= 7; p<.001; I²=84.00; tau²= .0024).
We also do not find a statistical effect of academic probation on graduation within 6 years (see Figure 5 ). Seven effect sizes are used in the analysis. A small overall negative effect size is 
Effect of student-faculty mentoring
This section reports the effect of student-faculty mentoring on two outcome variables (i.e.
retention and graduation). Seven studies are included in estimating the effect of mentoring on student retention (see Figure 6 ). We observe an average positive effect size (d=.15; 95% CI [.06; .23]), and the effects range from -.02 to .41. The difference in retention rate between the mentored and non-mentored students is .15 of a standard deviation. Although studentfaculty mentoring seems to reduce dropout significantly, this effect size is perceived as small (Cohen, 1988; Hattie, 2015) . Moreover, as a result of mentoring, dropout decreases by .7.5% (see Table 5 ).
Only one study reports a negative effect, the other studies all show a positive effect. Again, we find a substantial amount of heterogeneity (Q=19.90; df= 6; p<.05; I²=69.9%; tau²= .0066).
Looking at the graduation rates 8 , we find a positive average effect of mentoring ( =.10; 95% CI [.01;
.19]; range from .09 to .14) (see Figure 7) . Between the students who received mentoring and those who did not there is a .10 difference of a standard deviation. This indicates that mentoring leads to a 5% increase in graduation rates. Cohen (1988) and Hattie (2015) identify a Cohen's d of .10 as a small effect. However, the number of studies included in these analyses is limited (i.e. two studies), so the results have to be interpreted with caution. We do not find evidence of heterogeneity, but this is probably due to the small number of studies (Q=.27; df= 1; p=.602; I²=0%; tau²= .0000).
8 Note that the authors speak about the completion of a degree, but do not mention in how many years after the start of the program. Figure 6 : Main effects of mentoring on retention. In the forest plot, the area of each box represents the contribution of the corresponding study to the meta-analysis. The center of the box represents the size of the treatment effect. The confidence interval for the treatment effect is shown by the black line. The diamond shows the summary treatment effect with the left and right extremes representing the corresponding confidence interval. Stata 14 is used to produce this output.
Figure 7: Main effects of mentoring on completion. In the forest plot, the area of each box represents the contribution of the corresponding study to the meta-analysis. The center of the box represents the size of the treatment effect. The confidence interval for the treatment effect is shown by the black line. The diamond shows the summary treatment effect with the left and right extremes representing the corresponding confidence interval. Stata 14 is used to produce this output.
Effects of need-based grants
We consider the effect of need-based grants on three outcome variables 9 . We start by looking at the effect of need-based grants on enrollment (see Figure 8 ). For these analyses we include six studies. We observe an average positive effect of need-based grants (d=.05; 95% CI [.03; .07]; range from .03 to .13). Moreover, there is a .05 difference of a standard deviation between the control and intervention group. Due to need-based grants, enrollment has increased by 2.5% (see Table 5 ). This effect is highly significant but small (Cohen, 1988) . Thus, all studies show positive effects. We find a moderate amount of heterogeneity (Q=9.45; df= 5; p=.092; I²=47.1%; tau²= .0001).
Next, we present the results of the effect of need-based grants on retention (see Figure.9 ). Six studies are included, and we observe an average positive, but small, significant effect (d=.05; 95% CI
[.04;
.06]; range from .01 to .12). Hence, financed and non-financed students show a .05 difference of a standard deviation. This indicates that retention has risen by 2.5% (See Table 5 ). Again, all studies show a positive effect. We observe no heterogeneity (Q=4.85; df= 5; p=.434; I²=0%; tau²= .0000).
Finally, we show the results of the effect of need-based grants on graduation (see Figure 10 ).
It is important to note that some authors mention graduation within the nominal study time, others use graduation within 5 or 6 years and one author looks at graduation independently of the necessary time.
We used five studies and seven effect sizes (i.e. some authors use multiple outcome variables). We observe an average positive, small significant effect of grants on graduation (d=.05; 95% CI [.01;
.08]). All the observed effect sizes range from .01 to .18. Graduation rates have increased by 2.5% due to need-based grants (see Table 5 ). Again, there is evidence of heterogeneity (Q=13.06; df= 6; p=.042; I²=54.0%; tau²= 9 We transformed the effect sizes so they present the effect of a €1000 increase in grant. Castleman & Long (2012) indicate that this is common practice. 
Publication bias
Publication bias is an issue that can lead to biased results in a meta-analysis. Publication bias occurs when not all research concerning mentoring, academic probation and need-based grants has been published or reported. Studies may not be reported or published because of non-significant results, or because the results are not valued properly by journal editors or by other researchers. When these studies report different results from those in the analysis, bias arises.
The majority of the studies used in this review are journal articles (46.15%). Roughly half of the studies are located outside journals, and the possibility exists that we do not have to cope with publication bias. However, we also want to draw attention to two caveats. First of all, most articles in this review sample are in the field of education economics. A tradition in this field is that unpublished articles are often made available online because of the long time that elapses before publication. As a result, some of our "unpublished" papers may be published in the future. Secondly, it is not really clear what unpublished means in the digital area. Indeed, most documents can be easily obtained via internet searches independently of being controlled by commercial publishers.
To assess the possibility of publication bias we visually examine a funnel plot and examine an egger regression test for funnel plot asymmetry (Egger, Smith, Schneider & Minder, 1997) . Looking at the funnel plot (with our total review sample of 25 studies and 55 outcomes), we observe that it is fairly symmetric (see Figure 11 ). This is probably because that few studies have large standard errors.
The egger test for funnel plot symmetry also indicates a positive insignificant association between the effect size and standard error (b=.024, p= .19, .06] ). For completeness, we also executed the egger test for each intervention. We only conducted a trim and fill analysis (Duval & Tweedie, 2000) if the egger test indicated publication bias. Note that a general effect size per intervention is not interpretable due to the different outcome variables. First of all, we do not observe a significant association between effect size and the standard error based on the egger test p= .19,  .04]) for the effect of the AD policy. On the other hand, for faculty-student mentoring, the egger test indicates an asymmetric funnel plot (b=.079, p= .049, 95% CI [.000;
.1549]). However, after trimming and filling 12 hypothetical effect sizes, the random effects size is still positive and significant (see Table 4 ). Finally, we observe a significant positive association between the effect size and the standard error (b=.041, p < .01, 95% CI [.028; .054]) for the effect of need-based grants. Again, the trim and fill analysis makes it clear that after trimming and filling 23 28 hypothetical effect sizes, the random effect size remains positive and statistically significant (see Table 4 ). We can conclude that although the egger test of two of the interventions points towards publication bias, this bias is unlikely to have an appreciable effect on the findings. Figure 11 : Funnel plot of Standard error by effect size. The center of the funnel plot indicates the fixed-effects summary estimates. The sloping lines indicate the expected 95% confidence interval for a given standard error when assuming that there is no heterogeneity between studies. Stata 14 is used to produce this output.
Conclusion
In this study, we have identified 25 studies and 54 effect sizes of experimental, quasiexperimental, and cohort studies. All of these studies investigate the impact of an academic dismissal policy, faculty-student mentoring, or need-based grants on student outcomes. In particular, we studied the impact of these interventions on enrollment, retention, and graduation. Table 5 summarizes the results of our analyses.
In sum, we observe for two of the three interventions positive and significant effects on the outcome variables. The academic dismissal policy has a negative significant effect on retention (d=-.17), no effect on graduation within the nominal study time (d=.00), and a small negative effect on graduation within 6 years (d=-.01). Thus, the AD policy has led to an increase of dropout of 8.4% of the intervention group in comparison to the control group (see Table 5 ). This indicates that because of an academic dismissal policy, eight extra students (out of a 100 students) drop out compared to the situation where there was no academic dismissal policy. Student-faculty mentoring, on the other hand, seems to have a positive and significant effect on retention (d=.15) and graduation (d=.10). From Table 5 , we observe that the average intervention effect of mentoring on retention is equivalent to a 7.5% improvement in retention and a 5% increase in graduation for the intervention groups. This implies that if 100 students are being mentored, 7 students are retained and 5 graduate compared with if they had received the control treatment. This is a more positive finding compared with the results of Need-based grants lead to an increase in enrolment, retention, and graduation of 2.5% for the intervention group. This implies that if 100 students receive need-based grants, 2-3 extra students enroll, are retained, and eventually graduate compared with if these students did not receive treatment.
These findings are somewhat lower than the results of Hattie (2015) , who found an effect size of .23
concerning the effect of finances on student outcomes. Despite the statistical significance of most findings, the average effect of all interventions are perceived as small (d<.40; Cohen, 1988; Hattie, 2015) .
This meta-analysis provides some recommendations for policy makers. Even though the effect sizes of the discussed interventions are perceived as small, this does not indicate that they are not valuable. As Glass, McGaw and Smith (1981, p. 104) state "… the issue of whether an effect should be considered 'large' depends on a number of factors. These might include the costs of implementing the intervention, its practicable feasibility, the benefits associated with the difference produced and the value attached to those benefits, as well as the size of other effects produced by comparable interventions in the same context and with the same outcome". In the higher education context, this means that policy makers and practitioners should consider the costs associated with implementing different types of interventions relative to the potential gains they can expect in educational outcomes.
The implementation of an AD policy does not come with many costs. Due to an AD policy, dropout in the first year increases by 8.4%. Based on the assumption that students who dropped out because of the AD policy would also have dropped out in later years, an AD policy can lead to substantial cost savings. The average EU-28 country has a cost per student per year of €9,500 (Eurostat, 2016b) . Each year 2.8 million Bachelor students enter higher education in the EU (Eurostat, 2016a ). If we can accelerate the dropout decision of first-year students (8.4%) because of the AD policy, this leads to a cost saving of €2,200 million. However, the dismissed students need to be properly guided to a new higher education study and another higher education degree. As Larsen (2000, p3) states: "people without a degree in higher education, despite the fact that they use less time in the educational system, on average spend eight years less on the labor market, because they more often struggle with unemployment and more frequently end up on early retirement or welfare benefits". A financial grant of €1,000 leads to a 2.5% increase in enrolment, retention and graduation.
This implies that in the EU-28 countries 70,000 extra students enter and earn a degree. EU governments have to pay €10,500 per student per year (i.e. average expenditure and grant). If the average student graduates within 5 years, this implies a cost of € 3,700 million. However, compared with high school graduates, Bachelor's degree holders have net present earnings of €158,000 10 or €11,000 million for 70,000 students (OECD, 2014) and the real benefits are much higher ,given, for example, the increased tax revenues and higher employability rate. For society, the net present value of the extra graduates comes down to €5,851 million 11 (OECD, 2014) . Mentoring leads to an increase of 210,000 first-year Bachelor students, which means an increase of €33,000 million private net present earnings and 17,500 million public net present earnings. Although mentoring is perceived as a costly intervention, the benefits seem high enough to consider its implementation. Given the above cost-benefit analysis, the discussed interventions seem to be beneficial for students, higher educational institutions, and the society as a whole.
Other important considerations would be the scope of the problems of the higher education institutions or academic programs. Some policy makers may want to select the most promising students after the first year, while other practitioners may want to support students. For the former group, academic probation may be a good option, for the latter group need-based grants and mentoring seem to be the best intervention. Finally, practitioners need to take the effect of these interventions on other educational and personal outcomes into account (e.g. student satisfaction).
There are some directions for further research. The studies represented in this report cover literature from 1995 until 2015. Given the fact that we found more eligible studies in the last years (see Figure 4) , this review needs to be updated in the near future. Further, academic probation needs to be further exploited. Indeed, at the moment we only found quasi-experimental studies from the US and Canada. Studies from the Netherlands only investigated the effect of academic dismissal policy using cohort research. However, academic probation can still have different effects depending on the notation. Since academic probation is becoming very popular in the Netherlands, a study using a good quasi-experimental design in the Netherlands in necessary. Next, we only exploited mentoring executed by faculty staff or professionals. Peer mentoring can also have an effect on educational outcomes. Future research could investigate this further. Finally, other grants than need-based grants could be researched.
10 The private net present earnings is the average of the private net present earnings for men and for woman (OECD, 2014) . 11 The public net present earnings is the average of the public net present earning for men and for woman (OECD, 2014) .
