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The record of span length for flexible bridges has been broken with the development of 
modern materials and construction techniques. With the increase of bridge span, the dynamic 
response of the bridge becomes more significant under external wind action and traffic loads. 
The present research targets specifically on dynamic performance of bridges as well as the 
transportation under strong wind.  
The dissertation studied the coupled vibration features of bridges under strong wind. The 
current research proposed the modal coupling assessment technique for bridges. A closed-form 
spectral solution and a practical methodology are provided to predict coupled multimode 
vibration without actually solving the coupled equations. The modal coupling effect was then 
quantified using a so-called modal coupling factor (MCF). Based on the modal coupling analysis 
techniques, the mechanism of transition from multi-frequency type of buffeting to single-
frequency type of flutter was numerically demonstrated. As a result, the transition phenomena 
observed from wind tunnel tests can be better understood and some confusing concepts in flutter 
vibrations are clarified.   
The framework of vehicle-bridge-wind interaction analysis model was then built. With the 
interaction model, the dynamic performance of vehicles and bridges under wind and road 
roughness input can be assessed for different vehicle numbers and different vehicle types. Based 
on interaction analysis results, the framework of vehicle accident analysis model was introduced. 
As a result, the safer vehicle transportation under wind can be expected and the service 
capabilities of those transportation infrastructures can be maximized. Such result is especially 
important for evacuation planning to potentially save lives during evacuation in hurricane-prone 
area. 
The dissertation finally studied how to improve the dynamic performance of bridges under 
wind. The special features of structural control with Tuned Mass Dampers (TMD) on the 
buffeting response under strong wind were studied. It was found that TMD can also be very 
efficient when wind speed is high through attenuating modal coupling effects among modes. A 
3-row TMD control strategy and a moveable control strategy under hurricane conditions were 
then proposed to achieve better control performance.  
 
 
CHAPTER 1. INTRODUCTION 
 
The dissertation is made up of nine chapters based on papers that have either been 
accepted, or are under review, or are to be submitted to peer-reviewed journals, using the 
technical paper format that is approved by the Graduate School. 
Chapter 1 introduces the related background knowledge of the dissertation, the research 
scope and structure of the dissertation. Chapter 2 discusses the modal coupling effect on bridge 
aerodynamic performances (Chen et al. 2004). Chapter 3 covers the evolution of the long-span 
bridge response to the wind (Chen and Cai 2003a). Chapter 4 discusses the dynamic analysis of 
the vehicles-bridge-wind system (Cai and Chen 2004a). Chapter 5 discusses the vehicle safety 
assessment of vehicles on long-span bridges under wind (Chen and Cai 2004a). Chapter 6 
investigates the new features of strong-wind induced vibration control with Tuned Mass 
Dampers on long-span bridges (Chen and Cai 2004b). Chapter 7 studies the optimal variables of 
Tuned Mass Dampers on multiple-mode buffeting control (Chen et al. 2003). Chapter 8 
investigates the wind vibration mitigation on long-span bridges in hurricane conditions (Cai and 
Chen 2004b). Chapter 9 summarizes the dissertation and gives some suggestions for future 
research. 
This introductory chapter gives a general background related to the present research. More 
detailed information can be seen in each individual chapter. 
1.1 Wind Hazard 
Wind is about air movement relative to the earth, driven by different forces caused by 
pressure differences of the atmosphere, by different solar heating on the earth’s surface, and by 
the rotation of the earth. It is also possible for local severe winds to be originated from local 
convective effects and the uplift of air masses. Wind loading competes with seismic loading as 
the dominant environmental loading for modern structures. Compared with earthquakes, wind 
loading produces roughly equal amounts of damage over a long time period (Holmes, 2001). The 
major wind storms are usually classified as follows:  
Tropical cyclones: Tropical cyclones belong to intense cyclonic storms which usually 
occur over the tropical oceans. Driven by the latent heat of the oceans, tropical cyclones 
usually will not form within about 5 degrees of the Equator. Tropical cyclones are called in 
different names around the world. They are named hurricanes in the Caribbean and 
typhoons in the South China Sea and off the northwest coast of Australia (Holmes, 2001). 
Thunderstorm: Thunderstorms are capable of generating severe winds, through tornadoes 
and downbursts. They contribute significantly to the strong gusts recorded in many 
countries, including the United States, Australia and South Africa. They are also the main 
source of high winds in the equatorial regions (within about 10 degrees of the Equator), 
although their strength is not high in these regions (Holmes, 2001; Simiu and Scanlan, 
1986). 
Tornadoes: These are larger and last longer than “ordinary” convection cells. The tornado, 
a vertical, funnel-shaped vortex created in thunderclouds, is the most destructive of wind 
storms. They are quite small in their horizontal extent-of the order of 100 m. However, they 
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can travel for quite a long distance, up to 50 km, before dissipating, producing a long 
narrow path of destruction. They occur mainly in large continental plains, and they have 
very rarely passed over a weather recording station because of their small size (Holmes, 
2001). 
Downbursts: Downbursts have a short duration and also a rapid change of wind direction 
during their passage across the measurement station. The horizontal wind speed in a 
thunderstorm downburst, with respect to the moving storm, is similar to that in a jet of fluid 
impinging on a plain surface (Holmes, 2001).  
Damage to buildings and other structures caused by wind storm has been a fact of life for 
human beings since these structures appeared. In nineteenth century, steel and reinforcement 
were introduced as construction materials. During the last two centuries, major structural failures 
due to wind action have occurred periodically and provoked much interest in wind loadings by 
engineers. Long-span bridges often produced the most spectacular of these failures, such as the 
Brighton Chain Pier Bridge in England in 1836, the Tay Bridge in Scotland in 1879, and the 
Tacoma Narrows Bridge in Washington State in 1940. Besides, other large structures have 
experienced failures as well, such as the collapse of the Ferrybridge cooling tower in the U. K. in 
1965, and the permanent deformation of the columns of the Great Plains Life Building in 
Lubbock, Texas, during a tornado in 1970. Based on annual insured losses in billions of US 
dollars from all major natural disasters, from 1970 to 1999, wind storms account for about 70% 
of total insured losses (Holmes, 2001).  This research addresses transportation-related issues due 
to hurricane-induced winds.  
Hurricanes and hurricane-induced strong wind are, by many measures, the most devastating 
of all catastrophic natural hazards that affect the United States. The past two decades have 
witnessed exponential growth in damage due to hurricanes, and the situation continues to 
deteriorate. The most vulnerable areas, coastal countries along the Gulf and Atlantic seaboards, 
are experiencing greater population growth and development than anywhere else in the country. 
In the United States, annual monetary losses due to tropical cyclones and other natural hazards 
have been increasing at an exponential pace, now averaging up to $1 billion a week (Mileti, 
1999). Large hurricanes can have impacts that are national or even international in scope. 
Damage from Hurricane Andrew was so extensive (total loss approximately $25 billion) that it 
caused building materials shortages nationwide and bankrupted many Florida insurance 
companies. Had Andrew’s track shifted just a few miles, it could have gone through downtown 
Miami, hit Naples on the west coast of Florida, and then devastated New Orleans. Projections for 
the total losses in this scenario are several times greater than the $25 billion in damages caused 
by Andrew. Losses of this magnitude threaten the stability of national and international 
reinsurance markets, with potentially global economic consequences. When a hurricane or 
tropical storm does strike the gulf coast, the results are generally devastating. 
In additional to huge loss of property, loss of life is even more stunning. Compared to the 
U. S., developing countries which lack predicting and warning systems are suffering even more 
from hurricane-associated hazards. The cyclone in October 1999 killed tens of thousands in 
India, and Hurricane Mitch killed thousands in Honduras in 1998. Even as storm prediction and 
tracking technologies improve, providing greater warning times, the U. S. is still becoming ever 
more susceptible to the effects of hurricanes, due to the massive population growth in the South 
and Southeast along the hurricane coast from Texas to Florida to the Carolinas. This growth has 
 2
spurred tremendous investments in areas of greatest risk. The transportation infrastructure has 
not increased capacity at anything like a similar pace, necessitating longer lead times for 
evacuations and forcing some communities to adopt a shelter-in-place concept. This concept 
recognizes that it will not be possible for everyone to evacuate, so only those in areas of greatest 
risk from storm-surge are given evacuation orders.  
New Orleans is a typical example of the hurricane-prone cities in the United States.  Due to 
the fact that most of the city is at or below sea level, protected only by levees, it has been 
estimated that a direct hit by a Category 3 or larger hurricane will “fill the bowl”, submerging 
most of the city in 20 feet or more of water (Fischetti 2001). In extreme cases, evacuations are 
essential to minimize the loss of lives and properties. In New Orleans, four of the five major 
evacuation routes out of the city include highway bridges over open water. The Louisiana Office 
of Emergency Preparedness estimates that under current conditions, there will be time to 
evacuate only 60-65% of the 1.3 million Metro area populations in the best-case scenario, with a 
10% casualty rate for those remaining in the city. 
To ensure a successful evacuation, smooth transportation is the key to the whole evacuation 
process. There are two categories of problems to be dealt with: the safety and efficient service of 
the transportation infrastructures, such as bridges and highways; the safe operation of vehicles on 
those transportation infrastructures (Baker 1994; Baker and Reynolds 1992). It is very obvious 
that maximizing the opening time of the evacuation routes as the storm approaches is very 
important.  The present study investigates these two kinds of problems.  
1.2 Bridge Aerodynamics 
The record of span length for flexible structures, such as suspension and cable-stayed 
bridges, has been broken with the development of modern materials and construction techniques.  
The susceptibility to wind actions of these large bridges is increasing accordingly. The well-
known failure of the Tacoma Narrows Bridge due to the wind shocked and intrigued bridge 
engineers to conduct various scientific investigations on bridge aerodynamics (Davenport et al. 
1971, Scanlan and Tomko 1977, Simiu and Scanlan 1996, Bucher and Lin 1988). In addition to 
the Tacoma Narrows Bridge, some existing bridges, such as the Golden Gate Bridge, have also 
experienced large, wind-induced oscillations and were stiffened against aerodynamic actions 
(Cai 1993).  Basically, three approaches are currently used in the investigation of bridge 
aerodynamics: the wind tunnel experiment approach, the analytical approach and the 
computational fluid dynamics approach. 
Wind Tunnel Experiment Approach: The wind tunnel experiment approach tests the scaled 
model of the structure in the wind tunnel laboratory to simulate and reproduce the real world. 
Wind tunnel tests can either be used to predict the performance of structures in the wind or be 
used to verify the results from other approaches. The wind tunnel experiment approach is 
designed to obtain all the dynamic information of the structure with wind tunnel experiments. 
Bluff body aerodynamics emphasizes on flows around sharp corners, or separate flows. 
Simulating the atmospheric flows with characteristics in the wind tunnel similar to those of 
natural wind is usually required in order to investigate the wind effect on the structures. For such 
purposes, the wind environment should be reproduced in a similar manner, and the structures 
should be modeled with similarity criteria (Simiu and Scanlan 1986). To achieve similarity 
between the model and the prototype, it is desirable to reproduce at the requisite scale the 
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characteristics of atmospheric flows expected to affect the structure of concern. These 
characteristics include: (1) the variation of the mean wind speed with height; (2) the variation of 
turbulence intensities and integral scales with height; and (3) the spectra and cross-spectra of 
turbulence in the along-wind, across-wind, and vertical directions.  
Wind tunnels used for civil engineering are referred to as long tunnels, short wind tunnels 
and tunnels with active devices. The long wind tunnels, a boundary layer with a typical depth of 
0.5 m to 1 m, develop naturally over a rough floor of the order of 20 m to 30 m in length. The 
depth of the boundary layer can be increased by placing passive devices at the test section 
entrance. Atmospheric turbulence simulations in long wind tunnels are probably the best that can 
be achieved currently. The short wind tunnel has the short test section, and is ideal for tests under 
smooth flow, as in aeronautical engineering. To be used in civil engineering applications, passive 
devices, such as grids, barriers, fences and spires usually should be added in the test section 
entrance to generate a thick boundary layer (Simiu and Scanlan 1986). The wind tunnel approach 
totally relies on the experiments in the laboratory and may be very expensive and time-
consuming.  
Analytical Approach: Another way is to build up analytical models based on the insight of 
aerodynamic aspects of the structure obtained from the wind tunnel tests, as well as knowledge 
of structural dynamics and fluid mechanics. With the models, the dynamic performance of the 
structure can be predicted numerically. However, although the science of theoretical fluid 
mechanics is well developed and computational methods are experiencing rapid growth in the 
area, it still remains necessary to perform physical wind tunnel experiments to gain necessary 
insights into many aspects associated with fluid. So the analytical approach is actually a hybrid 
approach of numerical analysis and wind tunnel tests. Due to its convenient and inexpensive 
nature, the analytical approach is adopted in most cases. The dissertation also uses the analytical 
approach to carry out all the research.  
Computational Fluid Dynamics (CFD): Computational fluid dynamics (CFD) techniques 
have been under development in wind engineering for several years. Since this topic  
 is out of the scope for the dissertation, no comprehensive review is intended here. 
Long cable-stayed and suspension bridges must be designed to withstand the drag forces 
induced by the mean wind. In addition, such bridges are susceptible to aeroelastic effects, which 
include torsion divergence (or lateral buckling), vortex-induced oscillation, flutter, galloping, and 
buffeting in the presence of self-excited forces (Simiu and Scanlan 1986). The aeroelastic effects 
between the bridge deck and the moving air are deformation dependent, while the aerodynamic 
effects are induced by the forced vibration from the turbulence of the air. Usually divergence, 
galloping and flutter are classified as aerodynamic instability problems, while vortex shedding 
and buffeting are classified as wind-induced vibration problems. All these phenomena may occur 
alone or in combination. For example, both galloping and flutter only happen under certain 
conditions. At the mean time, the wind-induced vibrations, like vortex shedding and buffeting 
may exist. The main categories of wind effects on bridges with boundary layer flow theory are 
flutter and buffeting. While flutter may result in dynamic instability and the collapse of the 
whole structures, large buffeting amplitude may cause serious fatigue damage to structural 
members or noticeable serviceability problems.  
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Typically, to deal with these wind-induced problems, a scaled-down bridge model is tested 
in a wind tunnel for two purposes. First is to observe the aerodynamic behavior and then to 
develop some experimentally-based countermeasures (Huston 1986). Second is to measure some 
aerodynamic coefficients, such as flutter derivatives and static force coefficients, in order to 
establish reasonable analytical prediction models (Tsiatas and Sarkar 1988, Scanlan and Jones 
1990, Namini et al. 1992). 
Long-span bridges are often the backbones of the transportation lines in coastal areas and 
are vulnerable to wind loads. Maintaining the highest transportation capacity of these long-span 
bridges, such as the Luling Bridge near New Orleans, Louisiana, and the Sunshine Skyway 
Bridge near Tampa, Florida, is vital to supporting hurricane evacuations. Due to the aeroelastic 
and aerodynamic effects from high winds on long-span bridges, strong dynamic vibrations will 
be expected. Excessive vibrations will cause the service and safety problems of bridges (Conti et 
al. 1996; Gu et al. 1998, 2001, 2002). Stress induced from dynamic response may also cause 
fatigue accumulation on some local members and damages to some connections. With the 
increase of wind speed, the aerodynamic stability of the bridge may also become a problem. In 
extreme high wind speed, the aerodynamic instability phenomenon, flutter, may happen. As a 
result of flutter, the bridge may collapse catastrophically (Amann et al. 1941). 
1.3 Vehicle Dynamic Performance on the Bridge under Wind 
Economic and social developments increase tremendously the traffic volume over bridges 
and roads. Heavy vehicles on bridges may significantly change the local dynamic behavior and 
affect the fatigue life of the bridge. On the other hand, the vibrations of the bridge under wind 
loads also in turn affect the safety of the vehicles. For vehicles running on highway roads, the 
wind loading on the vehicle, as well as grade and curvature of the road, may cause safety and 
comfort problems (Baker 1991a-c, 1994). 
Interaction analysis between moving vehicles and continuum structures originated in the 
middle of 20th century. From an initial moving load simplification (Timishenko et al. 1974), to a 
moving-mass model (Blejwas et al. 1979) to full-interaction analysis (Yang and Yau 1997; Pan 
and Li 2002; Guo and Xu 2001), the interaction analysis of vehicles and continuum structures 
(e.g. bridges) has been investigated by many people for a long time. In these studies, road 
roughness was treated as the sole excitation source of the coupled system.  
Recently, the dynamic response of suspension bridges to high wind and a moving train has 
been investigated (Xu et al. 2003), while no wind loading on the train was considered since the 
train was moving inside the suspension bridge deck. It was found that the suspension bridge 
response is dominated by wind force in high wind speed. The bridge motions due to high winds 
considerably affected the safety of the train and the comfort of passengers (Xu et al. 2003). The 
coupled dynamic analysis of vehicle and cable-stayed bridge system under turbulent wind was 
also conducted recently (Xu and Guo 2003). However, only vehicles under low wind speed were 
explored, and the study did not consider many important factors, such as vehicle number, and 
driving speeds.  
Studied on the wind effects on ground vehicles were mainly focused on cross wind. The 
cross wind effect can be broadly considered as two types: (1) low wind speed effects, such as an 
increase of drag coefficient and vehicle aerodynamic stability considerations; and (2) high wind 
 5
speed effects (Baker 1991a). The latter is, of most concern to researchers, is composed of variety 
of forms. For example, the suspension modes of vehicles may be excited by the strong cross-
wind if the wind energy is enough around the modal frequency of the suspension system. It is 
believed that there are three major types of accidents for wind-induced vehicle accidents in high 
wind: overturning accidents, sideslip accidents and rotation accidents. It is possible for high-
sided vehicles to be overturned, especially where some grade on section and road curvature 
exists (Coleman and Baker 1990; Sigbjornsson and Snajornsson 1998; Baker 1991a-c, 1994). 
Even for small vehicles, like vans and cars, severe course deviation at gusty sites may occur 
(Baker 1991 a-b). For vehicles traveling on bridges, the problems are even more complicated 
because the bridge itself is a kind of dynamic-sensitive structure in a strong wind (Bucher and 
Lin 1988; Cai and Albrecht 2000; Cai et al. 1999a). The interactive effect between the bridge and 
vehicles makes the assessment of the vehicle performance on bridges more difficult. 
In the 1990’s, many vehicle accidents were reported around the world (Baker and 
Reynolds 1992; Coleman and Baker 1990; Sigbjornsson and Snajornsson 1998). From the 
statistics of a great many accidents which occurred during the severe storm on Jan 25 1990 in 
British, it is reported that overturning accidents were the most common type of wind-induced 
accidents, accounting for 47% of all accidents. Course deviation accidents made up 19% of the 
total accidents, and accidents involving trees made up 16%. Among all accidents, 66% involved 
high-sided lorries and vans, and only 27% involved cars (Baker and Reynolds 1992). 
Safety study of vehicles under wind on highways began in the 1980s.  In his representative 
work, Baker (Baker 1991 a-c) proposed the fundamental equations for wind action on vehicles. 
Without considering the driver’s performance, the wind speed at which these accident criteria are 
exceeded (the so-called accident wind speed) was found to be a function of vehicle speed and 
wind direction. Using meteorological information, the percentage of the total time for which this 
wind speed is exceeded can be found. Some quantification of accident risk has been made. Based 
on Baker’s model, Sigbjornsson and Snajornsson (1998) tried the risk assessment of an accident 
which happened in Iceland through a reliability approach. In the approach, the so-called “safety 
index approach” was adopted to describe the risk of the accident and some valuable results were 
given. However, the driver’s behavior was not included in this analysis, which made the analysis 
not general enough for further application. As in Baker’s study, Sigbjornsson did not consider 
road roughness, which could be a very important factor affecting the dynamic behavior of 
vehicles on highway roads. In addition, no study has included vehicle performance on a bridge 
under strong wind.  
During periods of high winds, it is a common practice to either slow down traffic or stop 
vehicle movement altogether at exposed windy sites such as long span bridges (Baker 1987). 
Various criteria used to initiate traffic control differ substantially between sites. In some places, 
the “two-level” system is operated; vehicles are slowed down, and warning signs are activated 
when the wind speed exceeds a certain level. It seems that the various criteria for imposing 
traffic restrictions are, to an extent, rather arbitrary and ill-defined (Baker 1987). Baker (Baker 
1986) suggested that an overturning accident may occur if, within the 0.5 s of the vehicle 
entering the gust, one of the tire reactions fell to zero. A side-slipping accident happens when the 
lateral displacement exceeded 0.5m, and a rotational accident happens when the rotational 
displacement exceeds 0.2 radians. These definitions are based on some assumptions, especially 
that within 0.5s, the driver of the vehicle would not react to correct the lateral and rotation 
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displacement. With the introduction of the driver behavior model, the assumption of 0.5 second 
can be eliminated (Baker 1994).  
1.4 Structural Control on Wind-induced Vibration of Bridges 
When extreme wind such as a hurricane attacks the long span bridges, large vibration 
response may force the bridge to be closed to transportation for the safety of the bridge and of 
vehicles. An efficient control system is needed to guarantee the safety of the bridge, to prolong 
the opening time for traffic under mitigation conditions, and to reduce direct and indirect 
financial loss as well as civilian lives. In the past few decades, bridge engineers have had modest 
success in dealing with wind-induced vibrations by structural strengthening or 
streamlining/modifying the bridge geometry based on the results of experimental /analytical 
studies.  However, with the increase in bridge-span length, wind-structure interaction is 
becoming increasingly important. The Akashi Kaikyo suspension bridge in Japan has set a new 
record of 1900 m in span length.  An even longer span length of 5000 m for the Gibraltar Strait 
Bridge is under discussion (Wilde et. al 2001). Wind-induced vibrations become one of the 
major controlling factors in long-span bridge design. To meet the serviceability and strength 
requirements under wind actions, structural control will be the most economical and the only 
feasible alternative for these ultra-long-span bridges (Anderson and Pederson 1994). 
The control strategies for wind-induced vibration of long-span bridges can be classified as 
structural (passive), aerodynamic (passive or active), or mechanical (passive or active) 
countermeasures. Passive structural countermeasures aim at increasing the stiffness of the 
structures by increasing member size, adding additional members, or changing the arrangement 
of structural members.  
Passive aerodynamic countermeasures focus on selecting bridge deck shapes and details to 
satisfy aerodynamic behaviors. Examples are using shallow sections, closed sections, edge 
streamlining and other minor or subtle changes to the cross-section geometry (Wardlaw 1992). It 
was found that the aerodynamic countermeasures are more efficient than structural strengthening 
(Cai et al. 1999b).  However, these passive aerodynamic countermeasures are not adequate for 
ultra long-span bridges and in extreme high wind, such as a hurricane.  
Active aerodynamic countermeasures use adjustable control surfaces for increasing critical 
flutter wind velocity (Ostenfeld and Larsen 1992, Predikman and Mook 1997, Wilde and Fujino 
1998, 2001). By adjusting the rotation of these control surfaces to a predetermined angle, 
stabilizing aerodynamic forces are generated. One of the disadvantages is that the control 
efficiency is sensitive to the rotation angles. A wrong direction of rotation, due to either the 
failure of control system or inaccurate theoretical predictions, will have detrimental effects on 
the bridge. Predicting a bridge’s performance under hurricane wind and designing a 
reliable/efficient control mechanism is still extremely difficult.  
Mechanical countermeasures focus mainly on the flutter and buffeting controls with 
passive devices, such as tuned mass dampers (TMD). A TMD consists of a spring, a damper and 
a mass. It is easy to design and install and has been used in the vibration control of some 
buildings and bridges, such as Citicorp Center in New York, John Hancock tower in Boston, and 
the Normandy Bridge in France. In a typical passive TMD system, the natural frequency of the 
TMD is tuned to a pre-determined optimal frequency that is dependent on the dynamic 
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characteristics of the bridge system and wind characteristics (Gu et al. 1998, 2001, Gu and Xiang 
1992). 
1.5 Present Research 
The present research discusses the safety issues of long-span bridges and transportation 
under wind action. It covers three interrelated parts: Part I - multimode coupled vibration of 
long-span bridges in strong wind; Part II – vehicle-bridge-wind interaction and vehicle safety; 
and Part III - bridge vibration control under strong wind.  
Chapters 2 and 3 are devoted to Part I. With the increase of bridge span, the dynamic 
response of the bridge becomes more significant under external wind action and traffic loads. 
Longer bridges usually have closer mode frequencies than those of short-span bridges. Under 
the action of aeroelastic and aerodynamic forces, the response component contributed by one 
mode may affect the aeroelastic effects on another mode when their frequencies are close, due to 
aerodynamic coupling. Such coupling effects among modes are usually gradually strengthened 
when wind speed is high. As an important phenomenon for long-span bridges under strong 
wind, modal coupling of a bridge under wind action is assessed in Chapter 2. A practical 
approximation approach of predicting the coupled response of the bridge under wind action is 
also introduced. Another part of research in the bridge aerodynamic is to investigate the 
phenomena of buffeting and flutter of bridges. Buffeting and flutter are usually treated as two 
different phenomena. Buffeting is believed to be a forced vibration, and flutter is usually treated 
as a system instability phenomena. Chapter 3 aims at establishing the connections between 
buffeting and flutter phenomena. It is believed in the current work that the two phenomena are 
continuous, and the evolution process from buffeting to flutter is investigated. In the meantime, 
the hybrid analysis approach introduced will also benefit the following analysis of vehicle-
bridge-wind interaction analysis. 
Based on the work of Part I, Chapters 4 and 5 develop the analytical framework of 
vehicle-bridge-wind interaction (Part II). The previous works are mainly focused on the 
dynamic performance of vehicles on the road under wind action, or vehicle dynamic 
performance on the bridge without wind or with slight wind. In Chapter 4, a general analysis 
model is built for dynamic coupling analysis of a bridge and vehicles. With finite-element based 
dynamic analysis results, modal coupling assessment techniques introduced in Chapter 2 are 
adopted to choose those important modes to be included in the analysis. With limited key modes 
and the vehicle dynamic model, the dynamic response of the moving vehicle can be predicted at 
any time on the bridge under wind action. Part of the obtained dynamic response of vehicles is 
to be used in the following vehicle safety assessment part. Regarding vehicle safety assessment, 
all previous works are only for vehicles on the road. In Chapter 5, the general model of vehicle 
safety assessment on the bridge is introduced. With the safety assessment model, the accident 
risks corresponding to different accident types are assessed under different situations.  
Chapters 6, 7, and 8 form Part III - vibration control.  Bridges exhibit large dynamic 
response under strong wind. Excessive response may cause the safety problem of the bridge 
known as flutter. It may also cause serviceability problems and fatigue accumulation. So, in 
some circumstances, structural control is an important way to enhance the safety, serviceability, 
and durability of a bridge. In Chapter 6, the special features of structural control with Tuned 
Mass Dampers (TMD) on the buffeting response under strong wind are studied. In addition to 
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the well-known resonant suppression mechanism of TMD, it is also found that the TMD can be 
used to suppress the strong coupling effects among modes of a bridge when the wind speed is 
high. Such a new mechanism enables TMD to control the bridge buffeting efficiently even when 
wind speed is high. Following the work of Chapter 6, a 3-row TMD control strategy is proposed 
to achieve better control performance in Chapter 7. Finally, in Chapter 8, a moveable control 
strategy is introduced to facilitate the vibration control of long-span bridges under hurricane. 
   
CHAPTER 2. MODAL COUPLING ASSESSMENTS AND APPROXIMATED 




Bridges with record-breaking span lengths are currently being designed or expected 
worldwide in the future. For example, Messina Straits Bridge with a span length of 3,300 m 
is under design and Gibraltar Straits Crossing with a span length of 5,000 m is under 
discussion. Lighter and more aerodynamically profiled cross sections of decks are most 
commonly used for these increasingly more flexible long-span bridges. In these 
circumstances, the structural characteristics of the bridges tend to result in closer modal 
frequencies. As a result, the possibilities of modal coupling through aerodynamic and 
aeroelastic effects increase (Chen et al. 2000).  
The mechanisms of modal coupling in the wind-induced vibrations of bridges have 
been studied (Cai et al. 1999; Namini et al. 1992; Thorbek and Hansen 1998; Katsuchi et al. 
1998; Bucher and Lin 1988). Thorbek and Hansen (1998) once focused on the effect of 
modal coupling between vertical and torsional modes on the buffeting response and gave a 
general guideline regarding the need of including modal coupling in the calculations. They 
suggested that for suspension bridges with streamlined bridge deck sections and a ratio of 2-3 
between the torsional and vertical natural frequencies in still air, the effect of modal coupling 
be taken into account in the calculation if the mean wind velocity exceeds approximately 
60% of the critical flutter wind velocity. D'Asdia and Sepe (1998) and Brancaleoni and Diana 
(1993) also highlighted the importance of aeroelastic effects in the analysis of Messina 
Bridge and modal coupling effects were studied. Other previous works (Bucher and Lin 
1988) also recognized the importance of conducting coupled multimode analysis.  
For a long time, wind-induced buffeting response of bridges is obtained from the square 
root of the sum of the squares (SRSS) of single-mode responses (Simiu and Scanlan 1996), 
which is called “single-mode approach” hereafter. Single-mode response has been very 
attractive in engineering practice and preliminary analysis due to its convenience. However, 
since single-mode approach completely neglects the modal coupling effects among different 
modes, it sacrifices significantly the accuracy when modal coupling is not weak (Jain et al. 
1996; Tanaka et al. 1994). In contrast, coupled multimode procedures take into account all the 
aeroelastic and aerodynamic coupling effects by solving simultaneous equations (Chen et al. 
2000; Bucher and Lin 1988; Jain et al. 1996; Cai et al. 1999b). The calculation efforts vary 
with the total number of modes being included in the simultaneous equations.  
Katsuchi et al. (1998, 1999) investigated the multimode behavior of the Akashi-Kaikyo 
Bridge with a span length of 1990 m by using the numerical procedures based on (Jain et al. 
1996). The analytical results showed some strongly coupled aeroelastic behaviors that are 
consistent with the wind tunnel observations (Katsuchi et al. 1998, 1999). In their study, up to 
25 and 17 modes were analyzed for the flutter and buffeting response, respectively. Through 
the comparison between the coupled multimode and single-mode analyses, it was found that 
only 6 key modes are important to the flutter analysis. Meanwhile, no significant difference 
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appeared between the buffeting results of coupled multimode analysis and single-mode 
analysis until the 10th mode was included (Katsuchi et al. 1999). This implied that it is only a 
few key modes that are crucial for the accuracy of coupled multimode analysis.  
However, a rational method of assessing the modal coupling effect and thus identifying 
these key modes is still absent. One does not know if a coupled multimode analysis is needed, 
or how many key modes should be included before an actual coupled multimode analysis is 
conducted. As a result, the modes that are included in the multimode analysis can only be 
selected based on subjective judgment of modal properties and flutter derivatives. 
Consequently, one may choose either too many or too few modes for the coupled analysis. 
The former may include many unessential modes while the latter may miss some important 
ones. In recent years, finite element method (FEM) has become more and more popular for 
the aerodynamic analysis of bridges (Cai et al. 1999; Namini et al. 1992). Assessing the 
necessity of coupled multimode analysis and then including the key modes in the analysis 
will achieve better computation efficiency.  
While coupled multimode analysis is more accurate in predicting the wind-induced 
vibration than the single-mode analysis, it is still advantageous and desirable to develop a 
more convenient method that can balance the simplicity of single-mode analysis and the 
accuracy of coupled multimode analysis. This method can be used for practical applications 
or in cases when a complicated coupled multimode analysis is not desirable, such as in a 
preliminary analysis.  
In the present study, firstly, a closed-form formulation of coupled multimode response 
is derived where only the primary modal coupling effects are considered while the trivial 
secondary ones are ignored. As will be seen later, this approximate method gives much more 
accurate results than the traditional single-mode analysis and agrees well with the coupled 
multimode analysis results. Secondly, the tendency of modal coupling effect is quantitatively 
assessed by using a modal coupling factor (MCF). Though the derivation of MCF is based on 
buffeting analysis, it can also disclose the nature of modal coupling mechanism that will 
govern the flutter behavior of long-span bridges. Lastly, another important application of the 
MCF is in the design of vibration control strategies (Gu et al. 2002a). An optimal control 
design may call for suppressing the response induced by modal coupling effect other than 
traditional resonant component in high wind speed. To develop such control strategy, it is 
essential to know the coupling characteristics of modes in advance.  
2.2 Mathematical Formulations 
2.2.1 Coupled Multimode Buffeting Analysis 
For the convenience of discussion, the multimode analysis procedure (Jain et al. 1996) 
is briefly reviewed below. Deflection components of a bridge can be represented in terms of 
the generalized coordinate  as      )t(iξ








where ri(x) = hi(x), pi(x) or  αi(x); ,)x(h i )x(iα and = modal shape functions in vertical, 
torsional and lateral direction, respectively; i = 1 to n; n =  total number of modes considered 





1, if r (x) (x)
b (deck width), if r (x) h (x),or p (x)
= α
δ =  =
               (2.2) 
The equations of motion for a bridge under wind action can be expressed as 
'' '+ + = bIξ Aξ Bξ Q                                                     (2.3) 
where  = vector of generalized coordinates; the superscript prime represents a derivative 
with respect to dimensionless time parameter 
ξ
( )t Ut / b= ; = identity matrix; Q = vector of 
normalized buffeting force (Jain et al. 1996); and  the general terms of matrices A and B are 
I b
ij i i ij i ijA (K) 2 K J KZ= ζ δ −                                                     (2.4)     
2
ij i ij i ijB (K) K J K T= δ −








=                                   (2.6) 
i j i j i j
i j i j i j i j i j i j
* * *
ij 1 h h 2 h 5 h p
* * * * * *
1 p p 2 p 5 p h 1 h 2 5 p
Z H G H G H G
P G P G P G A G A G A G
α
α α α α
= + +
+ + + + + + α
α
  (2.7) 
i j i j i j
i j i j i j i j i j i j
* * *
ij 4 h h 3 h 6 h p
* * * * * *
4 p p 3 p 6 p h 3 4 h 6 p
T H G H G H G
P G P G P G A G A G A G
α
α α α α
= + +
+ + + + + +
 (2.8) 
The modal integrals ( G ) are calculated as 
jisr
i jr s i j0
dxG r (x)s (x)= ∫
l
l
                                                (2.9) 
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where ; ; ; i i i ir (x) h (x), p (x) or (x)= α j j j js (x) h (x),p (x) or (x)= α i iK b / U= ω ijδ  = 
Kronecker delta function (=1 if i = j or = 0 if ji ≠ );  = circular natural 
frequency, damping ratio and generalized modal mass of i-th mode, respectively; ρ  = air 
density; U = mean velocity of the oncoming wind; K(
i i, aω ζ iInd
b / U 2 f b / U= ω =
*
iA (i 1 6)
π ) = reduced 
frequency;  and f are vibrational circular frequency and frequency, respectively; b = bridge 
width; l = bridge length; and H ,
ω
* *
i iP , = −  = experimentally determined flutter 
derivatives. 
Fourier transformation of Eq. (2.3) gives 
ξ = bE Q                                                                (2.10) 




ijδij ij ijE K K A (K) B (K)i= − + ⋅ ⋅ + 1i = − . 
The power spectral density (PSD) matrix for the generalized displacements ξ  is derived 





ξξ  =  S E S E                                         (2.11) 
where = complex conjugate transpose of ; and S is the spectrum of buffeting force 
(Jain et al. 1996). 
*E E
bbQQ
The mean-square values of physical displacements can be obtained as 




r r i j 0
i 1 j 1




σ = δ∑∑ ∫ dK                                              (2.12) 
2.2.2 Simplification of Coupled Multimode Buffeting Analysis 
Generally, the equations of motion, Eq. (2.3), are coupled and can only be solved 
simultaneously. By ignoring modal coupling effects among modes, i.e., ignoring the off-





un un 2 2 un
r ri r i 0
i 1 i 1




σ = σ = δ∑ ∑ ∫                   (2.13) 
( )
( )








B K K K A K
ξ ξ =  − + ⋅  
                                                   (2.14) 
where (and hereafter) the superscript ‘un’ stands for the single-mode result from uncoupled 
single-mode solution. 
As the combination of the resonant response and background response, the single-mode 
uncoupled response can be written in the approximated closed-form as (Simiu and Scanlan 
1996). 
( )
( ) ( )
( )b bi i
b bi i
n
Q Q iun 2 2
r r i Q Q220 02 2i 1
i i i
S K
(x) r (x) dK S K dK





σ ≈ δ +  − + ⋅ ⋅ζ    
∑ ∫ ∫          (2.15) 
where the first and second terms of Eq. (2.15) represent resonant and background response 
components, respectively, and  
i i iK K 1 J T= − ii                                                                     (2.16) 
( ) ( )i i i i i i iK / K J K / K Zζ = ζ − ii
K
                                                         (2.17) 
After simplifying the vibration frequency K with K  in the spatial correlation function 
of , the background response can be given as a closed-form, and the total 
response is derived as (Simiu and Scanlan 1996; Gu et al. 2002b): 
i
( )




( ) ( )
( )b bi i
n
un 2 2 i r
r r i Q Q i
ri 1 i 5/3 5/3
ii





+ σ ≈ δ ⋅ + ζ + + + 
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; z = elevation of the bridge deck above water; CL, CD and CM are the static wind 
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coefficients of lift, drag and moment of the bridge deck, respectively; and a prime over the 
coefficients represents a derivative with respect to attack angle. 
Eq. (2.13) is usually called SRSS single-mode method based on traditional mode-by-
mode single-mode buffeting analysis procedure. Eqs. (2.15) and (2.18) are practical formulas 
after fair approximations are made on Eq. (2.13). As will be seen in the numerical example, 
the accuracy of such results at high wind velocity is significantly scarified due to ignoring 
modal coupling effects. To consider modal coupling effect in the buffeting analysis, coupled 
multimode simultaneous equations need to be solved (Chen et al. 2000). In the following 
part, a new approach to decoupling those equations will be developed. The new approximate 
solution will not only lay a foundation to develop the MCF for modal coupling quantification 
but also provide a method to predict the coupled multimode response based on SRSS results 
without solving complicated simultaneous equations. 





i i j ij j
j 1
(K K ) (K) K K D (K) (K) Qi
=









= +                                         (2.20)                        
When off-diagonal terms in matrices A and B are dropped, Eq. (2.3) is decoupled. 
Correspondingly, Dij = 0 (if i ≠ j) and the uncoupled single-mode response of mode i can be 
easily derived from Eq. (2.19) as 




K K i K K D
ξ =
− + ⋅ ⋅ ii
                                   (2.21) 
where the superscript ‘un’ in )K(uniξ  stands for the result from uncoupled single-mode 
solution. 

















=ξ                           (2.22) 













ξ + ξ =
− + ⋅ε
∑ j                                       (2.23) 
where 
ijij ij Q








= ; ε  is introduced to classify the coupling coefficients; 
for weak coupling 1<<ε . The chosen magnitude of ε  is to make the normalized coupling 
coefficients Dij
~  of the order of 1, denoted as . [1]O
Since the term on the right hand side of Eq. (2.23) equals to 1, there exist the following 





[ ],K Ki D
K [1],K KK i D
K K
ε ≠⋅ε 
=  ≈− + ⋅ε
O
O
                            (2.24) 
According to the definition in Eq. (2.22),  and  equal to 1 if the modal 
coupling effect is entirely omitted. Otherwise, there exists the condition that . When the 
i-th mode is under study, the resonant reduced frequency equals to K
i (K)ξ j (K)ξ
1<<ε
i that is usually different 
from Kj. For  satisfying the conditionε 1<<ε , following equation can be approximately 
derived (Linda and Donald, 1998):  
j (K) 1 ( ) 1ξ = − ε ≈O                                           (2.25) 













ξ + ⋅ =
− + ⋅ε
∑                                      (2.26) 
In the above process, coupling effects with the order of O(ε2) are ignored. When the 
response of the i-th mode is to be determined, the coupling between the i-th mode and any 
other mode is defined here as the primary modal coupling; the coupling effects between 
arbitrary j-th mode and any other mode (except for i-th mode)  is defined as secondary modal 
coupling. Physically, the above simplification process ignores the secondary coupling effect 
while including the primary coupling effect. Since only the high order small terms are 
ignored, the accuracy of the solution should not be significantly scarified. The corresponding 
solution is much more accurate, as will be seen in the numerical example, than the traditional 
uncoupled single-mode analysis with Eqs. (2.13) and (2.18). 
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i b 2 2 22 2 2
j i j j jj jji i ii ii
J K T i K A1(K) Q (K) Q (K)
(K K J K T ) i K A(K K J K T ) i K A ≠
b
 − + ⋅ ⋅
ξ = × − 
− − + ⋅ ⋅ − − + ⋅ ⋅    
∑       (2.27) 
Rewriting Eq. (2.27) in a matrix form gives 




2 2 22 2 2
j j jj jji i ii ii
ij
2 2 2
i i ii ii
J K T i K A1 ,(i j)
(K K J K T ) i K A(K K J K T ) i K A
H
1 ,(i j)
(K K J K T ) i K A
 − ⋅ ⋅
× ≠
− − + ⋅ ⋅ − − + ⋅ ⋅ =
 =  − − + ⋅ ⋅ 
 (2.29) 
The physical mean square response in the r direction can be expressed as 
( ) ( ) ( ) ( ) ( )
ii ij i i i j
n n n n n
2 2 2 2 2
r r r r i r i r j0 0
i 1 i 1 i 1 i 1 j i
r x S K dK r x r x S K dK
∞ ∞
ξ ξ ξ ξ
= = = = ≠
σ = σ + σ = δ + δ δ∑ ∑ ∑ ∑ ∑∫ ∫  (2.30) 
where the first part of Eq. (2.30) represents the mean square of primary response which is the 
summation of each single-mode response in r direction and the second part represents the 
secondary response which is the summation of cross-modal response in r direction. 
The power spectral density (PSD) for the generalized i-th mode displacement iξ  can be 
derived from Eq. (2.27) as:  
i i i i j j b bi j
n n
un un *
ij ii ij Q Q
j i j i
S (K) S (K) (K) S (K) 2 Re(H H ) Sξ ξ ξ ξ ξ ξ
≠ ≠
= + β ⋅ + ⋅ ⋅∑ ∑                (2.31) 
2 2
ij ij2
ij i 2 22
i i
i ii i i ii2
Z T
(K) J




   − − × + ζ × − ×  
  
                      (2.32) 
Similarly, cross modal PSD between mode i and mode j for the generalized 
displacements can be written as 




iL jL Q Q
L 1 L 1
S (K) H H Sξ ξ
= =
= ⋅∑∑ (i ≠ j)                                    (2.33) 
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2.3 Approximated Prediction of Coupled Buffeting Response 
It can be seen from Eq. (2.31) that the approximated response spectrum of mode i 
consists of three parts. The first part is the response spectrum of mode i from the traditional 
uncoupled single-mode analysis, in which the modal coupling effect with other modes is 
completely neglected. The second part is the response contributed by other modes due to 
modal coupling and is written as a linear combination of the single-mode response spectra of 
each mode. The third part is related to the cross-modal buffeting force spectrum between 
mode i and other modes. Since cross-modal buffeting force spectrum has small effect on 
aeroelastic coupling, it is negligible (Jain et al. 1996). Similarly, cross-modal response shown 
in Eq. (2.33), namely the second part of Eq. (2.30), is usually also omitted since the 
contribution to the total response is normally insignificant (Katsuchi et al. 1999). The 
numerical verification on such approximations will be made in the example described later.  
2.3.1 RMS Response of Coupled Analysis 
After omitting trivial terms as discussed above, the mean-square values of physical 
displacements can be obtained using Eqs. (2.30) and (2.31). 
( ) ( ) ( )
i i i i j j
n n n
2 2 2 2 2 un un
r r i r i ij0 0 0
i 1 i 1 j i
r x S K dK r x S (K)dK (K) S (K)dK
∞ ∞ ∞
ξ ξ ξ ξ ξ ξ
= = ≠
 
σ ≈ δ ≈ δ + β ⋅ 
 
∑ ∑ ∑∫ ∫ ∫   (2.34) 
An examination of βij (K) shows that there exists a peak value in the curve of βij (K) 
when K = Ki. However, βij (K) decays fast when K is away from Ki. Since the frequencies of 
bridge modes are usually distinctly separated, βij (K) in Eqs. (2.31) and (2.34) can be 
approximated as βij (Kj), i.e., using the modal natural frequency to replace the oscillation 
frequency. This is similar to the approach used by Simiu and Scanlan (1996) and Cai et al. 
(1999a).  
In the premise of neglecting the cross-modal buffeting spectrum, namely, the third part 
of Eq. (2.31), the physical root-mean-square (RMS) response in r motion direction can be 
finally expressed from Eq. (2.34) as 
( ) ( ) ( )2
i i i
n n n
2 2 un un
r r i ij r0
i 1 j i i 1 j i




   
σ ≈ δ + ϑ = σ + ϑ  




















ϑ = β ⋅ ∫
∫
   ( i j≠ )                (2.36) 
Above formula can be used for engineers to conveniently, yet reliably, calculate the 
coupled buffeting response. It will be seen in the following example that Eq. (2.35) is much 
more accurate than the previous traditional mode-by-mode single-mode analysis shown in 
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Eqs. (2.13) or (2.18), especially in the case of high wind velocity. If the coupling effect is 
entirely ignored, i.e., ijϑ  = 0, then Eq. (2.35) reduces to Eq. (2.13).  
2.3.2 Modal Coupling Factor (MCF) 
When the background response is omitted for simplicity to assess MCF, the MCF in Eq. 
(2.36) can be simplified as a simple closed-form like 






Q Q jij ij j i2
ij i 2 22 2
i j Q Q ii j i ii i i j i ii
S KZ T K
J
K S KK / K 1 J T 2 K / K J Z
 + ζ
ϑ = ×  ζ− − × + ζ × − ×  
             (2.37) 
The coefficient ϑij indicates the relative contribution of mode j to mode i response i i
2
ξ ξσ  
due to modal coupling effect; it is here named Modal Coupling Factor (MCF). Since MCF 
represents the relative significance of modal coupling, this information gives a convenient 
way to quantitatively assess the degree and prone of modal coupling between any pair of 
modes under study. 
2.4 Numerical Example 
2.4.1 Prototype Bridge 
The developed procedure was applied to the analysis of Yichang Suspension Bridge 
that is located in the south of China with a main span length of 960m and two side spans of 
245m each. The deck elevation is 50m above the sea level, the design wind speed is 29 m/s, 
and the predicted critical flutter wind velocity Ucr is 73 m/s (Lin et al. 1998). The major 
parameters along with some other information are summarized in Table 2.1. 
 
 
Table 2.1 Main parameters of Yichang Suspension Bridge 
Main span (m) 960 Lift coefficient at 0o attack angle -0.12 
Width of the deck (m) 30 Drag coefficient at 0o attack angle 0.858 
Clearance above water (m) 50 Pitching coefficient at 0o attack angle 0.023 
Equivalent mass per length 
 ( 10× 3 kg/m) 
15.07 ( ) o/CL 0=∂∂ αα  4.43 
Equivalent inertial moment of mass 
per length (× 103 kg⋅ m) 
1111 ( ) o/CM 0=∂∂ αα  1.018 












 1st vertical symmetric
 1st vertical asymmetric















 1st symmetric torsion








































Fig. 2.2 Flutter derivatives H*i of Yichang Bridge 
 
 
The characteristics of natural modes were predicted with finite element methods. To 
facilitate the discussion, only the seven important modes are presented here for the wind-
induced vibration analysis. These seven modes are numbered from 1 to 7 in sequence 
corresponding to one lateral bending, two vertical symmetric bending, one vertical 
asymmetric bending, two torsional symmetric, and one torsional asymmetric modes as given 
in Table 2.2. These modes are plotted in Fig. 2.1 for the main span.  Flutter derivatives are 
the other important information for aeroelastic analysis. Eight flutter derivatives of Yichang 
Bridge are shown in Figs. 2.2 and 2.3 (Lin et al. 1998). The relatively large values of *1A  
(representing the effect of vertical vibration on torsional vibration) and *2H  (representing the 
effect of torsional vibration on vertical vibration) is an indication of possible strong coupling 
between vertical and torsional modes. However, this kind of observation is very preliminary 
and many other factors, such as modal characteristics, wind velocities, and their 
combinations, will affect the modal coupling. A more rational quantification method for 
modal coupling effect, as has been developed in the present study, is necessary.  
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Fig. 2.3 Flutter derivatives A*i of Yichang Bridge 
2.4.2 Summary of Numerical Procedure 
The whole procedure of assessing modal coupling and predicting the coupled buffeting 
response with the proposed approximate method can be described as: 
Firstly, the mean square response for mode i is calculated using traditional single-mode 
analysis method, i.e., Eqs. (2.13) or (2.18). From these results, it can be decided preliminarily 
which modes are the main contributors to the physical response. These mode numbers are 
recorded as the selected i mode for following response analysis in each motion direction. 
Secondly, for each selected mode number i in any r motion direction, Zij and Tij are 
decided for any mode i and j combination with Eqs. (2.7) and (2.8); ij j(K )β  in Eq. (2.36) is 
then obtained. Since 
j j i i
un un
0 0
S (K)dK S (K)dK
∞ ∞
ξ ξ ξ ξ∫ ∫
ij
 is obtained in the first step, one can finally 
get  using Eq. (2.36) or Eq. (2.37); ijϑ ϑ  is used to assess the tendency of coupling between 
mode j and mode i. Since ϑ  is directly related to the contribution to the response of mode i 
due to modal coupling effect of mode j, a preset threshold value of 
ij
ijϑ  can be used to select 
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only those key modes j. The choice of threshold value totally depends on the required 
accuracy. Meanwhile, since  describes aeroelastic coupling effect, which is one of the 
major sources of flutter instability, it can also be used to decide which modes are necessary to 
be included into flutter analysis. 
ijϑ
Lastly, for any motion in r direction, with selected mode i in step one and corresponding 
 obtained in step two, approximate RMS response can be easily derived with Eq. (2.35). ijϑ
 
 
Table 2.2 Modal properties of Yichang Suspension Bridge 
 Mode number Natural frequency (Hz) Mode type 
1 0.071 1st Lateral Symmetric Mode 
2 0.105 1st Vertical Asymmetric Mode 
3 0.161 1st Vertical Symmetric Mode 
4 0.233 2nd Vertical Symmetric Mode 
5 0.337 1st Torsional Symmetric Mode 
6 0.423 1st Torsional Asymmetric Mode 
7 0.493 2nd Torsional Symmetric Mode 
 
 
2.4.3 Assessment of Modal Coupling Effect Using MCF ijϑ  
Only the results for the mid-point of the central span are presented here since this 
location is usually the most important one to study the vibration of the bridge. The MCF 
values, , were calculated with Eq. (2.36) for different wind velocities. For the sake of 
brevity, only the coupling effects between the four typical modes (Modes 3 to 6) and the 
other modes (Modes 1 to 7) are shown in Figs. 2.4 to 2.7, respectively. In these figures, the x-
axis represents the ratio between the wind speed and flutter critical wind speed (U
ijϑ
cr = 73 
m/s). The log scale is used for the y-axis to fit all curves in the figures. 
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Fig. 2.4 Modal Coupling Factor between mode 3 and other modes 
 
Fig. 2.4 shows the coupling effects between Mode 3 (the 1st symmetric vertical mode) 
and the other modes, denoted as (j = 1 to 7). It was found that the values of  are all 
very small when the wind velocity is lower than 10 m/s, but goes higher when the wind 
velocity increases. The MCF between Modes 3 and 5,
3 jϑ 3 jϑ
35ϑ , is significantly larger than other 
. When wind velocity is close to 70 m/s, 3 jϑ 35ϑ  is about three orders larger than the second 
largest value ϑ34. The results conclude that Mode 5 (the 1st symmetric torsion mode) 
contributes most to the buffeting response of the coupling part of Mode 3 (Again, each 
mode’s vibration consists of one part from single-mode vibration and another part from mode 
coupling, as discussed earlier). Other modes contribute insignificantly (10-5-10-4 level) to the 
response of Mode 3 and can thus be ignored in calculating the buffeting response of the 
coupling part of Mode 3. 
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Fig. 2.5 shows the MCF values between Mode 4 (the 2nd vertical symmetric mode) and 
the other modes. It can be seen that Mode 3 (the 1st vertical symmetric mode) contributes 
relatively large to the buffeting response of the coupling part of Mode 4. However, the value 
of  is very small for all the modes, indicating a weak coupling between Mode 4 and the 
other modes.  
4 jϑ




















Fig. 2.5 Modal Coupling Factor between mode 4 and other modes 
Similarly, the MCF values between Mode 5 (the 1st symmetric torsional mode) and the 
other modes are shown Fig. 2.6. It can be seen that Mode 3 (the 1st vertical symmetric mode) 
makes the largest contribution to the buffeting response of Mode 5. However, ϑ53 is 
significantly less than ϑ35 (see Fig. 2.4), suggesting that the aeroelastic modal coupling 
effects among modes may not have the property of reciprocity, i.e., ϑij may not be equal to 
ϑji. This is due to the well-known fact that the aeroelastic matrix is not symmetric.  
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Fig. 2.6 Modal Coupling Factor between mode 5 and other modes 
 
The MCF values between Mode 6 (the 2nd symmetric torsional mode) and the other 
modes are shown in Fig. 2.7. While both Modes 3 and 5 make more significant contributions 
than the other modes, the absolute MCF values are very small, indicating that modal coupling 
between Mode 6 and the other modes are very weak and can thus be ignored.  
As observed above, the MCF values for all the modes are relatively small in low wind 
velocity and increase with the wind velocity. This indicates that modal coupling effect is 
mostly due to the aeroelastic modal coupling effect since the structural coupling has nothing 
to do with wind velocity.  
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Fig. 2.7 Modal Coupling Factor between the mode 6 and other modes 
 
For the Yichang Suspension Bridge, the calculated MCF can clearly disclose the nature 
of modal coupling as well as the contribution of other modes to a given mode. Furthermore, 
the necessity to include a specific mode in the multimode analysis can be judged through the 
MCF values. For engineering practice, it can be concluded that Mode 3 (the 1st symmetric 
vertical bending mode) and Mode 5 (the 1st symmetric torsional mode) should be included in 
the coupled analysis, while the response of other modes can be solved in a mode-by-mode 
manner without considering modal coupling. In other words, for any other mode i except for 
modes 3 &5, ϑij = 0 can be used in Eq. (2.35). The strong coupling effect of buffeting 
response between Modes 3 and 5 indicates also a strong coupling tendency of flutter behavior 
between these two modes. This was verified in wind tunnel test showing strong coupling 
between these two modes for both buffeting and flutter behaviors (Lin et al. 1998).  
2.4.4 Buffeting Prediction Using the Proposed Approximate Method 
Considering only a limited number of modes, the approximate response spectrum for 
each mode of coupled buffeting can be obtained through Eq. (2.31) after omitting the third 
part of the formula. To verify the accuracy of mode selection using the MCF method 
discussed above, Figs. 2.8 to 10 show the normalized spectral response for Mode 3 (the 1st 
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symmetric vertical mode) and Mode 5 (the 1st symmetric torsional mode) under the wind 
velocity of 20, 40 and 70 m/s, respectively. The curve labelled as Coupled Multimode 
Analysis corresponds to a fully coupled analysis of all the seven modes. The curve labelled as 
Proposed Approximated Method corresponds to the MCF method, considering only the 
coupling effect between Modes 3 and 5. Finally, Uncoupled Single-mode Analysis 


































































































































































































Fig. 2.10 Normalized PSD of modes 3&5 when U=70 m/s 
It is found in these figures that the Proposed Approximated Method predicts very close 
results to those of Coupled Multimode Analysis except for a shifting of peak frequency 
shown in Fig. 2.10, due to the approximation of K ≈ Kj discussed earlier. In this figure, the 
investigated wind velocity 70 m/s is much higher than the design wind velocity of 29 m/s. 
Even though this observed shifting of the peak value frequency, the calculated RMS values of 
buffeting responses from these two methods are very close. This is because that the total 
areas under these two curves are about the same. The RMS errors for the vertical 
displacement of Mode 3 in terms of the generalized coordinate under wind velocities of 20 
m/s, 40 m/s, and 70 m/s are 0 %, 1.1 %, and 3.1 %, respectively.  
  30
Results from Figs. 2.8 to 2.10 show two peak values for Mode 3 (top half of the figure). 
The first one, corresponding to its own natural frequency, represents the resonant vibration of 
Mode 3. The second peak, corresponding to the natural frequency of Mode 5, represents the 
contribution of Mode 5 to Mode 3 vibration due to modal coupling.  Comparison of these 
figures shows that the second peak value of Mode 3 increases with the wind velocity. At the 
wind velocity of 70 m/s shown in Fig. 2.10, the second peak value is even larger than the first 
one, indicating that the coupling effect is a significant, or even become a major, contributor to 
the buffeting response.  In this case, ignoring the coupling effect of Mode 5 on Mode 3 would 
result in a significant error by comparing the curve labelled “Uncoupled Single-mode 
Analysis” and the curve labelled “Proposed Approximated Method.” This is due to the strong 
modal coupling effect as indicated by a large value of ϑ35 (see Fig. 2.4). In comparison, for 
the Mode 5 (bottom half of the figure), the difference between these two curves (and the 
other one) is trivial since the modal coupling effect is weak as indicated by a small value of 
ϑ53 (see Fig. 2.6). 
The above calculation is based on the spectrum of individual mode in terms of 
generalized coordinates. To study the accuracy of the proposed MCF method in terms of the 
physical displacement, the total RMS values of buffeting response were calculated using Eq. 
(2.35) under different wind velocities. The results of the MCF method (considering coupling 
effect between modes 3 and 5) are compared in Table 2.3 with that of fully coupled analysis 
(considering coupling effect among all of the 7 modes) and the uncoupled single-mode 
calculation (ignoring coupling effect among all of the 7 modes). Comparison of the results 
suggests that the proposed method results in an error of less than 5% in terms of the RMS of 
the total buffeting response, an accuracy good enough for engineering application. 
2.5 Concluding Remarks 
 In the present study, a general modal coupling quantification method is introduced 
through analytical derivations of coupled multimode buffeting analysis. With the proposed 
Modal Coupling Factor, modal coupling effect between any two modes can be quantitatively 
assessed, which will help better understand modal coupling behavior of long-span bridges 
under wind action. Such assessment procedure will also help providing a quantitative 
guideline in selecting key modes that need to be included in coupled buffeting and flutter 
analyses. As seen in the numerical example, only as few as two key modes are necessary to 
be included into modal coupling analysis for the engineering practice. While the example 
does not necessarily represent the most common cases for long span bridges, it demonstrates 
that only the coupling effect among limited modes are really necessary to be considered in 
coupled analysis and selecting only the necessary modes will significantly reduce the 
calculation effort.  
Since the MCF represents the inherent characteristics of modal coupling among modes, 
it can also provide useful information for flutter analysis. For modern bridges with 
streamlined section profiles, coupled modes instead of single-mode usually control flutter 
behaviors. Therefore, knowing the coupling characteristics among modes is extremely 
important in order to select appropriate modes for coupled flutter analysis and to better 
understand the aerodynamic behavior. 
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Table 2.3 Comparison between fully-coupled method and proposed approximate method 
RMS of vertical 
displacement  
hσ (m) 
RMS of torsion displacement  
ασ (rad) 


























































20 0.12 0.13 0.13 0 0.003 0.003 0.003 0 
40 0.30 0.40 0.39 2.6 0.01 0.011 0.011 0 
70 0.48 0.99 0.95 4.2 0.025 0.030 0.029 3.5 
 (RMS displacement at the mid-point of main span for Yichang Bridge) 
By using the MCF, an approximate method for predicting the coupled multimode 
buffeting response was derived through a closed-form formula. Numerical results of a 
prototype bridge have proven that the proposed method is much more accurate than the 
traditional uncoupled single-mode method. That is especially true when the coupling effect is 
significant at high wind velocity. Difference of the predicted buffeting responses between the 
approximate and fully coupled analysis methods (considering the coupling of all modes) is 
less than 5%.     
Another important potential application of the MCF values is in the design of adaptive 
control strategies.  To achieve the optimal control efficiency, an adaptive control may not 
only aim at controlling a single-mode resonant vibration, but also at reducing coupled 
vibration by breaking the coupling mechanism. For this purpose, the coupling characteristics 
of modes need to be known in advance.  
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CHAPTER 3 EVOLUTION OF LONG-SPAN BRIDGE RESPONSE TO WIND- 
NUMERICAL SIMULATION AND DISCUSSION 
 
3.1 Introduction 
Long-span bridges are susceptible to wind actions and flutter and buffeting are their two 
common wind-induced phenomena. Buffeting is a random vibration caused by wind 
turbulence in a wide range of wind speeds. With the increase of wind speed to a critical one, 
the bridge vibration may become unstable or divergent - flutter (Scanlan 1978). This critical 
wind speed is called flutter wind speed. Flutter can occur in both laminar and turbulent winds. 
In laminar flow, the bridge vibration prior to flutter is essentially a damped multi-
frequency free vibration, namely, a given initial vibration will decay to zero. When the wind 
speed increases to the flutter wind speed, the initial vibration (or self-excited vibration) would 
be amplified to become unstable. When the bridge starts to flutter due to the increased wind 
speed, it was observed that all modes respond to a single frequency that is called flutter 
frequency (Scanlan and Jones, 1990). 
In turbulent flow, random buffeting response occurs before flutter. When wind speed is 
low, each individual mode vibrates mainly in a frequency around its natural frequency and 
the buffeting vibration is a multi-frequency vibration in nature. Keeping increase of wind 
speed will lead to a single-frequency dominated divergent buffeting response near the flutter 
velocity. The divergent buffeting response represents the instability of the bridge-flow system, 
which can also be interpreted as the occurrence of flutter (Cai et al. 1999). Therefore, 
physically, buffeting and flutter are two continuous dynamic phenomena induced by the same 
incoming wind flow. It is a continuous evolution process where a multi-frequency buffeting 
response develops into single-frequency flutter instability.   
Previous flutter analysis usually focused only on finding the flutter wind speed and the 
corresponding flutter frequency. Except for some generic statements, how the multi-
frequency pre-flutter vibration turns into a single-frequency oscillatory vibration at the onset 
of flutter has not yet been well demonstrated numerically. The present study will simulate 
and discuss the two divergent vibration processes near flutter wind speed. The first case is 
from self-excited flutter and the second one is from random buffeting vibration. The 
simulated process will clearly demonstrate how the multi-frequency vibration process evolves 
into a single-frequency vibration, which will help clarify some confusing statements made in 
the literature and help engineers better understand the flutter mechanism.    
3.2 Motivation of Present Research 
As discussed above, the bridge vibration is a multi-frequency vibration at low wind 
speeds. However, when the wind speed approaches the flutter wind speed, the multi-
frequency vibration merges into a single-frequency dominated flutter vibration. 
Numerical simulations of the transition phenomenon from         multi-frequency buffeting 
to single-frequency flutter have not been well introduced.  
Flutter was classified by Scanlan (1987) as “stiffness-driven type” and “damping-driven 
type”. Classical aircraft-type flutter, called “stiffness-driven type” was believed to have 
typically two coupling modes coalesce to a single flutter frequency (Namini et al. 1992). On 
the other hand, single-degree-of-freedom, which was also called damping-driven flutter, has 
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different scenario (frequencies does not coalesce) (Scanlan 1987). These statements imply 
that the frequency of each mode changes to a single value at flutter for stiffness-driven flutter. 
However, based on the results of eigenvalue analysis that will be shown later, the predicted 
modal oscillation frequencies of different modes are not necessarily the same when flutter 
occurs. Similar observation (oscillation frequencies of the modes are not the same at flutter) 
can also be made from the numerical results of other investigators (Namini et al. 1992). Chen 
et al. (2001) analyzed examples with different pair of frequencies for coupled modes. 
“Veering” phenomena was observed when the frequencies are very close (extreme case). In 
the examples with not too close frequencies (like most realistic bridges), the frequencies of 
the coupled modes did not have the chance to coalesce. However, in the wind tunnel test as 
well as the observations of the Tacoma Narrows’ failure, the vibration is known to usually 
exhibit dominant torsion vibration with a single frequency right before the occurrence of 
flutter instability. The predicted different oscillation frequencies among modes seem to 
contradict with the observed “single-frequency” flutter vibration. As will be seen later from 
the numerical example, flutter is observed as a single-frequency vibration because that the 
modal coupling effects force all modes to respond to the oscillation frequency of the critical 
mode. The oscillation frequency of each mode does not necessarily merge or change to a 
single value. The “meeting” of the vertical and torsion frequencies may occur beyond the 
flutter velocity, not necessarily at the onset point of flutter as previously stated in some 
papers (Scanlan, 1978).  
So far, the nature of transition of frequencies during the flutter initiation process has not 
been satisfactorily explained. The writers believe that more specific numerical simulations 
and discussions are necessary to understand how the multi-frequency vibration always turns 
into a single-frequency one at flutter. The present work will help explain this phenomenon 
and better understand the evolution process from buffeting vibrations under strong wind to 
flutter occurrence. For this purpose, an examination of the frequency characteristics of bridge 













Fig.3.1 2-D model of bridge section in incoming wind 
3.3 Analytical Approach 
Flutter and buffeting analyses were carried out either in a time domain (Ding et al. 2000; 
Boonyapinyo et al. 1999) or in a frequency domain (Scanlan and Jones 1990). In both 
methods, aerodynamic forces are defined (directly or indirectly) with the so-called flutter 
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derivatives that can be determined for each type of bridge deck through a specially designed 
wind tunnel experiment. To facilitate the presentation and discussion, a brief description of 
the related theoretical aspects of flutter and buffeting analyses is given below.  
3.3.1 Equations of Motion 
For the convenience of theoretical presentation, a typical 2-dimensional section model 
(with a unit length of bridge deck) shown in Fig. 3.1 is used in the formulation of flutter and 
buffeting analyses. Two degree-of-freedom, i.e., vertical displacement h(x, t) and torsion 
displacement α(x, t), are considered here. The equations of motion for the section model can 
be expressed as (Simiu and Scanlan 1986): 
( ) ( ) ( ) ( )( ) ( ) ( )
( ) ( ) ( ) ( )( ) ( ) (
2
h h h ae b
2
ae b
m x h x, t 2 h x, t h x, t L x, t L x, t
I x x, t 2 x, t x, t M x, t M x, tα α α
 + ζ ω + ω = +

α + ζ ω α + ω α = + )
                        (3.1) 
where the “dot” above the h and α represents a derivative with respect to time, m  and I = 
generalized mass and generalized mass moment of inertia of a unit length of deck, 
respectively; ζα and ζh  =  structural damping ratios for torsion and vertical modes, 
respectively; ωα and ωh = natural circular frequencies for torsion and vertical modes, 
respectively; and  =  unit length self-excited lift force and pitch moment, respectively; 
and  and  M  =  unit length buffeting lift force and pitch moment, respectively. These 
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= ρ + + α + 2ae 1 2 3 4U U                       (3.2)
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= ρ + + α + ae 1 2 3 4U U                    (3.3) 
( )2 '1 u(t) w(t)b L L DL U B C 2 C C2 U U
  
                             (3.4) 
= ρ + +    
2 2 '1 u(t) w(t)
b M MM U B C 2 C2 U U
  
                                    (3.5) 
= ρ +    
where reduced frequency BK
U
ω
= ; B = bridge width; U = average wind speed; ω = 
oscillation circular frequency; Hi* and Ai* = flutter derivatives from wind tunnel test; CL, CD 
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and CM =  static coefficients for lift force, drag force and pitch moment of bridge deck, 
respectively; and u(t) and w(t) = turbulent wind components in the lateral and vertical 
directions, respectively. A “prime” over the coefficients represents a derivative with respect 
to the wind attack angle. 
The two vibration displacements can be expressed using modal superposition as: 
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x, t x t
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α = α γ∑                                                              (3.7) 
where n = number of mode shapes; hi(x) and αi(x) = mode shapes in vertical and torsion 
directions, respectively; and ξi(t) and γi(t) = generalized coordinates in vertical and torsion 
directions, respectively.  
Using Eqs. (3.2) to (3.7) and considering only the first vertical and first torsion modes for 
simplicity, Eq. (1) can be rewritten in a matrix form as 
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]I  = unit matrix; and L = bridge length. 
The equations of motion contain flutter derivatives that are functions of the reduced 
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frequency K. Therefore, even though bridge vibrations can be decoupled into modal 
vibrations through the modal superposition method, these flutter derivatives re-couple the 
equations of motion. Correspondingly, coupled modal vibrations have often been observed in 
wind tunnel tests, especially in high winds. In the coupled vibration, each mode vibrates 
about its oscillation frequency, while affected also by the other modes.  
3.3.2 Complex Eigenvalue Analysis 
The flutter wind speed is commonly determined by eigenvalue method in the frequency 
domain, i.e., by iteratively searching for a pair of K and ω so that the determinant of the 
characteristic function of the equations of motion becomes zero (Simiu and Scanlan 1996).  
For both buffeting and flutter analyses, one of the most important tasks is to quantify 
the aerodynamic damping and stiffness matrices, [C] and [K] in Eq. (3.8). These matrices 
include the contributions from aerodynamic forces, and are functions of the vibration circular 
frequencies corresponding to different modes. Iterative complex eigenvalue approach has 
been used to predict modal properties in a wide range of wind speeds, from which the 
occurrence of flutter can be determined and [C] and [K] can be quantified (Agar 1989; 
Miyata and Yamada 1999). Once the damping [C] and stiffness [K] matrices in Eq. (3.8) are 
defined and wind buffeting force bQ  is given, buffeting response can also be obtained in the 
frequency domain. 
The flutter critical point can be identified by iteratively solving the complex 
eigenvalues in the state-space of Eq. (3.8) at each wind velocity. The Eq. (3.8) can be 
rewritten in the state-space as 
{ }FBYYA =+                                                                     (3.13) 
where{ } [ ] [ ]
[ ] [ ]
[ ] [ ] { } b
I 0 0 I 0X
Y ; A ; B and F
0 I K C QX
−      
= = = =       
       .    
 
The equation for free vibration becomes 
{ }0BYYA =+                                                                      (3.14) 
 which can be transformed to (Cai and Albrecht 2000): 
[ ] { } [ ] [ ] { }Φ Φ− =1 Y diagλ −1 Y                                                         (3.15) 
where [  and = eigenvector and eigenvalue matrices of ]Φ [ ]λ diag BA
1−− , respectively. 
The Eq. (3.15) can be rewritten in a simplified form as 
{ } [ ] { }Z diag= λ Z                                                             (3.16) 
where ; and [ ] , a matrix consisting of complex conjugate pairs of 
eigenvalues, has components as 




i,i 1 i i i ij 1 , i 1to3+λ = −ζ ω ± − ζ ω =                                           (3.17) 
where λ  = ii
th  eigenvalue, ω andi ζ i = modal oscillation frequency and damping ratio in i
th 
mode, and j = unit imaginary number ( 1j −= ).  
Once the eigenvalues are iteratively predicted, the oscillation frequency ω and reduced 
frequency K are known at the given wind speed; and the damping and stiffness matrices [C] 
and [K] can then be calculated. The flutter wind speed and corresponding flutter frequency 
can be identified from the eigenvalue solutions at the condition that the total modal damping 
approaches zero.  
3.3.3 Buffeting Analysis 
Buffeting is a multi-mode random vibration, where different ω values are used in the 
calculation of the reduced frequency K for each mode (Cai and Albrecht 2000). The ω value 
can be either the respective natural circular frequency of that particular mode or the 
aeroelastically modified natural frequency considering aeroelastic effects (Simiu and Scanlan 
1986, 1996), i.e., the oscillation frequency predicted in the complex eigenvalue analysis 
discussed above. The choice of different ω values for each different mode is justified for 
buffeting analysis when the wind speed is lower than the flutter wind speed. When the wind 
speed approaches the flutter wind speed, the buffeting vibration will be dominated by the 
frequency of the critical mode. The linear buffeting theory has been well documented in the 
literature and is not repeated here. 
3.3.4 Time-series Analysis 
It is noted that the aeroelastic forces in Eqs. (3.2) and (3.3) have frequency-dependent 
terms, K, Hi and Ai, as well as time-dependent terms, h(x, t) and α(x, t). Such a frequency-
dependence causes some difficulties to assemble the element matrices in finite element 
analysis (Cai and Albrecht 2000). In the previous time domain analysis, in order to eliminate 
the dependence on the frequency, indicial functions or rational functions were adopted to 
approximately curve fit the aerodynamic forces in Eqs. (3.2) to (3.5) into time-dependent-
only functions (Bucher and Lin 1998). 
In the present time-series study, it is proposed to first conduct the complex eigenvalue 
analysis before the time-series analysis is performed. In this way, the frequency-dependent 
components of flutter derivatives and K will be resolved from [C] and [K] matrices and Eq. 
(3.8) will be time-dependent only. Consequently, to study the flutter process in time-series, a 
free vibration response can then be obtained through numerical integration of the 
homogeneous part of Eq. (3.8) (on the left hand side). Similarly, if buffeting forces (on the 
right hand side of Eq. (3.8)) are known, then buffeting response can be predicted using either 
time-series or spectral analysis.  
3.4 Numerical Procedure 
For flutter in laminar flow, complex eigenvalue analysis will identify the flutter wind 
speed and frequency. However, we believe that simulation of the free vibration in time-series 
will disclose the evolution process of flutter that is in nature a self-excited vibration. The free 
vibration of the coupled system can be solved through a time integration of the equations of 
motion. The actual frequency characteristics of the bridge vibration can then be obtained 
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through a spectral analysis of the derived time-series response. The buffeting and flutter 
analyses at the same wind speed will then be compared to investigate their correlations.  
This proposed numerical procedure consists of three steps - complex eigenvalue 
analysis, time-series analysis and spectral analysis. It is noted that neither complex 
eigenvalue analysis, time-series analysis, nor spectral analysis is new by itself, but their 
combined use in the present study can clearly demonstrate the flutter evolution process, 
which helps further understand the transition mechanism from the multi-frequency vibration 
to single-frequency flutter. 
STEP 1 – COMPLEX EIGENVALUE SOLUTION 
The first step is to use the complex eigenvalue solution to predict the respective 
vibration damping ratio and oscillation frequency of each mode under any desired wind 
speed. These damping ratios and oscillation frequencies include the effect of aerodynamic 
forces. Though associated with vibration modes, these modal values are different from the 
traditional natural modal values in which no aerodynamic forces are involved. Therefore, 
these modal values that include aerodynamic effects are actually (and hereafter called) the 
effective modal values. These effective modal values are needed to quantify the aerodynamic 
matrices [C] and [K] in Eq. (3.8). Otherwise, matrices [C] and [K] include unknown 
variables, i.e., the effective oscillation frequency and damping ratio. 
As discussed earlier, the effective oscillation frequency of each mode under each 
desired wind speed will be obtained with the complex eigenvalue solution of Eq. (3.14). This 
process is shown in Fig. 3.2 and briefly explained here. The whole process starts at zero wind 
speed, and the natural frequency and mechanical damping ratio of each mode are chosen as 
the initial values, ω  and 0 0ζ . For the i
th step, Ui = Ui-1 + ∆U and iΩ  = ω  are assumed. 
With K
i 1−
i = (B /UiΩ i), the corresponding flutter derivatives can be decided from the 
experimentally measured flutter derivatives versus K curves. Using the complex eigenvalue 
analysis, modal oscillation frequency iω  and damping ratio iζ  for each mode are predicted 
with Eqs. (3.16) and (3.17). The “bars” above i and iω ζ  denote that they are temporary values 
during the solution process. After a convergence is achieved by comparing iω  and Ω , the 
effective modal properties at wind speed U
i
i can be obtained as i iω = ω  and i iζ = ζ . If the 
effective modal damping ratio iζ  is greater than zero, the solution process proceeds to the 
(i+1)th step. Otherwise, the flutter critical point is identified due to the non-positive iζ  and the 
flutter critical wind speed is predicted as Ucr = Ui-1. If no convergence has been achieved, 
i.e., iω ≠ Ωi , then set i iΩ = ω  and repeat the process until it converges. 
STEP 2 - TIME DOMAIN ANALYSIS  
The second step is to carry out a time-domain analysis using the quantified equations of 
motion established in Step 1. This will provide a time-series for the spectral analysis of Step 
3. Spectral analysis will reveal the frequency characteristics of vibration.  
Effective oscillation frequencies from Step 1 are used to determine the respective 
reduced frequency )
U
BK ω=( for each mode under any wind speed. Accordingly, flutter 
derivatives can be decided according to the respective K for each mode. The matrices, [C] in 
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Eq. (3.11) and [K] in Eq. (3.12), can thus be quantified and equations of motion, Eq. (3.8), is 
ready for a time domain analysis. 
In the complex eigenvalue solution, flutter is identified when ζ i  changes from positive 
to negative value. However, a free vibration response in time-series can better demonstrate 
the occurrence of flutter. As will be shown in the numerical example, time domain analysis 
can predict convergent, constant, and divergent amplitude vibrations that correspond to stable, 
critical, and unstable (flutter) conditions of the bridge, respectively. For this reason, a 5th 
order Runge-Kutta method is used to solve the equations of motion in the time domain.  
STEP 3 - SPECTRAL ANALYSIS ON TIME-SERIES 
Once the time-series of vibrations are available from Step 2, the third step is to conduct 
spectral analysis on the time-series of vibration response. Spectral analyses on these time-
series will reveal the vibration characteristics in the frequency domain. This information will 
help understand the true nature of the coalesced single-frequency vibration of flutter.  
3.5 Numerical Example 
The Humen Bridge (Fig. 3.3) is a suspension bridge with a main span of 888 m located 
in Guang-Dong Province, China. The main data and main mode characteristics for the 
Humen Bridge are given in Tables 3.1 and 3.2, respectively (Lin and Xiang 1995). After 
examining its modal characteristics performed with finite element analysis, the first 
symmetric vertical mode (1st mode, hereafter simply called vertical mode) and the first 
symmetric torsion mode (4th mode, hereafter simply called torsion mode) are identified as 
two important modes and are thus used for both flutter and buffeting analyses. This numerical 
example is used to demonstrate the approach discussed above and to explain how the bridge 
vibration evolves from a multi-frequency vibration to a single-frequency flutter. 
3.5.1 Complex Eigenvalue Analysis 
The predicted effective oscillation frequencies and damping ratios of vertical and 
torsion modes versus wind velocity are shown in Fig. 3.4 for the prototype Humen Bridge. It 
can be seen that with the increase of wind velocity, vertical mode frequency increases 
gradually while at the same time torsion mode frequency decreases gradually. 
Correspondingly, the damping ratio of the vertical mode increases, while the damping ratio of 
the torsion mode remains about constant and decreases at higher wind velocity. Eventually, at 
the wind velocity of 87 m/s, the damping ratio of the torsion mode becomes zero (which 
represents the occurrence of flutter) and the damping ratio of vertical mode increases by 
about 20%. 
At the flutter critical velocity (87 m/s), the frequency of the torsion mode is 0.31Hz and 
vertical mode is 0.185 Hz. Flutter critical velocity predicted with the traditional iterative 
search method (Simiu and Scanlan 1986) is 91.0 m/s and measurement in wind tunnel test is 
89 m/s (Lin and Xiang 1995).  These comparisons have generally verified the present 
prediction.  
While complex eigenvalue analysis is able to identify the critical point of flutter, 
oscillation modal frequencies for the two modes (0.31 vs. 0.185 Hz) do not approach and do 
not finally become the same value as stated in the literature. Though there is a tendency that 
the two frequency curves will approach or meet as the increase of the wind velocity, they do 
 40
 
not meet at the flutter wind velocity (they may meet beyond flutter wind velocity). When the 
natural frequencies of the coupled modes are close enough, the modal frequency curves may 
approach and intersect at the flutter wind velocity (This will be shown later with a simulated 
example). To further investigate the vibration characteristics and explain the discrepancy 
between the observations made above and the statement that flutter is a single-frequency 

























Fig.3.2 Flowchart of complex eigenvalue approach 
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Table 3.1. Main Parameters of Humen Suspension Bridge 
Main span (m) 888 Lift coefficient at 0o attack angle 0.02 
Width of the deck (m) 35.6 Drag coefficient at 0o attack angle 0.84 
Clearance above water (m) 60 Torsion coefficient at 0o attack angle 0.019 
Equivalent mass per length  
(103 *kg/m) 
18.34 ( ) o/CL 0=∂∂ αα  0.51 
Equivalent inertial moment of 
mass per length (103 *kg/m) 
1743 ( ) o/CM 0=∂∂ αα  0.62 







Table 3.2 Dynamic Properties of Five Main Modes for Humen Suspension Bridge 
 
Mode number Natural frequency (Hz) Mode type 
1 0.172 1st Symmetric Vertical Mode 
2 0.225 2nd Symmetric Vertical Mode 
3 0.276 1st Asymmetric Torsion Mode 
4 0.361 1st Symmetry Torsion Mode 



















(b) Cross section of Humen Bridge 










3.5.2 Time-Series and their Frequency Content  
Once the oscillating frequencies of vertical and torsion modes are predicted as shown in 
Fig. 3.4, they are used to calculate the reduced frequency B
U
K ω=  in order to quantify the 
matrices A and B in Eq. (3.13). This state-space equation is then solved in the time domain. 
The initial displacements of free vibration are assumed to be 0.01 m and 0.01 deg for vertical 
and torsion modes, respectively. Fig. 3.5 shows the time-series of the vertical and torsion 
vibrations at U = 30 m/s. It is obvious that they vibrate at two different frequencies, which is 
also clearly shown in Fig. 3.6, the spectra diagram. The first peak in Fig. 3.6(a) shows that 
the vertical mode vibrates mainly at its effective frequency that is predicted in the complex 
eigenvalue analysis. There exists also a small peak that corresponds to the torsion frequency 
due to the aerodynamic coupling between the two modes. Similarly, the second peak of Fig. 
3.6(b) shows that the torsion mode vibrates mainly at its effective frequency with a very 
small peak at a frequency corresponding to that of vertical mode due to mode coupling.  
Figs. 3.7 and 3.8 show the time-series and spectra at wind speed of 60 m/s. At this 
higher wind speed, the peaks due to modal coupling are more obvious, especially the second 
peak of vertical vibration shown in Fig. 3.8(a). The two modes still vibrate in different 
frequencies. 
When the wind speed increases up to 87m/s, time-series in Fig. 3.9 show almost 
constant magnitude vibrations for both vertical and torsion modes, and both modes vibrate 
about the same frequency. These constant-amplitude vibrations suggest flutter critical 
condition and the flutter velocity can be identified as 87 m/s. The same vibration frequency of 
the two time-series at flutter (U = 87 m/s) is clearly shown through their spectral diagrams in 
Fig. 3.10. The two peaks correspond to the same frequency of 0.31 Hz. For vertical mode, the 
original dominant peak corresponding to its effective frequency of 0.175 Hz (Fig. 3.6(a)) 
becomes very trivial as shown in Fig. 3.10. 
When the wind speed increases up to 87m/s, time-series in Fig. 3.9 show almost 
constant magnitude vibrations for both vertical and torsion modes, and both modes vibrate 
about the same frequency. These constant-amplitude vibrations suggest flutter critical 
condition and the flutter velocity can be identified as 87 m/s. The same vibration frequency of 
the two time-series at flutter (U = 87 m/s) is clearly shown through their spectral diagrams in 
Fig. 3.10. The two peaks correspond to the same frequency of 0.31 Hz. For vertical mode, the 
original dominant peak corresponding to its effective frequency of 0.175 Hz (Fig. 3.6(a)) 
becomes very trivial as shown in Fig. 3.10. 
The above observations have numerically proven that the vertical and torsion modes 
exhibit the same vibration frequency at flutter. Such numerical results agree exactly the 
observation made in the wind-tunnel tests and the traditional belief that the coupled modes 
should have the same vibration frequency when flutter happens. However, though the vertical 
mode vibrates at the same frequency as the torsion mode at flutter, the “same frequency” is 
not due to the change of the effective oscillation frequency in vertical mode. The two 
effective oscillation frequencies never “meet” in this numerical example. This single 
frequency vibration is due to the magnification of the coupling effect at flutter so that the 
vibration corresponding to the torsion-induced coupling is dominant and that corresponding 
to the effective oscillation frequency of vertical mode is relatively too small to be seen by the 
observers. Therefore, a single-frequency vibration is observed at flutter. 
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(b) Modal damping ratio 
Fig. 3.4 Modal properties with complex eigenvalue method 
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(a) Vertical mode 



















(b) Torsion mode 
Fig.3.5 Time history response of free vibration under U = 30 m/s  
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(a) Vertical mode  

















(b) Torsion mode 
 
Fig.3.6 Power spectrum of free vibration under U = 30 m/s 
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Fig. 3.7 Time history response of free vibration under U = 60 m/s  
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(a) Vertical mode  


















(b) Torsion mode 
 




























(a) Vertical mode 
 



















(b) Torsion mode 
 























(a) Vertical mode 

















(b) Torsion mode  




3.5.3 Vibration Characteristics of Buffeting  
With the same aerodynamic matrices as used for flutter analysis, buffeting response was 
obtained through a spectral analysis of the equations of motion.  
Figs. 3.11 to 3.13 show the buffeting displacement spectra on the edge of the deck for 
the wind velocities of 30, 60 and 87 m/s, respectively. For comparison, the results of single-
mode-based buffeting response are also shown in these figures. When the wind velocity is 30 
m/s, vertical and torsion motions vibrate with different dominant frequencies (Fig. 3.11). 
When the wind velocity increases to 60 m/s, Fig. 3.12 shows that vertical and torsion modes 
vibrate with stronger coupling effects; in other words, the magnitudes of the second peak of 
Fig. 3.12(a) and the first peak of the Fig. 3.12(b) increase obviously. 
When wind velocity approaches the flutter critical velocity (U = 87 m/s), Fig. 3.13 
shows that the vertical motion exhibits the same dominant frequency as the torsion mode. 
The vibration corresponding to the effective oscillation frequency of vertical mode is greatly 
damped out (indicated by the flat peak at frequency near 0.175 Hz). The vibration of the 
vertical mode is mainly from modal coupling indicated by the sharp peak near 0.3 Hz. 
Physically, the two modes vibrate in the same dominant frequency (about 0.3 Hz), i.e., the 
divergent buffeting vibration indicates flutter instability – a single frequency vibration. 
Comparison between the results of buffeting analyses in Figs. 3.11 to 3.13 and those of 
flutter analyses in Figs. 3.6, 3.8 and 3.10 suggests that their vibration characteristics are 
similar, though not exactly the same due to the difference of vibration types (free vibration 
vs. forced vibration). Overall, the vibration characteristics of flutter and buffeting are well 
correlated. 
In comparison, the results of single-mode-based buffeting analyses are significantly 
different from that of multi-mode coupled analyses at high wind velocity, especially at flutter 
critical wind velocity. Fig. 3.11 shows a small difference when wind speed is low (30 m/s) 
and Fig. 3.13 shows a very significant difference when wind speed is high (U = 87 m/s). It 
suggests that for future longer and slender bridges whose natural frequencies will even be 
lower, aerodynamic coupling effect will be more significant. 
3.5.4 Discussions of Coupling Effect on Vibration Characteristics 
Due to the modal coupling among the coupling-prone modes, small peaks may be 
observed in the spectrum diagrams for low wind velocity, in addition to the resonant peaks 
corresponding to the effective modal frequencies. With the increase of wind speed, modal 
coupling among modes is strengthened by aeroelastic effects so that the original trivial peaks 
induced by modal coupling may gradually dominate the vibration and become sharp peaks in 
the spectral diagrams. Correspondingly, the once dominant peaks at the effective frequency 
may gradually be damped out and become trivial flat peaks (Figs. 3.11 to 3.13). In a two-
mode model with vertical and torsion modes, such phenomenon usually happens for vertical 
mode and finally the dominant frequencies for both modes become the same – close to the 
effective frequency of the torsion mode. 
These observations indicate that the “same frequency” multimode flutter vibration is 
actually due to the effect of aerodynamic coupling. With the increase of wind velocity, the 
frequency of vertical mode increases and the frequency of torsion mode decreases 
correspondingly. However, the effective oscillation frequencies of vertical and torsion modes  
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(a) Vertical mode 




















(b) Torsion mode 
Fig. 3.11 Non-dimensional normalized power spectra of buffeting response under U = 30 m/s 
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(a) Vertical mode 





















(b) Torsion mode 
Fig. 3.12 Non-dimensional normalized power spectra of buffeting response under U = 60 m/s  
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(a) Vertical mode 




















(b) Torsion mode 




are not necessary to “meet” at flutter critical wind speed as suggested in the literature. 
Actually, the torsion vibration excites the vertical vibration through aerodynamic coupling at 
the effective oscillation frequency of torsion mode, and vice versa. When aerodynamic 
coupling is weak, the dominant vibration is around its effective frequency (Figs. 3.6 and 
3.11). With the increase of wind velocity, the resonant vibration at the effective frequency is 
damped out gradually since the modal damping ratio of vertical mode increases significantly 
as shown in Fig. 3.4. The dominant vibration frequency thus changes from its own effective 
oscillation frequency to the effective oscillation frequency of torsion motion. Due to its low 
damping ratio, the torsion vibration usually keeps its effective oscillation frequency as the 
dominant one for the entire range of wind speeds. 
These observations indicate that the “same frequency” multimode flutter vibration is 
actually due to the effect of aerodynamic coupling. With the increase of wind velocity, the 
frequency of vertical mode increases and the frequency of torsion mode decreases 
correspondingly. However, the effective oscillation frequencies of vertical and torsion modes 
are not necessary to “meet” at flutter critical wind speed as suggested in the literature. 
Actually, the torsion vibration excites the vertical vibration through aerodynamic coupling at 
the effective oscillation frequency of torsion mode, and vice versa. When aerodynamic 
coupling is weak, the dominant vibration is around its effective frequency (Figs. 3.6 and 
3.11). With the increase of wind velocity, the resonant vibration at the effective frequency is 
damped out gradually since the modal damping ratio of vertical mode increases significantly 
as shown in Fig. 3.4. The dominant vibration frequency thus changes from its own effective 
oscillation frequency to the effective oscillation frequency of torsion motion. Due to its low 
damping ratio, the torsion vibration usually keeps its effective oscillation frequency as the 
dominant one for the entire range of wind speeds. 
As discussed earlier and demonstrated in Fig. 3.4, the vertical and torsion effective 
frequencies are not necessary to “meet” at flutter critical wind velocity. However, they do 
“meet” if the modal frequencies are in a specific ratio. To demonstrate this, the torsion 
natural frequency was reduced numerically to 66% of its original value and the vertical 
frequency was kept the same. As a result, a new complex eigenvalue analysis shows that the 
vertical and torsion frequencies meet at the flutter velocity of about 60 m/s as shown in Fig. 
3.14. It can be seen from the figure that the two modal frequencies approach gradually 
together accompanying an increase of the damping ratio. When approaching the flutter wind 
velocity, the damping ratio of the vertical mode increases while the torsion mode decreases 
abruptly. When the two modal frequencies eventually “meet” together, the damping ratio of 
the torsion mode becomes negative, which leads to the flutter instability. 
The motion of the example bridge consists of mainly three parts: (1) vertical motion at 
its effective frequency, (2) vertical motion excited at the frequency of torsion and (3) torsion 
motion excited at its effective frequency (torsion motion excited by vertical frequency is 
relatively small and neglected). Stronger coupling could be expected when two modal 
frequencies are close enough to be able to “meet” when flutter occurs. It also suggests that 
the natural frequency ratio of the torsion and vertical modes plays an important role in 
determining the coupling effect and the critical point of flutter.  
3.6. Concluding Remarks 
With the increase of span length and slenderness, bridge flutter instability and buffeting 




important role in both flutter and buffeting of these future bridges. In this paper, a hybrid 
approach based on complex eigenvalue modal analysis and time domain analysis is used to 
better understand the natures of evolution process of bridge vibration. With this hybrid 
approach, the mechanism of the flutter occurrence and the actual transition process from 
multi-frequency dominated buffeting to the single-frequency dominated flutter are well 
illustrated through the numerical results of the Humen Bridge. The following conclusions can 
be drawn from the present study: 
(a) The proposed approach provides a convenient way to numerically replicate the transition 
of vibrations from multi-frequency buffeting or pre-flutter free vibration to a single-
frequency flutter. This transition has been observed in wind tunnel tests and is commonly 
accepted as a fact.  
(b) The single-frequency vibration at flutter is not due to the “meeting” of the oscillation 
frequencies of all modes. It is due to the magnified modal coupling effect at flutter critical 
wind velocity. This coupling effect is very significant so that it dominates the vibration in 
uncritical mode. As a result, all modes are observed or felt by the instruments to vibrate in the 
same frequency as the effective oscillation frequency of the critical mode, though the actual 
effective frequency of each mode is different.    
(c)  The present study has shown that flutter and buffeting are well correlated in terms of 
their vibration characteristics. Flutter can actually be interpreted from divergent buffeting 
vibration. As shown numerically, by using the same aerodynamic matrices, the buffeting 
vibration automatically transits into a single-frequency flutter vibration at flutter critical wind 
velocity. 
(d) Comparison of the results from the hybrid method with those from available experiments 








CHAPTER 4. DYNAMIC ANALYSIS OF VEHICLE-BRIDGE-WIND DYNAMIC 
SYSTEM 
4.1 Introduction 
In the United States, hurricanes and hurricane-induced strong winds have being greatly 
threatened the properties and lives of costal cities. In the past twenty years, annual monetary 
losses due to tropical cyclones and other natural hazards have been increasing at an exponential 
pace. In addition to the huge lose of properties, live loss is even more stunning. In extreme cases, 
evacuations are exceptionally necessary to minimize the loss of lives and properties. Smooth and 
safe transportation is obviously the key factor of a successful evacuation process. Long-span 
bridges are often the backbones of the transportation lines in coastal areas and are very 
vulnerable to strong wind loads. Maintaining the highest transportation capacity of these long-
span bridges is vital to supporting hurricane evacuations. Hence to reduce the likeness of 
accidents on the transportation line is extremely important not only for normal operation but also 
for evacuation purpose when hurricane arrives. 
Currently, the setting of driving speed limit and the decision of closing the transportation 
on bridges and highways when hurricane arrives is mostly based on intuition or subjective 
experience (Irwin 1999). The driving speed limit could be too high to be safe or too low to be 
efficient. The closing of the transportation will totally obstruct the evacuation through such 
transportation line. A rational prediction of the performance of vehicle-bridge system under 
strong winds is of utmost importance to the maximum evacuation efficiency and safety. Most 
existent works focus on either wind action on vehicles running on roadway (not on bridges) 
(Baker 1986, 1999), wind effect on the bridge without considering vehicles (Scanlan and Jones 
1990), or vehicle-bridge interaction analysis without considering wind effect (Timoshenko et al. 
1974; Yang and Yau 1997; Pan and Li 2002). A comprehensive vehicle-bridge-wind coupled 
analysis is very rare, if any.  
Baker et al. have made extensive studies on the performance of high-sided road vehicles in 
cross winds (Baker 1986, 1987, 1991a, 1991b, 1999; Coleman and Baker 1990; Baker and 
Reynolds 1992). Wind effects on vehicles including static wind force and quasi-static turbulent 
wind force on the vehicles. In his representative works, Baker (Baker 1986) proposed the 
fundamental equations for wind action on vehicles. The wind speed at which these accident 
criteria are exceeded (the so-called accident wind speed) was found to be a function of vehicle 
speed and wind direction (Baker 1986). Through adoption of meteorological information the 
percentage of the total time for which this wind speed is exceeded can thus be found and some 
quantification of accident risk was made (Baker 1999). In addition to wind tunnel tests on several 
vehicle models to identify the wind force on vehicles (Coleman and Baker 1990), some useful 
statistic information about actual accidents happened in British was also collected and analyzed 
(Baker and Reynolds, 1992).  
Interaction analysis between moving vehicles and continuum structures originated from the 
middle of 20th century. From an initial moving load simplification (Timishenko et al. 1974), 
later on a moving-mass model (Blejwas et al. 1979) to full-interaction analysis (Yang and Yau 
1997; Pan and Li 2002; Guo and Xu 2001), the interaction analysis of vehicles and continuum 
structures (e.g. bridges) has been investigated by many people for a long time. In these studies, 
road roughness was treated as the sole excitation source of the coupled system.  
Recently, dynamic response of suspension bridges to high wind and running train was 
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investigated (Xu et al. 2003), while no wind loading on the train was considered since the train 
was running inside the suspension bridge deck. It was found that the suspension bridge response 
is dominated by wind force in high wind speed. The bridge motions due to high winds affected 
the safety of the running train and the comfort of passengers considerably (Xu et al. 2003). The 
coupled dynamic analysis of vehicle and cable-stayed bridge system under turbulent wind was 
also conducted recently (Xu and Guo 2003), where only vehicles under low wind speed were 
explored and the study did not consider many important factors, such as vehicle number, and 
driving speeds etc.  
The present study aims at building a framework for the vehicle-bridge-wind aerodynamic 
analysis, which will lay a very important foundation for vehicle accident analysis based on 
dynamic analysis results and facilitate the aerodynamic analysis of bridges considering vehicle-
bridge-wind interaction. The framework starts with building a general dynamic-mechanical 
model of vehicle-bridge-wind coupled system, which includes both the structural part and the 
loading part. Structural model simulates the bridge and a series of vehicles consisting of any 
number and also various types of typical vehicles, from two axle four-wheel passenger car to five 
axle tractor-trailer. The loading part models the external loading, like wind effect and road 
roughness loading on vehicles and the bridge.  
After the framework is established, a series of 2-axle four-wheel high-sided vehicles on 
long-span bridges under strong winds are chosen as a numerical example to demonstrate the 
methodology. The external dynamic loading on the bridge consists of wind loading and road 
roughness and the external dynamic load on the vehicle includes simplified quasi-steady wind 
force and road roughness. With the mechanical model of the vehicle-bridge system, dynamic 
performance of vehicles as well as bridges is studied under strong winds.  
4.2 Equations of Motion for 3-D Vehicle-Bridge-Wind System 
4.2.1 Modeling of Vehicle 
In mechanical engineering areas, vehicles are usually modeled in various configurations 
depending on what is of more concern. For the study of interactions between vehicles and 
structures, the vehicle model is somewhat simplified to the extent that all the relevant important 
information will be included. In the present study, a vehicle is modeled as a combination of 
several rigid bodies connected by several axle mass blocks, springs and damping devices. The 
bridge deck and the tire of the vehicle are assumed to be point-contact without separation. The 
suspension system and the elasticity of tires are modeled with springs. The energy dissipation 
capacities of the suspension as well as tires are modeled with viscous damping. The mass of the 
suspension system and the tires are assumed to concentrate on idealized mass blocks on each 
side of the vehicle and the mass of the springs and damping devices are zero (Fig. 4.1-2).  
Fig. 4.1-2 shows a complicated tractor-trailer model; however, this model can also be used 
to represent other simpler vehicles through defining the number and dimensions for each rigid 
body, mass block, and spring-damping system. The displacements of the ith rigid body of the qth 
vehicle are expressed as: vertical displacement qivrZ , lateral displacement Y , pitching 




vrθ , and rolling displacement in y-z plane 
qi
vrφ . The subscript “vr” 
refers to the rigid body of the vehicle. Vertical displacements of the mass blocks symmetric to 
the central line of the jth axle are qjvaLZ  and 
qj
vaRZ . Lateral displacements of the mass blocks 




represent the left and right mass blocks on the jth axle, respectively; and the “a” represents the 
axle suspension. The superscript “qj” represents the jth axle of the qth vehicle. Same definitions 
apply hereafter. The longitudinal, lateral, and vertical directions of the bridge are set as x- y- and 
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Fig.4.2 General dynamic model for various vehicles: elevation view 
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The vertical displacements of upper left (right) vertical spring for the q( )
qj
vuL R∆
th vehicle are: 
1 1 1 1
1 1
q q q q q q
vuL vr vr vr vaL
1qZ L b Zθ φ∆ = − ⋅ + ⋅ − , 1 1 1 11 1
q q q q q q
vuR vr vr vr vaR
1qZ L b Zθ φ∆ = − ⋅ − ⋅ −                              (4.1a, b) 
2 1 1 1
2 1
q q q q q q
vuL vr vr vr vaL
2qZ L b Zθ φ∆ = + ⋅ + ⋅ − , 2 1 1 12 1
q q q q q q
vuR vr vr vr vaR
2qZ L b Zθ φ∆ = + ⋅ − ⋅ −                               (4.2a, b) 
3 2 2 2
4 1
q q q q q q
vuL vr vr vr vaL
3qZ L b Zθ φ∆ = − ⋅ + ⋅ − , 3 2 2 24 1
q q q q q q
vuR vr vr vr vaR
3qZ L b Zθ φ∆ = − ⋅ − ⋅ −                           (4.3a, b) 
4 3 3 3
6 1
q q q q q q
vuL vr vr vr
4q
vaLZ L b Zθ φ∆ = − ⋅ + ⋅ − , 
4 3 3 3
6 1
q q q q q q
vuR vr vr vr vaR
4qZ L b Zθ φ∆ = − ⋅ − ⋅ −                            (4.4a, b) 
5 3 3 1
7 1
q q q q q q
vuL vr vr vr vaL
5qZ L b Zθ φ∆ = + ⋅ + ⋅ − , 5 3 3 17 1
q q q q q q
vuR vr vr vr vaR
5qZ L b Zθ φ∆ = + ⋅ − ⋅ −                              (4.5a, b) 
The vertical displacements of lower vertical spring )  for the q(
qj
vlL R∆
th vehicle are: 
( )qj qj qj qjvlL vaL bL LZ Z t r∆ = − − , ( )qj qj qj qjvlR vaR bR RZ Z t r− −∆ =        (j =1 to na)                                     (4.6a, b) 
where  is the vertical displacement of the left (right) mass block for the j( )
qj
vaL RZ
th axle of qth 
vehicle; and ( )
qj
L Rr  is the road surface roughness height at the contacting point between the bridge 
deck and the left (right) wheel of the jth axle of qth vehicle;  is the semi-width of the q1
qb th vehicle 
(Fig.4.1); na is the total axle number of the qth vehicle. The displacements on bridge at the points 
of contacting with left (right) wheel for the jth axle of the qth vehicle ( )( )qjbL RZ t are expressed as: 
( ) ( ) ( ), ,qjbL b qj b qj LqjZ t h x t x t dα= + , ( ) ( ) ( ), ,qjbR b qj b qj RqjZ t h x t x t dα= + ;                                   (4.7a, b) 
where  and ( ,bh x t ) ( ),b x tα  are vertical and torsion displacement of the bridge, 
respectively; ,  are the horizontal distance to the torsion center from the left and right tires 
of j
Lqjd Rqjd
th axle of the qth vehicle, respectively; and xqj is the position along the bridge for the jth axle of 
the qth vehicle with j = 1 to na.  
As shown in Fig. 4.2, there are two joints connecting the rigid bodies of the tractor-trailer. 
For vertical displacement continuity at these connecting points, we have: 
 1 1 28
q q q q q
vr vr vr vrZ L Z L
2
9
qθ θ+ = −                                                                                                      (4.8) 
2 2 3
10 11
q q q q q
vr vr vr vrZ L Z L
3qθ θ+ = −                                                                                                   (4.9) 
The two dependent variables 2qvrθ  and 
3q
vrθ can be eliminated by solving Eqs. (4.8) and (4.9) 
as: 
 (2 2 1 8
9
1q q q
qvr vr vr vrZ Z LL )
1q qθ θ= − −                                                                                                 (4.10) 
( )3 3 2 19 9 10 10 10 8
9 11
1q q q q q q q q q
q qvr vr vr vr vrL Z L L Z L Z L LL L
1q qθ θ= − + + +                                                        (4.11) 
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The lateral displacements of upper lateral left (right) spring  for the q( )
qj
yuL R∆
th vehicle are: 
qj qi qj
yuL vr vaLY Y∆ = − ,        (j = 1 to n
qj qi qj
yuR vr vaRY Y∆ = − a)                                                       (4.12a, 12b) 
The lateral displacements of lower lateral left (right) spring  for the q( )
qj
ylL R∆
th vehicle are: 
qj qj qj
ylL vaL bLY Y∆ = − ,        (j =1 to n
qj qj qj
ylR vaR bRY Y∆ = − a)                                                      (4.13a, b) 
where  are the lateral displacements of the bridge at the points of contacting with the left 




th axle for the qth vehicle and are defined as follows: 
( ) ( ) ( ,qj qjbL bR b qjY t Y t p x t= = )                                                                                                   (4.14) 
4.2.2 Modeling of Bridge 
The dynamic model of the long-span bridge can be obtained through finite element method 
using different kinds of finite elements such as beam elements and truss elements. With the 
obtained mode shapes, the response corresponding to any point along the bridge deck can be 
















     
 
Fig. 4.3 Coupled model of vehicle on bridge 
 
Motions in three directions including vertical, lateral, and torsion of the bridge are 
expressed with the mode superposition technique as (Fig. 4.3): 






t h x tξ
=






)ip x t p x tξ
=






)ix t xα α
=
=∑ tξ                                         (4.15a-c) 
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where n is the total number of modes for the bridge under consideration; ( )i xh  ( )ip x  and ( )i xα  are 
the components in the three directions for the ith mode shape; and  is the generalized 
coordinates of the bridge. 
( )i tξ
For bridges immersing in the flow, the wind forces on the bridge in three directions 
(vertical, lateral and torsion) are denoted as ( ),bwL x t , ( ),bwD x t  and ( ),bwM x t , respectively:  
( ) ( ) ( ), ,bw st ae b ,L x t L L x t L x t= + +                                                                                                   (4.16) 
( ) ( ) (, ,bw st ae b ),D x t D D x t D x t= + +                                                                                                   (4.17)  
( ) ( ) ( ), ,bw st ae b ,M x t M M x t M x t= + +                                                                                               (4.18) 
where the subscripts “st”, “ae” and  “b”  refer to static, self-excited, and buffeting force 
component due to wind, respectively. 
The static wind force of unit span length can be expressed as: 
20.5st LL U Cρ= B
20.5st DD U Cρ=, , B 20.5st M 2M U C Bρ=                                                        (4.19-21) 
where ρ is the air density; U is the mean wind speed on the elevation of the bridge; B is the 
bridge deck width;  LC , DC  and MC  are the lift, drag, and moment static wind force coefficients 
for the bridge that are usually obtained from section model wind tunnel tests of the bridge deck.   
The self-excited force can be expressed as: 
( ) ( ) ( ) ( ) ( ) ( )2 * * 2 * 2 * * 2 *1 2 3 4 5 6
, , , ,1 ,
2
b b b b
ae b
h x t B x t h x t p x t p x t
L U B KH KH K H x t K H KH K H








( ) ( ) ( ) ( ) ( ) ( )2 * * 2 * 2 * * 2 *1 2 3 4 5 6
, , , ,1 ,
2
b b b b
ae b
,bp x t B x t p x t h x t h x tD U B KP KP K P x t K P KP K P




= + + + + +
B   
(4.23) 
( ) ( ) ( ) ( ) ( ) ( )2 2 * * 2 * 2 * * 2 *1 2 3 4 5 6
, , , ,1 ,
2
b b b b b
ae b
h x t B x t h x t p x t p x t
M U B KA KA K A x t K A KA K A




= + + + + +
,
B  




=  is the reduced frequency; , P  and *iH *i *iA  (i = 1 to 6) are the flutter derivatives of 
the bridge obtained from the wind tunnel tests of bridge deck;  ω is the vibration frequency of the 
system; and the dot on the cap denotes the derivative with respect to the time. 
The buffeting forces for a unit span in vertical, lateral, and torsion directions are: 
( ) ( )2 '1 2
2b L L D




= + +  
   
( ) 

                                                                                         (4.25) 
( )21 2
2b D D




=   
   
' ( ) +                                                                                               (4.26) 
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( )2 2 '1 2
2b M M




=   
   
( ) 
+                                                                                              (4.27) 
where ( )u t  and  are the horizontal and vertical components of wind turbulent velocity, 
respectively; and the prime denotes the derivative with respect to the attack angle of wind. 
( )w t
4.2.3 Coupled Equations of Vehicle-Bridge Model in Modal Coordinates 
By assuming all displacements remain small, virtual works generated by the inertial forces, 
damping forces, external wind loading, and elastic forces can be obtained for the bridge-vehicle 
system. The equilibrium condition of bridge under its self-weight without vehicles is chosen as 
the initial position, which facilitates the direct comparison between the cases of with and without 
vehicles. The summation of all the virtual works should be zero: 
0v b v b v b v binertia inertia damping damping elastic elastic external externalW W W W W W W Wδ δ δ δ δ δ δ δ+ + + + + + + =                (4.28) 
where  
( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ), , , , ,binertia b b b b b b b b bW m x h x t h x t I x x t x t m x p x t p x tδ δ α δα= + + ,δ                                 (4.29) 
( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ), , , , ,b h pdamping b b b b b b b b bW C x h x t h x t C x x t x t C x p x t p x tαδ δ α δα= + + ,δ                              (4.30) 







                       (4.31) 
( ) ( ) ( ) ( ) ( ) ( ) (
1 1
, , , , , ,
v an n
b b b b qj qj qj qj
external w b w b w b bL GvL bR GvR
q j
W L x t h x t D x t p x t M x t x t Z F Z Fδ δ δ δα δ δ
= =
= + + + +∑∑                  (4.32) 
)(
1 1 1 1
v ar qi qi qi qi qi qin n nn
vaL vaL vaL vaR vaR vaRv qi qi qi qi qi qi qi qi qi qi qi qi
inertia vr vr vr vr vr vr vr vr vr vr vr vr qi qi qi qi qi qi
q i q i vaL vr vr vaR vr vr
M Z Z M Z Z
W M Z Z M Y Y I J
M Y Y M Y Y
δ
δ δ δ θ δθ φ δφ
δ δ= = = =
 +
= + + + +   + + 
∑∑ ∑
v
∑         (4.33) 
1 1
v a
qi qi qi qi qi qi qi qi qi qi qi qin n
vuL vuL vuL vuR vuR vuR yuL yuL yuL yuR yuR yuRv
damping qi qi qi qi qi qi qi qi qi qi qi qi
q i vlL vlL vlL vlR vlR vlR ylL ylL ylL ylR ylR ylR
C C C C
W
C C C C
δ δ δ
δ
δ δ δ δ= =
 ∆ ∆ + ∆ ∆ + ∆ ∆ + ∆ ∆
 =
+ ∆ ∆ + ∆ ∆ + ∆ ∆ + ∆ ∆ 
∑∑                                      (4.34) 
1 1
v a
qi qi qi qi qi qi qi qi qi qi qi qin n
vuL vuL vuL vuR vuR vuR yuL yuL yuL yuR yuR yuRv
elastic qi qi qi qi qi qi qi qi qi qi qi qi
q i vlL vlL vlL vlR vlR vlR ylL ylL ylL ylR ylR ylR
K K K K
W
K K K K
δ δ δ
δ
δ δ δ δ= =
 ∆ ∆ + ∆ ∆ + ∆ ∆ + ∆ ∆
 =
+ ∆ ∆ + ∆ ∆ + ∆ ∆ + ∆ ∆ 
∑∑                                      (4.35) 
( ) ( ) ( )
1 1
v rn n
v qi qi qi qi qi qi
external vr wz vr wy vr w
q i
W Z F t Y F t M φδ δ δ δφ
= =
= + +∑∑                                                                     (4.36) 




qj qj qj qi
vaL vaR vr aGvL R
j i
F M M M g n
= =





                                                                                    (4.37) 
nr is the total number of rigid bodies for the vehicle, respectively; g is the gravity acceleration; 
qi
wzF , ( )qiwyF t  and qiwM φ  are the wind forces in vertical direction (axis z), lateral direction (axis y), 
and wind-induced rolling moment along x axis, respectively, on the ith rigid body of the qth 
vehicle, which will be defined later; F  is the gravity force on the bridge at the location of the ( )qjGvL R
 64
left (right) wheel of the jth axle for the qth vehicle due to the weight of the vehicle. It is 
approximated as the average weight on each wheel of the whole vehicle.  
The vertical displacement of the vehicle at the contact point of two tires for the jth axle can 
also be expressed based on Eqs. (4.7a, b) as:  




bL i qj i qj Lqj i
i
Z t h x x dα
=
= +∑ tξ                                                                                              (4.38) 




bR i qj i qj Rqj i
i










                                                                                             (4.39) 
Virtual work for the bridge motion is derived by substituting Eq. (4.15) into Eqs. (4.29) to 
(4.32) as: 
( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )
1 1 1 1
n n n n
b
inertia b k i k i b k i k i
k i i i
W m x h x h x p x p x I x x x tδ α
= = = =
  
= + +    
∑ ∑ ∑ ∑                             (4.40) 
( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )
1 1 1 1
n n n n
b h p
damping b k i b k i b k i k i
k i i i
W C x h x h x C x p x p x C x x x t tαδ α
= = = =
 = + + 
 
∑ ∑ ∑ ∑                    (4.41) 
( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )
1 1 1 1
n n n n
b h p
elastic b k i b k i b k i k i
k i i i
W K x h x h x K x p x p x K x x x t tαδ α
= = = =
 = + + 
 
∑ ∑ ∑ ∑                    (4.42) 
( ) ( ) ( ) ( ) ( ) ( ) ( )






b b b b




i qj i qj Lqj GvL i qj i qj Rqj GvR i
q j i
W F x t h x P x t p x M x t x t





 = + +
    + + + +     
∑
∑∑ ∑
                                            (4.43) 
The vertical deformations of left and right lower vertical springs are: 




vlL vaL i qj i qj Lqj i L qj
i
Z h x x d t r xα ξ
=
 ∆ = − + − ∑                                                                             (4.44) 




vlR vaR i qj i qj Rqj i R qj
i
)Z h x x d t r xα ξ
=
 ∆ = − + − ∑                                                                             (4.45) 
The deformation velocities of left and right lower vertical springs are: 
( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )
1 1
qjn n
i qj i qj L qjqj qj
vlL vaL i qj i qj Lqj i Lqj i
i i
h x x r x





 ∂ ∂ ∂
 ∆ = − + − + −   ∂ ∂ ∂  
∑ ∑                   (4.46) 
( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )
1 1
qjn n
i qj i qj R qjqj qj
vlR vaR i qj i qj Rqj i Rqj i
i i
h x x r x





 ∂ ∂ ∂
 ∆ = − + − + −   ∂ ∂ ∂  
∑ ∑                (4.47) 
where ( )V t  is the driving speed of the qth vehicle and is defined as: 





                                                                                                                          (4.48) 
The virtual displacements are derived from Eqs. (4.44) and (4.45) as: 
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vlL vaL i qj i qj Lqj i
i
Z h x x d tδ δ α δξ
=
∆ = − +∑                                                                                      (4.49) 




vlR vaR i qj i qj Rqj i
i
Z h x x d tδ δ α δξ
=
∆ = − +∑                                                                                   (4.50) 
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      (4.53) 
( ) ( ) ( )
1 1
v rn n
v qi qi qi qi qi qi
external vr wz vr wy vr w
q i
W Z F t Y F t M φδ δ δ δφ
= =
= + +∑∑                                                         (4.54) 
The coupled equations can be finally built based on Eq. (4.28) as 
{ } { }
{ } { } { }G
              + + =            
+              
v v
v v v vb v v vb v r w
s v s v b b
b b bv b b b bv b b b r w
F + FM 0 γ C C γ K K γ
0 M γ C C + C γ K K + K γ F + F F b
            (4.55) 
where subscripts “b” and “v” represent for bridge and vehicle, respectively; superscripts of “s” 
and “v” in the stiffness and damping terms for the bridge refer to the terms of bridge structure 
itself and those contributed by the vehicles, respectively; subscripts “bv” and “vb” refer to the 
vehicles-bridge coupled terms; “r”, “w” and “G” represent for roughness, wind, and gravity 
force, respectively; and vγ  and bγ  are the displacement vectors of the vehicles and the bridge, 
respectively;  
{ }, , , ,= v Tn1 qv v v vγ γ γ γ…                                                                                                             (4.56) 
{ 1, , , ,
T
b i }nξ ξ ξ=γ                                                                                                                (4.57) 
( ), , , , ,diag= vn1 2 qv v v vM Μ M M M v , ( )diag= vn1 2 qv v v vK ,K , ,K , ,KvK ; ( )diag vn1 2 qv v v v= C ,C , ,C , ,CvC   (4.58a-c) 
( )diag= vn1 2 qvb vb vb vb vbC C ,C , ,C , ,C ; ( ), , , , ,diag= vn1 2 qvb vb vb vb vbK K K KK                                      (4.59a-b) 
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                   (4.60) 
Detailed formulations of matrices and force vectors of the qth vehicle are referred to 4.6. 
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4.3 Dynamic Analysis of Vehicle-Bridge System under Strong Wind 
Strong wind effects on moving vehicles and bridge are the concerns of this study. As 
introduced in Section 2, the wind effect on the bridge consists of static wind force, aeroelastic 
self-excited force and turbulent buffeting force. It is usually assumed that the analysis begins 
with the static equilibrium position of the bridge under self weight and static wind force action. 
Only dynamic loads of wind, namely the last two components of Eqs. (4.16-4.18) are considered 
for the bridge.  
4.3.1 Self-excited Forces on the Bridge 
The wind dynamic load on the bridge consists of self-excited force and buffeting force. The 
self-excited force is related to the motion of the bridge and thus frequency dependent. In the time 
domain analysis, the frequency dependent variables are difficult to be incorporated. Under each 
wind velocity, the vibration frequency ω at any time should be determined to quantify the self-
excited force terms. As an alternative to the rational function approximation (Chen et al. 2000), 
complex eigenvalue analysis can also predict the vibration frequency iteratively for the dominant 
motion at any time step under any wind velocity. In the present study, the complex eigenvalue 
analysis is conducted first to give the vibration frequency corresponding to each time through 
interactive process. The results are then incorporated into the vehicle-bridge-wind coupled 
equations to decide the self-excited force terms of the bridge. This approach to deal with 
aeroleastic terms of the wind force has been adopted by the writers (Chen and Cai 2003a). 
4.3.2 Buffeting Force Simulation on the Bridge 
To calculate the time-history response of the vehicle-bridge system under the wind action 
on the bridge, the stochastic wind velocity field should be simulated. The fast spectral 
representation method proposed by Cao et al. is adopted here (Cao et al. 2000). The time history 
of wind component u(t), at the jth point along the bridge span can be generated with: 
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m q
u t S G tω ω ω ω
= =
= ∆ +∑∑ )os ψ ,           j = 1, 2,… Ns             (4.61) 
where Nf is a sufficiently large number representing the total number of frequency intervals; Ns 
is the total number of points along the bridge span to simulate; Su is the spectral density of 
turbulence in along-wind direction; mqψ  is a random variable uniformly distributed between 0 
and 2π; /up fNω ω∆ =  is the frequency increment; upω  is the upper cutoff frequency with the 
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                                                                                                                  (4.62b) 
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where ∆ is the distance between two consecutive simulated points. Similarly, the time history of 
vertical turbulence component w(t) can be obtained. 
In the present study, wind velocity time histories are simulated for various points along the 
bridge with the four times the element length interval as those used in the finite element dynamic 
analysis on the bridge (Lin et al. 1998). With the same assumption as in the spectral 
representation method (Cao et al. 2000), wind velocity time history is assumed the same within 
each interval. With the wind velocity time history, the buffeting force time history corresponding 
to each point along the bridge span can be obtained with Eqs. (4.25-27). With the mode shapes 
obtained from finite element analysis, the wind buffeting forces on the whole bridge can be 
obtained through integrating all the force time histories along the bridge span. 
4.3.3 Time History Simulation of Road Surface Roughness 
The road surface roughness is usually assumed to be a zero-mean stationary Gaussian 
random process and can be expressed on the inverse Fourier transformation on a power spectral 
density function (Huang and Wang 1992) as: 
( ) ( )
1




r x S x kφ φ πφ
=
= ∆∑ θ+
                                                                                         (4.63) 
where kθ  is the phase angle uniformly distributed between 0 to 2π; φ  is the wave number 
(cycle/m); ( )S φ  is the Power Spectrum Density (PSD)  function for the road surface elevation 











                                                                                                                            (4.64) 
where 0φ is the discontinuity frequency of 1/2π (cycle/m) and Ar is the roughness coefficient (m
3 
/cycle) related to the road condition. 
4.3.4 Quasi-static Wind Effect on the Vehicle 
Wind action on a running vehicle includes static and dynamic load effects. The quasi static 
wind forces on vehicles are adopted since a transient type of force model is not available (Baker 
1999): 
( )212wx a r DF U C Aρ ψ= ; ( )
21 ;2wy a r SF U Cρ ψ= A ( )
21
2wz a r LF U C Aρ ψ= ;                               (4.65a-c) 
( )212w a r R vM U C Ahφ ρ ψ= ; ( )
21
2w a r P vM U C Ahθ ρ ψ= ; ( )
21
2wz a r Y vM U C Ahρ ψ= ;                    (4.66a-c) 
where Fwx, Fwy, Fwz, Mwφ, Mwθ and Mwz are the drag force, side force, lift force, rolling moment, 
pitching moment and yawing moment acting on the vehicle, respectively. CD, CS, CL, CR, CP and 
CY are the coefficients of drag force, side force, lift force, rolling moment, pitching moment and 
yawing moment for the vehicle, respectively. “A” is the frontal area of the vehicle; hv is the 
distance from the gravity center of the vehicle to the road surface; Ur is the relative wind speed to 
the vehicle, which is defined as (Fig. 4.3): 
( ) ( )( ) ( )( )22 , , cos ,rU x t V U u x t U u x t
2







U u x t







                                                                                                        (4.68) 
where V is the driving speed of vehicle; U  and u(x, t) are the mean wind speed and turbulent 
wind speed component on the vehicle, respectively;  β is the attack angle of the wind to the 
vehicle, which is the angle between the wind direction and the vehicle moving direction (Fig. 















Fig. 4.4 Velocity diagram on vehicles 
4.3.5 Numerical solutions 
To simulate the process of vehicles running on the bridge, the position of any vehicle 
changes with time. Correspondingly, the coefficients of the coupled equations are also time 
dependent. Therefore, the matrices in Eq. (4.55) should be updated at each time step after the 
new position of each vehicle is identified. In the present paper, both the Wilson-θ method and 
the second-order Rouge-Kutta approach are tried and Rouge-Kutta method is finally chosen for 
the virtues of convenience and accuracy. A computer program based on Matlab is developed to 
solve the differential equations.  
4.4   Numerical Example 
4.4.1 Prototype bridge and vehicles 
The Yichang Suspension Bridge located in a typhoon zone of south China has a main span 
of 960 m and two side spans of 245 m each. The height of the bridge deck above water is 50 m. 
The sketch of the bridge is shown in Fig. 4.5 and its main parameters are shown in Table 2.1 (Lin 
et al. 1998). Based on a preliminary analysis with modal coupling assessment technique (Chen et 
al. 2004) and the observation of wind tunnel results, the four important modes considered in the 
present study are shown in Table 4.1 to consider the three-direction response of the bridge (Lin 




Table 4.1 Dynamic Properties of Four Main Modes for Yichang Suspension Bridge 
 
Mode number Natural frequency (Hz) Mode type 
1 0.105 1st Vertical Mode-Asymmetric 
2 0.161 1st Vertical Mode-Symmetric 
3 0.337 1st Torsion Mode-Symmetric 
4 0.423 1st Torsion Mode-Asymmetric 
 
 













Table 4.2  Main parameters of the vehicle used in the numerical example 
 
Parameter Value Unit 
Mass of rigid body (Mv1) 4500 kg 
Pitching moment inertia (θv1) I v1 5483 kg.m2 
Rolling moment inertia (φv1) Jv1 1352 kg.m2 
Axle mass MaL1, MaR1 800 Kg 
Axle mass MaL2, MaR2 700 Kg 






vuRK ) 400 kN/m 






vlRK ) 350 kN/m 






vuR ) 20 kN.s/m 






vlR ) 1 kN.s/m 






yuRK ) 300 kN/m 






ylRK ) 120 kN/m 






yuR ) 20 kN.s/m 






ylRC ) 1 kN.s/m 
Vehicle frontal area (A) 10 m2 
Reference height hv 2 m 
L1 2.9 m 
L2 5.0 m 
b1 1.0 m 
Total length of the vehicle 13.4 m 





As shown in Section 4.2, the introduced generalized vehicle model is applicable in 
simulating various vehicles, from two-axle cars, trucks, buses to five-axle tractor-trailer. To 
consider the wind effect on one particular vehicle, wind tunnel test should usually be conducted 
to obtain the wind force coefficients. Unfortunately, available wind tunnel data are limited to 
very few kinds of vehicles (Baker, 1991a,b). In the present study, one four-wheel vehicle is used 
in the numerical example. A sketch of the vehicle model is shown in Fig. 4.6 and the main 
parameters are listed in Table 4.2. The reason to choose this vehicle is mainly because this four-
wheel vehicle has quite similar dimensions to that used in Baker’s work (Coleman and Baker 
1990), where wind force coefficients from wind tunnel test are available. This vehicle has seven 
degrees-of-freedom, three for the rigid body of vehicle (vertical displacement Zv1, pitching 
about y axis θv1 and rolling about x axis φv1) and the other four for the vertical displacements of 
the four wheels (ZaL1, ZaR1, ZaL2, ZaR2) (Fig.4.1).  
Wind force coefficients can be expressed as follows (Baker 1987): 
 
For 0 / 2ψ π≤ <  
( )0.3821SC a ψ= ; ( )2 1 sin 3LC a ψ= + ; ( )3 1 2sin 3DC a ψ= − + ;                                                       (4.69-71) 
( )1.774YC a ψ= − ; C a ; C a ;                                                                     (4.72-74) ( )
1.32




For 0 ψ π< <  
( )0.3821SC a π ψ= − ;C a ;( )( )( )2 1 sin 3L π ψ= + − ( )( )( )3 1 2sin 3D π ψ= + − −C a ;                             (4.75-77) 
( )1.774YC a π ψ= − − ; ; C a ;                                                  (4.78-80) ( )
1.32
5PC a π ψ= − − ( )
0.294
6R π ψ= −
where 1α  to 6α equal to 5.2, 0.94, -0.5, 2.0, -2.0 and 7.3, respectively (Coleman and Baker 
1990). 
To properly simulate the traffic on the bridge, traffic flow information is required to define 
the actual vehicle type and distribution. At any different moment, vehicles on the bridge may 
have quite different numbers and distribution patterns and locate in different lanes randomly. 
Since each vehicle may have at least several degrees of freedoms, it is still technically difficult to 
conduct a coupled analysis on all vehicles together based on simulated real traffic flow using 
current computer techniques. It is especially true when the bridge is long and the traffic is busy. 
The common practice in analyzing the interaction between vehicles and bridges is to choose only 
one vehicle or a series of identical vehicles in one line (Yang and Yau 1997; Guo and Xu 2001). 
In the present study, only one line of up to three vehicles is assumed to be evenly distributed 
along the side lane with an interval of 5 m and the lateral distance to the torsion center of the 
bridge dLq1= dLq2= 5m (Fig. 4.3). The position of vehicles and the interval setting are decided 
based on some considerations to preliminarily simulate the crowded transportation reality during 
a hurricane evacuation process. The effect of the number of vehicles will also be studied in the 
































































































Fig. 4.6 Vehicle used in the example: (a) elevation view (b) cross-section view 
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Fig. 4.7 Simulated fluctuating wind velocities at middle point of main span: 
horizontal wind velocity u(t) (b) vertical wind velocity w(t) 
 
The turbulent wind velocities are simulated (see Eq. (4.61)) along the bridge span with the 
simulation interval ∆=25 m, corresponding to the length of four finite elements along the main 
span. The total number of frequency intervals Nf equals 1024 and the upper cutoff frequency 
equals to 2π. Figure 4.7 gives the time histories of wind velocity in the middle point of main 
span when the average wind speed on the deck U= 40 m/s. The roughness displacement is also 
derived after the adoption of roughness factor of 20×10-6 m3/cycle for good road condition as 
shown in Fig. 4.8 (Huang and Wang 1992). Second-order Rouge-Kutta approach is adopted to 
solve the differential equations with an integration time step of 0.015 second and a total steps of 
3000.  
With zero initial conditions, the time history of response for the bridge only and the 
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vehicles on the road are predicted under the wind action. It is assumed that after 50 seconds, the 
vehicles enter the main span of the bridge, the integration starts with the initial conditions of the 
moment after 50 seconds. Only the dynamic responses of the bridge and vehicles during the 
period of the vehicles running on the bridge are demonstrated hereafter. The assumption of 50 
seconds before the vehicles enter the bridge is to make sure the bridge has enough time to be 
excited by the wind with stable response. 

















Distance along the bridge (m)
 
Fig. 4.8 Simulated vertical road roughness for the bridge 
4.4.2 Vehicle Dynamic Response 
Among the three vehicles, the first vehicle is chosen to monitor the response in the study. 
Since the absolute response of the vehicles on the bridge includes the contribution from the 
bridge motion, the relative response of the vehicles to the bridge gives more valuable 
information for the vehicle safety. The relative response of vehicles is obtained through 
deducting the corresponding bridge response from the absolute response of the vehicles. Under 
wind speed U = 40 m/s, vehicles with speeds of V = 10 and 20 m/s are studied separately. In Fig. 
4.9, the relative vertical displacement of the rigid body for the 1st vehicle is displayed. There is 
an increase of displacement when vehicle driving speed changes from 10 m/s to 20 m/s. Vehicles 
with different driving speeds have different location on the bridge at the same time, and it is 
observed that the vertical response of vehicles with 20 m/s driving speeds are increased when 
they are in the mid-span area (about 24-30 seconds in Fig. 4.9). Same tendency can also be 
observed for vehicles with 10m/s driving speed in the corresponding mid-span area (about 45 
seconds in Fig. 4.9). The phenomena suggest that vertical motion of the vehicles have strong 
coupling with symmetric modes of the bridge. It is also noted that the mean value of the relative 
time history corresponds to the static response of the vehicle excited by static wind force 
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component. Since the static wind forces vary with the driving speed that affects the resultant of 
wind velocity Ur as shown in Eqs. (4.67) and (4.68), the mean values of the curves have slight 
shift vertically, which contributes partially to the difference of the response between different 
driving speeds shown in Fig. 4.9. However, the dynamic amplification of the vertical response 
contributed by the roughness, dynamic component of wind action on the vehicles, and their 
interaction with the bridge can obviously be observed. 
The relative rolling displacement of the rigid body of the 1st vehicle is also shown in Fig. 
4.10. Compared with Fig. 4.9, Fig. 4.10 shows a slight increase of rolling response of the 
vehicles in the location around the quarter span (about 12 seconds for V=20m/s or 24 seconds for 
V=10 m/s). No obvious difference exists when vehicles pass the middle of the main span. The 
results suggest that the difference of rolling response of the vehicle under different driving speed 
is relatively insignificant comparing with differences of vertical response. The moderate dynamic 
coupling effects exist between vehicle rolling motion and the asymmetric modes of the bridge. 
As an important variable to identify the risk of overturning accident, the absolute rolling 
angular acceleration is also predicted under different wind speeds shown in Fig. 4.11(a) where 
the absolute angular acceleration changes little for different driving speed. The spectral density 
amplitude, shown in Fig. 4.11 (b) is obtained from spectral analysis of the time history. It is 
found that rolling acceleration of the vehicle is mostly dominated by the bridge response, which 
is indicated by several peaks including one corresponding to the torsional modal frequency of the 
bridge (marked with a circle in the figure).  
The vertical relative response of vehicles on the highway bridge and road are compared 
with the same road surface conditions, same driving speed (V= 20 m/s) and same wind speed 
(U= 40 m/s). Results in Fig. 4.12 show that the vehicle dynamic response on the road is steadier, 
while its response on bridge increases significantly when time is between 15-30 seconds, which 
corresponds to the time when the vehicles pass the middle of the main span. In other time period, 
little differences on the vehicle relative response can be observed between the vehicles on the 
road and on the bridge. Such phenomenon shows again that the vertical relative response of the 
vehicle interacts with the bridge motion, especially with the symmetric modes. 
The relative vertical response of the vehicle on the bridge under different wind speeds is 
also studied when the driving speed still remains at 20 m/s. Results displayed in Fig. 4.13 clearly 
suggest that the dynamic response of the vehicles under higher wind speed are much larger than 
that under low wind speed especially in some critical locations on the bridge (e. g., mid-span). 
Again, such result further justifies the concern about the safety of the vehicles under strong 
winds. 
In real traffic situations, many vehicles could run on the bridge at the same time. The 
relative dynamic response of the rigid body of the first vehicle is compared in Fig. 4.14 when 
there is only one vehicle and totally three vehicles on the bridge. The results show very 
insignificant difference on the vehicle relative displacement when the number of vehicles 
changes. However, the absolute response of the vehicle does decrease with the increase of 
vehicle numbers as shown in Fig. 4.15.  
4.4.3 Bridge Dynamic Response 
Figs. 4.16 and 4.17 show the time histories of vertical and torsion dynamic response in the 
middle point of the main span under wind speed U = 40 m/s where two driving speeds V =10m/s 
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and V= 20m/s are studied separately and the results are also compared with the bridge response 
without any vehicle when wind speed remains at U= 40 m/s. It can be found that the bridge 
dynamic response decreases slightly with vehicles compared with that without any vehicle. Such 
decrease is more significant when the vehicles approach the middle area of the main span (t= 20-
35 second).  Such decrease for the torsion response of the bridge is probably due to the eccentric 
weight effect of the vehicles locating on the windward side of the bridge, which suppresses the 
bridge response comparing with the bridge without any vehicle. For vertical modes, strong 
coupling and the weight of vehicles may all contribute to the decrease of the vertical response. 
As stated before, for a given time, vehicles with different driving speed are located at different 
places on the bridge. For example, since the main span of the bridge is 960 m, vehicles with 20 
m/s driving speed will roughly pass the middle of the main span at the time of 24 seconds, while 
vehicles with 10 m/s will pass the quarter point of the span (will need 48 seconds to pass the 
mid-span). It is found from the figures that only when vehicles are close to the place where the 
response is monitored (mid-point of the main span, in this case), the bridge response differs with 
different vehicle driving speeds.  
 



























 V = 10 m/s
 V = 20 m/s
 
































 V = 10 m/s




























 V = 10 m/s
 V = 20 m/s
 
(a) 


























 V= 10 m/s






Fig. 4.11. Absolute rolling acceleration for the rigid body of the 1st vehicle: (a) Time history (b) 
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Fig. 4.12 Relative vertical displacements for the rigid body of the 1st vehicle on the bridge and 





































 U = 5 m/s
















































Fig. 4.14 Relative vertical displacements for the rigid body of the 1st vehicle on the bridge with 






































Fig. 4.15 Absolute vertical displacements for the rigid body of the 1st vehicle on the bridge with 
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Fig. 4.17 Torsion displacement of the bridge at wind speed U = 40 m/s with vehicles 
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Fig. 4.19 Torsion displacement of the bridge at wind speed U = 40 m/s 
 
Figs. 4.18 and 4.19 show the response of the bridge with different number of vehicles but 
the same driving speed V=20 m/s. The bridge response has slight change with different vehicles 
numbers in a more than straightforward manner. It is probably because that there are multiple 
excitations from vehicles in different locations on the bridge when there is more than one 
vehicle. Such slight change of the bridge response with different vehicle numbers, however, may 
become significant when there are many vehicles on the same bridge together. More specific 
research on the response of the bridge under real transportation loading and wind are deserved, 
which will be reported later by the authors. The vertical acceleration of the bridge is also shown 
in Fig. 4.20. The bridge vertical acceleration responses are quite close when the number of 
vehicles changes except slight suppression effect with the existence of vehicles. Figs. 18-20 
suggest that the existence of vehicles on the bridge may have some suppression effect on the 
bridge response in high winds if they are located in some places on the bridge (e. g. the middle 
point of main span).  
 88































Fig. 4.20 Absolute bridge vertical acceleration when U= 40 m/s and V = 20 m/s 
 
The bridge response with vehicles under low wind speed is also studied. In comparison to 
high wind speed, the bridge response is affected by the driving speed of vehicles when wind 
speed is as low as 5 m/s. With the moving of the vehicles towards the middle point of the span, 
the curves also show a downward tendency, which is an indication of static displacement of the 
bridge due to the vehicle gravity (Figs. 4.21 and 4.22). It shows that when wind speed is low, 
wind effect does not dominate the bridge response like the case when wind speed is high. Under 
low wind speed, alternatively, the roughness and the static gravity effect of vehicles have 
become dominant on the bridge response. In this case, different driving speeds may cause totally 









































 V= 10 m/s
 V= 20 m/s
Fig. 4.21 Vertical displacement of the bridge at wind speed U = 5m/s 
 
The bridge response with vehicles without considering any wind effect is studied to further 
confirm aforementioned conclusions (Figs. 4.23 and 4.24). In the figures, vehicle static gravity 
effect dominates the vertical displacement of the bridge. For each driving speed, the bridge 
displacement of monitoring (middle point of main span) reaches the peak when the vehicles pass 
the monitoring location. For driving speed of 20 m/s, the curve is roughly symmetric about the 
peak point of 24 seconds when the vehicles pass the mid-span. It can also be found that the two 
curves reach the peak values at different time. Such differences on the curves, however, are not 
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Fig. 4.24 Torsional displacement of the bridge with vehicles without considering wind effect 
4.5 Concluding Remarks 
A framework for vehicle-bridge-wind aerodynamic analysis is developed to consider 
different types and arbitrary number of vehicles on the bridge. Each vehicle is modeled with 
several rigid bodies, mass blocks, and spring-damping systems. The vehicle model is suitable for 
modeling different types of cars and trucks up to five axles. This framework provides a tool to 
systematically investigate bridge and vehicle performance in strong winds, such as bridge flutter 
and buffeting, and vehicle vibration and instability, considering the interaction of bridge, 
vehicles, and winds. A comprehensive analysis of vehicle accidents on bridges and highways, 
such as overturning and lateral sliding, are on-going taking advantage of this analytical 
framework. These results will be reported in the near future.  
To demonstrate the capability of the established analytical framework, the present study 
investigates numerically the dynamic performance of vehicles and the bridge under strong winds 
and also compared with the results in low wind speed, considering three identical 2-axle vehicles 
running on a prototype long-span bridge. Effects of different driving speeds and number of 
vehicles on the dynamic performance of vehicles and bridge are studied. Dynamic wind loading 
and road roughness loading are applied on the bridge and quasi-steady wind force and road 
roughness loading are acting on the vehicles. Based on the present numerical analysis, following 
conclusions can be drawn: 
The vehicle driving speed does affect the relative vertical response of vehicles. The rolling 
relative response is dominated by direct static wind action on the vehicles and only slightly 
changes with the different driving speeds. 
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The absolute response of vehicles is dominated by the bridge response and thus varies little 
with driving speed when wind speed is high. Compared with vehicles on the road, vehicles 
responses are amplified on the bridge especially when the vehicle approaches the middle point of 
the main span. Vehicles show stronger relative response under high wind speed, which justifies 
again the importance of study on the vehicle safety under strong winds. 
The relative response of the vehicle is hardly affected by the existence of other vehicles, 
however, the absolute responses of vehicles change with the number of vehicles on the bridge. 
Multiple-vehicle simulation on the bridge is still necessary to realistically assess the response of 
vehicles as well as the bridge. 
The vehicles on the bridge could reduce the dynamic response of the bridge in some cases 
under high winds. It is possibly due to the beneficial effects of eccentric gravity of vehicles, 
which caused some suppression effect of vibration. However, the effects may depend on many 
facts, such as positions of vehicles on the bridge, vehicle number, wind speed, and driving speed. 
More studies are needed to draw a general conclusion.  
The bridge response is not sensitive to the vehicle with different driving speed when wind 
speed is high because the wind-induced response dominates the bridge response. However, when 
wind speed is low, the bridge response is dominated by the static component induced by the 
gravity of vehicles and dynamic part contributed by road roughness. Different driving speed has 
more significant effect on the bridge response when wind speed is low. 
 
4.6 Matrix Details of the Coupled System 
Please be noted that those terms not listed in the upper triangle of matrices are zero terms. The 
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= − uE ; 
[ ] ( )2 4 4 5 5113,13
q q q q q q
v vuL vuR vuL vuRC b C C C C = + + +  ; 
[ ] 4 414,14
q q q




v vuRC C= +;[ ] ;vlRC [ ] 5 516,16
q q q
v vuLC C= + vlLC ;[ ] 5 517,17
q q q
v vuRC C= + vlRC ; 









= +∑ yuRC 118,19
q q
v yC C= −;[ ] ;uL [ ] 118,20
q q
v yC C= − uR ;[ ] 218,21
q q
v yC C= − uL ;[ ] 218,22
q q
v yC C= − uR ; 
[ ] 1 119,19
q q q
v yuLC C= + ylLC ;[ ] 1 120,20
q q q
v yuRC C= + ylRC ;[ ] 2 221,21
q q q
v yuLC C= + ylLC ;[ ] 2 222,22
q q q
v yuRC C= + ylRC ; 
[ ] 3 323,23
q q q
v yuLC C C= + yuR 323,24
q q
v yC C= −;[ ] ;uL [ ] 323,25
q q
v yC C= − uR ;[ ] 3 324,24
q q q
v yuLC C= + ylLC ;[ ] 3 325,25
q q q
v yuRC C= + ylRC ; 









= +∑ yuRC 426,27
q q
v yC C= −;[ ] ;uL [ ] 426,28
q q
v yC C= − uR ;[ ] 526,29
q q
v yC C= − uL ;[ ] 526,30
q q
v yC C= − uR ; 
[ ] 4 427,27
q q q
v yuLC C= + ylLC ;[ ] 4 428,28
q q q
v yuRC C= + ylRC ;[ ] 5 529,29
q q q
v yuLC C= + ylLC ;[ ] 5 530,30
q q q







1, 0 0 1
1, 1 0 2










 = = = =
= = = =

= = = =
vK  has the same format as C  except the C is replaced by K in the matrices. v






vb vlL j j Lqj x x
C C h x x dα
=






vb vlR j j Rqj x x
C C h x x dα
=
 = − −  ; 






vb vlL j j Lqj x x
C C h x x dα
=






vb vlR j j Rqj x x
C C h x x dα
=
 = − −  ; 






vb vlL j j Lqj x x
C C h x x dα
=






vb vlR j j Rqj x x
C C h x x dα
=
 = − −  ; 






vb vlL j j Lqj x x
C C h x x dα
=






vb vlR j j Rqj x x
C C h x x dα
=
 = − −  ; 






vb vlL j j Lqj x x
C C h x x dα
=






vb vlR j j Rqj x x
C C h x x dα
=
 = − −  ; 
[ ] ( )1 119,
q q
vb ylL j qj
C C p= − x ;[ ] ( )1 120,
q q
vb ylR j qj
C C p= − x ;[ ] ( )2 221,
q q
vb ylL j qj
C C p= − x ;
[ ] ( )2 222,
q q
vb ylR j qj
C C p= − x ; 
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[ ] ( )3 324,
q q
vb ylL j qj
C C p= − x ;[ ] ( )3 325,
q q
vb ylR j qj
C C p= − x ;[ ] ( )4 427,
q q
vb ylL j qj
C C p= − x ;
[ ] ( )4 428,
q q
vb ylR j qj
C C p= − x ;[ ] ( )5 529,
q q
vb ylL j qj
C C p= − x ;[ ] ( )5 530,
q q
vb ylR j qj
C C p= − x . 





q j jq q
vb vlL Lq vlL j j Lqj
x x
h x x





 ∂ ∂   = − + − +    ∂ ∂   
[ ] ( ) ( )
;





q j jq q
vb vlR Rq vlR j j Rqj
x x
h x x





 ∂ ∂   = − + − +    ∂ ∂   
; 





q j jq q
vb vlL Lq vlL j j Lqj
x x
h x x





 ∂ ∂   = − + − +    ∂ ∂   
[ ] ( ) ( )
;





q j jq q
vb vlR Rq vlR j j Rqj
x x
h x x





 ∂ ∂   = − + − +    ∂ ∂   
; 





q j jq q
vb vlL Lq vlL j j Lqj
x x
h x x





 ∂ ∂   = − + − +    ∂ ∂   
[ ] ( ) ( )
;





q j jq q
vb vlR Rq vlR j j Rqj
x x
h x x





 ∂ ∂   = − + − +    ∂ ∂   
 





q j jq q
vb vlL Lq vlL j j Lqj
x x
h x x





 ∂ ∂   = − + − +    ∂ ∂   
[ ] ( ) ( )
;





q j jq q
vb vlR Rq vlR j j Rqj
x x
h x x





 ∂ ∂   = − + − +    ∂ ∂   
; 





q j jq q
vb vlL Lq vlL j j Lqj
x x
h x x





 ∂ ∂   = − + − +    ∂ ∂   
[ ] ( ) ( )
;





q j jq q
vb vlR Rq vlR j j Rqj
x x
h x x





 ∂ ∂   = − + − +    ∂ ∂   
; 
[ ] ( ) ( ) ( )11 1 119,
q j qq q
vb ylL ylL jj
p x





x ( );[ ] ( ) ( )11 1 120,
q j qq q
vb ylR ylR j qj
p x






[ ] ( ) ( ) ( )22 2 221,
q j qq q
vb ylL ylL j qj
p x





x ( );[ ] ( ) ( )22 2 222,
q j qq q
vb ylR ylR j qj
p x






[ ] ( ) ( ) ( )33 1 324,
q j qq q
vb ylL ylL j qj
p x





x ( );[ ] ( ) ( )33 3 325,
q jq q
vb ylR ylR j qj
p x







[ ] ( ) ( ) ( )44 4 427,
q j qq q
vb ylL ylL j qj
p x





x ( );[ ] ( ) ( )44 4 428,
q j qq q
vb ylR ylR j qj
p x






[ ] ( ) ( ) ( )55 5 529,
q j qq q
vb ylL ylL j qj
p x





x ( );[ ] ( ) ( )55 4 530,
q j qq q
vb ylR ylR j qj
p x






















= + ∂ 















= + ∂ 
; 















= + ∂ 















= + ∂ 
; 















= + ∂ 















= + ∂ 
; 















= + ∂ 















= + ∂ 
; 















= + ∂ 















= + ∂ 
; 
[ ] ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ), 0
l
b b i k b i k b i ki k
M m x h x h x m x p x p x I x x x dxα α= + +  ∫ (i, k=1 to n) 
( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )
, 0
ls p
b b i k b i k b i ki k
C C x h x h x C x p x p x C x x x dxα α α   = + +   ∫ (i, k=1 to n) 
( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )
, 0
ls p
b b i k b i k b i ki k
K K x h x h x K x p x p x K x x x dxα α α   = + +   ∫ (i, k=1 to n) 
v vk= +
bb
K K K vc
b
                                                                                                                                        
( ) ( ) ( ) ( ){ }
( ) ( ) ( ) ( ){ }












b vlR i i Rqt j j Rqti j x xq t
qt qt
ylL i j ylR i jx x x x
K h x x d h x x d
K K h x x d h x x d






    + +    
       = + +     
 





( ) ( ) ( ) ( ) ( )
( ) ( ) ( ) ( )






vlL i i Lqt Lqt
x x
j jvc qt
b vlR i i Rqt Rqti j
x x
j jqt qt
ylL i ylR i
x x x x
h x x
C h x x d d V t
x x
h x x
K C h x x d d
x x
p x p x









  ∂ ∂    + +    ∂ ∂    
  ∂ ∂      = + +      ∂ ∂    
∂ ∂   



















( ) ( ) ( ) ( ){ }
( ) ( ) ( ) ( ){ }












b vlR i i Rqt j j Rqti j x xq t
qt qt
ylL i j ylR i jx x x x
C h x x d h x x d
C C h x x d h x x d






    + +    
       = + +     
 
    +     
∑∑
{ } ( ) ( ) ( )
+
+





b L Rqt qt qt qt qt qt
vlL L vlL i Lqt i vlR R vlR i Rqt ir
q t
x x
r x r x





    ∂ ∂   = − + + + + +      ∂ ∂     
∑∑
2t r an n n= +

where  
=bv vbK K                                                                                                                                           
=bv vbC C                                                                                                                                                   
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CHAPTER 5. ACCIDENT ASSESSMENT OF VEHICLES ON LONG-SPAN BRIDGES 
IN WINDY ENVIRONMENTS 
5.1 Introduction 
While little statistical information has been collected and published, threats of strong winds 
on the safety of vehicles have been realized and reported around the world (Scibo-rylski 1975; 
Coleman and Baker 1990; Baker 1987; Baker and Reynolds 1992). In the United States, the gust 
winds have also been found to be very important contributors to the accidents of vehicles 
especially trucks. For example, on March 24, 2001, two trucks collided and one driver was killed 
on the highway in Madison, Indiana and wind effect was identified to be one potential cause 
(IDOT, 2001). On January 7, 2003, a tractor-trailer ran off the Interstate 81 in Frederick County, 
Virginia due to the strong winds (Winchester Star News, 2003). On May 30, 2003, a truck loaded 
with cattle overturned on I-29 in Iowa when the wind blew it off the road (Iowa channel news, 
2003). On February 1, 2002, on the interstate 95/495 near Largo, Maryland, the National 
Transportation Safety Board believed that the accident was contributed by multiple factors, one 
of which was also gust wind (NTSB, 2003).  
Different from scattered accidents, series concurrent accidents due to the strong winds may 
turn out to be a catastrophe. On November 10, 1998, south-central and southeast Wisconsin's 
counties experienced strong winds with sustained wind speed of 30-40 mph gusted to 60-70 
mph. In only 17 hours, there were more than 40 semi-trucks that were reported to overturn or 
side slipping off the highways in that area according to the report (NWS, 1998). Some vehicles 
that were pushed sideways by gusts also caused multiple vehicle accidents. Transportation was 
unavoidably delayed and one Interstate highway was reported to be totally closed because of the 
accidents. Many small cars were pushed into the ditches, one of them was observed as “partially 
airborne” (NWS, 1998). 
In hurricane haunted areas, strong winds can be expected in windy season. In addition to 
the loss of each individual accident, the more serious issue in hurricane-prone area is that 
accidents constantly happening on the highways will greatly delay or even obstruct the important 
transportation line before or upon the landfall of hurricanes. Transportations are usually very 
busy and more important for hurricane preparations at those moments compared with ordinary 
days. If accidents happen frequently when evacuations are in progress, the whole evacuation 
process will be significantly delayed and the safety of those people, who cannot be evacuated in 
time due to the transportation interruptions, will be inevitably put on stake. 
While very little statistical data of accidents on bridges have been collected, vehicles on 
bridges are more vulnerable to the cross gusts than on roads (Baker and Reynolds, 1992). The 
reasons include that many vehicles experience a suddenly strengthened crosswind when they just 
entered the bridge that is usually more open than the road. This is especially true when compared 
with roads with trees, hills or bushes on both sides. Another critical situation for vehicles on 
bridges is when vehicles just pass by bridge towers. The vehicle may experience a very short 
period of no crosswind action and then crosswind action resumes since the bridge towers may 
block the crosswind on the vehicles temporarily. For long-span bridges, the strong dynamic 
response of the bridge due to the interaction with wind and vehicles will also contribute to the 
accidents. To reduce accidents, some safety measures like setting an appropriate driving speed 
limit and criteria to close the bridge/highway during windy period have been adopted (Baker, 
1987). However, in the past, the decision of setting driving speed limit and closing the 
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transportation on bridges and highways arrives is mostly based on intuition or subjective 
experience (Irwin, 1999). The driving speed limit could be too high to be safe or too low to be 
efficient. Determination of suitable safety approaches at different situations deserves a more 
rational research. 
Baker et al. have made explorative studies on the performance of high-sided vehicles in 
crosswinds on roads (Baker 1986, 1991a, 1991b, 1999); In his representative early work, Baker 
(Baker, 1986) proposed the fundamental equations for wind action on vehicles without 
considering the dynamic response of the vehicles in most directions. Through the adoption of 
meteorological information the percentage of the total time for which allowable wind speed is 
exceeded can thus be found and quantification of accident risk has been made considering driver 
behavior performance (Baker 1991b, 1999). In addition to wind tunnel tests on several particular 
vehicle models to identify the wind force on vehicles (Coleman and Baker 1990), some useful 
statistical information about actual accidents in British was also collected and analyzed (Baker 
and Reynolds, 1992). All of the above analyses, however, were limited to vehicles on the road. 
Moreover, the vehicle was modeled with a rigid body with only two degrees of freedom and thus 
no dynamic vibration excited by road roughness and wind forces were considered. The road 
roughness effect, the vertical acceleration, pitching and rolling acceleration of the vehicles were 
assumed to be zero in the existent model (Baker, 1986, 1999). Such simplifications may be 
reasonable for vehicles on the road. However, the dynamic interaction effects are very important 
for the vehicles on bridges and should be incorporated into the accident analysis. A more general 
and more realistic accident analysis model which can be used for vehicles on bridges and on 
roads is very desirable. To the knowledge of the writers, however, no existing accident model is 
so far available for such purpose. 
In Chapter Four, a three-dimensional coupled bridge-vehicle-wind system was developed 
and analyzed (Cai and Chen 2004). Each vehicle was modeled as a combination of several rigid 
bodies, axle mass blocks, springs, and dampers. Dynamic interaction analysis is then conducted 
on the vehicle-bridge system to predict the “global” bridge and vehicle dynamic responses 
without considering accident occurrences. The results of the global bridge-vehicle vibrations 
serve as the basis for the present accident analysis of the “local” vehicle vibrations.  
The present study aims at building a framework of general vehicle accident analysis model, 
which can be used for vehicles on bridges and on roads. Excitations from the road roughness and 
the wind loading are incorporated. The proposed model is applicable for vehicles on the road 
with curves, cambers, and grades.  After setting up some accident criteria and driving behavior 
model, the accident risk can be assessed with the derived accident-related responses. To present 
the methodology, a truck model and a prototype bridge are chosen as the example of 
applications. 
5.2 Dynamic Interaction of Non-Articulated Vehicles on Bridges  
This section summarizes the procedures of interaction analysis of bridge-wind-vehicle for 
the convenience of discussion. Details are referred to Chapter Four. 
5.2.1 General Ride Model of the Non-articulated Vehicle 
A 2-axle model is widely adopted for the non-articulated vehicles in automobile 
engineering since non-articulated vehicles with more than two axles usually can be transformed 
into equivalent 2-axle vehicle models in the dynamic analysis (Wong 1993; Gillespie, 1993). In 
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the present study, a 2-axle four-wheel vehicle is modeled as a combination of several rigid 
bodies connected by several axle mass blocks with springs and damping devices. The suspension 
system and the elasticity of tires are modeled with springs. The energy dissipation capacities of 
the suspension as well as the tires are modeled as damping devices with viscous damping 
assumed. The mass of the suspension system and the tires are assumed to concentrate on 
idealized mass blocks on each side of the vehicle and no mass in the spring and damping devices 
exists (Fig. 4.6). The displacements of the rigid body of the qth vehicle are denoted as: vertical 
displacement qvrZ , pitching displacement in x-z plane 
q
vrθ  and rolling displacement in y-z 
plane qvrφ . In the subscripts, “vr” refers to the rigid body of the vehicle. Vertical displacements of 
the mass blocks symmetric to the central line of the jth axle are qjvaLZ  and 
qj
vaRZ . In the subscripts, 
the “L” and “R” represent the left and right mass blocks on the jth axle, respectively. The lower 
“a” represents the axle suspension. The superscript “qj” represents the jth axle of the qth vehicle. 
Same definitions apply hereafter. The longitudinal, lateral, and vertical directions of the bridge 
are set as x, y, and z axis, respectively.  
5.2.2 Coupled Equations of Vehicle-Bridge Model in Modal Coordinates 
Assuming all displacements remain small, virtual works generated by the inertial forces, 
damping forces, and elastic forces acting on each vehicle on the bridge at a given time can be 
obtained. Assuming there are totally nv vehicles running on the bridge, and the initial conditions 
are the equilibrium conditions of the bridge under the self-weight of the bridge only without 
vehicles on it. The coupled equations can be finally built from the principle of virtual work as 
{ } { }
{ } { } { }G
              + + =            
+              
v v
v v v vb v v vb v r w
s v s v b b b
b b bv b b b bv b b b r w
F + FM 0 γ C C γ K K γ
0 M γ C C + C γ K K + K γ F + F F
         (5.1) 
where subscripts “b” and “v” represent for the bridge and vehicle, respectively; vγ  and bγ  are 
the displacement vectors of the vehicles and the bridge, respectively; superscripts of “s” and “v” 
in the stiffness and damping terms for the bridge refer to the terms of bridge structure itself and 
those contributed by the vehicles, respectively; subscripts “bv” and “vb” refer to the vehicles-
bridge coupled terms; Matrices M, C and K are the mass, damping and stiffness matrices, 
respectively. F is the external loading terms. Subscripts “r”, “w” and “G” for the F refer to the 
loadings due to the road roughness, wind forces, and the gravity of the vehicles, respectively; 
superscripts of “v” and “b” refer to the forces acting on the vehicles and on the bridge, 
respectively. Some vectors are shown as follows and details of other terms in Eq. (5.1) can be 
found in Chapter Four and are omitted here for the sake of brevity. 
{ }, , , ,= v Tn1 qv v v vγ γ γ γ…                                                                                                    (5.2) 
{ 1, , , ,
T
b i }nξ ξ ξ=γ                                                                                                       (5.3) 
{ }1 1 2 2, , , , , , Tq q q q q q q qv vr vr vr vaL vaR vaL vaRZ Z Z Z Zθ φ=γ                                                                                   (5.4) 
{ } { }v v v Tv n n n1 1 1 q q qwz w w wz w w wz w ww F ,M ,M ,0,0,0,0, ,F ,M ,M ,0,0,0,0, , F , M ,M ,0,0,0,0,θ φ θ φ θ φ=F                (5.5) 
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Eq. (5.1) can be used to predict the dynamic response of vehicles as well as bridge under 
wind action. As a special case for vehicles on the bridge model, the dynamic response of vehicles 
on the road can also be predicted using Eq. (5.1) after removing the bridge-related terms in the 
equations.  
5.2.3 Wind Loading Simulation 
For bridges immersing in the flow, the wind forces on the bridge in the three directions 
(vertical, lateral, and torsion) are denoted as ( ),bwL x t , ( ),bwD x t  and ( ),bwM x t , respectively:  
( ) ( ) ( ), ,bw st ae b ,L x t L L x t L x t= + +                                                                          (5.6) 
( ) ( ) ( ), ,bw st ae b ,D x t D D x t D x t= + +                                                                          (5.7)  
( ) ( ) ( ), ,bw st ae b ,M x t M M x t M x t= + +                                                                       (5.8) 
where the subscripts “st”, “ae” and  “b”  refer to static wind force component, self-excited wind 
force component, and buffeting force component, respectively. 
With the generated wind velocity time history, the buffeting force time history 
corresponding to each point along the bridge span can be obtained (Cao et al. 2000). With the 
mode shapes obtained from finite element analysis, the wind buffeting forces on the whole 
bridge can be obtained through integrating all the force time histories along the bridge span. 
The quasi static wind forces on vehicles are usually adopted (Baker, 1986): 
( )212wx a r DF U C Aρ χ= ; ( )
21 ;2wy a r SF U Cρ χ= A ( )
21
2wz a r LF U C Aρ χ= ;                            (5.9-11) 
( )212w a r R vM U C Ahφ ρ χ= ; ( )
21
2w a r P vM U C Ahθ ρ χ= ; ( )
21
2w a r Y vM U C Ahψ ρ χ= ;         (5.12-14) 
where Fwx, Fwy, Fwz, Mwφ, Mwθ and MwΨ are the drag force, side force, lift force, rolling moment, 
pitching moment and yawing moment acting on the vehicle, respectively;  CD, CS, CL, CR, CP and 
CY are the coefficients of drag force, side force, lift force, rolling moment, pitching moment and 
yawing moment for the vehicle, respectively; “A” is the frontal area of the vehicle; hv is the 
distance from the gravity center of the vehicle to the road surface; Ur is the relative wind speed to 
the vehicle, which is defined as:  
( ) ( )( ) ( )( )22 , , cos ,rU x t V U u x t U u x t
2
sinβ β  = + + + +   
0
                                                    (5.15) 
where V is the driving speed of vehicle; U and u(x, t) are the mean wind speed and turbulent 
wind speed component on the vehicle, respectively;  β is the attack angle of the wind to the 
vehicle, which is the angle between the wind direction and the vehicle moving direction (β is 90 
degrees if the cross wind is perpendicular to the vehicle driving directions). χ is the angle 





















U u x t





=  + + 

                                                                                            (5.17) 
5.2.4 Numerical Approaches 
The position of any vehicle running on the bridge changes with time. Correspondingly, the 
coefficients of the coupled equations are also time dependent. Therefore, the matrices in Eq. 
(5.1) should be updated at each time step after a new position of each vehicle is identified. 
Rouge-Kutta method is chosen and a computer program based on Matlab is developed to solve 
the differential equations.  
5.3 Accident Analysis Model for Vehicles on Bridges 
In the previous section, the dynamic interaction model of vehicle-bridge-wind system is 
briefly introduced. Such model is used to consider the dynamic interaction effects between 
vehicles and the bridge based on the detailed simulation of vertical stiffness and damping effect 
from the suspension system as well as from the tires. This interaction analysis model, however, is 
built based on the assumption that each vehicle wheel has full point contact with the bridge 
surface all the time and there exists no lateral relative movement between the wheels and the 
bridge surface. Such model predicts the responses of the bridge in all directions and the 
responses of vehicles only in several directions such as vertical, rolling and pitching directions.  
The dynamic responses of vehicles in the vertical, rolling, and pitching directions from 
global bridge-vehicle analysis will be carried into the local accident analysis. Relative lateral and 
yaw responses of vehicles, which are not available in the global analysis, however, will be 
calculated separately with the local accident model which emphasizes on simulating the lateral 
relative movement and friction effects. The effects from lateral vibrations of the bridge on 
vehicle dynamics are considered through treating the lateral acceleration of the bridge as the 
external base excitation source of the vehicles.  
5.3.1 General Model of Vehicle for Accident Analysis 
In the derivations of section 2, a general case with multiple vehicles is considered and each 
individual vehicle is generalized as the qth vehicle. In the hereafter accident model derivation, 
only one typical vehicle is considered. Fig. 5.2 (a) shows the force coordinates for the typical 2-
axle vehicle and the four wheels are defined for accident analysis. For most vehicles, the driving 
wheels are usually the rear ones and the steering wheels are the front ones. So the traction forces 
T only exists in the two rear wheels and the steering angle δ only exists for the two front wheels. 
The wheel rolling resistance forces Fi (moving along the x axis direction) are related to the 
vertical forces as: 
f re f





where nre is a coefficient of rolling friction (with negative value) and can be estimated as a 
constant or with some simple formulas at elementary level (Gillespie, 1993); superscripts “f” and 
“r” denote the front wheels and rear wheels; and Ni is the reaction forces of the ith wheel. 
Aligning moment arising from the tire lateral frictions is omitted here. 
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When the side slipping angle is small, the tire side slipping forces Hi (along the y axis 
direction) can be related, approximately in a linear way, to the vertical reactions as (Gillespie, 
1993): 
f la f f





where mla is a cornering stiffness coefficient and fα  and rα are the side slipping angles for the 
front wheels and rear wheels, respectively (Fig. 5.2 (b)). 
The side slipping angles for the front wheels and rear wheels can be expressed as 





ψα γ= − +δ                        2ri
L
V
ψα γ= +                                                (5.20a, b) 
where ψ  is the yaw angle of the vehicle at the center of the gravity around axis z; δi is the 
steering angle of the ith wheel (it is zero for rear wheels and the same for the two front wheels 
here); L1 and L2 are the horizontal distance between the center of gravity to the front wheels and 
rear wheels, respectively (Fig. 5.5); γ is the vehicle body side slipping angle at the gravity center 
and defined by 
( )tan / /arc v V v Vγ = − ≈ −                                                                                 (5.21) 
where v is the side slipping (lateral) velocity of the vehicle body relative to the road surface; and 
V(t) is the longitudinal driving speed of vehicle at time t. In Ref. (Baker, 1986, 1991a, b, 1999), γ 
is chosen to approximate side slipping angles for both front and rear wheels as shown in Eqs. 
(5.19-20).  
For vehicles considering driver behavior as shown in Fig. 5.1, the following force and 
moment equilibrium equations should be satisfied. 
(a) Force equilibrium in the x axis:  
( ) ( )
2 2
1 1
cos sin sinf f ri i i i i i wx v g v
i i
F H F T F M g Mδ δ θ
= =
− + + + − =∑ ∑ V                             (5.22) 
where Fwx is the aerodynamic wind force on the vehicle in the x direction as defined in Eq. (5.9); 
vM  is the total mass of the vehicle; the derivative of V enables the acceleration/decelerations to 
be considered; gθ  is the grade and sinvM g gθ  is also called grade resistance; g is the gravity 
acceleration; Ti is the traction force (be zero for non-drive wheels) or braking force of the ith tire 
and is believed approximately in proportion to the vertical reaction forces  as iN
th r
iT k N= i                                                                                           (5.23) 








































































Figure 5.1 The coordinate system and vehicle horizontal layout 
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(b) Force equilibrium in the y axis:  
( ) ( )
2
1
cos sin sinf r f vi i i i i wy v v br
i
H H F F M g M v Y Vδ δ ϕ
=
ψ + + + − = + − ⋅ ∑                (5.24) 
where Fwy is the aerodynamic wind force on the vehicle in y direction as defined in Eq. (5.10); 
 is the lateral acceleration of the supporting surface under the vehicle, e. g. the bridge, 
which is obtained from the previous section; 
( )vbrY t
vM Vψ  is the centrifugal force and ϕ is the road 
camber. 




cos 0f ri i wz v vr
i
N N F M Z g ϕ
=
+ + + − =∑ )                                                   (5.25) 
where Fwz is the aerodynamic wind force on the vehicle in the z direction as defined in Eq. (5.11); 
vrZ is the vertical displacement of the vehicle obtained from the previous section in Eq. (5.4). 
(d) Moment equilibrium about the x axis.  





1 cos sini f r f r fw i i i i i i i
i i
M N N b H H F hφ vr vrJδ δ
+
= =
+ − + − + + =∑ ∑ φ                   (5.26) 
where Mwφ is the aerodynamic wind moment on the vehicle about the x axis (Eq. (5.12)); b  is the 
half width of the vehicle and  is the height from the contacting points of wheels with road 
surface to the center of gravity (c. g.); is the rolling moment inertia about the x axis; and 
1
1h
vrJ vrφ is 
the rolling displacement of the vehicle obtained from the previous section in Eq. (5.4). 
(e) Moment equilibrium about the y axis.  




cos sinf r f f rw i i i i i i i i
i i
M N L N L F H F T h Iθ vr vrδ δ
= =
+ − + + + + =∑ ∑ θ                       (5.27) 
where Mwθ is the aerodynamic pitching moment on the vehicle about y axis (Eq. (5.13)); vrI is the 
pitching moment inertia about y axis; vrθ is the pitching displacement of the vehicle about y axis 
obtained from the previous section in Eq. (5.4).  
(f) Moment equilibrium about the z axis 
( ) ( ) ( )
2 2
1
1 1 2 1
1 1
cos sin 1 cos sinif f r f f rw i i i i i i i i i i i
i i
M H L F L H L F H F T bψ vrδ δ δ δ
+
= =
− + + − + − − + + = Θ∑ ∑ ψ (5.28) 
where Mwψ is the aerodynamic yawing moment of the vehicle about the z axis (Eq. (5.14); vrΘ is 
the polar moment inertia about the z axis; ψ is the yaw displacement of the vehicle about the z 
axis that is to be calculated. Please be noted that aligning moment of the tire is omitted here.  
(g) Compatibility conditions 
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Vertical tire displacements for the non-articulated vehicle or any rigid body of the articulated 
vehicle should remain coplanar. If it is assumed that the tire reaction forces Ni are proportional to 
the tire displacements, then for conventional 2-axle vehicle, the following equation is satisfied 
(Baker, 196): 
1 2 1
f r rN N N N+ = + 2
f                                                                                   (5.29) 
It should be noted that for articulated vehicle, compatibility equations exist for each rigid 
body of the whole vehicle. 
Assuming the steering angle is small, approximations of cos 1δ ≈  and sinδ δ≈  can be 
made. Equations (5.22-23, 25-27 and 29) can be rewritten as following, 
( ) ( ) ( )( )2 1 2 1 sin 0re la f f f re th r r wx v v gn m N N n k N N F M V M gα δ θ+ + + + + + − − =              (5.30) 
( )2 1 2 1 cos 0f f r r wz v vrN N N N F M Z g ϕ+ + + + + − =                                                        (5.31) 
( ) ( ) ( )
( ) ( )
2 1 1 1 1 1 1 1 1 1 2
1 1 1 0
f la f re la f re f la r r
la r r
vr vr w
N b h m n h h m b n h N b h m N
h m b N J M φ
α δ α δ α
α φ
+ + + − + + +
− + − =
+
                    (5.32) 
( ) ( ) ( ) ( )1 1 1 2 1 1 2 2 1 0re la f f f th re r r w vr vrL n h m h N N k n h L N N M Iθα δ θ   + + + + + − + + − =                   (5.33) 
2 1 1
f r fN N N N+ = + 2
r                                                                                                         (5.34) 
Solving Eqs. (5.30-34) gives 
( )( ) ( )0 1 1 2 2 1 1 0 3
3 1 1 0 1
re la f
th
n L L m L h
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                        (5.39) 
0 sinwx v v gF M V M gβ θ= − −                                                                                            (5.40) 
(1 coswz v vrF M Z g )β ϕ= + −                                                                                             (5.41) 
2 vr vr wJ M φβ φ= −                                                                                                               (5.42) 
3 w vrM Iθ vrβ θ= −                                                                                                               (5.43) 
Eqs. (5.24, 28) give the following results 
4 5 6 7
dv v
dt
β β β ψ β= + + + δ                                                                                                (5.44) 
2
8 9 10 112
d v
dt
ψ β β β ψ β= + + + δ
brϕ
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                                                                                      (5.49) 
( )8 0.5 /re thwM n kψβ = − + + Θ 2β                                                                                        (5.50) 
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( ){ }1 0 3 1 1
9







                                                                          (5.51) 
( ) ( ){ }1 1 2 1 2 1 1 0 3
10




 − − + + − =
Θ
                                                  (5.52) 
 
( ) ( ) ( )
( )
1 1 1 0 2
11
1 2
0.5la re re thm n h n k L h L
L L
1 3β β β
β
 + + + − =
+ Θ
−
                                                 (5.53) 
By denoting Y as the lateral displacement, the coupled equations of motion, Eqs. (5.44 and 
45), can be written in the state-form as:  
{ }d
dt
  = + 
 
ξA B ξ C                                                                                                            (5.54) 
where 
1 0 0 0
0 1 0 0
0 0 1 0







A                                                                                        (5.55) 
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=  + 
 + 
C                                                                                          (5.58) 
With the assumed initial conditions about ξ and δ, Eq. (5.54) can be solved at time step t 
and the reaction forces of four wheels can also be quantified with Eqs. (5.36-39). The new 
steering angle in time t+∆t can be predicted with the steering angle model (discussed next) based 
on the obtained response in time t.  Then this calculation procedure continues to time t+∆t. 
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Repeat such procedure and the whole time history of ξ, reaction forces Ni  and steering angle δ 
can be derived. The vehicle accident can be identified based on suitable accident criteria. 
5.3.2 Driver Behavior Model 
The driver behavior is considered as the way that a driver will steer his/her vehicle being 
blown laterally and rotationally across the road. While each driver’s behavior may be different, it 
is expected that a driver would set the steering angle in according to the lateral and yaw 
displacements, velocities and accelerations in order to keep the vehicle in position (Baker 1991b, 
1999). In automobile engineering, steering angle is mostly studied about how to negotiate the 
cornering other than how to correct the driving to avoid accident in a straight route (Wong, 1993; 
Gillespie, 1992). It was also pointed out in (Chen and Ulsoy, 2001) that the driver behavior 
model is still a topic with a lot of uncertainties. Hence most existent models cannot be easily 
used in the current problem. Among very few people working on the driver behavior model 
serving current problems, Baker (1991b and 1999) once proposed the steering angle model, 
which is related to the lateral response and the lateral velocity. After some trial-and-error 
investigations of the driver behavior model, one similar to that proposed by Baker is suggested as 
follows.  
The present driver behavior model is developed based on a simple idea that the steering 
angle should be adjusted to correct any lateral displacement of the front (steering) wheels. The 
adoption of the lateral responses of the front wheel other than that of the vehicle body (at C. G.) 
enables the yawing response can be taken care of as well. As mentioned earlier, each driver may 
react differently, and therefore, the present model is for demonstration only even though it gives 
very reasonable results. It is out of the scope of the current work in determining how driver 
behaviors in actual driving in a windy environment. The model is suggested as: 
( ) (1 2 1 1 2L L Y L Y LRδ λ ψ λ
+
= − + − + )1ψ                                                           (5.59) 
where R is the radius of turn; λ1 and λ2 are related to the driver behavior and assumed to be 
constants for the same driver. 
5.3.3 Accident Criteria 
For vehicles, it is usually believed that three types of typical accidents may happen: 
overturning accident, rotational (yawing) accident, and side slipping accident (Baker 1991b). All 
the accident criteria are decided based on some practical considerations. For lateral side slipping 
and rotational accident, the criteria can be set to avoid the vehicle sliding into other lanes, which 
causes potential accidents, such as impacting other vehicles, curbs, soft ground or tripping the 
vehicle into rollover (Gillespie, 1992). Theoretically, a overturning or rollover accident is to 
happen only when the C. G. of the vehicle is raised up to the rollover point and an experienced 
driver may be able to stabilize the vehicle when one wheel loses contact with the road surface 
(Gillespie, 1992). However, for ordinary drivers, setting more conservative criteria still makes 
sense. 
Baker et al. once gave some guidelines for accident identifications (1986, 1991), which will 
be adopted here as follows: within some distance of the vehicle entering a sharp edged gust, the 
overturning accident is said to happen when one of the tire reaction forces Nj fell to zero, or side 
slipping accident is said to happen when the lateral response Y of the vehicle exceeds 0.5 m, or 
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the rotation accident is said to happen if the yawing displacement vψ  exceeds 0.2 radius. Such 
sharp-edged wind field exists when the vehicle just passes the bridge tower which used to block 
the wind action on the vehicle, or there is a strong gust acting on the vehicles and the bridge 
suddenly. 
In the real world, the strong wind usually may not reign the driving for a very long time. 
Besides, the strong wind itself will naturally remind the driver to concentrate more on driving. 
So it is maybe acceptable for ordinary drivers to continually adjusting steering angle for a not too 
long period. On the other hand, the low wind speed is relatively common in ordinary days and it 
is not very realistic for drivers to adjust the steering angle in a very high frequency for a long 
time. Since there is no sufficient available information, it is suggested to set a steering angle 
adjusting frequency limitation of 1 Hz when wind speed is lower than 15 m/s and 2 Hz when 
wind speed is 15 m/s above. This additional criterion eliminates some results which are actually 
impractical in the real world. 
5.4 Numerical Example 
5.4.1 Prototype Bridge and Vehicles 
The Yichang Suspension Bridge located in the south of China has a main span of 960 m 
and two side spans of 245 m each. The height of the bridge deck above the water is 50 m. The 
sketch of the bridge is shown in Fig. 4.5 and its main parameters are shown in Table 2.1 (Lin and 
Chen 1998). Based on a preliminary analysis with modal coupling assessment technique (Chen et 
al., 2004) and the observation of wind tunnel results, the four important modes considered in the 
present study are shown in Table 4.1 to consider the three-direction response of the bridge (Lin 
and Chen, 1998). In this example, the attack angle of the wind to the vehicle β=90o, i.e., the wind 
is acting perpendicular to the driving direction. 
The vehicle model shown in Fig. 4.6 has seven degree-of-freedom, three for the rigid body 
of the vehicle (vertical displacement Zvr, pitching about the y axis θvr and rolling about the x axis 
φvr) and the other four for the vertical displacements of the four wheels (ZaL1, ZaR1, ZaL2, ZaR2).  
Wind force coefficients used by Coleman and Baker (1990) are adopted here: 
For 0 / 2χ π≤ <  
( )0.3821SC a χ= ;C a ( )2 1 sin 3L χ= + ; ( )3 1 2sin 3DC a χ= − + ;                                              (5.60a-c) 
( )1.774YC a χ= − ; C a ; C a ;                                                      (5.61 a-c) ( )
1.32
5P χ= ( )
0.294
6R χ=
For / 2π χ π≤ <  
( )0.3821SC a π χ= − ;C a ( )( )( )2 1 sin 3L π χ= + − ; ( )( )( )3 1 2sin 3DC a π χ= + − − ;                     (5.62 a-c) 
( )1.774YC a π χ= − − ; C a ; C a ;                                         (5.63 a-c) ( )
1.32
5P π χ= − − ( )
0.294
6R π χ= −
where a1-a6 equal to 5.2, 0.93, 0.5, 2.0, -2.0 and 7.3 for such vehicle [2], respectively. 
In addition to the variables of the vehicle shown in Table 4.2, some additional parameters 
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of the vehicle are shown in Table 5.1. 
 
 
Table 5.1 Additional parameters of the vehicle used in the numerical example 
coefficient of side slipping friction mla  2.5  
coefficient of rolling friction nre -0.0075  
 
 
5.4.2 Vehicle Interaction Analysis with the Bridge 
As discussed earlier, with the bridge-vehicle interaction model, the time history of vehicle 
responses can be predicted for accident analysis. Interaction analysis starts from the first vehicle 
enters the bridge until the first vehicle leaves the bridge. Figs. 5.2-5.3 show the accelerations of 
vehicles in the vertical, rolling and pitching directions of the first vehicle with the same driving 
speed of 22 m/s versus the time under wind speed U=30m/s and U= 5m/s, respectively. The 
small sketch of the bridge indicates the corresponding location of the first vehicle on the bridge 
at any time. As will be seen later, vehicle accelerations in these directions will be used in the 
accident assessment. In Fig. 5.2, relatively larger accelerations can be observed when the vehicle 
moves to the middle range of the main span with 30 m/s wind speed. Such tendency, however, is 
not noticeable when the wind speed is as low as 5 m/s (Fig. 5.3). It is maybe because the 
acceleration contribution from the bridge to the vehicle is relatively small when wind speed is 
low. Comparing Figs. 5.2 and 5.3 suggests that the vertical and pitching accelerations decrease 
less significantly than the rolling acceleration does when the wind speed changes from 30 m/s to 
5 m/s. It is possibly because that the accelerations of vehicles are contributed more significantly 
by high frequency vibration than by low frequency vibration. So the road roughness, as the high 
frequency excitation, may contribute more significantly to the total accelerations than the wind 
as a wide-band excitation does. Since the varying road roughness is only assumed on the vehicle 
moving directions (roughness is assumed the same in the bridge width direction), road roughness 
contributed much less to the rolling accelerations than in other two directions.  
Figs. 5.4-5.5 give the relative responses of the vehicle in the vertical, rolling and pitching 
directions. Larger relative vertical response can be observed when wind speed U is 30 m/s 
compared with that when U=5 m/s with the same driving speed. Slightly larger relative responses 
can be observed when vehicles move in the middle-span region of the bridge compared with 
vehicles moving elsewhere on the bridge when wind speed U is 30 m/s (Fig. 5.4). Relative 
responses, however, have no obvious increment in the middle range of the main span when wind 
speed U is 5 m/s (Fig. 5.5). Such phenomenon shows again that the interaction effect exists 
between vehicles and the bridge, especially when wind speed is high. To avoid losing interaction 
information between vehicles and the bridge in the accident assessment process, vehicle dynamic 
results from interaction analysis seem to be very important. 
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Figure 5.2 Vehicle accelerations when wind speed U=30 m/s and V=22 m/s 
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Figure 5.3 Vehicle accelerations when wind speed U=5 m/s and V=22 m/s 
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 Figure 5.5 Vehicle relative displacements when wind speed U=5 m/s and V=22 m/s 
 
5.4.3 Accident-Related Response of the Vehicle 
While the vehicle-bridge interaction analysis gives vehicle responses in several directions 
including vertical along axis z, rolling around axis x and pitching around axis y, responses in 
other directions, such as lateral (along axis y) and yawing (around axis z), are to be identified 
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separately. These response are called “accident-related response” since they are critical to the 
assessment of accidents.  
The accident assessment is only given to the first vehicle starting from the moment when 
the vehicle just enters the main span. It is to simulate the situation that the vehicle just passes by 
the bridge tower, which may temporarily block the wind loading on the vehicles. Once the truck 
enters the main span (namely passes one bridge tower), the truck will experience a sudden wind 
action. In Eq. (5.54), only four unknowns are to be solved: the truck body lateral displacement Y, 
the truck body yawing angle Ψ and their respective velocities. The initial conditions for the 
differential equations are assumed to be zero. In any time step, the new steering angle will be 
decided and vector C in Eq. (5.54) should be updated.  
The second-order Rouge-Kutta approach is chosen to solve the differential equations with 
the time step of 0.01 second. Since the bridge is symmetric, 500 meter driving distance, a little 
bit longer than one-half of the main span, was considered. The proposed model is first validated 
with the comparison with the results by Baker’s (1986) without considering driver behaviors of 
vehicles on the road. To enable a direct comparison, bridge and steering angle related terms in 
the formulations are omitted and the side slipping angle model in Eqs. (5.19-20) are changed 
correspondingly. It is found that the same results can be obtained as Ref. (Baker, 1986) with the 
same vehicle data. 
Fig. 5.6 shows the lateral, yawing response and corresponding steering angle under 15 m/s 
(33 mph) wind speed and vehicle driving speed when no driver behavior is considered, namely 
with zero driver steering angle. It is found that both lateral and yawing responses keep increasing 
with the driving distance and quickly exceed the accident criteria. It suggests that a vehicle will 
quickly be off-lane and “sway the tail” on bridges and roads if no any driver interference is 
applied on the driving vehicle under moderate wind. While some difference for the lateral side 
slipping can be observed when the vehicle runs on the bridge or on the road, little difference can 
be observed for the vehicle yawing response for this moderate wind speed. 
Fig. 5.7 shows the accident-related responses when the driver’s steering angle is applied on 
the driving vehicle. It is found that the lateral side slipping response has been well suppressed 
around the zero side slipping location (as shown on the top subplot of Fig. 5.7). The yawing 
response as shown in the middle subplot of Fig. 5.7 is also limited to some value much lower 
than the accident criteria. The corresponding steering angle is shown in the bottom subplot of 
Fig. 5.7. For comparison purpose, the results of vehicles on the road with the same wind speed 
and driving speed are also plotted in the figure. Similar to the case without driver behavior (Fig. 
5.6), it is found that lateral side slipping response of vehicles on the bridge is higher than that of 
vehicles on the road and yawing response only show slight difference between vehicles moving 
on the bridge and on the road. Correspondingly, more significant change of steering angle is 
required when vehicles run on the bridge than on the road. The steering angle should be 
constantly changed during the process of driving (adjusting frequency is about 0.5 Hz from the 
figure). The coefficients λ1 = 0.1 and λ2 = 0.2 used in this example represent just only one type of 
driving behavior described in Eq. (5.59).   
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Figure 5.6 Lateral displacement and yawing angle of the truck without steering angle input 
(U=V=15 m/s)  
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Figure 5.8 Windward wheel reactions of the truck when U=V=15 m/s (λ1=0.2, λ2=0.1) 
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Figure 5.9 Leeward wheel reactions of the truck when U=V=15 m/s (λ1=0.2, λ2=0.1) 
The reaction forces of each wheel are critical to identify the risk of overturning accidents. 
Fig. 5.8 and Fig. 5.9 show reaction force ratios for the windward and leeward wheels, which are 
normalized by the static reaction force of the corresponding wheel when the vehicle remains still 
on the ground. Comparison of results in Figs. 12 and 13 suggests that the reaction force ratios for 
the windward wheels are smaller than those of the leeward wheels. In addition, the mean value of 
the reaction force ratio for the windward rear wheel seems to be the smallest among the four 
wheels (about 0.7), but is still much higher than 0. Similar to the cases of displacements (Figs. 
5.6 and 5.7), the reaction force ratios of vehicles on the bridge also have larger variations than on 
the road. As shown in Figs. 5.7-9, it can be concluded that it is safe for vehicles to run on both 
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the bridge and the road with the given steering angle shown at the bottom of Fig. 5.7 and with 
the wind speed and driving speed all equal to 15 m/s (33 mph). The absolute value and changing 
speed of the steering angle are quite low (adjusting frequency is about 0.5 Hz), which means an 
ordinary driver can achieve the similar maneuver as shown in Figs. 5.7-9. 
Vehicles may have different performance under higher wind speed. Fig. 5.10 shows the 
accident-related responses and the steering angle versus the travel distance when wind speed is 
35 m/s (78 mph) and driving speed is 15 m/s (34 mph). As shown on the top of Fig. 5.10, the 
lateral side slipping displacement is much higher comparing with that under the wind speed of 15 
m/s and maintain around some value other than zero. The middle subplot of Fig. 5.10 shows the 
yawing response of vehicles and it has exceeded the accident criterion. The bottom figure of the 
steering angle shows very dense curves with large value, which suggests faster and larger change 
of steering angle is required when wind speed is higher.  
The reaction force ratios are shown in Fig. 5.11 for the four wheels. It is found that the 
bolded curve (windward rear wheel) has turned to negative in some cases, which suggests the 
possibilities of overturning accidents. It can also be found that the windward wheels all lose 
some reaction forces compared with still vehicle situation and the windward rear wheel is most 
likely to lose contact with the road surface. The higher wind speed requires more frequent 
change of steering angle (adjusting frequency is about 2- 4 Hz) to control the vehicle, which also 
justify that vehicles are much more difficult to control in strong wind and an ordinary driver may 
be very prone to have an accident due to more possible mistakes in steering the wheels.  
Vehicle performances under low wind speed and high driving speed are also investigated. 
Fig. 5.12 shows the lateral and yawing displacements and the corresponding steering angle for 
vehicles with 50 m/s (112 mph) driving speed when wind speed is 5 m/s (11 mph). Lateral and 
yawing responses are all lower than the accident criteria even the driving speed is quite high. But 
the steering angle should be changed with a frequency about 0.8 Hz (it takes 500m/(50m/s) = 10s 
to finish the roughly 8 steering cycles), higher than the case when wind speed and driving speed 
all equals to 15 m/s as shown in Fig. 5.11 and lower than the case with high wind speed (35m/s) 
as shown in Fig. 5.10. The phenomenon suggests that in low wind speed, the vehicle can 
theoretically be driven in a quite high speed. However, more attention on appropriately adjusting 
the steering angle is necessary to keep the high driving speed safe. Since long time of adjusting 
the steering angle in a high frequency will quickly accumulate the driver fatigue and then 
jeopardize the driving safety, high driving speed is practically not safe for drivers. The reaction 
force ratios as shown in Fig. 5.13 suggest that the two front wheels lose some reaction forces and 
the vehicle body is not in the same equilibrium condition as the static situation even though the 
wind speed is quite low. 
5.4.4 Accident Driving Speed 
In the transportation practice, lowering the driving speed limit or close the bridge or 
highway is one common option to ensure the vehicle safety under strong winds. A suitable speed 
limit is of utmost importance to the drivers and the traffic administrators. Accident-related 
responses of the truck in several typical situations are studied in the previous section for 
demonstration. For vehicles running on the bridge with wind, it is desirable to know the highest 
allowable driving speed under any particular wind speed to avoid risks of accidents. Such critical 
driving speed is called “accident driving speed” in the present study. The three types of typical 
accidents (overturning accident, rotational accident, and side slipping accident) may happen 
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concurrently or sequentially. The first occurrence is the critical one and the corresponding 
driving speed is the accident driving speed. 
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Figure 5.11 Wheel reaction forces of the truck when U=35 and V=15 m/s (λ1=λ2=0.3) 
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Figure 5.12 Response of the truck with driver steering when U=5 and V=50 m/s (λ1=0.4 λ2=0.3) 
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Figure 5.13 Wheel reaction forces of the truck when U=5 and V=50 m/s (λ1=0.2, λ2=0.3) 
 
In order to predict the accident driving speed for different wind speeds for the truck on the 
prototype bridge, the accident driving speeds are searched under different wind speeds. Under 
each wind speed, the driving speed is increased in a step of 1.0 m/s. In each step, the accident-
related response and reaction forces are predicted to check if any of the three accidents may 
occur during the driving process on the bridge. Keep increasing the driving speed to next step if 
no accident happens during that period. The lowest driving speed under which at least one 
accident criterion is not satisfied even after different variables (λ1 and λ2 here) of the steering 
angle model are tried can be identified as the “accident driving speed”. Repeating such process 
under different wind speeds, a curve for accident driving speeds versus wind speeds can be 
drawn from the results as shown in Fig. 5.14.  
As shown in Fig. 5.18, the accident driving speed generally decreases with the increase of 
wind speed. When the wind speed increases from 5 m/s up to about 20 m/s, the accident driving 
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speed decreases gradually from 60 m/s to about 30 m/s. When the wind speed keeps increasing, 
the accident driving speed drops to zero. This phenomenon suggests that when wind is not so 
strong, lowering the driving speed can maintain the safety of the vehicles on the bridge. 
However, when wind speed reaches the upper limit, solely lowering driving speed cannot avoid 
the accident occurrence. In other words, a still truck will also be blown off under some high wind 
speed, which agrees with the common sense. It is also found in this example that overturning 
accidents are most likely to happen when wind speed is over 20 m/s, while side slipping 
accidents are most likely when wind speed is lower than 20 m/s.  
For comparison purpose, accident analysis is also conducted for the same truck on the road, 
and the results are also plotted in Fig. 5.18. It shows that vehicles on the road have higher 
accident driving speed, and the upper limit wind speed under which the truck cannot keep safe is 
the same. At this maximum wind speed (about 35 m/s), the driving speeds are approaching zero 
no matter on the road or on the bridge, which means the truck can not safely move on the bridge 
or on the road. 

























Wind speed U (m/s)
 On the bridge
 On the road
Figure 5.14 Accident driving speed versus wind speed 
5.5 Concluding Remarks 
In the present study, an assessment model for vehicle accidents on bridges and on roads 
under wind action is introduced. The proposed model starts with a full interaction analysis 
between the bridge and the vehicle, which predicts, in addition to the bridge vibration, the 
vehicle response in the directions of vertical, rolling and rotation under the wind action and road 
roughness. Such vehicle and bridge vibration information is carried over to the following 
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accident analysis of the vehicle only. With given accident criteria, the accident driving speed can 
then be predicted under any wind speed.  
The following conclusions can be made after the numerical example with a truck model 
moving on the prototype bridge. It is noted that some of these conclusions are “common sense” 
qualitatively, but are quantitatively verified through numerical simulation, which provides a base 
to make scientific decisions for traffic management in windy environments.     
1. The proposed accident analysis model can be used to predict the accident-related 
response. With suggested accident criteria and driving behavior model, the accident risks can be 
assessed. 
2. Lowering driving speed is effective to lower the accident risk only if the wind speed is 
not extremely high. Setting suitable driving speed limit is important to decrease the likeliness of 
accident occurrence. 
3. When wind speed reaches high to some extent, the vehicle should not be on the bridge 
no matter what driving speed it has. Rational critical wind speed limit should be set to decide 
when to close the bridge. In the present study, 32 m/s (71 mph) is the critical wind speed limit 
based on numerical simulation. Actual limits can be set by considering also other factors. 
4. Vehicles on the bridge are more vulnerable to accidents than on the road. Usually lower 
driving speed limits for vehicles on the bridge than on the road should be rationally defined to 
avoid the accident when strong wind speed exists. 
5. Overturning is most likely to happen on the bridge for high-sided vehicles, like trucks 
and tractor-trailer. Windward rear wheel is mostly likely to initiate the accident. 
6. The present study is to build up the framework for the accident analysis and more 
insightful studies on the driver behavior model and accident criterion are necessary. 
 
CHAPTER 6. STRONG WIND-INDUCED COUPLED VIBRATION AND CONTROL 
WITH TUNED MASS DAMPER FOR LONG-SPAN BRIDGES 
6.1 Introduction 
Long-span bridges undergoing wind excitation exhibit complex dynamic behaviors. 
Buffeting vibrations induced by wind turbulence happen throughout the full range of wind 
speed. As the wind speed increases, aerodynamic instabilities such as flutter may occur at 
high wind speed (Simiu and Scanlan 1996). Much research effort has been made in 
mitigating excessive buffeting vibrations and improving aerodynamic stabilities for long-span 
bridges during construction (Conti et al. 1996; Takeda et al. 1998) and at service (Pourzeynali 
and Datta 2002; Omenzetter et al. 2002; Miyata and Yamada 1999). Among all of the control 
procedures, dynamic energy absorbers such as tuned mass dampers (TMDs) have been 
studied in suppressing the excessive dynamic buffeting (Gu et al. 2001) or enhancing the 
flutter stability of bridges (Gu et al. 1998; Pourzeynali and Datta 2002). As traditional control 
devices, the dynamic energy absorbers dissipate external energy through providing 
supplemental damping to the modes of concern (Abe and Igusa 1995; Kareem and Kline 
1995). 
Jain et al. (1998) analyzed the effects of modal damping on bridge performance of 
aeroelasticity. It was found that supplemental damping provided through appropriate external 
dampers could certainly increase the flutter stability and reduce the buffeting response of 
long-span bridges. In a conventional TMD control design, the TMD frequency is designed or 
tuned to the modal frequency of the fundamental mode (Fujino and Abe 1993) in order to 
reduce the so-called resonant vibration and this method is thus called resonant-suppression 
approach here.  
When the modal coupling among the modes is weak, the bridge can be regarded as a 
simple combination of many single Degree-Of-Freedom (DOF) systems and single mode 
analysis is usually applicable (Lin and Yang 1983). In such a case, an equivalent damping 
ratio ζe can be adopted to assess the control efficiency and performance for each individual 
mode. When white noise excitation was assumed, the root- mean-square (RMS) ratio between 
the controlled and uncontrolled vibrations was derived as (Fujino and Abe 1993): 
( ) 3 20 s e s scon s
3 2
uncon s e0 s s s
S / 2 M
Ratio
S / 2 M
 π ζ + ζ ωσ ζ = ≈ =
σ ζ π ζ ω  + ζ
  (6.1) 
where S0 = spectral density of white noise excitation; Ms  = generalized modal mass; 
and ωs, ζs and ζe = modal circular frequency, modal damping ratio, and equivalent damping 
ratio of TMD, respectively. 
It is well-known that wind-induced aeroelastic effects result in additional aerodynamic 
damping and stiffness for long-span bridges (Tanaka et al. 1993). The additional aerodynamic 
damping and stiffness may vary with wind speed and be different for various bridges. 
Typically, the aerodynamic damping increases with the increase of wind speed for bending 
modes but decreases for torsion modes. Consequently, the modal damping ratio ζs for the 
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mode of concern, which consists of mechanical and aerodynamic damping, could increase 
and be very high under strong wind. As indicated in Eq. (6.1), the control efficiency 
decreases with the increase of modal damping ratio ζs. It also implies that, for coupled mode 
vibrations of long-span bridges, the control efficiency of buffeting response of bending mode 
decreases with the increase of wind velocity since the aerodynamic damping of bending 
modes usually increases with the wind speed as mentioned above. Since bending modes 
usually contribute significantly to the overall buffeting response among all of the modes, the 
decreased control efficiency in bending modes may deteriorate the overall control efficiency 
of the bridge vibration. 
The adoption of slender deck and the increase of bridge span lengths tend to make the 
frequencies of modes closer, which increases modal coupling effects through aeroelastic 
effects in high wind velocity (Bucher and Lin 1988; Jain et al. 1996; Katsuchi et al. 1998; 
Thorbek and Hansen 1998; Cai and Albrecht 2000). Modal coupling effects due to strong 
wind may result in a significant additional component to the buffeting response of each 
individual mode, compared with the cases of weak modal coupling. Accordingly, a more 
efficient control approach than the traditional resonant-suppression method may exist for the 
coupled buffeting control of bridges in strong wind. 
The present study aims at introducing an alternative TMD design approach, which is 
based on suppression of modal coupling effect among modes under strong wind. 
Conventional resonant suppression TMD design idea has difficulty to achieve satisfactory 
control effects because strong modal coupling under strong wind causes high damping ratio 
of some concerned modes. Different from conventional resonant suppression through 
supplying additional damping, the proposed design approach is to attain control efficiency 
under strong wind through suppression modal coupling effects among several coupling-prone 
modes. With the proposed control approach, a well-designed TMD system can efficiently 
suppress wind-induced vibrations for the strongly-coupled modes even in high wind speed. 
Poorer control performance may otherwise be anticipated for TMDs designed based on the 
conventional resonant-suppression approach.  
To better develop and explain the new control approach, approximated closed-form 
solutions of coupled buffeting response were first derived for a multi-mode coupled bridge 
system attached with arbitrary number of TMDs. This derivation clearly shows the 
contributions of all components of the response and indicates how TMDs can be designed to 
control each part. Examples of a two Degree-Of-Freedom (2DOF) model and a long-span 
prototype bridge were then used to further demonstrate and validate the efficiency of TMDs 
on the coupled response control. Finally, the applicability of dual-objective control with 
passive TMD system designed based on the new control approach was briefly discussed. 
6.2 Closed-Form Solution of Bridge-TMD System 
To better understand the coupled vibrations and the interaction of the bridge-TMD 
system, closed-form solutions are derived below. This derivation will give insights and 
facilitate the discussion in developing a new TMD control approach for coupled vibrations in 
strong wind.  
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Linda and Donald (1998) once analysed the coupling problem of sound-induced 
vibrations and proposed an approximated closed-form formation for acoustics. By using a 
similar procedure, a closed-form formulation is derived below for a coupled wind-induced 
vibration of a bridge-TMD system. To keep the integrity of the derivation, some well-known 
formulas are necessarily revisited below.    
For a bridge under wind action with a displacement of r(x, t), the buffeting and 
aeroelastic forces are expressed as functions of the displacement r(x, t) and location ordinate 
x as fb(x, t) and f ( , respectively. Assume that a total number of ns x, r, r) 2 TMDs are attached 
to the bridge at the location of xp (p = 1 to n2), then the equation of motion is derived as 




b s p TMD
p 1
r(x, t) r(x, t) (x)r(x, t) f (x, t) f (x, r, r) (x x )f (t)L D
=
+ + ρ = + + δ −∑   (6.2) 
where [ ]⋅L  and [ ]⋅D  = elastic and viscous damping operators; (x)ρ  = mass density; ( )δ ⋅  =  
Dirac delta function; and fTMDp = reaction force from the pth TMD on the bridge.  
 The deflection components of the bridge are represented in terms of the mode shapes 




r(x, t) r (x) (t)
=
= δ ξ∑      (6.3) 
where n1 = total number of natural modes considered; )t(iξ = generalized coordinate; r = h, p 
or α; h(x), p(x), and α(x)  = vertical, lateral, and torsional mode shape, respectively and 
B
1, if r
deck width b, if r h or p
 = αδ = 
 =
    (6.4) 
The multi-mode formulation of the equation of motion for a bridge-TMD system under 
external excitation can thus be expressed as 
'' '
TMDξ + ξ + ξ = +bI A B Q F                                    (6.5) 
where  = generalized coordinate vector; the superscript prime “`” represents a derivative 
with respect to dimensionless time s U
ξ
t / b= ; = identity matrix; Q = excitation force 
vector normalized to the generalized mass inertia; F
I b
TMD = reaction force vector of TMD on 
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the bridge normalized to the generalized mass inertia; and A and B =  total damping ratio 
matrix and total stiffness matrix , respectively. The general terms of matrices A and B are 
ij i i ij i ijA (K) 2 K J KZ= ζ δ −                                 (6.6) 
2
ij i ij i ijB (K) K J K T= δ −
2                                              (6.7) 
where iζ  = damping ratio for the i
th mode; ijδ  = Kronecker delta function that is equal to 1 if 
i = j and equal  to 0 if ; = reduced frequency; ji ≠ K b /= ω U i iK b / U= ω = i
th reduced 
frequency; b = bridge width; ω  = ii
th circular natural frequency, U = mean velocity of the 








l             (6.8) 
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α
α α α α
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+ + + + + + α
α
      (6.9) 
i j i j i j
i j i j i j i j i j i j
* * *
ij 4 h h 3 h 6 h p
* * * * * *
3 p 4 p p 6 p h 3 4 h 6 p
T H G H G H G
P G P G P G A G A G A G
α
α α α α
= + +
+ + + + + +
   (6.10)  
where  = generalized mass inertia for the iiI
th mode; ρ  = air density; l = bridge length; 
 = experimentally determined flutter derivatives for the bridge deck; and 
the modal integrals ( G ) are computed as 
* * *
i i iH ,P , ( i 1 6)= −A
jisr
i jr s i j0
dxG r (x)s (x)= ∫
l
l
                                              (6.11) 
where ; and js h . iiii orp,hr α= j j j, p or= α
 To solve the equation of motion, Eq. (6.5) is Fourier transformed in reduced frequency 
K domain as  
TMDξ = +bE Q F                  (6.12) 
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ζ  and 
pTMD
m  = circular frequency; damping ratio; and mass for the pth 
TMD, respectively.  
Similar simplification to that by Linda and Donald (1998) is followed below. The ith 
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The superscript “un” for )K(uniξ  stands for the uncoupled single-mode solution that is 
obtained from Eq. (6.19) by ignoring all the coupling effect. Eq. (6.21) thus represents the 
ratio of coupled and uncoupled solutions.  
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where 
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= ; ε  is introduced to order the coupling coefficients; 
for weak coupling 1<<ε . The magnitude of ε  is chosen to make the normalized coupling 
coefficients Dij
~  of the order of 1, denoted as (Linda and Donald 1998). [1]O
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                                 (6.24) 
According to the definition in Eq. (6.21), ξ  and  are equal to 1 if the modal 
coupling effect is entirely omitted.  Otherwise, for weak coupling system, there exists the 
conditionε . When the i
i (K) j(K)ξ
1<< th mode is under study (defined as current mode thereafter), its 
reduced frequency Ki is different from Kj. For 1<<ε , following equation can be derived 
(Linda and Donald 1998). 
j (K) 1 ( ) 1ξ = − ε ≈O                                (6.25) 
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∑                           (6.26) 
In the above derivation process, coupling effects with the order of O(ε2) are ignored. 
Physically, this is to say that when the response of the ith mode is determined, the coupling 
effects between the ith mode and other modes (jth mode) are included in the solution.  
However, the coupling effects between jth mode and the other modes (except for ith mode) are 
deemed negligible as indicated in (6.25). Since only the high order small terms are ignored, 
the accuracy of the solution is not significantly scarified (Linda and Donald 1998). 





i b2 2 2 2
j ii i ii j j jj
i K K D1(K) Q (K) Q (K)
K K i K K D (K K i K K D )≠
b
 ⋅ ⋅
ξ = × − 
− − ⋅ ⋅ − − ⋅ ⋅  
∑          (6.27) 
If the cross-modal buffeting spectrum is omitted (Simiu and Scanlan 1996), the power 
spectral density (PSD) for the generalized displacements of ith mode, , is derived from 
(6.27) as  
iξ
1
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 Eq.(6.28) indicates that the coupled response of each mode mainly consists of two 
parts. The first part (the first term) is the uncoupled response of the current ith mode, namely 
the resonant component of the ith mode buffeting. The second part (the second term) is due to 
the modal coupling between the ith mode and other modes and is called the coupled 
component of the ith mode buffeting here. In Eqs. (6.29), (6.30), and (6.31), the term 
associated with term R represents the contribution of the TMDs to the bridge vibrations. It 
can be seen from these equations that including TMDs may affect not only the first term of 
Eq. (6.28) the resonant component, but also the coupling component of the second term. The 
traditional control approach of resonant-suppression that targets at the first term is hardly able 
to control the coupling component directly. A new control approach may be naturally 
inspired to optimize the control efficiency by reducing the total response, not just the 
resonant vibration. This new control approach will be discussed below with numerical 
examples. 
6.3 Coupled Vibration Control with a Typical 2DOF Model 
As discussed above, conventional control strategy is to suppress resonant vibration that 
is essentially represented by the first term of Eq. (6.28). If the modal coupling among the 
current ith mode and the other modes is very weak, the second term of Eq. (6.28) will be 
trivial. In that case, conventional single-mode-based control analysis without considering the 
effect from the second term of Eq. (6.28) could lead to acceptable results. However, for the 
modes with strong modal coupling, the contribution of the second term to the total response 
can be significant. It becomes necessary to consider both the resonant vibration and that from 
coupling effects to achieve the optimal performance.  
 To examine this concept and verify the closed-form derivation conducted above, a 
simple 2DOF system attached with two identical TMDs was considered as shown in Fig. 6.1, 
where the parameters associated with masses M1, M2 and Mp represent the 1st DOF, the 2nd 
DOF, and the TMD DOF, respectively. The parameters for this 2DOF model are defined in 
Table 6.1. Two coupled modes are the most typical and easiest example whose closed-form 
results can be more conveniently derived. Using two identical TMDs makes it easy to 
distinguish clearly the control effect on any part of the vibrations. For simplicity but without 
losing generality, it is assumed that the external excitation is white noise with a power 
spectral density of S0. 
According to Eqs. from (6.28) to (6.31), the solution of the 2DOF model (n1 = 2) may 
reduce to 
i i i i j j
un un
ijS ( ) S ( ) ( ) S ( )ξ ξ ξ ξ ξ ξω ≈ ω + γ ω ⋅ ω                                   (6.32) 
where   
( )
( ) ( )1 1
un 0
22 2 1 2
1 11 p 1 1 11 p
SS
R ( ) 2 R ( )
ξ ξ ω =  ω −ω +µ ⋅ ω + ω⋅ω ⋅ζ +µ ⋅ ω  
2
           (6.33) 
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  (6.35) 
It is shown in Eq. (6.32) that the closed-form solution for this simple case (with 2DOF 
model and two identical TMDs) can be conveniently derived. By assuming that the structural 
damping ratios of both the 1st DOF (M1) and 2nd DOF (M2) are as low as 0.5% (a typical 
value for aerodynamic analysis of long-span bridges), the response power spectra were 
calculated with above formulas and shown in Figs. 6.2 and 6.3. In these figures, the top half 
is the spectra for the 1st DOF and the bottom half is for the 2nd DOF.  
 
 
Table 6.1. Parameters for the 2-DOF System Attached with Two Identical TMDs 
 
2DOF system TMD system 
M1 ,  M2 (kg) 1 Mp (kg) 0.01 
K1 (N/m) ( )22 1π ×  Kp (N/m)  ( )22 0.1π ×  
( )22 0.15π ×  
K2 (N/m) ( )22 1.5π ×  ωp = 2π fp (rad.) 2 1π ×  
2 1.5π ×  
K12, K21 (N/m) ( )22 0.1π ×  Generalized inertia ratio 
µ11, µ22 
0.01 
ω1=2π f1 (rad.) 2 1π ×  ζp 0.04 
ω2=2π f2 (rad.) 2 1.5π ×    
ζ1, ζ2 0.005   

















Fig. 6.1 2-DOF Mechanical Model 
Two identical TMDs are still considered here. In Fig. 6.2, the two identical TMDs are 
conventionally designed to suppress the resonant vibration of the 1st DOF. For comparison, 
both coupled and uncoupled analyses were conducted. It can be seen that when uncoupled 
vibration analysis is conducted, the vibration power spectrum for each DOF has only one 
peak from resonant vibration. However, there exist two peaks when coupled analysis is 
conducted. One peak is induced by resonant vibration corresponding to its modal frequency, 
while the other is due to the modal coupling effect between the 1st DOF and the 2nd DOF. The 
modal coupling effects are significant to the dynamic response. 
It is shown in Fig. 6.2 that the TMDs designed for the 1st DOF have good control 
efficiency for the resonant vibration of the 1st DOF (the first peak of Fig. 6.2(a)), and also has 
some effect on the first peak of Fig. 6.2(b) that is the contribution of the 1st DOF to the 2nd 
DOF due to modal coupling. However, this design of TMDs doesn’t help reduce the 
vibrations due to the modal coupling from the 2nd DOF (the second peak of Fig. 6.2(a)) and 
the resonant vibration of the 2nd DOF (the second peak of Fig. 6.2(b)). 
Fig. 6.3 shows the vibration power spectra when the TMDs are designed for the 2nd 
DOF. Similarly, the TMD helps reduce only the second peak values that are caused by the 2nd 
DOF, but not the peak values that are caused by the 1st DOF (the first peak of both Fig. 6.3(a) 
and Fig. 6.3(b)). Figs. 6.2 and 6.3 suggest that the TMDs should be optimally designed to 
suppress either the resonant vibration (first part in Eq. (6.28)), or the vibration due to modal 
coupling (second part in Eq. (6.28)) through weakening the modal coupling. When the overall 
response of the structure other than any single mode is considered, multiple TMDs can be 
designed to achieve the best control performance under any particular condition.  
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 (b) Second DOF M2 
 
Fig. 6.2 Response Spectra of 2-DOF Model with ζ1=0.005 
(TMDs optimally designed for M1) 
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 (b) Second DOF M2 
 
Fig. 6.3 Response Spectra of 2-DOF Model with ζ1= 0.005 
(TMDs optimally designed for M2) 
 
As stated before, wind-induced vibration results in aeroelastic damping so that the total 
vibrational damping of some modes may be large in strong wind. To simulate such a case that 
is common for modern long-span bridges, it is arbitrarily assumed that the damping ratio of 
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the 1st DOF is 3%, while that of the 2nd DOF remains to be 0.5%. The corresponding 
vibration spectral density results are shown in Figs. 6.4 and 6.5.  
It can be found that when the 1st DOF vibrates with high damping ratio, the TMDs 
designed for the 1st DOF (Fig. 6.4) have less control efficiency for its resonant component 
(the first peak of Fig. 6.4(a)) than that of its counterpart when the TMDs are designed for the 
2nd DOF (the second peak of Fig. 6.5(b)). The component of the 2nd DOF due to coupling 
even increases slightly as observed from the first peak of Fig. 6.4(b).  In comparison, it can 
be seen from Fig. 6.5 that when TMDs are designed for the 2nd DOF with low damping ratio, 
the control efficiencies of its resonant component (the second peak of Fig. 6.5(b)) and the 
component of the 1st DOF due to coupling (the second peak of Fig. 6.5(a)) are still high, even 
though the 1st DOF has very high damping ratio. 
For coupled vibrations, these observations have confirmed that the total modal vibration 
consists of mainly one portion from resonant vibration and another portion caused by 
coupling effects with other modes. The frequency of conventionally designed TMDs is tuned 
to that of the targeted mode to control the resonant vibrations and they may not achieve an 
efficient control especially when the coupling effect is significant. An optimal control 
strategy should aim at not only the resonant vibration, but also the vibration from modal 
coupling. Especially for some strongly-coupled modes vibrating in high wind velocity with 
high damping ratios, there exists a possibility that the vibration can be optimally suppressed 
even the TMD is not designed around the natural modal frequency of the targeted mode. For 
example, to control the vibration of the 1st DOF in strongly coupled vibration, the TMD 
frequency needs to be tuned to the natural frequency of the 2nd DOF rather than that of the 1st 
DOF. In other words, weakening the coupling effects may sometimes be more efficient than 
reducing the resonant vibrations when strong modal coupling exists (for maximum efficiency, 
both resonant and coupling components should be suppressed, but certainly that will be also 
more costly). To further understand this new control approach of the coupled buffeting 
response with TMDs, a prototype long-span bridge is studied in the next section. 
6.4 Analysis of a Prototype Bridge 
The Yichang Suspension Bridge located in the south of China has a main span length of 
960 m and two side spans of 245 m each. The height of the bridge deck above water is 50 m. 
Its main parameters are shown in Table 2.1. The four modes considered in the present study 
are shown in Table 4.1. Wind tunnel studies have shown that the 1st symmetric bending mode 
(Mode 2) and the 1st symmetric torsional mode (Mode 3) are the two key modes for buffeting 
and flutter analyses (Lin et al. 1998). Meanwhile, strong modal coupling between these two 
modes was observed at high wind velocity due to aeroelastic effects.  
Complex eigenvalue approach was used to analyze the modal properties considering 
modal coupling. Fig. 6.6 shows that the modal damping ratios of the two vertical bending 
modes increase with the wind velocity. This increase is more significant when the wind speed 
surpasses 40 m/s. In contrast, at high wind velocity, the modal damping ratio of the 
symmetric torsional mode decreases with the increase of wind speed and eventually reaches 
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f (Hz(b) Second DOF M2 
 
Fig. 6.4 Response Spectra of 2-DOF Model with ζ1= 0.03 
(TMDs optimally designed for M1) 
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 (b)Second DOF M2 
 
Fig. 6.5 Response Spectra of 2-DOF Model when ζ1= 0.03 
(TMDs optimally designed for M2) 
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(b) Cross section view 
Fig. 6.6 Yichang Suspension Bridge 
 
As discussed before about Eq. (6.1), the higher vibration damping of the mode may 
cause the lower control efficiency of a given TMD. If the two vertical bending modes of the 
Yichang Bridge are deemed as two single modes omitting modal coupling with any other 
modes, Eq. (6.1) can be applied and implies that the control efficiencies of the two vertical 
bending modes should decrease at high wind velocity due to their high existent total damping 
ratios. In other words, it will be more difficult to suppress the vibration of vertical bending 
modes by using conventionally designed TMDs that essentially add supplemental damping to 
the concerned modes. Relatively, the control efficiency of torsional modes will be higher due 





































































fcr =0.272 Hz 
 
Fig. 6.8 Modal Frequency Versus Wind Velocity, Yichang Suspension Bridge 
 
6.4.1 Buffeting Analysis with Conventional TMD Control 
For information, Fig. 6.7 shows the change of vibration frequencies with the wind 
speed. Similarly to the pattern of damping change, the modal frequencies of vertical bending 
modes increase while the torsional frequencies decrease with the increase of wind velocity, 
due to the effects of aeroelastic forces. 
Fig. 6.8 shows the RMS of displacement response at the mid-span of the main span 
versus wind speed for the 1st symmetric bending mode and the 1st symmetric torsional mode 
using single mode analysis and multiple coupled mode analysis, without considering the 
TMDs. In this figure, the torsional response represents the vertical displacement at the edge 
of the cross section due to the torsional vibration. Differences between the results of single-
mode analysis and coupled analysis are obvious in high wind speed, which also indicates 
strong modal coupling between these two modes. 
To study the performance of TMD-based control, the total generalized mass of all 
TMDs are assumed to be 1% of that of the 1st symmetric bending mode of the bridge. Totally 
12 identical TMDs are distributed evenly on the two sides in the middle area of the main 
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span. To save the installation space of TMDs, lever type of TMDs can be adopted and each of 
them has the mass of 11 ton for the Yichang Bridge. The basic distribution scheme and 
structure of the lever-type of TMDs are the same as that used by Gu et al. (2001). Figs. 6.9 
and 6.10 show the response power spectral density of the 1st symmetric bending mode and the 
1st symmetric torsional mode with and without control, respectively. For the original 
uncontrolled case, there are two peaks in the response curve of the bending mode. One 
corresponds to the modal frequency of the 1st symmetric bending mode, and the other 
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(a) Bending mode 




























(b) Torsional mode 
Fig. 6.10 Displacement Spectra with Bending Mode Based Control (U= 40 m/s) 
 150



























(a) Bending mode 
























f  (H z )
 U n c o n tro lled
 C o n tro lle d
 
(b) Torsional mode 
Fig. 6.11 Displacement Spectra with Torsional Mode Based Control (U= 40 m/s) 
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In Fig. 6.9, the parameters of the TMDs were designed for the 1st symmetric bending 
mode at U = 40 m/s in the conventional resonant control approach, and modal coupling 
effects were not considered in the TMD design. Similar to the 2DOF model, it was found that 
the TMDs designed based on the resonant reduction of the 1st symmetric bending mode are 
not very efficient in reducing the resonant part of the response for the 1st symmetric bending 
mode (first peak of Fig. 6.9(a)) due to its already high modal damping ratio. Moreover, they 
can hardly suppress the response component caused by coupling from the 1st symmetric 
torsional mode (the second peak of Fig. 6.9(a)). On the other hand, for the response 
component of the 1st symmetric torsional mode caused by coupling from the 1st symmetric 
bending mode (the first peak of Fig. 6.9(b)), this TMD design has some insignificant control 
effect. As expected, resonant component for 1st symmetric torsional mode (the second peak 
of Fig. 6.9(b)) is not efficiently suppressed.  
In contrast, Fig. 6.10 shows that the TMDs designed for the 1st torsional mode are very 
efficient in not only reducing the resonant component of 1st symmetric torsional mode (the 
second peak of Fig. 6.10(b)), but also in reducing the second peak of Fig. 6.10(a), which is 
the response component of the 1st symmetric bending mode caused by coupling from the 1st 
torsional mode. However, it can also be found that they are not efficient for the response 
component of the 1st symmetric torsional mode caused by coupling from the 1st symmetric 
bending mode (the first peak of Fig. 6.10(b)). 
6.4.2 Mechanism of Buffeting Control with Strong Coupling Effects 
Based on the observations made above, to reduce the vibration in a case of strong modal 
coupling, TMDs can be designed to suppress peak values in the spectrum. It is obvious in 
Fig. 6.10 that, to control the response of the 1st symmetric bending mode, TMDs whose 
frequencies are close to that of the 1st symmetry torsional mode don’t suppress the resonant 
vibration of the bending mode, but suppress the modal coupling effect between these two 
modes (the second peak of Fig. 6.10(a)). Suppressing this coupling effect may be significant 
in reducing the overall vibration. 
As has been discussed earlier, Eq (6.1) indicates that the resonant peak of the bending 
mode is difficult to control due to its high total damping ratio. This also implies that when 
strong aerodynamic coupling effect exists, the conventionally designed TMDs considering 
only resonant vibrations may not be efficient for control performance. Optimal variables of 
TMDs to control any given modes should be searched in a full range (not just near the modal 
frequencies) in order to optimally control the total response due to resonant vibration and 
coupled vibration. 
For demonstration, two studies were conducted on the Yichang Suspension Bridge 
under varied wind speed for controlling the vibration of the 1st symmetric bending mode. The 
first one was to search the optimal TMD frequency considering only the resonant vibration. 
The optimal TMD frequency was thus only searched around the modal frequency of the 1st 
symmetric bending mode. In the second one, the optimal TMD frequency was designed 
considering only modal coupling effect from the 1st symmetric torsional mode. The TMD 
frequency was thus searched and restricted around the modal frequency of the 1st symmetric 
torsional mode.  
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Fig. 6.12 Bending Mode Displacement Control Efficiency with Different Control Schemes 
For both cases, TMDs were designed under every wind speed (TMD has an optimal 
frequency under each wind velocity due to the aeroelastic effects) and corresponding control 
efficiency of the 1st symmetric bending mode is plotted into the two curves that are shown in 
Fig. 6.11. It is found that there is an intersection of the two control efficiency curves at the 
wind velocity near 60 m/s. These two curves suggest that, for optimal control efficiency on 
the 1st symmetric bending mode, the TMDs should be designed to control the resonant 
vibration (control efficiency is along point A to point B), then should be changed to control 
the vibration due to modal coupling when wind speed surpasses 60 m/s (control efficiency is 
along point B to point C). Ideally, if only a single-frequency TMD is designed, the TMD 
frequency should be adjustable to achieve optimal control efficiency under different wind 
speed, namely, the optimal control efficiency will be along points A, B, and C. Practically, 
for TMD unable to adjust the frequency, the optimal design of TMD relies on the wind speed 
under which the control is expected. For this particular example, if the control objective is to 
suppress the response under strong wind with velocity over 60 m/s, the TMD (no matter 
single or multiple) should be designed around the frequency of the 1st symmetric torsional 
mode since it will result in the best overall control performance. On the other hand, when the 
target wind speed is lower than 60 m/s for this problem, the conventional TMD design still 
have the better control performance. In this case, multiple TMDs can be used, some of them 
are designed for the 1st symmetric bending mode and some for the 1st symmetric torsional 
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mode. The mass distribution among multiple modes can be decided based on the different 
contribution to the overall bridge response from these modes. Since this is the issue about 
conventional resonant suppression design, it is not repeated here.  
The above results indicate that for modern long-span bridges, there exists an alternative 
control approach for TMD design other than the conventional one that focuses only on 
resonant vibration. Optimal parameters for TMD design should be based on two control 
mechanisms, i.e., resonant and coupled vibrations. With the increase of modal coupling for 
ultra-long bridges, the proposed new control strategy may play much more important role in 
the coupled vibration control. 
6.4.3 Dual-Objective Control of Coupled Vibration 
TMDs have been proven effective in raising the critical flutter wind speed (Pourzeynali 
and Datta 2002; Gu et al. 1998). With the common adoption of streamlined cross sections for 
long-span bridges, coupled flutter is the dominant flutter instability. It has been found above 
that TMDs may also be effective in suppressing coupled buffeting response through reducing 
modal coupling effects. Similarly, it is also expected to be effective in improving the flutter 
stability through destroying the pre-existing modal coupling mechanism. For this reason, it is 
very logical to pursue dual-objective control of the TMDs, namely, suppressing buffeting 
response and improving flutter stability at the same time. To validate such a statement, the 
Yichang Suspension Bridge was also studied on the flutter stability with the TMDs designed 
for suppressing buffeting response considering the modal coupling effects. It was found that 
when TMDs are designed for buffeting response control at the wind speed of 65 m/s, the 
critical flutter wind speed can also be improved from 73 to 86 m/s. Such results are very 
promising for the extra long-span bridges where TMDs can be effectively adopted to enhance 
the flutter stability and to suppress the excessive wind-induced buffeting vibration. 
6.5 Concluding Remarks 
Conventional TMD control approach usually focuses on suppressing the resonant 
vibration by supplying additional damping to the concerned modes. This approach could be 
inefficient for coupled vibration of long-span bridges in strong wind due to two reasons. 
The first is the strong modal coupling effects in strong wind. For slender long-span 
bridges, the aeroelastic forces from the wind action often cause several vibration modes to 
couple together. Such coupling effect increases with the increase of wind speed. Coupled 
buffeting response of each mode usually consists of two major parts: one is resonant 
component associated with its modal frequency; the other part of response is due to the modal 
coupling with other modes. For bridges with weak modal coupling effects, the second part is 
trivial. However, for long-span bridges in high wind speed, modal coupling effects may 
become quite strong. The latter part of the response is no longer negligible and a control 
approach focusing on the first part may be inefficient.  
The second reason is the increased total modal damping, caused by aeroelastic effects in 
strong wind, of the concerned modes. Even though damping helps reduce bridge vibration, 
satisfactory control performance may be extremely difficult to achieve by supplying 
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additional damping using the conventionally designed TMDs, since damping of those 
concerned modes is already high compared with the additional damping provided by the 
TMDs.  
The present study proposes a new control approach that is to attenuate the modal 
coupling effects, in addition to suppressing the resonant vibration with TMDs. The vibration 
contributions to the total response from modal coupling (second part of Eq. (6.28)) can be 
significant at high wind velocity. Weakening the coupling effects with TMDs can 
significantly reduce the overall responses. The newly introduced control approach also 
enables a well-designed TMD system to be efficient in controlling buffeting vibration of 
coupled modes even with high modal damping under high wind velocity. For optimal control 
efficiency in applications, the TMD frequency needs to be adaptable in order to switch from 
resonant suppression to coupling suppression, or multiple frequency TMDs are needed in 
order to control both resonant and coupling effects.  
The effects of TMDs on reducing both resonant and coupled vibrations have been 
demonstrated through the analytically derived closed-form solutions. Numerical analyses on 
a 2DOF model and an actual long-span bridge have validated that the new control approach 
may lead to more efficient control performance than the conventional resonant- suppression 
strategy when the coupling effects are significant and when the damping ratios of those 
modes of concern are high. Finally, the concept of dual-objective control, i.e., the TMD 
control system for both flutter stability improvement and buffeting response reduction, is 
briefly discussed.  
 
CHAPTER 7. OPTIMAL VARIABLES OF TMDS FOR MULTI-MODE BUFFETING 
CONTROL OF LONG-SPAN BRIDGES 
7.1 Introduction 
Under wind excitations, long-span bridges exhibit complex aerodynamic behaviors. 
Buffeting random response induced by the turbulence of airflow happens throughout the full 
range of wind speeds. As the wind speed increases, aerodynamic instability phenomena such as 
flutter may occur (Simiu and Scanlan 1996). Much research effort has been made towards 
mitigating excessive vibrations and improving aerodynamic stabilities for bridges during 
construction (Conti et al. 1996; Takeda et al. 1998) and at service stages (Gu et al. 1994; Wilde 
et al. 1999). Among all of the control procedures, dynamic energy absorbers such as tuned mass 
dampers (TMDs) were studied and adopted in suppressing excessive vibrations or maintaining 
the flutter stability of bridges (Gu et al. 1998).  
In recent years, the importance of aeroelastic modal coupling to the bridge aerodynamic 
behaviors has been recognized (Tanaka et al. 1993; Bucher and Lin 1988; Lin and Yang 1983; 
Miyata and Yamada 1999; Cai and Albrecht 2000). It has been concluded that the coupling 
tendency of two modes depends on their mode shapes and natural frequencies in still air as well 
as the flutter derivatives of the bridge section (Jain et al. 1996). The adoption of more slender 
deck and the increase of bridge span length tend to result in closer modal frequencies. As a 
result, modal coupling effects through aeroelastic forces in high wind speeds increase (Jain et al. 
1998; Namini et al. 1992; Katsuchi et al. 1998; Thorbek and Hansen 1998). 
The TMD is known to be effective in suppressing single-mode resonant vibrations when its 
frequency is tuned to the modal frequency of the structure. When the modal frequencies of the 
bridge are well separated and modal coupling effects are weak, each TMD is mainly designed to 
control a single-mode vibration while the effects from other modes on the control are omitted 
(Igusa and Xu 1991; Kareem and Kline 1995). Abe and Igusa (Abe and Igusa 1995) studied the 
performances of TMDs on a coupled system with closely-spaced natural frequencies. Through 
the assumption of very close frequencies, some analytical studies were given to the strongly 
coupled system. Studies on multi-mode wind-induced vibration controls are limited to the cases 
with very weak coupling effects (Chang et al. 2003) and few works have focused on the 
vibration controls of bridges with strong aeroelastic modal coupling.  
Considering the complexity of bridge conditions under strong winds, an adjustable TMD 
system is desirable for the control system to be more robust and effective over various 
circumstances. However, the effects of system properties on the optimal variables of the TMDs 
have not been sufficiently addressed. Such study is extremely helpful in evaluating the control 
performance before the real control devices are designed in practice. It also helps in deciding, for 
the adaptive control system, what parameters of the bridge-flow system are to be monitored in a 
feed-back control. With such information, the number of variables to be monitored can 
accordingly be reduced to the least, through which the cost and complexity of the controller can 
also be minimized. 
In this chapter, a comprehensive investigation on the optimal variables of the adjustable 
TMD system is made. First, a general formulation of the multi-mode buffeting response control 
with multiple TMDs is developed. Second, a control strategy with “three-row” TMDs is 
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discussed especially to study the coupled vibration controls. Finally, the three most important 
factors of the bridge-flow system are studied numerically with the Humen Suspension Bridge 
built in China. This parametric study is conducted to investigate the factors of the bridge-flow 
system that will affect the optimal variables of TMDs as well as the control efficiency. These 
analytical results will be very useful in carrying out further studies of adaptive control strategy 
based on the “three-row” TMD model in order to “smartly” suppress the wind-induced 
vibrations.  
7.2 Formulations of Multi-mode Coupled Vibration Control with TMDs  
Consider a general case shown in Fig. 7.1. A bridge has multiple TMDs, displacement r(x, 
t), and wind forces consisting of buffeting force fb(x, t) and aeroelastic self-excited 
force . Assuming that a total number of nsf (x, r, r) 1 modes are included in the analysis and a total 
number of n2 TMDs are attached to the bridge deck at the location of xs (s = 1 to n2), the equation 













Fig. 7.1 Overview of the general placement of “three-row” TMDs 
 
′′ ′+ + =Mη Cη Sη G                                                   (7.1) 
where                                               
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ξ= generalized coordinate of the bridge; γ = coordinate of TMDs; a superscript prime “`” 
represents a derivative with respect to time t; U = mean velocity of the oncoming wind; B = 
bridge width; n1 = number of modes; n2 = number of TMDs; = unit matrix; and Q  = 
generalized buffeting force. The components of the matrices are:  
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whereδ  = Kronecker delta function that is equal to 1 if i = j and equal  to 0 if i ;  and ij j≠ iω iζ  = 
circular natural frequency and mechanical damping ratio of ith mode, respectively; ρ  = air 
density;  = experimentally determined flutter derivatives;* * *i i iH , P ,A (i 1 6)= −
s s
t tandζ ω  = 
damping ratio and circular natural frequency of the sth TMD, respectively; = mstI s (the mass of 
the sth TMD) and ds = horizontal distance between the sth TMD and the torsion center of the 
cross-section (see Fig. 7.1). 
The modal integral ( G ) can be expressed as: 
jisr
i jr s i j0
G r (x)s (x)dx
l
= ∫                                                           (7.16) 
and the mass moment of inertia of the bridge section can be expressed as: 
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 = + + α ∫ α                 (7.17) 
where m(x) = mass per length of the deck for vertical and lateral bending modes; and I(x) =  mass moment of inertia per length of the deck for torsion mode; l = bridge length. 
The generalized inertia ratio between the sth TMD and the ith mode, isµ , is defined as: 
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Buffeting force due to the turbulence of wind can be expressed as: 
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where u and w = horizontal and vertical turbulence of wind flow, respectively; and CL, CD and 
CM = static coefficients of lift, drag and moment of the bridge deck, respectively. A prime over 
the coefficients represents a derivative with respect to the attack angle. 
The generalized buffeting force for the ith mode in Eq. (7.6) can be written as 
( ) ( ) ( ){ ( )
( ) ( ) ( ) ( ) ( )}i
l L i D i M i
b 0
ii L D i D i M i
2 C h x C p x B C x u x, tUBQ
2I C C h x C p x B C x w x, t d
+ + ⋅ α + ρ  =
′ ′ ′+ + + ⋅ α  
∫ x
              (7.22) 
Eq. (7.1) can be Fourier transformed into a new format as 
η =F G                                                                      (7.23) 
where η  and G  =  Fourier transformation of η and G, respectively. The impedance matrix F has 
the general form as ( ) ( )2ij ij ij ijC Si= −ω + ⋅ω ω + ωF M , where subscripts i and j = 1 to (n1+n2) 
and 1= −i . 
The mean square of displacements in vertical, lateral and torsion directions can be written 
as follows:  
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and using 
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i j
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r − −= ∫ ∫ x dx                                                            (7.29) 
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The power spectra of the wind velocity components in the horizontal and vertical 
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whereS  and S  = wind velocity spectrum in the horizontal and vertical direction, 
respectively; and S  = cross spectrum, respectively. 
uu ww
uw
Control efficiency of displacement at the location of x on the bridge span and in the 
direction of r is defined as 










= − ×  σ 
                                                              (7.33) 
where and  are the root-mean-square (RMS) of displacement after and before 
control at the location of x and in the direction of r, respectively. r=h, p or α representing 
vertical, lateral and torsion direction, respectively. 
( )rˆ xσ ( )r xσ
7.3 Parametrical Studies on “Three-row” TMD Control 
7.3.1 “Three-row” TMD model 
According to the previous studies on modal coupling, there are only a limited number of 
modes prone to couple together (Katsuchi et al. 1998). Among all of the coupling cases for 
streamlined cross sections, the most common modal coupling is between vertical bending mode 
and torsion mode. Furthermore, in terms of the contribution of individual mode to the total 
buffeting response as well as the flutter occurrence, the vertical bending and torsion modes 
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usually play the major role. Hence, an appropriate control strategy of TMD system will be 
developed based on such observed characteristics. It is known that TMDs placed on the center 
line of the cross section normally have insignificant control effect on the torsion modes. 
Therefore, we adopt three rows of TMDs: one along the center line of the cross section (named 
center row hereafter), and other two identical rows along the two sides of the cross section 
(named side rows hereafter) as shown in Fig. 7.2. This model is to literally separate the TMD 
control role into vertical bending and torsion modes since they are the main concern of wind-
induced vibrations. In other words, the center row TMD is mainly for vertical mode and the two 
side rows mainly for torsion mode. Such separation of TMD role is very rough and actually only 
accurate for the situation when modal coupling effect is weak under low wind speed. As will be 
found later, side rows of TMD will also contribute to the dynamic suppression vertical mode in 
the high wind speed when strong modal coupling exists.  
The difference between the multiple-TMD and single-TMD placements is that the multiple 
placements are more robust in control since they cover a wider range of frequencies (Kareem and 
Kline 1995, Abe and Fujino 1994). Since the present study is only to disclose the nature of 
optimal variables for coupled vibration controls, only one TMD in each row is considered to 
reduce the complexity while without losing the generalities. Also, since the damping ratio of the 
TMD is not a very sensitive variable for TMD (Gu et al. 1994), damping ratios of all the TMDs 
are assumed to be the same as tζ . The frequency and mass of the two identical TMDs on the side 
rows are assumed to be  and m1ω 1, while the frequency and mass of the center TMD are 
assumed to beω  and m2 2 (Figs. 7.2-7.3), respectively. The total generalized mass of TMDs, 
greatly related to the efficiency and the cost of the control system, is assumed to be 1% of that of 
the 1st bending mode of the bridge.  
In the present study, two cases are considered in the analysis of the optimal variables of the 
TMDs. In Case 1, the TMD frequencies 1ω and 2ω  under a particular wind speed are set to be the 
optimal values based on single-torsion and single-bending mode vibration controls, respectively. 
These optimal values were analytically derived by Fujino and Abe (1993). Under the condition 
of a given total mass of TMDs (1% of the 1st bending mode), the distribution of mass between 
m1 and m2 is varied and studied. This is to simulate the case when the TMD mass can be adjusted 
while the control objective of each TMD targets a particular mode (e.g. center row for the 
bending mode and side rows for the torsion mode). In Case 2, the total mass of the two side row 
TMDs (2m1) is set to be equal to the center one (m2), maintaining the total TMD mass the same 
as Case 1. Only the variables ,  and 1ω 2ω tζ  can be adjusted. This is to simulate a case that the 
mass of each TMD is fixed, while the frequency and damping ratio can be adjusted to obtain the 
optimal control performance. 
7.3.2 Optimal Variables of “Three-row” TMDs 
Humen Suspension Bridge with a main span of 888m is chosen as an example here with 
the basic data shown in Table 7.1 (Lin and Xiang 1995). A coupled vibration analysis has shown 
that the 1st symmetric vertical bending mode and the 1st symmetric torsion mode are the two 
modes most prone to couple together. Therefore, only these two modes, with a modal frequency 
of 0.17 and 0.36 Hz, respectively, are included in the following analysis. Flutter derivatives H*1 3−   




modal properties including modal damping and modal frequencies can be obtained using 
complex eigenvalue approach (Chen and Cai 2003). The results of modal properties are plotted 
in Fig. 7.5 and the flutter critical wind speed is identified as 87 m/s for Humen Bridge, which is 
very close to the result from wind tunnel test (Lin and Xiang 1995). Fig. 7.6 gives the buffeting 
response in vertical and torsional directions in the center of the mid-span section without control. 
Results from coupled analysis based on the two modes (vertical bending and torsion) and from 
the single- mode analysis are compared. Strong coupling effects in high wind speed can be 
observed that the results of coupling analysis differ obviously from that of single-mode analysis 
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Fig. 7.3 Overview of the “three-row” TMDs placement for case study of Humen 
Suspension Bridge 
In following control studies, the chosen location of interests is at the edge of the mid-span 
section where the largest vertical displacements contributed by both the symmetric bending and 
torsion modes are expected. The vertical displacement in that location can combine the 
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contributions from the vertical bending mode as well as the torsion mode. The contribution to the 
vertical displacement at the edge of the mid-span section by the torsion mode is calculated with 
the torsion displacement multiple the half of bridge width. The TMDs are placed as shown in 
Fig. 7.3. The total generalized mass of TMDs, chosen as 1% of that corresponding to the 1st 
bending mode, is 80,000 kg. For Case 2, the center row and two side rows have the same mass, 
i.e., 2m1 = m2 = 40,000 kg. The horizontal distance from the side row TMD to the center of 
torsion ds equals to 14 m for Humen Bridge. 
If only a single-mode-based vibration is considered, the optimal frequency of TMDs at 











                                                                       (7.35) 
where, ωh and ωα = natural circular frequencies of vertical and torsion modes, respectively. As 
discussed earlier, these single-mode-based optimal frequencies are chosen for the TMDs in Case 
1.  
There exist many factors affecting the coupling effects among modes. From the existing 
knowledge of the modal coupling, the frequency ratio between the coupling-prone modes and the 
wind speed are the main possible factors that may affect the optimal variables of TMDs 
(Katsuchi et al. 1998). The wind speed greatly affects the aeroelastic modal coupling effects and 
affects the buffeting contribution from coupling-prone modes. These factors are discussed below. 
7.3.3 Effect of Wind Speed 
Aeroelastic coupling is of a great concern in wind-induced vibration of long-span bridges 
especially when wind speed is quite high. For most streamlined cross sections, the aeroelastic 
coupling is directly related to the wind speeds. When the total mass of TMDs is fixed as in Case 
1, the predicted optimal mass distributions among the TMDs vary significantly for different wind 
speeds as shown in Fig. 7.7. At the wind speed of about 60 m/s, the masses of center and side 
TMDs are about equal (2m1/mtotal ≅ m2/mtotal ≅ 0.5). At low wind speed (say 40 m/s), much more 
mass needs to be assigned to m2 (m2/mtotal ≅ 0.85) with the bending-single-mode-based optimal 
frequency. However, at higher wind speed (say 80 m/s), much more mass should be assigned to 
m1 with the torsion-single-mode-based (2m1/mtotal ≅ 0.80). There are probably two reasons for 
such phenomena: one is in high wind speed, the contribution to the total vertical response at the 
edge of the mid-span section from the torsion mode increases; the other is that the resonant part 
of bending mode response with large modal damping (Fig. 7.6) is difficult to be suppressed. 
Another part of bending response in high wind speed is due to the modal coupling effects 
between bending and torsion modes (Chen and Cai 2003), and it can be suppressed with TMD 
with torsion mode frequency. As stated earlier, the frequencies of TMD are set to be equal to the 
optimal frequency considering single-mode-based vibrations in Case 1. In terms of vertical 
response control at the edge of the mid-span section, it is noted that the dominant vibration mode 
changes from vertical to torsion mode at the wind speed of about 60 m/s. 
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For Case 2, since the mass of each TMD is fixed, namely 2m1 = m2, the optimal frequency 
changes with the wind speed especially when the wind speed is high as shown in Fig. 7.8, where 
ωh and ωα are the modal frequencies of bending and torsion modes considered in this study, 
namely, 0.17 and 0.36 Hz, respectively. Fig. 7.8 also indicates that with the increase of the wind 
speed, the optimal frequency of TMD in the center row may change dramatically from around 
the modal frequency of the bending mode (indicated by ω2/ωh =1.0) to around the torsion mode 
frequency (indicated by ω2/ωh = 2.0 since ωα is about twice of the bending frequency ωh).  This 
drastic change occurs at the wind speed of 60 m/s where dominant vibration mode for the 
vertical response control at the edge of the mid-span section changes from bending mode to 
torsion mode.  
Fig. 7.9 shows the respective optimal damping ratio of TMDs for Case 1 and Case 2. 
Compared to other variables such as mass distribution and frequency, the damping ratio of the 
TMDs seems to be less sensitive to the change of wind speed. Therefore, it has relatively the 
least necessity to be adjusted in an adaptive control. 
With the change of wind speed, the optimal control efficiency of the vertical displacement 
on the edge at the mid-span section. Rh also varies accordingly as shown in Fig. 7.10. It is 
observed that the control efficiency decreases with the increase of wind speed until around 60 
m/s, where the dominant vibration control mode changes from bending mode to torsion mode. 
Then, the control efficiency increases with the increase of wind speed. Such phenomenon cannot 
be observed in a single-mode-based control analysis. Hence, this observation is extremely 
important for the design of a special controller that, for example, controls bridge vibrations under 
hurricane-induced strong winds. An ideal TMD system in this case should target the bending 
vibration when wind speed is less than 60 m/s and then is adjusted to target the torsion mode 
vibration. 
Table 7.1 Main Parameters of Humen Bridge 
Main span (m) 888 Lift coefficient at 0o 
attack angle 
0.02 
Width of the deck (m) 35.6 Drag coefficient at 
0o attack angle 
0.84 
Clearance above water 
(m) 
60 Pitching coefficient 
at 0o attack angle 
0.019 
Equivalent mass per 
length (103 *kg/m) 
18.34 ( ) o/CL 0=∂∂ αα  0.51 
Equivalent inertial 
moment of mass per length 
(103 *kg/m) 
1743 ( ) o/CM 0=∂∂ αα  0.62 
Structural damping ratio 0.005 ds (m) 14 
Natural frequency of 1st 
symmetric vertical bending 
mode (Hz) 
0.17 Natural frequency 
of 1st symmetric torsion 
(Hz) 
0.36 
Natural frequency of 1st 
asymmetric vertical mode (Hz) 
0.28 Natural frequency of 
1st asymmetric torsion (Hz) 
0.43 
Design wind speed (m/s) 57   
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Fig. 7.4 Flutter derivatives of Humen Suspension Bridge 
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Fig. 7.5 Variation of modal properties for Humen Suspension Bridge with wind speed 
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Fig. 7.6 Buffeting response at the centre of mid-span for Humen suspension bridge without 
control 
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Fig. 7.7 Optimal mass distribution of TMDs versus wind speed (Case 1) 























Fig. 7.8 Optimal frequencies of TMDs versus wind speed (Case 2) 
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Fig.  7.9 Optimal damping ratio of TMDs versus wind speed 






















Fig. 7.10 Optimal control efficiency of “three-row” TMDs versus wind speed 
 170


























Fig. 7.11 Optimal mass distribution of TMDs versus frequency ratio of coupled modes 
(Case 1) 
7.3.4 Effect of Frequency Ratio 
With an optimal searching of the TMD mass under the condition of a fixed total mass, the 
optimal distribution of the total mass among the center and side TMDs has been obtained above. 
By numerically varying the torsion/bending modal frequencies ratio of the bridge, the effects of 
the bridge frequency ratio on the TMD optimal variables are studied below considering the wind 
speed of 30 m/s. It should be noted that for Case 1, the ratios between the TMD and the bridge 
modal frequencies are fixed as shown in Eqs. (7.34) and (7.35), i.e., fixed to the optimal 
frequency for the single-mode-based vibration control. Therefore, the numerical values of the 
TMD frequencies ω1 and ω2 vary with the change of the natural frequencies ωh and ωα 
accordingly. 
Fig. 7.11 shows that the optimal mass of each TMD depends on the frequency ratio 
between the torsion and bending modes ωα/ωh. When the value of ωα/ωh is around 1.15, 
2m1/mtotal is approximately equal to m2/mtotal. When ωα/ωh is around 1.76, about 95% of the total 
mass should be allocated to m2 (that targets the bending vibration) for the most efficient control. 
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Fig. 7.12 Optimal frequencies of TMDs versus frequency ratio of coupled modes (Case 2) 
Fig. 7.12 shows the optimal frequencies of the TMDs versus the ωα/ωh ratio when wind 
speed is 30m/s, considering Case 2 where 2m1 = m2. It can be found from the figure that the 
ωα/ωh ratio affects the optimal frequency of the TMDs for coupled buffeting control. When the 
frequencies of bending and torsion modes are well separated (with high ωα/ωh values, say 1.6), 
the optimal frequencies of TMDs shown in Fig. 7.12 are quite close to those of single-mode-
based cases shown in Eqs. (7.34) and (7.35). This finding justifies the common assumptions that 
the control strategy for weakly coupled vibration can be simplified as that of single-mode-based 
control. 
Fig. 7.13 shows that the optimal damping ratio of the TMD is also affected by the ratio of 
ωα/ωh for both Cases 1 and 2. With the increase of ωα/ωh, the damping ratio of the TMDs 
approaches to that of single-mode-based case (Fujino and Abe 1993). The control efficiency of 
the vertical buffeting vibration (the total vertical displacement from both the vertical vibration of 
the bending mode and the rotation of the torsion mode) at the edge of the mid-span section is 
shown in Fig. 7.14. With the increase of ωα/ωh, the control efficiency decreases and approach to 
that of a single-mode-based control. 
The results discussed above show that the “three-row” TMD control system has the 
collaborative control effect for the vibration when the frequencies of coupling-prone modes are 
close, i.e., when the ratio of ωα/ωh is low. It has been found that when the ratio of ωα/ωh is low, 
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the difference of the optimal variables for the multi-mode-based and those for single-mode-based 
controls is significant. When the modal frequencies are well separated (with high ωα/ωh values), 
both the optimal variables and control efficiency approach to those of single-mode-based 
controls. In this case, the TMDs can be designed based on the single-mode control without 
significantly scarifying the accuracy compared to that of multi-mode based control.  
 














Fig. 7.13 Optimal damping ratio of “three-row” TMDs versus frequency ratio of coupled 
modes 
7.3.5 Effect of Modal Contributions 
Different buffeting response contributions among modes actually indicate the energy 
distributions of modes and can be varied through changing the static force coefficients in the 
buffeting force terms, Eqs. (7.19) to (7.21). To simulate the relative contributions among modes, 
the static force coefficient Cm that is related to the contribution of torsion mode is increased 
numerically with an amplification factor β. Through changing the quantity of buffeting force for 
torsion mode, the relative contribution to buffeting response among modes can be adjusted. 
Again, the wind speed is fixed at 30 m/s in the following discussions.  
Fig. 7.15 shows the optimal mass distributions of the TMDs versus the amplification factor 
β. With the increase of the torsion mode contribution due to the increase of β, the optimal mass 
m1 that is responsible for the control of torsion mode response increases.  The mass of TMD for 
torsion mode (2m1) is the same as that for bending mode (m2) when β  is about 7.  It can also be 
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found in Fig. 7.15 that when β approaches 20, essentially all the mass should be assigned to side 
rows in order to control the vibrations from the torsion mode. When β is less than 3, majority of 
the mass should be assigned to center row in order to control the vibration from the bending 
mode at the given wind velocity of 30 m/s.   


























Fig. 7.14 Optimal control efficiency of “three-row” TMDs versus frequency ratio of 
coupled modes 
Fig. 7.16 shows the dependency of the optimal frequencies ratio 1 / αω ω  and on the 
factor β. With the increase of the β, ω
2 /ω ωh
2/ωh increases from about 0.982 up to about 0.986 and 
keeps stable, while ω1/ωα decreases from about 0.969 to 0.966. These variations are essentially 
insignificant. 
Fig. 7.17 shows the optimal damping ratio of the TMDs versus β. Since the damping ratio 
of the TMDs has relatively insignificant effect on the control efficiency of the whole control 
system, such a variation range of the optimal damping ratio is not that critical. Fig. 7.18 shows 
that with the optimal variables of TMDs, the control efficiency increases quickly with the 
increase of buffeting contribution of the torsion mode, i.e., the increase of β. This implies, for 
this particular case, that the buffeting response induced by the torsion mode is easier to control 
compared with that induced by bending mode. 
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Fig. 7.15 Optimal mass distribution of TMDs versus amplification factor β (Case 1) 
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Fig. 7.16 Optimal frequencies ratio of TMDs versus amplification factor β (Case 2) 
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Fig. 7.17 Optimal damping ratio of “three-row” TMDs versus amplification factor β 


























Fig. 7.18 Optimal control efficiency of “three-row” TMDs versus amplification factor β 
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In summary, different modal contributions of the buffeting vibrations has less significant 
effect on the optimal frequency and damping ratio if the mass of each TMD is fixed. On the 
other hand, the optimal mass for each row varies with the change of the contribution factor β, 
meaning that mass allocation among rows depends on the contribution factor β to some extent. 
Different bridges have different contributions of buffeting response from each individual mode. 
Since other variables depend less significantly on the contribution factor β, perhaps only the 
mass allocation should be made specifically for each bridge. Such feature is helpful to build a 
general control scheme with robust control performance for different bridges. 
7.4 Concluding Remarks 
The mathematical formulation of the bridge-TMD system is developed and a “three-row” 
TMD strategy is discussed. In this strategy, conceptually, the center TMDs are mainly to control 
the vibration from bending modes and the side TMDs are for the vibration from torsion modes. 
However, in high wind speed when strong modal coupling effect exists, the side TMDs will also 
suppress the coupling part of the bending mode response. The optimal variables of the TMDs are 
predicted based on multi-mode coupled vibrations, instead of single-mode-based mode-by-mode 
analysis. The following conclusions can be drawn through the present study: 
1. Wind speed has significant effect on the optimal variables of TMDs, especially when 
wind speed is high. To efficiently control buffeting vibration over a wide range of wind speeds, 
an adaptive semi-active TMD control system that can adjust the optimal variables is necessary.  
2. The modal frequency ratio between the torsion and bending modes has large effect on 
the optimal frequencies of the TMDs as well as the mass distribution when the total mass of the 
TMDs is fixed. When the frequencies of the coupling-prone modes are close, the optimal 
variables of the TMDs based on multi-mode coupled vibration control are significantly different 
from those of single-mode-based control. In these cases, a specific design for coupled vibration 
control should be considered. When the frequencies of the coupling-prone modes are well 
separated (weakly coupled vibrations), the optimal variables of the TMDs are close to those of 
single-mode-based control. In this case, a control strategy based on the single-mode vibration 
can be used in practice. 
3. The change of buffeting response contribution from the torsion and bending modes has 
relatively less significant effect on the optimal frequency and damping ratio of the TMDs, while 
it has significant effect on the mass distribution among the “three-row” TMDs. 
4. The present finding verifies the common assumption that single-mode-based control 
strategy can be used for bridges with well-separated modal frequencies. However, for coupling-
prone bridges with low frequency ratio, the control strategy should be based on the analysis of 
coupled vibrations. Many modern long-span bridges may fall in this category.    
 
CHAPTER 8. WIND VIBRATION MITIGATION OF LONG-SPAN BRIDGES IN 
HURRICANES 
8.1 Introduction 
Despite the massive population growth in the south and southeast along the hurricane coast of 
the United States, the transportation infrastructure has not increased its capacity accordingly. Long-
span bridges are usually the backbones of transportation lines along the coastal areas. When 
hurricane is approaching, these long-span bridges sometimes have to be closed in order to ensure the 
safety of the bridge as well as the transportation on them due to excessive wind-induced vibrations, 
which however greatly reduces the capability of hurricane evacuation through the bridges.  
To date, bridge vibration controls in high wind speeds have not been adequately addressed. 
Most previous control work dealt with the bridge buffeting under moderate wind speeds (Gu et al. 
2001), along with some cases of flutter controls in high wind speeds (Phongkumsing et al. 2001). 
While active control devices may provide satisfactory multi-objective control performance in a full 
range of wind speeds (Gu et al. 2002), their dependence on external energy supply has hindered their 
applications to the disaster evacuations. Recently, some aerodynamic controls using flaps were 
proposed to control flutter instability (Wilde et al. 1999). However, their applicability to buffeting 
control has not been reported and established.  
 Spring-Damper–Subsystems (SDSs) is a mechanical model, which includes the spring, damper 
and mass blocks. Tuned Mass Damper is a typical example of SDSs and many other passive 
controllers, such as Tuned Liquid Dampers, Tuned Liquid Column Dampers, can also be simply 
modeled as equivalent SDS. Even vehicles on bridges can also be very roughly treated as a sort of 
Spring-Damper–Subsystems (SDSs) to the bridge (Guo and Xu 2001; Park et al. 2001; Zaman et al. 
1996). The SDS is used here as a general terminology to differentiate with Tuned Mass Dampers 
(TMDs). The objective of the present study is to investigate the effects of different SDSs (with 
different vibration frequencies) on the bridge performance during hurricane evacuations and develop a 
truck-type of movable passive SDS. The passive nature makes the control approach more reliable than 
the active one, considering the reality that power may not be available during the hurricane disasters. 
The temporary/movable SDS can be conveniently driven on the existing bridges when necessary, and 
be removed when it is not needed.  
It has been reported that the gust wind speed during hurricanes could be up to 60-80 m/s or 
more in the United States and other areas (Schroeder et al. 1998; Sharma and Richards 1999). 
Though the duration may be short, the consequence of such strong winds may be catastrophic for 
both the safety of the bridge and the safety of traffic on the bridge.  
Flutter instability problem is the most critical wind-related issue for long-span bridges. It has 
been known that hurricane-induced strong winds have much higher turbulence intensity than that of 
moderate winds. The effects of turbulence on the flutter stability are still controversial (Cai et al. 
1999 a, b) and nonlinear aerodynamic analysis by Chen et al. (2000) confirmed that turbulence 
might destabilize the bridge. Before fully understanding the turbulence effect, raising the flutter 
instability limit of the bridge to a conservative level, as proposed in the present study, seems to be an 
appropriate way to maintain the safety of the bridge. 
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For service performance, the main threat to the bridge and vehicles is the excessive 
acceleration response in the vertical and lateral directions when the bridge is subjected to strong 
winds. Lateral large acceleration may cause the overturning or loss of control of the vehicles (Baker 
1994; Sigbjornsson and Snabjornsson 1998). The excessive acceleration in vertical direction may 
cause the discomfort problems of drivers and passengers (Irwin 1991). Therefore, effectively 
reducing the acceleration response of the bridge may maximize the transportation capacity and 
possibly save lives and properties in hurricane-prone areas.  
Irwin (1991) suggested the following control guidelines: 
 When wind speed U ≤ 13 m/s, peak vertical acceleration should be no more than 
0.05g (g = gravity acceleration)  
 When wind speed U >13 m/s, peak vertical acceleration should be no more than 0.1g 
8.2 Equations of Motion of Bridge-SDS System 
For the model shown in Fig. 8.1-8.2, assuming that a bridge has a displacement of r(x, t) 
consisting of h(x) in vertical direction, p(x) in lateral direction, and α(x) in torsion direction, and 
wind forces consisting of buffeting force fb(x, t) and the aeroelastic self-excited force f ( . 
Assuming also that a total number of n
s x, r, r)
1 modes are included in the analysis and a total number of n2 
SDSs are attached to the bridge at location xs (s =1 to n2). For each mode, vibrations in three 
directions h, p and α are considered. The equations of motion for the bridge-SDS system can be 
derived as 
′′ ′+ + =Mη Cη Sη G                                                   (8.1) 
where                                               
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{ }bQ 0 0=G , ... .                                                               (8.6) 
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and where η = vector of the generalized coordinate of the bridge-SDS system; ξ= generalized 
coordinate of the bridge; γ = coordinate of the vertical motion of SDSs; a superscript “T” represents 
transpose of vectors and a superscript prime “’” represents a derivative with respect to time t; U = 
wind velocity; M, C, and S = mass, damping, and stiffness matrices, respectively; n1 = number of 
modes of the bridge; n2 = number of SDSs; = unit matrix; G = external force vector from wind 
buffeting; and  = generalized buffeting force. All the components of the matrices can be found 



























Fig. 8.2 Cross section of the bridge with multiple SDS  
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8.3 Solution of Flutter and Buffeting Response 
 
 A carefully designed SDS system can increase the flutter critical wind speed for the 
combined bridge–SDS system. The homogenous part of Eq. (8.1) is expressed in the state-space 
format as: 
{ }+ =AY BY 0                                                               (8.7) 
and the complex conjugate pairs of eigenvalues are obtained as: 
2
j, j 1 j j j j1i+λ = −ζ ω ± ⋅ − ζ ω                j =1 to (n1+n2)                            (8.8) 
where λj and jω jζ  = eigenvalue, modal frequency and  damping ratio of the j
th  mode, 
respectively; and i is the unit imaginary number( 1i = − ).   If the modal damping ratio jζ  changes 
from positive to negative, the corresponding wind speed is identified as the flutter critical wind 
speed Ucr. Details for the complex eigenvalue analysis procedure can be referred at Chapter 3. 
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                                                              (8.9) 
where U a  = flutter critical wind speed with and without SDS control, respectively. cr crˆ nd U
To solve the buffeting response, Eq. (8.1) can then be Fourier transformed into a new system 
as 
η =F G                  (8.10) 
where η  and G  = Fourier transformation of η and G, respectively; the impedance matrix  F 
has the general form of ( ) ( )2ij ij ij ijF M C Si= −ω + ⋅ω ω + ω , where subscripts i, j = 1 to (n1+n2) and 
1i = − . 
The mean square of displacements in vertical, lateral and torsion directions is related to the 
buffeting force spectra 
b bi jQ Q
S as follows:  
b bi j
2
r i j ij Q Q0
i j
ˆ (x) r (x)r (x) F S F dn
∞
σ =∑∑ ∫ *ij
*
                                            (8.11) 
where F [ ;  . 1ij ij]
−= F * 1 ijijF [ ]
−= F
          The control efficiency of buffeting displacement is defined with R2 as 
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where and  are the root-mean-square (RMS) of displacement with and without SDS 
control, respectively.  
rσ̂ rσ
8.4 Numerical Example: Humen Bridge-SDS system 
To better demonstrate the applicability of the developed procedure, the Humen Suspension 
Bridge is analyzed. This bridge with a main span of 888m is located in the south of China, where 
hurricane (typhoon) is a serious threat. The basic data of the bridge are shown in Table 7.1. Four 
modes (two symmetric and two asymmetric) are listed in the table (Lin and Xiang 1995). Existent 
analysis has shown that the midpoint of the main span has the largest vibration response and the 1st 
symmetric vertical bending mode and the 1st symmetric torsion mode are the two modes most prone 
to couple together. Therefore, these two symmetric modes are the most important modes for 
buffeting response (asymmetric modes contribute nearly nothing at the mid-span point) and flutter 
instability. For simplicity and for demonstration purpose, only these two symmetric modes are 
considered in the evaluation of the SDS control efficiency for bridge flutter instability and buffeting 
response. The mass of the SDS, expressed as the percentage of the bridge mass, ranges from 1.0 to 
1.5% in the present study. 







 Gen. Mass Ratio =1.0%
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Fig. 8.3 Flutter critical wind velocity versus SDS frequency 
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 Using the complex eigenvalue modal analysis approach introduced earlier, the flutter 
instability of the bridge-SDS system was analyzed with varied frequencies of the SDS. It is found in 
Fig. 8.3 that when the frequency of the SDS is very low (close to zero), the SDS is actually acting as 
a static mass block on the bridge. Since the SDS is placed on one side of the cross-section at the 
mid-point of the span, it acts essentially as a static eccentric load when its frequency approaches to 
zero. In the case of 1% mass ratio, the flutter critical wind velocity can be improved from about 87 
m/s (without SDS) to 93 m/s (R1= 7%). Such a result also agrees with the conclusion that eccentric 
mass can increase the flutter stability of the bridge (Phongkumsing et al. 2001). However, when the 
SDS frequency becomes quite high (larger than 0.5 Hz), the SDS has no effect on the flutter stability 
at all as reflected by the flat horizontal line that corresponds to the case without SDS (Ucr = 87 m/s). 
The same tendency can also be observed in the cases of larger mass ratios (1.25% and 1.5%). These 
results suggest that the vibration of traditional vehicles may have insignificant effect on the flutter 
instability of bridges under wind action since the frequency of the vehicles (normally over 1.0 Hz) is 
relatively too high to affect the bridge stability. Fig .8.3 also indicates that the optimal SDS 
frequency is about 0.25 Hz. This frequency corresponds to the torsion modal oscillation frequency 
(modified from the natural frequency by aerodynamic forces).  
Fig. 8.4 shows the acceleration peak response under different wind speeds in cases with and 
without SDS control for the case of 1.25% mass ratio with optimal SDS frequency (0.25 Hz, 
determined from flutter analysis). As expected, the service criteria (indicated by the horizontal dash 
lines) can be satisfied in a higher wind speed when SDS is used. More specifically, for the same 
control criteria, the service wind speed limit is raised from originally 50 m/s (without SDSs) to 61 
m/s (with SDSs). 
Fig. 8.5 shows the acceleration reduction ratio versus the different SDS frequencies under a 
wind speed of 60 m/s. It is found that the maximum reduction ratio can be about 28%, 32% and 35% 
for the SDS mass ratio of 1.0%, 1.25%, and 1.5%, respectively. However, the SDS with high or low 
frequency has small reduction effect on the buffeting (acceleration) response. This means that, 
similarly to the flutter instability, a well-designed SDS with its frequency tuned to the optimal one 
will have an efficient control effect on the vertical accelerations. In this particular example, the SDS 
should have a frequency around 0.2 Hz for an optimal buffeting control for wind velocity of 60 m/s. 
 In that case, the SDS with a pre-tuned frequency becomes a kind of TMD. 
The numerical results discussed above have shown that a well-designed SDS system can raise 
flutter velocity and reduce buffeting vibrations. Movable SDS control devices are thus specifically 
designed for extreme situations when a hurricane forecast is made and the control need is identified. 
The preliminary design concept of a vehicle-type of control approach is introduced as follows.  
To avoid the problem of vehicle instability or lateral overturning, the proposed vehicle-type of 
SDS (Fig. 8.6) has almost the same height as a typical truck. Lever-type design (Gu et al. 2002), 
which can greatly reduce the required vertical clearance of a typical vertical control device, is 
adopted here. The mass block uses iron to minimize the required space. Each vehicle-type of SDS 
has a gross mass of 10,000 kg. The dimensions of a vehicle-type of SDS can be seen in Fig. 8.6 (a). 
The SDSs can be spread along the bridge as shown in Fig. 8.6(b), which is similar to the case of 
traditional multiple tuned mass dampers (MTMDs).  
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Mass block
m=10,000kg















Central line of bridge
 
(b) Placement of SDS on bridges 
Fig. 8.6 Outline of movable SDSs 
 
As in the case of designing MTMDs, the optimal frequency bandwidth ratio (Bf), the ratio of 
the central frequency of MTMD series (fav) to the modal frequency of the concerned mode, and the 
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damping ratio are the three main design variables (Gu et al. 2001). Optimal variables can usually be 
obtained through numerical searching. There are also some approximate design formulas to help 
attain the optimal frequency bandwidth ratio and central frequency of MTMDs (Kareem and Kline, 
1994). The procedure of searching optimal variables is not repeated here and the reader can be 
referred to (Gu et al. 2001; Kareem and Kline 1994). 
The number of SDSs is directly related to the control effect and the investment on control 
facilities. Using the Humen Bridge as example, Table 8.1 compares the control efficiencies 
corresponding to one-lane and two-lane SDS placements and various numbers of SDSs. All of the 
optimal design variables with respect to different numbers of SDSs are listed in the table as well. In 





=  is the bandwidth ratio of the even frequency distribution of SDSs (fhighest 
and flowest are the highest and lowest frequencies among all SDSs, respectively), fav is the average 
frequency of multiple SDSs and ζt is the damping ratio for all of the SDSs. The control 
performances are quantified using two variables: the new Usev and the new Ucr. The former is the 
new service wind velocity limit under which service criteria shown in Fig. 8.4 can be satisfied and 
the latter is the new critical flutter wind velocity with SDSs.  It has been shown in Table 8.1 that the 
control performance basically changes positively with the increase of the numbers of SDSs and for 
most cases, significant control effects can be observed.  
It is noted that this exploratory research is to investigate an alternative to improve the bridge 
performance in extreme events for long-span bridges during hurricanes. Placement of movable SDS 
system on bridge during evacuation will certainly block traffic and is not a perfect solution. 
However, it is better than otherwise to completely close bridge in evacuation or see the bridge being 
damaged or collapse. In extreme case, to protect the bridge otherwise from being damaged or failure, 
the movable SDSs can also be placed on the bridge when the traffic is completely closed. Certainly, 
some issues as how to fix the movable SDSs on the bridge under strong wind need to be addressed 
before actual implementation. 
8.5 Concluding Remarks 
To maximize the service capability and maintain the safety of the bridge itself, a 
movable/temporary passive control approach has been proposed based on a general formulation of the 
bridge-SDS system. The effect of vehicles on the dynamic performance of long-span bridges 
subjected to wind action is then investigated with the Humen Suspension Bridge. The following 
conclusions can be drawn: 
- A well-designed movable vehicle-type of control facility can effectively and conveniently 
increase the maximum wind velocity limit for bridge service in hurricane evacuations. For the 
case of 1.0% mass ratio, it reduces the peak acceleration by around 28% and simultaneously 
increases the flutter critical wind speed by about 14%.  
- It is noted that this exploratory research is to investigate an alternative to improve the bridge 
performance in extreme events for long-span bridges during hurricanes. Placement of movable 
SDS system on bridge during evacuation will certainly block traffic and is not a perfect 
solution. However, it is better than otherwise to completely close bridge in evacuation.  
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- In extreme case, to protect the bridge otherwise from being damaged or failure, the movable 
SDSs can also be placed on the bridge when the traffic is completely closed. Some issues for 
practical implementation certainly need to be further addressed.  
 
 
Table 8.1 Optimal variables of SDS for Humen Suspension Bridge 
(a) One lane placement 






ζt New Usev ∗ 
(m/s) 
New Ucr ∗∗ 
(m/s) 
10 0.8 0.94 0.15 0.06 55 92 
16 1.25 0.93 0.16 0.05 61 99 
20 1.6 0.93 0.16 0.05 68 110 
26 2.1 0.93 0.18 0.04 74 115 
(b) Two lanes placement 
10 0.8 0.95 0.15 0.06 60 95 
16 1.25 0.95 0.15 0.06 67 103 
20 1.6 0.95 0.16 0.05 73 112 
26 2.1 0.94 0.16 0.05 78 117 
 
Note: ∗ Usev without SDS equals to 50 m/s; ∗∗ Ucr without SDS equals to 87 m/s. 
 
CHAPTER 9. CONCLUSIONS AND FURTHER CONSIDERATIONS 
9.1 Summary and Conclusions 
The dissertation can be roughly classified as three interrelated parts: (a) background 
knowledge of the problem for a deeper insight of long-span bridge aerodynamics; (b) 
investigation on the interaction of vehicle-bridge-wind systems; and (c) mitigation of excessive 
responses of bridges.  
(a) Deeper insight of long-span bridge aerodynamics (Chapters 2 and 3) 
The major objective of the dissertation is to investigate the dynamic performance of the 
bridge and transportation under the wind loading. To achieve this goal, some research related to 
bridge aerodynamics has been conducted first. Since modal coupling is very common in modern 
bridges under wind loading, knowing the coupling characteristics among modes is extremely 
important, in order to select only those appropriate modes for coupled aerodynamic analysis and 
to better understand aerodynamic behavior. With incorporating only those modes which are 
actually needed in the aerodynamic analysis, the whole process can be greatly simplified. Such 
simplification makes a big difference in calculation efforts when many vehicles are modeled 
together with the bridge in the second part of the dissertation. On the other hand, to have 
knowledge about modal coupling of the bridge under wind action is also desirable. However, 
there is no quantitative method to assess this coupling effect so far. 
In this study, a general modal coupling quantification method is introduced through 
analytical derivations of coupled multimode buffeting analysis. As a result, a Modal Coupling 
Factor is proposed to quantitatively assess the modal coupling effect and to select key modes. An 
approximate method for predicting the coupled multimode buffeting response is also proposed. 
The main conclusions of this study are: 
● With the proposed Modal Coupling Factor, modal coupling effect between any two 
modes can be quantitatively assessed, which will help to better understand the modal 
coupling behavior of long-span bridges under wind action. 
● Such an assessment procedure will also help to provide a quantitative guideline in 
selecting key modes that need to be included in coupled buffeting and flutter analyses. 
● The proposed approximate method for predicting the coupled multimode buffeting 
response, derived through a closed-form formula, is with acceptable accuracy compared 
with the “accurate” approach . 
After modal coupling assessment and key mode selection techniques have been developed, 
they are applied to the hybrid aerodynamic analyses of buffeting and flutter. Most existent works 
deal with these two analyses separately, with different approaches in the frequency domain.  To 
consider the vehicle moving and interaction with the bridge, analyses in the time domain are 
necessary. Most existent approaches in the time domain are based on direct finite element 
modeling of the structures, and are used for buffeting analysis only. A hybrid analysis approach 
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is introduced in the present study to facilitate the following analysis on vehicle-bridge-wind 
system. In the meantime, such an approach is also helpful to understand the progressive natures 
of the two phenomena, buffeting and flutter, in a more consistent way and the main conclusions 
are as follows: 
• A hybrid approach based on complex eigenvalue modal analysis and time domain 
analysis provides a more convenient tool for unified buffeting and flutter analyses in a 
time domain. 
• The proposed approach provides a convenient way to numerically replicate the 
transition of vibrations from multi-frequency buffeting or pre-flutter free vibration to a 
single-frequency flutter. This transition has been observed in wind tunnel tests and is 
commonly accepted as a fact. 
• The mechanism of the flutter occurrence and the actual transition process from multi-
frequency dominated buffeting to the single-frequency dominated flutter are well 
illustrated through the numerical results of the Humen Bridge. 
(b) Investigation of vehicle-bridge-wind system (Chapters 4 and 5) 
With the modal coupling techniques and hybrid aerodynamic analysis approaches 
developed in the first part, the vehicle-bridge-wind system is systematically studied in the 
dissertation. This part covers two consecutive topics: interaction analysis of the coupled system 
and accident assessment of vehicles. A rational prediction of the performance of the vehicle-
bridge system under strong winds is of utmost importance to the maximum evacuation efficiency 
and the safety of vehicles and bridges. Most existent works focus on either wind action on 
vehicles running on a roadway (not on bridges), wind effect on the bridge without considering 
vehicles on the bridge, or vehicle-bridge interaction analysis without considering wind effect. A 
comprehensive vehicle-bridge-wind coupled analysis is very rare.  
The present study aims at building a framework for the vehicle-bridge-wind aerodynamic 
analysis, which will lay a very important foundation for vehicle accident analysis, based on 
dynamic analysis results, and facilitate the aerodynamic analysis of bridges, considering vehicle-
bridge-wind interaction. The framework starts with building a general dynamic-mechanical 
model of a vehicle-bridge-wind coupled system. After the framework is established, a series of 
2-axle four-wheel high-sided vehicles on long-span bridges under strong winds are chosen as a 
numerical example to demonstrate the methodology. With the mechanical model of the vehicle-
bridge system, dynamic performance of vehicles as well as bridges is studied under strong winds.  
Based on the dynamic interaction analysis results, an assessment model for vehicle 
accidents on bridges and on roads under wind action is introduced. All the existent accident 
analysis models are only for vehicles on roadways, and dynamic vibrations of the vehicles are 
not considered. The proposed model starts with a full interaction analysis between the bridge and 
the vehicle, which predicts, in addition to the bridge vibration, the vehicle response in the 
directions of vertical, rolling and rotation under the wind action and road roughness.  Such 
vehicle and bridge vibration information is carried over to the following accident analysis of the 
vehicle only. With given accident criteria, the accident driving speed can then be predicted under 
any wind speed. The main conclusions include: 
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• The proposed accident analysis model can be used to predict the accident-related 
response. With suggested accident criteria and driving behavior model, the accident 
risks can be assessed. 
• Lowering driving speed is effective in lowering the accident risk only if the wind speed 
is not extremely high. Setting suitable driving speed limits is important to decrease the 
likeliness of accident occurrence. 
• When wind speed reaches a certain high level, the vehicle should not be on the bridge, 
no matter what its driving speed. Rational critical wind speed limits should be set to 
decide when to close the bridge.  
• Vehicles on the bridge are more vulnerable to accidents than those on the road. Lower 
driving speed limits should be set for vehicles on bridges than in the road to avoid 
accidents when strong wind speed exists. 
(c) Mitigation of excessive responses of bridges (Chapters 6-8) 
Excessive responses of the bridge usually exist when wind speed is high. Under strong 
winds, modal coupling effects usually become stronger for long-span bridges. It may result in a 
significant additional component to the buffeting response of each individual mode, compared 
with cases of weak modal coupling. In addition to the traditional resonant suppression control 
mechanism of Tuned Mass Dampers, a more efficient control approach may exist for the coupled 
buffeting control of bridges in strong wind. Approximated closed-form solutions of coupled 
buffeting response are first derived for a multi-mode coupled bridge system attached with an 
arbitrary number of TMDs. This derivation clearly shows the contributions of all components of 
the response and indicates how TMDs can be designed to control each part. Finally, the 
applicability of dual-objective control with a passive TMD system, based on the new control 
approach, is briefly discussed. 
After the new features of TMD, control on vibrations are studied. Optimal variables of 
TMDs in the coupled vibration control are numerically studied. The finding in this part verifies 
the common assumption that single-mode-based control strategy can be used for bridges with 
well-separated modal frequencies. However, for coupling-prone bridges with low frequency 
ratio, the control strategy should be based on the analysis of coupled vibrations. Many modern 
long-span bridges may fall into this category. 
As an exploratory application of vibration control for long-span bridges in a hurricane-prone 
area, a movable vehicle-type of control facility is designed and its efficiency is studied.  Placement 
of movable control system on bridge during evacuation will certainly block traffic and is not a 
perfect solution. However, it is better than otherwise to completely close bridge in evacuation. In 
extreme cases, to protect the bridge from being damaged, the movable control system can also be 
placed on the bridge when the traffic is completely closed. Some issues for practical 
implementation certainly need to be further addressed.  
9.2 Future Work 
The writer believes that the following issues deserve further research: 
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• In the dissertation, determinant results are given to assess the risks of vehicle 
accidents. However, the driving process of vehicles on the road or on the bridge is 
actually affected by many uncertain factors, so the reliability-based accident 
analysis is needed and can be carried out in the future work. 
• Wind- and vehicle-induced fatigue is a very important topic. All existent works 
treat vehicle-induced fatigue and wind-induced fatigue separately. Based on the 
interaction analysis of the vehicle-bridge-wind system, the combined fatigue 
problem can be rationally predicted, which is a very interesting direction for future 
research. 
• Vehicle performance on roadways under wind loading deserves more study. In 
some typical highway locations with various curvatures, slopes, and road surface 
conditions, vehicles may exhibit different accident-related performance. To 
envisage the transportation scenario of vehicles from several typical locations of the 
highway to even the whole highway system in one specific area will give the 
transportation authorities much valuable information. This is another very 
promising future direction based on the present study. 
• The driver-behavior model, which can be adopted in the accident analysis model, 
should be improved by adopting statistic approaches, since every driver behaves 
differently. As a very challenging task, it deserves further study. 
• In the dissertation, some temporary approaches with Tuned Mass Dampers are 
proposed to mitigate the vibration of long-span bridges under strong wind. Some 
more adaptive and economical ways can be studied, based on more advanced 
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