INTRODUCTION
The literature on time series is vast and may be found in many areas other than statistics such as economics, business, physics, engineering and environmental studies. Most of the literature is non-Bayesian and the reader is referred to Box and Jenkins (1970) , Chatfield (1980) , Priestely (1981) , Harvey (1993) , Box et.al (2008) , Wei (2005) and Liu (2009) for the non-Bayesian theory and methodology.
Most of Bayesian contributions of time series focus on pure autoregressive processes and pay little attention to moving average processes, denoted by MA(q) , or mixed ARMA processes. The difficulty with MA(q) processes is that the likelihood function is analytically intractable and statistical inferences should be done numerically. Zellner (1971) introduced the reader to the Bayesian analysis of pure autoregressive processes. He used Jeffreys' vague prior to develop the posterior distributions of the first and second orders autoregressive models. Newbold (1973) did a Bayesian analysis of transfer function processes of which the ARMA processes are special case. Macleod (1977) proposed replacing the determinant of the covariance matrix of ARMA processes by its asymptotic limit in order to approximate the conditional likelihood function. However, his approach does not avoid the problem of computing the inverse of the covariance matrix. Phadke and Kedem (1978) presented three different techniques to obtain the exact likelihood function for moving average processes. However, none of these techniques avoid the problem of computing the inverse of the covariance matrix. Zellner and Reynold (1978) showed that the statistical inferences about the coefficients can be approximately done using a non-central multivariate t distribution. Monahan (1983) made a very important contribution to time series analysis. Using a numerical integration technique, he implemented the identification, estimation and forecasting phases of ARMA processes. Lahif (1980) investigated the first autoregressive process in the same way Monahan did with mixed models. Shaarawy and Broemeling (1984) presented an approximate methodology to estimate the parameters of pure moving average processes. They showed that the posterior distribution of the precision parameter can be approximated by a gamma distribution. Shaarawy (1986,1988 ) did a comprehensive approximate technique to implement the identification, estimation, diagnostic checking and forecasting phases of ARMA processes. The numerical efficiency of their estimation technique has been investigated by Shaarawy and ElShawadfy (1994) for the coefficients only. Kutbi(2010) examined the efficiency of their approximation for the precision parameter of the first order moving average process. However, the efficiency of their technique to estimate the error variance has not been investigated yet.
The essential objective of this paper is to study and investigate the behavior of the gamma approximation , proposed by Shaarawy and Broemeling(1984) , in estimating the variance parameter of the error term of the second order moving average processes. The performance of the gamma approximation is investigated through a large simulation study. Section 2 of this paper presents the second order moving average processes and shows how to use the gamma approximation to estimate the error variance. Section 3 is focused to conduct six simulation studies to investigate the numerical efficiency of the gamma approximation which will be denoted by the BS technique. Finally , Section 4 presents the summary and conclusions of the research paper.
MOVING AVERAGE PROCESS OF THE SECOND ORDER
The Bayesian analysis of time series is based on special parametric models such as regression models with autocorrelated errors , distributed lag model , autoregressive models , and moving average models. A very important model is the second order moving average process , denoted by MA (2) Box and Jenkins(1970) . The main problem with analyzing the MA(2) process is that the sum of squared errors is nonlinear function of the coefficients 1  and 2  .
Suppose n observations are available , say
Thus the likelihood is conditional on the first 2 errors being zero.
The maximum likelihood estimators of the parameters 2 1 and   is equivalent to minimizing the conditional sum of squared errors. However , the error of the MA(2) model can be written as
3) which can be computed recursively if one knew  . Since the sum of squared errors , 
If these estimated errors are substituted in to (2.2) , one has an approximate conditional likelihood function : and  will also be normal gamma. Shaarawy and Broemeling(1984) have shown that the approximate marginal posterior distribution of  is gamma with parameters
and C is the scalar ,
Thus , one may estimate the error variance
The above posterior analysis is derived under the assumption that a normal -gamma describes prior information. Thus , if one is quite confident about the prior distribution of the parameter , one would specify such prior by the appropriate choice of  , P , a , and b , however , if one knows very little , a priori , about the parameters  and  , one might employ Jeffrey's vague density :
which will produce a normal -gamma posterior density with parameters given above , by letting
AN EFFECTIVENESS STUDY
This main objective of this section is to study the performance of the gamma approximation in estimating the variance of the error term of the moving average processes of the second order. The approximation , which has been developed by Broemeling and Shaarawy(1988) , is used with Jeffrey's prior density to conduct a simulation study to estimate the parameter 2  of MA(2) model with various parameter values. The parameters in some cases are chosen to be well inside the invertibilility domain while in some cases they are chosen to be near the boundaries. All computations are performed on a PC using the MATLAB computer package .
Here, our main concern is to study the numerical efficiency of the gamma approximation , proposed by Broemeling and Shaarawy(1988) for the precision parameter , in estimating the error variance 2  using some proposed criteria. The proposed criteria are the average (AVR) , the variance (VAR), the mean absolute deviation (MAD) and the mean squared error (MSE). Such efficiency will be examined with respect to the time series length n as well as the parameters of the selected model. . Note that the first 300 observations are ignored to remove the initialization effect. The second step of simulation I is to carry out all computations required to estimate the variance parameter 2  using each of the 500 realizations and to find the frequency distribution of the posterior mean of 2  . Such computations are done for a specific time series length n using the first n observations of each generated realization. This second step is repeated for each chosen sample size. The sample size n is taken to be 20 , 30 , 50 , 100 , 150 and 200 . The frequency distribution of the error variance is reported in table 1. The average (AVR) , the variance (VAR), the mean absolute deviation (MAD) and the mean squared error (MSE) are computed for the posterior mean and reported in table 2. Inspection of the numerical results of the tables supports the adequacy of the gamma approximation, developed by Broemeling and Shaarawy(1988) , in estimating the variance parameter of the error term of the second order moving average processes.
SUMMARY AND CONCLUSIONS
The main objective of this paper is to examine the performance of the gamma approximation , proposed by Broemeling and Shaarawy (1988) , to estimate the error variance of the second order moving average processes . In order to achieve the main objective , six simulation studies have been conducted with different variance values and the frequency distributions have been examined . In addition , the mean , variance , the mean absolute deviation and the mean square error have been calculated. The numerical results show that the gamma approximation can efficiently estimate the variance parameter with high precision for moderate and large sample size.
