We describe a wavelet collocation method for the numerical solution of partial differential equations which is based on the use of the autocorrelation functions of Daubechie's compactly supported wavelets. For such a method we discuss the application of wavelet based preconditioning techniques along with the treatment of boundary conditions, and we show the results of some numerical tests for several 1-and 2-dimensional model problems.
INTRODUCTION
The application of methods based on wavelets to the numerical solution of partial differential equations has recently been studied both from the theoretical and the computational point of view in many papers in which several good features of such methods have been described [11, 12, 15, 16, 17] . In particular they have been used in order to get a class of self adaptive methods which have been successfully applied to the numerical solution of equations of nonlinear type. A crucial role in the design of such methods is played by the good localization properties that wavelets display both in space and frequency, that allow to preview the behavior of the solution at a certain time, from the localization properties of the solution at the previous timestep in a simple way [3] .
Among the good features of such methods we have a class of fast algorithms, all based on the fast wavelet transform, such as the fast matrix-vector multiplication, the fast reconstruction etc., which may be used to speed up the numerical schemes [9] .
Moreover wavelets automatically give us an hierarchical organization of bases of which one can take advantage by using multigrid-like method, in which the prolongation and the restriction operators may be computed efficiently via the fast wavelet transform.
Some authors [8, 12, 15] did also point out the existence of a good preconditioning technique. In fact the condition number of the matrices involved in the solution of PDEs after a diagonal preconditioning appears to be bounded.
However, some difficulties arise when applying such methods. First of all the treatment of boundary conditions. Wavelets furnish us bases on the line and they give some instability problem when one wants to use them without a suitable adaptation in solving a Dirichlet boundary value problem on an interval.
A second difficulty which arises, is the fact that until now, the nonlinear terms were treated by computing them in the physical space and then projecting them back to the wavelet coefficients space by means of some quadrature formula. This is not quite satisfactory, since one would like to have a fast algorithm that computes the coefficients of the results of a nonlinear operator directly from the coefficients of the operand without passing through its values in the physical space (a procedure that slows the computation).
A third major difficulty is the treatment of problems on nonrectangular bidimensional domains, since bidimensional wavelets are usually obtained from one-dimensional ones by tensor product and so their application is restricted to rectangular domains.
By means of a so-called collocation method we manage to overcome in a satisfactory way, at least the first two difficulties. In such a method we use as trial functions a class of interpolating functions generated by autocorrelation of the usual compactly supported Daubechies scaling functions. Such autocorrelation function θ verifies trivially the equality θ(n) = δ 0n , and they generate a multiresolution analysis. The approximate solution of our problem will be a function u j which will be written in terms of its values in the dyadic points
and we will ask that such a function verifies the equation exactly at the dyadic points.
The boundary conditions will then be imposed by simply setting u j (0) = a and u j (1) = b.
Regarding the nonlinear operators we remark that we are already in the physical space and so no extra computation is required for the passage between wavelet coefficients and physical space.
In the following we will describe the collocation method for which we will discuss stability and convergence. We will consider the problem of preconditioning and the treatment of boundary conditions both in 1-D and in 2-D. In the last section we present the results of some numerical tests on several model problems both in 1-D and in 2-D.
PRESENTATION OF THE METHOD
Notation. With · s , resp · s,I we will indicate the H s (R), resp. H s (I) norms.
We begin by recalling the following definition [13, 18] : A compactly supported multiresolution analysis, (MRA) is a sequence (V j ) j∈Z of closed subspaces of L 2 (R) verifying the following properties:
Moreover there exists a compactly supported function φ(x), which will be called scaling function such that, defining
the set {φ jk , k ∈ Z} is an orthonormal basis for V j . The multiresolution analysis is said to be r-regular, r ∈ N if the function φ verifies:
where W j is the orthogonal complement of V j in V j+1 . It is possible to prove that there exists a compactly supported function ψ, such that the set of functions
is an orthonormal basis for W j .
The method we will present in this paper will be based on the use of a function θ obtained as autocorrelation function of a compactly supported scaling function of the type we just described. Such a function θ is widely described in [4, 10, 14] . Let us recall the fundamental properties of such a function. We start with a compactly supported multiresolution analysis {Ṽ j }. We will then have a compactly supported function φ such that the set {φ(x − k)} is an orthonormal system and a compactly supported function ψ (the wavelet function) such that the set {2 j/2 ψ(2 j x − k), j, k ∈ Z} is an orthonormal basis for L 2 (R). We will indicate by M the number of zero moments of the function ψ, (that is ψ(x)x n dx = 0, n = 0, . . . , M − 1) and by L the measure of the support of both φ and ψ :
We now introduce the function
where * denotes the convolution product. We will indicate by V j the linear span of the set {θ(2 j x − k), k ∈ Z}. It is possible to prove that {V j } forms a multiresolution analysis where θ plays the role of (nonorthonormal) scaling function. In particular the set {2 j/2 θ(2 j x − k), k ∈ Z} is a Riesz's basis for V j . We recall that this implies that there exist two positive constants A and B such that
Remark 1.1. We will then have two different MRAs, V j andṼ j generated respectively by θ and φ and related through (1.7) and through other properties which will be studied in the following. We will solve the problem in V j whileṼ j will prove essential in preconditioning the schema and in reducing the computational complexity of the problem by means of the application of matrix compression techniques [8, 12] .
The function θ is called autocorrelation function of φ and it verifies some properties which will be useful in the following.
Due to the orthonormality property of the set {φ(x − k)} the function θ verifies what we call interpolation property:
The derivatives of the function θ may be computed by differentiating the convolution product. In particular for l, s intergers, 0 l s, we have
For integer values of x this becomes
An algorithm to compute the values in (1.8) is proposed by Beylkin [8] which implicitely uses identity (1.8) in order to compute the scalar products on the righthandside.
The accuracy of approximation by the MRA V j is stated in Proposition (1.1), which is proven in [4] . Define an interpolation operator I j : H 1 (R) → V j by means of
Then we have the following estimate on the interpolation error.
We will use the function θ in the framework of a collocation method. We consider for instance the following model problem:
where c 1 , c 2 , and c 3 are, for simplicity, uniformly bounded
We look for an approximate solution u j ∈ V j which verifies the following collocation scheme:
More precisely we will have
The unknowns of our problem are the values of the approximate solution u j at the dyadic points x n = n2 −j . The unknowns u j (x n ) are computed by solving the infinite linear system
Such a schema is stable and convergent. More precisely the schema finds place in the general framework studied by Dahmen et al. [12] , following whose notation it is easy to check that the sufficient hypothesis for (t, 2)-stability are satisfied for all t > . Moreover the following error estimate holds: Suppose τ 2M − 1 and f ∈ H τ−2 then
PRECONDITIONING TECHNIQUES
For simplicity we will consider throughout this section a constant coefficient operator. The infinite matrix appearing in the linear system arising from the collocation scheme takes the form
If now we use (1.8) in (2.1) we get by a simple change of variable
Thus the linear system that we are solving has the same matrix that we would get in solving the same problem by means of a Galerkin method using the functions φ jk as test and trial functions. We can then take advantage of this observation and apply the preconditioning and the matrix compression techniques which have been developed for the Galerkin Method. In order to perform numerical experiments, we will consider the discretization of the periodic Laplace operator
[. The matrix L obtained by discretizing such an operator on an uniform grid with stepsize 2 −j has a null space of dimension one, so in the following we will refer to its range. It is known that such a matrix has in general a condition number that grows like 2 2j . We will restrict ourselves to values of j such that meas (supp(θ jk )) < 1, so that the above observation on the form of matrix L arising from the discretization of constant coefficient operators holds also for the periodic case. In fact it is easy to check that such a matrix is equal to the matrix obtained by discretizing the same operator by means of a Galerkin method using the periodized versions of the functions φ jk as test and trial functions. The preconditioning of such a matrix has already been studied. Following [8] we can compute the standard form L w of the matrix L by applying the fast wavelet transform relative to the MRAṼ j to the matrix, first rowwise and then columnwise. The matrix L w is then rescaled by a diagonal matrix P whose form is given in [8] .
Such a preconditioning technique, which has been widely studied by several authors [8, 12, 15] , is extremely effective. In fact the condition number of the preconditioned matrix L P := PL w P is uniformly bounded by a constant which does not depend on j, as one can check by looking at Table 1 .
Alternatively, one could think of using other preconditioning techniques based not on the MRAṼ j but on the interpolating MRA V j itself. In fact, following D. Donoho [14] , one may introduce the space W j ⊂ V j defined by and we can use the set
as a basis for V j . As proved by Donoho [14] , such a basis is well suited in terms of stability and accuracy to describe the space H 1 even if it does not satisfy the usual L 2 stability criteria. The change of basis from the uniform basis {θ jk } of section 1. and the basis of (2.3) is performed by means of the fast interpolating wavelet transform, which has the same algorithmical structure of the usual fast wavelet transform. A standard form L θ of the matrix L may then be obtained by the application rowwise and columnwise of the fast interpolating wavelet transform. However, rescaling such a matrix by the diagonal matrix P one obtains a matrix whose condition number satisfies only cond(PL θ P) C2 j .
Though much less effective, such a technique may still be of interest, in view of an application of the collocation scheme in the framework of adaptive schemes, where the number of unknowns is reduced by considering only those degrees of freedom which are relevant to the problem. In such a way the matrix of the linear system to resolve is much smaller than the matrix relative to the discretization on the uniform grid, hence one can afford more matrixvector multiplications. In Table 2 . we show the results of such a preconditioning technique applied to the discretization of the Laplace operator on ]0, 1[ with Dirichlet boundary conditions. The boundary conditions are treated by means of method 1, as described in the following section.
TREATMENT OF THE BOUNDARY CONDITIONS

One Dimensional Case
Let us now consider the application of such a method to a boundary value problem: we will then consider an elliptic operator defined by
and we will consider the Dirichlet boundary value problem:
In order to deal with such a problem we need to adapt the basis functions θ jk in order to make them suitable for the treatment of the boundary conditions. Such a task can be performed in several different ways: the easiest way would be the following. Method 1. We introduce the following functions:
Look for u j of the form
which verifies
It is possible to show that such a method is stable and convergent [7] . However, as one can easily check, this procedure gives an error of order 2 −j/2 and consequently such a method has a poor accuracy with respect to the method on the line.
We may then modify the method in order to retrieve the good accuracy of the method on the line. Two possible ways may be followed in order to accomplish such a task. Either use more basis functions and more points or change the shape of some of the basis functions in order to get a better accuracy.
The first possibility is to consider in the development of u j all the k's such that supp θ jk ]0, 1[≠ ∅. We will then have Method 2. We look for a function of the form
verifying (3.1-3.2) for a bigger set of nodes. The unknowns are 2 j + 2L − 1 so we need 2 j + 2L − 1 collocation points. We have the natural 2 j + 1 dyadic points x k = k2 −j , k = 0, . . . , 2 j and we add some points near the boundaries. More precisely we add the points (2k+1)2 −(j+1) with k = 0, . . . , L− 2 near the left boundary and 1 − (2k + 1)2 −(j+1) with k = 0, . . . , L − 2 near the right boundary.
Method 3. The third method is based on the use of some modified interpolating functions which are constructed in order to achieve an interpolating operator on the interval of the same accuracy as the one on the line. Such functions were constructed in [14] . Let us now briefly review how such functions are constructed.
We consider a function f defined on R and we are interested in finding (at least approximately) I j f| [0, 1] . In order to do that we need the values of f in all those dyadic points x k such that supp θ jk ]0, 1[≠ ∅, that is we need to know
Let us now suppose that we know f only in [0, 1] . Instead of the values of f at x k , k = −L+1, . . . , −1 and k = 2 j +1, . . . , 2 j +L−1, we may use some values which are extrapolated from the values in those dyadic points internal to the interval [0, 1]. More precisely we define P 1 and P 2 to be the polynomials of degree 2M−2 that interpolate f respectively at x 0 , x 1 , . . . , x 2M−2 and at x 2 j −2M+2 , x 2 j −2M+3 , . . . , x 2 j .
We have
where l 1 k and l 2 k are the Lagrange polynomials relative to the two (2M − 1)-tuples of interpolation points {x 0 , . . . , x 2M−2 } and {x 2 j −2M+2 , . . . , x 2 j }.
We can now define
Combining (3.3), (3.4), and (3.5) we have
Thus we may define some modified interpolating functions by means of
Remark that the functions θ l jk and θ r jk still verify the interpolation property θ l jk (x n ) = δ nk and θ r jk (x n ) = δ nk for n, k = 0, . . . , 2 j . Moreover the operator I j is well defined for functions in
and it verifies the following error estimatf:
The approximate solution u j may now be developed using the 2 j + 1 basis functions of the development (3.6). We will then look for a function
The L 2 -and L ∞ -errors for the three methods are summarized in Table 4 , respectively.
Two-Dimensional Boundary Value Problems
We may also apply our method to a 2-D boundary value problem. Given A defined by
where the coefficients a 20 , a 11 , a 02 , a 10 , a 01 , and a 00 are chosen in such a way that the operator A is elliptic, we consider the problem 8.3275 × 10
In order to build a schema for such a problem we consider the tensor product basis
where the 1-D functions θ jk may be modified close to the boundaries of ]0, 1[, according to method 1 or method 3. To each function Θ j,k,k we associate the node
where it assumes the value 2 j . We define our discrete problem as:
Find u ∈ V j V j verifying
where by abuse of notation we indicate by V j the space of trial functions used in the previous section for the 1-D BVP for either method 1 or 3. We remark that the trace of the space V j V j on each of the edges of the square ]0, 1[ is the space V j itself, so Eq. 4.2 ensures that the solution u gives a good approximation of g on the boundary.
FIG. 2.
High order method for test problem 2, with = 
NUMERICAL EXPERIMENTS
The aim of this section is to show the performances of the method proposed. We will consider some simple test problem in both one and two dimensions. For the one dimensional case we will concentrate on three different test problems, displaying different behaviors.
Test Problem 1.
where f is chosen such that the true solution of the problem is u = x(x − 1) sin 2 (6x). Test Problem 2.
The first problem is only considered in order to check the accuracy of the three methods proposed for the treatment of boundary conditions. To investigate the order of the methods, approximate solutions are computed on a sequence of several increasingly finer grids. The corresponding approximation error is displayed in Tables 3 and 4 the differential equation changes rapidly. In this case it is interesting to observe the behaviour of the coefficients of the fast interpolating wavelet transform of the approximate solution, that may give informations which may be used in order to design mesh refinement techniques [6] . In Fig. 3 we show the coefficients of the fast interpolating wavelet transform of the true solution for = . The first 2 j 0 coefficients correspond to the lowest level j 0 . It is clear that at higher levels, only the coefficients corresponding to the boundaries are really necessary in order to compute the approximate solution.
In Fig. 2 we show the shape of the discrete solutions, which are computed using method 1, for three different values of the parameter (respectively = .1, .01, .001) each one computed with a different value of j (respectively j = 4, 5, 8) .
The third test problem also displays a boundary layer near x = 0. Moreover the problem is nonlinear. It was
Surface plot of the discrete solution of test 4.
FIG. 6.
Surface plot of the discrete solution of test 6. solved by means of method 1. with j = 5 and j = 6. The nonlinear systems obtained after collocation were resolved by Newton's method. In Fig. 4 we show numerical results with = .1. A comparison with the behavior of the true solution (see [1] ) is very satisfactory. The test problems for the two-dimensional case are the following. The first two examples are two constant coefficients problems with Dirichlet boundaries. The first one is a pure isotropic diffusion problem while the second one is a boundary layer problem ("similar" to the one dimensional test 2).
Test Problem 4.
−∆u = f on Ω = (0, 1) × (0, 1)
Surface plot of the discrete solution of test 5, = 0.01.
In both problems ∂Ω is the boundary of the unitary square Ω = (0, 1) × (0, 1) .
The next two examples are nonconstant coefficients problems with Dirichlet boundary conditions. The first one is a canonical example from the "catalogue" of elliptic problems in [19] . The last example is an anisotropic diffusion problem with nonconstant coefficients.
Test Problem 6.
∂ ∂x e xy ∂ ∂x u + ∂ ∂y e −xy ∂ ∂y u − 1 1 + x + y u = f on Ω u = 0 on ∂Ω where f is chosen such that the true solution is u(x, y) = e xy sin(πx) sin(πy).
Test Problem 7. 
CONCLUSIONS
We have stated here a wavelet collocation method based on the use of the autocorrelation function of Daubechies compactly supported scaling functions.
For such a method we discussed stability and convergence along with the existence of preconditioning techniques and the treatment of boundary conditions both in one and two dimensions.
In particular we observed that the matrices arising from such a discretization are (at least in the constant case) equal   FIG. 8 .
Surface plot of the discrete solution of test 7.
to the matrices arising from the application of a Galerkin method using the Daubechies scaling functions as test functions. This implies that we can apply to such a method all the techniques developed in order to reduce the computational complexity of such Galerkin methods. We tested the method proposed on several one and two dimensional problems with very promising results.
The collocation method we just described may be developed in several directions. First of all such a scheme may be generalized by introducing some kind of adaptive procedure, using the function θ at different scales at the same time [6] . Such a procedure should allow an optimization of the number of basis functions used for the solution of the problem. Moreover the collocation scheme may be implemented using some other wavelet basis (likewise Daubechies wavelets or B-spline prewavelet) [5] .
