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Tests of quantum mechanics on a macroscopic scale
require extreme control over mechanical motion and
its decoherence [1–4]. Quantum control of mechanical
motion has been achieved by engineering the radiation-
pressure coupling between a micromechanical oscilla-
tor and the electromagnetic field in a resonator [5–8].
Furthermore, measurement-based feedback control re-
lying on cavity-enhanced detection schemes has been
used to cool micromechanical oscillators to their quan-
tum ground states [9]. In contrast to mechanically teth-
ered systems, optically levitated nanoparticles are par-
ticularly promising candidates for matter-wave experi-
ments with massive objects [10, 11], since their trapping
potential is fully controllable. In this work, we optically
levitate a femto-gram dielectric particle in cryogenic
free space, which suppresses thermal effects sufficiently
to make the measurement backaction the dominant de-
coherence mechanism. With an efficient quantum mea-
surement, we exert quantum control over the dynamics
of the particle. We cool its center-of-mass motion by
measurement-based feedback to an average occupancy
of 0.65 motional quanta, corresponding to a state pu-
rity of 43%. The absence of an optical resonator and its
bandwidth limitations holds promise to transfer the full
quantum control available for electromagnetic fields to
a mechanical system. Together with the fact that the
optical trapping potential is highly controllable, our
experimental platform offers a route to investigating
quantum mechanics at macroscopic scales [12, 13].
Introduction. Mechanical oscillators with small dissi-
pation have become indispensable tools for sensing and
signal transduction [14–18]. In optomechanics, such os-
cillators are coupled to a light field to read out and con-
trol the mechanical motion at the fundamental limits set by
quantum theory [8]. A landmark feat in this context has
been cavity-cooling of micromechanical oscillators to their
quantum ground state of motion using dynamical backac-
tion [5, 6].
The remarkable success of cavity optomechanics as a
technology platform attracted the attention of a scientific
community seeking to test the limitations of quantum the-
ory at macroscopic scales [13, 19–22]. A particularly ex-
citing idea is to delocalize the wave function of a massive
object over a distance larger than its physical size [12].
This regime is outside the scope of mechanically clamped
oscillators and requires systems with largely tunable po-
tentials, such as dielectric particles levitated in an optical
trap [10, 11]. The optical intensity distribution in a laser
focus forms a controllable conservative potential for the
particle’s center-of-mass motion [23]. A prerequisite for
investigating macroscopic quantum effects is to prepare the
particle in a quantum mechanically pure state, such as its
motional ground state. Subsequently, the trapping potential
can be switched off [24], allowing for coherent evolution
of the particle in the absence of decoherence generated by
photon recoil heating [25, 26]. Furthermore, other sources
of decoherence, such as collisions with gas molecules and
recoil from blackbody photons, must be excluded [27, 28].
A cryogenic environment can provide both the required ex-
treme high vacuum and the sufficiently low thermal popu-
lation of the electromagnetic continuum.
Cavity-control of the center-of-mass motion of a lev-
itated particle has made tremendous progress in recent
years [29–31], and ground-state cooling by dynamical
back-action has recently been reported [32]. An alterna-
tive approach to purify the particle’s motional state relies
on measurement-based feedback [23, 33–37]. To operate
this technique in the quantum regime requires performing
a measurement whose quantum backaction represents the
dominant disturbance of the system [25, 26]. In addition,
the result of this measurement needs to be recorded with
sufficient efficiency, to compensate the measurement back-
action by the feedback system [9, 38, 39]. Borrowing tech-
niques developed for tethered optomechanical systems [9,
39–41], levitated particles have been feedback-cooled to
single-digit phonon occupation numbers [42], where first
signatures of their motional ground state have been ob-
served [43]. These studies suggest that ground-state cool-
ing of mechanical motion without enhancing light-matter
interaction with an optical resonator is possible with suf-
ficiently high detection efficiency. Such a cavity-free op-
tomechanical system would be unrestricted by the limita-
tions regarding bandwidth, stability, and mode-matching
associated with an optical resonator.
In this work, we optically levitate a nanoparticle in a
cryogenic environment and feedback-cool its motion to
the quantum ground state. Our feedback control relies on
a cavity-free optical measurement of the particle position
that approaches the minimum of the Heisenberg relation to
within a factor of two.
Experimental system. In Fig. 1a we show our experi-
mental system. We generate a single-beam dipole trap
by strongly focusing a laser (Pt ∼ 1.2 W, wavelength
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Figure 1. Experimental setup. (a) An electrically charged silica
nanoparticle is optically levitated in a cryogenic environment. The
light scattered back by the particle is split between the heterodyne
and the homodyne receivers. The homodyne signal is filtered, and
fed back as an electric force to the particle to cool its center-of-
mass motion along the optical axis. (b) Power spectral density of
the parametrically pre-cooled center-of-mass oscillation modes (pur-
ple) along the z, x, and y axis (at 77 kHz, 202 kHz, and 249 kHz,
respectively). In green we plot the LO noise floor.
an aspheric trapping lens (numerical aperture 0.75). A
dipolar dielectric scatterer in the focal region experiences
a three-dimensional confining potential, which is harmonic
for small displacements from the focal center. In our ex-
periments, we trap a single, electrically charged spherical
silica nanoparticle (diameter 100 nm, mass m ∼ 1 fg).
The resonance frequency of the particle’s center-of-mass
motion along the optical axis z is Ωz/(2π) = 77.6 kHz
(see Fig. 1b). The resonance frequencies in the focal plane
are Ωx/(2π) = 202 kHz along and Ωy/(2π) = 249 kHz
perpendicular to the axis of polarization.
To suppress heating due to collisions with gas molecules,
we operate our optical trap inside a 4 K cryostat. On the
holder of the trapping lens, we measure a temperature of
60 K, which results from heating due to residual optical ab-
sorption (see Supplementary). The cryogenic environment
reduces the thermal energy of the gas molecules, and si-
multaneously lowers the gas pressure by cryogenic pump-
ing. An ionization gauge located in the outer chamber (at
295 K) of the cryostat reads a pressure of 3 × 10−9 mbar,
which we treat as an upper bound for the pressure at the
location of the particle. To stabilize the particle inside the
trap and to avoid nonlinearities of the trapping potential,
we pre-cool the particle’s motion in the three dimensions
using parametric feedback [34]. In the following, we fo-
cus our attention on the motion along the optical z axis.
The detection of the particle’s motion relies on the fact
that its position is predominantly encoded in the phase of
the light scattered back into the trapping lens [44]. This
backscattered field is directed by an optical circulator to
the detection setup, where 90% (10%) of the signal is sent
to a homodyne (heterodyne) receiver. These receivers con-
vert the phase of the optical field into an electrical signal.
We use the homodyne measurement for feedback-control,
and the heterodyne signal for an independent out-of-loop
measurement of the particle’s motion.
Feedback cooling to the ground state. Our experimental
platform is a cavity-free optomechanical system, perform-
ing a continuous measurement of the displacement of the
particle [8, 10]. According to quantum theory, this mea-
surement inevitably entails a backaction. For the levitated
particle, this quantum backaction is associated with the ra-
diation pressure shot noise arising from the quantization
of the light field’s linear momentum [26]. Importantly,
with a sufficiently efficient detection system in place (see
Supplementary), it is possible to apply a feedback force
to the particle that fully balances the effect of the backac-
tion [9, 38, 40].
We deploy a feedback method termed cold damping [38,
45]. In this scheme, a viscous feedback force is derived
from the measurement signal, increasing the dissipation
while adding a minimum amount of fluctuations. Our feed-
back circuit is a digital filter that electronically processes
the homodyne signal in real-time. The filter mainly com-
prises a delay line to shift the phase of the frequencies
near Ωz by π/2 (see Supplementary). This procedure ex-
ploits the particle’s harmonic motion to estimate the ve-
locity from the measured displacement. The filtered signal
is applied as a voltage to a pair of electrodes located near
the nanoparticle, actuating the feedback via the Coulomb
force.
We now turn to the analysis of the particle’s motional
energy under feedback. Our first method to extract the
phonon population of the particle relies on Raman side-
band thermometry [43, 46, 47]. To this end, we analyze
the signal recorded on the heterodyne receiver (see Sup-
plementary), which provides an out-of-loop measurement
of the motion of the particle [37]. The power spectral
density (PSD) [48] of both the red-shifted Stokes side-
band S̄rr(Ω) and of the blue-shifted anti-Stokes sideband
S̄bb(Ω) (Fig. 2a) show a Lorentzian lineshape on top of
a white noise floor. Importantly, the total noise power in
the two sidebands is visibly different. From this sideband
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Figure 2. Quantum ground state verification via out-of-loop measurements. (a) Stokes (red circles) and anti-Stokes (blue circles) sidebands
measured by the out-of-loop heterodyne detector, at the largest electronic feedback gain. The black lines are fits to Eqs. (1), from which we
extract the sideband powers. From their ratio, we extract a final occupation of n̄ = 0.66±0.08. (b) Real (purple circles) and imaginary (green
circles) parts of the cross-power spectral density between the Stokes and anti-Stokes sideband, together with theoretical fits (black lines). We
calibrate the vertical axis using the imaginary part, and we extract a final occupation of n̄ = 0.64± 0.09 from the real part.
asymmetry, we can extract the phonon population by fitting
our data to the expressions
S̄rr(Ω) = S̄
r




with S̄r,bbg the spectral background floor, R = mγeff~Ωz/π
a scaling factor, χeff(Ω) = m−1/(Ω2z − Ω2 − iγeffΩ) the
effective mechanical susceptibility modified by the feed-
back, γeff the effective linewidth including the broadening
due to feedback, and n̄ the average phonon occupation of
the mechanical state.
From the fit of our data (solid lines in Fig. 2a), we ex-
tract a linewidth of γeff/(2π) = 11.1 kHz together with a
residual occupation of n̄ = 0.66±0.08, corresponding to a
ground-state occupancy of 1/(n̄+ 1) = 60%. The error is
obtained by propagating the standard deviation (s.d.) of the
fitted areas. We note that the method of Raman thermome-
try does not rely on any calibration of the system. Instead,
it is the zero-point energy of the oscillator which serves as
the absolute scale all energies are measured against.
As a second method to infer the residual phonon popu-
lation of the particle under feedback, we analyze the cross-
correlations between the two measured sidebands [49, 50].
In Fig. 2b, we show the real part of the measured cross cor-
relation Re(Srb) (purple) and its imaginary part Im(Srb)














Importantly, the imaginary part of the cross-correlation is
independent of the phonon population n̄. It arises purely
from the zero-point fluctuations and can thus serve to cal-
ibrate the real part, from which we extract a phonon occu-
pation of n̄ = 0.64 ± 0.09. The error is obtained from
the propagation of the uncertainties (s.d.) in the fitted pa-
rameters. This result is well in agreement with the value
extracted from the sideband asymmetry.
Quantum measurement. Efficient quantum measure-
ment is a prerequisite for stabilizing the levitated nanopar-
ticle in its quantum ground state via feedback. In the fol-
lowing, we perform a detailed analysis of our measurement
system. To this end, we analyze the measurement record of
our in-loop homodyne receiver and derive the measurement
efficiency ηmeas, that is, the amount of information gath-
ered per disturbance incurred [51]. In Fig. 3a we show,
in dark red, the homodyne spectrum acquired at the low-
est feedback gain labelled by the set gain gel = 0 dB
(γeff = 2π × 21.9 Hz). At such low gain, the measured
fluctuations on resonance largely exceed the imprecision
noise and the feedback solely leads to a broadening of the
mechanical susceptibility. In this regime, the imprecision
noise fed back as a force does not play any role, and can be
safely ignored. Upon calibration via an out-of-loop energy
measurement at a moderate gain (at gel = 25 dB), we fit
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Figure 3. In-loop analysis of the feedback system. (a) Single-sided displacement spectra measured by the in-loop homodyne detector, at
different electronic gains gel. We exclude three narrow spectral features from the analysis (see Supplementary). The black lines are fits to a
theoretical model (see Supplementary). (b) Mechanical occupations extracted from integrating the computed position and momentum spectra,
which are based on parameters estimated from the in-loop spectra. The solid black (dotted grey) line is a theoretical model assuming an ideal
delay filter (cold damping). The horizontal grey line corresponds to the occupation of the conditional state, stemming from the performed
measurements. The error bars reflect the standard deviation (s.d.) in the fitted parameters, as well as the statistical error on the calibration
method.
the observed spectrum to (see Supplementary)
S̄homzz (Ω) = S̄imp + |χeff(Ω)|2S̄ totFF , (3)
where S̄ totFF = ~2Γtot/(2πz2zpf) is the total force noise
PSD, S̄imp = z2zpf/(8πΓmeas) is the imprecision noise
PSD, and z2zpf = ~/(2mΩz) denotes the zero-point fluc-
tuations of the oscillator. We note that these two spec-
tral densities can be equivalently written in terms of a
measurement rate Γmeas = ηdΓqba (with Γqba the deco-
herence rate due to the quantum backaction, and ηd the
overall detection efficiency), and a total decoherence rate
Γtot = Γqba+Γexc = γeff(n̄+1/2) (with Γexc the decoher-
ence rate in excess of quantum backaction). From the fit,
we extract a measurement rate of Γmeas/(2π) = (1.33 ±
0.04) kHz and a total decoherence rate of Γtot/(2π) =
(5.5 ± 0.3) kHz. The measurement rate approaches the
total decoherence rate, giving a measurement efficiency of
ηmeas = Γmeas/Γtot = 0.24 ± 0.02, which is bounded
by ηmeas ≤ 1 according to the Heisenberg measurement-
disturbance relation [46, 51, 52].
Next, we characterize the role of the feedback gain in
our system. To this end, we record homodyne spectra at
increasing gain settings, as shown in Fig. 3a. For small
gain values, the feedback only increases the mechanical
linewidth. For high gain values however, the spectra flatten
and even dip below the imprecision noise, an effect known
as noise squashing [40]. In this case, the feedback-induced
correlations become dominant and increase the displace-
ment fluctuations, rather than reducing them. We fit each
spectrum to a full in-loop model, where we independently
characterize the transfer function of the electronic loop (see
Supplementary). Then, we use the results of the fits to com-
pute the effective linewidths and the phonon occupations,
shown in Fig. 3b. At the highest gain, we estimate an oc-
cupation of n̄ = (0.65± 0.04), consistent with both other
methods described above. Based on the estimated mea-
surement and total decoherence rates, we calculate a theo-
retical model for the occupations under a pure delay filter
(black line in Fig. 3b). For comparison, we show the the-
oretical results achievable under ideal cold damping [38]
in the limit of γeff  Ωz (dotted grey line). In this case,
an induced linewidth of γeff corresponds to an occupation
n̄ = Γtot/γeff + γeff/(16Γmeas) − 1/2 [37], dependent
only on the measurement and decoherence rates.
Discussion and outlook. In summary, we have achieved
quantum control over the motion of a levitated nanosphere.
This control relies on the high reported measurement ef-
ficiency of 24%, comparable to what has been achieved
with tethered micromechanical resonators [9], atomic sys-
tems [53], and superconducting circuits [54]. As an ex-
ample of measurement-based quantum control, we have
experimentally stabilized the nanoparticle’s motion in its
quantum ground state via active feedback. The prepared
quantum state has a residual occupation of n̄ = 0.65
phonons, corresponding to a purity of 1/(1 + 2n̄) = 43%.
Under optimal control, achievable by optimization of the
feedback circuit, we expect to reach the same occupation as
the conditional state [51, 55], that is, n̄cond ≈ (1/√ηmeas−
5
1)/2 = 0.5 (see Fig. 3b). Our experiment approaches
this limit to within 30%. Notably, this is the first time
that quantum control of mechanical degrees of freedom has
been achieved without the use of an optical resonator. Our
cavity-free platform allows overcoming the bistability in
continuously operated optomechanical cavities, which lim-
its the fastest achievable control time, 1/Γqba, to roughly
the mechanical oscillation period 2π/Ωz [8]. The control
time 1/Γqba is inversely proportional to the particle’s vol-
ume. When the excess decoherence is negligible, we ex-
pect to achieve 1/Γqba ≈ 1/Γtot = 1µs for a 300-nm-
diameter nanosphere, well below the measured period of
2π/Ωz = 13µs. This opens the door for fast continuous
and pulsed displacement measurement [56, 57].
Importantly, we conduct levitated-optomechanics exper-
iments in a cryogenic environment for the first time. This
represents a milestone towards the generation of genuine
macroscopic quantum states of a nanosphere, which would
require extremely low levels of decoherence [12]. On the
one hand, cryogenic pumping can achieve extreme-high-
vacuum in excess of 10−17 mbar [58], suppressing de-
coherence due to gas collisions. On the other hand, sil-
ica nanospheres quickly thermalize at the temperature of
the surrounding cryogenic environment once the laser is
switched off. This drastically reduces the decoherence due
to emission of blackbody photons. For a trapping field in-
tensity of 300 mW/µm2, the bulk heating rate due to op-
tical absorption is estimated to be approximately 2 K/ms
[59]. By switching on the optical field only for the needed
duration of 1/Γmeas ≈ 100 µs to stabilize the ground
state [60], we can maintain the internal temperature of the
nanosphere in equilibrium with the surrounding cryogenic
environment. At the measured temperature of 60 K and at
a pressure of 10−12 mbar, well within the reach of state-
of-the-art cryostats [61], we estimate a coherent evolution
time of around 50 ms [28]. This would be sufficient to co-
herently expand the quantum wave function up to a size
comparable with the nanosphere itself, opening the doors
for exploring macroscopic quantum effects [62].
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[31] U. Delić, M. Reisenbauer, D. Grass, N. Kiesel, V. Vuletić, and
M. Aspelmeyer, Phys. Rev. Lett. 122, 123602 (2019).
[32] U. Delić, M. Reisenbauer, K. Dare, D. Grass, V. Vuletić,
N. Kiesel, and M. Aspelmeyer, Science 367, 892 (2020).
[33] T. Li, S. Kheifets, and M. G. Raizen, Nat. Phys. 7, 527 (2011).
[34] J. Gieseler, B. Deutsch, R. Quidant, and L. Novotny, Phys. Rev.
Lett. 109, 103603 (2012).
[35] M. Iwasaki, T. Yotsuya, T. Naruki, Y. Matsuda, M. Yoneda, and
K. Aikawa, Phys. Rev. A 99, 051401 (2019).
[36] G. P. Conangla, F. Ricci, M. T. Cuairan, A. W. Schell, N. Meyer,
and R. Quidant, Phys. Rev. Lett. 122, 223602 (2019).
[37] F. Tebbenjohanns, M. Frimmer, A. Militaru, V. Jain, and
L. Novotny, Phys. Rev. Lett. 122, 223601 (2019).
[38] S. Mancini, D. Vitali, and P. Tombesi, Phys. Rev. Lett. 80, 688
(1998).
[39] D. Wilson, V. Sudhir, N. Piro, R. Schilling, A. Ghadimi, and
T. J. Kippenberg, Nature 524, 325 (2015).
[40] P. F. Cohadon, A. Heidmann, and M. Pinard, Phys. Rev. Lett.
83, 3174 (1999).
[41] M. Poggio, C. L. Degen, H. J. Mamin, and D. Rugar, Phys.
Rev. Lett. 99, 017201 (2007).
[42] M. Kamba, H. Kiuchi, T. Yotsuya, and K. Aikawa, (2020),
arXiv:2011.12507.
[43] F. Tebbenjohanns, M. Frimmer, V. Jain, D. Windey, and
L. Novotny, Phys. Rev. Lett. 124, 013603 (2020).
[44] F. Tebbenjohanns, M. Frimmer, and L. Novotny, Phys. Rev. A
100, 043821 (2019).
[45] C. Genes, D. Vitali, P. Tombesi, S. Gigan, and M. Aspelmeyer,
Phys. Rev. A 77, 033804 (2008).
[46] A. A. Clerk, M. H. Devoret, S. M. Girvin, F. Marquardt, and
R. J. Schoelkopf, Rev. Mod. Phys. 82, 1155 (2010).
[47] A. H. Safavi-Naeini, J. Chan, J. T. Hill, T. P. M. Alegre,
A. Krause, and O. Painter, Phys. Rev. Lett. 108, 033602 (2012).
[48] We define our two-sided, symmetrized PSDs S̄zz(Ω) and our
single-sided PSDs S̃zz(f) = 4πS̄zz(2πf) according to 〈z2〉 =∫∞




[49] T. P. Purdy, K. E. Grutter, K. Srinivasan, and J. M. Taylor,
Science 356, 1265 (2017).
[50] A. B. Shkarin, A. D. Kashkanova, C. D. Brown, S. Garcia,
K. Ott, J. Reichel, and J. G. E. Harris, Phys. Rev. Lett. 122,
153601 (2019).
[51] H. M. Wiseman and G. J. Milburn, Quantum Measurement and
Control (Cambridge University Press, 2010).
[52] V. B. Braginsky and F. Y. Khalili, Quantum Measurement
(Cambridge University Press, Cambridge, 1992).
[53] C. Sayrin, I. Dotsenko, X. Zhou, B. Peaudecerf, T. Rybarczyk,
S. Gleyzes, P. Rouchon, M. Mirrahimi, H. Amini, M. Brune,
and et al., Nature 477, 73–77 (2011).
[54] R. Vijay, C. Macklin, D. H. Slichter, S. J. Weber, K. W. Murch,
R. Naik, A. N. Korotkov, and I. Siddiqi, Nature 490, 77–80
(2012).
[55] A. C. Doherty and K. Jacobs, Phys. Rev. A 60, 2700 (1999).
[56] C. Meng, G. A. Brawley, J. S. Bennett, M. R. Vanner, and W. P.
Bowen, Phys. Rev. Lett. 125, 043604 (2020).
[57] M. R. Vanner, I. Pikovski, G. D. Cole, M. S. Kim, Č. Brukner,
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Throughout this work, we use the following symbols.
Symbol Explanation
m Mass of the particle
Ωz Eigenfrequency of the particle along the optical axis
zzpf Zero-point fluctuation size: zzpf =
√
~/(2mΩz)
γeff Effective feedback-induced mechanical damping rate
γth Damping rate due to thermal bath: γth  γeff
T Bath temperature
Γth Thermal decoherence rate (phonons/s): Γth = γthkBT/(~Ωz)
Γqba Decoherence rate due to quantum backaction
Γexc Excess decoherence rate including Γth
Γtot Total decoherence rate: Γtot = Γqba + Γexc = Γqba(1 + 1/Cq)
Cq Quantum cooperativity: Cq = Γqba/Γexc
ηd Detection efficiency
Γmeas Measurement rate: Γmeas = ηdΓqba
ηmeas Measurement efficiency: ηmeas = Γmeas/Γtot = ηd/(1 + 1/Cq)
n Phonon occupation number of the particle’s z-motion
χeff(Ω) Effective mechanical susceptibility: χeff(Ω) = m−1/(Ω2z − Ω2 − iγeffΩ)
S
tot
FF Two-sided, symmetrized total force noise PSD: S
tot
FF = ~2Γtot/(2πz2zpf)
S imp Detector imprecision noise PSD: S imp = z2zpf/(8πΓmeas)
S impS
tot
FF Measurement-disturbance relation: S impS
tot
FF = (~/4π)2/ηmeas





zz (Ω) Measured in-loop position PSD on the homodyne detector
Srr(Ω) Heterodyne detector position PSD at the Stokes (red) sideband
Sbb(Ω) Heterodyne detector position PSD at the anti-Stokes (blue) sideband


























Figure 1. Experimental Setup. We optically trap a nanoparticle inside a cryogenic vacuum chamber
using a telecom laser. In the forward direction, we employ a libration and position detection system. In
the backward direction, we place both a homodyne and a heterodyne photodetector. AOM: acousto-optic
modulator. DAQ: data acquisition card. EOM: electro-optic modulator. λ/2: half-wave plate. LO: local
oscillator. PBS: polarizing beam-splitter. R: reflection. T: transmission.
II. EXPERIMENTAL METHODS
A. Setup
a. Cryogenic optical trapping setup. Our detailed experimental setup is shown in Fig. 1.
We optically trap the nanoparticles inside a vacuum chamber connected to a closed-cycle cryostat
(attoDRY800 from attocube, nominal cold-plate temperature 4 K) to lower both the temperature
and the pressure of the gas around the particle, thus reducing the fluctuating force disturbing its
motion. The optical tweezers are formed by focusing linearly polarized telecom light with a wave-
length λ = 1550 nm and a power of 1.2 W. We use an asymmetric lens system, with a 0.75 NA
trapping lens (Lightpath 355617), and a 0.6 NA collection lens (Lightpath 355330) to collimate
the beam after the trap. Due to the NA mismatch, about 25% of the light does not exit the trapping
volume and is at least partly absorbed by the cryostat, increasing the temperature of the volume
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around the trap. The lenses are encased in a threaded steel mount, and screwed into a threaded
holder machined out of electrically insulating polyether ether ketone (PEEK). When performing
linear feedback cooling, we apply the voltage needed to drive the particle motion directly to the
lenses’ mounts. The PEEK holder is mounted on top of a solid copper post in thermal contact
with the cold plate of the cryostat. The vacuum chamber connected to the cryostat contains two
concentric metallic cylinders. Their purpose is to shield the innermost trapping volume of the
chamber from hot gas particles in thermal equilibrium with the vacuum chamber at room tem-
perature. The inner shield, which is made of oxygen-free copper, contains the trapping assembly
and is in thermal contact with the cold plate of the cryostat (nominal temperature 4 K). The outer
cylinder made of aluminium is thermally connected to the middle stage of the cryostat, with a
nominal temperature of 40 K.
b. Monitoring the temperature. We monitor the temperature both at the cold plate and at the
PEEK lens holder, and read respectively 6 K and 57 K when the laser is on. This discrepancy with
the nominal values is due to the heat generated by the absorbed laser power and the low thermal
conductivity of the PEEK holder. When the laser is switched off, the trap temperature drops by
more than 20 K in 1 hour. The heating due to laser absorption can be remedied by using lenses with
equal NA for trapping and collimating the laser, together with optimizing the thermal conductivity
of the lens holder.
c. Measuring the pressure. We use a Bayard-Alpert/Pirani combination gauge. Once the
base temperature is attained, the gauge reads a pressure of 3× 10−9 mbar at the vacuum chamber
thermalized at 295 K. This is an upper bound for the pressure at the particle’s location, which we
expect to be orders of magnitude lower [1].
d. Optical detection setup. We use four photodetectors to characterize, stabilize, and local-
ize the particle in the optical trap. First, in the forward direction, we make use of a quadrant
photodetector (QPD) (Thorlabs PDQ30C) and a polarisation sensitive libration detector (home-
made balanced detector). We exploit their signals in the characterisation procedure of the particle
as detailed below. Second, we do homodyne and heterodyne detection on the field scattered by the
particle back into the trapping lens. We employ a combination of Faraday rotator and polarizing
beamsplitter to deflect the backscattered field from the forward direction. We derive our feedback
signal for cold damping of the particle motion from a balanced, homodyne detector (Thorlabs
PDB210C), for which the backscattered light is mixed with a local oscillator (LO) beam whose
phase we control with a piezo mirror.
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To maximize the detection efficiency, it is essential to properly overlap the signal beam (which
has a dipolar scattering pattern collimated by the trapping lens) and the local oscillator, which has
a Gaussian mode shape. To this end, we adjust the beam size of the local oscillator with a telescope
and carefully tune the propagation distance of signal and reference beam to the detector.
To perform the out-of-loop analysis and sideband thermometry, we use a fiber-coupled bal-
anced heterodyne detector (Newport 2117-FC-M). Here, the LO beam is frequency shifted using
two acousto-optic modulators (Gooch&Housego 3080-1912). The first AOM downshifts the laser
frequency by 80 MHz, while the second upshifts it by 81 MHz (79 MHz) to blueshift (redshift)
the LO by Ωrf/(2π) = 1 MHz. The resulting detuned LO beam is mixed with the signal in a 50:50
fiber coupler.
B. Particle characterization
We optically trap a silica nanoparticle with a nominal diameter of 100 nm (Nanocomposix).
The nanoparticles are provided in aqueous solution which we further dilute in isopropanol and
load into the optical trap with a nebulizer. In order to ensure that the trapped particles are single
spherical nanoparticles without rotational degrees of freedom, we perform a characterization of
each object after the trapping process. In the following, we highlight the two procedures we use
to characterize the size and shape of the trapped objects.
a. Damping rates of transverse motion. The first method consists of comparing the damp-
ing rate of the transverse x and y modes of oscillation. At a pressure of few mbar and room
temperature, we record a time trace of the x and y oscillation modes on our QPD placed in for-
ward detection (see Fig. 1). Next, we estimate the PSDs from the time traces and fit them to a
Lorentzian model. From the fit we extract the linewidths, and thus the damping rates, of the cor-
responding modes. Spherical objects have equal damping rates along both axes [2]. Hence, we
compute the ratio between the extracted damping rates and use it to identify spherical particles.
Additionally, we estimate the size of the particle using the measured (absolute) damping rate at
known pressure and temperature [3]. For the particle used throughout our experiment, we perform
this characterization at different pressures ranging from 4 mbar to 8 mbar. We estimate a diame-
ter of (106 ± 5) nm, and a ratio of the damping rate of 0.98 ± 0.04, where the center values are
averages among several repetitions of the measurement, whereas the errors are the uncertainties
associated to a single measurement (larger than the spread among the measurements).
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b. Libration motion. A second characterization method is the detection of a libration motion
of the trapped object. In a linearly polarized electromagnetic field, an anisotropic scatterer aligns
itself to the polarization axis and oscillates around this equilibrium position. This libration mo-
tion is encoded in fluctuations of the polarization of the scattered light, which we measure using
our polarization sensitive balanced photodetector in the forward direction [4]. If the scatterer is
anisotropic, a libration mode is visible at frequencies between 400 kHz and 700 kHz.
C. Parametric particle stabilization
Throughout our experiment, we stabilize the particle’s position along all three axes using para-
metric feedback cooling [5]. This reduction of the thermal motion decouples the three center-of-
mass degrees of freedom, leading to a three-dimensional, effectively harmonic trapping configu-
ration with the eigenfrequencies Ωx, Ωy, and Ωz as described in the main text. We emphasize that
the parametric feedback cooling along the z-axis is much weaker than the linear feedback cooling
described in the main text and can hence safely be ignored in the analysis.
We implement parametric feedback cooling using three phase-locked loops (PLL), integrated
in a lock-in amplifier (MFLI from Zurich Instruments). Each PLL generates an oscillating signal
with constant amplitude and a fixed phase relation to the particle motion along one direction (x,
y, or z). We feed the sum of all signals (oscillating at Ωx, Ωy, and Ωz) to a digital squaring unit
(STEMLab Red Pitaya), which effectively doubles the frequencies, and use this signal to modulate
the intensity of the laser beam using an electro-optic modulator, thereby implementing ‘PLL-based
feedback cooling’ [6]. We note that on top of the signals at twice the oscillation frequencies, our
squarer also generates all sum and difference frequencies between the axes. These spurious signals
do not affect the particle’s motion in practice since they are off resonant.
D. Data acquisition and postprocessing
a. Data acquisition. We acquire both the homodyne and heterodyne detector signals by de-
modulating them at our frequencies of interest using lock-in amplifiers (MFLI from Zurich Instru-
ments). In particular, we demodulate our homodyne signal close to the eigenfrequency Ωz of the
particle and denote the demodulated, complex-valued time trace by ihom[t]. The square brackets in-
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Figure 2. Postselecting the data. The compression cycles of the cryocooler are visible in our interfero-
metric signal at baseband (idc[t] in grey). We identify the cycles (red dotted lines) and postselect 300 ms
long intervals (indicator function in orange) of the time traces containing the particle motion (exemplary for
ihom[t] in blue).
demodulate our heterodyne signal close to the two sidebands generated by the particle’s motion
around the LO frequency (acquired time traces ir[t] at Ωrf−Ωz and ib[t] at Ωrf +Ωz), and at the LO
frequency itself (acquired time trace icar[t] at Ωrf). We use 8th order demodulation filters with a
3 dB low-pass frequency of 5 kHz and a sample frequency of 53.57 kHz. For a typical experiment,
we acquire 100-second-long demodulated time traces. In addition, we also acquire the homodyne
detector signal at baseband (idc[t]), which we use both for locking our interferometer with a PI
loop integrated into the MFLI and to aid in the postprocessing of the data, as described below.
b. Postselecting the data. The cryocooler periodically (1 Hz) compresses and expands the
helium gas in the cold head, generating periodic mechanical vibrations on the optical table and the
trap itself. These vibrations disturb both the interferometric read-out of the particle’s position and
its motion. In our recorded measurements, we hence postselect the time intervals in between the
compression cycles. In Fig. 2 we show an example of the homodyne detector signal at baseband
(idc[t], grey). We also show the real part of the particle’s signal ihom[t] (blue). We identify the
helium compression cycles from idc[t] as burst signals with a repetition period of 1 s (marked as
red dotted lines in Fig. 2). Finally, we postselect our demodulated time traces (ihom[t], ir[t], ib[t],
and icar[t]) by choosing 300-ms-long intervals at a fixed delay in between the bursts (indicated by
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the orange indicator function). We note that the interval length of 300 ms is much longer than any
time scale of the particle motion.
c. Estimation of spectral densities. After the described postselection, we compute the power
spectral densities (PSDs) of the measured time traces. We estimate the PSD of the acquired ho-
modyne data according to
Shom[Ω] = 〈|ihom[Ω]|2〉, (1)
where ihom[Ω] is the discrete Fourier transform (DFT) multiplied by
√
T (with the total acquisition
time of each realization T ) of the postselected time traces and 〈. . . 〉 is the ensemble average over
the different realizations.
In contrast to homodyne detection, the heterodyne detector’s arm lengths are not actively sta-
bilized, and we have to correct for phase drifts in postprocessing. These phase drifts are reflected
in the phase of the demodulated carrier frequency icar[t]. Since the frequency components of both
motional sidebands have a definite phase relative to the carrier, we can remove the drifts from the
time traces by redefining ij[t] → ij[t]e−i arg(icar[t]), where j = r, b. After this phase correction, we
estimate the PSDs of each sideband as well as the cross-PSD between them as
Srr[Ω] = 〈|ir[−Ω]|2〉, (2)
Sbb[Ω] = 〈|ib[Ω]|2〉, (3)
Srb[Ω] = 〈ir[−Ω]ib[Ω]〉. (4)
We note that the phase correction described above only affects the cross-PSD Srb[Ω].
E. Electronic filter characterization
In order to model the in-loop dynamics, we need to characterize the transfer function Hfb of
the electronic feedback loop (see Fig. 1). To do so, we perform a network-analyzer measurement
of the electronic components in the loop. The resulting transfer function is shown in Fig. 3a
(absolute value) and Fig. 3b (phase). Our designed filter contains several elements. First, we
have a first-order high-pass filter with a 9 kHz cut-off frequency, which we use to remove any
DC component to prevent saturation of the electronics. Second, we implement two notch filters at
Ωx/(2π) ≈ 200 kHz and Ωy/(2π) ≈ 250 kHz with a quality factor of 5. This way we prevent the












Figure 3. Transfer function of the electronic feedback chain. a, b, Measured magnitude (a) and phase
(b) response of the experimentally used delay filter. The dotted, dashed, and dot-dashed vertical lines mark
the location of the resonance frequency of motion along the z, x, and y axes, respectively.
at around 750 kHz. This is due to aliasiang of the signal during the frequency sweep measurements.
In fact, the sampling rate is at ≈ 977 kHz, resulting in a Nyquist frequency of 488.5 kHz. Finally,
we introduce a time delay such that at Ωz the phase response is −π/2. Supposing that the phase
contribution of the high-pass and the notch filters are negligible at Ωz, one can tune the delay time
such that Ωzτ = π/2+2πn, where n is an integer. For any n > 1, the larger phase slope lowers the
value of the feedback gain at which the closed-loop system becomes unstable, limiting the cooling
performance. Therefore, we choose to implement the smallest possible time delay, which in our
case is τ ≈ 3.2µs.
F. Detection noise characterization
For feedback-based ground-state cooling, it is critical that our in-loop, homodyne detection
noise is limited by the shot noise of the optical field. In Fig. 4 we show the measured noise
power on the homodyne detector when only the LO beam is switched on (and the particle signal is
blocked) as a function of the LO power. The noise power is obtained by integrating the measured
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PSD from 60 to 90 kHz and normalizing it by the detector electronic background-noise power
(indicated by the grey line). The LO power is tuned by rotating a half-wave plate in front of a
polarizer. We observe that the noise power increases linearly with the LO power, thus indicating
that our detection is shot-noise limited. In the experiment, we operate at 560 µW of LO power,


















Figure 4. Detection noise characterization. Variance of the laser noise as a function of local oscillator
power in homodyne detection. The variance, expressed in dB, is normalized to the variance of the electronic
noise floor of the detector (grey).
III. OUT-OF-LOOP HETERODYNE MEASUREMENTS
In this section, we detail the characterization of and analysis performed on the out-of-loop
heterodyne measurements.
A. Sideband-asymmetry thermometry
We record the PSDs of the two mechanical sidebands around the heterodyne local oscillator.
The two sidebands differ in their carried noise power. This asymmetry is related to the mechanical
zero-point fluctuations and can be used to extract the phonon occupation [7, 8]. In Fig. 5a,b, we
show the PSDs of the two sidebands for different feedback gains. In order to quantitatively assess
the mechanical energy of the particle, we extract the area underneath each sideband. We fit each































Figure 5. Sideband asymmetry in out-of-loop heterodyne measurements. a, b, Stokes (a) and anti-
Stokes (b) sidebands, at different electronic feedback gains, normalized to the estimated background level
(grey line). Each sideband pair is simultaneously fitted to a theoretical model. b, Mechanical occupations
(green squares) at different feedback gains. The black solid line is a theoretical model based on an ideal
delay filter with parameters estimated from the in-loop spectra. The errorbars are obtained by propagating
the fit uncertainties (s.d.) of the areas.
the fit model, we allow the two sidebands to assume different force noise S
j
FF , and background
S
j
bg values, but we constrain them to have the same resonance frequency Ωz, and linewidth γeff .
The fitted force-noise values are a direct measure of the enclosed area in the two sidebands.











The uncertainties of these areas crucially depend on the precision of the background-noise estima-
tion from the fitting routine, especially at the largest feedback gain where the signal-to-noise ratio
becomes small. The estimation of the occupation using the spectral cross-correlation, detailed in
the following subsection, is robust against this possible source of error.
Another possible source of systematic error is a frequency-dependent response of the acquisi-
tion chain (photodetector and DAQ). To rule out this effect, we measure the motional sidebands
both using a positive and a negative frequency for the heterodyne local oscillator ωLO = ωL −Ωrf,
where ωL is the frequency of the laser and Ωrf/(2π) = ±1 MHz denotes the frequency shift in-
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where the ± superscripts stand for the sign of the LO frequency shift. Using this method, any
frequency dependence of the transfer function of the measurement chain is cancelled. In Fig. 5b,
we show as green squares the phonon occupations estimated from the asymmetry of the measured
heterodyne spectra. We also show as a black line the theoretical cooling model extracted from
the in-loop analysis (see Sec. IV). The errorbars are obtained by propagating in Eq. (6) the fit
uncertainties (s.d.) of the four areas extracted from the fits (two areas per each frequency of the
local oscillator). The larger errorbars for lower occupations reflect the reduced signal-to-noise
ratio in the PSDs.
B. Cross-correlation thermometry
To corroborate the measured occupations from the asymmetry of the motional sidebands, we
perform an additional thermometry measurement based on the quantum correlations between the
Stokes and anti-Stokes sidebands [9, 10]. The cross-PSD between these two sidebands can be











where R is a constant proportionality factor. In particular, the imaginary part of Eq. (7) arises
from correlations induced by the zero-point fluctuations, and solely depends on spectroscopic
quantities easily accessible (resonance frequency Ωz and linewidth γeff) and not on the occupation
n. Therefore, one can use the imaginary part of the correlator in Eq. (7) as a calibration for the
real part in Eq. (7), which directly yields the phonon occupation.
Equation (7) assumes that the reference frame in which such cross-correlations are computed
is only defined by the reference local oscillator. In practice, the measured cross-PSD S̃rb(Ω) =
e2iθSrb(Ω) is rotated by an angle θ, which is the heterodyne LO angle with respect to the signal at
the time when the data acquisition starts. Due to drifts of the interferometer arm lengths, the value
of θ drifts at a slow rate. In order to factor this out, we exert a coherent, off-resonant driving force
on the particle at 90 kHz. In the ideal reference frame, the spectral component at the frequency of














































Figure 6. Sidebands cross-correlations in out-of-loop heterodyne measurements. a, b, Real (a) and
imaginary (b) parts of cross-spectra, at different electronic feedback gains. Each pair is simultaneously
fitted to a theoretical model and the results are shown as black lines. The grey line marks the zero as a
reference. c, d, Fitted mechanical resonance frequency (c) and effective linewidth (d) at different electronic
gains. e, Extracted mechanical occupations as a function of fitted effective linewidths. The black line is a
theoretical model based on an ideal delay filter and on parameters estimated from the in-loop spectra. The
errorbars are obtained by the fit uncertainties (s.d.).
at 90 kHz according from the expression 2θ = arg(S̃rb[2π × 90 kHz]), in order to then rotate the
measured cross-PSD into the ideal reference frame. After this calibration, we simultaneously fit
the real and imaginary parts of the measured cross-spectra to Eq. (7). We choose as free parameters
the mechanical resonance frequency Ωz, the linewidth γeff , and the overall scaling factor for the
real part and imaginary parts, respectively cr ≡ R (n+ 1/2) and ci ≡ R. Finally, we compute the
occupation from the ratio of the two scaling factors, that is, n = cr/ci − 1/2.
In Fig. 6 we show examples of measured and fitted spectra, as well as an overview of the
fitted parameters and extracted occupations. We stress that, in contrast to the sideband asymmetry
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thermometry (detailed in the previous subsection), the method presented here does not rely on
the precise subtraction of a background noise to estimate the phonon occupation. This makes the
method detailed here more robust against experimental drifts.
IV. IN-LOOP HOMODYNE MEASUREMENTS
Homodyne-based feedback control of mechanical motion has been extensively studied both
theoretically [11–13] and experimentally [14–17]. Here, we summarize the main equations used
in our analysis of the in-loop measured spectra, and we report the experimental characterization
and methods employed.
A. In-loop detection theory
We model the dynamics of the feedback-controlled quantum system with quantum Langevin
equations [13]. This framework allows dealing with the non-Markovianity associated with any
realistic feedback loop, which renders the adoption of a standard Lindblad master equation ap-
proach impossible [18]. The system under control is a levitated particle in an initial thermal state,
undergoing a linearized optomechanical interaction with the trapping field [19]. The initial state
is therefore a Gaussian one and the linear dynamics of both the evolution and measurement pre-
serves the Gaussian nature of the states over time. Thus, the quantum dynamics can be described
in terms of an analogous classical system, with the additional constraints of (i) zero-point fluc-
tuations present in both the optical and the mechanical degrees of freedom, and (ii) the non-zero
bound of the Heisenberg measurement-disturbance relation [18].
Here, we are interested in modelling the spectra measured by the in-loop homodyne detector,
S
hom
zz , as well as the actual displacement spectra, Szz. In order to stabilize our system, we never
release it completely from feedback. For the smallest gain setting gel = 0 dB in the main text, the
induced damping rate γm largely exceeds the intrinsic damping rate given by the bath interaction
but is small enough that we can neglect any in-loop effects (i.e. the resonant spectral response is
much larger than the imprecision). The measured homodyne spectrum is then
S
hom
zz (Ω) = S imp + |χm(Ω)|2S
tot
FF , (8)
where χm(Ω) = m−1/(Ω2z − Ω2 − iγmΩ) is the mechanical susceptibility, and S imp and S
tot
FF are,
respectively, the imprecision and the total force noise.
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where the total decoherence rate Γtot = Γexc + Γqba, contains the decoherence rate associated with
the quantum backaction due to random photon recoils Γqba, and the excess decoherence rate Γexc,
comprising all other sources of decoherence such as collisions with gas molecules and heating
due to technical laser noise. The imprecision noise, S imp, represents the background floor of the





where Γmeas = ηdΓqba is the measurement rate and ηd the total detection efficiency.
We use the measured homodyne photocurrent as the input signal on the control feedback loop,
the complex transfer function of which we call Hfb(Ω). In general, the only restrictions to this
transfer function for an experimentally viable loop are (i) to be causal, for real-time control, and
(ii) to maintain the controlled system stable, for continuous operation [18]. A possible causal




where γfb is the feedback gain in units of angular frequency and τ the chosen time delay. Given this
freedom, the transfer function can in principle be optimized in order to minimize a cost function
of the controlled system’s degrees of freedom, achieving optimal control [20]. For example, in
the case of ground state preparation, such a cost function is represented by the mechanical energy,
which is a quadratic function of the mechanical degrees of freedom for a harmonic oscillator. This
property, combined with the linear dynamics and the involved Gaussian state, allows us to directly
make use of the known results from classical linear-Gaussian-quadratic (LGQ) control theory
[21]. In practice when dealing with a high-Q mechanical resonator, using a non-optimal filter
results in slightly worse performances, accompanied by a great simplification of the experimental
implementation. Thus, we decide to follow the latter strategy. We experimentally implement a
digital delay filter (see Sec. II E), which is the optimal filter for minimizing the mechanical energy
only in the limit of a strongly underdamped oscillator.
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Once we close the loop, Eq. (8) is not valid anymore, and the in-loop effects should be properly
included to interpret the homodyne measurements. By following a standard derivation [16, 17],
we arrive at the following expression for the in-loop homodyne spectrum
S
hom




FF + |χm(Ω)|−2S imp
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where χfb(Ω)−1 = χm(Ω)−1 −Hfb(Ω) is the mechanical susceptibility modified by the feedback
loop. In particular, the last term on the right-hand side of Eq. (12) describes the induced correlation
between the imprecision noise and the mechanical displacement, which is driven by the same





correlations result in measured spectral values lower than the imprecision noise, an effect known
as noise squashing [14, 22].
Due to the presence of such correlations, Eq. (12) does not describe the actual mechanical
displacement spectrum at large gains, thus we cannot estimate the occupation from its integration.





FF + |Hfb(Ω)|2S imp
)
. (13)
B. In-loop homodyne thermometry
In the following section, we describe the fitting procedure employed for the in-loop spectra and
for the extraction of the phonon occupation, based on the theory outlined in Sec. IV A.
First, we analyze the initial spectrum, shown in Fig. 7a, which we take as a reference. This ref-
erence spectrum results from a combination of linear and PLL-based parametric feedback cooling
applied to the particle, necessary to keep it trapped in ultra-high vacuum. In this configuration,
the feedback gain is kept low such that the spectral value at the mechanical resonance frequency,
S
hom
zz (Ωz), is much larger than the imprecision noise, S imp. Assuming a time delay of τ = π/(2Ωz)
and approximating the delay filter’s phase response constant around the mechanical resonance fre-
quency (which is valid in the limit γmτ  1), the feedback only modifies the linewidth of the
mechanical susceptibility in Eq. (8), with negligible induced correlations. The effective linewidth
can be expressed as γeff ≈ γfb = γmgel, where γm is the induced linewidth at unity gain gel = 1.
We fit the initial reference spectrum to the model of Eq. (8). From the fit, we extract a me-






















Figure 7. Fit results. a, Reference displacement spectrum measured by the homodyne detector at the
smallest feedback gain, with a fit to a model (black line). In light red we show the spectral features excluded
from the fits. b, Fitted feedback gains, γeff , as a function of the experimentally tunable electronic gains gel.
Coloured dots come from fitting the corresponding spectra shown in Fig. 3a of the main text. The black
squares are the full-width-half-maximum extracted from the computed actual displacement spectra. The
grey line is a guide for the eye, and represents the expected linear relation.
In addition we extract the total force noise and the imprecision noise, which are still in electrical
units at this stage.
Next, we record homodyne spectra as we increase the linear feedback gain. The spectra are
shown in Fig. 3a of the main text. We fit each of these spectra to the full in-loop model of Eq. (12).
We fix the mechanical resonance frequency, linewidth, total force noise and imprecision noise
from the previous fit of the initial spectrum. Also, we independently measure the feedback loop’s
complex transfer function and interpolate it (see Sec. II E), then we use it in the definition of the
fitting function. The only free parameter left is the feedback gain (γfb) multiplying the entire
transfer function. In Fig. 7b we show the fitted gains for each spectrum as a function of the
electronic gain, showing the expected linear relationship.
We notice that we exclude in our analysis three spectral features, highlighted in light red in
Fig. 7a. The components at 66.3 kHz is an electronic noise peak generated by the ion pressure
gauge used in the experiment. Regarding the component at 73.5 kHz, we hypothesize it originates
in the frequency noise of the laser, and it translates into a force via a residual longitudinal standing
wave present in the optical trap (due to spurious back-reflections). Finally, the component at
90 kHz is a calibration force we employ to analyze the heterodyne signal (see Sec. III). All three
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components are coherent (i.e. their linewidth is Fourier-limited), thus do not contribute to the total
displacement fluctuations. The same three components are excluded also from the out-of-loop
measurements analysis.
After fitting the in-loop spectra, we extract the mechanical energy by integrating the position




















We notice that the integration is done over both the position and the momentum spectrum, as
deviations from the equipartition theorem become significant when γeff ≈ Ωz [13]. For each
electronic gain, we compute the actual displacement spectrum by using Eq. (13), with the set of
parameters estimated from the initial spectrum (Ωz, γm, S
tot
FF and S imp), the fitted gain from the
in-loop spectrum (γfb), and the interpolated transfer function (Hfb). As a final step, we need to
calibrate the measured mechanical energy from units of V 2 to phonons. To do that, we anchor
the energy extracted from the in-loop homodyne spectrum at gel = 25 dB to the one extracted by
the sideband asymmetry thermometry at the same gain, that is n25 dB = 5.1± 0.1. The calibrated
occupations extracted from the in-loop analysis are reported in Fig. 3b of the main text. The
effective linewidth in this figure are extracted as full-width-half-maximum from the computed
displacement spectrum, Szz(Ω).
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