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ABSTRACT 
This project examined the effects of weathering processes on the minimal force 
required to fracture long bones exposed in a coastal microhabitat located in 
Southeastern Massachusetts, U.S.A.  The experimental remains consisted of isolated 
white-tailed deer (Odocoileus virginianus) long bones as a proxy for human and other 
large vertebrate remains.  The sample contained both raw (unprocessed) and boiled 
(processed) bones, to mimic forensic and archaeological settings, respectively.  
This study was conducted over a period of nine months, during which stages of 
weathering and breaking force of bone were recorded to establish if there is a correlation 
between weathering processes and the minimal force required to fracture bone.  The 
bones were removed from the microhabitat at monthly intervals and fractured using a 
bone-breaking apparatus that measures force.  It was hypothesized that the weathering 
processes in this microenvironment will weaken the bone and therefore have an impact 
on different fracture attributes.  Studying certain fracture attributes, such as force 
required to fracture and fracture morphology, will provide more information regarding 
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the impact of weathering upon bone biomechanics and subsequently may be of assistance 
in determining the postmortem interval.  Examining fracture characteristics of the 
exposed bones will offer a comparison between perimortem and postmortem breakage 
patterns in exposed bones.  Additionally, the weathering data collected were micro-
habitat specific.   
This study confirmed the hypothesis and concluded that the main effect of 
exposure time to weathering elements on the minimum force required to fracture long 
bones was significant and influenced several of the fracture characteristics defined by 
Wheatley (2008).  The length of exposure had an effect on texture of the fracture surface, 
the fracture angle produced, and the number of fragments produced.  Additionally, 
although the results were not statistically significant, analysis of the shape of broken ends 
and the presence of fracture lines displayed a trend relative to the length of exposure.  
The type of fractures produced did not show a statistically significant relationship to the 
length of exposure time.  Although a portion of the animal bone sample was processed 
and juvenile, neither processing nor age was found to significantly affect the force 
required to fracture bone nor did these factors impact the type of fracture characteristics 
produced in this study. 
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CHAPTER 1:  INTRODUCTION 
Taphonomic Processes 
While there is generalized research on the biomechanics of fractures on whole 
bones (Currey 2002; Galloway 1999), there is limited research on the environmental 
factors that impact these biomechanics (Johnson 1985; Villa and Mahieu 1991; Wheatley 
2008; Wieberg and Wescott 2008).  Taphonomy was first used by Efremov in 1940 and 
refers to “the study of burial of any biological organism or portion thereof” (Pokines 
2009).  Taphonomic processes affect organisms from the time of death to the time of 
recovery.  Therefore, taphonomy has become an important and vital component in the 
field of forensic anthropology.  A majority of taphonomic processes are caused by natural 
phenomena, which include environmental, faunal, and floral effects.  Taphonomic 
assessment of human remains must include human postmortem treatment of the deceased, 
such as embalming and cremation, in addition to natural phenomena (Buikstra and 
Swegle 1989; Pokines and Symes, in press; Ubelaker 1997).   
Many taphonomic processes are capable of altering the appearance of bone and 
related organic materials after death (Morlan 1984; Shipman 1981).  The properties of 
bones influence their reactions to these taphonomic processes (Marshall 1989).  In 
recently deceased remains, taphonomic interpretations, such as the entomological 
analysis of body colonizers (Goff 1991; Goff and Flynn 1991) and known decomposition 
periods in particular environments, can be useful for estimating the time since death, 
known as the postmortem interval (PMI).  The PMI is important information used by 
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forensic and criminal investigators to examine cases of suspicious death because it may 
provide information about the cause and manner of death.  The pattern of postmortem 
change varies among microenvironments within each region due to many factors 
including, but not limited to, condition of the remains (Love and Marks 2003), 
temperature (Mann et al. 1990; Micozzi 1986), depositional setting (Behrensmeyer 1978; 
Madgwick and Mulville 2011; Mann et al. 1990), insect activity (Goff and Flynn 1991; 
Haglund and Reay 1993), carnivore activity (Haglund et al. 1989; Mann et al. 1990), and 
animal scavenging (Haglund et al. 1988; Mann et al. 1990; Ubelaker 1989).  For 
example, Galloway et al. (1989) noted rapid bloating of cadavers followed by extensive 
mummification in the arid climate of southern Arizona, while Ubelaker (1989) 
documented skeletonization within two weeks in a tropical environment.  However, once 
the remains have reached advanced skeletonization, it becomes more difficult to 
determine certain information, such as the PMI and the perimortem or postmortem origin 
of trauma.  Other applications of taphonomic assessment for forensic anthropology 
include environmental reconstruction or the detection of unknown postmortem scenarios, 
reconstruction of postmortem events, and distinguishing evidence of perimortem trauma 
from alterations caused by other taphonomic factors (Ubelaker 1997).  Therefore, the 
field of forensic anthropology will profit from a stronger incorporation of taphonomic 
analysis in professional practice; thus, there is a need for combining crime scene and 
osteological information within a theoretical and procedural framework (Dirkmaat and 
Cabo 2013). 
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Weathering 
Weathering studies originated as a part of paleontological research 
(Behrensmeyer 1978; Fisher 1995; Madgwick and Mulville 2011; Ross and Cunningham 
2011; Tappen 1994).  Research has been conducted over the past few decades to study 
how weathering affects skeletalized remains in order to attain more contextual and PMI 
information about the remains.  Weathering is defined as the process where bone is 
damaged by natural, subaerial, weather-related processes, such as sunlight, temperature, 
humidity, and precipitation (Micozzi 1986).  Weathering is “progressively characterized 
by surface cracking, flaking, exfoliation, splitting and disintegration of the bone” (Fisher 
1995: 31).  The most well-known study of weathering on bone was conducted by 
Behrensmeyer (1978) that described six progressive stages of bone weathering that can 
assist in understanding and reconstructing the PMI for osseous remains left exposed.   
The bone weathering stages Behrensmeyer (1978) described represent different time 
intervals based on the calibration of known-age carcasses in a savanna environment in 
East Africa.  In forensic investigations, weathering patterns may be used in conjunction 
with other taphonomic evidence to help assess the PMI of the remains. 
It is important to study weathering by region since weathering rates differ with 
changes in climate (Andrews and Cook 1985; Behrensmeyer 1978; Cutler et al. 1999; 
Galloway et al. 1989; Madgwick and Mulville 2012; Tappen 1994).  Currently, there is a 
general lack of local data in regards to weathering and other taphonomic factors.  
Therefore, many forensic anthropologists have used “universal” taphonomic patterns to 
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estimate the PMI in various different regions.  Several forensic anthropologists have 
stressed the importance of conducting research as well as refining methods and guidelines 
for interpreting regional taphonomic patterns, especially decomposition patterns 
(Dirkmaat and Cabo 2013; Sorg et al. 2013a).  Regional and site-specific 
microenvironmental factors, particularly temperature, influence the timing of postmortem 
factors and the estimation of the PMI.  An important regional taphonomic factor for 
Northern New England includes a cold climate and seasonal temperature fluctuations 
which impact the rate and character of decomposition (Sorg et al. 2013b).  This study 
will provide data on weathering patterns exhibited on bone in the New England region of 
the United States. 
More specifically, the present study proposes to determine how processes of 
weathering impact the fracture patterns of bone, specifically the minimal force required 
to fracture bone and the fracture characteristics produced.  The remains were exposed in 
an open grassy area near the coast of Buzzard’s Bay in southeastern Massachusetts, 
U.S.A.  In the present study, it is hypothesized that the physical processes of weathering 
will have a weakening effect upon the structure of both unprocessed and processed bone, 
resulting in a decrease in force required to fracture that bone.  The goal of this project is 
to determine a series of data of weathering effects on the bone fracture force in the 
environment examined, which will provide more information on how certain weathering 
patterns effect bone structure.  This study will concentrate on the overall effect of 
weather observed in a single microhabitat on the strength of bone structure as well as the 
fracture patterns that occur.   
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Distinguishing Perimortem Trauma from Postmortem Damage 
Attempting to distinguish antemortem, perimortem, and postmortem injuries is an 
important part of an anthropological analysis of trauma in forensic cases.  Antemortem 
trauma is defined as injuries sustained before death and typically displays evidence of 
healing (Galloway 1999).  Perimortem trauma is defined as an injury occurring around 
the time of death (Byers 2006; Sorg 2005).  Galloway (1999) remarked that the 
perimortem interval in bone can be quite long and may include portions of the true 
antemortem and postmortem intervals.  The perimortem interval varies depending upon 
the conditions of injury as well as the environmental factors, such as weathering, that 
affect bone desiccation.  Postmortem damage refers to an injury that occurs after death.  
However, if a postmortem injury occurs soon after death, this damage often appears to 
look very similar to perimortem trauma, since the bone is still “fresh” (i.e., behaves much 
as living bone would when damaged; Byers 2006).  Fresh bone, also known as wet or 
green bone, describes bone associated with the perimortem period that has retained its 
moisture and flexible collagen matrix.  Dry bone refers to bone from the postmortem 
period that has decomposed collagen matrix, less moisture and altered fracture 
morphology (Wheatley 2008; Wieberg and Wescott 2008; Ubelaker and Adams 1995). 
Anthropologists have attempted to distinguish between perimortem trauma and 
postmortem damage by observing the characteristics produced by each type of trauma as 
well as the condition of the bone and its ability to respond to the trauma (Ubelaker and 
Adams 1995).  In the absence of soft tissue, estimating the timing of skeletal fractures 
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may determine the relation of the trauma to an individual’s death.  In the field of forensic 
anthropology, it is important to distinguish injuries related to the cause of death and/or 
manner of death from postmortem taphonomic alterations.  Although the PMI for human 
forensic cases is much shorter than in paleontological contexts, weathering changes can 
frequently be useful in ruling out perimortem trauma (Ubelaker 1997).  Differentiating 
between perimortem and postmortem fractures can be difficult, especially if the remains 
are disarticulated or fragmented.  In many cases, taphonomic alterations to fresh skeletal 
remains can be mistaken as human induced injuries.  Recent research (Wheatley 2008; 
Wieberg and Wescott 2008; Ubelaker and Adams 1995) has attempted to make a clear 
distinction between postmortem and perimortem trauma by examining the fracture 
patterns on fresh and dry bone. 
Currently, more research is being dedicated to the study of weathering on blunt 
force trauma on bone, yet the actual effect weathering has on the bone fracture force and 
fracture characteristics remains largely unexamined.  Blunt force trauma exhibits a wide 
range of fracture patterns, which are dependent upon the biomechanical properties of 
bone tissues and the nature of the applied loading forces (Galloway 1999).  When 
analyzing trauma and estimating the PMI in forensic cases, it is also important to 
consider if other aspects influence the fracture patterns of bone.  There is research on the 
effect of exposure time on weathering patterns such as cracking and fracturing, but there 
is very little research (Wheatley 2008; Wieberg and Wescott 2008) on the effect of 
exposure time on the minimal force needed to fracture bone. 
7 
 
The interpretation of bone fractures being perimortem or postmortem may be 
observer-dependent and therefore influenced by the knowledge and training of the 
observer (Amadasi et al. 2013).  A recent study indicated that observers were more 
accurate in classifying postmortem fractures than perimortem fractures (Amadasi et al. 
2013).  Overall, it appeared that scoring postmortem fractures was easier than perimortem 
fractures, yet several of perimortem and postmortem fractures were identified as 
indeterminate.  The correct identification of perimortem and postmortem trauma is 
essential to reconstructing the circumstances surrounding death, yet there undoubtedly 
are error rates associated with clarifying a fracture as perimortem or postmortem due to 
the lack of consistent standards for identifying such injuries.   
Morphological and macroscopic criteria for perimortem and postmortem fracture 
identifications are limited and occasionally ambiguous.  Many of the morphological 
characteristics associated with either perimortem trauma or postmortem damage are 
actually discussed in terms of occurring in fresh bone or dry bone.  Since bones can 
remain fresh well after death, this makes distinguishing between pathological events and 
early postmortem taphonomic events challenging (Sauer 1998).  It is unclear how long 
fresh fracture characteristics persist into the postmortem interval before exhibiting 
postmortem fracture characteristics associated with dry bone.  One of the main questions 
of trauma analysis in forensic anthropology is whether fresh bone and dry bone fracture 
characteristics can accurately distinguish perimortem trauma from postmortem damage.  
Clearly there is a need to further investigate and potentially define perimortem fracture 
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characteristics so that perimortem trauma can be more easily identified in medicolegal 
cases. 
This study tested and quantified some of the previously recognized features of 
fracture patterns used in the determination of perimortem trauma or postmortem damage 
in an attempt to clarify which characteristics, if any, were reliable at the statistical level 
as well as for forensic investigation.  This study examines if increased exposure time 
results in a distinction between perimortem and postmortem fracture patterns.  Fracture 
patterns from this study were analyzed and it was found that exposure time did influence 
the pattern of fracture characteristics.  The results from this present study concluded that 
there was a lack of fracture characteristics exclusive to perimortem trauma, although a 
several characteristics were limited to postmortem damage.  Overall, the results indicate 
that many of the fracture characteristics analyzed indicated a trend, but not all of the 
characteristics were statistically significant.  The results of this study were unable to 
clearly define the interval for how long bones exhibited fresh fracture characteristics. 
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CHAPTER 2:  PREVIOUS RESEARCH 
Basic Structure of Bone 
Human Bone Structure 
Long bones are characterized by their tubular shape with expanded ends.  The 
structure of a long bone is described according to the centers of ossification that emerge 
through the growth process.  The shaft of a long bone is the diaphysis, since it is a 
product of the primary ossification center of the bone.  Metaphyses refers to flared, 
expanded ends of the shaft.  The ends of a long bone are the epiphyses, because they 
develop from secondary ossification centers of the bone (White and Folkens 2005).  In 
life, the outer surface of bones is usually covered by an osteogenic tissue called 
periosteum, which is a tough, vascularized membrane that nourishes the bone.  In dry 
bones, however, periosteum is absent (White and Folkens 2005). 
The structural properties of bone are dependent on its composite structure of 
hydroxyapatite, collagen, small amounts of proteoglycans, noncollagenous proteins and 
water (Currey 2002; Galloway 1999; White and Folkens 2005).  There are two types of 
bone tissue structure, trabecular or cancellous/spongy bone and cortical or compact bone.  
Trabecular bone has 50-95% porosity and is typically found in flat bones, cuboidal bones, 
and at the ends of long bones.  Cortical bone has 5-10% porosity and is usually found in 
the shafts of long bones and surrounding trabecular bone (Doblaré et al.  2004).  Both 
trabecular and cortical bone are formed by two different tissues:  woven and lamellar 
bone.  Woven bone, also known as primary bone, is found primarily in the skeletal 
10 
 
embryo but also reappears during the healing process after a fracture.  Lamellar bone, 
also known as secondary bone, replaces woven bone during growth.  Woven bone is 
formed quickly but has poor organization with a random arrangement of collagen fibers 
and mineral crystals.  Lamellar bone is formed slowly with a highly organized structure 
of parallel layers of lamellae, making it stronger than woven bone (Doblaré et al. 2004).  
 
Mammalian Bone Structure 
In mammals, there are four main types of bone organization at the higher level of 
bone structure: lamellar, woven, fibrolamellar, and secondary osteons (also known as 
Haversian systems).  Fibrolamellar bone, also known as plexiform bone, is found in large 
mammals, whose bones have to grow in diameter in a short period of time (Currey 2002; 
Enlow 1963; Francillon-Vieillot et al. 1999; Hillier and Bell 2007).  Plexiform bone 
forms more quickly than woven or lamellar bone and is used to provide mechanical 
support for an extended period of time.  Lamellar bone is formed at a rate of less than 1 
 m a day, while woven bone is laid down at more than 4  m a day (Currey 2002).  Since 
the bones of these large mammals grow in diameter faster than lamellar bone can be laid 
down, woven bone must be laid down instead.  The problem is that woven bone 
possesses weak mechanical properties and therefore plexiform bone is laid down instead 
to stabilize the newly forming bone structure (Currey 2002).  Plexiform bone structure is 
similar to laminar bone, but contains a more dense system, or plexus, of vascularization.  
Fibrolamellar bone is laid down in alternating layers of parallel-fibered or woven bone 
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and lamellar bone tissue extending in the radial direction with two-dimensional nets of 
blood vessels (Currey 2002; Mulhern and Ubelaker 2012).  The bricklike structure 
typically categorized as plexiform bone occurs when the vascular plexus contained within 
lamellar bone is packed in by nonlamellar bone (Martin and Burr 1989).  Fibrolamellar 
bone is characterized by lamellae arranged in circumferential layers (de Riqlès 1975, as 
cited in Mulhern and Ubelaker 2012).  In human bone formation, primary fibrolamellar 
bone is formed initially, but then soon replaced by Haversian bone.  However, this is not 
the case in many other mammalian groups.  Increased age in nonhuman mammals results 
in the partial or complete replacement of plexiform bone with Haversian bone (Currey 
2002; Hillier and Bell 2007).  In most bovids and cervids, long bones retain their primary 
fibrolamellar structure throughout life (Currey 2002).   
 
Deer Bone Structure 
Fracture studies on nonhuman species have not reported major differences in the 
properties or responses of bone (Johnson 1985).  However, deer have both plexiform and 
Haversian bone tissue, whereas human bone structure does not usually contain plexiform 
bone tissue (Hillier and Bell 2007).  At different ages, deer long bone cortex contains 
different quantities of plexiform and Haversian bone tissue (Owsley et al. 1991).  In deer, 
the long bone cortex of skeletally mature individuals consists mainly of dense Haversian 
bone as it replaces the plexiform bone, which is seen earlier in the distal bones of the 
limbs and around the endosteal surface.  There are differences in modeling and 
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remodeling rates between different limb bones and limb bone regions of deer that result 
in distal bones of the deer forelimb maturing earlier than the proximal elements (Skedros 
et al. 2003).  In additional, a thin layer of periosteal circumferential lamella bone encases 
mature bone in all locations (Hillier and Bell 2007).  In comparison to humans, the 
Haversian canal diameter of deer is smaller, approximately 10 microns compared to 100 
microns (Hillier and Bell 2007).  Additionally, deer bone has a Haversian system density 
of approximately 5 Haversian systems per square millimeter while human bone has a 
density of approximately 22 Haversian systems per square millimeter
 
(Hillier and Bell 
2007).  Deer have smaller and fewer Haversian systems than humans due to the presence 
of plexiform bone (Hillier and Bell 2007).  In studying Rocky Mountain mule deer 
(Odocoileus hemionus hemionus), Skedros et al. (2003) reported a general proximal-to-
distal increase in the number of Haversian systems per square millimeter in the forelimb.  
The higher number of Haversian systems within the more distally located bones suggests 
that these bones experience a higher rate of remodeling as a result of an increase in 
loading and contact with the ground (Skedros et al 2003; Skedros et al. 2004).  
 
Mechanical Properties of Bone 
The mechanical properties of bone are the product of a concession between the 
need for a certain stiffness (to minimize strain and attain more efficient kinematics) and 
the necessity for enough ductility to absorb impacts in order to lessen the risk of fracture 
as well as minimize skeletal weight (Doblaré et al. 2004).  In general, Haversian systems 
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tend to decrease tensile strength and the modulus of elasticity in bone while the lamellae 
help increase the strength and stiffness of bone.  The amount of Haversian systems in a 
given area influences the mechanical properties.  A higher density of Haversian systems 
results in increased areas of weakness and lower tensile strength and modulus of 
elasticity (Johnson 1985).  Additionally, an increased number of longitudinally oriented 
collage fibers to the long axis of a bone provides greater resistance to failure in cortical 
bone.  Cortical bone is dense, solidly packed, and endures substantial compressive loads, 
while cancellous bone is compiled of thin, interconnected struts of bone that support 
other tissues.  Cortical bone is stiffer and stronger in its longitudinal axis than in the 
horizontal axis.  It is denser and less porous than trabecular bone due to a greater volume 
of mineralized tissue (Galloway 1999).  Collagen fibers add flexibility and a slight 
elasticity to the bone structure while hydroxyapatite gives the structure its hardness and 
rigidity.   
Beyond the level of collagen fibers and hydroxyapatite, bone microstructure can 
be classified as composite material consisting of five phases: crystalline mineral phase 
(hydroxyapatite), amorphous mineral phase, crystalline organic phase (collagen), 
amorphous organic phase (protein molecules in the forms of gels and solids), and liquids.  
The distribution and properties of these phases strongly influence the toughness of bone 
and its resistance to fracture.  This combination of materials allows bone to be responsive 
to stress while maintaining growth and making repairs within the body (Piekarski 1969).  
The amount of water present in bone structure is also an important influential factor of its 
mechanical behavior.  Dry bone is more brittle than fresh bone even if the ratio of 
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mineral to organic material remains the same (Sedlin and Hirsch 1966).  The water 
content in bone allows the collagen to deform more than it would if the bone was dry 
(Currey 2002).  
 Plexiform bone appears to be stronger than Haversian bone, particularly when 
loaded along the grain (Currey 1959; Heît et al. 1965).  However, plexiform bone is weak 
and very brittle when it is loaded across the grain (Reilly and Burstein 1975).  Secondary 
remodeling may take place in mammalian bone to alter the grain of the bone during 
growth (Currey 2003). 
 
Factors Influencing Bone Structure 
Bone structure can be affected by numerous antemortem and postmortem factors.  
One such postmortem factor is boiling, which has not been thoroughly examined since 
several studies have not perceived a significant difference between unboiled and boiled 
materials (Ríoz-Díaz et al. 2008; Malgosa et al. 2008; Outram 2001).  In the past, there 
has been a stronger focus on how natural processes may cause alterations in bone 
structure.  In their research on boiled bone, Trujillo et al. (2012) stated that only 
weathering is known to modify bone structure and morphology significantly (Malgosa et 
al. 2008; White and Hannus 1983).  However, studies have detected that boiling does 
impact the bone structure, especially the organic component (Bosch et al. 2011).  Roberts 
et al. (2002) found that protein is lost when a bone is boiled while the crystallinity and 
porosity increases.  Exposing bone to a prolonged boiling process produces results that 
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are similar to bone that have been chemically deproteinated (Collins et al. 2002; Roberts 
et al. 2002).  Boiling denatures collagen in bone, which would impair the microstructure 
and reduce strength and stiffness of the bone as well as its ability to withstand stress 
(Nicholson 1992).  Boiling has also been suggested to be analogous to bone diagenesis 
due to the similarity in changes in bone structure, particularly loss of collagen, increasing 
porosity and crystallinity (Hurlbut 2000; Roberts et al. 2002).  
 
Bone Trauma 
Biomechanics of Trauma 
There has been research conducted on the biomechanical characteristics of bone 
and their fracture morphology in a laboratory setting (Biddick and Tomenchuk 1975; 
Evans 1973; Galloway 1999; Villa and Mahieu 1991).  The most common type of injury 
that occurs in forensic cases is blunt force trauma, which includes lacerations, contusions, 
abrasions, and skeletal fractures (Di Maio and Di Maio 1993).  Blunt force trauma in long 
bones can be classified into a wide range of fracture patterns determined by extrinsic and 
intrinsic factors (Moraitis and Spiliopoulou 2006).  Extrinsic factors include the duration 
of the forces applied to bone as well as the rate of loading, magnitude, and direction of 
the forces (Berryman and Symes 1998; Smith et al. 2003).  Intrinsic factors consist of 
bone stiffness and density, stress risers, the material and shape of the bone structure, 
fatigue strength, and the capacity of bone to absorb and dissipate energy (Berryman and 
Symes 1998; Smith and Peters 1996). 
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It is important to understand the application of biomechanics to skeletal material 
when studying how bone reacts to forces and how fractures occur.  Biomechanics involve 
an understanding of the physical science of forces and energies to living tissue (Kroman 
2007).  Force is defined as any action or influence that alters the state of motion of an 
object (Low and Reed 1996; Turner and Burr 1993).  There are two kinds of forces that 
exist: direct and indirect (Cowin 1989).  Force (F) is proportional to the product of mass 
(m) and acceleration (a).  
F  ma 
Force is measured in newtons (N) or pounds force (lbf) and it distinguished by its 
direction, area of application, and magnitude (Kroman 2007).  The primary forces 
involved in fracture are (1) tension or stretching, (2) compression or compaction, (3) 
shearing or sliding, (4) rotation or twisting, and (5) angulation or bending.  When a 
bending force is applied, an area of tension is created in a long bone on the side opposite 
of impact (Kroman 2007). 
A load is a force or a combination of forces that an object sustains (Frost 1967; 
Low and Reed 1996).  Loading forces are applied to bone from a number of different 
sources, such as the everyday load of body weight (Galloway 1999).  The body bears 
loading forces when it strikes or it struck by an object or surface.  Since these forces are 
typically not associated with the normal weight-bearing of the body, the loads generate 
deformations in the body as the tissues absorb the energy transmitted (Galloway 1999).  
When studying load type, “stress” is a common term.  The dynamics of fracture 
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production are explained in terms of the stress resulting in the distortion of bone (Currey 
1984; Harkness et al. 1991; Keaveny and Hayes 1993; Rogers 1992).  Stress is defined as 
“force per unit area” (Turner and Burr 1993).  Stress is expressed in newtons per square 
meter or pascals.  Stress forces can be subdivided into three types:  tensile, compressive, 
and shear.  Tensile stress develops when a load stretches an object while compressive 
stress forms when a load works to make an object shorter.  Shear stress results when one 
area of an object slides into another area (Alms 1961; Nordin and Frankel 1980; Turner 
and Burr 1993).   
In contrast, strain (ε), is the actual deformation or change in the shape of the 
object experiencing stress.  Elastic deformation occurs when the bonds between the 
material atoms are strained but not broken or irreversibly deformed.  Plastic deformation 
is the point in the relationship between stress and strain when there is slippage between 
the layers of atoms and molecules, therefore the bone cannot fully recover once the stress 
is released (Galloway 1999).  The relationship between stress and strain changes as the 
stress increases.  Initially, elastic deformation permits the recovery of the original shape; 
as the yield point is passed by increasing stress, plastic deformation constitutes 
permanent change.  Ultimately, the bone will fail (Galloway 1999).  The failure point 
occurs when the stress becomes too great for the bone to accommodate, which results in 
fracturing of the bone (Harkness et al. 1999; Rogers 1992).  Fractures occur in response 
to forces that induce plastic deformation in the bone and may surpass the capability of the 
bone to endure the shape alteration (Galloway 1999).  A fracture occurs when there is a 
complete separation of molecules and loss of structure and function (Low and Reed 
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1996).  A complete fracture is any that “results in discontinuity between two or more 
fragments” (Galloway 1999,52). 
 
Fracture Morphology 
Bone trauma can be observed as a continuum (rather than discrete independent 
categories), with the variables of force, surface area of impacting interface, and 
acceleration/deceleration governing the manifestation of the resulting fractures (Kroman 
2007).  In bone trauma, fracture is the term used for failure of bone (Low and Reed 
1996).  A bone will fracture when it is unable to absorb all of the traumatic energy 
(Wheatley 2008).  Bone fractures are generated by an application of force to a bone, 
which fails secondarily to compression, tension, shear, rotation, angulation, or combined 
loading (Moriatis and Spiliopoulou 2006).  Bone is a viscoelastic material, therefore its 
deformation depends upon how fast the load is applied and for how long (Keaveny and 
Hayes 1993; Kroman 2007).  The viscoelastic properties of bone play a vital role in the 
interpretation of trauma (Kroman 2007).  Bone is initially capable of absorbing and 
rebounding from tensile or compressive forces (Galloway 1999).  Bone is strongest in 
compression and weakest in tension (Currey 2002; Galloway 1999; Wheatley 2008; 
Ubelaker and Adams 1995).  Brittle materials, such as bone material, are particularly 
resistant to compressive forces, while ductile organic ones are resistant to tensile forces 
(Galloway 1999).   
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There are numerous types of fractures that can occur in bones.  Fractures are 
typically classified by their morphology and location (Galloway 1997; Kroman 2007).  
Different types of complete are described below (Table 2.1). 
Table 2.1.  Classification of Complete Fractures (Galloway 1999,53).  
Type of Fracture Image Description 
TRANSVERSE 
 
Transverse fractures occur at approximately right 
angles to the long axis of the long bone (Rogers 
1992).  These fractures are typically caused by a 
bending load.  The bone undergoes extreme tension 
along the convex side while the concave side is 
under compression (Gonza 1982).  Since bone is 
more resistant to compression than tension, the 
convex side is the first to yield, resulting in failure 
that occurs at the right angle to the long axis. 
 
OBLIQUE 
 
Oblique fractures run diagonally across the 
diaphysis, typically at a 45 degree angle (Rogers 
1992).  They are usually caused by the combination 
of angulation and compressive forces of moderate 
strength.  The magnitude of the tension and 
compression determine the proportion of transverse 
to oblique components in the fracture.  When the 
compressive forces are larger than the bending 
forces, the bone fails in compression and produces a 
purely oblique fracture.  If the bending forces are 
larger than the compressive forces, the failure may 
resemble a transverse fracture (Galloway 1999; 
Gonza 1982). 
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Table 2.1.  Classification of Complete Fractures (Galloway 1999,53). 
Type of Fracture Image Description 
SPIRAL 
 
Spiral fractures can appear when a long bone is 
subjected to torsion (Currey 2002; Galloway 1999; 
Wheatley 2008).  Spiral fractures circle the shaft and 
include a vertical step.  These fractures are caused 
by rotational forces on the bone and tend to be the 
result of low-velocity forces (Gonza 1982). 
COMMINUTED 
 
A comminuted fracture has been classified by the 
presence of two fragments or more.  The degree of 
comminuted fractures can be further defined by the 
severity of the fragmentation, resulting in “slightly,” 
“moderately,” or “markedly” comminuted (Gonza 
1982).   
BUTTERFLY 
 
A common type of comminuted fracture observed is 
the “butterfly” fracture.  A butterfly fracture consists 
of two segments of bone and a small “butterfly 
fragment,” which is an elongated triangular fragment 
produced on the concave side of an angulation 
fracture (Gonza 1982; Rogers 1992).  “Butterfly” 
fractures result from external force causing 
angulation fractures in the presence of compression 
(Galloway 1999).  In these cases, this external force 
produces bending in the bone, constructing a 
concave surface at the impact site with a convex 
surface on the opposite side.  The tension stresses on 
the convex surface produce a linear fracture, while 
the compression stresses on the concave surface 
result in either splintering or multiple fractures in the 
bone (Galloway 1999; Ubelaker and Adams 1995).   
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Table 2.1.  Classification of Complete Fractures (Galloway 1999,53). 
Type of Fracture Image Description 
SEGMENTAL 
 
A segmental fracture occurs when multiple fractures 
leave diaphyseal portions separated from the 
proximal or the distal ends.  Galloway (1999) notes 
that there are several types of segmental fracture 
classifications: 3-part segmental, 4-part segmental, 
and segmental with longitudinal fracture. 
 
Fracture patterns depend upon the biomechanical properties of bone tissue and the 
nature of the applied forces.  The structural integrity, morphology, density, and 
mineralization of the skeletal elements determine the fracture pathways.  Larger bones 
are more resilient to fracture merely because they can allocate internal forces over a 
larger volume of material (Carter 1985).  In long bones, an increase in diameter will 
amplify bone strength even if the cross-sectional area is constant.  The mass, shape, and 
velocity of the instrument through which forces are applied also influence the fracturing 
patterns (Galloway 1999).   
Fracture morphology can provide information regarding whether the injury 
occurred to fresh or dry bone based on their different characteristics.  Fresh bone is bone 
that has retained its moisture content and flexible collagen matrix (Johnson 1985; 
Wheatley 2008).  The flexible collagen highly flexible allows fresh bone to retain 
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substantial tensile strength, which increases the ability to absorb stress.  Fresh bone 
possesses high plasticity and elasticity and therefore can withstand immense sum of 
tension and deformation before failure.  The fresh bone retains high levels of fibrous 
structures and fats which allows for a greater resistance to impact (Johnson 1985).  The 
relatively high moisture content of fresh bone permits deformation of bone to occur with 
greater resistance to failure (Lyman 1994).  Bone often retains its moisture content and 
flexible collagen matrix after death, which increases the interval during which skeletal 
fractures still retains fresh bone or perimortem fracture characteristics (Galloway et al. 
1999).   
Dry bone is bone that has decreased moisture content and flexible collagen matrix 
due to degradation in the postmortem interval (Johnson 1985; Wheatley 2008).  Dry bone 
is more stiff and brittle, therefore requiring much less energy to fracture (Evans 1957; 
Johnson 1985).  Bone loses moisture as the collagen matrix decomposes, which causes 
the fracture morphology of the bone to change (Galloway 1999).  The rate at which bone 
loses its moisture and fibrous content, therefore becoming dry, depends on the 
microenvironment (Sauer 1998; Sorg and Haglund 2002; White 2000).  Bones that have 
lost some organic content lose some resistance, increasing the probability that they will 
become fractured, fragmented, and eventually destroyed (Galloway 1999; Johnson 1985).  
Scanning electron microscope images and trace evidence analysis indicate that dry 
mineralized bone tissue experiences structural alterations that cause dry bone to fracture 
differently than fresh bone (Bonnichsen 1979; Johnston 1985).   
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In a taphonomic setting, the soil environment has been found to have an effect on 
bone mass and moisture content, which would indirectly have an impact on the 
biomechanics of bone (Jaggers and Rogers 2009).  The pH and moisture level of soil 
environments affect the rate of decomposition and degree of bone erosion.  The moisture 
in the soil can induce leaching of minerals from the bone and result in loss of bone 
material (Hedges 2002; Shinomiya et al. 1998).  A high-moisture soil environment may 
result in a greater loss of bone mass due to the loss of bone material as well as chemical 
leaching from bone and the exchange of ions between bone and soil (Hedges 2002; 
Jaggers and Rogers 2009; Shinomiya et al. 1998). 
Beyond moisture, there are numerous other variables than impact fractures on 
bone.  These variables include bone mass and bone architecture, which consists of factors 
such as the percentage of compact and spongy bone, age and epiphyseal fusion, porosity, 
cortical bone thickness and diaphyseal diameter, and presence of non-osseous tissues 
(Byers 2008; Evans 1957; Turner 2006).   
 
Weathering 
One of the first significant studies of weathering impact on bone was published by 
Behrensmeyer (1978), who defined six stages of bone weathering in a subaerial and 
surface context in southern Kenya.  Behrensmeyer was among the first researchers to 
suggest that bone weathering features may provide specific information about surface 
exposure and the time period in which the bone was exposed.  Prior to Behrensmeyer, 
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Miller (1975) conducted a similar study in a southern California desert and described six 
bone weathering stages analogous to those of Behrensmeyer (1978).  Miller defined 
weathering as a reference to the consequences of desiccation, saturation and temperature 
changes on bone.  With this new research, anthropologists Lyman and Fox (1997) 
reviewed the studies on bone weathering and concluded that bone weathering data 
provided important taphonomic information but did not necessarily accurately indicate 
the duration over which bones accumulated.  Their critique is that there are numerous 
taphonomic factors involved in the formation of a weathered bone assemblage, but many 
of these factors are difficult to control within an analytical study of weathered bone 
(Lyman and Fox 1997).   
The structural properties of the various classes of skeletal material have a 
considerable effect on the occurrence and severity of weathering.  Density is a significant 
factor, since less dense bone is more porous and therefore more susceptible to moisture 
intake (Hedges and Millard 1995; Murphy et al. 1981; Smith et al. 2008; Trueman et al. 
2004).  Pore structure is an important factor in determining the rate of mineral dissolution 
or recrystallization, which consequently determines bone survival (Hedges and Millard 
1995; Pike et al. 2001).  Diagenetic alteration disrupts the protein-mineral association of 
the bone, which causes collagen loss and increases bone porosity (Nielsen-Marsh and 
Hedges 2000, Smith et al. 2002).  The broken down mineral-protein interactions leave 
bone more exposed to diagenetic agents, such as soil water, which increase porosity.  
Increased porosity allows greater volumes of water to enter the bone structure (Collins et 
al. 2002; Nielsen-March et al. 2000; Pike et al. 2001).  The intake of water is important 
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when studying taphonomic changes because moisture content affects the durability of 
bone.  For example, fracturing responses of bone vary depending on whether the bone 
retained its internal water and lipids or has dried out (Reilly and Burstein 1974).   
The severity of the weathering pattern depends on regional environmental 
conditions such as temperature or moisture fluctuations, freeze-thaw cycles, ultraviolet 
light, vegetation and microbial activity (Beary 2006; Behrensmeyer 1978; Conard et al. 
2008; Fernández-Jalvo and Marin Monfort 2008; Marshall 1989; Millard and Hedges 
1995; Riclefs 1973).  Bone degrades more quickly in open habitats, which have a wider 
variation in moisture and temperature (Riclefs 1973; Ross and Cunningham 2011), 
whereas stable environments slow down the process (Behrensmeyer 1978; Hedges 2002).  
Behrensmeyer (1978) emphasized that microenvironmental conditions are more 
influential on the weathering rate than the overall character of a habitat.  Ross and 
Cunningham (2011) compared environments from various weathering studies to further 
understand the differences in weathering rates and concluded that weathering patterns can 
be extremely location specific but decomposition stages may still be utilized in a more 
general perspective as long as the microenvironments are analogous.  The three 
environments were a tropical climate zone (Behrensmeyer 1978), a warm temperate 
climate zone (Andrews and Cook 1985), and a desert (Andrews and Whybrow 2005). 
Additionally, a study conducted on human material taken from terrestrial, intertidal, and 
lacustrine contexts demonstrated that the duration of three months was the earliest known 
onset for postmortem alteration for several morphological types of microstructural 
change in skeletal material (Bell et al. 1996). 
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Bones from different taxa may weather at different rates due to morphology and 
size.  More robust equid bones weathered at a somewhat slower rate than homologous 
bovid bones Gifford 1981).  Element morphology also dictates decay rates (Henderson 
1987).  Tubular elements, such as long bones are more vulnerable to weathering while 
compact elements, such as carpals, are less affected (Behrensmeyer 1978; Conard et al. 
2008; Gifford-Gonzales 1989; Nicholson 1996).  Long bones, such as femora, are 
stronger and more resistant to physical damage than smaller bones (Janjua and Rogers 
2008).  Small, compact bones, such as podials and phalanges, do not exhibit all the 
diagnostic characteristics of the weathering stages (Behrensmeyer 1978).  This indicates 
that structural features of the bones themselves appear to have a major effect in the 
weathering characteristics despite the external conditions (Behrensmeyer 1978).   
 
Impact of Weathering on Bone Trauma 
There have been only a few studies investigating the impact weathering and other 
taphonomic factors on bone trauma.  Ubelaker (1997) reported that weathering cracks 
may look like fractures produced by blunt force trauma.  The cracking of long bones due 
to weathering follows the orientation of Haversian systems and collagen fibers of the 
bone structure (Merbs 1989; Tappen 1969; Tappen 1994; Ubelaker 1997).  The 
weathering cracks on bone are oriented in the same direction as those produced by split-
line patterns made after decalcification in bone (Tappen 1969; Tappen 1976; Tappen and 
27 
 
Peske 1970).  Sun exposure may whiten the bones and alter the initial coloration of 
fractured edges on bones (Tappen 1994; Ubelaker 1997).   
 
Wieberg and Wescott (2008) 
Wieberg and Wescott (2008) conducted a study to determine if the blunt force 
trauma characteristics varied over time when exposed to natural taphonomic variables as 
well as whether these trauma characteristics could be correlated with bone moisture 
content.  The focus of their study was to examine the correlation between the PMI, bone 
moisture content, and several characteristics of blunt force trauma.  In their study, 60 pig 
bones were exposed to an open environment in Missouri and fractured every 28 days 
throughout a 141-day period.  The bones were fractured using a custom drop impact bone 
breaking apparatus, which consisted of a steel strike bar and a steel base.  The strike bar 
was dropped from a height of 0.48 m and produced a sudden dynamic force of 
approximately 106 kg/cm
2
.  The fracture characteristics examined in this study were the 
fracture outline, the surface morphology, and the fracture angle.  The fracture outline 
described the shape of the broken ends and was recorded as either transverse, curved, or 
intermediate.  The fracture morphology was described as smooth, jagged, or intermediate.  
The fracture angle was scored by examining the angle between the fracture surface and 
the cortical bone.  The fracture angle was recorded as either (1) acute, (2) obtuse, (3) 
acute and obtuse, (4) right, (5) right and acute, or (6) right and obtuse (Wieberg and 
Wescott 2008). 
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In Wieberg and Wescott’s (2008) study, it was concluded that bone moisture 
content upon fracturing correlated considerably with fracture morphology and other blunt 
force trauma characteristics.  Through the five month period of the study, the fracture 
appearance changed from fractures with predominantly smooth surfaces, obtuse or acute 
angles, and curved outlines to fractures exhibiting jagged surface morphology, more right 
angles, and fewer curved outlines.  The fracture surface morphology and the fracture 
angle showed a significant positive correlation with the PMI (Wieberg and Wescott 
2008).  It was observed that bones fractured around the time of death (PMI 0 days) 
appeared to be detectable as perimortem, while bones fractured 5 months postmortem 
(PMI 141 days) distinctly displayed dry bone characteristics.  However, the overall 
results of this study indicated that bone retained fresh fracture properties long after death 
and that bone does not consistently manifest so-called “postmortem” characteristics until 
141 days postmortem.  There was not a single morphological characteristic of a skeletal 
fracture that was capable of providing an accurate injury determination.  Therefore, 
Wieberg and Wescott (2008) strongly suggested that multiple characteristics be utilized 
by forensic anthropologists for trauma analysis. 
 
Wheatley (2008) 
A second study focusing on bone trauma was conducted to examine perimortem 
and postmortem fracture patterns (Wheatley 2008).  Wheatley (2008) conducted a study 
to determine if certain fracture characteristics can determine the difference between 
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perimortem trauma and postmortem damage.  The fracture characteristics utilized in this 
study included: 
 Presence of fracture lines:  The presence of fracture lines was scored as 
being present or absent.  These fracture lines tend to radiate out from the 
point of impact. 
 Fracture angle:  The angle formed by the fracture surface and the bone 
cortical surface was recorded.  The three types of angles were sharp 
(obtuse or acute) angles, right-angled, and mixed.  Mixed angles are 
defined as those with both sharp-angled and right-angled edges. 
 Fracture surface morphology:  The texture/morphology of the fracture 
surface was recorded as either smooth or rough.  A smooth fracture 
surface has an even and fine texture while a rough fracture surface has an 
uneven or “bumpy” texture.  
 Shape of broken ends:  The shape of the broken ends was recorded as 
jagged, curved, intermediate, or transverse.  These definitions, except for 
jagged, follow Villa and Mahieu (1991).  Jagged end shapes refer to the 
irregular shape of the broken ends.  Curved fracture end shapes are spiral 
combined with V-shaped or pointed fractures.  An intermediate end shape 
includes fractures that have a straight morphology but are diagonal and 
fracture ends with a stepped morphology.  Transverse end shapes are 
fractures that are straight and transverse to the long axis.  
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 Butterfly fractures:  The presence or absence of a butterfly fracture was 
scored. 
 Fracture angle on the Z-axis:  The two recorded states of this angle are 
parallel and diagonal.  Parallel is defined as the fracture surface occurring 
at a right angle to the surface of a graph paper while diagonal is defined as 
the fracture surface occurring at a diagonal to the surface of the graph 
paper (Bonnichsen 1979; Wheatley 2008). 
 Number of fragments:  The number of fragments produced from the 
impact was recorded.  A fragment was arbitrarily defined as greater than 
10mm. 
Wheatley’s (2008) sample consisted of 76 deer (Odocoileus virginianus) femora, 
of which 42 were labeled as the fresh bone group and exposed for less than four days 
since death.  The remaining 34 bones were labeled as the dry bone group and consisted of 
14 bones that were exposed for 14 days and 20 bones that were exposed for one year.   Of 
the whole sample, 46 femora were completely fused whereas 30 femora were not 
completely fused.  Wheatley fractured the bones in the sample after they had been 
exposed for the set interval, which was either 2 days, 4 days, 44 days, or 1 year.  To 
fracture the bone, a Dynatup 8250 Drop Weight Impact Test Machine applied 13.63 kg of 
concentrated and sudden compressive force to the anterior surface of the midshaft of each 
bone.  Wheatley (2008) recorded the energy to failure, the impact energy, and the impact 
velocity as the three impact variables for this study.  After fracturing, the bones were 
examined for the fracture characteristics described above. 
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In his study, Wheatley (2008) found that fresh bone required significantly more 
velocity to break and absorbed significantly more energy than dry bone.  It was 
concluded that fresh bones had more smooth surfaces, more fracture lines, and more 
fragments than dry bones.  Fresh bones also had more sharp edges, curved broken end 
shapes, and diagonal angles on the Z-axis than dry bones.  Dry bones were found to have 
more rough surfaces and fewer fracture lines than fresh bones.   
The impact variables, level of epiphyseal fusion, and velocity were tested to 
observe if they affected the fracture characteristics in this study.  The lack of complete 
fusion influenced the significant surface morphology between the fresh and dry bones.  
The number of pieces of bone at impact was significantly correlated with the impact 
velocity.  Impact velocity did not significantly affect the presence of fracture lines 
(Wheatley 2008). 
Although the attributes of the fracture patterns used in this study were found to be 
reliable at the statistical level, these results were determined to be inapplicable in a 
forensic investigation (Wheatley 2008).  This conclusion was reached due to the 
occurrence of all seven of the fracture characteristics of so-called fresh bone fractures on 
year old bones.  Due to the lack of distinctly perimortem/fresh bone characteristics, 
Wheatley advised that a perimortem fracture determination should be made with caution 
and should include other important features such as differential staining or color 
difference between the fracture surface and the outer cortical surface. 
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It is evident that more research needs to be conducted investigating the effect 
exposure on fracture patterns of bone.   Furthermore, there is a need for additional 
information on how weathering effects bone structure and its properties, which may 
influence the perimortem and postmortem fracture characteristics.  Therefore, the purpose 
of the present study is to investigate the effect of weathering on bone in the New England 
area and specifically examine the influence weathering has on bone fracture 
characteristics.   
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CHAPTER 3:  METHODS 
Process of Exposure 
Definitions 
 Fresh bone:  Also known as wet or green bone, fresh bone has retained its high 
moisture and flexible collagen matrix. 
 Dry bone:  Bone that has decreased moisture content and collagen matrix due to 
degradation. 
 Processed bone:  Bone that was subjected to cooking.  This bone was simmered 
in a cooking pot for several hours to aid in removal of soft tissue. 
 Unprocessed bone:  Raw bone that was not subjected to any type of processing. 
 
Study Sample 
The remains subjected to exposure consisted of commercially available femora, 
tibia, and humeri of white-tailed deer (Odocoileus virginianus) that were previously 
defleshed.  The deer bones were obtained during hunting season from several meat 
processing businesses in Massachusetts, New Jersey, and Utah.  The age and sex of the 
deer were unknown.  Since 60 of the bones collected were boiled to remove flesh, these 
bones were designated to be the processed bone sample.  These bones had been boiled 
following the process described by Fenton et al. (2003).  The processed bone sample 
contained 39 adult bones, i.e., completely fused, whereas 21 of the processed bones were 
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not completely fused.  The unprocessed bone sample consisted of 38 bones, all of which 
were completely fused.  Where possible, the small amount of soft tissue remaining on the 
unprocessed bones was carefully removed with a scalpel and small scissors.  The 
completely fused deer femora, tibiae, and humeri are comparable to adult human long 
bones, although the tibia is closest in size to tibia of a human.  In total, 98 deer long 
bones were collected for this project (Table 3.1).  A description and photographs of the 
bone were taken prior to the study in order to distinguish any previously existing 
markings or damage from those received during exposure.  Measurements for the bones 
were taken following the standards for measuring animal bones of von den Driesch 
(1976; Table 3.1).  Three measurements of the humerus, five measurements of the femur, 
and four measurements of the tibia were taken following von den Driesch (1976).  The 
mass of the bone prior to exposure also was recorded as a proxy for density, to 
demonstrate the approximate size of each bone in this study.  The measurements and 
mass for the study sample are presented in Table 3.2. 
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Table 3.1.  Diagram of Measurements for Animals Bones Following von den Driesch 
(1976,76-77,84-87). 
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Table 3.2.  Initial Bone Measurements Prior to Exposure (Following von den 
Driesch 1976). 
# Bone Mass (g) GL (cm) Bp (cm) CD (cm) Bd (cm) DC (cm) 
1 femur 130.0 21.6 5.5 5.7 5.3 2.6 
2 femur 233.8 26.3 6.5 6.9 5.6 2.7 
3 tibia 144.0 26.0 5.0 5.8 3.3  
4 tibia 106.1 23.2 4.7 5.5 3.1  
5 tibia 210.6 28.6 5.3 6.4 3.4  
6 femur 132.0 21.5 5.5 5.8 5.0 2.6 
7 femur 162.0 23.4 5.6 6.5 5.4 2.7 
8 tibia 317.0 31.8 6.1 7.5 4.2  
9 tibia 177.1 27.5 5.6 6.2 4.0  
10 tibia 177.0 27.4 5.3 6.3 4.0  
11 femur 185.7 23.9 5.6 6.7 5.0 2.6 
12 femur 157.2 23.0 5.6 6.2 5.3 2.7 
13 tibia 306.7 31.6 6.1 7.3 4.0  
14 tibia 173.6 26.7 5.3 6.1 3.4  
15 tibia 187.0 28.0 5.6 6.2 3.8  
16 femur 236.9 28.1 6.1 6.6 5.9 2.8 
17 femur 178.7 24.1 5.5 6.0 5.2 2.4 
18 femur 240.5 26.3 6.0 7.0 5.6 2.7 
19 tibia 259.6 32.6 5.8 6.9 4.0  
20 tibia 115.7 24.3 5.2 5.4 3.3  
21 tibia 146.0 26.2 5.0 5.8 3.3  
22 femur 306.1 27.4 6.4 7.4 6.0 2.8 
23 femur 218.7 26.0 6.0 7.0 5.6 2.5 
24 femur 135.9 21.0 5.1 5.1 5.0 2.4 
25 femur 209.9 24.9 5.7 6.8 5.3 2.5 
26 femur 148.2 22.7 5.2 6.0 4.6 2.4 
27 femur 112.4 19.6 4.6 5.0 4.4 2.2 
28 tibia 218.9 29.1 5.7 6.5 4.0  
29 tibia 201.1 28.8 5.7 6.6 3.7  
30 tibia 100.8 23.5 4.8 5.0 3.3  
31 femur 128.0 20.6 5.0 5.4 4.8 2.3 
32 tibia 118.7 24.1 4.8 5.4 3.3  
33 tibia 183.7 27.9 5.5 6.2 3.4  
34 tibia 184.4 27.8 5.4 6.0 3.4  
35 femur 189.5 24.6 5.5 6.0 5.1 2.5 
36 femur 113.2 20.0 5.0 4.9 4.6 2.2 
37 tibia 102.6 23.4 5.0 5.7 3.3  
38 tibia 102.3 23.2 4.7 5.4 3.2  
39 tibia 116.5 24.1 5.1 5.7 3.2  
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Table 3.2.  Initial Bone Measurements Prior to Exposure (Following von den 
Driesch 1976). 
# Bone Mass (g) GL (cm) Bp (cm) CD (cm) Bd (cm) DC (cm) 
40 femur 130.4 20.7 5.0 5.7 5.0 2.3 
41 femur 113.2 19.7 4.6 5.7 4.5 2.2 
42 femur 193.9 24.0 5.6 7.0 5.1 2.6 
43 femur 189.5 24.7 5.5 6.3 5.3 2.5 
44 femur 146.0 22.7 5.3 5.8 4.8 2.5 
45 femur 206.9 24.6 5.5 6.7 5.3 2.6 
46 tibia 227.1 30.6 5.7 6.9 4.0  
47 tibia 131.6 19.9 5.4 6.4 3.6  
48 tibia 233.9 20.4 5.7 7.0 4.1  
49 femur 127.5 27.2 4.9 5.1 4.7 2.2 
50 femur 139.0 30.2 5.0 5.7 4.7 2.3 
51 femur 310.3 29.1 6.3 7.6 5.8 2.8 
52 tibia 221.9 24.0 5.7 5.4 3.9  
53 tibia 215.3 24.7 5.8 7.0 3.5  
54 tibia 108.5 24.0 4.8 5.7 3.3  
55 femur 194.9 24.7 5.8 7.0 5.4 2.6 
56 femur 193.9 24.0 5.8 6.7 5.3 2.6 
57 femur 231.6 26.2 6.4 6.9 5.6 2.7 
58 tibia 207.4 28.4 5.5 6.9 3.7  
59 tibia 124.2 25.2 5.5 5.7 3.6  
60 femur 224.3 26.0 5.8 7.3 5.7 2.5 
61 femur 269.2 26.4 6.0 6.5 5.4 2.6 
62 tibia 253.7 30.6 5.7 6.8 4.0  
63 tibia 255.5 31.0 5.8 6.5 3.8  
64 tibia 223.6 29.6 5.7 6.8 3.8  
65 femur 247.7 25.3 5.7 6.6 5.3 2.7 
66 femur 267.4 26.6 6.0 6.3 5.4 2.6 
67 femur 243.0 26.0 5.8 6.4 5.2 2.5 
68 tibia 218.4 28.1 5.6 6.5 3.8  
69 femur 250.0 24.8 5.8 6.8 5.2 2.6 
70 tibia 224.0 30.0 5.6 6.1 3.5  
71 tibia 217.5 28.1 5.5 6.2 3.7  
72 femur 245.9 24.9 6.0 6.9 5.3 2.6 
73 tibia 278.2 29.8 5.9 7.0 4.0  
74 femur 210.2 23.7 5.4 7.1 5.0 2.5 
75 femur 243.3 25.9 6.0 6.7 5.4 2.8 
76 tibia 244.4 28.6 5.8 7.0 3.9  
77 tibia 221.5 30.0 5.8 6.3 3.7  
78 femur 246.0 26.0 5.8 6.4 5.1 2.6 
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Table 3.2.  Initial Bone Measurements Prior to Exposure (Following von den 
Driesch 1976). 
# Bone Mass (g) GL (cm) Bp (cm) CD (cm) Bd (cm) DC (cm) 
79 tibia 257.0 30.7 5.6 7.0 4.1  
80 tibia 218.6 29.4 5.6 7.4 3.8  
81 humerus 174.8 21.1 5.4 6.6 4.0 3.6 
82 humerus 206.6 21.0 6.0 6.9 4.5 3.7 
83 humerus 208.7 22.6 5.8 7.0 4.0 3.7 
84 humerus 164.5 20.2 5.1 6.3 3.9 3.3 
85 humerus 185.7 20.9 6.4 6.7 4.2 3.5 
86 tibia 215.7 28.2 5.8 6.4 3.7  
87 humerus 163.9 20.3 5.2 6.5 4.1 3.5 
88 humerus 160.7 20.2 5.4 6.0 4.1 3.6 
89 femur 245.0 25.5 5.6 6.5 5.5 2.5 
90 humerus 180.5 21.0 6.0 5.9 3.8 3.8 
91 humerus 205.5 21.0 5.6 7.4 4.1 4.1 
92 humerus 304.3 23.8 6.4 8.0 4.6 4.3 
93 humerus 191.1 20.7 5.5 6.6 4.2 3.6 
94 humerus 211.2 22.1 5.7 6.9 4.0 3.4 
95 humerus 193.4 20.5 5.9 6.4 4.2 3.8 
96 humerus 197.8 20.7 5.5 6.4 4.1 3.6 
97 humerus 230.3 20.8 5.8 6.3 4.3 3.6 
98 humerus 206.5 20.4 5.9 6.2 4.4 3.7 
 
Microhabitat 
 The skeletal elements were placed on a fenced-in grassy area located at 35 
Harvard Street in the township of Fairhaven in Bristol County, Massachusetts, U.S.A.  
This property offers a secure area of a temperate coastal microhabitat that is accessible 
for observation twenty-four hours a day.  The microhabitat is located less than a 
kilometer from an inlet in Buzzards Bay along the coast of southeastern Massachusetts.  
The area received full sun for most of the day, with occasional shade provided by a single 
tree by one site and a small structure by another site.  Massachusetts has a humid 
continental long summer climate, with hot summers and cold winters.  The average 
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rainfall generally ranges from 1,000 to 1,500 mm annually, which is fairly evenly 
distributed through the year (NOAA 2012).  The coastal areas of Massachusetts, such as 
Cape Cod, experience cooler temperatures in the summertime than the inland areas.  The 
warmest month of the year is July, with an average high of 25°C and an average low 
temperature of 17°C.  Winters are cold, but generally less extreme on the coast, where 
winter high temperatures average about freezing in January despite the inland 
temperatures being much colder.  January is the coldest month of the year, with an 
average high temperature of 2°C and an average low temperature of -6°C in the Cape 
Cod Region.  Snowfall can exceed 2,500mm annually (NOAA 2012).  The microhabitat 
consists of an open grassy lawn bordered by a few shrubs and trees all located within the 
fenced-in property.  The area’s permeable soils are infiltrated by seawater from the 
Atlantic Ocean (National Park Service 2012). 
Figure 3.1.  Location 1 and 2 of Microhabitat Located at 35 Harvard Street, 
Fairhaven, MA, USA. 
 
40 
 
Figure 3.2.  Location 3 of Microhabitat Located at 35 Harvard Street, Fairhaven, 
MA, USA. 
 
In this environment, 98 bones were set out for exposure in three separate locations 
on the property.  To minimize interference by scavengers and other intrusions, all osseous 
elements were surrounded by poultry netting and wired in place to natural or artificial 
features (fencing, tree roots, etc.).  The poultry netting prevented scavenging from 
occurring while still allowing the elements to be exposed to weather conditions.  The 
wiring held the bones in a fixed location to prevent scavenger movement of bone as well 
as unexpected movement by weather processes (wind, rain, etc.).  Each individual long 
bone was marked directly on its proximal and distal end with permanent marker.  The 
wires were marked with laminated, waterproof paper tags.   
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Exposure to Weathering 
 The six-part rating system developed by Behrensmeyer (1978) was utilized to 
describe and categorize all of the osseous weathering states (Table 3.3).  The system 
begins with Stage 0 (fresh, unweathered bone) and concludes with Stage 5 (disintegrating 
bone).  The bones were not disturbed from their locations during the study until they were 
removed for analysis.  All observances and descriptions were completed at each bone 
location in order to minimize disturbance.  Buikstra and Ubelaker’s (1994) published 
reproductions of the original published images of Behrensmeyer (1978) were used as a 
photographic comparison tool when photographing and describing the remains.  The 
initial placement of 60 processed deer bones occurred on 1 February 2012, with re-
examination and data recording proceeding exactly every month for the following nine 
months.  A control group consisted of six processed bones that were not exposed to the 
environment.  The initial placement of 35 unprocessed deer bones occurred on 15 April 
2012, with an initial control group set of unprocessed bones fractured immediately to 
serve as the control.  The discrepancy in time for the placement of the processed sample 
and unprocessed sample was a result of the delay in the availability of the unprocessed 
sample.  To account for this discrepancy, the factor of time was measured as two month 
intervals for the purposes of comparison in the statistical analysis.  Therefore, each two 
month interval contained a sample of both processed and unprocessed bone.   
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Table 3.3.  Osseous Weathering Categories (Behrensmeyer 1978). 
Stage Description 
0 
Bone surface shows no sign of cracking or flaking due to weathering.  
Usually bone is still greasy, marrow cavities contain tissue, skin and 
muscle/ligament may cover part or all of the bone surface. 
1 
Bone shows cracking, normally parallel to the fiber structure (e.g., 
longitudinal in long bones).  Articular surfaces may show mosaic cracking of 
covering tissue as well as in the bone itself.  Fat, skin and other tissue may or 
may not be present. 
2 
Outermost concentric thin layers of bone show flaking, usually associated 
with cracks, in that the bone edges along the cracks tend to separate and flake 
first.  Long thin flakes, with one or more sides still attached to the bone, are 
common in the initial part of Stage 2.  Deeper and more extensive flaking 
follows, until most of the outermost bone is gone.  Crack edges are usually 
angular in cross-section.  Remnants of ligaments, cartilage, and skin may be 
present. 
3 
Bone surface is characterized by patches of rough, homogeneously 
weathered compact bone, resulting in a fibrous texture. In these patches, all 
the external, concentrically layered bone has been removed.  Gradually the 
patches extend to cover the entire bone surface.  Weathering does not 
penetrate deeper than 1.0-1.5 mm at this stage, and bone fibers are still firmly 
attached to each other.  Crack edges usually are rounded in cross-section.  
Tissue rarely present at this stage. 
4 
The bone surface is coarsely fibrous and rough in texture; large and small 
splinters occur and may be loose enough to fall away from the bone when it 
is moved.  Weathering penetrates into inner cavities.  Cracks are open and 
have splintered or rounded edges. 
5 
Bone is falling apart in situ, with large splinters lying around what remains of 
the whole, which is fragile and easily broken by moving.  Original bone 
shape may be difficult to determine.  Cancellous bone usually exposed, when 
present, and may outlast all traces of the former more compact, outer parts of 
the bones. 
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Hourly weather observations were used from the nearest National Oceanic and 
Atmospheric Administration (NOAA) site located at New Bedford Regional Airport, 
approximately 13 kilometers away from the project site.  The NOAA weather reports 
were supplemented with personal observations of weather conditions when possible.  The 
variables recorded were temperature highs and lows, precipitation, wind speed and 
direction, and humidity.  Weekly weather data can be viewed in Appendix A. 
During the study, six processed bones, two from each area of the site, and four to 
six unprocessed bones, at least one from each site, were removed from the environment at 
monthly intervals and systematically fractured, until the study was completed at the end 
of October 2012.  The duration of weathering is recorded in weeks and the hourly 
weather reports were converted into weekly averages and totals for analysis and 
reference.  
 
Fracturing Process of Bone 
The fracturing of bones was conducted at the Boston University Forensic 
Anthropology Laboratory.  The fracturing of bones occurred in sets of approximately ten 
to twelve bones (four to six unprocessed and six processed bones) so that multiple tests 
could be conducted to account for variability within individual bones.  To create a control 
group, six processed bones and three unprocessed bones were not exposed to the 
environment and fractured immediately using a custom-made mechanical fracturing 
apparatus to determine the initial force required to fracture fresh, unweathered bones.  A 
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special custom-made fracturing apparatus was used to determine the minimal amount of 
force needed to break the bone by applying a transverse load until bone breakage 
occurred.  This custom fracturing apparatus consisted of a one ton arbor press with a load 
cell attached to the base (Figure 3.3a).  The load cell was connected to a Mark-10 Series 
4 Digital Force Gauge, which recorded the peak compression force needed to break the 
bone (Figure 3.3b).  During use, the fracture apparatus was placed within a cardboard box 
in order to contain any fragments that scattered during the fracturing process.  Through 
manual application, this mechanical apparatus slowly applied a concentrated bending 
force to the anterior surface of the midshaft of each bone.  The amount of force increased 
until the bone failed into a complete fracture.  A complete fracture is defined as any 
fracture that resulted in discontinuity between two or more pieces (Galloway 1999).  
Once the bone fractured, the load cell registered the maximum force applied in pounds 
force (lbf)  and these data were recorded in the force gauge. After each bone was 
fractured, all visible fragments were recovered for analysis.  
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Figure 3.3 (a) Custom-Made Fracture Apparatus with One Ton Arbor Press.  
(b) Mark-10 Series 4 Digital Force Gauge. 
 
 
Fracture Characteristics 
Both the proximal and distal ends of each fractured bone were visually examined 
according to various features used for measurement in Wheatley’s study (2008) on 
perimortem and postmortem bone fractures in deer femora.  Five fracture features were 
scored: 
1. The first scored feature was the presence or absence of fracture lines, 
which tend to radiate out from the point of impact.   
2. The second scored feature was the texture/surface morphology of the 
fracture surface or edge.  A fracture surface with an even and fine texture 
is noted as smooth while an uneven or “bumpy” texture is noted as rough 
(Bonnichsen 1979; Johnson 1985).   
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3. The third scored attribute was the angle formed by the fracture surface and 
bone cortical surface.  There were three states of the fracture edge: sharp 
(obtuse or acute) angles, right-angled, and mixed.  Mixed edges were 
defined as those with both sharp and right-angled edges (Wheatley 2008).   
4. The fourth scored attribute was the shape of the broken ends.  The shape 
definitions, except for jagged, follow those described by Villa and Mahieu 
(1991).  Curved referred to spiral broken ends or portions of spiral broken 
ends combined with V-shaped or pointed fracture;  intermediate described 
fractured ends that have a straight morphology but are diagonal or fracture 
ends with a stepped morphology;  transverse included broken ends that are 
straight and transverse to the long axis;  and jagged referred to broken 
ends with irregular shape.   
5. The last recorded attribute was the number of fragments produced from 
the impact.  A fragment is arbitrarily defined as greater than 10 mm in any 
one dimension (following the methods of Wheatley 2008).  Although all 
visible fragments were collected, only fragments measuring 10 mm in any 
one dimension were counted for analysis. 
The type of long bone fracture was classified using the descriptions of Galloway 
(1999; see Table 2.1).  These shaft fractures are classified by the nature of the fracture 
line, the severity of the damage, and the number of major parts resulting from the injury.  
The fracture classifications used in this study were oblique, transverse, spiral, butterfly, 
segmental, and comminuted.  In addition to an examination of the fractures, the mass of 
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the bone before weathering exposure and after exposure was compared to evaluate if a 
change occurred in bone density. 
At the conclusion of the study on 31 October 2012, a total of 54 processed bones 
and 31 unprocessed bones had been fractured.  The remaining 6 processed bones and 7 
unprocessed bones were left in the microhabitats so that further research could be 
performed at a later time.  The longest length of exposure was 39 weeks for processed 
bone and 28 weeks for unprocessed bone.  
 
Statistical Testing   
All measurements and pertinent observations for each sample were entered into a 
spreadsheet.  All statistical testing was performed using the data spreadsheets in 
conjunction with SPSS Version 20.0.  In order to analyze the data in SPSS, several 
adjustments were made.  First, if the skeletal element required over 2000 lbf to fracture 
completely, these points were excluded from the data set because the exact force required 
is unknown.  Secondly, two-month intervals were created to accommodate the weeks 
exposed for both processed and unprocessed bones.  Interval 1 represented bones exposed 
from 0 to 8 weeks; Interval 2 represented bones exposed between 9 to 16 weeks; Interval 
3 represented bones exposed from 17 to 24 weeks; Interval 4 represented bones exposed 
between 25 to 32 weeks; and Interval 5 represented bones exposed from 33 to 40 weeks.   
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Once the data were restructured, several statistical tests were conducted.  The first 
test was a univariate regression analysis to determine the significance of processing on 
forced required to fracture bone.  A second univariate regression analysis was then 
performed to determine the effect of age on the force required to fracture bone.  A third 
univariate regression analysis was then performed to determine the effect of time on the 
force required to fracture bone.  The principle aim of analysis is to determine a 
correlation between the time exposed to weather conditions and the force required to 
fracture bone in unprocessed and boiled bones, with the mass after exposure as individual 
covariate.  Binary and multinomial logistic regression analyses were performed to assess 
the effect of time on the individual fracture characteristics. 
The weather data recorded were average ambient temperature, total amount of 
precipitation, average relative humidity, and number of days below zero degrees Celsius.  
The weather data were not specifically included in a statistical analysis due to the 
overwhelming amount of variables already present in this study.  Therefore, the weather 
data collected serves as a reference table to demonstrate the climate of New England over 
a nine-month period. 
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CHAPTER 4:  RESULTS 
 The main goals of this project were to determine if weathering exposure affected 
the force required to fracture bone.  Additionally, this project aimed to determine if 
postmortem fracture patterns could be established by studying the different characteristics 
that resulted from the fracture.  Due to the varied nature of the bone sample, this project 
also compared the effect of processed bone to unprocessed bone during the postmortem 
interval in an exposed environment.   
 
Initial Observations of Exposure Effects 
Over the course of nine months, the natural vegetation grew over the three sites, 
limiting the sunlight exposure and trapping the moisture on the ground.  The first signs of 
bone modification due to weathering were observed on unprocessed bone around 24 
weeks (6 months).  Weathering modification was first observed on the processed bone at 
25 weeks (6 months).  Evidence of weathering was primarily desiccation cracks that 
appeared along the length of the diaphyses.  The latest weathering stage that was 
observed was Stage 1.   
 
Separation of Epiphyses 
 Within the first four months, the epiphyses separated from the diaphyses on 
numerous bones from all three sites.  This issue was associated with using an animal 
50 
 
sample with unknown age, which contained both adult and juvenile bone.  The level of 
fusion in these bones was noted and considered as a factor in statistical analysis.  None of 
the unprocessed skeletal elements were unfused and therefore did not display a separation 
of one or both epiphyses from the diaphysis. 
 
Insect Activity 
After fracturing the bones, several of the skeletal elements exhibited insect 
activity in the form of maggots (family Calliphoridae) and ants (family Formicidae).  The 
insect activity was first observed at 6 weeks and persisted until the study concluded at 39 
weeks.  A more detailed insect analysis was not conducted since their presence affected 
the soft tissue, not the bone itself. 
 
Discoloration from Exposure 
Unprocessed Bone 
After 6 weeks, five of the six collected unprocessed skeletal elements (femur #61, 
tibia #62, femur #65, femur  #67, and tibia #68) contained what appeared to be mold on 
the surface (Figure 4.1).  After 20 weeks, one unprocessed skeletal element (tibia #80) 
displayed what appeared to be adipocere on its proximal epiphysis (Figure 4.2).  At 24 
weeks, one unprocessed bone (humerus #84) exhibited green algae staining as well as an 
area of yellow-colored substance near the femoral head (Figure 4.3).    
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Figure 4.1.  Femur #69 Displaying Mold After 6 Weeks of Exposure. 
 
 
Figure 4.2.  Tibia #80 Exhibiting Adipocere After 20 Weeks of Exposure. 
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Figure 4.3.  Humerus #84 Exhibiting Green Algae Staining After 24 Weeks of 
Exposure. 
 
Processed Bone 
Color change and staining were observed on the processed skeletal elements after 
some time of exposure.  The first signs of color change on the skeletal element surfaces 
were observed after 31 weeks of exposure.  Green algae staining was first observed on 
two processed skeletal elements, tibia #39 and femur #40, after 31 weeks (7 months) of 
exposure (Figure 4.4).  Black discoloration was also observed on three of the processed 
bones (tibia #37, tibia #38, and tibia #39) after 31 weeks (Figure 4.5).  At 35 weeks, four 
of the six collected processed elements (femur #45, tibia #46, tibia #47, and tibia #48) 
displayed green algae staining (Figure 4.6).  At 39 weeks, three of the six collected 
processed bones (femur #49, femur #50, and femur #51) exhibited algae staining.  While 
femur #49 and femur #50 had the typical green staining, the staining on femur #51 had a 
slight blue tinge, which was different than the other algal staining that was previously 
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observed (Figure 4.7).  Additionally, the other three of six collected processed bones 
displayed discoloration, with patches of dark and light brown colors. 
Figure 4.4.  Femur #40 Exhibiting Green Algae Staining After 31 Weeks of 
Exposure. 
 
Figure 4.5.  Black Discoloration Displayed on Tibia #38 After 31 Weeks of 
Exposure. 
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Figure 4.6.  Tibia #47 with Green Algae Staining After 35 Weeks of Exposure. 
 
Figure 4.7.  Blue-Green Staining on Femur #51 After 39 Weeks of Exposure. 
 
 
Bleaching 
 Varied levels of bleaching were observed among several skeletal elements during 
the earlier months, between 8 and 21 weeks.  By 21 weeks, the bleaching process was 
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halted by vegetation growth, which covered most of the bone surfaces.  Bleaching was 
observed in both processed and unprocessed skeletal elements.  The most prominent 
bleaching occurred on three processed bones (tibia #10, femur #11, and femur #12) 
collected after 8 weeks (Figure 4.8a).  Slight bleaching was observed on two processed 
bones collected (femur #16 and femur #17) after 12 weeks (Figure 4.8b).  At 17 weeks, 
one processed bone (femur #22) displayed bleaching (Figure 4.8c).  At 21 weeks, one 
processed bone (femur #25) displayed slight bleaching (Figure 4.8d).  As for the 
unprocessed bones, the first sign of bleaching was observed on one bone (femur #75) 
after 15 weeks (Figure 4.9a).  Bleaching was also observed after 20 weeks on another 
unprocessed bone, humerus #82 (Figure 4.9b).  
In the unprocessed bone sample, bleaching was observed between 15 and 20 
weeks of exposure.  The level of bleaching was more significant on the processed bones, 
in which approximately 75% of the bone was bleached.  In comparison, the unprocessed 
bones displayed small isolated patches of bleaching, probably due to the limited amount 
of soft tissue that could not be removed from the bones.   
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Figure 4.8.  Top: (a) Bleaching on Femur #11 After 8 Weeks of Exposure.  Bottom: 
(b) Bleaching on Femur #16 After 12 Weeks of Exposure.  
 
Figure 4.8.  Top: (c) Bleaching on Femur #22 After 17 Weeks of Exposure.  Bottom: 
(d) Slight Bleaching on Humerus #25 After 21 Weeks of Exposure. 
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Figure 4.9.  Top: (a) Bleaching on Humerus #75 After 15 Weeks of Exposure. 
Bottom: (b) Bleaching on Humerus #82 After 20 Weeks of Exposure. 
 
 
Cracking 
Unprocessed Bone 
 It was important to note the size and location of cracking before fracturing to 
prevent the misidentification of fracture line presence during the analysis of the fracture 
characteristics.  Cracking was first observed in an unprocessed bone (humerus #87) 
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exposed for 24 weeks.  The cracking on this bone was minor and difficult to detect.  At 
28 weeks, an unprocessed bone (humerus #92) displayed prominent cracking along its 
shaft (Figure 4.10).  The length of the crack was 9 cm.  
Figure 4.10.  Crack on Humerus #92 After 28 Weeks of Exposure. 
 
 
Processed Bone 
 Cracking was first observed on one of the six collected processed bones (femur 
#35) after 25 weeks (Figure 4.11).  The length of the longest crack was recorded for each 
bone.  The length of the crack in femur #35 was 12 cm.  At 35 weeks, four of the six 
collected processed bones (femur #43, femur #44, and femur #45) displayed cracking 
(Figure 4.12a, Figure 4.12b, and Figure 4.12c).  The length of the crack was 13.5 cm on 
femur #43, 7 cm on femur #44, and 14 cm on femur #45.  Additionally, tibia #46 
displayed the most drastic cracking of the entire sample, with a Y-shaped crack along its 
shaft (Figure 4.13).  The longest crack was 15 cm in tibia #46.  This cracking pattern is 
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unusual and appears to indicate a recent fracture in the bone before it was recovered from 
the microhabitat.  The cause of this unusual cracking was unknown.  At 39 weeks, three 
of the six collected processed bones (femur #49, femur #50, and femur #51) displayed 
cracking (Figure 4.14a, Figure 4.14b, and Figure 4.14c).  The length of the crack was    
10 cm on femur #49, 9 cm on femur #50, and 12 cm on femur #51.  With the exception of 
tibia #46, the cracking presented itself as one long crack along the shaft.  
Figure 4.11.  Crack on Femur #35 After 25 Weeks of Exposure. 
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Figure 4.12.  Top (a) Crack on Femur #43 After 35 Weeks of Exposure. Middle (b) 
Crack on Femur #44 After 35 Weeks of Exposure. Bottom (c) Crack on Femur #45 
After 35 Weeks of Exposure. 
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Figure 4.13.  Cracking on Tibia #46 After 35 Weeks of Exposure.  
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Figure 4.14:  Top (a) Cracking On Femur #49 After 39 Weeks of Exposure. Middle 
(b) Cracking On Femur #50 After 39 Weeks of Exposure. Bottom (c) Cracking On 
Femur #51 After 39 Weeks of Exposure. 
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Fracture Results  
Five different types of fractures were displayed: oblique, transverse, butterfly, 
segmental, and comminuted.  Table 4.1 displays the fracture characteristics displayed 
with each skeletal element as well as the weeks exposed, mass after exposure, and force 
required to fracture.  In the bones that exhibited previous cracking from weathering, the 
fracture radiated from around the weathering crack in each case. 
Table 4.1.  Resulting Fracture Characteristics 
#
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PROCESSED BONES 
1 adult 0 103.7 721 OBLIQUE 4 2 present sharp jagged smooth 0 
2 adult 0 221.1 1258 COMMINUTED 12 10 present sharp curved smooth 0 
3 adult 0 140.0 1326 COMMINUTED 20 18 absent sharp curved smooth 0 
4 adult 0 85.0 492 BUTTERFLY 3 1 present sharp jagged smooth 0 
5 adult 0 202.3 1466 COMMINUTED 19 17 present sharp jagged smooth 0 
6 adult 0 103.5 1080 SEGMENTAL 4 2 present sharp jagged smooth 0 
7 adult 8 140.0 560 COMMINUTED 12 10 present sharp jagged smooth 0 
8 adult 8 320.0 674 BUTTERFLY 3 1 absent sharp curved smooth 0 
9 adult 8 166.2 502 COMMINUTED 22 20 present mixed curved smooth 0 
10 adult 8 167.0 726 SEGMENTAL 7 5 present mixed curved smooth 0 
11 adult 8 172.4 1346 COMMINUTED 16 4 present sharp jagged smooth 0 
12 adult 8 138.6 834 SEGMENTAL 11 9 present sharp smooth smooth 0 
13 adult 12 297.9 514 SEGMENTAL 10 8 present sharp jagged smooth 0 
14 adult 12 167.9 1016 SEGMENTAL 7 5 present sharp curved smooth 0 
15 adult 12 180.2 714 BUTTERFLY 5 3 present sharp curved smooth 0 
16 adult 12 218.5 976 COMMINUTED 15 13 absent sharp jagged smooth 0 
17 adult 12 166.5 680 SEGMENTAL 5 3 present mixed transverse smooth 0 
18 adult 12 217.8 808 BUTTERFLY 6 4 present sharp curved smooth 0 
19 adult 17 246.0 1378 BUTTERFLY 4 2 present sharp curved smooth 0 
20 juvenile 17 90.7 704 BUTTERFLY 5 3 present sharp jagged rough 0 
21 adult 17 140.8 940 COMMINUTED 5 3 absent sharp jagged smooth 0 
22 adult 17 298.7 1226 BUTTERFLY 13 11 present sharp jagged smooth 0 
23 juvenile 17 204.3 1086 COMMINUTED 16 14 present sharp jagged smooth 0 
24 juvenile 17 78.2 668 COMMINUTED 14 12 absent sharp jagged smooth 0 
25 juvenile 21 165.2 1184 COMMINUTED 13 11 present mixed curved rough 0 
26 juvenile 21 75.4 618 BUTTERFLY 3 1 absent mixed curved rough 0 
27 juvenile 21 45.0 330 OBLIQUE 2 0 absent mixed curved smooth 0 
28 adult 21 204.7 988 OBLIQUE 2 0 absent sharp curved smooth 0 
29 adult 21 166.3 2000+ SEGMENTAL 10 8 present sharp curved smooth 0 
30 juvenile 21 72.6 365 OBLIQUE 2 0 absent sharp curved smooth 0 
31 juvenile 25 59.8 765 SEGMENTAL 7 5 present right jagged rough 0 
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Table 4.1.  Resulting Fracture Characteristics 
#
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32 adult 25 78.0 449 BUTTERFLY 10 8 present sharp jagged rough 0 
33 adult 25 172.7 1157 BUTTERFLY 6 4 absent sharp jagged smooth 0 
34 adult 25 174.9 2000+ COMMINUTED 12 10 absent sharp jagged smooth 0 
35 juvenile 25 110.5 985 SEGMENTAL 4 2 present right intermediate rough 1 
36 juvenile 25 54.3 437 BUTTERFLY 3 1 absent right transverse rough 1 
37 juvenile 31 66.9 622 OBLIQUE 2 0 absent sharp curved smooth 0 
38 juvenile 31 61.4 420 SEGMENTAL 5 3 present mixed jagged rough 1 
39 juvenile 31 81.0 712 BUTTERFLY 4 2 present mixed jagged rough 1 
40 juvenile 31 61.2 670 BUTTERFLY 5 3 present mixed curved rough 1 
41 juvenile 31 45.3 660 SEGMENTAL 6 4 present right transverse rough 1 
42 adult 31 170.1 1046 SEGMENTAL 8 6 present mixed jagged rough 1 
43 juvenile 35 107.6 2000+ COMMINUTED 13 11 absent mixed jagged rough 1 
44 juvenile 35 77.3 540 TRANSVERSE 3 1 absent right transverse rough 1 
45 adult 39 97.9 759 OBLIQUE 11 9 present right curved rough 1 
46 adult 35 208.0 2000+ COMMINUTED 14 12 absent mixed curved smooth 0 
47 juvenile 35 84.4 661 SEGMENTAL 7 5 absent mixed jagged rough 1 
48 adult 35 221.7 891 BUTTERFLY 5 3 present sharp curved smooth 0 
49 juvenile 39 47.7 399 OBLIQUE 5 3 present right intermediate rough 1 
50 juvenile 39 53.0 474 OBLIQUE 4 2 present mixed intermediate rough 1 
51 adult 35 254.1 836 COMMINUTED 20 18 present mixed curved rough 1 
52 adult 39 201.1 2000+ COMMINUTED 12 10 absent mixed intermediate smooth 1 
53 adult 39 176.2 1105 OBLIQUE 3 1 absent mixed curved rough 0 
54 adult 39 76.8 608 OBLIQUE 2 0 absent right intermediate rough 1 
UNPROCESSED BONES 
96 adult 0 197.8 2000+ COMMINUTED 13 11 present sharp curved smooth 0 
97 adult 0 230.3 1205 COMMINUTED 10 8 present sharp curved smooth 0 
98 adult 0 206.5 1140 COMMINUTED 22 20 present sharp curved smooth 0 
61 adult 6 229.7 1382 BUTTERFLY 9 7 present mixed curved smooth 0 
62 adult 6 228.8 1826 SEGMENTAL 13 11 present sharp curved smooth 0 
64 adult 6 199.3 342 OBLIQUE 11 9 present sharp curved smooth 0 
65 adult 6 217.3 1570 SEGMENTAL 15 13 present sharp curved smooth 0 
67 adult 6 229.5 1382 SEGMENTAL 9 7 absent mixed curved smooth 0 
68 adult 6 210.5 1800 COMMINUTED 17 15 present mixed curved smooth 0 
63 adult 10 225.6 902 OBLIQUE 2 0 present sharp curved smooth 0 
66 adult 10 219.2 744 OBLIQUE 5 3 present sharp curved smooth 0 
69 adult 10 214.7 2000+ COMMINUTED 14 12 present mixed curved smooth 0 
70 adult 10 201.9 681 TRANSVERSE 2 0 present mixed jagged smooth 0 
71 adult 15 182.4 2000+ SEGMENTAL 12 10 present mixed jagged smooth 0 
72 adult 15 198.2 355 COMMINUTED 4 2 present mixed curved smooth 0 
73 adult 15 239.4 2000+ SEGMENTAL 11 9 absent sharp jagged smooth 0 
75 adult 15 192.3 233 OBLIQUE 4 2 present mixed jagged smooth 0 
76 adult 15 206.1 529 OBLIQUE 2 0 absent sharp curved smooth 0 
79 adult 20 218.6 770 BUTTERFLY 5 3 present mixed curved smooth 0 
80 adult 20 174.6 639 SEGMENTAL 6 4 present mixed jagged smooth 0 
81 adult 24 133.2 843 TRANSVERSE 4 2 present sharp curved smooth 0 
82 adult 20 173.5 2000+ COMMINUTED 22 20 present mixed jagged rough 0 
84 adult 24 136.1 889 BUTTERFLY  5 3 present sharp curved rough 0 
85 adult 24 152.7 888 TRANSVERSE 4 2 present mixed transverse rough 0 
86 adult 28 180.3 2000+ COMMINUTED 15 13 absent mixed jagged smooth 0 
87 adult 24 125.3 892 SEGMENTAL 5 3 present right transverse rough 1 
88 adult 24 165.4 782 OBLIQUE 7 5 present mixed jagged rough 0 
89 adult 28 192.5 448 BUTTERFLY 7 5 absent mixed curved smooth 0 
91 adult 28 180.5 346 BUTTERFLY 3 1 present right curved smooth 0 
92 adult 28 249.5 1191 SEGMENTAL 4 2 present mixed curved smooth 1 
94 adult 28 178.5 399 OBLIQUE 3 1 present mixed curved smooth 0 
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Figure 4.15.  Example of Fracture Line Presence Observed. 
 
 
Figure 4.16.  Top (a) Example of Sharp Fracture Angles Observed.  Bottom (b) 
Example of Right Fracture Angle Observed. 
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Figure 4.17.  Top (a) Example of Smooth Fracture Surface Texture Observed.  
Bottom (b) Example of Rough Surface Texture Observed. 
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Figure 4.18.  Top (a) Example of Jagged Broken End Shape.  Bottom (b) Example of 
Curved Broken End Shape.  
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Figure 4.18.  Top (c) Example of Intermediate Broken End Shape.  Bottom (d) 
Example of Transverse Broken End Shape. 
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Figure 4.19.  Comminuted Fracture of Unprocessed Bone, No Exposure.  Humerus 
#96 displays fracture lines, has sharp fracture angles, curved broken ends, and a 
smooth fracture surface. 
 
 
Figure 4.20.  Oblique Fracture of Unprocessed Bone, Exposed 10 Weeks.  Tibia #63 
displays fracture lines, sharp fracture angles, curved broken ends, and a smooth 
fracture surface. 
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Figure 4.21.  Fracture of Unprocessed Bone, Exposed 28 Weeks.  Femur #89 lacks 
fracture lines, displays mixed fracture angles, a curved broken end, and a smooth 
fracture surface. 
 
Figure 4.22.  Oblique Fracture of Processed Bone, No Exposure.  Femur #1 displays 
fracture lines, has sharp fracture angles, jagged broken ends, and a smooth fracture 
surface. 
 
 
71 
 
Figure 4.23.  Fracture of Processed Bone, Exposed 12 Weeks.  Tibia #15 displays 
fracture lines, sharp fracture angles, curved broken ends, and a smooth fracture 
surface. 
 
 
Figure 4.24.  Butterfly Fracture of Processed Bone, Exposed 21 Weeks.  Femur #26 
lacked fracture lines, mixed fracture angles, curved broken ends, and a rough 
fracture surface. 
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Figure 4.25.  Oblique Fracture of Processed Bone Exposed for Exposed 39 Weeks.  
Femur #49 displayed fracture lines, had right fracture angles, intermediate-shaped 
broken ends and a rough fracture surface. 
 
 
Statistical Results 
Effect of Processing 
 A general linear model univariate analysis was conducted using SPSS 20.0 to 
provide a regression analysis and analysis of variance for the dependent variable by one 
or more variables to evaluate statistical significance, valued at p<0.05.  This test was 
conducted first to assess if the factor of processing affected the force required to fracture 
bone.  The dependent variable was the force required.  The fixed variables were the 
exposure time and unprocessed/processed variable.  The mass after exposure and age 
were covariates.  This test was conducted on only the first four of the two-month-
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intervals, which spanned Week 0 to Week 32, because Interval 5 did not contain a sample 
of unprocessed bones.  The univariate analysis concluded that the main effect of 
processing on the force required to fracture bone was not significant [F(1,55)=1.714; 
p>0.05] in this study sample.  Table 4.2 expresses the mean and the standard error of the 
mean for each interval.  
Table 4.2.  Effects of Processing on Force Required to Fracture Bone. 
 
Effect of Juvenile vs. Adult Bone  
 A general linear model univariate analysis was conducted using SPSS 20.0 to 
assess if difference between juvenile and adult bone affected the force required to 
fracture bone.  The dependent variable was the force required.  The fixed variables were 
the exposure time and age variable.  The mass after exposure and level of processing 
were covariates.  This statistical analysis was conducted using only Interval 3 through 
Interval 5, which spanned Week 17 through Week 40, since this was the part of study 
sample that contained juvenile bones.  This univariate analysis concluded that the main 
effect of age on the force required to fracture bone was not significant [F(1,27)=0.683; 
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p>0.05] in this study sample at a 95% confidence interval.  Table 4.3 expresses the mean 
and the standard error of the mean for each 2 month interval. 
Table 4.3.  Effect of Age on Force Required to Fracture Bone. 
 
 
Effect of Exposure Time on Force Required to Fracture Bone 
 Once it was concluded that processing and age did not have a significant effect on 
force required, another test was conducted using the entire sample without distinguishing 
level of processing or epiphyseal fusion of the skeletal elements.  A general linear model 
univariate analysis was performed using SPSS 20.0.  This test was conducted to assess the 
effect of exposure time on forced required to fracture the skeletal elements (Table 4.4).  
The dependent variable was the force required, with the exposure time as a fixed variable 
and the mass after exposure as a co-variable.  This analysis concluded that the main effect 
of time exposed on force required is significant [F(4,68) = 4.769; p<0.05] at a 95% 
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confidence interval.  Table 4.5 expresses the mean and standard error of the mean for 
each interval.   
Table 4.4.  Univariate Regression Analysis Results of Exposure Effect on Force 
Required to Fracture Bone. 
Univariate Tests 
Dependent Variable: LBF 
 Sum of Squares df Mean Square F Sig. 
Contrast 1624552.777 4 406138.194 4.769 .002 
Error 5790787.074 68 85158.633   
The F tests the effect of 2 month intervals. This test is based on the linearly independent 
pairwise comparisons among the estimated marginal means. 
 
Table 4.5.  Effect of Exposure Time on Force Required to Fracture Bone. 
 
Table 4.6 displays the pairwise comparison from this analysis.  The pairwise 
comparison displays the significant differences at the statistical level (p <0.05) between 
each two-month interval at a 95% confidence interval.  This shows that there is a 
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significant difference in force required between Interval 1 (Weeks 0-8) in comparison to 
Interval 2 (Weeks 9-16) and Interval 4 (Weeks 25-32).  There is a significant difference 
in force required between Interval 2 (Weeks 9-16) in comparison to Interval 1 (Weeks 0-
8) and Interval 3 (Weeks 17-24).  There is a significant difference in force required 
between Interval 3 (Weeks 17-24) and Interval 2 (Weeks 9-16).  There is a significant 
difference in force required between Interval 4 (Weeks 25-32) and Interval 1 (Weeks 0-
8).  Lastly, there is not a statistically significant difference in forced required between 
Interval 5 (Weeks 33-40) and any of the other four Intervals.  Although there is not a 
statistically significant different between Interval 1 (0-8 weeks) and Interval 5 (33-40 
weeks), there is clearly a difference of 230 lbf between the force required to fracture bone 
between these two intervals as shown in the above graph (Table 4.5).  
Table 4.6.  Pairwise Comparison of Exposure Time on Force Required to Fracture 
Bone. 
Pairwise Comparisons of Dependent Variable LBF2 
(I) 2 Month 
Interval 
(J) 2 Month 
Intervals 
Mean Difference 
(I-J) 
Std. Error Sig.
b
 
95% Confidence 
Interval for Difference
b
 
Lower 
Bound 
Upper 
Bound 
0-8 
9-16 455.306
*
 107.315 .000 241.162 669.450 
17-24 156.011 96.816 .112 -37.183 349.205 
25-32 230.842
*
 107.132 .035 17.064 444.621 
33-40 229.614 122.896 .066 -15.622 474.850 
9-16 
0-8 -455.306
*
 107.315 .000 -669.450 -241.162 
17-24 -299.295
*
 113.460 .010 -525.702 -72.888 
25-32 -224.464 124.409 .076 -472.719 23.791 
33-40 -225.692 138.026 .107 -501.119 49.734 
Based on estimated marginal means 
*. The mean difference is significant at the .05 level. 
b. Adjustment for multiple comparisons: Least Significant Difference (equivalent to no adjustments). 
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Table 4.6.  Pairwise Comparison of Exposure Time on Force Required to Fracture 
Bone. 
Pairwise Comparisons of Dependent Variable LBF 
 
17-24 
0-8 -156.011 96.816 .112 -349.205 37.183 
9-16 299.295
*
 113.460 .010 72.888 525.702 
25-32 74.831 103.898 .474 -132.495 282.157 
33-40 73.603 120.426 .543 -166.704 313.910 
25-32 
0-8 -230.842
*
 107.132 .035 -444.621 -17.064 
9-16 224.464 124.409 .076 -23.791 472.719 
17-24 -74.831 103.898 .474 -282.157 132.495 
33-40 -1.228 123.059 .992 -246.789 244.333 
33-40 
0-8 -229.614 122.896 .066 -474.850 15.622 
9-16 225.692 138.026 .107 -49.734 501.119 
17-24 -73.603 120.426 .543 -313.910 166.704 
25-32 1.228 123.059 .992 -244.333 246.789 
Based on estimated marginal means 
*. The mean difference is significant at the .05 level. 
b. Adjustment for multiple comparisons: Least Significant Difference (equivalent to no adjustments). 
 
 Additionally, a one-way analysis of variance (ANOVA) test was conducted on the 
effect of exposure time on force required to run a post-hoc analysis using Fisher’s LSD 
and Tukey (Table 4.7).  The dependent variable was the force required (lbf) and the factor 
was the time exposed (expressed in 2 month intervals).   
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Table 4.7.  ANOVA Post Hoc Analysis on Effect of Exposure Time on Force 
Required to Fracture Bone.  
Dependent Variable: LBF2 
 
(I) 2 
Month 
Intervals 
(J) 2 
Month 
Intervals 
Mean 
Difference 
(I-J) 
Std. Error Sig. 
95% Confidence 
Interval 
Lower 
Bound 
Upper 
Bound 
Tukey HSD 
0-8 
9-16 402.266
*
 118.519 .010 70.266 734.266 
17-24 237.711 105.453 .173 -57.687 533.110 
25-32 394.466 110.865 .006 83.909 705.024 
33-40 384.600 130.281 .034 19.651 749.548 
9-16 
0-8 -402.266 118.519 .010 -734.266 -70.266 
17-24 -164.555 120.963 .655 -503.401 174.290 
25-32 -7.800 125.709 1.000 -359.939 344.339 
33-40 -17.666 143.126 1.000 -418.594 383.261 
17-24 
0-8 -237.711 105.453 .173 -533.110 57.687 
9-16 164.555 120.963 .655 -174.290 503.401 
25-32 156.755 113.473 .641 -161.110 474.621 
33-40 146.888 132.509 .802 -224.298 518.075 
25-32 
0-8 -394.466 110.865 .006 -705.024 -83.909 
9-16 7.800 125.709 1.000 -344.339 359.939 
17-24 -156.755 113.473 .641 -474.621 161.110 
33-40 -9.866 136.854 1.000 -393.227 373.493 
33-40 
0-8 -384.600 130.281 .034 -749.548 -19.651 
9-16 17.666 143.126 1.000 -383.261 418.594 
17-24 -146.888 132.509 .802 -518.075 224.298 
25-32 9.866 136.854 1.000 -373.493 393.227 
LSD 
0-8 
9-16 402.266 118.519 .001 165.826 638.707 
17-24 237.711 105.453 .027 27.336 448.085 
25-32 394.466 110.865 .001 173.297 615.636 
33-40 384.600 130.281 .004 124.694 644.505 
9-16 
0-8 -402.266 118.519 .001 -638.707 -165.826 
17-24 -164.555 120.963 .178 -405.871 76.760 
25-32 -7.800 125.709 .951 -258.582 242.982 
33-40 -17.666 143.126 .902 -303.195 267.862 
*. The mean difference is significant at the 0.05 level. 
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Table 4.7.  ANOVA Post Hoc Analysis on Effect of Exposure Time on Force 
Required.  
Dependent Variable: LBF2 
LSD 
(I) 2 
Month 
Intervals 
(J) 2 
Month 
Intervals 
Mean 
Difference 
(I-J) 
Std. 
Error 
Sig. 
95% Confidence 
Interval 
Lower 
Bound 
Upper 
Bound 
17-24 
0-8 -237.711 105.453 .027 -448.085 -27.336 
9-16 164.555 120.963 .178 -76.760 405.871 
25-32 156.755 113.473 .172 -69.618 383.129 
33-40 146.888 132.509 .271 -117.459 411.237 
25-32 
0-8 -394.466 110.865 .001 -615.636 -173.297 
9-16 7.800 125.709 .951 -242.982 258.582 
17-24 -156.755 113.473 .172 -383.129 69.618 
33-40 -9.866 136.854 .943 -282.884 263.151 
33-40 
0-8 -384.600 130.281 .004 -644.505 -124.694 
9-16 17.666 143.126 .902 -267.862 303.195 
17-24 -146.888 132.509 .271 -411.237 117.459 
25-32 9.866 136.854 .943 -263.151 282.884 
*. The mean difference is significant at the 0.05 level. 
 
Fracture Characteristics 
Fracture Type 
 The fracture type data were modified to conduct a statistical test through SPSS 
20.0 on the effect of exposure time on the type of fracture produced.  Due to low 
frequencies, the fracture type “transverse” was combined with the fracture type 
“segmental” since both indicated a transverse fracture.  The group “combined” contained 
transverse, segmental, and comminuted fractures.  After the fracture type classifications 
were grouped, the types of fractures analyzed consisted of “oblique,” “butterfly,” and 
“combined.”  The multinomial regression analysis (Table 4.8) concluded that the main 
effect of time exposure on fracture type is not significant since the likelihood ratio chi-
square of 0.969 with a p-value > 0.05 tells us that the study model as a whole does not fit 
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significantly better than an empty model (i.e., a model with no predictors).  Additionally, 
the classification table (Table 4.9) indicates that the overall percentage correctly 
classified is 46.9%, which also indicates that the study model does not fit significantly 
better than an empty model.  A histogram displays the distribution of fracture type over 
each interval (Table 4.10). 
Table 4.8.  Model Fitting Information for Fracture Type Multinomial Regression 
Analysis. 
Model Fitting Information 
Model Model Fitting Criteria Likelihood Ratio Tests 
-2 Log Likelihood Chi-Square df Sig. 
Final 35.235 .969 2 .616 
 
Table 4.9.  Classification Model for Fracture Type. 
Classification 
Observed Predicted 
Oblique Butterfly Transverse Percent Correct 
Oblique 6 17 0 26.1% 
Butterfly 2 24 0 92.3% 
Combined 1 14 0 0.0% 
Overall Percentage 14.1% 85.9% 0.0% 46.9% 
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Table 4.10.  Histogram for Fracture Type. 
 
 
Number of Fragments 
 A general linear model univariate analysis was conducted using SPSS 20.0 to 
assess if exposure time affected the number of fragments produced from the fracture.  
The dependent variable was the number of fragments. The fixed variables were the 
exposure time, expressed in two-month-intervals and the mass after exposure was a 
covariate.  This univariate analysis concluded that the main effect of exposure time on 
number of fragments produced was significant [F(4,68)=4.523; p>0.05] in this study 
sample at a 95% confidence interval (Table 4.11).  Table 4.12 expresses the mean and the 
standard error of the mean for each interval.  A pairwise comparison displays the 
differences between each two-month-interval (Table 4.13). 
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Table 4.11.  Univariate Analysis of Effect of Exposure Time on Number of 
Fragments Produced. 
Univariate Tests 
Dependent Variable: # OF FRAGMENTS 
 Sum of Squares df Mean Square F Sig. 
Contrast 381.958 4 95.489 4.523 .003 
Error 1435.748 68 21.114 
  
The F tests the effect of 2 month intervals. This test is based on the linearly 
independent pairwise comparisons among the estimated marginal means. 
 
Table 4.12.  Effect of Exposure Time on Number of Fragments Produced. 
 
 
Table 4.13 displays the pairwise comparison from this analysis.  The pairwise 
comparison displays the significant differences (p <0.05) between each two-month 
interval at a 95% confidence interval.  This shows that there is a significant difference in 
number of fragments between Interval 1 (Weeks 0-8) and Interval 2 (Weeks 25-32), 
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Interval 3 (Weeks 17-24), and Interval 4 (Weeks 25-32).  There is not a significant 
difference between Interval 2 (Weeks 25-32), Interval 3 (Weeks 17-24), Interval 4 
(Weeks 25-32), or Interval 5 (Weeks 33-40). 
Table 4.13.  Pairwise Comparison of Two-Month-Intervals on Number of 
Fragments Produced.  
Pairwise Comparisons 
Dependent Variable: # OF FRAGMENTS 
(I) 2 
Month 
Intervals 
(J) 2 
Month 
Intervals 
Mean 
Difference (I-J) 
Std. 
Error 
Sig.
b
 
95% Confidence Interval for 
Difference
b
 
Lower Bound Upper Bound 
0-8 
9-16 6.294
*
 1.690 .000 2.922 9.666 
17-24 4.402
*
 1.524 .005 1.360 7.444 
25-32 4.997
*
 1.687 .004 1.631 8.363 
33-40 3.534 1.935 .072 -.328 7.395 
9-16 
0-8 -6.294
*
 1.690 .000 -9.666 -2.922 
17-24 -1.892 1.787 .293 -5.457 1.673 
25-32 -1.297 1.959 .510 -5.206 2.612 
33-40 -2.761 2.173 .208 -7.098 1.576 
17-24 
0-8 -4.402
*
 1.524 .005 -7.444 -1.360 
9-16 1.892 1.787 .293 -1.673 5.457 
25-32 .595 1.636 .717 -2.670 3.860 
33-40 -.869 1.896 .648 -4.653 2.915 
25-32 
0-8 -4.997
*
 1.687 .004 -8.363 -1.631 
9-16 1.297 1.959 .510 -2.612 5.206 
17-24 -.595 1.636 .717 -3.860 2.670 
33-40 -1.464 1.938 .453 -5.330 2.403 
33-40 
0-8 -3.534 1.935 .072 -7.395 .328 
9-16 2.761 2.173 .208 -1.576 7.098 
17-24 .869 1.896 .648 -2.915 4.653 
25-32 1.464 1.938 .453 -2.403 5.330 
Based on estimated marginal means 
*. The mean difference is significant at the .05 level. 
b. Adjustment for multiple comparisons: Least Significant Difference (equivalent to no adjustments). 
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Fracture Angle 
The fracture angle data were modified in order to conduct a statistical analysis in 
SPSS 20.0.  The fractures that originally were categorized as having a right angle were 
now assigned to displaying “Mixed Angles” since a mixed angle originally was described 
as having both sharp and right angles.  The definition of mixed angles has been modified 
for this study to include fractures that display either right angles or both sharp and right 
angles.  For statistical analysis, the two categories tested were “sharp” and “mixed 
angles.”  Once the categories were modified, a binary regression analysis was conducted 
to assess the main effect of exposure time on the type of fracture angle produced.  The 
dependent variable was fracture angle type and the covariate was the exposure time 
expressed in two-month intervals.  The analysis concluded that the main effect of 
exposure time on fracture angle produced was significant will a 95% confidence interval.  
The Omnibus Test of Model Coefficients indicated that the model chi-square for this 
study was 17.190, p < 0.05 with 2 degrees of freedom.  Additionally, the post hoc 
analysis included the Hosmer and Lemeshow Test as well as a classification table to 
indicate the presence of a trend within the data.  The Hosmer Lemeshow Test displayed a 
non-significant chi-square value, which indicates that the data fit the model well (chi-
square 1.598, 3 degrees of freedom, p < 0.05).  The classification table indicates that the 
percentage of angles that correctly fit the model is 68.9% (Table 4.14).  Both the Hosmer 
Lemeshow Test and the classification table indicate that there is a trend in the data in 
regard to the main effect of exposure time on the type of fracture angle produced.  A 
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histogram analysis displays a trend in the data among the three fracture angle types 
(Table 4.15).   
Table 4.14.  Classification Table of Fracture Angle Type. 
Classification Table
a
 
 Observed 
Predicted 
FRACTURE ANGLE 
Percentage 
Correct 
Sharp/Obtuse
/Acute 
Mixed 
Angle 
Step 1 
FRACTURE 
ANGLE 
Sharp/Obtuse/Acute 23 14 62.2 
Mixed Angle 9 28 75.7 
Overall Percentage   68.9 
a. The cut value is .500 
 
Table 4.15.  Histogram of Fracture Angle Type. 
 
 
 
15 
8 
10 
3 
1 
0 0 
1 
5 
4 
5 
4 
7 7 
4 
0 
2 
4 
6 
8 
10 
12 
14 
16 
1 2 3 4 5 
F
re
q
u
en
cy
 
Time (Interval) 
Fracture Angle 
Sharp/Obtuse/Acute 
Right 
Mixed 
Time Exposed Key 
1 = 0-8 Weeks 
2 = 9-16 Weeks 
3 = 17-24 Weeks 
4 = 25-32 Weeks 
5 = 33-40 Weeks 
86 
 
Presence of Fracture Lines 
 A binary regression analysis was conducted through SPSS 20.0 to assess if 
exposure time had a main effect on the presence of fracture lines produced from the 
fracture.  The dependent variable was the presence of fracture lines (scored as 1 = present 
and 0 = absent) with the covariate of exposure time (expressed in two month intervals).  
This analysis concluded that the main effect of exposure time on the presence of fracture 
lines was not significant, because the Omnibus Tests of Model Coefficients show that the 
model chi-square of 3.793 with two degrees of freedom was not significant (p > 0.05) at a 
95% confidence interval.   
However, a post hoc analysis, which included the Hosmer and Lemeshow Test 
and a classification table, was conducted to assess a trend in the model.  The Hosmer and 
Lemeshow Test displays a non-significant chi-square value (chi-square 12.178, 8 degrees 
of freedom, p > 0.05), which indicates that the data fit the model well.  Additionally, the 
classification table displayed that the percentage of data that correctly fit the model was 
74.3%, with 100% of the “present” fracture lines correctly classified (Table 4.16).  The 
Hosmer and Lemeshow Test and the classification model indicate that there is a trend in 
regard to the effect of exposure time on the presence of fracture lines.  This trend is 
supported by a histogram analysis that displays the frequency of the presence of fracture 
lines (Table 4.17).  
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Table 4.16.  Classification Table of Fracture Line Presence.  
Classification Table
a
 
 
Observed 
Predicted 
 
FRACTURE LINES 
PRESENT 
Percentage 
Correct 
 Absent Present 
Step 1 
FRACTURE LINES 
PRESENT 
Absent 0 19 .0 
Present 0 55 100.0 
Overall Percentage 
  
74.3 
a. The cut value is .500 
 
Table 4.17.  Histogram of Fracture Line Presence. 
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intervals).  This analysis concluded that the main effect of exposure time on the texture of 
the fracture surface was significant because the Omnibus Tests of Model Coefficients 
show that the model chi-square of 39.078 with one degree of freedom was significant (p 
<0.05) at a 95% confidence interval. 
 Additionally, a post hoc analysis, which included the Hosmer and Lemeshow Test 
and a classification table, was conducted to assess a trend in the model.  The Hosmer and 
Lemeshow Test displays a non-significant chi-square value (chi-square 2.710, 3 degrees 
of freedom, p > 0.05), which indicates that the data fit the model well.  Additionally, the 
classification table displayed that the percentage of data that correctly fit the model was 
81.1% (Table 4.18).  The Hosmer and Lemeshow Test and the classification model 
indicate that there is a trend in regard to the effect of exposure time on the presence of 
fracture lines.  This trend is supported by a histogram analysis that displays the 
frequencies of the texture of the fracture surface (Table 4.19).  
Table 4.18.  Classification Table of Texture of Fracture Surface. 
Classification Table
a
 
 
Observed 
Predicted 
 
TEXTURE OF FRACTURE 
SURFACE 
Percentage 
Correct 
 Smooth Rough 
Step 1 
TEXTURE OF 
FRACTURE SURFACE 
Smooth 43 7 86.0 
Rough 7 17 70.8 
Overall Percentage   81.1 
a. The cut value is .500 
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Table 4.19.  Histogram of Texture of Fracture Surface. 
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However, a post hoc analysis, which included the Hosmer and Lemeshow Test 
and a classification table, was conducted to assess a trend in the model.  The Hosmer and 
Lemeshow Test displays a non-significant chi-square value (chi-square 1.701, 3 degrees 
of freedom, p > 0.05), which indicates that the data fit the model well.  Additionally, the 
classification table displayed that the percentage of data that correctly fit the model was 
63.1%, with 100% of the “curved broken end shape” correctly classified (Table 4.20).  
The Hosmer and Lemeshow Test and the classification model indicate that there is a 
trend in regard to the effect of exposure time on the shape of the broken ends.  This trend 
is supported by a histogram analysis that displays the frequency of the shape of the 
broken ends (Table 4.21). 
Table 4.20.  Classification Table for Shape of Broken Ends. 
Classification Table
a
 
 Observed 
Predicted 
SHAPE OF BROKEN 
ENDS 
Percentage 
Correct 
Jagged Curved 
Step 1 
SHAPE OF BROKEN 
ENDS 
Jagged 0 24 .0 
Curved 0 41 100.0 
Overall Percentage 
  
63.1 
a. The cut value is .500 
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Table 4.21.  Histogram of the Shape of Broken Ends. 
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CHAPTER 5:  DISCUSSION 
Weathering 
 
Bleaching 
 After eight weeks, bleaching was apparent on the bone.  Bleaching was present on 
both processed and unprocessed bones.  Bleaching of this type is caused by prolonged 
exposure to sunlight (Beary 2006; Behrensmeyer 1978; Calce and Rogers 2007).  It has 
been asserted that remains exposed on the surface for extended period of time display 
more bleaching than those exposed for shorter periods (Behrensmeyer 1978).  However, 
due to the growth of vegetation during the spring and summer months, the exposure of 
sunlight became limited, halting the bleaching process on the bones in this study.  
Therefore, bleaching on the bones was recorded during the earlier months of the study, 
between eight weeks and twenty-one weeks for the processed bones.   
 
Algae Staining 
Green staining began appearing on unprocessed skeletal elements after twenty-
four weeks and on processed bones after thirty-one weeks.  This green staining is a result 
of algae growth on the bones (Dupras et al. 2006).  Green algae staining is frequently 
present on remains from moist shaded areas (Ubelaker 1997).  Most of the skeletal 
elements were covered by vegetation growth by thirty-one weeks and had experienced 
approximately 77 cm of accumulated precipitation.  The vegetation trapped moisture 
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from the dew that accumulated on the ground during exposure.  This trapped moisture is 
a probable cause for the green algae staining that appeared on skeletal elements after 
weeks of exposure in the grassy microhabitat. 
 
Other Discoloration 
 Dark discoloration was observed on both skeletal elements.  Discoloration on 
bone can be caused by several factors, such as decompositional processes, hemolysis, 
depositional context, environment, soil characteristics, and organic matter (Behrensmeyer 
1978; Calce and Rogers 2007; Huculak and Rogers 2009; Jaggers and Rogers 2009; 
Sauerwein 2011).  Depositional context and environment typically result in discoloration 
such as bleaching, which has already been discussed.  Prolonged contact with soil causes 
tan, brown, black, or other color staining, depending on the pigments available in the 
organic and mineral content of the soil (Perper 1993).  In their study, Huculak and Rogers 
(2009) indicate that a light yellowish brown color denotes soil staining, but it depends on 
the region and soil composition.  Therefore, soil staining on bones would match the 
pigments found in local soil.  Studies on soil characteristics and staining reveal that it is 
currently unclear what effect soil moisture have on staining (Fisher 1995; Jaggers and 
Rogers 2009; Sauerwein 2011).  Of these options, decompositional processes, hemolysis, 
soil staining and organic matter therefore seem most likely factors to cause the 
discoloration seen on the bones, based on the description of the colors described.  Brown 
discoloration is typically produced by organic decomposition (Dupras et al. 2006).  
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Huculak and Rogers (2009) reported decompositional stains having a dark, reddish-gray 
color and described hemolysis causing a dark, reddish-brown stain on bones.  While this 
decompositional and hemolysis staining may be unlikely in the processed, boiled bones, 
the dark, reddish-brown staining and the dark, reddish-gray staining appeared on many of 
the unprocessed bones between six and twenty-eight weeks of exposure.  In a case study, 
Ubelaker (2007) described organic matter, specifically a type of fungus, to cause black 
staining on bone.  The black staining observed on tibia #37, tibia #38, and tibia #39 
therefore could be explained by the same type of fungus.  The black discoloration can 
also appear on bone as a result of mineral staining, but mineral staining is an unlikely 
explanation in this case. 
The first appearance of discoloration on the unprocessed bones occurred after six 
weeks.  As for the processed bones, discoloration was apparent after seventeen weeks.  
The discrepancy between these two initial observations may be explained by the timeline 
of the project.  The processed bones were set out for exposure on 1 February, when the 
soil was often frozen solid.  The unprocessed bones were set out for exposure in mid-
April, after the soil had already thawed for the last time that season.  Therefore, the 
discoloration of the processed elements may have been delayed due to the frozen nature 
of the soil for the first eight weeks of exposure.  
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Cracking 
 Bone exposed to environmental factors over any period of time becomes dry, 
grainy, lower in weight, and fragile (Galloway 1999).  Exposure to air causes loss of 
moisture, resulting in various degrees of dehydrated, brittle bone (Galloway 1999).  
Bones vulnerable to the effects of precipitation are also susceptible to cracking, wedging, 
and flaking.  
The weathering stages proposed by Behrensmeyer (1978) describe Stage 0 as the 
absence of cracking and flaking, and the presence of soft tissue and greasy bone, which is 
likely to persist between 0 and 1 year of exposure.  Stage 0 was observed on both the 
unprocessed and processed skeletal elements ranging between eight weeks of exposure 
and thirty-nine weeks of exposure.  Stage 1 was first observed on the unprocessed bone at 
twenty-four weeks and on the processed bone at twenty-five weeks.  Based on 
Behrensmeyer’s model, evidence of cracking (Stage 1) is evident between 0 and 3 years.  
The results of this study fall within Behrensmeyer’s model, since the latest weathering 
stage observed was Stage 1 after nine months.  Her data, however, were derived from 
observations on mammals in the Amboseli Basin in southern Kenya.  Other taphonomic 
studies conducted in the New England region also found that Stage 1 weathering was 
apparent on remains after twenty-four weeks of exposure (Junod 2013; Sorg 2011).  
Additionally, observation of surface bone weathering in various environments on 
different continents has demonstrated that textual characteristics of the distinctive 
weathering stages are normally recognizable in different settings (Bielenstein 1990).  
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This demonstrates the importance of examining differential rate of weathering based on 
microenvironmental context, particularly with respect to estimating time since death. 
 
Fracture Patterns 
Effect of Processing 
Statistical comparisons between processed and unprocessed skeletal elements 
revealed that the processing factor did not significantly impact the results of this study in 
regard to the force required to fracture bone over this exposure interval.  These findings 
disagree with Nicholson (1992), which suggested that cooking reduced a bone’s ability to 
withstand stress due to damage at the microstructure level that would reduce the strength 
and stiffness of the bone.  In this study, the bones that were subjected a soft boiling were 
not significantly impaired on their ability to withstand the stress of the compressive force.  
Therefore, the results of this study agree with the findings that weathering modifies bone 
structure and morphology more significantly than modification by boiling (Malgosa et al. 
2008; Trujillo et al. 2012; White and Hannus 1983).  Since other researchers (Malgosa et 
al. 2008; Outram 2001; Ríoz-Díaz et al. 2008) have not perceived a significant difference 
between unboiled and boiled materials, it was determined that the factor of processing 
would not be a significant factor in subsequent statistical analyses conducted on fracture 
patterns during this study.  For this reason, the statistical tests that were conducted to 
assess the correlation between exposure time, force required, and fracture characteristics 
were conducted on the entire sample, without distinguishing between processed and 
unprocessed sets. 
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Effect of Juvenile vs. Adult Bone 
 Statistically comparisons between the adult and juvenile bones in the skeletal 
sample revealed that the discrepancy in age did not significantly impact the results of this 
study in regard to the force required to fracture bone over this exposure interval.  
Although these results are surprising, it is possible that skeletal shaft of the juvenile 
sample was similar enough to an adult that the age did not affect the study sample.  Age 
was determined by the level of fusion of the epiphyses in the long bones.  
 
Influence of Exposure Time 
Impact on Force Required 
Statistical comparisons between weeks of exposure determined that fresher bone, 
which has a shorter period of exposure (0 to 8 weeks), does require significantly more 
force to fracture than weathered bone (24 to 39 weeks).  There was a significant 
difference in force required between the bones that were fractured after a range of 0 to 8 
weeks of exposure (Interval 1) and the bones that were fractured after a range of 9 to 16 
weeks (Interval 2), than between 25 to 32 weeks of exposure (Interval 4).  Additionally 
there is a significant difference in force required between the bones fractured after a 
range of 9 to 16 weeks and bones that were fractured after a range of 25 to 32 weeks.  
Considering that the results conclude that there is a difference between Interval 1 and 
Interval 2 and then between Interval 2 and Interval 3, this displays how increasing the 
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length of exposure impacts the force required to fracture bone.  Bones fractured from 
Interval 1 (0-8 weeks) had a mean force value of 1018 lbf , while bones fractured from 
Interval 2 (9-16 weeks) had a mean force value of 563 lbf, which is nearly half the 
amount of force required for bones exposed for zero to eight weeks.  However, Interval 2 
(9-16 weeks) appears to be an anomaly in the trend since the mean force required to 
fracture bones from Interval 3 (17-24 weeks) was 862 lbf, which is still less force 
required than the bones from the early weeks zero through eight.  The weather data does 
not indicate unusual activity for this period so it is difficult to explain what possibly 
would have caused this anomaly in the data.  In Interval 4 (weeks 25-32), the mean force 
required to fracture bones exposure during this period continues to decrease from Interval 
3 and then appears to level off, which is indicated by the closeness in mean force required 
between Interval 4 and Interval 5 (weeks 33-40).  The mean force required for Interval 4 
was 787 lbf and the mean force required for Interval 5 was 788 lbf, which may be 
explained by the smaller number of bones present in Interval 5 (9 bones in comparison to 
16-18 bones). 
These findings correlate with Wheatley (2008, 70), who stated that “fresh bone 
requires significantly more velocity to break and it absorbs significantly more energy at 
impact and at failure than dry bone.”  Wheatley used measurements of energy for his 
impact variable while this study used measurements of force.  In his study, fresh bone 
required 41.8 Joules on average to fail while dry bone required 15.1 Joules on average to 
fail.  Wheatley’s (2008) study was able to control for velocity and impact energy while 
this study only accounted for the force required to fail.  In this study, it was found that 
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weathering does impact the force required to fracture bone.  It took considerably more 
force to fracture the fresh bone from Interval 1.  From the data, it appears that the bones 
were dried out enough after nine weeks of exposure to result in a decrease of force 
required.  This corresponds with Wheatley’s study, since the dry sample tested was 44 
days old, which is approximately six weeks.   
 
Impact on Fracture Type 
 The increasing amount of exposure time did not affect the type of fractures that 
resulted from the compressive force.  The data did not follow a trend, which was 
indicated by the lack of goodness of fit and the poor classification.  However, due to the 
fact that the data from this study needed to be modified and condensed in order to run an 
analysis, it is not statistically reliable in terms of a broader impact.  The ratio of fracture 
type categories (5) to the number of specimens analyzed (73) was too high to produce 
reliable results within the small sample of this study.   
The appearance of butterfly fractures as late as Interval 5 (33-40 weeks) on 
weathered bone in this study corresponds with the observation by Ubelaker and Adams 
(1995) that butterfly fractures are not limited to perimortem trauma and can be produced 
postmortem.  Wheatley (2008) also observed butterfly fractures postmortem: three on dry 
bones and one on a fresh bone.  In Wheatley’s (2008) study, butterfly fractures were not 
as common, only four present out of the seventy-six bones in his sample.  This present 
study had three butterfly fractures on fresh bone (from Interval 1) and 16 butterfly 
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fractures on dry bone between Intervals 2-5.  The histogram of fracture types indicate 
some patterns about when particular fractures are observed.  For example, comminuted 
fractures were the most commonly observed type of fracture in fresh bone (Interval 1 of 
0-8 weeks).  A possible explanation for this is that there were still minor remnants of soft 
tissue.  The remnants of soft tissue and the higher resistance to fracture in fresh bone may 
have influenced the pathways of the fracture cracks and the number of fragments that 
broke off.  Wheatley (2008) also found that transverse fractures were characteristic of 
postmortem fractures, but this pattern was not confirmed by the present study.  Two 
bones of Wheatley’s (2008) sample exhibited a transverse fracture type.  Transverse 
fractures were rare overall and accounted for 0% of the fracture types in Interval 1 (0-8 
weeks), 7% in Interval 2 (9-16 weeks), 6% in Interval 3 (17-24 weeks), 0% in Interval 4 
(25-32) and 11% of fracture types in Interval 5 (33-40 weeks).  Segmental, comminuted, 
and butterfly fractures were observed in each interval through the study.  It should also be 
considered that the presence of cracking on several of the weathered elements may have 
influenced the type of fracture produced on the bone.   
When discussing bone biomechanics, patterns of fracture type (transverse, 
oblique, butterfly, etc.) have typically been associated with certain types of external 
loading conditions, such as compression, tension, bending, shear, and torsion.  However 
Symes (2013) discussed how linking these external loading conditions to fracture type 
categories may lead to a factual diagnosis regarding the point of impact in a study.  
Additionally, the overall failure mode of the bone (tension, compression, etc.) is 
disregarded which may cause an expert to misinterpret external loading conditions and/or 
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the point of impact in a forensic case.  When working on trauma cases, Symes et al. 
(2013) strongly advises forensic anthropologists to carefully examine the bone at the 
material level in order to identify stress markers involved in a bone injury as well as 
consult biomechanical experts about loading conditions and distribution of internal stress.  
Forensic anthropologists are also encouraged to correlate fracture morphology and failure 
mode evidence in the fracture pattern in order to negate incorrect trauma analysis.  In 
regards to this study, perhaps the lack of fracture type pattern could be explained by the 
consistent loading conditions of the bone.  The fracture types present (oblique, transverse, 
comminuted, butterfly, and segmental) can be attributed to the bending load applied to 
the bone. 
 
Impact on Fracture Characteristics 
The statistical tests used in this study indicated that exposure time does affect 
several of Wheatley’s (2008) characteristics.  The statistical results displayed that the 
number of fragments, the fracture angle, and the texture of the fracture surface produced 
were influenced by the length of time exposed to weathering conditions of Southeastern 
Massachusetts.  Additionally, while the effect of exposure time on the presence of 
fracture lines and shape of broken ends was not statistically significant, there is evidence 
of a trend over time for both these characteristics.  Overall, the results indicate that there 
is a statistically significant difference between characteristics between fresh bone and 
weathered bone.  The most significant differences occurred between Interval 1 (0-8 
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weeks) and Intervals 2-5 (9-40 weeks), which indicates the distinction between a fresh 
bone set (weeks 0-8) and a dry bone set (weeks 9-40). 
 
Number of Fragments Produced by Fracture 
Fresh bone, fractured after 0 to 8 weeks of exposure, produced the most abundant 
amount of fragments on average.  The largest difference between the average number of 
fragments between each Interval occurred between Interval 1 (0-8 weeks) and Intervals 2-
5 (9-40 weeks).  After this initial difference, there was not a significant difference among 
the average amount of fragments of Intervals 2-5 (9-40 weeks).  Therefore, the difference 
between fresh and dry bone is evident by the number of fragments produced.  Fresh bone 
produced more fragments than weathered bone, which correlates with Wheatley’s (2008) 
findings that fresh bones produce significantly more fragments.  The average number of 
fragments produced on fresh bone in Wheatley’s (2008) sample was 12.5 fragments, 
while the average number of fragments in dry bones was 7.2 fragments.  In this present 
study, the average number of fragments for fresh bone (0-8 weeks) was 9.45 fragments, 
while the average number of fragments for dry bone (9-36 weeks) was 3.94 fragments.  
The higher amount of fragments produced on average from the fractured bones in 
Interval 1 (0-8 weeks) may be related to the fact that the comminuted fractures had the 
highest percentage of fracture type in Interval 1 (0-8 weeks) in comparison to the other 
intervals. 
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Fracture Angle 
For the fracture angle, fresh bones were more likely to exhibit sharp angles while 
weathered bones were more likely to exhibit either sharp and right (mixed) angles or only 
right angles.  The statistical analysis agrees with the findings that fresh bones had 
significantly more sharp edges (Wheatley 2008).  In Wheatley’s (2008) sample, fresh 
bones displayed 36 (85%) sharp-angled edges and 6 (15%) mixed-angled edges, while 
dry bones exhibited 20 (59%) sharp-angled edges and 14 (41%) mixed-angled edges.  
Right-angled edges were only exhibited on three bones in the dry bone group and were 
included in the mixed-angled group.  In this study, 75% of the fresh bone displayed sharp 
angles and 25% of the fresh bone displayed mixed angles.  As for the dry bones, 42% 
displayed sharp angles, 40% displayed mixed angles, and 18% displayed right angles 
only. 
Although it could not be statistically analyzed, the graph of fracture angle type 
distribution indicates that right angles only appeared on fractures in the later weeks of 
exposure, starting at seventeen weeks of exposure (Interval 3).  Right angle edges 
become slightly more common in Interval 4 (25-32 weeks) and Interval 5 (35-40 weeks), 
while sharp angles become less common on fractures during those weeks.  The 
percentage of only sharp-angled edges produced from fractures in Interval 1 (0-8 weeks) 
was 75%, which decreased to 66.6% of the fractured bones grouped into Interval 2 (9-16 
weeks), and decreased further to 55% of the fractured bones grouped into Interval 3 (17-
24 weeks).  The percentage of only sharp-angled edges seen in an interval bone set then 
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dwindled down to 20% of the fractured bones grouped into Interval 4 (25-32 weeks) and 
then comprised only 11% of the fractured bones grouped into Interval 5 (33-40 weeks).  
The percentage of right-angled edges in the fracture bones of Interval 3 (17-24 weeks) 
was 5.5%, which increased to 33% of the fractured bones in Interval 4 (25-32 weeks) and 
then comprised 44.4% of the fractures bones in Interval 5 (33-40 weeks).  However, these 
percentages do not account for the presence of both sharp and right angles from the 
fractured bones classified as having mixed angles.  A comparison of sharp-angled and 
mixed-angled fractures combined to right-angled and mixed-angled combined indicates a 
similar trend.  The percentage of sharp angles present was 100% in Interval 1 (0-8 
weeks), 100% in Interval 2 (9-16 weeks), 94.4% in Interval 3 (17-24 weeks), 66.6% in 
Interval 4 (25-32) and 50% in Interval 5 (33-40 weeks).  The percentage of right angles 
present was 25% in Interval 1 (0-8 weeks), 33.3% in Interval 2 (9-16 weeks), 44.4% in 
Interval 3 (17-24 weeks), 80% in Interval 4 (25-32) and 50% in Interval 5 (33-40 weeks).  
Overall, this study indicates that fresh bone has significantly more sharp-angled edges.  
Weathered bone appears to display more right-angled edges, but statistical tests of this 
failed to detect a statistically significant difference.  This study can conclusively say that 
there is a trend within the data in regard to distribution of fracture angle type over time 
since the study model is a good fit. 
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Texture of Fracture Surface 
The texture of the fracture surface was found to be affected by exposure time 
through the statistical analysis.  The study model was a good fit for the predicted model, 
which indicates a trend in the data between the texture and the length of exposure time.  
The histogram model displays the frequency distribution for each type of fracture surface 
and highlights the trend.  Smooth fracture surfaces were observed in 100% of the 
fractures grouped into Interval 1 (0-8 weeks), 100% in Interval 2 (9-16 weeks), 61.1% in 
Interval 3 (17-24 weeks), 40% in Interval 4 (25-32) and 11.1% in Interval 5 (33-40 
weeks).  Meanwhile, rough fracture surfaces were observed in 0% of the fractures 
grouped in Interval 1 (0-8 weeks), 0% in Interval 2 (9-16 weeks), 38.9% in Interval 3 
(17-24 weeks), 60% in Interval 4 (25-32) and 88.9% in Interval 5 (33-40 weeks).  The 
percentage of fractures exhibiting a smooth fracture surface in each interval gradually 
decreases over time while the percentage of fractures exhibiting a rough fracture surface 
in each Interval gradually increases over increased exposure time. 
In this study, 100% of the fresh bones displayed a smooth fracture surface.  In the 
dry bone group, 55% exhibited smooth fracture surfaces while 45% exhibited rough 
fracture surfaces.  Therefore, fresh bones were more likely to display a smooth surface 
than dry bone.  Dry bone is more likely to display a rougher, bumpy surface in 
comparison to fresh bone.  Wheatley’s (2008) sample exhibited a smooth texture surface 
on 38 (90%) fresh bones and a rough texture surface on 4 (10%) fresh bones.  The dry 
bone sample displayed a smooth texture surface on 16 (38%) bones and a rough texture 
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surface on 18 (42%) bones.  In Wieberg and Wescott’s (2008) study, smooth surfaces 
were the most common type of fracture texture present on bones exposed for PMI 0 days, 
PMI 28 days, PMI 57 days, and PMI 113 days.  It was not until bones reached a PMI of 
141 days that rough texture edges were the most common type of surface texture present.  
These results of this present study agree with the findings that fresh bones have 
significantly more smooth fracture surfaces than dry bone whereas dry bone has 
significantly more rough surfaces in comparison to fresh bone (Wheatley 2008; Wieberg 
and Wescott 2008).  
 
Presence of Fracture Lines 
 The presence of fracture lines was found to not be statistically significant, but 
several observations can be made from the post hoc analysis on the study model.  The 
study model displays a goodness of fit, which indicates that a trend is present concerning 
the presence of fracture lines over time.  The classification table indicates that the 
probable reason why the data were determined not to be statistically significant was due 
to the low percentage of correctly classified absent fracture lines in the predicted model.  
The presence of fracture lines was correct 100% for the study model, which fits the 
predicted model.   
The graph (Table 4.17) provides a visual aid in clarifying the trend seen for this 
fracture characteristic.  Fracture lines were absent in 85% of the fractured bones in 
Interval 1 (0-8 weeks), 83% in Interval 2 (9-16 weeks), 66.6% in Interval 3 (17-24 
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weeks), 73.3% in Interval 4 (25-32 weeks) and 37.5% in Interval 5 (33-40 weeks).  
Meanwhile, fracture lines were present in 15% of the fractured bones in Interval 1(0-8 
weeks), 17%% in Interval 2 (9-16 weeks), 33.4% in Interval 3 (17-24 weeks), 16.7% in 
Interval 4 (25-32 weeks), and 62.5% in Interval 5 (33-40 weeks).  These percentages 
calculated from the histogram indicate the fracture lines were more likely to be absent in 
fresh bone and more likely to be present in weathered bone, but these results are 
statistically unreliable.   
Wheatley (2008) found that fresh bone displayed significantly more fracture lines 
than dry bones, which is shown in this study as well.  Wheatley (2008) found that fracture 
lines were present on 21 fresh bones (50%) and 8 dry bones (24%) while fracture lines 
were absent on 21 fresh bones (50%) and 26 dry bones (76%) in his sample.  In 
Wheatley’s study (2008), there was a higher percentage of fracture lines being present on 
fresh bones than dry bones.  However, the fresh bone sample in Wheatley’s (2008) study 
displayed an equal amount of both fracture line absence and fracture line presence 
whereas 15% of the fresh bone in this present study displayed fracture lines and 85% of 
the fresh bone did not display fracture lines.  In this present study, 28% of the dry bones 
exhibited fracture lines while 72% of the dry bones did not have fracture lines. 
 
Shape of Broken Ends 
 The effect of exposure time on the shape of the broken ends of the fracture was 
found to be statistically insignificant.  The post hoc analysis indicated that the study 
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model, which only presented two of the four shape classifications, was a good fit for the 
projected statistical model.  There is a trend of the appearance of jagged and curved 
broken ends over time.  Due to the condensing and modification of the data for this 
statistical analysis, the results are not considered reliable for this study.  
 A better analysis of the indicated trend appears in the histogram distribution of 
broken end shape over time.  Transverse broken ends appeared on fractured bones 
starting in Interval 2 (9-16 weeks).  Intermediate broken ends appeared on fracture bones 
starting in Interval 4 (25-32 weeks).  The delayed appearance of these two broken end 
shapes indicates that these shapes may be more likely found in weathered bone but this 
cannot be confirmed due to the low frequency of each shape, which prevented a statistical 
analysis from being conducted.  Calculating percentages of the frequency of curved and 
jagged broken end shape for each Interval clarifies the trend suggested by the statistical 
analysis.  Jagged broken ends appear in 30% of the fractured bones from Interval 1 (0-8 
weeks), 33.3% in Interval 2 (9-16 weeks), 38.9% in Interval 3 (17-24 weeks), 40% in 
Interval 4 (25-32) and 11.1% in Interval 5 (33-40 weeks).  Curved broken ends appear in 
70% of the fractured bones from Interval 1 (0-8 weeks), 58% in Interval 2 (9-16 weeks), 
55% in Interval 3 (17-24 weeks), 40% in Interval 4 (25-32), and 44.4% in Interval 5 (33-
40 weeks).  Jagged broken ends percentages are slightly more frequent with increasing 
exposure time, but overall, the appearance of broken ends appears to be consist across the 
first four intervals (0-32 weeks), regardless of time.  The percentage of curved broken 
end decreases between Interval 1 through Interval 4 (0-32 weeks total).  The anomaly in 
Interval 5 for this pattern may be explained by the lower sample size for that interval.  
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The pattern in the appearance of curved broken ends agrees with Wheatley (2008) and 
Wieberg and Wescott (2008), who found that fresh bones had significantly more curved 
shapes at the broken ends.  In Wheatley’s (2008) sample, a curved broken ends were 
observed on 39 fresh bones and 19 dry bones.  Intermediate broken ends were observed 
on 3 fresh bones and 15 dry bones in his study.  Wieberg and Wescott (2008) observed 
that 10 (100%) of their bones with a PMI of 0 days displayed a curved fracture shape.  
Intermediate broken end shapes were not observed in their study until bones reached a 
PMI of 85 days.  Three bones (33%) with PMI of 85 days, three bones (33%) with PMI 
of 113 days, and three bones (33%) with PMI of 141 days had intermediate broken ends.  
Transverse fracture edges were not observed in Wieberg and Wescott’s (2008) study until 
PMI reached 28 days.  These results are similar to the present study, since the transverse 
broken end shape was first observed after 8 weeks (56 days) and an intermediate broken 
end shape was first observed after 24 weeks (168 days).  In the fresh bones in this present 
study, 70% exhibited a curved shape and 30% displayed a jagged shape.  As for the dry 
bone in this study, 51% had curved broken ends, 33% displayed jagged broken ends, 9% 
exhibited transverse broken ends, and 7% showed intermediate broken ends.  Although 
Byers (2008) stated that the jagged surface of broken ends also helped distinguish 
perimortem from postmortem fractures, this was not confirmed in the results of this 
study. 
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CHAPTER 6:  CONCLUSIONS 
 
 From this study, it was concluded that weathering does impact bone resistance to 
fracture.  This was confirmed by testing the strength of bone by fracturing it after 
intervals of increasing exposure to weathering conditions in Southeastern Massachusetts.  
Overall, this research achieved its aims by determining the impact of exposure on bone 
strength as well as investigating if certain fracture characteristics defined by Wheatley 
(2008) are indicative of perimortem trauma or postmortem damage. 
Therefore, it is important for forensic investigators to consider the impact of 
weathering when analyzing trauma on exposed bones.  The weakening of bone due to 
weathering could potentially amplify the effects of other taphonomic factors.  Bone is 
known to vary its resistance to forces depending upon internal structure and postmortem 
alterations (Reilly and Burstein 1974).  Although weathering has been a consideration in 
some taphonomic studies (Calce and Rogers 2007; Hill 1980; Mann and Owsley 1992; 
Morlan 1984; Sauvageau and Racette 2008; White and Hannus 1983), other studies 
conducted on trauma, scavenging, and other biological agents did not discern if 
weathering has impacted the expression of taphonomic factors on skeletal material.  The 
extent of damage from these taphonomic factors may be influenced by the severity of 
weather exposure.  However, the weakening of bone strength impacts the type of fracture 
characteristics exhibited in this study.  The graduate loss of moisture content due to 
exposure caused the bone to become more brittle and respond to the external loading 
force differently. 
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By fracturing the bones of this study, more information regarding the appearance 
of fresh and dry bone fracture characteristics was ascertained by analyzing fracture 
characteristics described by Wheatley (2008), which have the potential to be useful for 
distinguishing perimortem from postmortem fractures.  Although the type of fractures 
was not a strong indicator of fresh bone or weathered/dry bone, the appearance of certain 
fracture types, particularly transverse fractures, was limited to later weeks, starting in 
Interval 2 (9-16 weeks).  Overall, the distribution of the fracture types is not reliable for 
forensic investigation since analysis of the statistical results showed that the correlation 
between fracture type and exposure time to be insignificant.  At least three of the five 
fracture types were present throughout all exposure intervals, regardless of fresh bone or 
weathered bone status.  Therefore, fracture type is not an indicator of perimortem or 
postmortem fractures.  Following Symes et al (2013), the patterns associated with trauma 
should be more closely examined using basic biomechanics.  Since the external loading 
force applied to the bones was consistent in this study, examining the relationship of this 
loading force to the fracture characteristics (i.e., fracture type) may be able to provide 
more insight into fracture patterns of weathered bone. 
This study empirically tested and quantified several previously acknowledged 
morphological fracture characteristic patterns utilized for determining the time interval of 
perimortem trauma and postmortem damage.  It was found that one of the strongest 
indicators of postmortem fracture is the texture of the fracture surface.  A rough fracture 
was present beginning at 17 weeks and present on fractures through the last set of bones 
fractured after 39 weeks.  Therefore, it appears that a rough fracture surface is a good 
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indicator of a postmortem fracture.  Since a smooth fracture surface was present on both 
fresh and dry fractured bones throughout exposure time, a smooth texture is not a good 
indicator of perimortem trauma.  Another indicator of postmortem fractures on bone is 
the presence of only right-angled edges on fractures, which was found on fractures 
starting at 17 weeks and continued to appear in fractures until the last set of fractured 
bones at 39 weeks.  However, sharp-angled broken ends and mixed-angled broken ends 
are not indicative of perimortem or postmortem fractures since these angle classifications 
were present on both fresh and dry bone fractures through the interval of this study.   
Other characteristics such as the presence of fracture lines and the shape of the 
broken ends are not explicitly indicative of either perimortem nor postmortem fractures 
since these characteristics were present on fractures throughout the study.  While there 
was a trend in the study that fracture lines were more likely to occur in the postmortem 
period, the presence was not frequent enough to distinguish between perimortem and 
postmortem.  As for the shape of the broken ends, this study indicated that intermediate 
and transverse broken end shapes indicated postmortem fractures on dry bones.  
However, jagged and curved broken end shapes were present on fractured bones 
throughout time and therefore make it difficult to distinguish between perimortem and 
postmortem fractures in this study.  
In general, the results of this study support the descriptions of fresh and dry bone 
fracture characteristics described by Wheatley (2008).  The characteristics of fracture 
patterns used in this study were found to be statistically reliable at differentiating 
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perimortem fractures from postmortem fractures, but these characteristics were unreliable 
at differentiating perimortem fractures from postmortem fractures for the purposes of a 
forensic investigation.  The results of this study showed that the break morphological 
characteristics can help distinguish a postmortem fracture, but these are unable to indicate 
a perimortem fracture, since none of the characteristics were exclusive to perimortem 
fractures. 
 In addition to studying general weathering influence on bones, it was also 
determined that prior processing did not have a significant effect on bone in this study.  
While this factor was not the main focus of the study, these findings are relevant to 
archaeological analyses of bone taphonomy.  Processing the bone did not affect the rate 
of weathering nor the force required to fracture the bone after monthly exposure intervals.  
There is conflicting research on the effects of processing bone.  Multiple researchers have 
asserted that cooking reduces a bone’s ability to withstand stress due to damage at the 
structural level.  Bosch et al. (2011) have detected that boiling does impact the bone 
structure.  However, the results of this study do not agree over this interval.  It is possible 
that this impact is not significant enough to cause a difference in bone strength, since the 
processing consisted of simmering the bones for a short interval, especially since Trujillo 
et al. (2012) studied boiled bone and stated that only weathering is known to significantly 
modify bone structure and morphology.  Another possible explanation is that the nine 
month duration of the study was not long enough for the effects of boiling bone to 
manifest themselves.  Clearly, additional research needs to be conducted on the effects of 
processing on the bone structure. 
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 While the results from this study indicate the potential effects of weathering and 
processing upon bone strength, the project was only conducted for a period of nine 
months.  Regional information on weathering is important in both forensic and 
archaeological contexts.  While studying the weathering pattern of bone, additional 
research should be conducted on perimortem and postmortem fracture patterns.  It would 
be beneficial to conduct a much longer project of a similar nature in order to observe all 
six stages of weathering described by Behrensmeyer in the climate of New England, but 
such an experiment would likely take decades.  A longer and more thorough study would 
provide results that would either agree or disagree with the present findings.  If the 
additional results support the current findings, this may clarify the distinction between 
perimortem and postmortem fracture patterns.  For the purpose of conducting further 
research, ten bones from the same sample were left in the microhabitat so that fracture 
patterns could be studied over an extended period of time.  Conditions permitting, this 
sample of bones will be left out for exposure until they reach later stages of weathering.   
 In general, the ability to distinguish perimortem from the postmortem interval is 
still unclear.  Although the data from this study appear to show a transition in the fracture 
patterns from fresh bone to dry bone, these classifications of the bone fracture patterns 
should not be directly translated to perimortem or postmortem fracture patterns.  Fresh 
bone fracture characteristics were exhibited long into the PMI until the conclusion of this 
study after nine months of exposure.   
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Considering the results of this study, as well as the results of Wheatley (2008) and 
Wieberg and Wescott (2008), forensic anthropologists need to use the terms perimortem 
trauma and postmortem damage carefully when referring to blunt force trauma in skeletal 
remains.  In cases with no indication of the PMI, it may be difficult to distinguish 
between perimortem and postmortem fractures using only the fracture morphology of 
fresh and dry bone.  However, this study did not examine all of the characteristics that 
have been previously associated with making the distinction between perimortem and 
postmortem fractures.  Other characteristics, such as the differential staining of the bone 
surface, would provide more information about the nature of the fracture.  It appears that 
there is not a single morphological characteristic of a fracture that can provide an 
accurate determination of injury timing.  Additionally, perhaps further studies need to be 
conducted on perimortem and postmortem fractures with the intent of defining additional 
fracture characteristics that may be useful in conjunction with pre-existing ones. 
Due to ethics and restrictions, much of the research on taphonomic effects, 
specifically perimortem and postmortem trauma, have been conducted using strictly 
animal samples.  The difference between animal and human bone structure was not 
accounted for in this study.  The limited amount of research using human studies has 
typically been restricted to case studies, with a few research projects being conducted on 
donated human material in designated research facilities.  When performing research for 
forensic anthropology, it is more directly applicable to utilize a human sample.  
Conducting a weathering study on a human sample would be one of the ways to improve 
this study if it were replicated.   
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Little research (Johnson 1985; Shipman 1981) has been published on the 
microscopic differences between perimortem and postmortem skeletal fractures.  A 
histological analysis may provide information regarding the role of plexiform bone in 
determining the strength of bone after exposure.  Qualitative and quantitative methods of 
analysis could be used to understand the effects of the external environment on bone.  
Additionally, a detailed histological analysis could also show what changes at the 
microstructural level are causing the decrease of bone strength after weathering.  
Considering that freezing appears to have no significant effect on the histological 
appearance of bone (Tersigni 2007), it would be worth investigating if freezing, 
freeze/thaw cycles, and other aspects of weathering impact bone strength the most 
significantly.  
This study generally confirms previous studies of weathering and fracture 
patterns; however, it also demonstrates the wide extent of variation that occurs within 
interpretations in the field of forensic anthropology, which makes it difficult to assert 
clear patterns in regards to weathering and fracture patterns.  Although the fracture 
attributes were statistically reliable at distinguishing trends between the perimortem and 
postmortem interval, there was too much inconsistency in this study to definitely classify 
certain characteristics as being strictly perimortem or postmortem.  Due to the nature of 
this study, the results may not be reliable for the purposes of forensic application, since 
the attributes of the fracture patterns of fresh and wet bone were not directly correlated to 
perimortem and postmortem intervals.  
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APPENDIX A: Weather Data 
Week # Dates 
Average 
Ambient Temp 
Average Relative 
Humidity 
Total 
Precipitation 
PROCESSED TIMELINE (WEEKS 1-39) 
1 1 Feb – 8 Feb 3.31 59.33 0.18 
2 9 Feb – 15 Feb 0.71 66.80 0.84 
3 16 Feb – 22 Feb 3.11 68.74 1.80 
4 23 Feb – 29 Feb 3.54 62.80 3.43 
5 1 Mar – 7 Mar 2.40 68.20 3.43 
6 8 Mar – 14 Mar 9.27 68.60 5.69 
7 15 Mar – 21 Mar 9.59 80.17 5.72 
8 22 Mar – 28 Mar 10.08 59.83 6.12 
9 29 Mar – 4 Apr 6.20 62.34 6.65 
10 5 Apr – 11 Apr 7.15 53.46 6.65 
11 12 Apr – 18 Apr 14.48 65.38 7.09 
12 19 Apr – 25 Apr 12.24 75.13 21.46 
13 26 Apr – 2 May 9.44 59.07 23.01 
14 3 May – 9 May 12.14 82.77 29.46 
15 10 May – 16 May 17.77 69.40 41.55 
16 17 May – 23 May 15.36 73.85 42.90 
17 24 May – 30 May  19.61 84.13 43.03 
18 31 May – 6 Jun 15.27 79.95 46.74 
19 7 Jun – 13 Jun 17.28 81.34 49.73 
20 14 Jun – 20 Jun 17.34 75.89 49.86 
21 21 Jun – 27 Jun 22.67 75.72 53.95 
22 28 Jun – 4 Jul 23.50 69.13 54.64 
23 5 Jul – 11 Jul 23.92 66.27 54.64 
24 12 Jul – 18 Jul 23.25 72.03 56.52 
25 19 Jul – 25 Jul 21.36 74.18 59.26 
26 26 Jul – 1 Aug 21.38 83.44 64.80 
27 2 Aug – 8 Aug 24.49 78.10 64.85 
28 9 Aug – 15 Aug 23.79 83.32 69.85 
29 16 Aug – 22 Aug 20.87 77.60 71.86 
30 23 Aug – 29 Aug 20.52 75.57 72.36 
31 30 Aug – 5 Sept 21.13 73.52 77.19 
32 6 Sept – 12 Sept 18.77 79.08 82.60 
33 13 Sept – 19 Sept 17.05 78.02 84.12 
34 20 Sept – 26 Sept 15.31 75.66 84.12 
35 27 Sept – 3 Oct 15.39 85.56 94.11 
36 4 Oct – 10 Oct 14.54 84.05 95.68 
37 11 Oct – 17 Oct 11.04 56.76 95.73 
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Week # Dates 
Average 
Ambient Temp 
Average Relative 
Humidity 
Total 
Precipitation 
38 18 Oct – 24 Oct 13.68 75.00 96.24 
39 24 Oct – 31 Oct 12.63 81.98 103.66 
UNPROCESSED TIMELINE (WEEKS 1-28) 
1 19 Apr – 25 Apr 12.24 75.13 21.46 
2 26 Apr – 2 May 9.44 59.07 23.01 
3 3 May – 9 May 12.14 82.77 29.46 
4 10 May – 16 May 17.77 69.40 41.55 
5 17 May – 23 May 15.36 73.85 42.90 
6 24 May – 30 May  19.61 84.13 43.03 
7 31 May – 6 Jun 15.27 79.95 46.74 
8 7 Jun – 13 Jun 17.28 81.34 49.73 
9 14 Jun – 20 Jun 17.34 75.89 49.86 
10 21 Jun – 27 Jun 22.67 75.72 53.95 
11 28 Jun – 4 Jul 23.50 69.13 54.64 
12 5 Jul – 11 Jul 23.92 66.27 54.64 
13 12 Jul – 18 Jul 23.25 72.03 56.52 
14 19 Jul – 25 Jul 21.36 74.18 59.26 
15 26 Jul – 1 Aug 21.38 83.44 64.80 
16 2 Aug – 8 Aug 24.49 78.10 64.85 
17 9 Aug – 15 Aug 23.79 83.32 69.85 
18 16 Aug – 22 Aug 20.87 77.60 71.86 
19 23 Aug – 29 Aug 20.52 75.57 72.36 
20 30 Aug – 5 Sept 21.13 73.52 77.19 
21 6 Sept – 12 Sept 18.77 79.08 82.60 
22 13 Sept – 19 Sept 17.05 78.02 84.12 
23 20 Sept – 26 Sept 15.31 75.66 84.12 
24 27 Sept – 3 Oct 15.39 85.56 94.11 
25 4 Oct – 10 Oct 14.54 84.05 95.68 
26 11 Oct – 17 Oct 11.04 56.76 95.73 
27 18 Oct – 24 Oct 13.68 75.00 96.24 
28 24 Oct – 31 Oct 12.63 81.98 103.66 
  
119 
 
BIBLIOGRAPHY 
Alms M. 1961. Fracture mechanics. The Journal of Bone and Joint Surgery 53:157-161. 
 
Amadasi A, Cappella A, Mazzarelli D, Gaudio D, Castoldi E, Cattaneo C. 2013. The  
difficult task of assessing perimortem and postmortem fractures on the skeleton:  
a blind test on 210 fractures of known origin. Proceedings from 65th American  
Academy of Forensic Sciences Annual Meeting, Washington, D.C. 
 
Andrews P, Cook J. 1985. Natural modifications to bones in a temperate setting. Man  
20:675-691. 
 
Andrews P, Whybrow P. 2005. Taphonomic observations on a camel skeleton in a  
desert environment of Abu Dhabi. Palaeontologica Electronica 8:1-17. 
 
Beary MO. 2006. Taphonomic Effects of UV Light on Bone Surface: An Experimental  
Approach. Unpublished master’s thesis, Mercyhurst Archaeological Institute,  
Erie, PA.  
 
Behrensmeyer AK. 1978. Taphonomic and ecologic information from bone weathering.   
Paleobiology 4:150-162. 
 
Bell LS, Skinner MF, Jones SJ. 1996. The speed of post-mortem change to the human  
skeleton and its taphonomic significance. Forensic Science International 82:129- 
140. 
 
Berryman HE, Symes SA. 1998. Recognizing gunshot and blunt cranial trauma through  
fracture interpretation. In: Broken Bones: Anthropological Analysis of Blunt  
Force Trauma. Ed. A Galloway, pp.333-352. Springfield, IL: Charles C.  
Thomas. 
 
Biddick KA, Tomenchuk J. 1975. Quantifying continuous lesions and fractures on  
long bones. Journal of Field Archaeology 2:239-249.  
 
Bielenstein DEM. 1990. Forensic Taphonomy: Definitions and Applications to Forensic  
Anthropology and Paleoanthropology. Unpublished master’s thesis, George  
Washington University, Washington, D.C.  
 
Bonnichsen R. 1979. Pleistocene bone technology in the Beringian Refugium.  National  
Museum of Man Mercury Series, Archaeological Survey of Canada Paper No. 89. 
Ottawa, Canada: National Museum of Canada. 
 
 
 
120 
 
Bosch P, Alemán I, Moreno-Castilla C, Botella M. 2011. Boiled versus unboiled: a study  
on Neolithic and contemporary human bones. Journal of Archaeological Science 
38:2561-2570. 
 
Brady NC, Weil RR. 1999. The Nature and Properties of Soils. 12th ed. Upper Saddle 
River: Prentice Hall. 
 
Buikstra JE, Swegle M. 1989. Bone modification due to burning: experimental  
evidence. In Bone Modification. Eds. R Bonnichsen and MH Sorg, pp.247-258. 
Centre for the Study of the First Americans, Institute for Quaternary Studies, 
University of Maine: Orono, ME. 
 
Buikstra JE, Ubelaker DH. 1994. Standards for Data Collection from Human Skeletal  
Remains. Arkansas Archaeological Survey Research Report No. 44, Fayetteville, 
AR. 
 
Byers SN. 2006. Introduction to Forensic Anthropology. 3rd ed. Boston: Pearson  
Education, Inc. 
 
Calce SE, Rogers TL. 2007. Taphonomic changes to blunt force trauma: a  
preliminary study. Journal of Forensic Sciences 52:519-527. 
 
Carter DR. 1985. Biomechanics of bone. In Biomechanics of Trauma. Ed. AM Nahun, J  
Melvin, pp.135-165. Norwalk, CT: Appleton-Century-Crofts. 
 
Carter DO, Tibbett M. 2008. Cadaveric decomposition and soil: Processes. In Soil  
Analysis in Forensic Taphonomy. Eds. M Tibbett, DO Carter, pp.29-51. Boca  
Raton: CRC Press. 
 
Collins MJ, Nielsen-Marsh CM, Hiller J, Smith CI, Roberts JP, Progodich RV, Wess TJ,  
Csapò J, Millard AR, Turner-Walker G. 2002. The survival of organic matter in  
bone: a review. Archaeometry 44:383-394. 
 
Conard NJ, Walker SJ, Kandel AW. 2008. How heating and cooling and wetting and  
drying can destroy dense faunal elements and lead to differential preservation.  
Palaeogeography, Palaeoclimatology, Palaeoecology 266:236–245. 
 
Cowen S. 1989. Mechanics of materials. In Bone Mechanics. Ed. S Cowin, pp.15-42.  
Boca Raton: CRC Press. 
 
Currey JD. 1959. Differences in the tensile strength of bone of different histological  
types. Journal of Anatomy 93:97-95. 
 
 
121 
 
Currey JD. 1984. The Mechanical Adaptations of Bones. Princeton: Princeton University  
Press. 
 
Currey JD. 2002. Bones: Structures and Biomechanics. Princeton: Princeton University  
Press. 
 
Currey JD. 2003. The many adaptations of bone. Journal of Biomechanics 36:1487- 
1495. 
 
Cutler AH, Behrensmeyer AK, Chapman RE. 1999. Environmental information in a  
recent bone assemblage: roles of taphonomic processes and ecological change. 
Palaeogeography, Palaeoclimatology, Palaeoecology 14:359-372. 
 
Di Maio DJ, Di Maio VJM. 1993. Forensic Pathology. Boca Raton, FL: CRC Press. 
 
Dirkmaat DC, Cabo LL. 2013. The taphonomic revolution: taphonomy as an integrating  
principle in forensic anthropology. Proceedings from the 65th American Academy  
of Forensic Sciences Annual Meeting, Washington, D.C. 
 
Doblaré M, García JM, MJ Gómez. 2004. Modelling bone tissue fracture and healing: a  
review. Engineering Fracture Mechanics 71:1809-1840.  
 
Dupras TL, Schultz J, Wheeler SM, Williams LJ. 2006. Search techniques for location  
human remains. Forensic Recovery of Human Remains: Archaeological  
Approaches. Eds. TL Dupras, J Schultz, SM Wheeler, LJ Williams, pp.83- 
126. Boca Raton: CRC Press 
 
Efremov IA. 1940. Taphonomy: A new branch of paleontology. Izvestiya Akademii SSSR  
Leningrad, Biology Series 3:405-413. 
 
Enlow DH. 1963. Principles of Bone Remodeling. Springfield, IL: Charles C. Thomas.  
 
Enlow DH, Brown SO. 1956. A comparative histological study of fossil and recent bone  
tissue, part I. Texas Journal of Science 7:405–443. 
 
Evans FG. 1973. Mechanical Properties of Bone. Springfield, IL: Charles C. Thomas. 
 
Fenton TW, Birkby WH, Cornelison J. 2003. A fast and safe non-bleaching method  
for forensic skeletal preparation. Journal of Forensic Sciences 48:274-276. 
 
Fernández-Jalvo Y, Marín Monfort MD. 2008. Experimental taphonomy in museums:  
Preparation protocols for skeletons and fossil vertebrates under the scanning  
electron microscopy. Geobios 41:157–181. 
 
122 
 
Fisher JW. 1995. Bone surface modifications in zooarchaeology. Journal of  
Archaeological Method and Theory 2:7-68. 
 
Francillon-Viellot H, de Buffre´nil V, Castanet J, Ge´raudie J, Meunier FJ, Sire JY et al.  
1997. Microstructure and mineralization of vertebrate skeletal tissues. In: Skeletal  
Biomineralization: Patterns, Processes, and Evolutionary Trends Vol. 1. Ed.  
JG Carter, pp.471-530. New York, NY: Van Nostrand Reinhold.  
 
Frankel V, Nordin M. (1989). Biomechanics of bone. In Basic Biomechanics of the  
Musculoskeletal System. Eds. M Nordin, V Frankel, pp.26-59. Philadelphia: 
Lippincott Williams & Wilkins 
 
Frost H. 1967. An Introduction to Biomechanics. Springfield, IL: Charles C. Thomas. 
Galloway A. 1999. The biomechanics of fracture production.  In: Broken Bones:  
Anthropological Analysis of Blunt Force Trauma. Ed. A. Galloway, pp.35-62. 
Springfield, IL: Charles C. Thomas. 
 
Galloway A, Birkby WH, Jones AM, Henry TE, Parks BO. 1989. Decay rates of human  
remains in an arid environment. Journal of Forensic Sciences 34:607-616. 
 
Galloway A, Symes SA, Haglund WD, France DL. 1999. The role of forensic  
anthropology in trauma analysis. In: Broken Bones: Anthropological Analysis of 
Blunt Force Trauma. Ed. A Galloway, pp.5-31. Springfield, IL: Charles C. 
Thomas. 
 
Gifford DP. 1981. Taphonomy and paleoecology: a critical review of archaeology’s sister  
disciplines. In Advances in Archaeological Method and Theory, Vol. 4. Ed. MB 
Schiffer, pp.365-438. New York: Academic Press.  
 
Gifford-Gonzalea DP. 1989. Ethnographic analogues for interpreting modified bones:  
Some cases in East Africa. In Bone Modification. Eds. R Bonnischen, MH Sorg, 
pp.179-246. Centre for the Study of the First Americans, Institute for Quaternary 
Studies, University of Maine: Orono, Maine. 
 
Goff ML. 1991. Comparison of insect species associated with decomposing remains  
recovered inside dwellings and outdoors on the Island of Oahu, Hawaii. Journal 
of Forensic Sciences 36:748-753. 
 
Goff  ML, Flynn MM. 1991. Determination of postmortem interval by arthropod  
succession: a case study from the Hawaiian Islands. Journal of Forensic Sciences 
36:607-614. 
 
 
123 
 
Gonza E. 1982. Biomechanics of Trauma. Baltimore, MD: Williams and Wilkins. 
Haglund WD, Reay DT. 1993. Problems of recovering partial human remains at different  
times and location: concerns for death investigators. Journal of Forensic Sciences 
38: 69-80. 
 
Haglund WD, Reay DT, Swindler DR. 1988. Tooth mark artifacts and survival of bones  
in animal scavenged human skeletons. Journal of Forensic Sciences 33:587-606. 
 
Haglund WD, Reay DT, Swindler DR. 1989. Canid scavenging/disarticulation sequence  
of human remains in the Pacific Northwest. Journal of Forensic Sciences 34:587- 
606. 
 
Harkess JW, Ramsey WC, Harkess JW. 1991. Principles of fractures and dislocations. In  
Fractures in Adults. Ed. CA Rockwood, DP Green, RW Bucholz, p.1.  
Philadelphia: JB Lippincott. 
 
Hedges REM. 2002. Bone diagnosis: an overview of processes. Archaeometry 44:319- 
328. 
 
Hedges REM, Millard AR. 1995. Measurements and relationships of diagenetic  
alteration of bone from three archaeological sites. Journal of Archaeological  
Science 22:201-211. 
 
Heît J, Kufera P, Vávra M, Voleník K. 1965. Comparison of the mechanical properties of  
both the primary and Haversian bone tissue. Acta Anatomica 61:412-423. 
 
Henderson J. 1987. Factors determining the state of preservation of human remains. In  
Death Decay and Reconstruction: Approaches in Archaeology and Forensic 
Science. Eds. A Boddington, AN Garland, RC Janaway, pp.43-54. Manchester: 
University of Manchester Press. 
 
Hillier ML, Bell LS. 2007. Differentiating human bone from animal bone: A review of  
histological methods. Journal of Forensic Sciences 52:249-263. 
 
Huculak MA, Rogers TL. 2009. Reconstructing the sequence of events surrounding body  
disposition based on color staining of bone. Journal of Forensic Sciences 45:979- 
984. 
 
Hurlbut SA. 2000. The taphonomy of cannibalism: a review of anthropogenic bone  
modification in the American southwest. International Journal of  
Osteoarchaeeology 10:4-26. 
 
 
124 
 
Jaggers KA and Rogers TL. 2009. The effects of soil environment on postmortem  
interval:  macroscopic analysis. Journal of Forensic Sciences 54:1217-1222.  
  
Janjua MA, Rogers TL. 2008. Bone weathering patterns of metatarsal v. femur and  
the postmortem interval in Southern Ontario. Forensic Science International 
178:16-23. 
 
Johnson E. 1985. Current developments in bone technology. In Advances in  
Archaeological Method and Theory. Ed. MB Schiffer, pp.157-235. New York:  
Academic Press. 
 
Junod C. 2013. Subaerial Bone Weathering and Other Taphonomic Changes in a  
Temperate Climate. Unpublished master’s thesis, Boston University School of 
Medicine, Boston, MA. 
 
Keaveny TM and Hayes WC. 1993. Mechanical properties of cortical and trabecular  
bone. In Bone Vol. 7. Ed. by BK Hall, pp.285-344. Boca Raton: CRC Press. 
 
Kroman A. 2007. Fracture Biomechanics of the Human Skeleton. Unpublished doctoral  
dissertation, University of Tennessee, Knoxville, TN. 
 
Love JC, Marks MK. 2003. Taphonomy and time: estimating the postmortem interval. In:  
Hard Evidence: Case Studies in Forensic Anthropology. Ed. DW Steadman, pp.  
160-175. New Jersey: Pearson Education, Inc. 
 
Low J, Reed A. 1996. Basic Biomechanics Explained. Oxford: Butterworth-Heinemann. 
 
Lyman RL. 1994. Vertebrate Taphonomy. Cambridge: Cambridge University Press. 
 
Lyman RL, Fox GL. 1997. A critical evaluation of bone weathering as an indication  
of bone assemblage formation. In Forensic Taphonomy: The Postmortem Fate of  
Human Remains. Eds. WD Haglund, MH Sorg, pp. 223-247. Boca Raton, FL:  
CRC Press. 
 
Madgwick R, Mulville J. 2012. Investigating variation in the prevalence of weathering in  
faunal assemblages in the UK: a multivariate statistical analysis. International 
Journal of Osteoarchaeology 22:509-522. 
 
Malgosa A, Piga G, Mazzarello V, Bandiera P, Enzo S. 2008. Estudio de cremaciones  
españolas a través del análisis de difracción de rayos C(XRD). In: Amada, Nieto,  
Obón Eds. JL Nogués, JA Baena Pinilla, S Genes, pp.331-340. Ambiente y  
enfermedades en poblaciones humanas. Prensas Universitarias de Zaragoza,  
Zaragoza, Spain. 
 
125 
 
Mann RW, Bass WM, Meadows L. 1990. Time since death and decomposition of the  
human body: variable and observations in case and experimental field studies. 
Journal of Forensic Sciences 35:103-111. 
 
Mann RW, Owsley DW. 1991. Human osteology: key to the sequence of events in a  
postmortem shooting. Journal of Forensic Sciences 37:1386-1392. 
 
Maples WR. 1986. Trauma analysis by the forensic anthropologist. In Forensic  
Osteology: Advances in Trauma Analysis. Ed. KJ Reichs, pp.218-228.  
Springfield, IL: Charles C. Thomas. 
 
Marshall LG. 1989. Bone modification and “the laws of burial.” In Bone Modification.  
Eds. R Bonnichsen, M Sorg, pp. 7-24. Orono, ME: Centre for the Study of the  
First Americans, Institute for Quaternary Studies, University of Maine: Orono, 
ME. 
 
Merbs CF. 1989. Trauma. In: Resurrection of Life from the Skeleton. Eds. M.Y. Işcan,  
K.A.R. Kennedy, pp.161-189. New York: Liss. 
 
Micozzi MS. 1986. Experimental study of postmortem change under field conditions:  
effects of freezing, thawing, and mechanical injury. Journal of Forensic Sciences  
31:953-961. 
 
Millard A.R. and R.E.M. Hedges. (1995). The role of the environment in uranium uptake  
by buried bone. Journal of Archaeological Science 22:239–250. 
 
Miller GJ. 1975. A study of cuts, grooves, and other marks on recent and fossil bones: II  
weathering cracks, fractures, splinters, and other similar natural phenomena. In 
Lithic Technology. Ed. E. Swanson, pp.212-266. Chicago: Aldine. 
 
Moraitis K, Spiliopoulou C. 2006. Identification and differential diagnosis of perimortem  
blunt force trauma in tubular long bones. Forensic Science, Medicine, and  
Pathology 2:221-229. 
 
Morlan RE. 1980. Taphonomy and archaeology in the Upper Pleistocene of the Yukon  
territory: a glimpse of the peopling of the New World. National Museum of  
Mercury Series, Archaeological Survey of Canada Paper No. 94. Ottawa, Canada:  
National Museum of Canada. 
 
Mulhern DM, Ubelaker DH. 2012. Differentiating human and nonhuman bone  
microstructure. In Bone Histology: An Anthropological Perspective. Eds. C 
Crowder, S Stout, pp.109-134. New York: CRC Press. 
 
 
126 
 
Murphy I, Barnett BG, Holloway RG, Sheldon CM. 1981. An experiment to  
determine the effects of wet/dry cycling on certain common cultural materials. In  
The Final Report of the National Reservoir Inundation Study. Vol.  2. Eds. DJ  
Lenihan, TL Carrell, S Fosberg, L Murphy, SL Rayl, JA Ware, pp.8.1-8.43.  
Technical Report USDI, National Park Service. Sante Fe: Southwest Cultural  
Resources Center. 
 
National Park Service (NPS). 2012. “Cape Cod: Nature and science.” National Park  
Service. Retrieved from www.nps.gov 8 Nov 2012. 
 
National Oceanic and Atmospheric Administration (NOAA). 2012. “Climate data:  
Massachusetts.” National Oceanic and Atmospheric Administration. Retrieved 
from http://www.nws.noaa.gov 8 Nov 2012. 
 
Nicholson RA. 1992. Bone survival: the effects of sedimentary abrasion and trampling on  
fresh and processed bone. International Journal of Osteoarchaeology 2:79-90. 
 
Nielson-Marsh CM, Hedges REM. 2000. Patterns of diagenesis in bone I: the effects of  
site environments. Journal of Archaeological Science 27:1139-1150. 
 
Nielson-Marsh CM, Gernaey A, Turner-Walker G, Hedges R, Pike A, Collins M. 2000.  
The chemical degradation of bone. In: Human Osteology in Archaeology and 
Forensic Science. Eds M Cox, S Mays, pp.439-454. London: Greenwich Medical 
Media. 
 
Owsley DW, Mires AM, Keith MS. 1984. Case involving differentiation of deer and  
human bone fragments. Journal of Forensic Sciences 30:572-578. 
 
Outram AK, 2001. A new approach to identifying bone marrow and grease exploitation:  
why the ‘‘indeterminate’’ fragments should not be ignored. Journal of  
Archaeological Science 28:401-410. 
 
Pearce J, Luff R. 1994. The taphonomy of processed bone. In: Whither Environmental  
Archaeology. Eds. R Luff, P Rowley-Conwy, pp.51-56. Oxford: Oxbow 
Monograph in Archaeology 38. 
 
Perper JA. 1993. Time of death and changes after death. In Spitz and Fisher’s  
Medicolegal Investigation of Death: Guidelines for the Application of Pathology 
to Crime Investigation. 3rd ed. Ed. WU Spitz, pp.14-49. Illinois: Charles C. 
Thomas. 
 
Piekarski, K. (1969). Fracture of Bone. Journal of Applied Physics 41:215-223. 
 
 
127 
 
Pierre, M.C., G.E. Bertocci, E. Vogeley, et al. (2004). Evaluating long bone fractures in  
children: a biomechanical approach with illustrative cases. Child Abuse and  
Neglect 28:505-524. 
 
Pike AWG, Nielsen-Marsh CM, Hedges REM. 2001. Modelling bone dissolution under  
different hydrological regimes. Archaeological Sciences ’97. Proceedings of the 
Conference Held at Durham, vol. 939. BAR International series, Oxford, pp. 127-
132. 
 
Pokines JT. 2009. Forensic recoveries of U.S. war dead and the effects of taphonomy and  
other site-altering processes. In Hard Evidence: Case Studies in Forensic  
Anthropology. 2
nd
 ed. Ed. DW Steadman, pp.141-153. Boston, MA: Pearson  
Education Inc. 
 
Pokines JT, Symes SA. In press. Manual of Forensic Taphonomy. New York: Taylor and  
Francis, LLC. 
 
Reilly DT, Burstein AH. 1974. The mechanical properties of cortical bone. Journal of  
Bone and Joint Surgery 56A:1001-1022. 
 
Reilly DT, Burstein AH. 1975. The elastic and ultimate properties of compact bone  
tissue. Journal of Biomechanics 8:393-405. 
 
Ríos-Díaz J, Martínez-Payá JJ, Palomino Cortés MA, del Baño Aledo ME, Pérez  
Hernández M., 2008. Análisis morfológico-estructural del hueso trabecular de la  
porción proximal del féur mediante las variables de dimensión fractal, lacunaridad  
y textura. In: Amada, Nieto, Obón. Eds. JL Nogués, JA Baena Pinilla, S Genes.  
Ambiente y Enfermedades en Poblaciones Humanas. Prensas Universitarias de  
Zaragoza, Zaragoza, Spain, pp. 341-356. 
 
Roberts SJ, Smith CI, Millard A, Collins MJ. 2002.  The taphonomy of processed bone:  
characterizing boiling and its physic-chemical effects. Archaeometry 44:485-494. 
 
Rogers LF 1992. Radiology of Skeletal Trauma. 2nd ed. New York: Churchill  
Livingstone. 
 
Ross AH and Cunningham SI. 2011. Time-since-death and bone weathering in a tropical  
environment. Forensic Science International 204:126-133. 
 
Sauer NJ. 1998. The timing of injuries and manner of death: distinguishing among  
antemortem, perimortem and postmortem trauma. In Forensic Osteology:  
Advances in the Identification of Human Remains. Ed. by K. Reichs, pp.321-332. 
Springfield, IL: Charles C. Thomas. 
 
128 
 
Sauerwein KA. 2011. The Sequence of Bone Staining and its Applications to the  
Postmortem Interval. Unpublished master’s thesis, Texas State University-San  
Marcos, San Marcos, TX. 
 
 
Sauvageau A, Racette S. 2008. Postmortem changes mistaken for traumatic lesions. The  
American Journal of Forensic Medicine and Pathology 29:145-147. 
 
Sedlin ED, Hirsch C. 1966. Factors affecting the determination of the physical  
properties of femoral cortical bone. Acta Orthopaedica Scandinavica 37:29-48. 
 
Shinomiya T, Shinomiya K, Orimoto C, Minami T, Tohno Y, Yamada M. 1998. In-and- 
out-flows of elements in bone embedded in reference soils. Forensic Science  
International 98:109-118. 
 
Shipman P. 1981. Applications of scanning electron microscopy in taphonomic problems.  
Annuals of the New York Academy of Sciences 376:357-386. 
 
Singh IJ, Tonna EA, Gandel CP. 1974. A comparative histological study of mammalian  
bone. Journal of Morphology 144:421–138. 
 
Smith CI, Faraldos M, Fernández-Jalvo Y. 2008. The precision of porosity  
measurements: Effects of sample pre-treatment on porosity measurements of  
modern and archaeological bone. Palaeogeography, Palaeoclimatology,  
Palaeoecology 266:175-182. 
 
Smith CI, Nielsen-Marsh CM, Jans MME, Arthur P, Nord AG, Collins MJ. 2002. The  
strange case of Apigliano: early ‘fossilisation’ of medieval bone in Southern Italy. 
Archaeometry  44:405-415. 
 
Smith OC, Peters CE. 1996. Biomechanics and the bone. In: Bones: Bullets, Burns,  
Bludgeons, Blunderers and Why. Ed. SA Symes. Bone Trauma Workshop  
presented at the 48th American Academy of Forensic Sciences Annual Meeting,  
Nashville, TN. 
 
Smith OC, Pope EJ, Symes SA. 2003. Look until you see: Identification of trauma in  
skeletal material. In Hard Evidence: Case Studies in Forensic Anthropology. Ed.  
 DW Steadman, pp.138-154. Upper Saddle River, NJ: Prentice Hall. 
 
Skedros JG, Sybrowsky CL, Parry TR, Bloebaum RD. 2003. Regional differences in  
cortical bone organization and microdamage prevalence in Rocky Mountain mule 
deer. The Anatomic Record 27:837-50. 
 
 
129 
 
Skedros JG, Hunt KJ, Bloebaum RD. 2004. Relationships of loading history and  
structural and material characteristics of bone: development of the mule deer 
calcaneus. Journal of Morphology 259:281-307.  
 
Sorg MH. 2005. Forensic anthropology. In Forensic Science. Eds. SH James, JJ Nordby,  
pp.99-118. New York: CRC Press, Taylor and Francis. 
 
Sorg MH. 2011. Scavenging impacts on the progression of decomposition in Northern  
New England. Proceedings from the 63rd American Academy of Forensic 
Sciences Annual Meeting, Chicago, IL. 
 
Sorg MH, Haglund WD, Marden K. 2013a. Developing frameworks for regional forensic  
taphonomy research and practice: A multi-regional symposium. Proceedings from 
the 65th American Academy of Forensic Sciences Annual Meeting, Washington, 
D.C.  
 
Sorg MH, Wren JA, Parker WD. 2013b. Regional and micro-environmental taphonomic  
variation and decomposition in Northern New England. Proceedings from the 
65th American Academy of Forensic Sciences Annual Meeting, Washington, 
D.C.  
 
Steele DG, Carson DL. 1989. Excavation and taphonomy of mammoth remains from the  
Duewall-Newberry Site, Brazos County, Texas. In Bone Modification. Eds. R 
Bonnichsen, MH Sorg, pp.413-430. Centre for the Study of the First Americans, 
Institute for Quaternary Studies, University of Maine: Orono, ME. 
 
Symes SA, L’Abbe EN, Stull KE, Wolff I, Raymond D. 2013. A return to the basic  
principles of biomechanics to interpret blunt force trauma in long bones.  
Proceedings from the 65th American Academy of Forensic Sciences Annual  
Meeting, Washington, D.C. 
 
Tappen M. 1969. The relationship of weathering cracks to split-line orientation in bone.  
American Journal of Physical Anthropology 31:191-198. 
 
Tappen M. 1976. Advanced weathering cracks as an improvement on split-line  
preparations for analysis of structural orientation in compact bone. American  
Journal of Physical Anthropology 44:375-380. 
 
Tappen M. 1994. Bone weathering in the Tropical Rain Forest. Journal of  
Archaeological Sciences 21:667-673. 
 
Tappen M, Peske GR. 1970. Weathering cracks and split-line patterns in archaeological  
bone. American Antiquity 35:383-386. 
 
130 
 
Tersigni MA. 2007. Frozen human bone: a microscopic investigation. Journal of  
Forensic Sciences 52:16-20. 
 
Trueman CN, Behrensmeyer AK, Tuross N, Weiner S. 2004. Mineralogical and  
compositional changes in bone exposed on soil surfaces in Amboseli national 
Park, Kenya: diagenetic mechanisms and the role of sedimentary pore fluids. 
Journal of Archaeological Science 31:721-739. 
 
Turner CH. 2006. Bone strength: current concepts. Annuals of the New York Academy of  
Sciences 1068:429-46. 
 
Turner C, Burr D. 1993. Basic biomechanical measurements of bone: a tutorial. Bone  
14:595-608. 
 
Ubelaker DH. 1989. Human Skeletal Remains: Excavation, Analysis, Interpretation. 2nd  
ed. Washington D.C.: Taraxacum. 
 
Ubelaker DH. 1997. Taphonomic applications in forensic anthropology. In Forensic  
Taphonomy: The Postmortem Fate of Human Remains. Eds: WD Haglund, M  
Sorg, pp.77-90. Boca Raton, FL: CRC Press. 
 
Ubelaker DH, Adams BJ. 1995. Differentiation of perimortem and postmortem  
trauma using taphonomic indicators. Journal of Forensic Sciences 40:509-12. 
 
Vass AA, Bass WM, Wolt JD, Foss JE, Ammons JT. 1992. Time since death  
determinations of human cadavers using soil solution. Journal of Forensic 
Sciences 35:1236-1253. 
 
Villa P, Mahieu E. 1991. Breakage patterns of human long bones. Journal of Human  
Evolution 21:27-48. 
 
von den Driesch A. 1976. A Guide to the Measurement of Animal Bones from  
Archaeological Sites. Peabody Museum of Archaeology and Ethnology. 
Cambridge, MA: Harvard University Press. 
 
Wheatley BP. 2008. Perimortem or postmortem bone fractures? An experimental study  
of fractures patterns in deer femora. Journal of Forensic Sciences 53:69-72. 
 
White EM, Hannus LA. 1983. Chemical weathering of bone in archaeological soils.  
American Antiquity 48:316-322. 
 
White TD. 2000. Human Osteology, 2nd ed. San Diego: Academic Press. 
White TD, Folkens P. 2005. The Human Bone Manual. San Diego: Academic Press. 
131 
 
Wieberg D, Wescott DJ. 2008. Estimating the timing of long bone fractures:  
correlation between the postmortem interval, bone moisture content, and blunt  
force trauma fracture characteristics. Journal of Forensic Sciences 53:1028- 
1034. 
 
  
 
 
CURRICULUM VITAE 
 
 
 
 
 
 
 
 
 
 
 
 
          
               
 
 
 
 
 
 
 
         
              
 
 
              
            
        
 
 
 
 
          
 
 
  
 
 
          
       
 
                
                      
