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RESUMO
O estudo de leis de conservação no cálculo de variaçSes, nos 
leva a uma idealização dada pela EDP não linear
u + [fou3 » 0  < Cx,t> e RxtOjOo) )
t X
cuja solução pode ser tomada como sendo o limite quando X —► 0, da 
seqüência de soluçSes de EDP’s do tipo
u + IfouD * Xu
t X XX
Motivados por isso, além de estabelecermos uma solução 
global para esta última equação utilizando o principio de Duhamel e o 
método das aproximaçSes sucessivas, faremos um estudo das propriedades 
que esta solução pode refletir, ou das co n diçSes iniciais ou da 
solução fundamental do calor. Por fim, a título de comparação 
estudaremos a equação,
u + [fotd ■* Xu
tt X XX
utilizando o mesmo método, destacando as possíveis diferenças entre 
as duas soluçSes.
ABSTRACT
The partial differential equation
u + [fouJ = \u < X > 0,Cx,t> e RxCO,oo> >
t X XX
is studied, motivated as parabolic regularization of an idealised 
conservation law <\ = 0>. The principle of Duhamel and a method of 
successive aproximations are applied to establish global solutions 
for the Cauchy problem and their properties as consequences of 
properties of the fundamental solution of the heat equation or of 
hypotheses imposed on the initial condition.
For purposes of comparison, the same methods are applied to 
the non linear hyperbolic equation
u + [foul m Xu
tt X XX
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INTRODUÇXO
As leis de conservação surgem no cálculo de variaçSes como 
equaçSes diferenciais parciais C EDP > da forma
<i> divergência < P > = 0
para campos vetoriais P restringidos por fortes dependências <! em 
geral não lineares > entre suas componentes. Numa idealização 
desta situação recentemente foram estudadas C 191,H21 > EDP da 
forma
<2> u + [foul = 0
t X
Para EDP de primeira ordem existe uma bem desenvolvida 
teoria clássica < por exemplo:E3J,r73 >, que alerta para o fato 
de que algumas EDP deste tipo apresentam fortes singularidades e 
que portanto possuem solução, apenas em intervalos finitos de 
tempo.
Independente desta origem no cálculo de variaçSes as EDP 
da forma apresentada em < 2 >, são importantes em várias áreas de 
matemática aplicada incluindo, hidrodinâmica, elasticidade, fluxo 
de trânsito, etc. Em tais aplicaç&es o aparecimento de fortes 
singularidades é indesejável e interpretado como resultado de 
negligência de termos de ordem superior, ou seja, em tais 
aplicações as soluçQes relevantes são limites de seqüências de 
soluçSes de EDP de ordem maior, menos sujeitas a singularidades.
Então, por exemplo a EDP C2> seria considerada uma 
idealização da EDP
(3 > U  + [foul = XuX t x XX
onde X > 0 é o coeficiente de viscosidade, e as soluçSes relevantes 
de < 2 > seriam limites < para X —► 0 > da seqüência de soluçSes 
<u^>^>0 , onde u^ é a solução de ( 3^ ) respectivamente .
Na equação < 3^ >, chamada de regularização parabólica de
C2> < ver [63 >, para efetivamente calcularmos o limite X —► O, 
faz-se necessário termos uma te;oria bem desenvolvida para as EDF
do tipo < 3 >. Tal teoria encontramos nas notas do prof.Dr. PauloA.
Zingano< [15] >, " Leis de conservação com viscosidade: uma 
introdução " que estuda (3^ > para o caso X = 1, sem perder a 
generalidade, devido ao f ato de que por uma simples mudança de 
variáveis, retornamos ao caso geral.
A presente dissertação representa um estudo do trabalho do 
prof. Zingano, com as seguintes ressalvas :
O espaço métrico completo construído aqui é diferente do 
proposto inicialmente por Zingano, sendo um espaço de funções 
mensuráveis limitadas, não necessáriamente contínuas, de forma a 
aproveitar a norma do supremo desde o princípio.
Cada conclusão sobre as propriedades do problema de valor 
inicial C PVI >
u + [fCu>3 = u
i X XX
U < X , 0 >  =  U  <X >O
decorre das propriedades correspondentes ou da condição inicial ou 
da solução fundamental
1............................. 2 .  -x / 4 t ECx,t> = - ■ ...... e
V4rtt
para t > O , da EDP do calor.
Para entender melhor tal correspondência, estudamos 
paralelamente o problema não linear hiperbólico
u + [fCu>í = u
tt X XX
pelo mesmo método do princípio de Duhamel e o teorema do ponto 
fixo para contraçSes utilizados por Zingano.
Este problema com parte não linear [fou3 escolhida por sua 
proximidade ao problema de Zingano, fez ligação de nosso trabalho 
com outra área de ativa pesquisa atual, a de EDP hiperbólicas 
não lineares < ver por exemplo [133 > .
No texto aparecem importantes diferenças entre o problema 
hiperbólico e o problema parabólico de Zingano, que refletem bem as 
diferenças entre as EDP da onda e do calor , respectivamente.
1CAPITULO I
1.1 PRELIMINARES
Inicialmente descreveremos algumas def iniçSes e resultados 
que serão utilizados no decorrer do capítulo I, bem como nos demais 
capítulos. Existe uma farta literatura que enuncia e demonstra 
estes resultados , no entanto a cada resultado citaremos 
referências que se enquadram no nosso contexto. Fica também 
estabelecido que as integrais sem limites de integração são 
consideradas integrais sobre toda a reta, e a notação D" , servirá 
para indicar a n-ésima derivada em relação a variável x.
Definição C os espaços Lp >.
Sejam p real, p > 1 e p:l £ 0Rn —-* C mensurável, diremos que
i/p
p  e LPCI> se :
< 00
onde a norma acima definida é chamada Lp-norma. Diremos que <p s
L°°< I > se
<p | L<» = sup ess | tp | < oo
x € l
onde a norma acima definida é conhecida como a norma do supremo 
essencial .
Definição.
Diremos que £>:IS [Rn—► C pertence a IBCI) se <p for limitada,
i.é,
2p B.up = sUp I p I < 00xel
Observação. Quando I = R diremos que <p e Lp ou que <p e IB ao invés de 
LPCR> ou IB<R>, respectivamente. Também devemos ressaltar que as 
normas IMISUpe IMIl00 s *^° idênticas, em se tratando de funçSes 
contínuas.
1.1.1 Proposição. Suponha 1 < p < oo e f" € Lp, definindo para 
todo t e R, fixado, a função f^Cx) = f<x+t>. Então,
iim  I f  - f  ||L P =  0 
t-»o
Dem.C ver por exemplo [33 >.
Definição C O espaço de Schwartz ).
Seja p  R -♦ C f unção G°°, diremos que <p pertence ao 
espaço de Schwartz ,se :
I <p |j = sup I XTI1DT’p( X  ) I < CD 
m ' n  X<=R
para todo (m,n) <= [NxíN.
O espaço de Schwartz, será denotado por SCO?) , ou 
simplesmente S.
A topologia de S é induzida pela métrica :
^-- 1 i P ~ &  IL.ndC <p,fi > = ) --- ---------C e S )
2m+n 1 + 1 p  -  ft II
m , n  11 11 m.
Definição C Distribuições temperadas ).
Uma distribuição temperada é vim f uncional linear 
T:S -* C contínuo. Denotaremos por S '( R ) ou simplesmente S* o 
espaço vetorial de todas as distribuições temperadas.
Observação. Existe uma classe mais abrangente de distribuições 
onde as distribuições temperadas aparecem como um caso particular. 
No presente texto utilizaremos a palavra distribuição para designar 
as distribuições temperadas.
31.1.2 Proposição. Seja f:R -* C , f  € L1
C i > Então f define um elemento T e S' através da fórmula :
rf< <p > “ J f *> dx < *> € S >
( ii ) Para cada n e IN, f define outro elemento de S',denotado 
por Dn T , através da fórmula :r  X t
DnT = T C C-l>nDn<^>»= [f<xX-l>nDnC<pCx»dx <<p e S )
X f X J  X
Caso f e C , mediante integração por partes teremos :
Dn T, = T rvx f D f
X
Dem.C ver por exemplo [33 ou [53 >.
Definição.
Seja f uma função continua tal que para todo <p <= S  tenhamos 
f <p € S Definimos o produto de f por T € S* como sendo a 
distribuição temperada dada por :
C fT X  <p > = T< ff> >.
1.1.3 Exemplo. C a "  função " delta >
Seja b € {R . Definimos como sendo o funcional :
ó  c <p y = pc b > < (í> € s >b
para o caso em que b ■ 0 denotaremos ó^simplesmente por 6. 
Gostaríamos de encontrar uma função g integrável tal que :
ôfeC <p > = J  gCx>p<x>dx C £> e S >
de f ato não existe uma f unção com esta propriedade, mas a 
proposição 1.1.2 nos leva a denotar
ôfeC > = I í>Cx><5Cx-b>dx
o que formalmente nos leva a :
Í <5Cx-b>dx = 1 e <5 <x> = 0 para x *  b .O
Definição C Derivada de uma distribuição ).
Seja T e S ’ e n e D*l , a distribuição denotada por DnT e 
definida através da fórmula
DnTC <p > = TC (- l)V p  >
é a derivada fraca de T ou a derivada no sentido das distribuições 
como é mais conhecida.
1.1.4 Exemplo. C a função rampa >
■ C
para x > 0
Seja rCx> = -{ C x <= R )
para x < 0
r é continua, mas não é derivável, no entanto podemos calcular sua 
derivada no sentido das distribuições. Seja
oo
T  = T C  <f> > *  I f> r  d x  =  I X{?Cx>dx C <p €  S  >
é fácil ver que T está bem definida, assimr
00
D T  ( i) ) = T  < -D pCx> > = - í xD f>Cx>dx 
r r x J  x
o
00
= J* £><x) dx = JC  eCx>£><x>dx = T^C ç> )
o
onde BCx> é a função de Heaviside, definida por
- c
para x > 0 
9 Cx> = -I C x € R >
para x < 0
que também não é derivável no sentido clássico, mas podemos 
calcular sua derivada fraca. Seja
5P >  = 1
TgC <p > = | 0Cx><pCx>dx C <p e S >
assim
00
DT^C *> > « - J  D^ *><x>dx « *>< O > » ó< *> > < ?> <= S >
o
ié, a derivada fraca da função de Heaviside é a distribuição ó.
DefiniçSo < o produto de convolução >.
Sejam f,g :R —» C duas funçSes, definimos como produto de
convolução entre f e g e denotamos por f*g a integral
f*g<x> » J  fCx-y)gCy>dy ( x € IR )
observemos que f*g define uma nova função em (R.
1.1.5 Proposição. A fórmula do produto de convolução entre 
f,g:IR —► C está bem definida se :
< i > f e L1 e g e L°°
< U ) f e L1 e g e L1
< em CIO está bem definida em quase toda parte ).
Dem. C ver por exemplo C143 >.
1.1.6 Proposição. Se a ,(3 e S então ct*í3 € S 
Dem. < ver por exemplo 123 >.
DefiniçSo.
Sejam T uma distribuição e a € S definimos o produto de 
convolução entre T e a  pela fórmula
T*«<£>> = TCa.+p> C <p e  S>
observemos que T*cx é uma distribuição e esta definição é 
consistente com a definição caso T venha a ser uma função, < ver por 
exemplo [33 >.
1.1.7 Exemplo < convolução com a "função" 6  ).
Considere a "função" 6  definida no exemplo 2 e f  e l/n  L00.
£ óbvio que para toda <p e S teremos ô*>p <s S então considerando f 
como uma distribuição podemos estabelecer
ó*f<*>> = = fCp) C p e S >
de certo modo estamos tratando de um caso particular de convolução 
entre duas distribuiçSes, o que possível para o caso de uma das 
distribuições ter suporte compacto C ver por exemplo [33 >.
1.1.8 Proposição C propriedades da convolução >.
Seja f, g funçSes ou distribuiçSes temperadas cujo 
produto de convolução está bem definido, então valem as seguintes 
propriedades :
< t > f*g * g*f
se f e Cn e g e Cn para algum n e IN, então f*g € C™ e,
C ii > Dn< f*g > - Dnf*g = f*Dng
X X X
na verdade basta que apenas f ou g seja Cn para que f*g € Cn 
Dem.( por exemplo [23 e Í33 >.
Definição < convergência em S' >.
Seja < T > ^  uma seqüência de distribuiçSes. Diremos 
que C T > converge a T e S' e escreveremos
S 'T — Tn
se e somente se,
lim T ( p ) = T( p )nn-KJO
para toda p  e S.
1.1.9 Exemplo.
S 'C i ) ó --► 6  quando n —► ool / n
S '< u ) 6 f --► 6 f quando n —► oo
l / n
6
7C iii y | f  - f  |jLi--► 0 quando n —> ao =i>
S*4 f --► f quando n —► oor»
i s ,C i.v > Para -toda f e L , T --► T quando n —► oo ^n
S*< T *f > --► T*f quando n —► oon
com efeito, para toda <p e. S teremos
< i > <x>f><x>dx = <pC\/n> --► >^C0> = <5<x>?><x}dx ao n —► oo
C U ) ô r <. <p — ô C «pO , o resto segue por ( i >.
i/n r  l/n
C iii > Pelo teorema da convergência dominada tem-se
f^ <x>£><x)dx --► J* f<x>^ ><x>dx
donde segue ( Ui ) e finalmente,
( iv ) C T * f X*>> = T cf*f>> --► T<f*í>> = T*f<í>).r» n
Definição < a transformada de Fourier >.
Seja f:lR -♦ C, definimos a transformada de Fourier de f, 
denotada por f'*, por
fV2n J
f^CÇ) = -- I fCx)e_lÇxdx
se a integral convergir.
1.1.10 Proposição. Uma condição suficiente para que f tenha
transformada de Fourier é f e L*.
Dem.< ver por exemplo [141 >.
Como naturalmente S c L1, temos que a transformada de 
Fourier está bem definida em S, isto nos dá margem para definir a 
transformada de Fourier para distribuições, antes porém veremos 
alguns resultados .
1.1.11 Teorema. Seja f e S, então f'*' e S e valem
< i } F:S -* S é uma bijeção linear continua
A
C U )  f<x) = -- f  f^CÇ)evÇxdÇ
Dem.< ver por exemplo [23 ).
DefiniçSo. C a transformada inversa de Fourier )
Aproveitando a fórmula do teorema 1.1.11, e denotando por 
fv, definimos a transformada inversa de Fourier de f, por
f^Cx) = -- í  fCÇ)elÇxdÇ
~/2n )
1.1.12 Proposição. Sejam f e S e n € IN. Valem as seguintes fórmulas 
C i. ) Cf"')" = f = Cf")". A
C U )  f^CÇ) = f^C-Ç) = Cf)"'
onde a barra denota conjugação complexa.
Dem. C ver por exemplo [23 ).
1.1.13 Proposição. Sejam f,g e i/nL00. Valem as seguintes fórmulas
C l )  C f~*g )^ = y§n f'”'g'*'
< u ) c f*g ) "  - 7^7 f "g "
C Ui ) V§n C fg )A = f^  * g^
Dem . < ver  por exemplo [23,[143 ).
91.1.14 Proposição. Sejam f € S e n e (N. Então valem 
C i > C D^f >^CÇ) = C iÇ)nf^CÇ>
C u > D^f^CÇ) = [Oix >nn ^Ç
Dem. C ver por exemplo £23, [143 >.
1.1.15 Teorema C Teorema de Parsseval ).
Sejam f,g e. S. Vale
< r ,e  > = < f * ,e *  >
onde < , > denota o produto interno
< u,v > = | u<x>vCx>dx 
Dem.( ver por exemplo [23 ).
Para f e S podemos definir a distribuição Tf em S ’ por
Tf< p  > = J  f<x>£><x>dx m < f ,p  > < *> e S >
e portanto por <vO da proposição 1.1.12 e o teorema 1.1.15, 
obtemos
Tf^ < p  > = <S ,^<p > = < C T * > m < f ,p ^  > = Tf< <p~ y
O teorema 1.1.11 em conjunto com o proposição 1.1.12 
garante que a transformada de Fourier é uma bijeção contínua de S em 
S, portanto a expressão acima nos leva a definir a transformada de 
Fourier para uma distribuição.
Definição < A transformada de Fourier para distribuiçSes ).
Definimos a transformada de Fourier para uma distribuição 
T , denotada naturalmente por T^, pela fórmula
T^C p > =  TC p *  > C p  e  S >
10
1.1.16 Exemplo. C A transformada da "função" delta >
6^C<py = 6 C ^ >  = ^<0> =
f><X>dX =
isto mostra que a transformada da "função" delta é a função 
constante 1/V2rr .
Definição C a transformada inversa de Fourier para distribuições >.
Analogamente ao que usamos para denotar a transformada 
inversa de funções, denotaremos a transformada inversa de Fourier 
de uma distribuição T, por T^, definida por
TVC p ) ■ T( pv ) C *> <= S >
1.1.17 Teorema. Se T e S% então e S* e valem
C t > F:S’ -► S ’ é um isomorfismo linear
T I--*
< ii ) < T'*' = T = C Tv C T e S'>
< Ui ) < DnT = CiÇ>nT^ < T e S>, n «= IN >
< iv ) Dnc T'"' > = <-On< xnT < T e S', n e IN ) 
onde o produto xnT está bem definido .
Dem.( ver por exemplo C53 >.
Seguiremos como uma lista de resultados que iremos 
utilizar nos capítulos seguintes:
1.1.18 Teorema < teorema do ponto fixo para contrações ). Se M é um 
espaço métrico completo, toda contração f:M —► M, possui um único 
ponto fixo. Dado qualquer ponto xq e M, a seqüência 
fCxo>,f2Cxo>,...,fnCxo>. . . converge para o ponto fixo de f.
11
Dem. C ver por exemplo CIO] ).
1.1.19 Teorema C teorema de Ascoli-Arzelá>. Seja M = U K > espaço 
métrico formado por uma reunião enumerável d© compactos, com K £ 
intCK. > para cada i ,então toda sequência eqüicontínua e 
pontualmente limitada de aplicações f r:M —► K possui uma 
subsequência que converge uniformemente em cada parte compacta de M.
DemX ver por exemplo [103 ).
1.1.20 Teorema < Lema de Fatou >. Sejam I £ Rn, um intervalo 
qualquer X consideramos um intervalo ©m Rn como sendo o produto 
cartesiano de intervalos da reta ), e ^  uma sequência de 
funções não- negativas e integráveis em I. Se para (quase) todo x € I
então
fCx) = lim inf f  Cx> n
n --► 00
I f<x>dx < lim inf I f <x>dx 
J j n — ► oo i n
Dem.( ver por exemplo [143 >.
1.1.21 Teorema C teorema da convergência dominada X Sejam I £ [Rn 
,um intervalo qualquer e C f  uma seqüência de funções
integráveis em I, tal que
lim f (x) = fCx) nn->00
se existir uma função g e L1(I) tal que
|f <x>| < gCx)• r> 1
para C quase > todo x € I. Então
I f<x>dx = lim J
n-»oo
I f <x)dx 
j 00 Jj n
Dem . C ver  por exemplo [143 >.
12
1.2 O PRINCIPIO DE DUHAMEL
Vamos usar a transformada de Fourier para resolver dois 
problemas de vedor inicial, o do calor e o da onda, respectivamente.
1.2. 1 A EQUAÇXO DO CALOR
Consideremos o seguinte problema de valor inicial, C PVI ) 
conhecido como o PVI unidimensional do calor para barra infinita 
C ver por exemplo [13 >:
inicial deverá» ter um comportamento "razoável", como por exemplo
<A>
onde x e R, t e R+, UCx,t> é um escalar real e g:RxR+—-» R 
é LJ<R> e representa a não homogeneidade da equação. A condição
<1. 2. 2> u e L1 n (Bo
i.é, u^é absolutamente integrável e limitada e a condição (1.2.D.B 
é interpretada no sentido de
<1. 2 .  3> UC.,t> - uo ||Li --► 0 quando t --► 0
Sejam U^, u^ e g'*' as transformadas de Fourier de U, uq e g 
respectivamente. Aplicando a transformada de Fourier, obtemos
{
CU/N>1 = - ç2u + g'“' 
U^C^O) ■ U^CÇ>
13
que nada mais é que uma EDO de primeira ordem em relação a variável 
t., cuja solução é dada por :
t
2
<1. 2. 4>
1.2.1 Lema.
C i > I e 's ‘dÇ = Vn/t ( t > 0 )J
____  2
C U > I e 's ‘ e"s "dÇ = VrcTt’ e~x y4,i < t > 0 ,  x e R )
D em.
< i > Definindo Kt> = | e s “dF, teremos
s í  e' f
I2<t> = J  e "ç2ldÇ J  e ^ V  = JdÇ J  *-<çZ+A
2 2
‘'dM
que em coordenadas polares torna-se
00 271
I2Ct) = J  rdr J* e r ldQ = n /t
o
donde conclui-se o desejado.
( U ) Seja I(x) a integral a ser calculada, assim
.2
I'Cx) - |  e "Çi<iÇ>e,'ÇxdÇ = i j  <Çe"1^  S e lÇxdÇ =
2t>J C-2Çte_Ç S e ^ xdÇ = <i/-2t>jl>ç <e-^  l>evÇxc
que integrando por partes nos fornece o PVI
- x
'  i'<x> = ICx>
IC0> = VriTiT
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cuja solução é dada por
I<x> = Vn/tT e x
como queríamos.
##
Por ( íi ) do lema 1.2.1 podemos concluir que se
2
<pCx,t> = V5C  e-x
então
<tT CÇ,t> = e“Ç 1 
assim a expressão Cl.2.4> torna-se
U-CÇ,« = * 'c f ,<.*£<?> * I
O
que aplicando a fórmula CO da Proposição 1.1.13, obtemos
<i. 2. 5> U/S<Ç,t> = V2ti £ 0C.,t>*Uo +
t
+ V2tt Jc 0C.,t-s>*gC. , s > l^ds
aplicando a transformada inversa em Cl.2.5) e mudando a ordem de 
integração no segundo termo que aparecerá a direita, obtemos o 
chamado principio de Duhamel para a equação do calor.
t
<1 . 2 . 0) UCx,t> = <pC. ,t>*uo + I £>C. ,t-s>*gC.,s>dsj v
o
onde
. rA .-1 /2  -/L//4 T< i.2.7> <pi/j,Tj = C4ttt} e
A solução apresentada em Cl.2.6) satisfaz a equação 
C1.2.1XA no sentid o das distribuições e a condição inicial é
satisfeita no sentido dado em Cl. 2.3>. Os detalhes podem ser 
encontrados em, por exemplo [33.
1.2.2 Exemplo. Para o caso em que g = 0, podemos estabelecer um 
resultado bastante interessante e que usaremos posteriormente. 
Neste caso teremos que se U satisfaz o PVI do calor então sua 
transformada de Fourier é dada por
2
U~<Ç,t> = e_lÇ lT = [*><.,t>*U 3~ ^ o ^ o
onde f> está definida em <7>. Fazendo t --► 0 obtemos
U^CÇ) = lim [*>C.,t>*U 3~ o  ^ + ot-»o
o item Cii> do teorema 1.1.17, juntamente com o exemplo 1.1.3, nos 
leva a concluir que
lim pCx,t) = <5Cx> 
t-»o
onde <5 é a " função" delta.
1.2.2 A EQUAÇXO DA ONDA
Consideremos agora, o PVI unidimensional da onda C ver por 
exemplo (23 >, definido por
( U * U + gCx,t)t t X X
UCx,0> = u Cx> e U <x,l r o t
C A >
I < 1 . 2.8)
,0> = V < X >  ( B  )O
onde x € R , t € (R , UCx,t> é um escalar, a não homogeneidade g é 
uma função L1, e as condiçSes iniciais serão do tipo
16
< i . 2 . p >  u ,v e L*n IBo o
Resolveremos o PVI usando a transformada de Fourier. Sejam
ü^.u'*' ,v'*' e g/S as transformadas de Fourier de U, u ,v e g o o o o
respectivamente.
Aplicando a transformada em C1.2.8> obtemos
, ~ tt < a >
<1.2. 10>
r CU > = "Ç u + g~<ç,t
\ U^CÇ,0> = u^CÇ) e uTcÇ , 0) = v~<Ç> < B ) o ^
que nada mais é que um PVI formado por uma EDO de segunda ordem 
não homogênea, que para simplificar sua resolução separaremos em 
dois outros PVI :
. 2 ,
■ >| t t ' ~<1. 2. 11> i
t>
r v l t + r v  = g - < ç , t >  
1  v c ç ,  0 > -  o = v t <ç ,
{w + ç2w = oWCÇ ,0 ) =< 1 . 2 . 12> '<Ç> e W <Ç,t> = v~CÇ>O l s 7 o s
o PVI <1.2.11> equivale ao sistema de equaçSes
í
C Dt - i.Ç >hCÇ,t) > g~<Ç,t>
< Dt + iÇ >V<Ç,t> - hCÇ, t>
resolvendo, para h obtemos
&  para V :
h<Ç,t) = J  evÇ<t'_S>g^CÇ,s>ds
VCÇ,t) = J  e“vÇ<:<'”I’>hCÇ,r>dr
17
substituindo h na expressão de V, obtemos
t
senf Ct-s) g^CÇ,s>ds ( Ç ^ O )
Ç
o
o PVI (1.1.12) tem solução mais imediata
WCÇ,t) = >cosÇ t + v/NCf)senft ( Ç *  0 ) 
o o Ç
somando V e W, obtemos a solução de Cl.2.10),
t
(i.2.i3> U^CÇ/t) = u^CÇ>cosÇt + v^Cf )senf t + jsenf Ct-s) g'“'CÇ,s>ds
válida para Ç * O.
Para encontrar* a solução de Cl .2.8) deveremos aplicar a 
transformada inversa em ambos os lados da expressão Cl.2.13), mas 
vamos fazer isso passo a passo calculando a transformada inversa de 
cada termo separadamente, com o auxilio do seguinte resultado :
, então
C t > 0 )
Dem.
Inicialmente mostraremos que
J  e ^ XdÇ = 2tióCx >
com e fe ito , pelo exemplo 1.1.16 tem os que
1.2.3 Lema. Se oi^ CÇ ,t) = cosÇt e (i CÇ,t) = senf t
K
<xCx,t) = Vn/2' I6Cx+t> + ÓCx-t)3 
onde 6  é a "função" delta e
{1 para | x | < tO para I x I > t
VCÇ,t>
<5^ <Ç> = 1 sJS n
no sentido das distribuiçSes e portanto usando a fórmula da 
tran sfo rm ad a  inversa  obtem os
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V2n j -- ©V^ XdÇ = ó<x>
que implica no desejado. Se
o»<Ç,t> = cosÇt
éntão
<x<x,t> = --f ev^ xcosÇtdÇ = ----[©'"** x£©v^  l+ e-v^ i3dÇ =
-/2nJ 2 V2 ZJ
L _  T + íeiÇ‘“-“dÇ 1 =
2V2n L J J  J
—  f 2n £ ô<x + t> + óCx - t> ]1 =L J
agora,
2V5tt
= l/Vrr/2 £ ÓCx + t> + ÓCx - t> 3 
^<x,t> = -- f f?Cx,t>®~v*-ldÇ =
V2rr J
1--1---------------------1 1 
-- VttTsT f e_vÇxdÇ = -- f  D <e“v^ x>dx =V2n J  2iÇ J  x-1 s -t
] ■
=  1 / Ç  -------------  I =  ------ < Ç *  0  )
L 2v
##
19
<1. 2 . 14)
Portanto, podemos concluir- que,
C uAcosÇt 3V = C1/V§tF>[u *o<3 =o o
= <1/25Iu <y>[ó<x+t-y> + <5Cx-t-y)|dy =>J Q  | 6<x-t-y)j( 
■ Cl/2)£uQCx+t) + UQCx-t)j
<1 . 2 . 1 S > [ senÇ t vv~----- = Cl/V57?)[ vo*/5 3 =
= <l/V5r?>jvo<x-y>f?Cy,t)dy = Cl/2) Jv^Cy)dy
Para a parte não homogênea, obtemos VCÇ,t), i.é, o último 
termo da direita que aparece em <1.2.13), mudando a ordem de 
integração
rl 1 r ifx sen?(i ' s) >sV Cx,t) = I --- I e --------- g <Ç ,t)dxds =
J  ySír J  Ço '
1----t i t 
= -- I |f?C.,t-s>* gC.,s)|ds = -- I |/?Cx-y,t-s)gCy,s)dydsV2n J  L J  V2 n J  Jo o
isto é,
t x+|t-s) |
<1 . 2 . i<s> Vv<x,t> = <1/2) j j g<y,s)dyds
o  x-|t-s|
por Cl.2.13), Cl.2 .14 ) ,  Cl.2.15) e Cl.2.16) obtemos o princípio de 
Duhamel para a equação da onda
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<i.  2 . i?>  U < x  ,  t >  =  < 1 / 2 > C  u q ( x + í )  +  u o < x - l )  3 +  < 1 / 2  > |  v ^ C y > d y  +
x + t
> | v
x- t
t x+Jt-e|
+ <1/2>J J  g<y,s>dyds
o x
Esta fórmula apesar de ser mais compacta, não é a mais 
adequada a nossos propósitos, modificaremos um pouco sua expressão 
utilizando o seguinte lema :
1.2.4 Lema. Se para cada t > 0, definirmos
1 para | Ç | < t■i :GCÇ,r> s para | Ç J > r 
Então
DtG<Ç,t > = ÔCÇ+T) + Ó<Ç-T>
e
DçG < Ç ,t) =  6 <Ç+t> - ô<Ç-t> 
onde <5 é a "função" delta.
Dem.
É fácil ver que
G<Ç ,r> =  e< Ç + T )0 <T-Ç)
onde &  é a função de Heaviside definida no Exemplo 1.1.4 , tal 
exemplo nos fornece
Dr [0<ç+T>e<T-ç>j = rDT©<ç+T>3ecT-ç> + 0<z +t >[d t &<t -z >3 =
= ó<Ç+T>0<T-Ç) + &<Ç +T ><5<t-Ç > = <5CÇ+t> + ó< t-Ç> = ó<Ç+t> + 6 <Ç-t>
analogamente
Dç£0<£+t >0<t-Ç>3 = t-Dç0<T-Ç>30CÇ+T> + [D^©<£+T>3e<T-?> =
21
= ÓCÇ+t ) - ÓCÇ-t )
##
Assim, a nova expressão para <1.2.17) é :
( 1 . 2 . 1 B) U<x,t) = <1/2>[U *D G<.,t)3 + <l/2)£v *GC,t)3 +o t o
t
+ < 1 / 2 ) J  G< . ,t-s)*g< . ,s>ds
o
onde
■'T> ■ {ò1 para | Ç | < t <i. 2 . 1P> G < Ç ,t ) =  •{ < t > O )para | Ç j > t
De fato <1.2.18) satisfaz as condições iniciais impostas em 
<1.2.8), no sentido de que
| U<.,t> - u^ U i^ --* O quando t --* 0
e
S *Ut<.,t) --► vq quando t --► O
pois U só tem derivada no sentido das distribuições.
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CAPITULO II
II.1 O EXEMPLO PARABOLICO
Nesle capitulo estaremos interessados em estabelecer uma 
solução definida em Rx[0,oo), para um problema de valor iniaial 
definido por uma equação parabólica semi-linear, cuja parte linear 
é a equação do calor, mais precisamente estabeleceremos uma solução 
para
(u + [ fC u ) ] = ut X X
u O í . O >  s  u <x>r%
c a  y
I  XX< 2 . 1 . 1>
< B >
onde x e (R, t e IR , uCx,t> ó um escalar e f € C°°<IR>.
2.1.1 ProposiçSo. Sem perda de generalidade podemos considerar f 
dada em C2.1.1XA, tal que
f<0> - f'CO> - 0 .
D em .
Caso f<0> * 0 , considerando
g<x> = fCx> - f<0>,
obtemos:
u + C g< u > 3 = u ,
t X X X
com gCO) = 0. Agora fazendo a mudança de variável s = t e y = x -  
f'< O >t obtemos :
u + [ g( u ) ] = uS y yy
onde
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g<u> = f<u> - f^CDu
satisfaz
g<0> = g’<0:> = 0 .
##
Portanto, iremos daqui em diante considerar
<2. 1. 2> f<0> = f'<0> = O
Nosso objetivo é estabelecer a existência e unicidade de 
soluções para <2.1.1>, tomando condiçSes iniciais tais que
<2 . i. a> u € L4n IBo
ou seja, u^ absolutamente integrável e limitada em R. Portanto é 
conveniente interpretarmos<2.1.1>.B, por :
<2.i.4> | uC.,t> - UQ --► 0 quando t --► 0
II.2 A SOLUÇXO LOCAL
Inicialmente , vamos obter uma solução local para <2.1.1> 
restringindo a variação de t a um intervalo do tipo [ 0,T 3, onde T 
é convenientemente pequeno , em seguida estenderemos esta solução 
a todo t € IR , estabelecendo com isso , uma solução global única.
A expressão <1.2.6> apresenta uma solução para o PVI do 
calor não homogêneo , se na equação <2.1.1 > A acima considerarmos 
por um momento, t f<u) ] como uma espécie de não homogêneidade da
X
equação do calor obteremos
i
u<x,t> = J  £><x-y,t>uo<y>dy - J Jf?<x-y,t-sXf<u>D^dyds
o
observando que
f«><x-y,t-s>[f<u>] dy = Í e <x y> /4(t S>[f<u<y,s>] dy
J y V4n<t-s> J y
24
como estaremos em busca de soluções limitadas, segue via
integração por partes que
r 2 r X“Y 2I -<x-y> /4(t-e)r,, , . I -<x-y> / 4 < t ,|e Cf<u<y,s>3 dy = -I-----  © f<u<y,s»dy
J  y J 2 C t - s >
e portanto, podemos reescrever
<2 .z . t> u<x,t> =J^>Cx-y,t>uo<y>dy +J JV<x-y,t-s>fCu<y,s)>dyds
onde
1 2,  . -fJ / 4T<2. 2. 2> = ■ e
V5rrr
P 2, , . -/LÍ / 4 T<2. 2. 3> = - ©
2tV4ttt
A expressão <2.2.1) nos leva a definir o operador 
integral :
Definição. Seja o> :Rx[0,T] -» (R uma função, definimos o operador 
integral sobre w, denotado por IP, pela seguinte fórmula
i
<2 . 2 . 4> <IPwXx,t> = <P<.,t> * U  + 1  0C.,t-S> * fCcoC.,s>>dsJ  . , t - so
o
Portanto as possíveis soluções do PVI <2.1.1 > nada mais 
são que pontos fixos deste operador, o que nos incentiva a criar 
um espaço de funções, e estabelecer condições para que (P seja uma 
contração onde este espaço seja invariante, de forma que possamos 
aplicar o teorema do ponto fixo para con t rações. Para tanto 
consideraremos inicialmente t variando em C 0 , T 3 ,  onde T  > O ,  será 
estimado futuramente .
Definição. Considerando w:IRx[0,T3 -♦ C ,tal que «<.,t> é integrável 
para cada t € C0,T3, definimos
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< 2 . 2. 5> W
< 2  . 2 .  <S > «
» H e u p
= sup I|w<x,t>|dx
t €t 0,TjJ
sup -^IcoCx,!.)! /< x ,t>  € K x [0,T3
Definição . Consideremos o espaço
W = -^ w:(Rx[0,T3 -* C.mensurável /  | "  II, * I “  l.up < “  }<2 . 2 . 7 >
munido com a seguinte norma
<2 . 2 . 0> I w ||^  = màx { II - 1.* i «  I U }
2.2.1 Proposição. V munido com a métrica induzida pela norma
1 I é um espaço métrico completo.
Dem.
Seja <w > uma seqüência de cauchy de elementos de W.
n n«lN
Como, para cada <x,t> e (RxtO,T3 fixado, a seqüência <w^<x,t)> 
é uma seqüência de cauchy em C, e portanto, conve r gente, 
definamos a função mensurável e limitada como sendo
w <x,t> = w Cx,t> e KxtO,T300 n-»oo n
Provaremos que W, com efeito, seja <co> umsi
subseqüência de <«*>  ^  ^ cIue
1« , " «  , Hw < l/2k < k € IN >II n<k> n<k+l> " W
e definindo, para todo m natural :
T>
g <x,t) = ) Ico , Cx,t> - w , <x,t>| < <x,t> € RxI0,T3 )» n<k> n<k+l> *
k = l
e, ainda
oo
g <x,t) = } lw , Cx,t> - w Cx,t> I < <x,t> e Rx[0,T3 >& 00 '  I n<k> n<k+l> »
k = i
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segue que para todo m e IN valerá :
| g <x,t>dx | ^ 1  C t e [0,T3 >
€> aplicando o lema de Fatou < teorema 1.1.20 ) :
0£í g <x,t> < 1  < t € [0,T1 >CO
Sendo que
m-1
Ik=lco = oo + ) < < * > ,  - w , > n<m> n<l> /  r><k+l> r><k>
,  .. 1 im00 < X , t >  =  0000 m-*00 n<m>
segue, pelo teorema da convergência dominada que,
< t  e  C 0 ,T 3  >
donde se conclui que
SU*> Í Iw I dx <te to .T iJ • oo * W I + 1 < 001 n<l> 11W
ou seja w e W J oo
A seqüência <co sendo de cauchy e possuindo uma
subseqüência <w convergente para oo^ , também convergirá para
oo € W, como desejamos .00
##
2.2.2 ProposiçSío. A função definida em Rx[0,T] por
w(.,t) = a?C.,t> * u r o
é um elemento de W.
Dem.
S© w<.,t> = f><.,t> * então, via teorema d© Fubini
obtemos
II w | < s u p  f f  — —  ©"<x" y> / 4 t | u 0 1 d y d x  = 
i€to,TjJJ V4rct
* sup I | uo jdy — 
t€io,TjJ V 4 n t J
z
-<x-y> y*í 
©
pe 1 o Lema 1.2.1 obtemos
<*•*•*> I w II* *11 " o IIl1
ainda, considerando o sup para <x,t> e (Rx[0,T3 temos
2-< x-y> S+i
I w II sup - sup |  - —  lu0<y>ldy
que pelo mesmo Lema citado acima obtemos
<2.2.10)  H W || <  || U  ||" "e up  " O “ e u p
o fato de que u^ € LiO CB garante que <*> <s W.
Outro fato relevante é que, to e W implica que para cada 
t € CO,Tl fixado, a função w € L*D IB na variável x, i.é,
wC.,t> I i < | to I 
<2.2.11) \ < t € [0,T3 >{ co<.,t> < to» e u p  11 ''eup
Usar©mos o teorema do ponto fixo para contrações ou mais 
precisamente o teorema 1.1.18, exibindo um subconjunto fechado de 
W, invariante sob a ação do operador IP, no qual IP é uma contração.
A expressão <2.2.4> sugere que paira t próximo de zero, u<.,t> e 
£>C.,t> * devem "ser próximos”, o que nos leva a
Definição. Seja
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<2 . 2 . i2> W = - < c o e W / P e P  abaixo valem l
* l  ‘ 2 J
< > Il w - |4 < Il uo | L 1
C P2 ? Il W " ^-^>*«0 l.up S I Uo ILp
Tomos
e mais ainda
por <2.2.9> e <2.2.10> que 0 « © naturalmente,
<oCx,t> = «oC.,t>*u e W r o *
2.2.3 ProposiçSo. Seja definido em <2.2.12>. Se oo e W^, então
<2.2. 13> I W  |â <  2||Uo ||l 1
<2-Z-14> Il w II eup - 2  II Uo lL u p
Dem.
Seja w € ,então
I w II, = llw " + **.,t>*uo||4 <
< ||w - p C ^ u J ^  + !*><.,t ^ u j ^
donde por (2.2.9) e por P obtemos (2.2.13). Analogamente se prova 
(2.2.14).
00
2.2.4 Proposição. W# definido em <2.2.13> é um subconjunto f echado 
de W.
Dem.
Seja w e V o limite de uma seqüência ( co ) de elementos
00 n
de W# , então valem para todo n « I N ,  x e R e t e  tO,T3
< i > K - ^ - ^ ^ o l L  - K J l 1
< *  5 I K - ^ - ^ ^ o L p  - K I .U P
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Inicialmente mostraremos que 
C tu ) |w - | --- |oo^  - ^C.,t)*u^ J quando n --► oo
uniformemente em {Rx[0,T3. Com efeito, dado c  > O tomando n^ tal que
n > n^ implica que | w - ||v < e  
Para este n^, obtemos que para todo n > n^
| |con- <pC.,t>*uo | - | ^  - p C .t ^ u J  | < jcon- W<jo| <
< II w - w II < II CO - w II < eII n 00 II sup '• n 00 «W
Para mostrar que w € V/ devemos mostrar que valem00 *
C iv > llwoo " <p<-'t-:>*UolL - I K J l 1
< V ) I w - <pd.,t>*u II < IIu I
II 00 r 0 «OUp 11 O "BUp
com efeito, observemos inicialmente que para todo t e [0,T3 fixado 
porém arbitrário, teremos < j w - £><.,t )*u^ j > é uma sequência
não negativa de funçSes integráveis em [R, ademais por < v ) teremos
Íjw - <pC.,t )*u j dx < sup I |co - ?>(.,t>*u Jdx = n t € t o,tjJ
= |«n - ^>C.,t>*uo | ^  < ||uo|Li 
segue do Lema de Fatou ou mais precisamente Teorema 1.1.20, que
f | «  “  ^C,t>*uo |dx < lim inf | | w n -  f><.,t>*uo |dx < ||uo ||Li 
J n —► oo J
donde se conclui ( w  ) . Ainda, por ( vi > e < Ui ) t e r e m o s
|w - p<.,t>*u I < I u |I 00 o 1 11 o 1 sup
donde finalmente, pode-se concluir C v >.
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Definição.
<2.2. 15> M = sup{ |f'CT7> | /  |r?| < 2||uJ|eup }
CD «,M está bem definido, pois f € G ClR> e o conjunto dos
reais T) taris que 177 j < 2 |u0 ||oup, ó compacto. O índice é 
conveniente pois trata-se da derivada primeira de f.
2 .2 .5  Proposição. Seja como definido em <2.2.15>, então para 
todo 00 e e todo <x,t> e Kxt0,T3 vale
<2 . 2 . 1« |fCoo<x,t»| < M4|ooCx,t>|
Dem.
Basta aplicar o teorema do valor médio no segmento que 
une a origem ao ponto oo<x,t> e observar que f<0> = 0 .
00
2.2.6 Proposição. é invariante sob a ação de (P desde que
T < 1/16M2 , M dado em <2.2.15>.1 1
Dem.
Inicialmente mostraremos que (P< ,ié, se 00 <s
então IPCoo> <s ,com efeito, observando a definição por < 7 ), pelo 
Lema 1.2.1 e pelo fato de que paira ot € K ,
<2.2. 17> -Ol .. -a /2ae < 1 e
2 1 2
v i 7
obtem-se
|[P<oo> - í>C.,t>*uo||4 = IJ 0<.,t-s>*fCoo<.,s»ds||i <
< sup  I I I |0Cx-y,t-s> j | fCooCy,s» jdydsdx
t  €  i o , t j J  J  J  o
m as
.f J|*<x-y,t-e>| | f  Cw<y,s» jdydsdx <
jx-yj -<x-y>k
1J"J* y 4 n c t i - s >  y  t - s  J"o
M r“ 1 1 r
< --* I i ii. — — ...ui ds I
~/2 J  y47T<t.-s> y  t-s Jo
< m r ‘ _ l _
4J  y
j co<y,s> | dxdyds <
<x-y> XO<t-e> .© dx:J j w<y,s> j dy
ds < 4Mi- t^T'||uo||L*
portanto,
< 2 . 2 . 10 >
analogamente se prova que
<2. 2. is» ||P<w>
portanto para que
deveremos ter, 
isto é,
*>C.,t>*u I < 4 M - / T l u  |
O " eup 1 II 0 « o u p
IP<to> e W.
4M Y T  < 1 i
T < 1/16M2i
<2 . 2 . 20)
Daqui em diante consideraremos
T = 1/16M2
o que é suficiente para que seja invariante sob [P . O próximo 
resultado estabelecerá» a propriedade de IP ser uma contração em W , 
com constante de contração c = 1/2.
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2.2.7 P r o p o s i ç ã o .  O operador integral definido em <2.2.4) é uma 
contração em .
Dem.
obtemos
Dados Wi ,c°2 € W^, por <2.2.3>, <2.2.4>, <2.2.17> e <2.2.20)
\
|[P<W> - [p<w>| < J | 0 <x-y,t-s> | jr<w^> - íXw2 >|dyds <
o
c‘ _ J ______________1 [• |x-y| e -,»-y»V4,t - •> J | d y d s  s
J V 4nCt-s> V i-s J2V t-e ’o
M rl 1 1 r 2
. 1 I I -<x-y> /0<l-o> i i . .— I ■ ............. — - I e |to -to | dyds <
V2* J ■/ t-s V 4n<t-s) J 1 2o
t
< M llw - w I f  ------ ds < 2M Y  T ||w - w I
1  II 1 2 "oupj yi ^ _ s " * 1 1 2 “eup
O
portanto 
analogamente obtemos
= < l /2 > to - toII 1 2 »eup
CO ) - P<co >11 < <1/2) I to - to I 1 2 Hsup 11 1 2 " eup
co > -IP<w >fl < < l /2 >||toi - 102 ||1
o que nos garante
<2. 2.21) ll0^ ^  "  ~ <!<^2>|t04- W2 |
para quaisquer w , to^ e
w
##
Agora podemos usar o teorema do ponto fixo para contrações 
, ou mais propriamente, o teorema 1.1.18, obtendo assim um único
porvto fixo para IP em . Na verdade não existe out-rb—pontrcf^fíxo'^©"-
IP em todo W , pois se W são pontos fixos de IP , raciocinando
como acima podemos obter para todo <x,t> e lRx[0,T3 :
t
| W4<X,t> - W2<X,t> | < í I *  .,t-s>* f^C<A>i<.,s»-f<<«>2<.,s>J |ds
o
definindo,
K  = sup |  |f'<«>| /  |«| < máx< llwJleup' K I L p > }
segue pelo lema 1.2.K O  e <2.2.17> que
t
jw <x,t>-w Cx,t> j < 2K f  — —  ||w C.,
1 J  Vt-s
s> -w <.,s) ds r, 2 "sup
O
tomando T# suficientemente pequeno tal que 2KV = a < 1 , segue por 
<2.2.17> e pelo lema 1.2.1CO que para 0 < t < mín< T,T^ > vale
I co Cx,t) - co <x,t> I < a sup Ico - co I• 1 2 * m > 1 2 '< x , oeRxto/r^
portanto w = co em ÍRx[0,T ]. Se T = T nada mais temos a1 2  1 1
demonstrar, no entanto se < T, seja = mín< T,2T^ >, teremos 
para T < t < que
t
|wiCx,t>-(02<x,t>| < J  j^<.,t-s>*[fCwiC.,s»“fCw2<.,s» jds
o
desde que co^C.jS^ u>2<.,s) em O < t < T^, segue que
t
jco <x,t> - w <x,t> | < 2K f  ———  Iw <.,s> - w C.,s>|| ds =
J  * /t» "S  ^
T 1
* - ,bup
t - T  .1 1
= 2K | ---- ||<o <.,T +s> - w <.,T +s>|| ds1  ---- 1 1 1 2 1 1 supyt-so‘J
como para T < t < T tem-se 2KVt-T < a < 1, segue que1 2  1
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sup
< X , i > « [ R x i t  ,T  5 1 2
|w <x,t> - w <x,t>| < 0 ■ 1 2 »
e portanto, = co^ em [O^ T^ ] S© = T, nada mais tomos a
demonstrar, do contrário, considerando que [0,T3 é compacto podemos 
utilizar o mesmo raciocínio para cobrir o interva 1 o 10,Tl, em um 
número finito de passos.
Finalmente podemos dizer que a equação integral <2.2.1 > 
possui uma única solução em W, que chamaremos de solução fraca do 
PVI 2.1.1 ou simplesmente solução fraca. Para que efetivamente 
possamos dizer que u acima estabelecida, é solução clássica do PVI 
2.1.1, devemos verificar que u é diferenciável, é o faremos no 
próximo parágrafo.
II .3 PROPRIEDADES DA SOLUÇXO LOCAL
Veremos neste parágrafo algumas propriedades importantes 
sobre a solução fraca A primeira a ser estabelecida é a sua 
dependência contínua em relação a condição inicial :
2.3.1 Proposição. < dependência contínua >
Sejam u ,v € L1n IB, condiçSes iniciais para o PVI <2.1.1>o o
e u,v suas respectivas soluçSes fracas correspondentes, i.é,
t
o
t
o
então valem
<2. 3. 3> | |U  -  V IIeup O ■ eup
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< 2 .  3 .  4 >  | | U  -  V | 4 <  2 | U o  -  V o | | L i
e  a i n d a  p a r a  c a d a  0 < a  < T ,  f i x a d o ,  i e r e m o s  p a r a  t , e  [ a , T 3 ,  q u e
2
/4ná
D e m .
P e lo  L e m a  1 .2 .1  ,  C 2 .2 .15 ), < 2 .2 .17> , C2.2.20>, <2.3.1> e 
C 2.3 .2 ) o b ie m o s  a s  s e g u in t .e s  d e s ig u a ld a d e s
t
|u  -  v |  < |^> C .,t> *< u o - v o > |+ J |0 < .,t .- s > < t C fC u C .,s ) > - f C v C .,s » 3  |d s  <
o
r 1 2
, I -<x-y> i I ,< | o I u  -  v  I d y  +
Jv^ítr- ' 1 °  ° ‘
i
+ J  J*|0<x-y,t.-s> | |f<u<.,s»-f<v<.,s» |dyds < ||u0” v0 lCUp +
o
I x - y  I 2* 1 -<x-y>+ M r  f  ■ — e <x y> <4<t e> Ju < y ,s > -v C y ,s >  Id y d s  <
1J J t-s V 4n<t-s)o
p o r t a n t - o
< | u  -  v  + 2M v T  u -  v
II O  O  II eu p 4 II "eup
= u -  v  + 1 / 2  u  -  vII o olleup I' "eup
|u -  vil < u  -  V + 1 / 2  u -  vI IIeup " O O "eup 11 11 eup
d o n d e  s e  c o n c lu i (2 .3 .3 ) .
T e m o s  a in d a  que
J | u  - v |dx < J J  ®"<X‘ y> / 4 l |Uo’ Vo l dydx +
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t
+
o
j  J~ I | ^ u^y»s^  " f(v (y ,s» |dydsdx <
rl 1
-  IIu o "  v 0 1 l 1 + ■/ " 5 " V|J U  "  v l l i  ' : , d s  -J y t-sO
- iuo“Vo IIl ‘ + 2 IIu " v lli
donde se conclui (2.3.4 >. Finalmente, observando que
1
|*> (.,O *(uo - vo>| < |*>(x,t.:>||uo- vo |L i < — —  ||uo- vo |Li
V4rca
desde que i  varie em ta,T3,para 0 < a < T, fixo porém arbitrário. 
Como para todo (x,t> e KxfO,T3,
Ju(x,t> - v(x,t> j < jfo(.,t>*(uo- + (1/2} |Ju - v l|oup
segue que ( 2.3.5 > vale.
00
A proposição acima indica que quanto " mais próximas " 
estiverem as condiçSes iniciais em L1, " mais próximas “ estarão 
as soluçSes fracas correspondentes em W.
2.3.2 Proposição. Seja u e a solução fraca correspondente a
condição inicial l/n IB, então para todo t e 30,T3.
<2 . s. <5> u(x ,t) --► 0 quando x ---- ± oo
sendo o limite uniforme em Ca,T3, O < a < T,fixo, porém arbitrário.
Dem.
Usaremos o teorema da convergência dominada. Com
efeito, sendo u € L* eo
1 2
V 4nt
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segue que para todo t e ta,T3, a > 0 a função
é tal que
e ainda
portanto,
< i >
1 2
_ „ -<x-y> sf  <y> =  ----  e u <y>x r. ■ o
lim f Cy> = 0 para todo y e R 
x-»±oo x
YÃí
lim í|f^<y>|dy = 0
x-» ± oo J *
agora considere, para cada y e R e cada t e C0,T3, fixados :
x - y 1 z
„ -<x-y> /4<l-e> „  ...g <y,s> = —— — ——  -----  e f<u<y,s>>
x V  4nCt-s> 2<t-s>
por C2.2.16> e C2.2.17> é fácil concluir que
M
< u > |g <y,s)j < --—
2“/2n t*-e
|u<y,s>|
donde, por C2.2.14}, obtemos que para todo y e R e O < s < t ,  vale 
C Ui } g <y,s>--► 0 quando x —► ± oo
ainda, para cada s fixado, 0 < s < t
,s > d y --* 0< iv > Je„<y= quando ± oo
com efeito, novamente C2.2.16> e <2.2.17> permite efetuar 
seguintes desigualdades :
1 |x~y |
as
|g Cy,s>j < -<x-y> /4<i-e>
V4rKt-s> 2Ct-s>
jf<uCy,s>| <
38
1 1 2 1 uCy,s>I
-<x-y> /B(l-e> , „ w  1 *< M — —— — e JuCy,s> | < M -- --------
1-/8rr<t-s> yt-B 1 VÕr? t-s
mas, por C2.2.11) podemos afirmar que
1 |u<. ,s>I
M -----------€ l/clR)
1y§77 t“S
para cada s fixo, 0 < s < t Portanto, pelo teorema da
convergência dominada, juntamente com < Ui > teremos < iv >. 
Agora mostraremos que
i i
C v >
lim J[f gx<y,s>dyjds = J  £ lim J  gx<y,s>dyjds = 0
com efeito, novamente por <2.2.16) e C2.2.17) obtemos
r 1 1 r I x- y I z
j í g  <y,s>dy J < M • í — --------; e~<x~y> yB<i~s> |uCy,s> jdy
J x '/4TTCt~s> Vt-s J 2Vt-s
M — ---- — =  Í e-<x-y>2x4<l-e>|ucy,s>|dy
1 Vt-s V8TT<t“S> J
o lema 1.2.1, juntamente com C 2.2.14 > permite concluir que
1
| J g x<y,s>dy | < 2Mi ||uo |e
upV t ^
é fácil ver que a função definida em O < s < t, que aparece no lado 
direito da última desigualdade é l/ciOjtD), para todo t e fa,TD, 
portanto o teorema da convergência dominada garantirá Cv >.
O teorema de fubini < ver por exemplo [14] >, permite 
concluir que
t
C vi > lim g <y,s>dsdy = 0
X-*±00 J J xo
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Por <2.3.1 >, < i. > e < vi, > obiemos o desejado.
0#
No que segue, mostraremos que bem mais é verdadeiro, para 
f € C°°<[R>, tem-se,
<2. 3. 7> u €
e para cada m,n e [N e t > O, fixados,o que é suficiente para que u 
seja solução, no sentido clássico, do PVI <2.1.1>, e ainda
<2 . a. b> DnDniu<x,t) --► 0 quando . x --► ± oo
i X
0 limite sendo uniforme em Ca,T3, para 0 < a < T, fixo.
Para obter <2.3,7> e <2.3.8), consideremos inicialmente o
00 rrscaso de a condição inicial v e C <ÜO, isto é, v é infinitamente
OOdiferenciável e de suporte compacto, vale notar que C^ <[R> é 
subespaço do espaço de schwartz < ver por exemplo [51 ). Sendo v a 
solução fraca correspondente de v , dada em <2.3.2>, podemos 
inicialmente observar que para
<2.3 .P) V <X,t> = <p<.,t>*V1 O
1 .é ,
1 p Z 1 Ç _2
v <x,t> = ----- |e-<H_y> '^ '*lvo<y>dy = I ® vc^x + 2V t ^>dÇ
1 ■/ 4rct J °  V n Jy n y
teremos,
|D*v <x,t>| < --f e"Ç |D^ >
x Vn J x
<x + 2VrlT ’Ç>|dÇ <
< ||DJv <x + 2-/T‘,Ç>||II x O "eup
sendo v € C°°<[R>, obtermos, para cada j natural © t e  C0,TD, o o
<2. 3. IO) ||D^ V II - ^II k 4 II oup j
onde K é uma constante real positiva, que dependerá de v e suas j °
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derivadas.
Considere agora a seqüência v1,v2 ’Va,"‘ onc*e v4 é dado 
em <2.3.9> e
<2.3.ii> v =[PCv> < r =1,2,3,... }r + 1 r
como v e W para todo r, segue por <2.2.14> : r ♦
<2. 3. 12> IIv | < K
h r " e u p  O
p ara  iodo  r  natural, onde é um a constante  que depende apenas  de
| v I . Por <2.3.11} obtemos : 
li o*'eup
(2 . 3. 13) v <x,t} = v <x,t} + I | 0<y,t-s}f<v <x-y,s}}dydsr+i â. I I  r
que derivando em relação a x,
t
D v <x,t> = D v <x,t} + I I 0<y,t-s}f'<v <x-y,s}}D v <x-y,s>dydsx r + l  x l  I J r x r
O
i.é,
(2 . 3. 14) D V <x,t} = D V <x,t} +x r+1 x 1
íí<+ | |0<x-y,t-s}f,<v^<y,s}}DxVr<y,s}dyds
Considerando como hipótese de indução que
(2.3. 15) D V < K
x r » e u p  1
para K^> 2K  ^ , segue por <2.3.14} que
|D v <x,t}| < |D v <x,t)| +
• X r+1 ' « X 1 <x
t
+
O
j" I <y>s}} | |D v^<y,s}Jdyds
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e por C2.2.15),C2.2.17) e <2.3.15),
|D v <x,t)| < <1/2)K + 2M tT tHk
* x r+1 1 1 1 1
como T < 1/2M2 obtemos, para todo k natural
ID v <x,t) I < K
” x í*+i '» ©up 1
donde se conclui que C2.3.15) vale para todo k natural.
De modo análogo, para cada j natural, podemos encontrar 
K. > O tal que
(Z.3. 1<5> ||DjV  II <  K
11 X r "eup j
O próximo resultado nos dá uma alternativa de como 
limitar as derivadas de v^  em relação a variável t, 
escrevendo-as em função de derivadas em x.
2.3.3 ProposiçSo. Seja <v > definida em (2.3.11). Então
r r€lN
2
<2. 3. 17> D V = D V
t 1 X I
e ainda, para r = 1,2,3,.!., vale :
<2.3. i0> D v <x,t) = DZv <x,t) ~ D tfCv <x.,t)3
1 r+1 x r+i x r
Dem.
Observemos que para
1 2
, ,. -x /4lf><x,t) = - e
V4ni*
vale
< i ) D ?><x,t> = D Zf><x,t)
t X
e p ortanto ,
D [«><.,t )* v  3 = D «><.,t)#v = D2£><.,t)*v = DZ[^><.,t)*v 3t r  ’ O  t r  O  x O  X O
do qual po demos concluir C2.3.17). Para mostrar <2.3.18) devemos 
derivar <2.3.13) em relação a t, obtendo:
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< ii } D v <x,t) = D v + I D [0<.,t-s>*fXv <.,s))3ds 
t r * l  t 1 J 1 r
V
+ l im  [<*<.,\>»f<v <.,t))3
■> * r X-» o
agora , observando  que
< iii )  <á>Cx,t) = - D o><x,t)
X
de modo que ,
< iv )  1 im  t0 ( .,X )* f (v  ( „ t » l  = “ 1 im  [«?<.,\>* D f (v  C.,i)] =
 ^ * T r ^ * r n r\-fO X-»o
= - D f"Cv C .,O )X I»
onde e s tá  última igualdade provém  do exemplo 1.2.2, ainda por < u O  
podemos obter
t t
< V > J  DtC0C.,t-s>#r<VrC .,s»3d s  =  -  J  DtCf><:.,t-s>*Dxf<Vr<.,s>3ds
o O
i t 
= - J" D%><.,t-s)*D f<v <.,s)ds = - D Z £ J" ^<.,t-s)*D f<v <,,s)dsj = 
o o
= DZ fv <x,t) - v <x,t> | x I r+1 1 J
portainto substituindo  < iv > e < v > em ( ü  )  e levando em  conta
<2.3.17) obtem os <2.3.18).
Por <2.3.10) e <2.3.17) segue  imediato que p ara  cada m ,n e
[N, existem  co n stan tes  K  não-negativas, ta is  que,m,n
<2.3. I P )  ||DnDmv II < KH t x 1 1 s up m,n
Como f  € C °°, usando indução sobre  j , é fácil c o n stata r  que 
existem  c o n stan tes  não-negativas C., ta is  que
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<2.3. 2o> ||DJf<v >11 < C. < j,r <s IN >
11 x r h eup j
e portanto por <2.3.16>, C2.3.18> © <2.3.20), existem constantes 
não-negativas K tais quem,n
<2.3. 2i> ||DnDTnv I < K < m,n € (N >
11 i x r « m,n
Vamos utilizar o teorema de Ascoli- Arzelá ou mais 
precisamente o teorema 1.1.19 para provar que <v possui uma
subsequência cujas as derivadas formam sequências que convergem 
uniformemente para as derivadas de v, v solução fraca correspondente 
a condição inicial v^ e ganhando com isto, que v €
C°°<IRx[0,T3>.
2.3.4 Proposição. Para cada n natural fixado a seqüência <Dnv >
x r r€lN
onde v está definida em <2.3.11 > é eqüicontinua e pontualmente
r
limitada.
Dem.
Desde que f € C°°, decorre do teorema do valor médio para 
derivadas , que para cada par de naturais n,r fixados existe um 
elemento c_ e {Rx[0,T3 tal que
,n + l / <.<
n,r t x r n,r
dai, por <2.3.16>, <2.3.19> e <2.3.21> segue que
|Dnv <x,t> - Dnv <Ç ,T > I < |Dn+1v c ><x-Ç> + D Dnv <c ><t-r>|
* x r x r * 1 x r  1
| v < X , t >  - V < Ç , T > |  <  j J | < X , t > - < Ç , T > | |
onde J depende da magnitudes de ||Dn+1v I e li D Dnv | e norma
v n  11 x r " e u p  11 t x r"eup
da última desigualdade é a norma usual induzida do IR2. Com et
desigualdade acima fica fácil estabelecer a eqüicontinuidade de
<Dnv >. Para ver que para cada n <e [N, fixo , <Dnv > é
x r x r
pontualmente limitada basta observar <2.3.16>. < na verdade,
C2.3.16> afirma que <Dr>v > é uniformemente limitada >.
x r
00
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A Proposição 2.3.4, permite o uso do Teorema do 
Ascoli-arzelá no que implica na existência de uma subsequência de 
Cv ) que converge uniformemente para v. Simplificando a notação,
r
denotarem os por- ^vr^r€[j(| suboeqüôncia.
Novamente pela proposição 2.3.4 , podemos aplicar o
teorema de ascoli-arzelá para a sequência <D v1) ^  obtendo uma
subsequência que converge uniformemente para D v , denotaremos por
2 X< D v > ^  esta nova seqüência. A expressão em <2.3.16) nos
permite continuar com o mesmo raciocínio, obtendo desta forma, no
j-éssimo passo, uma subseqüência <DJvJ+1) que converge para DJv.
Lançando mão da técnica da diagonal de Cantor
X 1
ri2 3D v
X 1
1 1 1 1 1
V  , V  , v  , V
2 ’ 3 4 5
2
1 V  , D vZ , D vZ , D vZ , D vZ
x 2 x 3 X 4 X 5 x <S
2 3^"*«*, ~ 2  3 _ 2 3 _  2 3 n 2 31 v , V  , D v D v , D v
X 2 X 3 X 4 X 5 X <S
DjvJ+1 , DJVJ+1 , DJVJ+1 , Djv J+i , Djv j+1
x j - 2  x J - 1  x J x J + i  x j + 2
A subseqüência <vr) de <v ) é tal que
r r€lN r IN
<2.3. 2 2 ) DJvr —► DJv ao r —► co
x r x
em cada parte compacta de tRx]0,Tl, para todo j natural, logo para
v e C^IR), vale o o
<Z. 3. 23) V  €  C ^ R x l O j T Í )
Observemos ainda que de <2.3.21) podemos obter,
- K < DnDmvr < K
m,n t x r m,r>
para todo r natural, fazendo r —► oo ,obtemos
- K < DnDmv < K
m , n t x m,n
i.ó,
< 2 . 3 . 2 4 )  | D n D m v < X , t ) |  <  K
1 t x 1 m,r
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para todo Cx,t) € IRx£0,T3. temos ainda que, v satisfaz
{ v + [fO  ‘v<x,0> =£  <v>3 = v CA)X XX<2. a. 25> v <x> <B>ocom efeito, como
í
J  <£C.,t-sv<x,t> = p(.,t)*vo + I 0<., s>*f<vC.,s)>ds
' o
<£><.,t > * V o
é solução da equação homogenea do calor, resta provar que,
t
KCx,t> = J  0C.,t-s)»fCvC.,s)>ds
satisfaz,
mas, observando que
K - K = - D [f<v)3
t X X  X
e que,
0<Ç,r> = - D p<Ç,t>
x
segue que,
Kt<x,t> = J Dt^ C.,t-s>*fCv<.,s»ds + lim 0<.,t-s>*fCvC.,t>> = 
J B-* l
K <x,t> - lim p<.,t-s>*D £fCv<x,t>3
XX - X©-* i
segue pelo exemplo 1.2.2, que
K = K  - D  £f <v>3
l XX  X
Paira verificar C2.3.25XB, i.é,
||v<.,t) - v0 IIl,i --* 0 quando t --► 0
b a s ta  verificair que,
| K C . ,t > --► 0 quando t --► 0
mas por (2.2.13),(2.2.16), (2.2.17), tem-se, para todo t e 30,T3 
que,
J|K(x,t)|dx < 4Mi | v J LiVt: 
donde se  oonalui o desejado. Com isto  acabam os de dem onstrar  :
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2.3.5 Proposição. Sejam v € C^dR) e v a solução fraca do PVI,o o
{
v + D Cf(v)3 = v
t X  XX
v<x,0> = v <x>o
onde f e Cro<R>, Cx,t) € [RxC0,T3, para T = Í/IÓM^. Então 
(2 .3 .20) v e C°°([Rx30 ,T3 )
ainda, existem constantes K  ^ O, tais quen,m
<2. 3. 27) j D n D m v ( X , t )  I <  K■ i K • n,m
e portanto v é solução de (2.3.25) no sentido clássico do problema .
##
2 .3 .6  Proposição. Seja v a solução de (2.3.25) correspondente a 
condição inicial C* Então para todo n,m € IN
<2. 3. 2B> D ^ D ^ V í x / t )  --- ► 0  q u a n d o  x  --- ► ± co
uniformemente em Ca,T3, 0 < a < T, fixado.
Dem.
Sendo
\
J  <£(.,t-sv(x,t) = v4(x,t) + | 0(.,t >* f(v(x,t))ds
o
e desde que e C™, é fácil ver que paira v^, definido em (2.3.9),
vale :
uniformément.©, para todo n,m e IN e t e Ca,T3, 0 < a < T.
Agora, por f e G®, fCO) = 0 ,C2.2.11), C2.2.13) e 
C2.3.27), podemos afirmar que :
C i . )  Para todo j e IN, existe constante C. > O, tal que
<2 . a. ao> iD^fCvCxjt)) I < C C Cx,t) e Rx[0,T3 >
1 H ■ J
C ii )  Para cada j natural, e cada t e [0,T3, 0 < a < T,
<2. 3. 31) D^fCvC.,t» € L1CK>
X
Ainda, definindo para cada x e tR, m e EN :
f <y,t) = --- - e <x y> /4iDn’fCv<y,t-s)
VSttT 2t
assim , por C2.2.17) e C2.3.30) terem o s
C l  2
I f  <y,t> I < — ’" - e-<x_y> /Bt 
' x'"* 1 V f ^ t
donde
f Cy,t>--► 0 quando x--> ± oo
x ,m
uniformemente para todo m e [ N , y e [ R e t e  Ia,T3, 0 < a < T.
Como
1
m„
então por C2.3.30) , e pelo teorema da convergência dominada segue 
que
lim I f , <y,t)dy = OL i m f
{-*±00 J x,mx --
Agora pelo lema 1.2.1, C2.2.17) e (2.3.30) decorre que
r 0I f Cy,t)dy I < — ™ e l/«a,T3)J V t
para todo 0 < a < T. Assim novamente pelo teorema da convergência
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dominada, teremos
<2 . a.32> lim I |f (y,s)dyds = O, I I x,m 
X-* ±00 j j
por (2.3.29) e (2.3.32) teremos que
Dmv (x ,t )--► 0 quando x --► ± oox
Expressando as derivadas de v em relação a t, via 
(2.3.26).A, em derivadas de x, podemos concluir (2.3.28).
##
Para a condição inicial u^ e l/n IB, a idéia é tomar uma 
seqüência de condiçSes iniciais Vok> e tal que
<2 . a. 33> I v^k> — uq I i --► 0 quando k --► oo
<2. 3. 34> | V( k ’ i < | U I« o " e u p 1 O 1 eup
2.3.7 Proposição. é denso em L1. E ainda, é possivel escolher
para cada u^€ L*n [B, uma seqüência < v^*) em C* que satisfaça 
(2.3.33) e (2.3.34).
Dem.
Escolha h e tal que h<x) > O para todo x e IR 6
J h(x)dx = 1 e defina para cada k e ÍN :
h (x )  =  kh (kx) ( x e R )k
Agora observemos que para cada £ > 0 dado , sendo Uq € L1, 
pelo teorema da convergência dominada não é difícil mostrar que 
existe r\£ e [N tal que
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I! X  u - u I i < &/2*
"  t—r> _,r» 3 O  O
onde,
*
C
se x e [~n , n 3,  ^ , s  e v <x) =[^-n ,n 3 - . r ,£ £ 1 1  se x «r í-n , n 3v £ e
Como o conjunto de todas as funçSes de suporte compacto de
1 1 L formam um conjunto compacto em L ( ver por exemplo [33 >, segue
que para este n^ fixado, existe um e [N tal que
llh * x  u - u I, i < s / 2
H m  C—n ,n 3 0  0 « L
£  £  £
dai,
h * x  u - u i < s.
1 m  E -n , n  3 O  O h L£ £ £
Assim para cada natural k e IM , tomando £ — l/k teremos
que
<k> _ . . v = h *  x  u
O  m  £-n ,n 3 0G G &
COpertence a e satisfaz <2.3.33) ,e ainda como
|v;k,Cx)| < ||uo |=ujJ |h  Cxí|dx = ||uj>up
segue <2.3.34).
Verificaremos <2.3.7) a partir de estimativas como
<k> (k> ^ ^ C2.3.24) para cada v , v solução correspondente á condição
( k }inicial v , observemos que para cada k natural, encontramos umao ^
solução v definida em Rx[0,T 3, como T é inversamente
proporcional a magnitude de | v< k> | < observem <2.2.15> e
^ (]ç)<2.2.20)) segue por <2.3.34) que para todo k natural, 0 < T < T
(k> ^, e sendo assim todas as soluçSes v estão definidas em RxíO,T3
pelo menos. Entretanto as constantes K. e K estimadas em
J rn,rt
<2.3.16) e <2.3.21) respectivamente não dependem apenas de
||v | mas também da magnitude das derivadas de v , e portanto
II o  II sup O
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não podemos garantir que K definida em (2.3.21) seja a mesmam,n
para todas as v , contudo, para cada a, 0 < a < T, fixado, é 
possível mostrar que
<k >
< 2. 3. 3 5  > I D D v ( x , t )  I < L (a )1 t x 1 m , n
para todo k,m,n natural e todo (x ,t )  e Rxt0,T3, onde as
constantes L (a) dependem somente de m,n, a > 0 e ||v<k>|
n m <L>° ° UPe conseqüentemente por (2.3.35), teremos (D^D v
uniformemente limitada para cada m,n e a > 0 fixados.
A proposição 2.3.9 juntamente com a desigualdade de 
Sobolev elementar apresentados a seguir serão suficientes para 
justificar (2.3.35) , antes porém demonstraremos um lema auxiliar :
2.3.8 Lo ma Seja w:R [R € L1n (B, então vale
II w  I I 2  -  II w  I L u p l l  w  I I 1
Oem.
com efeito,
II w IIl2 = 5 II W l le u p jl^ 5 ! ^  = II "  IIaup  II W  IIL1-
##
2. 3. 9. Proposição. Seja v^ e C*(R) e v a solução de (2.3.25). 
Então para cada t e [0,T3 e cada j e IN fixados, valem :
<2.3.3«» tJ||Djv(.,t) | | 2 2 < L.
t
<2. 3. 3?> y ||D^ *1vC.,T> ||22 dr <1
o
onde L é uma constante que depende somente de j, fv^ ||Li e ||v0 ||eup 
Dem.
2Consideremos o produto interno definido no espaço L ,
i.é,
x Li — R
< w ,co > = |w (x)to2(x) dx
Para cada t e [0,T3 fixado, -temos
<v,D tD v - fCv>]> = vCx,t>D CD vCx,t> - fCvCx,t-»DdxX X  I X X
= v(.,tXD vC.,t> - fCvC.,t.»3
+00
- <D v - f<v>,D v> x x
-00
como f € C°°, f(0> = 0, então por C2.3.28) teremos
<v, D CD v - fCv)3> = - <D v,D v> + <D v,fCv»X X  X X X
mas
V(C»,t>
<D v,f<v» = I f<v<x,t»D v<x,t>dx = lim lim I f(Ç>dÇ = 0
J x a-»-oo b-»co J
v < b ,l>
daí, podemos concluir que
<v,D tD v - fCv>3> = - <D v,D v>X X  X X
assim de < 2.3.25 >.A teremos :
Dt J<vC.,t>,v<.,t»j = 2<v,vt> =
= 2<v,D CD v - fCv>3>= = - 2<D v,D v>,
x X  X X
i.é,
que integrando de 0 à t, e observando C 2.3.25 ).B obtemos
t
vC.,t> |£ 2  + 2 J  | | D x V < . , t > | | 2 2  dr - ||vj|* 2
em particular,
<2.3. 38> |v<.,t> | * 2  < |Vo |* 2
t
( 2 . 3 . 3 P )  |  | | D x V C . , T ) | | 2 2 d T  <  1 V o  | | * 2
O
analogamente, usando <2.3.25>.A :
D ft<D v,D v>l = <D v,D v> + 2t<D v,D D v> = <D v,D v> +
t l x x j  X X  X  t  X X  X t
+ 2t<D v,D D v> = <D v,D v> +2t<D v,D [d Zv - f'<v>D v |>
X X t  X X  X X ^ X  *  I
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como, por integração por partes e C2.3.28} íem-se
<D v,D |d 2v - f ’Cv>D v I> = -<DZv,DZv> + <D2v,f'Cv>D v>X X IX  X J X X X X
segue que
D TtXD v,D v>í = -2t<D2v,DZv> + <D v,D v> +
1 X X X X  X X
+ 2t<D2 v,f'<v>D v> < -t<D2v,D2v> + <1+TMZ><D v,D v>
X X X X  1 X X
sendo T = 1/16M^, segue que
D [t<D v,D v>3 < -t<D2v,D2v> + Cl+TI^XD v,D v>
t x x  X X  l x x
integrando de 0 a t, obtemos
l l 
t|DxvC.,t> | | 2 2 + J  T||D2vC.,t> | | 2 2 dr < <1+TM^J ||22 dr
o o
segue de <2.3.39> e do fato de que T = 1/16M^ que para cada t € 
e 10,T3, vade
i
t|DxVC.,t.)|^ < <1+TM*>J ||DxV<.,T>||^dT £ <17/16) IVo ||[2
J * l » “vC .Olfc  dr < <17/165 ||vj'a
O
e, pelo lema 2.3.8, podemos concluir que 
<2 . a. 40) l ||D^ v<.,t> | |2 2 <
<2.3. 41>
onde L é uma constante que depende somente das magnitudes de
Iv Ij^ i e |y | Usando indução, obtemos sem muita dificuldade,
C2.3.36> e C2.3.37).
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0#
O Lema a seguir servirá para majorar a magnitude de 
||DJ v<.,t) I por constantes que independem do t € ta,T3, mas
" X  ” © Up
somente de cada a > O fixado, cada j natural e das magnitudes
de K I l1 ® lvolLup-
2.3.10 Lema C Desigualdade de Sobolev elementar ). Seja w:R —* (R
2derivável e tal que w e L n (B, então vale
1 W leup "  2 M I l 2ÍWÍ l2
D em .
Definindo, para cada x e (R
{w<0KÇ> se “oo < Ç < xw se Ç > x
2e utilizando novamente o produto interno de L (R) ,obtemos
x x
Cw<x>32 < J  Dç<Ew<Ç >32>dÇ = 2 J  wCÇ>w’CÇ>dÇ ■ 2<Wx<Ç>,DçWxCÇ»
-00 -00
segue pela desigualdade de cauchy-schwartz que
Cw<x>32 < 2 ||w||^ 2 |w»| 2
donde se conclui o desejado.
0 0
Combinando a desigualdade de sobolev elementar e 
(2.3.40) para cada O < a < T , fixado, teremos
iDxv<- ' ° C t, - 2 iD ' ' ,<-t ó iiL a l o r ^ i L * £ H - r í nt t
para todo t e Ca,t3, donde se conclui que
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L L
||DJvC.,t) II < = L Ca).
11 x  " s u p  2 j + i  Ja
observemos que L Ca) assim definido depende somente de j,
I M l 1'  l V o l le u p  ®  a  >  0 f Í X a d O '
Agora por C2.3.25).A podemos expressar as derivadas de v
em relação a variável t, em termos de derivadas de x e concluir
C2.3.35) .
Assim, se tomarmos uma seqüência de condi çSes iniciais 
:iR)
C2.3.35) que
v^k > € C^Cl  e sendo v <^C> sus eoluçSeis correspondentes tem—se por"
<2.3.4 2 > | DnDm v (k} | < L Ca)
11 t x " s u p  m , n
para todo k natural e a > O fixo porém arbitrário.
2. 3. 11 Proposição. Sejam u solução fraca correspondente a
1 ( k)condição inicial u^ e L O 03 e Cv ) uma seqüência formada por 
soluçSes correspondentes s u b  condiçSos iniciais Cv^1* ' ), Vo>< > *
C°°CR) satisfazendo C2.3.33) e C2.3.34) . Então, para cada m,n €O
(N, fixados,
C i ) DnDrnv<k>Cx,t) --► DnDT"uCx,t) quando k —► oo
i X  t X  ^
uniformemente em cada parte compacta de RxtO,T3. Consequentemente,
C U )  u e C°°CD?x30,T3)
ainda, para cada n,m € [N, fixados.
C Ui ) ||DnDmu|| < L Ca)
" t x "eup m,n
onde t varia em ta,T3, 0 < a < T fixado. Logo u é solução no 
sentido cláussico do PVI C2.1.1).
Dem.
Pelo teorema da dependência contínua, i.é, proposição 2.3.1
teremos
||v<k> - u||4 < 2||v^k>- uo ||Li
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iv"“ - u u  s - -L K k>- «0 iL.
V4 na
donde por ( 2.3.33 > obtemos
portanto,
jv<k>“ ujj4 --* O quando k --* oo
|v<k>- u | ^ --► O quando k --► oo
| v{k>- u I ^ --► O quando k —► oo
Por <2.3.42) não é difícil constatar que para n, m 
naturais fixados a seqüência (D^D™v * é ©qüicontínua e
(Jc)pontualmente limitada, portanto aplicando em Cv > o mesmo 
raciocínio aplicado na demonstração da proposição 11, podemos 
concluir ( i ) e ( ii ).
Para ver que u € C°°([Rx[0,ocD, satisfazendo,
u<x,t> = P<uXx,t>
i.é,
tío
é solução do PVI C2.1.1), no sentido clássico, basta proceder como 
na proposição 2.3.5, observando que as únicas propriedades exigidas 
para que
t
KC.,t> = J  0C.,t-s>*f<u<.,s>ds 
o
satisfaça,
u<x,t> = y>C.,t>*uo + j <£<.,t-s>*fCu<.,s>>ds
K - K = - D t f CK> 1
t X X  X
é u € C2CRx30,T3>.
Portanto u é solução clássica do PVI C2.1.1}. Alé m disso, 
(2.3.42) , fornece para cada par de naturais m,n e Cx,t> e 
(Rxta,T3, 0 < a < T,fixado que
fazendo k —» 0 0 , obtemos
- L Ca) < DnDmuCx,t) < L Ca)
m  , n t x m  , n
para todo Cx,t) € Rxía,T3,a > 0 © m,n naturais, logo C t i í, ) vale.
##
Ainda temos que provar C2.3 .8) ,isto é , devemos mostrar 
que todas as derivadas da solução de (2.1.1) tendem uniformemente 
para zero quando x tende para ± 00 ,para todo t <= ta,T3, a > O,
o que expressa uma boa regularidade de nossa solução.
2.3.12 Proposição. Seja u a solução de (2.1.1),correspondente a 
condição inicial uq e L*n IB. Então, paira todo m,n € (N, vade :
<2 . a. 43> DnDmuCx,t) --► O quando x --► ± 001 X
uniformemente em Ca,T3, onde 0 < a < T, é arbitràriamente fixado.
D em .
A proposição 2.3.2 garante
uCx,t) --► 0 quando x --► ± 00
que quando derivado em relação a variável x /orneoe
57
r <x >2x4tDjv <x,t> = C DV< »t>*u 3<x> = ---------r ©-<x-y> ' *  u <y>dy
como,
x_y 2C-l >JCx- y>J 2 1 x-y ___ _
I---------  ©_<x_y> yA u <y> I < ——— llu I C----->J e 21
' ;----- - i O  1 / , ■ 11 O n S U PVÍrriT C2t.) -/4nt 2t
-ce e s € SCIR), podemos facilmente aplicar o teorema da convergência 
dominada e concluir que
(z.3 . 4 4 ) DJv <x,t> --► 0 quando x  ► ± oo
X 1
uniformemente para todo j e IN e todo t e [a,T], 0 < a < T, fixado.
Gomo
D v = D2v11 X I
segue que
<2 . 3 . 4 5) DnDn’v Cx,t> --► 0 quando x --► ± oo
t X 1
Por outro lado,
t
DmJ^  0C.,t-s># f<uC.,s>ds = D^C.jt-s)» f<uC.,s>ds
o
onde
<-l> X 2
_ m  , _ - x  / 4 tD <pCx,t> = --——---- e
x VírrC C2t>m
-f 2como e e SCIR>, segue que
D 0<x-y,t-s>f<u<y,s> --► 0 quando x --► ± oo
ainda, pelo mesmo fato , podemos concluir que:
C
|Dm0 <x-y,t-s>f<u<y,s> I <  —— —-------------- juC.,t>|e l/cR} 
1--------------------------- x -/ã ^ :  t ^ 2
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onde C é uma constante não negativa. Estes fatos permitem a 
aplicação do teorema da convergência dominada, que çarantirá que;
lim I Dm0<x- y,i-s)f <u<y,s)dy = 0
x-» ± oo J x
Agora, por f  e C°°, <2 .2 .14> e C m  > da
proposição 2 .3 .11  , podemos encontrar constantes G. não-negativas 
tais que
<2.a.4<5> ||DjrCu)|| < C
« x  11 8 U p J
donde, pelo lema 1 .2 .1 ,C2 .2 .17>  e C2.3.46>,
|Dm0C.,t-s>* f<uC.,s)| < I|0Cx-y,t-s>DmfCuCy,s>> Idy < C —  
l x J x m -/t
novamente podemos aplicar o teorema da convergência dominada 
concluindo assim que para todo m e (N vale:
lim D | 0<.,t-s>*f<u<.,s»ds = 0
X - *  ± co XJx » o o
donde, juntamente com <2.3.44>, podemos concluir que para cada m € 
[N, vale :
<2. 3. 47> DmuCx,t) -— > 0 quando x --> ± oo
X
uniformente para todo t e [a,T3, 0 < a < T.
Ainda, podemos expressar as derivadas de u em relação a 
variável t em função de derivadas de u em relação a variável x , 
bastando para isto utilizar <2.1.1>.A, logo é imediato concluir 
<2.3.43> para todo m,n naturais.
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II.4 A SOLUÇXO GLOBAL
2.4.1 Proposição. Seja € L*n B e u a solução de C2.1.1>
correspondenie a condição inicial u^. Então para cada r € [0,T3 
fixado, u ( . , t > é  uniformemente limitada e vale:
iU < - > T > L / p  -  lU olleup
Dem.
Para mostrar este resultado, basta mostrar que <2.4.1) é 
válido, para tanto observemos que para todo p > 1 e t e [0,T],
J|u<x,t>|pdx < ||uC.,t> l ^ 1 J|uCx,t) |dx
e portanto pela proposição 2.2.2, tem-se que u e LP para todo p > 1 
Agora considere um número ímpar natural p > 1, multiplicando 
<2.1.1>.A por up, < ié, [uCx,t)]^ >, obtemos
C i > upu + upf<u> = upu
t X  XX
ainda, para cada a > 0, arbitrariamemte pequeno, porém fixado, 
e para todo r, a < t < T, segue que
T T T
upu  ^dt ■ up+11 - pj* uputdt
a a
donde se conclui que
rT 1
< a  ) upu dt = —— Cup+1<.,t> - uP+1<.,a>]
J 1 p+1
a
Agora considere A > 0 real arbitrário. Temos via 
integração por partes, que
A  A  A
C iii ) í tfCu)3 up dx = upf<u)| -p I f<u>up *u dx
J * l -A  J
- A  - A
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A
( iv ) | uFu dx = uKu | - p| up 1u^dx
“ A A -A
Af p P I  f UP~S
J xx XI_A J
Portanto ao integrarmos C i )  em [-A,A]x[a,T3, por C a  ), 
( iii ) e ( iv ) obtemos
1 A T A
--J* | up+1<x,r) - up+1<x ,a)jdx  +J~ |upf<u>| -pj~ f<u>up 1u dxjdt =
p + U  L J J L l_A
-A a -A
T AA= Í [ uPu*L ■ pI uP ±uxdx ]dt1 -A -A
dai,
A T A
-- f up+1Cx,r)dx + pf f up 1 u2 dxdt — --f up+i<x,a)dx +
p+1 J J J p+lJ—A a “ A -A
♦ |  {  p D F p<u> ♦ u» [u_- f<u>] j
A
dt
-A
onde, u
FpCu) = | f<\>dX
o
fazendo A --► oo na penúltima expressão, por uq e L n [B, C2.3.6) e o
fato de f  e C°°<[R), obtemos
T
‘dxdt-- Ju p+1<x,r)dx + p j ~  up 4u2<
P+1J
T
00
P+1
como,
= --f up+iCx,a)dx + pf D F <u)
D lJ J * p
dt
-00
D F <u> = uP_1f Cu)u
X p  *
sgçu© por u € L 1!^  IB , <2.4.1 > © pela proposição 2.3.12 que
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D F <u>--► 0 quando x --► ± oo
x p
J  up+1<x,r)dx + PJ  J  up-1u* dxdt = --J  up+1<x,a>dx
a P  ^
sendo p ímpar teremos p-1 par e portanto a segunda integral da 
expressão acima é sempre maior ou igual a zero, donde podemos 
concluir que
p ara  todo t  > 0 , p ortanto
J" up+1 <x,T>dx < up+1(x,a)dx
ainda, por C2.2.14) e <2.1.4)
Lim j up+iCx,a>dx = j up+1<x>dx
a-» O J J
com efeito,desde que, up+1- up+1 = Cu -u ><up+up *u + . . . + U  >o o o o
teremos,
lim f |up+1<x,a>-up+1<x> |dx < |up+...+ur
a-»0 J °  C.  -Pi ^ 'o lLp  1 iir\||u(.,a>-u | i .  0* O p a-* O
donde se conclui que , para todo t e [0,T3 , vale
IIu C ->t : > 1 l p+1 £  IIu 0 I l p+1
como para todo p > 1 , uC.,t ) € Lp, segue que C ver por 
exemplo C113),
lim ||u C.,t > Uj^ p = ||u<.,r> l^ oo < t e £0,T3 )
p-+oo
sendo u<.,t> contínua, |uC.,t)||Loo = ||uC.,t>||o > logo
iU C -'T > llup -  lU o l L u p
para todo t e CO,Tl.
##
Em particular temos, para t = T, T = 1/16M^ que
I u < -'T > l l . u p  £  K l . u ,
Agora consideremos o P V K 2 .1 .1 )  com condição inicial dada
2por u<x,T> , T =1/1ôM^
(2.4.3)
v + £f<v)í = v
t X X X
v<x,0) = u<x,T>
onde u<x,T) e L*n (B, é a solução de <2.1.1) correspondente a 
condição inicial u^, fixada no ponto t = T. Portanto toda a 
construção feita para estabelecermos yma solução para <2.1 .!> em 
KxtO,T] pode ser repetida , para estabelecermos uma solução para 
<2.4.3> em Rx[T,2T3, e por conseguinte para <2.1.1) em KxCO,2T3.
Naturalmente podemos definir um novo PVI, tomando condição inicial 
u<x,2T) e encontrão' solução para <2.1.1 ), pelo mesmo racíocinio em 
Rx[0,3T3. Indutivamente, sempre com o auxilio de <2.4.2) de forma 
que a magnitude dos novos " T " calculados por (2.2.20 ) não
diminua, estabelecemos uma solução para<2.1.1 ) em ERxtO,oo [, onde 
esta solução possui todas as regularidades acima estabelecidas.
Mostraremos agora que para a solução acima estabelecida 
vale ainda que,
<2.4.4> ||uC.,t)||Ll < ||Uo ||Ll
para todo t > O .
Observemos que a diferença entre <2.2.13) e <2.4.4) é 
bastante notável no sentido que <2.2.13> garante majoração da 
magnitude de | u | , onde a variação de t era condicionada ao 
intervalo tO,TD, com T estabelecido em < 28 ), aqui tratamos de 
provar que u e l/<[R), quando vista como função da variável x, paira 
todo t > 0, fixado, ainda mais, com < 2.4.4) poderíamos definir T, 
inversamente proporcional a magnitude de j|uoj|^ i ao invés de ||u0 ||sup 
como fizemos, e mesmo assim poderiamos,pelo mesmo raciocínio acima 
obter uma solução global para o nosso problema.
Para mostrarmos <2.4.4) deveremos lançar mão de uma 
ferramenta, conhecida como as funçSes sinal regularizadoras.
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Definição. Chamaremos de função característica de um intervalo I 
c R, e denotaremos por Xj a seguinte função definida em R :
s e  x  e  1
< 2 . 4. 5 >  X  '
S€> X I
Definição. Chamaremos de função sinal, e denotaremos por sgn<x) a 
s e g u i n t e  f u n ç ã o  :
<2. 4 .  <5>
' - 1 se X < 0
sgn<x) = ■ 0 se X = 0
1 se X > 0
s e C°°<R> uma função crescente
s(x) = 1 p a r a X IA 1 i-i
- s<x) = 0 para x = 0
s<x) = 1 para x > 1
( 2 .  4 .  7>
Toda s que satisfaz estas condi çQes é chamada de função 
sinal regularizadora
Definição. Seja s uma função sinal regularizadora. Então para 
cada £ > 0 dado , definimos a função s^ por
<Z.4.B> s <x> = s(x\s)£
e a função ,como sendo a solução do PVI
<x) = s <x>
£  £
< 2 . 4 .  P> { : co> = o£
Antes de efetivamente provarmos (2.4.4), vamos provar dois 
resultados auxiliares :
2 . 4 . 2  Lema. As funçSes definidas por C2.4 .8) e <2.4.9) são C ^R ) e 
valem
X \ £
< 2 .  4 .  I O  > L ^ <  X  ) = £ I s<Ç)dÇí
<2. 4 .  11) s^<x) --► sgn<x) quando s — > 0  < x  e  R  )
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<z. 4. iz> L ^ < x ) --> |x| quando c —> 0  < x e  R  )
<2. 4. 13> L"<x) = <l/c)e<x)*r .,<x) > 0& L " f J
onde,
©<x) = s ’<x/c) C x e [-c,cJ )
D em.
Obviamente s , L e C0DCK>,pois s e C ^ R ) e basta aplicar o& &
teorema Tundaunentad do cálculo para encontrarmos <2.4.10), como 
solução de <2.4.9).
Agora,considere x e (R,x * 0 arbitrário,tomando 0 < c < | x |
teremos
< i ) se x > 0 então x/c > 1 e portanto s^<x> = s<x/c) = 1
< ü) se x < 0 então x/c < -1 e portanto s^<x) = s<x/s) = -1 
para o caso x = 0 paira qualquer e > 0 tomado, teremos s^<0) = 0 
sendo s^ contínua segue <2.4.11).
Paira mostrar que <2.4.12) é válida, basta observair que paira 
cada c > 0 fixado :
X/C
r í ~x/S<Ç)dÇ = j o
-x/c se x < -e
se -c < x < c 
x /c  se x > £
portanto dado x * 0 tomando 0 < £ < | x |, teremos
se x < 0
■ r :L <x) se x > 0
para o caso x = 0 , temos que L^CO) = 0 . Assim usando o fato de 
que é contínua, obtemos <2.4.12).
Por <2.4.9) obtemos que
L"<x) = Cs<x\£>r= <l\c)s,<x\c)
£
como s< xV) é constainte paira -c < x < c ,segue que
s 'C xV ) = O para -c < x < c
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aplicando (2.4.5) para I = l-e,el, obtemos (2.4.13).
00
2.4.3 Lema. Sejam u, solução de (2.1.1), correspondente a condição 
inicial u € L*n (B, A > 0 ,  r > 0 ,  0 < a < T ,  arbitràriamenteO
fixados e & > O. Ervbão
T A
II<2. 4. 14> I I L^(u(x,t))f(u(x,t))u (x,t)dxdt —* O quando £ —► 0 
a -A
onde é definida por (2.4.9).
Dem.
por (2.2.16), (iii) da proposição 2.3.11 e (2.4.13) teremos
I L"(u )f (u)u | < L*‘(u) I f (u) IL (a) < L"(u)M llull L (a)
1 £  x 1 c  1 1 1,0 1 11 ''sup 1,0
que com ajuda de (2.2.14), garante a existência de uma constante
X > 0 tal que
|L“(u)f(u)u I < \L"(u)
' £  x I £
ainda, é fácil constatar que a função 9  que aparece em (2.4.13) 
é limitada em i-£,£l para qualquer e > O, portanto podemos concluir 
que
logo,
L " ( u ) --► 0 quando e --► O£
pelo teorema da convergência dominada segue (2.4.14).
2.4.4. ProposiçSo. Seja u a solução de (2.1.1) correspondente a 
condição inicial uo, então
<2. 4.15> |u(.,t)|Ll < ||uJ|Ll
para cada t > 0, fixado.
Seja t > 0 fixado, a e R tal que 0 < a < T B « : > 0 ,  
multiplicando <2.1.1>.A por L^<u<x,t>> obtemos
L ’ Cu<x,t?>u <x,t;> + L ’ <u<x,tXf(u<x,t»3 = L ’ Cu<x,t»u <x,t;>
&  i £  x £  xx
ou simplificando,
C i ) L ’ Cu>u +  L ’ Cu>[f<:u)3 =  L'Cu>u
£  t £  x £  xx
é fácil notar que :
T
C ii ) I L'CuXt dt = L CuCx ,t »  - L CuCx,a»J £ t £ £
O
e que dado A > 0, fixado , usando integração por partes teremos:
A a  -A
< Ui > J  L^<uXf<u>3dx = L^Cu>f<u>| - J fCu>L"Cu)dx
Dem.
e ainda
1 x = -A
-A A
A  A
I x = A
< iv ) f L ’ (u)u dx = L ’ <u>u I - f L*’Cu>u2dxJ £  X X  £  X | ^  J £  X
1 x = — A
-A -A
portanto dado t > 0, A > 0 fixados e tomando a arbitrário de forma 
que 0 < a < t  , integrando < i > em t-A,A 3xta,r] e utilizando os 
resultados de < ii >,< iii ) e ( iv ) teremos
T A  T A
J~ L^<u<x,r)dx - fCu>L^"Cu>u dx dt + J~ L^"Cu>u2dx =
-A O  - A  O  - A
T
■ x= A
= |  L^Cu<x,a»dx + |  |  L^CuXu^- f<u)3^j dt
-A O
como L ” > O , segue  que
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T A
o -A
< J  L^(u(x,a)dx + J  |  L^íuXu^- f (u)3 | J  dt
1 x« - A O
fazendo c --* 0, pelos Lemas 2.4.2 e 2.4.3, obtemos
A A T A
|  ju(x,r)|dx < |  j u(x,a) [ dx + |  -jsgnCuXu - f(u)]|| dt
-A -A a A
fazendo A --- co , obtemos pela proposição 2.3.6, (2.3.44) e f  <= 0°°
que,
J|u(x,r)|dx < J"|u(x,a)jdx
finalmente, tomando a --► O, obtemos
ju<.,t)||L i < ||uo|Li
##
2.4.5 ProposiçSo. Sejam u^, <= L*n (B e  u, v soluçSes
correspondentes do PVI ( 1 ). Então para todo t > 0, vale:
||u(.,t> - v(.,t>||Li < |uo- vo ||Li.
Dem.
Observando que se u,v são soluçdes de (2.1.1) então,
(u-v) + Cf(u) - f(v)] = (u-v)
t X  XX
que multiplicando por L^_(u-v) , integrando em [0,t3xt-A,A3 e 
procedendo com analogia a demonstração da proposição 2.4.4, para ao 
final , obter o desejado.
0#
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II.5 RESUMO DO CAPITULO
Podemos finalmente resumir este capítulo num só
resultado:
2.S.1 Teorema Seja u e L1C[R)n Q3<[R>, i.é, u absolutamenteO o
integrável e limitada . Então o problema de valor inicial
r u + crcu>] = u
1 x xx C x e R ,t e [0,00 [ )
uCx,0) = u Cx)
onde f  e C CR), possui uma única solução u e W, para W definido por 
V  = ^  w:Rx[0,oo [—» R, mensurável /  || w + | co ||^ u <oo onde
w
"8Up
= S U P  f |wCx,t)ldx e1 í €[ o , oct J ■ '
= sup| jcoCx,t)| /  Cx,t) e RxtO,oo
tal que
C í )  u  e  C^lRxlO,«» C)
C ii ) D^DmuC x,t)--► 0 quando x ---► ± oo
uniformemente para t e ta, oo [ ,a > 0 , e finalmente para cada a >
0 arbitràriamente pequeno, porém fixado, existem constantes
não-negativas K Ca) tais que m,n
C iii  ) sup HD^D^uC^t) |j < K  Ca)
" l x "eup m,r>lia
00
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Observação. O que justifica a afirmação C itt > do teorema acima é
o fato do que» as constantes " K Ca> " que aparecem na proposição 
2.3.11, dependem diretamente e somente da magnitude das condiçSes 
iniciais. Como para p = l,oo
< ||u<.,t> «L p\ ao
forma uma sequência não-crescente , então as "K Ca>" obtidas
td ,n
para condição inicial u^, serão as maiores possíveis dentre as 
”K " obtidas na busca de solução nos intervalos tO,T],m,n
CT,2TD, C2T,3T3,... .
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CAPITULO III
III .1 O EXEMPLO HIPERBOLICO
Enquanto no capitulo II, buscavamos propriedades para o PVI 
parabólico lá estudado basiando-se naturalmente nas propriedades da 
solução fundamental do calor, aqui, a título de comparação,
trataremos de estabelecer uma solução global para um PVI não linear 
do tipo hiperbólico basiando-se na solução fundamental da equação da 
onda, isto é, iremos estabelecer uma solução para :
u + CfCu>3 = u < A >
t t X X X
o. i. i> uCx,0> = u (x) C B )
• o
u <x,0> » v <x> < C >l o
onde f <= CC°C(R>, x e R e t € IR e u<x,t> é um escalar.+ [
Sem perder a generalidade podemos considerar f<0> = 0 :
3.1.1 Proposição. Sem perda de generalidade no PVI <3.1.1>, podemos 
considerar f e C^CR} tal que f<0> = 0 .
Dem.
Com efeito, se f<0> * 0 , tomando-se g<u> = fCu) - fC0>
teremos
[gCu)J = [fCu>3 e gC0> = 0
assim podemos tomar C IA > como
u + [g<u>3 = u
tt X  XX
onde g € C^CR} é tal que gCO) = 0.
##
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oo _Daqui em diante consideraremos f e C (R ) tal que
<3.1 .2 > f CO) =  0
Queremos estabelecer uma solução para (3 .1 .1 )  considerando 
inicialmente condiçSes iniciais u^ e tais que :
o . i . a >  u , v <s Li (K ) ri (B([R)o o
ié, u e v absolutamente integráveis e limitadas em R, a O o
condição (3.1.1XB deve ser interpretada no seguinte sentido : 
o.i.4> ||u(.,t) - UçJIl* --* 0 quando t --► O
enquanto que (3.1.1 ).C deve ser vista como
S ’<3.i.5> u(( . ,t )  --► vo quando t --► 0
III.2 A SOLUÇXO LOCAL
Lembrando que as integrais indefinidas que aparecem ao 
longo do texto representam integração em [R e que Dç denota 
derivação na variável Ç, similarmente ao que fizemos no capitulo 
II, consideraremos inicialmente o PVJ da onda unidimensional não 
homogêneo , definido em tRxCO,oo ), por
u = u + h(x,t)
t t X X
u(x,0) = u (x)o
u <x,0> = v Cx)i o
onde u e v são do tipo estabelecido em (3.1.3).
No capitulo I, o princípio de Duhamel apresentava 
solução do PVI acima, o seguinte resultado :
como
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<3. 2 . i> uCx,t> = C1/2>J DtGCx-y,t.>uoCy>dy +
t
+ Cl/2>jQCx-y,t.)vo<y>dy + <1/2>J JoCx-y, t-s>h<y ,s)dyds
onde para cada r > 0,
< 3 . 2 . z > GCÇ
' " ' { o
O
se | Ç | < T 
se j Ç | > T
ainda, no capítulo I, ficou estabelecido pelo lema 1.2.4 que para 
cada t > 0 e x e ÍR, vale :
< 3■ 2. 3 > D GCÇ , t> = <5CÇ+t > + <SCÇ“ T>
T
onde ô representa a "função" delta, e a derivada é entendida no
sentido das distribuiçSes.
Considerando por um momento Cf Cu)] em C3.1.1>.A como uma
X
não homogeneidade da equação, obtemos uma equação integral :
u<x,t> = Cl/2>jDiGCx-y,t)uoCy>dy + <l/2>J<Kx-y,t>vo<y>dy -
t
-<1/2>J J* GCx-y,t-s>[fCu<y,s)3 dyds
o
mas observando que
o. 2 . ■*> jGCx-y,t-sXfCuCy,s)3^dyds =
|y= oo p- JD G<x-y,t-s>f <u<y,s>>ds y=-C0 J ^
e se denotarmos por
<3.2. 5> = - D?GC?,t >
teremos pelo lema 1.2.4 que,
<3.2. <» HC?,r> = - <5<?+t >
onde 6 representa a " fungao " delta e a derivada 6 no sentido das
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distribuiçSes. Observando <3.2.2), é fácil concluir que
0 . 2 . 7 ) G<x-y,t-s)f<u<y,s>)--► 0 quando y --► ± oo
portanto por <3.2.4), <3.2.5) e <3.2.7), obtemos
<3. 2. 8> u<x,t) = <1/2>D <3<.,t)*u + <l/2)G<.,t)*v + t o  o
+ <1/2) H<.,t-s)*f<u<.,s))dsío
onde G e H são dadas em <3.2.2) e <3.2.6) respectivamente.
A fórmula <3.2.8) sugere que o candidato a solução do PVI 
<3.1.1) seja um ponto fixo do operador integral que aparece em seu 
lado direito Para garantirmos a existência de tal ponto fixo, 
iremos proceder como no capítulo II, deveremos como lá , construir um 
espaço de funçSes tal que o operador integral acima citado seja uma 
contração. O espaço métrico aqui utilizado provem do mesmo espaço 
deBanach, a saber :
Definição. Para T > O, fixado, considere
<3. 2. P> i = sup
l €  [ ©,TJ
O. 2. 10> II
com isto podemos definir o espaço normado completo :
o. 2 . ii> W = -J co:Rx[0,T3 —► <C, mensurável /  | w | + J| co < oo
3.2.1 Proposição. Considere W definido em <3.2.11). Então,
0 .2 .  12) >
define uma norma em W.
Dem.
Dado w e W, é fácil ver que
< '  > II “  l w  *  0
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C u  y llXt0 llw “  I M H w
ainda, se | co ||^  = 0 então sup-j^  |co<x,t>| /  Cx,t> e D?xC0,T3^  = 0 no 
que implica w<x,t> = O. É claro que s© co = O, | co ||^  = O, portanto
C Ui ) I co ||v  = 0 se e somente se co = O.
agora, como
sup I | co Cx,t>- w Cx,t>|dx <
i e t o/rjJ
< sup I | co Cx,t>|dx + + sup I jco <x,t>|dx 
t €  I 0,T)J t €  t O  , TjJ
e,
sup jcoíCx,t>-w2<x,t> | /  <x,t> e KxtO,T] <
< sup| jcoâCx,t> |/Cx,t> e KxtO,T] + sup-jj u>2<x,t> j/Cx,t> e Rx[0,T3 ^ 
para todo ,u>2 e W, segue, respectivamente que
II W!  ‘  w 2  II * -  II w t  II* + II w 2  IL
e
I o> - co II < || co || +  || co ||
II 1 2 11 s u p  ” 1 ’’sup ” 2 ''sup
assim;
máX {  K  ~  W2 L ' K  - W2IIeup }  - 
-  m á x  |  1 « ^  + k i 4> k i . up + K l l oup }  *
< máx {  }  + máx |  K I I ^ K I L p  }
portanto, dados w^, co^  e  W, vale
< -  > K  - W2llw - llwillw + llwzllw
no que conclui a  dem onstração.
##
3.2.2 Proposição. Sejam W definido em <3.2.11) e uq,vo e
co<x,t> = <1/2>D GC.,t>*u + <l/2)G<.,t)*v t o o
então co € W.
Dem.
Lembrando que
D GC.,t>*u = u <x+t) + u <x~t>i o o o
x+t
GC.,t)*vo = J* vQ<y)dy
x-t
então, é fácil ver que
< 3 . 2 . 13 ) |DlO<.,t.>.Uo | < 2||uJ
, 8 . 2 . 1«) |0<.,t,:>«vj < 2Tlvo | = ui>
como
| w<x,t) | < <1/2) |DtGC. ,t )*uo | + <l/2)|GC.,t>*vo | 
segue por <3.2.13) e <3.2.14) que
M . „ p 5 « /23[  2 K I L P 1 +  2 T I K I L P
ié,
O .  2. 15>
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Para mostrar que
II w  I I ,  <  00
observemos que, para todo t fixado,
|D,0< |L * S Z K I l '
||G^  • '^^*v0 II1 S 2‘ |vo |l i
I u I, s <l+T>mte||uoHLi,|vo|L.J.
<3.2.18) garantem que co e W.
##
Definição. Seja w <= W, definimos o operador IP sobre W, como sendo :
o.z. ip> (P<w)<x,t) = <1/2)D GC,t)*u + <l/2)G<.,t)*v +t o  o
t
+ C1/2>J HC,t-s)*f<w<.,s))ds
o
onde G e H estão definidos em <3.2.2) e <3.2.6), respectivamente.
O candidato a solução do problema <3.1.1) aparece como um 
ponto fixo deste operador . Para estabelecer tal solução, desejamos 
como foi feito no capítulo II, utilizar o teorema do ponto fixo para 
contrações, aplicado em algum subespaço fechado de W, que seja 
invariante sob a ação de IP.
Considerando 0 < T 5 1, teremos por <3.2.15) e (3.2.18) que 
para to e W , definido por
co<x,t) = <1/2)D G<., t)*u + <1/2)G<. ,t)*v ’ t o o
«  |4 < 2máx |  |uolLi, |vo |L» | 
w  I L P 5  2 m á x { i u o L u p ' i V o i . u p }
valem
<3.2. 20) 
<3. 2. 21)
< 3 . 2 . i <5 )
e,
< 3 . 2 . 1 7 >
portanto,
<3 . 2 . 18>
logo <3.2.15) e
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isto nos leva a seguinte definição :
Definição. Definimos como sendo o subconjunto de W, tal que 
co € W#, então
<3.2.22> | co -(1/2)D GC.,t>* u - (1/2  )G( . , t )* v I <I t O O 111
< 2máx||uojLi,||vo |LiJ
(3.2.Z3) |j co -C1/2>D G ( . , t ) *  u - d /2 )G (. ,t)S v | <
II l  '  O O »eup
isto é,
0. 2 .  24)
< 2mâx{||uoIoui>,||vo ||iuJ
W# = | c o e W / c o  satisfaz (3.2.22) e (3.2.23) |
3.2.3 Proposição. definido em (3.2.24) é não vazio, e
para todo co e W#, valem :
O. 2. 29) CO
<3. 2. 2<5) CO
II, £  4 m â *  {  Iu o Il 1’Iv o Il 1 }
II.UP -  4 , n 4 X { l U o l . u , ’lV o l W }
D e m .
É fácil ver por (3.2.20) e (3.2.21) que 0 e e
obviamente
co(x,t) = (1/2)D G(.,t)*v + (l/2)G(.,t)*v ’ t o o
também pertence a V^, agora seja co um elemento qualquer de 
neste caso teremos:
I co | < Ico - (l/2)DiG*uo-(l/2)G*Vo+(l/2)DiG*Uo+(l/2)G*Vo||i<
< ||co -(1/2)D G*u -(l/2)G*v | + ||(1/2)D G*u +(l/2)G*v |I t O  O 11! 1 t O  O11!
se
ainda,
que
daí, por (3.2.20) e (3.2.21) segue (3.2.25). Analogamente se prova
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##
3.2.4 Proposíç3o. definido em C3.2.24} é um subconjunto fechado
de W.
Dem.
Verificaremos que é fechado,mostrando que possui
todos seus pontos de acumulação, com efeito, seja (w^) uma 
seqüência em W^, que converge para co^  e V. Então vale
< i > | co -C1/2>D GC.,t>*u -Cl/2>GC.,t>*v I — -♦
• n  t O  O  '
--► |w -C1/2>D GC.,t)*u - C l/2>GC.,t)*v II oo t o  o  I
uniformenente e todo CRx[0,T3. De fato, c o --► co em W, significa que
n  00
dado £ > 0 , existe n^e [N tal que
máx |  I con- toj^fl con- c o j ^  }  < * sempre que n > nQ
portanto para este mesmo n^, teremos para todo t e [0,T],fixado,
|co -<1/2)ID G<„t)*u - GC,t>*v Dl -I I n l O  o I
- |w -C1/2>D GC.,t>*u ~ - Cl/2>G<.,t>*v I < |w - co I <I 00 t O O 1 | I n 001
<  IIC0 - CO || < £
II n  0 0 " 8 u p
para todo n > n^.
Observemos que para cada t e [0,T1 fixado,
<|w - (1/2)D GC„t)*u -Cl/2)G<.,t)»v I)
I t O  O  1 n e l N
é uma seqüência de funçÇfes não-negativas e integráveis em K, ademais 
para todo n e IN, co e W assim por C3.2.22> teremosfl P
Cx,t> - C1/2>D GC.,t>*u - Cl/2)GC.,t>*v Idx <■> ’ t o  o «
(3.2.26).
JlCOn
< sup I J co - (1/2)D G(.,t)*u - Cl/2>GC,t)*Vo | dx = 
t€tO,T3 J
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= Ico - < l /2 )D tGC.,t>*uo-<l/2>G<.,t,>*vo ||i < 2máx-|
segue pelo lema de Fatou que para todo t € [0,TJ,fixado
í*CO <x,t> - C1/2>D GC.,t>*u -<l/2>GC.,t)*v dx < oo t o o 1
assim ,
< lim inf |w Cx,t> - <1/2)D G(.,t)*u -<l/2)G<.,t)*v Idx < M n  t O o ■n --► 00 J
< 2máx||uo||L l,||vo|Li|
\\± -  2m áx{ llUo lL 1' l VollL1}C U > co - C1/2XD GC.,t>*u -GC.,t>*v 3I 00 t o o
Agora por <3.2.23> e C i > temos para todo x e ER,t e £0,T3
Ico <x,t)-<l/2)D G<.,t)*u -Cl/2>GC.,t>*v I < 2máxí||u I ,||v I l 
I 00 t  o  O 1 ^  O n ® u p  11 O  ' ' e u p j
donde se conclui que
C iU ) I oo - a/2>D GC.,t>*u -Cl/2)GC.,t>*v | <II oo t o  O " s u p
< 2máx^Juo llv0 loup^  
logo por < ü ) e < iii ) temos que oo^  e W^.
00
Definição. Considerando (3.2.26> e o fato de f € G°°C[R>, definimos 
para todo j natural,
0 .2 .27 ) M .  = sup {  |f<J><eO| /  |«| < 4máx<|uo||eup,||vo||sup> J
Observem os que p ara  cada j  e  IN, M e s tá  bem  definido pois o 
conjunto  dos reais  a  ta is  que | a  | < 4mâ* { l uo l L p 'l vo L p }  é «om paoto. 
P a ra  j = 1, tem os a  seguinte  propriedade :
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3 .2 .5  Proposição. Para todo w e vale
(3. 2. 2B) |f<W<X,t}}| < M4 |w<X,t.>|
onde f € C°°<{R}, <x,t} e [RxC0,T3 e definido em <3.2.27}
Dem.
Pelo teorema do valor médio para derivadas aplicado no 
segmento que une a origem ao ponto w<x,t}, para cada <x,t) e
RxtOjTJ fixado, porém arbitrário, e observando f<Q> = O e <3.2.275 
obtemos facilmente <3.2.28>.
##
Usaremos este fato para provar que é invariante sob
o operador definido em <3.2.19} :
3.2.6 Proposição. Sejam definido em <3.2.24 > e IP o operador 
definido em <3.2.19}. é invariante sob a ação de [P, isto é,
1P<W<[} ç
desde que T < 1/2M .
Dem.
Seja co e W^, deveremos mostrar que IP<w} expresso em <3.2.19} 
satisfaz <3.2.22} <3.2.25}, para tanto Lembremos de <3.2.6} que
H<x-y,t-s} = 6<x-y-t+s} - <5<x-y+t-s}
onde ô é a distribuição delta de Dirac, assim,
H<.,t-s}*f<co<.,t} = Jó<x-t+s-y}f<w<y,s}dy -J* 6<x+t-s-y}f<co<y,s)dy
pelo exemplo 1.1.7, podemos concluir que
(2. 3. 2P> H < . , t “ S } * f < W < . , S }  =  f < W < X - t + S , S } )  - f < W < X + t - S , S } }
portanto, por <3.2.26}, <3.2.28} e <3.2.29}, teremos
‘ •f
3t
portanto,
| J  H<.,t-s>*fCw<.,s»ds | <
Ot i
< J* | f<w<x-t+s,s» |ds + J* |f<w<x+t-s,s>) |ds <
o o
i i
< M^J jcoCx-t+s,s) jds + J w<x+t-s,s> jds <
o o 
i
-  2M1 H l eupJ  dS -  8<'màX { l UoÍBup'lVoiauP}
O
|P<co> - a/2>DtGC.,t>*Uo-Cl/2>G<.,t>*vo||oup <
t
< Cl/2>sup j| H<.,t-s:>*í~<w<.,s:>}ds | < 
t«lRxiO,TJ J
O
S  “ M . T " ^  { l u o l w 'lv o l ~ , , }
i.é,
<3 . z. 30) IIIP«A» - C1/2>D GC.,t>*u -a/'2>GC.,t>*v | <
» t O  O " o u p
< ■>MiT m à x{luo ||>u|>,iv o ||su[iJ
agora, por <3.2.25>, <3.2.28), <3.2.29> e pelo teorema de 
teremos para cada t € C0,T3
t
,t-s>f CcoCy,s»dyds | dx <
o
i i
< MJ J  f < w C x - t + s ,s »  |d s d x  + JJ |f< w < x + t - s ,s >  jd s d x  
o o
< 2tMj|o>||i < 8tMimáx||uo|Li,|vo|LiJ
portanto,
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Fubini,
82
ta.z.ai, J|PCw> - Cl/2>DtG<.,t,>*Uo- a/2)GC.,t .>*Vo ||i <
< 4MiTmá«||uo |Li,||vo ||Li|
Logo, para T < 1/2M^, segue por (3.2.30) e (3.2.31) que
##
Para obtermos as fórmulas (3 .2 .2 8 )  e (3.2 .29) precisemos 
naquele momento que O < T < 1 , portanto de agora em diante 
consideraremos
< 3 . 2 . 32 > T = mini mo-|l, 1 /2M 4
3 .2 .7  Proposição. Sejam T como em (3.2.32), (P o operador definido
em ( (3.2.19) e co ,co € W Então i 2 m
IpC" > - P < V lw í  <1/2)||» - » |w
em outras palavras, P é uma contração em , cuja constante de
contração é 1/2 .
Dem.
Com efeito, Por (3.2.28) e (3.2.29) temos que 
t
|J H(.,s)*Cf(wi(.,s))-f(a>2(.,s))]ds| < 
o
i
< J  J l f ^ x + t ^ s ) )  - f(w(x-t+s,s» | ds < 
ot
< M^J |coi(x-t+s,s)-wz(x-t+s,s) |ds + M^J j wi(x+t-s,s)-w2(x+t-s,s) |ds 
o
< 2tM tico - CO I
1 II 1 2 Hsup
como t < T < 1/2M^ segue que
(  i )  ||P(w )  - P(co )|| < ( 1 /2 )  || co - w ||
II 4 2 (leup M 1 2 " e u p
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novamente por <3.2.28> e <3.2.29> :
< M I |[«-«aK.,s>jLids < M^t I - «aJ4
o
portanto,
< ii > ||[P<»> - P<» >1^  < <1X2)1« - <02i4
lo ç o  p o r  <9.2.12> , C. v > ç» < ü  >, e o g u «  o  d e p ç jo d o ,
ãâ
Com esta proposição podemos garantir a existência e 
unicidade de uma solução em W#, para a equação integral . Na verdade 
se u e v são pontos fixos de IP em W, tomando,
que permite reutilizar o raciocínio empregado ainda no caso 
parabólico, quando buscavamos justificar a unicidade de solução em 
W, e concluir que existe um único ponto fixo de IP em todo W. Podemos 
conferir que nossa solução fraca satisfaz as condi çSes iniciais no 
sentido impostos em C3.1.4> e <3.1.5>,com efeito, , para u dada em 
C3.2.8), teremos por C3.2.29) que
K  = sup
então, para todo t e 10,T], vale
t
o
x+l
0 . 2 .  33)
x-t
t
+ Cl/2) fCu<x-t+s,s»-fCuCx+t-s,s>) Ids
o
msus, pela proposição 1.1.1, segue que
||<l/2>[uo<x+t>+uo<x-t)] - uq --► 0 quando t — 0
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ainda,
x+t
J | J  vo<y)dyJdx < 2t|vo ||^i--» 0 quando t --» 0
x-l
L
f<u<x-t+s,s> - f <u<x+t-s,s>ds |dx < 2tMi ||u|| —► 0
o
quando t —► 0
portanto,
|ju<.,t> - u^lj^i--► 0 quando t --► 0
ou seja C3.1.4) é verdadeiro. Para provar que <3.1.5> vale, devemos 
observar que
u <x,t> = <1/2)6 <.,t!>*u + <1/2)G <.,t>*v + t it o t o
+ <l/2>jHt<.,t,-s>*f<u<.,s»ds + H<.,0>#f<u<.,t>
ora, derivando <3.2.6> em relação a t,obteremos
G <.,t>*u = lô’ -ô']*u tt o  - t  t o
portanto pelos itens < i.i > e < ív > do exemplo 1.1.9, segue que
S  ’Git(.,t)*uo --► 0 quando t --> 0
agora, observando que
G <.,t>*v = v <x+t> + v <x-t>i o o o
então pela proposição 1.1.1 , segue que
||Gt<.,t>*vo - --* 0 quando t --► 0
e portanto, pelo item < íii > do exemplo acima citado segue que
<1/2>G <.,t>*v -5-» v quando t --► 0t o o
além disto , tem os que p ara  H definido em <3.2.6>,
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HCO,t> = 0 
Resta,portanto mostrar que
t
r s ’| HtC.,t-s>*f<uC.,s)ds --► 0 quando t --► 0
o
para tanto,observemos que
HCÇ ,t > = - DçGCÇ,t >
e portanto,
H <.,t-s,s>*fCuC.,s» = - G <.,t-s)*D [f<uC.,s»]
t t X
como
G <x,t-s> = óCx+t-s> + óCx-t+s> i
segue que
onde a derivada é no sentido das distribuiçSes, íé , denotando por
. » ]
teremos para todo p e S que
D | Cfou) , ]c*>> = CfoU>J. <«>0 x |_ ±<t-e>J ±<t-o> r
segue o desejado. Logo podemos 
quando t --► 0
isto é, <3.1.5? vale.
Quanto a dependência das soluçSes em relação as condições 
iniciais podemos enunciar o seguinte resultado
3.2.8 Proposição. C dependência continua > As soluçSes fracas de 
C3.1.1), estabelecidas pela expressão C3.2.8>,dependem continuamente 
das condiçSes iniciais correspondentes.
desde que <fou>. é limitada,^ ±<t-e>
concluir que
u C.,t> — v t o
D f(fou) 1 = D |f<uCx±Ct-s>,
X I ±<t-e>J X I
G C.,t-s>*D tfCuC.,s»3 =D |fCu<x-t+s,s» + f<uCx+t-s,l  x
Dom.
Se iam Cu ,v > o <u ,v >, condicSes iniciais ©m L1n (B, © u, v suas ^ O o l i  v
respectivas soluçSes fracas correspondentes, ou seja,
<2 . a. a * >  uCx,t> = C1/25D GC,t>*u + Cl/2)GC.,t>*vo +
i
+ <1/2>J  HC.,t-s>*f<uC.,s»ds
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<2 . a. a» v<x,t) = <4/2>D GC.,t>*u +<l/2>GC.,t>*v +t 1 1
t
+ <l/2> | HC.,t-s>*f<v<.,s»ds
O•fo
ambas definidas em RxC0,T3, T = mínimo-jl,l/2M^. Subtraindo C3.2.35)
de <3.2.34> obtemos
u<x,t> - vCx,t> = C1/2>D GC.,t)*[u - u 3+Cl/2>GC.,t>*Cv - v 3 +i o í o i
t
+ HC.,t-s>* J^f<u<.,s»-f<v<:.,s»jds
o
considerando que
|D GC,t>*[u - u3| < 2 ||u - u I
I t o  1 ■ 11 o  1 "sup
e,
| G C .,t )# t v  “ V  3 | <  2 1|v - v  ||1 O 1 1 1 o 1 1 eup
© ainda qu© por (3.2.28), (3.2.29) e o fato de que T S  1/2M ,tem_se
L
J H(.t-s)*<[f(u(.,s)-f(v(.,s)ds | < ||u — v|
eup
segue qu©
!U “  V IL u p  -  l U o '  U J l a u p  +  l V 0  ‘  V J L p  + C 1 / 2 > l lU  -  V llsu p
donde se conclui que
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<2. 3. 30)
por sua vez,
llu  -  V L p -  2 m â X { l l U o  "  U J . u P ’ l V 0  "  V , l . u p }
- u^ l |dx < 2||uo - uJ|Li
X+l
J|GC.,t.>*tvo - v ^ d x  < l^ Vo ” v^DCyíjdydx <
x-t
t
"  I  J l IV o ' V i K y ~ X:>l d x d y  -  2 i V o ■ V1« L 1 
-t
ainda, novamente por C3.2.28}, C3.2.29? e T ‘S  1/2M que
t
J|J H<.,t-s)*[f€u<.,s> - fCvC.,s>>ds jdx < ||u - v ^
o
portanto,
lu " v|4 S |uo - u | á + CK^/2) II vo—v4 II4 + Cl/2> ||u - v ^
donde se conclui,
<3. 2. 37> ||u - vj4 < 2máx||uo-u|Li,||vo-vi ||Lij.
Ainda , com base nos cálculos acima feitos, e observando
que
|GC.,t>*<uo - u4>| < a/2>||G<.,t>|eupJ  |[UQ - u^ 3<x> |dx 
podemos também, concluir que
o . 2. 38> ||u - v||oup < 2máx^||uo-ui ||eup,|vo-vi ||Li|
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III .3 A SOLUÇXO GLOBAL
A técnica para se obter uma solução global para o PVI 
C2.1.1> do capítulo II consistia em, depois que obtida a solução 
parcial para t e C0,T3, tomando por base que para o valor de T 
dependia exclusivamente do inverso da magnitude de ||u0 ||ou » ® qu©
(3-3- K - > T>L u P- luoieup
assim poderíamos restabelecer o PVI tomando como condição inicial 
u<.,T>, encontrando uma solução num intervalo CT,!^!, mas tendo em 
vista <3.3.1> acima, podíamos lá, confirmar a existência de uma 
solução num intervalo padrão CT,2T3, e assim por indução obter a 
solução global.
Agora aqui ,apesar de todas as regularidades apresentadas 
em <3.2.36>,<3.2.37> e <3.2.38>, a técnica aplicada no capítulo II, 
para obtenção de uma solução global para o PVI parabólico, não pode 
ser imediatamente aplicada , devido ao f ato de que quando tomadas 
por condiçSes iniciais a solução parcial encontrada, com t = T ,nem 
sempre a magnitude das novas condiçSes iniciais serão menores que as 
magnitudes as antigas , ió, nem sempre será verdade que
máx {||u<.,T>||oup,||u<.,T>||eup|  < máx{||uo ||Bup,||Vo||eup|
nem mesmo vale
máx |||u<.,T>|l i ,|u C.,T>||l1| < máx ||Li,||vq ||Li|
que seria uma alternativa, como foi sugerido ainda no caso 
parabólico pela proposição 2.4.4 Paira ilustrar estas afirmações 
vejamos os exemplos que seguem :
3.3.1 Exemplo. Seja T > 0,e k > 2 , ar bitr átrios, porém fixados 
Defina
89
ekcx> =
0 s© | x | > kT
-Cl/kT>x + 1 se 0 < x < kT 
<l/kT>x + 1 se -kT < x < 0
Por D’Alembert-, podemos afirmar que
u<x,t> = g^Cx+t-T? + ekCx-t.+T>
é solução da equação homogênea unidimensional da onda, temos ainda 
que
u <x,t) = g ’Cx+t-T) - g ’ Cx-t+T)
t k  k
em quase toda parte de RxtO,oo>. Um simples cálculo nos leva a :
||uCx,0> II = 2 - <2/k> , ||u Cx,0> | = 2/kT, ||u<x,T>|| = 2 e
II >>Bup 11 t "eup 11 11 ©up
I V X ' T > I L P -  0 •
Logo basta que k > 1/T, para que se tenha 
máx | | | u < x ,T > | | e u p , | | u < x , T > | eui>j .  > máx | | | u C x ,0 >  fl^ , ||ut C x ,0 >
##
3.3.2 Exemplo. Seja a > 0 real fixado , considerando o PVI dado por
{
u = u
t t X X
u<x,0> = 0  e u Cx,0) = v <x> 
t o
onde,
a/2  s© x e [-1,13
í  ~  i <x> = \
lo se x e R-í-1,13
é obvio que v^ € L1!^  05. A solução do PVI acima é :
x+t
u<x,t> = <l/2> | vo<y>dy 
x-l>í
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considerando o seguinte gráfico :
podemos perceber que na região I , uCx,t) = cx/2 ( mesmo para outras 
condiçSes iniciais, teriamos u(x,i) = constante dentro da região 1, 
este fato é conhecido por REVIBRAÇXO e um estudo detalhado deste 
fato pode ser encontrado em por exemplo [13 ou [83 ). Sendo assim,
x+i
X —l
X-fl
|uC.,t>!L± = J |u<y,t>|dy > J |u<y,t>|dy =
isto informa que C |u<.,t>||^i ^>0 forma toma seqüência crescente.
##
Espelhando-se no teorema sobre extensão de soluçSes para 
EDO < ver por exemplo (43> ) , podemos estabelecer uma solução fraca 
global para o PVI <3.1.1> basiando-se no fato de que uC.,t> e 
uC,t> pode ser usadas como condi çSes iniciais, para cada t fixado e
ainda para f  = 
tais quç>
;up ou y  = L existem constantes
O. 3. 1>
£ JC + K tY<*-> Y <z>
t> < K + K tli y  y  o>
que encontramos paira 10,T3, uma solução em tt,^] e que portanto não 
teremos o inconveniente de só haver solução em algum intervalo 
limitado do tipo C0,b3, onde b = T +  ) T , T  é o  valor encontrado^  n n
pela fórmula <3.2.32),na n-éssima reaplicação do mó todo na busca de 
uma solução em LT >T pois caso b < ao , as expressSes em C3.3.1> 
nos daria argumentos suficientes para refazermos todos os passos do 
paragráfo III. 2, para ao final encontrar uma solução num intervalo 
maior que [0,b3.
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Para provar* <3.3.1 >. A observemos que as expressëes
<3.2.15), <3.2.18), <3.2.30) <3.2.31}, independentemente de quai
seja o valor de T, fornecem para y — L ou y — sup
sup fiu<-,‘t-} [ï < jl+T<l+4Mi}lmáx -j |
l €  t o,tj ^  L 1 J l }
em particular para t-odo T > 0, y = L ou y — sup , vale
luC.TJlj, < Cl+TCl+4Mi>lmàjt {||ujy ,|vo|yJ
o que suficiente para justificar <3.3.2).A .
Para justificar <3.3.2).B, é suficiente que condiçSes 
iniciais sejam tais que
<3. 3. 2> (
DJu € L1!-! IB
x O
DJv <s L*n B 
x O
< j = 0,1,2 ) 
< j = 0,1 )
assim sendo,
u<x,t) * v4<x,t) + <1/2) s)*f<u<.,s))ds
onde
v = <1/2)<3 <.,t)*u + <l/2)G<.,t)*v 1 l o o
pode ser reescrita por,
>J ['u<x,t) = v^<x,t) + <1/2) | |f<u<x-t+s,e) - f<u<x+t-s,s) jds
onde
v4 = <1/2) ^uQ<x+t) + uo<x-t)J + Cíy2)J vo<y)dy
x-t
x—1
>J  c
portanto,
(3. 3. 3) u^<x,t) = D^ v^  - D £f<u<x-t+s,s)) + f<u<x+t-s,s))Jds
desde que u seja derivável.
Deixaremos para o próximo parágrafo a demonstração de que 
com condições iniciais como em <3.3.2), u é derivável e além disso,
92
p ara  todo t  e  tO,TJ vale :
sendo assim,por <3.3.3} teremos que
5 I V .  I~, * V I V I L , ,
e,
|utC.,t>|Li £ ||DtvJ|Ll + 2Mit||Dxu|i
o que é suficiente para provar <3.3.3>.B.
Observação. Para obtermos
l|Dxu li = sup iDxuC-'t5iL1 < 00
l€CO,T3
devemos utilizar o método dais aproximações sucessivas tomando v^  
como acima e
v
r+i
v
= v + <l/2> I [f<v <x-t+s,s» - f<v Cx+t-s,s>>Ms
1 I r r
paira r > 1, natural. Gomo v é tal que
lD,v,I , < »
segue-se, utilizando o princípio de indução que
ll®xv r ll1 ^ 00 C r e  (N >
como v possui subseqiiéncia que converge uniformemente para u,
r
segue-se que
tíDxu l1 < 00
III.4 CONDIÇOES INICIAIS EM S<R>
Para estabecermos propriedades relevantes a nossa solução 
devemos fortalecer nossas condições iniciais, haja visto que mesmo
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no caso em que f = O, para obtermos diferenciabilidade para nossa 
solução teremos que ter no mínimo diferenciabilidade das 
condi ç6es iniciais. Tomaremos então
< 3 . 4 . 1 >  U  ,  V  € S<(R)o o
onde SCR) é o espaço de schwartz definido no capítulo I . 
Inicialmente trabalharemos com a solução local, para no final 
extendermos os possíveis resultados para a solução global.
Seja v a solução de <3.1.1>, corespondente as condiçSes 
iniciais estabelecidas em <3.4.1>, i.é, v é tal que
(3. 4. z> vCx,t> = a/2>D GC.,t>*u + Cl/ZíGC.jt^v +t o  o
t
+ <l/2> j HC.,t-s>*f<uC.,s»ds
O
>J .,t-í
A exemplo de fizemos no parágrafo II.3, definiremos uma 
seqüência diferenciável de funçSes de W, com o objetivo de encontrar 
uma subseqüência, tal que a seqüências formadas por suas derivadas 
sejam todas uniformente convergentes ás derivadas de v, ganhando 
assim a diferenciabilidade de nossa solução. Assim, consideremos :
v Cx,t> = C1/2>D GC.,t>*u + Cl/2>GC.,t>*vi t o o
ou seja,
x+ t
<3.4.3> v <x,t> = <l/2>[u <x+t>+u Cx-t>] + Cl/2> I v <y>dyi o o J o
X- 1
definida em ÍRx[0,TI, T dado em <3.2.32).
3.4.1 ProposiçSo. Seja v^  definida como em <3.4.3>. Então v^  tem 
derivada de todas as ordens e para cada j natural dado, existe uma 
constante positiva K tal que,
<3. 4. 4> ||DjV  I <  J<
1 X 1 "sup J
e para cada m,n naturais, existe uma constante K tal que : 
o. 4.5> l|DnDmv | < K
” t x ± 11 e u p  rr>,r»
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Dem.
Como u ,v e S, é imediato que v tem todas as suas o o 1
derivadas e ainda para cada j natural
DJv <x,t) = <l/2)[DJu <x+t)+DJu <x-t>] +
X 1 X o x o
+ < l/2>tDJ_1v <x+t)-DJ-±v <x-t)3
x O  x O
d a i ,
|Djv I < ||Dju | + ||Dj_1v
x 1 Msup 11 x 0 " e u p  11 x O  "eup
portanto definindo
K  =  ||DJu I + ||Dj_1v I
J 11 X 0 " s u p  11 X O "  S U p
teremos (3.4.4). Ainda,é  fácil ver que para cada j € IN,
0 . 4 .  <s >
e,
{
{
DJu <x+t) = DJu <x+t)
x O  t O
DJu (x-t) = <-l)JDJu <x-t)
x o  t o
DJv <x+t> » DJv Cx+t)
X o  t o
Djv (x-t) = C-l>jDjv Cx-t>
x O  t O
logo <3.4.5) é decorrência imediata de <3.4.4)
# 0
Consideremos agora, a seqüência <v ) onde v é dado em
r relN 1
<3.4.3) e
<3. 4 .  8> V  =  IP<V )  < r €  IN )
r+i r
Trata-se de uma seqüência do espaço W^, definido em 
<3.2.24), pois a Proposição 3.2.6 garante que W# é  invariante sob 
a ação de IP e obviamente v^e W . Portanto por <3.2.26) teremos
||v | < K  < r € IN )
11 r '*oup O
onde é uma constante positiva que depende da magnitude de ||u0 lloup
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© d© II v II1 O n9Up
t
D© <3.4.8>,tem-se p ara  todo natural r  > 1, qu©
<3. 4. p> v <x,t> = V  Cx,t> + Cl/2) I |IKy,t-s>f<v <x-y,s!»dyds
r+i 1 > í IH<y’
Com isto, podemos enunciar o seguinte resultado :
3 . 4 .2  Proposição. Seja  <v > a. ai seqüência definida em C3.4.8>. Para
r r CUi
cada j e IN existe uma constante K. > 0 , tal que 
<3 . 4 . 1 o > ||Djv I Í K .
' X r 11 s u  p  J
Dom.
Derivando <3.4.9) ©m relação a  x, obiem os
>11“
D v <x,t> = D v Cx,t>+Cl/'2> I IHCy^-s^f'Cv (x-y,s»D v <x-y,s>dyds
x r+1 x l  l i  r x r
O
ou, via pertmutação da convolução>
<3. 4. n> D v Cx,t> = D v Cx,t) +
x r+ 1 x 1
t
+ <l/2> I |HCx-y,t-s>f,<v <y,s>>D v <y,s>dyds•ÍJ*o
Assim, para j =1, tomando 2K C definido em <3.4.45 >
segue que
|D v | < K < <1/2>K < K
1 X 1 Ms u p  1 1 1
se, considerarmos por hipótese que
D v | < K
1 x r 11 e u p  1
é válida então por C3.2.28) e C3.4.10> teremos
|D v <x,t> I < |D v <x,t)| +■ x r+1 1 1 x 1 '
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t
+ <1/2>J |D £f<v <x-t+s,s> - f <v^<x+t-s,s>>Jds < 
o
t
< <1/2>K + <1/2>M ||D v II | ds < C1/2>K + tM ||D v  II < K
1 1 ■' x r''eupj 1 1" x r"sup 1
O
o que permite concluir
0 .4 .12 )  ||D v II < K ( r e  IN )
II x r lleup 1
Agora considere escalar positivo tal que
K > 2CK + M TK2>
2 2 2 1
onde K , está definida em <3.4.4) e M em C3.2.27> derivando
2 2
novamente (3.4.11) obtemos,
DZv <x,t> = DZv <x,t> + 
x r+l x 1
t
+<l/2>^ HC.,t-s>*-|f"<vr<.,s>> ^D^v <.,s>J + f ’<v C.,s>>D2v^C.,s>^dyds
o
dai, por <3.2.28> e C3.4.4>> teremos
l 2
+
l
+ ij
O
donde se pode concluir que
I DZv <x,t> I <  K  +  M f  [d v <x-t+s,e>l ds1 x r+l 1 2  2 j  [ X r J
o
M I |D2v <x+t-s,s> |dyds < K + M K2T + M TK < K
l  • x r * 2  2 1  1 2 ;
| D2v I < K < r € W >
11 X r 11 oup 2
Seguindo este raciocínio, podemos para cada j natural 
encontrar uma constante positiva K , tal que
o. 4. i3> ||D^v || <  K. C r  e  (N >
11 x r "oup j
0#
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3.4 .3  ProposiçSo. Para < Vf  ^ ^  definida em <3.4.8), vale 
o . 4. 14 > DZv = DZv - D fCv >t r + l  x r+i  x r
Dem.
Derivando a expressão <3.4.9> e observando (3.2.5) teremos
t
D v <x,t) = D v <x,t) - <1/2) I G <.,t-s)*D fCv <.,s)ds
t r + i  t i  J 1 x r
o
derivando novamente em relação a t, obtemos
D2v <x,t) = D2v <x,t)- <1/2)1 DZG<.,t-s)*D f<v <.,s))ds - 
t r+l t 1 J t x r
mas,
- <1/2)D G<.,0)*D f<v <.,t))
t x r
D2G<x,t> = DZG<x,t) e D, G<x,0> = 2<5<x) t x t
onde 6  é  a "função" delta, ainda um simples cálculo mostra que
Dzv = DZv
t 1 X I
então reutilizando <3.2.5) teremos
t
D %  <x,t) = DZv <x,t) + DZ [<1/2)1 H<.,t-s)*f <v <.,s))dsl -
t r+l x 1 x I J
o
- D f<v <x,t))x r
por <3.4.9) segue o desejado.
##
3.4.4 ProposiçSo. Seja <v ) ^  a seqüência definida em <3.4.8). 
Para cada j e IN, existem constantes não-negativas, R^  e tais que
<3. ■*. 15> ||D^ f<v >11 í R.
« x  r  " s u p  j
o. 4. i<s> ||DjDv  II ^ C.
11 x  t  r  11 s u p  J
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Dem.
A expressão <3.4.15) é simples decorrência de <3.2.27) e 
<3.4.13). Para provar <3.4.16) observemos que por <3.2.5) e
<3.4.9) teremos
i
v <x,t) = v - <1/2) G<.,t-s)*D f"<v <.,s))dsr+1 1 I x r>J .,t-
o
que quando derivado em relação a t, fornece
i
D v <x,t) = D v <x,t) - <1/2) G <.,t-s)*D f<v <x,s))dsi r + 1 t 1 J 1 x r
O
portanto, lembrando que
DtG<Ç,r) = 6 < Ç + t ) +  6 < Ç + r )
segue que,
D^v ^< x ,t) = Divj<x,t) - <1/2) I |D f<v <x+t+s,s) + D f<v <x-t+s,s)|dst+s,s)], 
o
assim derivando j vezes D v , em relação a variável x, obtemosX» r+1
i
DJD v <x,t>- D DJv <x,t) - <1/2) |DJ+1f<v <x+t-s,e) + x t r + l  t x l  J L X r
o
+ D'*+1f<v <x-t+s,s)ldsJ
portanto levando em conta <3.4.5) e <3.4.15), teremos
|DJD v I < K + 2TR* x t r+1* j ,1 J+i
definindo G = K + 2TR , podemos concluir <3.4.16). j j+i
##
As proposiçdes 3.4.3 e 3.4.4 juntamente com <3.4.14), 
garantem a existência, para cada par < m ,n) de naturais , de
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constantes K > 0  tal quem, n
<3. 4.  17 > ll0 ? ^  II *  Ki x r 11 © u p m , r*
Para aplicarmos o teorema de ascoli-árzela às seqüências 
<Dr’Dmv ) devemos mostrar que para cada m,n fixados, estasi  m r  r<SlN
seqüências são eqüicontinuas e simplesmente limitadas
3.4.5 Proposição. Para cada n natural fixado a seqüências,
< Dnv > e <DnD v } », , onde v está definida em <3.4.8} são
x r reiN x t r r€lN r
eqüicontinuas e pontualmente limitadas em tRxC0,T3.
Dem.
Para fixar idéia, faremos a demonstração para <DnDtv ? ^  • 
Que <Dr>Div } é simplesmente limitada é decorrência imediata de
<3.4.16}. Agora sejam <x,t>,<Ç,r) e IRx[0,T3, é fácil ver que o 
segmento que une <x,t> a <Ç,r> tem seu gráfico em Rx[0,T], portanto 
podemos aplicar o teorema do valor médio em D^D^v ,^ para obter um 
ponto c deste segmento tal que,
r,r>
|DnD v <x,t> - DnD v <Ç,t >| <
1 x t r x l r 1
< |Dn+1D v <c >]<x-Ç> + |DnDZv <c >|<t-T>I I x t r r ,n  I I x l  r  r ,n  I I
considere as constantes K e K prevenientes de <3.4.17}n+1,1 2,n
tomando m = n+1, n = 1 e m = 2,n = n respectivamente, ao 
definirmos X = máxi K ,K V teremosr> I rt+1,1 2,nJ
|D"D Vr<x,t)-D^D vr<Ç,T}| < Xj|<x,t}-<Ç,T>||
2onde I. | é a norma usual induzida do ER . Observando que X independe
de r, o que suficiente para que para cada n e IN, fixado ÍD"Dlvr:>r€[N 
seja eqüicontínua.
Esta proposição, juntamente com o teorema do ponto fixo 
para contraçSes , garantem à  ^^  uma subseqüência que converge
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uniformente para v nas partes compactas de RxíO,T], Para simplificar 
a notação, denotaremos tál subseqüência por
A proposição 3.4.5 garante ainda que seqüência CD D v1)
X i k ÍÇ^ ElW
é eqüicontínua e simplesmente limitada e que por sua vez,possui uma
2subseqüência, que denotaremos por CD > que converge
uniformemente para D í^v. Podemos repetir o raciocínio obtendo na
j-éssima vez a subseqüência ^  que converge para DJv.
Utilizando a técnicada diagonal de Cantor, como no paragráfo II.3,
kteremos que a subseqüência de Cv ) será tal que
o. 4. ib> D^D v j '--► D^D v C j € IN >
X t k X t J
uniformemente nas partes compactas de tRx[0,T3.
Para derivadas apenas em x, podemos raciocinar do mesmo modo 
e por C3.4.14> e C3.4.18> concluir que para C vr r^<=(N existe uma 
subseqüência Cv  ^ ^  tal que para todo n, m e [N, fixados
ak 111 ak Tn ■o. 4. ip> D D v ---► D D v quando s — oo
l x r<e> l x
uniformemente em cada parte compacta de (RxC0,T3, i.é,
< 3 . 4 . Z O >  V  €  C°°CIRxC0,T]>
sendo assim, v é solução no sentido clássico do PVI C3.1.1>. Na 
verdade, basta que v e C C[Rx[0,T3> para que
t
>J" JVcvCx— t+s,s> - fCvCx+t-s,s)j|ivCx,t> = v^ + + C l / 2 | f  C t s,s>|ds
o
onde está definido em C3.4.3>, satisfaça,
{
v + D CfCv)] = v
t t X  XX
vCx,0> = v Cx> e v Cx,0> = u Cx>o t o
coisa que ganhamos ao supor, por exemplo : u^, vq tais que
DJu e l/n &  C j = 1,2,3 > e DJv <= L*n IBC j =1,2 >x o x o
Nestes termos, desde que v^  é solução C de D'Alembert > da 
equação homogênea da onda, basta mostrar que
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t
K<x,t> = <1/2>J £f<v<x-t+s,s» - fCv<x+t-s,s»jds 
o
é tal que,
mas, como
K  = K - D [fCv)3
tt X X  X
Kt<x,0 = - <1/2>J~ D £f<v<x-t+s,s» + f<v<x+t-s,s»j|ds
e portanto,
Kti<x,t.) = - < 1 / 2 D^ D |V<v<x-t+s,s» + f<v<x-t+s,s»Jds -
- <l/2> |d f<v<x-t+s,s» + D^f(v<x+t-s,s»J I
le=t
= K <x,t) - D CfCvCx,t)>3
X X  X
Ainda, logo após a demonstração da proposição 
3.2.7, encontramos a verificação de que
e que,
|v<.,t> - u0 IIl,í--* ® quando t --► 0
vt<x,t>--► VQ quando t --► 0.
3.4.6 Proposição. Seja v a solução do PV1 (3.1.1) correspondente as 
condiçSes iniciais u0>v0 € S<R>. Então valem :
||DnDn'v|| < K < m,n € IN >
1 l x 1 sup m,n
onde K > 0  estão definidas em C3.4.17).m,n
Dem .
Por <3.4.17) tem os que
onde < v > esiá definida em <3.4.195, porlanio
r<s>
- K  < DnDmv <x,t> < K
m > n  i k  r < © > m,r>
para todo <x,t5 e IRx[0,T] , por <3.4.195, fazendo s —► 00 , teremos o 
desejado.
##
Nosso próximo objetivo é verificar o decaimento de nossa 
solução, bem como o de todas as suas derivadas, quando a variável 
espacial tende para infinito em módulo e a variável temporal 
permanece fixada ,para tanto apresentaremos um lema que permite 
afirmar S<IR5 é invariante sob " certas operações ".
3.4.7 Lema. Sejam h e S<tR5, f e CC°<R5 tal que f<05 = 0 e r,s:R —► [R 
funçSes quaisquer. Então valem as seguintes afirmaçSes :
< i 5 Paira cada t e IR, fixado, as funçSes
r<l >
h^ <x5 = h<x+t5 e I<x5 = J  h<x+y5dy
e<t >
são funçSes de S<IR5.
< U 5 foh e S<[R5 
Dem.
Para ver que h^  e S<IR5, basta observar que para todo 
n,m e ÍN, fazendo Ç = x+t, teremos
xnDmh <x> = <Ç-t>nDph<Ç5
x t s Ç s
portanto aplicando a fórmula do binômio de Newton é fácil concluir 
o desejado. Agora para ver que I e S<IR5 devemos observar que h e 
S<IR5 e que portanto para cada n e IN existe uma constante > 0 tal
que
h < Ç 5  <  C  r <n+2>r»
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assim para cada n € IN, -teremos
r < t >f - X  .n 1 y=r<t>
|x"Kx>| < |C x |  <x+y>-<r,*2>dy I = C I---- 1 ---
' n J  n l x  + y l  | x  + y | y=e<t>o < t >
o que permite afirmar que
|xnI<x>| --► 0 quando x --► ± co
quanto ao comportamento das derivadas de I não teremos problemas 
pois o teorema fundamental do cálculo fornece que
D I(x) = h<x+rCt>> - h<x+sCt>>
X
que nada mais é que uma combinação linear de translações de h.
Para provar < ii. >, basta aplicar o teorema do valor médio 
para derivadas no seguimento que une a origem ao ponto fixado h(x>, 
e teremos
|fohCx> | < ■ |f'Cr >||h<x5|
como h <= SCK> , então o conjunto em r ^  variará é uniformente 
limitado em [R e portanto f ’Cr > pode ser substituída por uma 
constante positiva para todo x c R, no que conclui a demonstração.
##
3 . 4 . 8  Proposição. Seja Cv > a sequência definida em <3.4.8). 
Então para cada t e T0,T3,n,r € IN, fixados vale
<3.4.zz> Dnv <.,t> e S<R>i p
Dem.
Lembrando que
>Jv <x,t> = v + d /2>  H<.,t-s>*f<v C.,s)ds r+i i I r
onde
X + l
v^CXjt) * <l/2> ^ uo<x+t>+uoCx-t>j| +<1/2>J  ^ v^Cyídy
x-l
Pelo fa t o  de que
104
X+ t + t
x -  t - t
teremos pelo item ( i ) do lema acima , desde que u , v e SCtR} r o o
t e  [0,TD seja fixado, que :
<3. 4. 23) e S<R>
Lembrando que
jHCx-y,t-s)fCv <y,s>>dy = f<v <x-t+s,s» - f<v <x+t-s,s>> 
pelo lema acima teremos,
t
O. 4. 24)
pertence ao espaço de schwartz na variável x, para cada t 
desde que v <.,t> e S.
Portanto por C3.4.23>, <3.4.24> e o princípio de indução, 
teremos que,
<3.4.25) v C.,t> e S<R> C t e [0,T3 >
r
Para n = 1,2,3,. . . podemos observar que
Dv Cx,t> = Cl/2) lu^x+O  - u ,Cx-t>| + Cl/2> |v <x+t> - v Cx-t>i i  l o  ° J  L °  °
e que
D2 v  =  D2v
t 1 X 1
portanto é imediato que
<3.4.2<S> D ^ V ^ C . j t )  e  S
ainda,
t
Dv  <x,t> = D v <x,t>+<l/2> I D [f<v Cx-t+s,s> -D [f<v <x+t-s,s> dsl r+i t 1 J r J l L r J
e
fixado,
mas para todo j e W, vale
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p o rtan to ,
D^ CfXv <x+t-s,s553 =* DJtf<v <x+t-s,s553i r  “x r
D J[fC v  Cx- t- H a ,© »] =  C-i>JD J[fC v  <x- t- e,s>> 3
l r _x r
D v <x,t5. = D v <x,t5 +
t r+l ‘ t i
+ <1/25 f<v <x-t+s,s55 - D f<v <x+t-s,s55 Ids r x r I
Desde que v <.,t5 e S < como mostra <3.4.25», segue pelo 
lema acima que f<v <.,t55 <= S<1R5 portanto D v <.,t5 e S e com a
r t r
ajuda de <3.4.5) e <3.4.265 podemos, sem dificuldades verificar que 
<3.4.225 é verdadeira para todo n e IN e todo t e [0,T3, fixado.
##
3 . 4 . 9  Proposição. Se v é a solução do PVI <3.1.15, cujas condiç8es
iniciais u v <= S, então para cada t e [0,T3,n,m <= IN, fixados vale o , o
<3.4.27> DnDmv<x,t) --► O quando x -► ± oot X
uniformemente [0,T3.
D em.
Por <3.4.195, <v 5 ^  possui uma subseqüência <v ( 
tal que para cada m,n e [N, fixados
lim DnDmv <x,t> = DnDn>v<x,t5
t x r<e> t xs-»co
em cada parte compacta de KxC0,T3, e por sua vez, a proposição 3.4.8 
permite afirmar que para cada t fixo,
lim D W  <x,t5 = 0 < s e IN )
i x r<©>X40
uniformemente em f0,T3, logo para cada m,n e IN e t € [0,T3, fixados
11 m D D  v<x,t > — l i m l i m D D v  = lim lim D D v = 0
i x t x r<s> l x r<e>
x-*00 x-»00 e-*CO e -»00 x-»00
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uniformemente em [0,TL
##
Podemos transmitir a nossa solução global, a exemplo do 
parágrafo II.3, todas estas propriedades acima citadas e ainda mais 
podemos dar uma interpretação mais f orte quanto ao f ato de nossa 
solução satisfazer as condiçSes iniciais, i.é, para o caso de 
condições iniciais em S, se v é a solução global do PVI 
<3.1.1 >, então
|u<.,t>-u II --► 0 quando t
l O  "sup
e,
||ut<.,t>-vo ||a u p --► 0 quando t --► 0
com e fe ito , desde que
x+l
u<x,t> = <l/2>tu <x+t>+u <x-t>3 + <l/2> I v <y>dy +o o ~>J V
x-t 
t
+ <1/2>J £f<v<x-t+s,s>> - f<v<x+t-s,s>>jds 
o
não é difícil ver que, para 0 < t < T,
t
|u<x,t)-uo | < <1/2) |[uo<x+t>+uo<x-t>í-uo<x> | + <1/2>J |vo<x+y)Jdy +
-i
+ 4tMimáx|||uo||eup,||vo||eup}
e,
|u <x,t>-v I < <l/2> |[u,<x+t>-u,<x“t> I + • t o 1 I o o 1
+ <l/2>|ív <x+t>-v <x-t>]-v <x> I + tM IID v
l o  o  o  1 1 11 t sup
e sendo u ,v e S, tem-se imediatamente o desejado. O o
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3.5 RESUMO DO CAPITULO
Reformuiando o capítulo III em um só resultado podemos 
enunciai* o seguinte teorema :
3.5.1 Teorema. O problema de valor inicial» definido em Rx[0,oo>, 
por
{
u + IfCu>] = u
t X  X X
u<x,0> = u <x> e u <x,0> = v Cx> o t o
onde f € C00, possui uma única solução u e W , W é definido por 
W = -^ a>:KxtO,oo t—► R, mensurável /  ||40)|A + llwieup^ 00 ^
onde,
to li -  r>o J
00 I = sup < |oo(x,t)| /  <x,t> e RxCO,oo t >
desde que tenha derivada até ordem 3 e
Dnu € l/ íR ^  IBCR} C n = 0,1,2,3 >X O
e v derivável até ordem 2, tal queO
Dnv e l/<R:>n (BC(R> C n = 0,1,2 >x O
Além disso, se u , v € SC CR) . Então o o
< i. > u e C°°C RxtO,oo [ > 
para cada t € [0,oo),n,m € [N,fixados
< ii ) DnDmuCx,t> --* 0 quando x --► ± oo
i X
uniformemente em cada cada parte compacta de t0,oo> .
0#
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Observação. No exemplo parabólico, tínhamos garantido para a solução 
global que para cada a > O, arbitràriamente pequeno e m,n € IN, 
fixados. existiam constantes K  (a) í 0 tais quem,n
sup ||DnDmuC.,t>|| < K Ca)
. II I  X »eup m,ri
t > a
No entanto o mesmo não podemos afirmar para a solução 
global do caso hiperbólico devido ao fato de que as constantes 
^ definidas na proposição 3.4.6 dependem, como também ocorria no 
caso parabólico, da magnitude das condiçSes iniciais, no entanto 
aqui, como se pode ver no exemplo 3.3.1, não temos o fato de que as 
constantes, digamos K <T>, encontradas quando reaplicamos o
m,n
método do paragrafo .111.4 nas condi çSes iniciais uCx,T> e
ui<x,T), possam ser majoradas pelas K encontradas quando u^ e vq 
são as condiçSes iniciais.
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Neste capítulo estabeleceremos algumas propriedades a mais 
para as soluçSes dos problemas levantados nos capítulos anteriores.
IV.l OUTROS RESULTADOS PARA O EXEMPLO PARA8ÒLICO
(V>Seja u e C"CtRx[0,ao>> a solução do PVI
{u + [f<u>3 = u C A )t X X X
uCx, 0> = u Cx> C B >o
onde u^ e L1CIR>n IBCIR> e f e C°°, estabelecida pelo teorema 2.5.1.
Para esta solução valem as seguintes propriedades :
4.1.1 Proposição. Seja t > 0 . Definindo TTCt> como sendo o 
operador não linear , que age sobre L*n 03 ,por
TTCtXu ] = u(.,t>o
onde u é a solução de C4.1.1> correspondente a condição inicial u^. 
Então ¥ é uma contração em L1CR).
Dem.
Sejam L1CK>nlBClR> e u, v soluçSes de C4.1.1> corres­
pondentes as condiçSes iniciais u^ e v^ respectivamente, então 
para cada t > 0, fixado teremos
|¥ « .X u oJ - ¥Ct.>[voJlLi = || u<„t>-vC.,t.)||L.
pela proposição 2.4.5, segue imediato que para cada t > 0, fixado
C A P IT U L O  IV
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vai©
|T«.Xu J - TtfcXv J|Li < |u - v |Li.
4.1.2 Proposição < conservação da energia total >. 
Definindo para todo t > 0
■ f
MCt> = | uCx,t>dx 
teremos para todo t > 0, que
MCt> = MC0>
Dem.
Sejam T > 0 , fixado © 0 < a < T e A > 0  dados. Como,
í |x= Ax=-A
- A
Ar ix= A
C iii > u <x,t>dx = u <x,t> II XX X I
J 1x=-A
-A
assim,integrando-se C4.1.1>, em [-A,A3xta,T],por < i ),C tt > e 
C vii > teremos
A  a  T x- A
|  u<x,T>dx = |  u<x,a>dx + |  [u^-f<u>j| dl 
-A -A  a
fazendo A --► oo e em seguida a --► 0,lembrando que fC0> = 0
e lançando mão das propriedades de u dadas em CtiO do teorema 
2.5.1, segue que
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MCT> = J  u<x,T>dx =J UQ<x>dx = MCO>.
##
4.1.3 Proposição < princípio de ordenação >.
Sejam u ,v € L1n (B, satisfazendo
u^Cx) < v^<x> < em quase toda parte de R )
então, se u,v as soluçSes de <4.1.1? correspondentes as condiçdes 
iniciais u^ e respectivamente, teremos para cada t > 0
u<x,t> < v<x,t> < para todo x € R >
Dem.
Seja 9  e R e defina
|e|-e
<•*. i.2> O =  " ~
é fácil ver que
e {0 se e > 0-e se e < o
Seja t > 0, fixo, porém arbitrário, a proposição 4.1.1 
garante que
||v<x,t>-u<x,t)||Li < ||vo-uJ l1 
enquanto que a proposição 4.1.2 , permite afirmar que
J[v<x,t>-u<x,t>]dx = J[vo<x>-uo<x>]d* = ||vo-uo |l1
assim, desde que v0^x:> “ u0^x  ^ - 0  ^ q.t.p.), segue que por 
<4.1.2> que
2j£v<x,t>-u<x,t>j dx = Jj v<x,t>-u<x,t> Jdx -J^v<x,t>-u<x,t>Jdx < 0
ou seja,
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í h  ,t>-uCx,t>J d x  <  0
sendo o integrando,contínuo e não-negativo,resulta fácil que
£v<x,t>-uCx,t>J = 0 
para todo x e R, donde se conclui que
v<x,t> - uCx,t> >  0
para todo x € R.
A próxima propriedade diz respeito ao comportamento
assintótico da solução de <4.1.1>, ao t --► ca No caso mais simples
, i.é, para a equação linear unidimensional da calor,
<4. 1. 3>
U  =  U
1 xx < x  <= R,t > 0  >
u C x ,0 >  =  u  <x> 
o
cuja solução é explicitada por
= JIttí uCx,t) = - I e <x y> '/,4tu <y>dy/ÃnT * °
podemos ver imediatamente que
l u<-0 lsup-  - i p  ilu o I I l4 t ~ i ' *Y4n
ist-o significa que ||uC/t>|| decai lao rapidamente quanto o
H li eu p
inverso de ~/t , ao t --► 0, o que mostra que a difusão no caso
linear é um processo lento.
Por sua vez, mesmo no caso linear, ||uC.,t>||^ i não pode
decair a zero para u € L>*n (B, a não ser que M(0) — O, pois da
o
proposição 4.1.2, obtemos para todo t > 0 :
|u<-” lL> > |M<0> |
contudo ,para  o nosso  exemplo parabólico ainda podemos garantir  que
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e x is ie  um a c o n s ia n te  não-negativa K tal que
||u(.,t>|| < K  t_1/ZI lleup
antes pórem provaremos um lema auxiliar :
4.1.4 Lema. Seja —* R, derivável tal que w,«’ e L n (B. Então
II w IIL2 - 2 1 w IIL1 I K  IL2
Dem.
Pélo lema 2.3.8 temos que
ii - ij»  *  i i «  «m i  - « :up
mas por sua vez, o lema 2.3.10 afirma que
li - \\LP * 2» « «L2« «v
logo majorando a desigualdade anterior com esta , segue o desejado.
Definição. Definimos 0(1) como sendo a classe das funçdes f:IR —» R 
tais que f é  limitada por uma constante positiva numa vizinhança do 
oo . Denotaremos por 0(1) a toda e qualquer função f € 0(1).
4.1.5 Proposição ( decaimento por difusão >.
Seja u a solução do PVI (4.1.1) correspondente a 
condição inicial u^ e L1n [B. Então existe uma constante K > O tal 
que
||u(.,t> I < Kt"1/Zli i'eup
numa vizinhança de t = oo 
Dem.
Seja T > 0 ,  A > 0 e 0 < a < T  dados. Multiplicando 
(4.1.D.A por (l+t)u teremos
(l+t)uu + (l+t)utf(u)] = (l+t)uu
i  X  XX
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que integrando em f-A,A3xEa,T3, nos fornece
A  TCl+T> r r r r -i i~a
2
- A
•J uZ<x,T>dx + J  Cl+t>| £uC.,t>fCu<.,t:>J J
f ~\ <l+a> r 1 r r
- I u C,t>f<uC,t> 1-dt = ------1 u2<x,a>dx + — I I u2<x,
- A  - A  a  - A
A  T  A
t>dxdt
A
A
+ |  <l+t>-|u<.,t>u (,,i) | - |  u2<x,t>dx^ - di
a  - A
fazendo A --► oo ,por <iü> do teorema 2.5.1, teremos
<1+T)|u<.,T>||22 = <l+a) I uC.,a> ||2 2 -
T T
- 2 J Cl+t)||uxC.,t>||22dt + J  |uC.,t>||2zdt
a
finalmente fazendo a --► 0,
<4.i.4> <1+T>||uC.,T>||2z + 2 a+t>||ux<.,t>||22dt■JO
T
J= H^ o Hl.2 + I iuC»t'>ÍL2O
agora aplicando o lema 4.1.4 em uC.,t->, obtemos
|uC.,t> ||l 2 < 21/3||uo « ^ 3|ux<.,t>||^3
portanto,
I
Cl+T> ||u<.,t> ||* 2 + Jci+t>||ux<.,t>|| 2^dt <
mas usando a desigualdade de Hõlder < ver por exemplo [123,pág 65 
podemos demonstrar Facilmente que
T T2 /3  p p - .1 /3
2 dt = I Cl+t>“4"'a |Cl+t)||ux<.,t>|2z I dt <
J
J  I I V ^ I l *3“'- - J  [<
T
< <1+T>1/3| J Cl+t>||uxC.,t>|22dt 1
1
[J
portanto,
<4.1.5> <1+T>||u< . ,t > | | L 2 + I Cl+t>||uxC.,t>||22 dt <
I
Io
T
< O d > |  1 + <1+T>1/3 £ Jd+Oflu^C. ,t>||22 dt j |
o
para simplificar podemos denotar,
*íO
assim, por <4.1.5) é imediato ver que,
>| 1 + <l+T>1/3p<T>1/3 I<4.1.7) <  <X1 1  
observando <4.1.6>, Cdesde que u 0>, obtemos facilmente que,
/LíCt)--► co quando t --► oo
portanto multiplicando <4.1.7> por fj Ct> 1/3, podemos 
facilmente que
fj<T> < OCl>Cl+T>1/Z
>
obter
retornando a (4.1.6), obtemos,
<4.i.9> |uC. ,t)||L2 = K ^ l + T ) " ^ 4
e,
1
í( 4 . 1 . P )  | <l+t > ||u^ C . , t> ||22 dt = K^Cl+T)1^ 2
em particular, por <4.1.9> podemos encontrar t^ > 
sufientemente pequeno tal que
<4. 1. IO) |u^<.,to > ||j^ 2 < oo
Açora derivando a equação C4.1.1XA em relação a
2variável x e multiplicando o resultado por <l+t> u^, obtemos, 
<4. í. n> <l+t>Zu u + <l+t>Zu [f<u>] = Cl+t>Zu u
X tx X X X  X X X X
como, por < iií > do teorema 2.5.1, podemos tirar que
T
C v > JJ <l+t>2u^u^dtdx = <l/2>£ <1+T>2||u C.,T) | | , 2 2 -
X »L
io
T
- «*V*KC’V|J* ] '  J <«.
tO
1 I
< U > II Cl+t)2u [f<u>3 dtdx = - Cl+t>2f*<u>u u dt
I I  X XX I X XX
t tO O
T J
< Ui > || <l+t>2u u dtdx = - Cl+t>2 I u <.,t> ||f 2dtI I X XXX I 11 XX 1 Li
l tO O
então integrando C4.1.11) em [-A.AJxEt ,TJ, e em seguida fazendo 
A --► oo , obteremos
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<4 . 1 . iz> Cl+T> ||uxC.,T>||‘ 2 + Jci+t> ||uxx<.,t>|L2dt <
io
J
íO
T
+
l
usando o fato de que para A , B > 0 e C > 0 ,  vale,
<1/C)AZ + GB2 > AB
segue imediato que
If^CuCxjtOu Cx,t)u <x,t> I < <l/C)uZ <x,t) + CN^u^x/Ou^Xjt)
I x xx 1 xx 2 x
onde C é  qualquer constante positiva e
M2 = SUP {  I '  I «  I £  2 llUo lLup  }
Tomando C suficientemente grande, obtemos via C4.1.12) que
<4 .i.ia> Cl+T)Z ||ux<.,T) | | 22 + J Cl+t>2 ||uxx<.,t>||Z2dt <
lO
T
0C1>| ||ux<.,to)||'2+ |  «•«•:> l u c .w l ^ d t
lO
T
+ | <l+t>2J^  u2<x,t>u2<x,t>dxdt |
to
mas pelo lema 2.3.10 e <4.1.8) acima, teremos
T T
J  Cl+t)2JuZ<x,t)uZCx,t)dxdt < 0<1>J  <1+<':>ZlUx<:,,t':>leupllU<:,,t;>llLzdt'
lo
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'I
>í< OCl> | Cl+t>3/2||ux<.,t,>|L2||uxx<.,t.)||L2dt. <
I I
< o c o j d /o j  <l+t.)2||uxx<.,t->||*2dt. + CJ  Cl+t,>|ux<.,t.>||*2dt. j-
t t o o
para G > 0 constante. Ao tomarmos G convenientemente 
grande, podemos concluir de <4.1.135 que
T
t O
T
< o a > j  |ux<.,t0 >|*» +  |ux< . ,w | * « « .  }
i O
donde,por <4.1.9> obtemos
||ux<.,T>||l 2 < 0<1><1+T>"3/4 
pelo lema 2.3.10, concluímos que
||uC.,t> II < OCl)Cl+t>-1/ZH «8Up
o que é suficiente para estabelecer o desejado.
IV.2 CONSERVAÇÃO DA ENERGIA TOTAL PARA O EXEMPLO HIPERBOLICO
Com relação a solução do PVI estudado no capítulo 
III,ou seja,
<4. 2. 1>
{ u + If Cu>] = u
t  t  x  X X
uCx,0 > = u ,u  <x,0 > = o t
CA>
v <B>o
onde u ,v e SCR> e f e podemos garantir que :o o
4.2.1 Proposição < Conservação da energia total > 
Sejam uo,voS<[R;
S e  p ara  t  2: O definirm os
^v^SCt ) e, u a solução correspondente de C4.2.1).
ECr) = I u  < x , t  > d x
então,
ECr) = Iv Cx>dx = E<0>
iJ 1 
- Í V
Dem.
Rescrevendo <4 .2 .1 > . A para 
(4.2.1) u + [f<u> - u 3 = 0
t i  X X
é fácil ver que a expressão à esquerda de <4.2.1) denota a 
divergência do campo vetorial dado por
? = < u ,f<u>-u >
t X
portanto <4.2.1> pode ser reescrita por
div ? = O 
Dados T > 0 e A > 0 ,  denotando por
dl =  fronteira< E-A,A3xf0,r] )
n = normal< dl >
aplicando o teorema da divergência, teremos
A A
0  =  J "  ? . n  d s  =  u t < x , T > d x  - J"  u t < x , 0 > d x  +
d l  -A -A
T T
+ J £ux<A,t> + f<u<A,t>jdt - J Jux<-A,t> - f<u<-A,t)jdt
o o
fazendo A --» oo e levando em conta < ii > do teorema 3.5.1, podemos
concluir que
I u < x , T > d x  = u <x,0>dx = I v <x>dxJ 1 J 1 J °
0#
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