ABSTRACT Multilevel thresholding is an important approach for image segmentation which has drawn much attention during the past few years. Traditional methods for multilevel thresholding are computationally expensive, because they use the exhaustive searching strategy. To overcome the problem, metaheuristic algorithms are widely applied in this research area for searching the optimal thresholds recently. In this paper, a modified flower pollination algorithm, as a novel improved metaheuristic algorithm, is proposed for multi-level thresholding. Two modifications are proposed to improve the original FPA. First, a fitness Euclidean-distance ratio strategy is employed to modify the local pollination of the original FPA. Second, the global pollination in the original FPA is also biologically modified to improve exploration. Experiments are conducted between seven state-of-the-art metaheuristic algorithms and the proposed one. Both reallife images and remote sensing images are used in the experiments to test the performance of the involved algorithms. The experimental results significantly demonstrate the superiority of our method in terms of the objective function value, image quality measures, and convergence performance.
I. INTRODUCTION
Image segmentation is the process of segmenting a given image into a set of meaningful homogenous sub-regions [1] , which plays a fundamental role in image processing. Among the popular segmentation techniques, thresholding is one of the most commonly used one. Thresholding is based on the image histogram and it partitions the image using a set of proper thresholds. If the image is simply split into two classes, it is called bi-level thresholding. Multilevel thresholding is an extension of bi-level thresholding for separating the image into more than two classes. Nowadays, multilevel threshoding is strongly required as bi-level thresholding does not give appropriate performance in case of remote sensing images or real-life images [2] .
Multi-level thresholding can be regarded as an optimization problem. It is a critical and challenging task for traditional exhaustive methods because of the high computation costs. In such case, metaheuristic methods gained much attention recent years [3] - [5] . Most of the related works are based on swarm-intelligence, such as particle swarm optimization (PSO) [3] , [6] , [7] , bacterial foraging (BF) [8] , [9] , harmony search algorithm (HSA) [10] , ant colony optimization (ACO) [11] , differential evolution (DE) [1] , [12] , fire-fly algorithm (FFA) [13] , artificial bee colony (ABC) [14] , [15] , wind driven optimization (WDO) [16] Cuckoo Search (CS) [17] and social spider optimization (SSO) [18] .
Flower Pollination Algorithm (FPA) [19] is a popular metaheuristic algorithm proposed by Xin-she Yang in 2012 which models the natural flower pollination behavior. It has gained a growing interest since its inception. The applications including the controller gains optimization in an automatic generation control [20] , economic load dispatch and combined economic emission dispatch in power systems [21] , feature selection [22] , [23] , sizing optimization of truss structures [24] , Sudoku Puzzles optimization [25] , multimodal nonlinear algebraic systems optimization [26] and shape matching [27] . These studies clearly show that FPA offers a remarkable performance when compared with other conventional metaheuristic algorithms such as PSO and GA [18] .
In this paper, a modified FPA (MFPA) is proposed for the multilevel thresholding. The main contribution of this study is that two modifications are proposed to improve the original FPA for multilevel threholding: 1) the local pollination is improved with a fitness Euclidean-distance ratio strategy; 2) the global-pollination is modified by replacing the best global solution with a random position according to the biologic analysis. Additionally, a larger number of thresholds is also performed apart from the normal-levels thresholding, since many practical applications always require more thresholds for further processing [5] . Experiments were performed on two popular real-life images and three optical remote sensing images. The proposed algorithm was compared with not only the original FPA and a recently published modification of FPA, but other five state-of-the-art metaheuristic methods. The results showed the superiority of the proposed algorithm in terms of the objective function value, image quality measures on both normal and high-levels thresholding.
II. MULTILEVEL THRESHOLDING
This section reviews the multilevel thresholding problem. Thresholding is based on the histogram of the image and the optimal thresholds generally locate in the distinct valley of the histogram. However, the valleys may hard to detect as the histogram may contain many wide peaks and valleys with different heights. As one of the most popular method [1] , [5] , [7] , Otsu's method [28] overcomes these problems, because it operates on the basis of pixel probabilities within the histogram [5] .
Given an image I with L gray levels within the range [0, L − 1], the number of pixels of level i is denoted with n i , and the total number of pixels is N = n 0 + n 1 + . . . + n L−1 . Hence, the probability P i of the ith gray level is defined using (1)
Suppose there are K thresholds, t 1 , t 2 , . . . t K which segment the gray levels of the given image into the K + 1 classes:
, where t 1 < t 2 < . . . < t K . Then, with t 0 = 0 and t K +1 = L, the class mean levels µ k , the probabilities of class occurrence ω k and the total mean level µ T of original image are calculated by (2) , (3) and (4), respectively.
Then the objective function is calculated as follows:
And the problem of the Otsu's multilevel thresholding problem is defined as follows:
III. THE ORIGINAL FLOWER POLLINATION ALGORITHM
The flower pollination algorithm (PFA) is a nature inspired metaheuristic algorithm that mainly composed of two ideas: self-pollination and cross-pollination. Selfpollination occurs when there are no pollen vectors such as wind or insects or when the pollen is pollinated within the same plant. Cross-pollination is biotic and occurs when the pollen is delivered to other plants through pollinators. Biotic cross-pollination corresponds to the global pollination since it can occur at long distance because the pollinators such as bats, bees, flies and birds can move a long distance. These pollinators generally move according to the Lévy flight behavior [29] where the step distance of the jump or fly obey a Lévy distribution. In addition, flower constancy can be used as an increment step using the similarity or difference of two flowers [19] . There are four simple rules in FPA: 1) Biotic cross-pollination represents the global pollination process, and the pollinators move according to the Lévy flight behavior. 2) Self-pollination corresponds to the local pollination.
3) Pollinators can develop flower constancy, which is regard as a reproduction probability that is proportional to the similarity of two flowers involved. 4) The interaction of local pollination and global pollination are controlled by a switch probability p ∈ [0, 1]. As a metaheuristic algorithm, FPA is based on the global and local search techniques. The global search simulates the cross-pollination process (rule 1) and uses the best solution to update solutions according to a Lévy distribution [19] as (7) shows.
where x g i denotes the ith pollen in generation g; best is the current best solution; γ is a scaling factor to control the step size; L(λ) is the step size randomly drawn from the Lévy distribution. The Lévy distribution is given by:
where λ = 1.5, (λ) stands for the standard gamma function, and the distribution is valid for large steps s > 0 according to [19] . The local search simulates the self-pollination process, where the local pollination (rule 2) is used together with the flower constancy (rule 3). It generates a new candidate solution from a previous solution and two other solutions chosen randomly from the population given by (9) .
where x g r1 and x g r2 are two random solutions in generation g, which mimics the flower constancy in a limited neighborhood. ε is a uniformly distributed random number within [0,1] to implement a random walk.
An iterative process is applied to the pollen individuals or candidate solutions, where their positions are updated VOLUME 6, 2018 according to (7) or (9) depending on the probabilistically triggered pollination mechanism is global or local. The best solution obtained at the last generation provides the optimal solution to the multilevel thresholding problem.
IV. THE PROPOSED ALGORITHM
Although the FPA-based algorithms have been well-applied for solving many problems, [30] shows that the original FPA provides very limited performances for both artificial benchmarks and real-world benchmarks (however, it has not studied FPA's performance on multilevel thresholding). Ouadfel and Taleb-Ahmed [18] applied the original FPA to multilevel thresholding and compared it with another newly published metaheuristic algorithm SSO. It demonstrates that although the original FPA shows relatively worse performance than SSO on four and five level thresholding in terms of the convergence accuracy, it outperforms other two popular metaheuristic algorithms including PSO and bat algorithm in the same measurements and shows the advantage in computational complexity compared with SSO. Therefore, it is potential to apply FPA into multilevel thresholding and further research for its improvement is urgent. Next, we propose a Modified FPA (MFPA) to further improve the performance of FPA in multilevel thresholding.
A. MODIFIED LOCAL POLLINATION
In the local-pollination of the original FPA, every individual searches the area around itself which can be considered as exploitation. According to [31] , exploitation is restricted to the good use of good information. In other words, it is better to move the individuals in local-pollination to search the high-fitness area rather than always searching themselves for efficiency (as some of the individuals may with low fitness which generally needs no effort to search).
To define such high-fitness area, a simplified 1 Fitness Euclidean-distance Ratio (FER) strategy [32] - [34] is employed in the proposed algorithm. It replaces the base vector in local pollination with a better solution x g i,FER for local-pollination as (10) shows.
where x g i,FER is identified using (11) , where Np is the population size.
Here, FER is defined by:
The simplification is done by ignoring a scaler factor according to [32] . In the strategy, the ith pollen individual is updated using a solution which maximizes the ''Fitness Euclidean-distance Ratio''. It aims to find a high-fitness neighbor for the pollen to perform exploitation. Each individual chooses the its own neighbor which avoids the rapid gathering of the population (the quick gathering generally leads to the loss of population diversity and premature convergence). In addition, the reason that we choose such a neighbor rather than a solution with even higher fitness is to make more use of the good information (x g i,FER , i ∈ [1, Np]) and avoid the quick loss of diversity. With the modified local pollination strategy, the algorithm is able to push the pollen individuals moving towards its ''fittest-and-closest'' [33] neighbor. In other words, each pollen will choose a more promising area to search instead of exploiting the area around themselves. As a result, more good experience of the whole population is utilized and the learning efficiency is also improved.
B. MODIFIED GLOBAL POLLINATION
The idea of global-pollination corresponds to biotic cross-pollination which means the pollen is delivered by certain pollinators according to the rule 1. In Yang's globalpollination model as (7) shows, only the global best solution is concerned, which indicates that all individuals are moving toward the global best one. However, biologically speaking, although there are some preferences of the pollinators in the pollination [35] , [36] , no absolute rules constrain that the pollinators should moving towards the best plant (solution). In fact, excessive pollinator preference sometimes may bring bad results such as reduced developmental stability [37] . More realistically, it should be noted that those pollinators such as bees and flies may deliver the pollen to any place within the search space because their practical habits in the real-world may be much more complex. In other words, the global search may be performed towards a random place rather than the area towards the best. With such analysis, in our modified cross-pollination strategy, the best is replaced with a random position in the search space as (13) shows, where each dimension of Rand is generated uniformly randomly within [0, 255].
Such strategy makes significant sense for the algorithm because individuals are dispersed towards a random position which enhances the exploration. Therefore, the capacity of escaping from the local optimal and avoiding premature convergence is improved.
C. THE FRAMEWROK OF THE PROPOSED ALGORITHM
The framework of the proposed algorithm is given in 
V. EXPERIMENTS
In this section, the performance of the proposed algorithm was evaluated. Firstly, the test images and the algorithms used in the comparison were introduced in Subsection A, followed by the detailed results on the objective function value shown in Subsection B. Then, two popular image quality measures were also calculated to verify the segmentation performance in Subsection C. Finally, the convergence performance was given in Subsection D.
A. EXPERIMENTAL SETUP
To demonstrate the superiority of the proposed algorithm, two FPA based multilevel thresholding algorithm including the original FPA and a recent published hybrid modification called MRLFPA [38] , and five other popular multilevel thresholding metaheuristic algorithms including PSO, DE, ABC, CS, SSO were chosen to compare with the proposed one. All these compared algorithms are representative algorithms for multilevel thresholding which have been demonstrated in the corresponding references in TABLE 2. The parameters of the involved algorithms were directly taken from these references. For the proposed algorithm, the population size were set as 30, and the switch possibility linearly decreases from 0.8 to 0.2 as (14) shows, where g max = MaxFEs/Np. 30 independent runs were carried out by each algorithm for each image. The number of thresholds K included both the normal-levels (K = 2, 3, 4 and 5 [18] ), and highlevels (K = 10, 15, 20 and 30 [5] ). The maximum number of function evaluations was set to 2500 * K for all methods, and all populations were uniformly randomly initialized within [0, 255]. Fig. 1 shows the images used in the experiment, where Fig. 1a and Fig. 1b are two popular test image in image process in size of 512 × 512 and Fig. 1c, Fig. 1c and Fig. 1e are three optical remote sensing images in size of 585 × 1003, 706 × 1082 and 803 × 889 respectively.
B. RESULTS ON THE OBJECTIVE FUNTION VALUE
As the aim of the multilevel thresholding is to maximize the given objective function, the objective function value obtained by the involved algorithms directly shows the algorithm's performance. In detail, the mean objective function values are shown in show advantage in any case when compared meticulously with the proposed algorithm.
In order to evaluate the results statistically, the Friedman test were also performed to rank the algorithms. The Friedman test captured the result of locating optimal thresholds on all five images used in the experiments according to all observed numbers of thresholds. The algorithms are ranked on the normal-levels and high-levels respectively. Therefore, two test were conducted and 40 (l * n * m = 40) variables are used in each comparison in each test, where l = 5 denotes the number of images, n = 4 denotes the number of levels, m = 2 is the number of used measures including the mean and standard deviation of the objective values. The significance level is set to 0.05. Fig. 2 and Fig. 3 show the graphical ranking results of normal and high-levels thresholding, respectively, where the center circle denotes the average ranks and the lines indicate the confidence intervals. Smaller ranks represent a better performance and when if there is no overlap of the intervals of any two algorithms, they are significantly different.
On the normal-levels thresholding, as Fig. 2 shows, the proposed algorithm significantly outperformed FPA, PSO and ABC, and also showed advantage when compared with other four algorithms. On the high-levels thresholding in Fig. 3 , the proposed algorithm ranked even better which showed significant difference with all other algorithms except CS (CS also ranked worse than the proposed method according to the numerical result in TABLE 5). In conclusion, the rankings clearly demonstrated the superiority of the proposed algorithm, and it can be concluded that the proposed algorithm distinguishes itself by its high accuracy (mean) and stability (standard deviation).
C. QUALITY MEASURES OF SEGMENTED IMAGE
To verify the performance of the proposed algorithm, two popular measures [2] , [3] , [5] including Peak Signal Noise Ratio (PSNR) and Structural SIMilarity (SSIM) were calculated to evaluate the corresponding image segmentation performance of the results in subsection B. The PSNR measure is related to the mean square error of each pixel. It indicates the accuracy of the reconstructed image and evaluates the similarity of the image against a reference image. It is calculated by (15) and (16), where x is the original image and y is the reconstructed image. PSNR = 10 log 10 255 2 MSE (15)
SSIM shows the visual similarity of the reconstructed image against the original image according to the degradation of VOLUME 6, 2018 structural information. It is given by:
where u x and u y are the mean intensities of images x and y; σ 2 x and σ 2 y stand for the variance of x and y; σ xy is the covariance of x and y. c 1 = 6.5025, c 2 = 58.5225 [5] .
Without loss of generality, image Fig. 1a (normal image) and image Fig. 1c (remote sensing image) are chosen to illustrate the overall quality. The PSNR and SSIM results of these two images achieved by the compared methods are listed in TABLE 6. Fig. 4 and Fig. 5 shows the segmented images of different levels thresholding results. Fig. 6 presents the multi-level thresholding results of image Fig.1c achieved by the involved algorithms in the run associated with the median PSNR or SSIM.
It can be observed from TABLE 6 that MFPA wins 10 times in total 16 comparisons on both PSNR and SSIM, while the second best (SSO) and the other modified FPA (MRLFPA) only ranks first 4 time and 2 times, respectively.
In order to evaluate the results rigorously, two Friedman tests were performed to rank the algorithms on the normallevels and high-levels respectively. 16 (l * n * m = 16) variables are used in each comparison in each test, where l = 2 denotes the number of images, n = 4 denotes the number of levels, m = 2 is the number of used measures including the PSNR and SSIM (The reciprocals of these values are used in the Friedman test. Therefore, lower values indicate better performance). The significance level is set to 0.05. From the statistical rankings in TABLE 7 and the graphical results in Fig. 7 and Fig. 8 , it can be found that the proposed algorithm achieved the best performance compared with other algorithms.
D. CONVERGENCE PERFORMANCE
To further evaluate the proposed algorithm, the convergence performance on different levels of thresholding was also studied. For fair comparison, on the one hand, all population size was set to be 30, and same random initial population was used for the involved algorithms. All other parameters and settings were the same as Subsection A. Without loss of generality, the results on image Fig. 1a on 3 , 5, 15 and 30 level thresholding are analyzed to exemplify the performance.
In the normal-levels thresholding, as Fig. 9 and Fig. 10 shows, all algorithms showed satisfying convergence performance except FPA. While in the high-levels 30516 VOLUME 6, 2018 thresholding, it can be found in Fig. 12 that most of the algorithms like DE, ABC, PSO and SSO encountered the premature convergence and other algorithms including CS fell into local optimal in the later stage, whereas only MRLFPA and MFPA overcame the problems. It also demonstrated the success of our premature-convergenceavoiding-dedicated global pollination strategy. Moreover, MFPA is also superior on the speed of finding the optimal thresholds compared with MRLFPA, which indicated the advantage of our modified strategy on the searching efficiency. In conclusion, the proposed algorithm achieved significant improvements based on the original FPA; and when compared with MRLFPA and other metaheuristic algorithms, the proposed algorithm offered close convergence performance in normal-levels thresholding and better performance in high-levels thresholding.
VI. CONCLUSION
This paper proposed a modified flower pollination algorithm for multilevel thresholding image segmentation. Two modifications were developed. First, the local pollination in the original FPA was improved with a Fitness Euclideandistance Ratio strategy to perform effective exploitation. Second, the global pollination strategy was modified with a random position vector to improve exploration. The experiments demonstrated the success of our modification. In the experiments, the proposed algorithm not only showed obvious improvement in the comparison with two FPA based algorithms, but also proved itself as a state-of-art metaheuristic for multilevel thresholding in the comparison with five other popular metaheuristic algorithms in terms of the objective function value and image quality measures. More statistic rankings based on the Friedman test demonstrated the superiority of the proposed algorithm on both normallevels thresholding and high-levels thresholding. In addition, the convergence performance of the involved algorithms was also analyzed. It illustrated that the proposed algorithm has close performance on normal-levels thresholding to other algorithms and can achieve higher accuracy in high-levels thresholding.
Future works of this study will focus on the following points:
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