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A classic issue in the categorization literature has been whether people represent categories in terms of abstracted prototypes or in terms of specific exemplars. According to prototype models, people represent categories in terms of some central tendency computed over the category training instances and classify objects on the basis of how similar they are to the prototypes of the alternative categories (Homa & Vosburgh, 1976; Posner & Keele, 1968; Reed, 1972) . By contrast, according to exemplar models, people represent categories by storing the individual training instances themselves (Hintzman, 1986; Medin & Schaffer, 1978; Nosofsky, 1986) .
A well-known experimental paradigm that has been used for contrasting the predictions of exemplar and prototype models is the Medin and Schaffer (1978) 5/4 category structure, which is listed in Table 1. 1 In this paradigm, the stimuli are simple perceptual forms that vary along four salient binary-valued dimensions. The stimuli are divided into two categories. The logical values of the prototype of Category A are assumed to be 0 0 0 0, and the logical values of the prototype of Category B are assumed to be 1 1 1 1. Subjects are trained on the first nine items and are then given a transfer test that includes all the items in the list. This category structure is diagnostic because prototype and exemplar models tend to make opposite predictions for specific items. Most critically, prototype models predict that people will perform better on Stimulus A1 than on Stimulus A2 because A1 shares more features with its category prototype. In contrast, exemplar models generally predict an A2 advantage because A2 is highly similar to (i.e., shares three features with) two Category A exemplars and no Category B exemplars. In fact, the A2 advantage has been observed in numerous studies. Furthermore, when exemplar and prototype models are fitted to the classification data in this design, the results generally favor the predictions from the exemplar model (for reviews, see Nosofsky, 1992 Nosofsky, , 2000 ; but see Smith & Minda, 2000 , for an opposing viewpoint).
However, whereas previous research concentrated on fits of the models to aggregate data, Minda and Smith (2002) recently collected data from the 5/4 category structure but fit the models to the individual subject data. Their research revealed two potentially problematic issues for the exemplar model. First, in contrast to previous results, the exemplar model provided worse fits to the data than the prototype model. This result was obtained even though the A2 advantage was consistently observed in Minda and Smith's (2002) data sets. A second problematic issue involved certain attention-allocation analyses conducted by Minda and Smith (2002) . These researchers argued that, even to the extent that the exemplar model could achieve good fits, it did so by adjusting its attention-weight parameter estimates in untenable ways.
In this article we argue that there are several reasons for concern regarding the analyses and conclusions of Minda and Smith (2002) . First, as we discuss in detail in the following sections, Minda and Smith (2002) tested only a restricted version of an 1 Our article addresses a replication of the Medin and Schaffer (1978) paradigm reported by Minda and Smith (2002) . In their article, Minda and Smith reordered the dimension values of the Medin and Schaffer (1978) stimuli, such that Dimensions 1, 2, 3, and 4 in the Minda and Smith (2002) article refer to Dimensions 4, 3, 2, 1 in the Medin and Schaffer paradigm. For ease of comparison to Minda and Smith (2002) , we use the reordered dimension labels. exemplar model. In particular, they tested a version of the generalized context model (GCM; Nosofsky, 1984 Nosofsky, , 1986 ) that assumes a probability-matching response rule. However, there have been numerous previous demonstrations that the GCM cannot fit individual subject data under this assumption because individual subjects tend to be more deterministic in their response strategies (Ashby & Gott, 1988; Ashby & Maddox, 1993; McKinley & Nosofsky, 1995; Nosofsky & Zaki, 2002) . In contrast, the version of the prototype model that Minda and Smith (2002) tested could accommodate any level of probabilistic versus deterministic responding that is desired (Nosofsky & Zaki, 2002) . In this article we demonstrate that when a full version of the GCM is applied, which is not constrained to predict probability matching, it achieves fits to Minda and Smith's (2002) data that are substantially better than those of the prototype model. Second, we argue in this article that there are a number of problems with the attention analyses that Minda and Smith (2002) conducted. When these problems are corrected, we find no evidence that challenges the attention-allocation assumptions made by the exemplar model.
Review of the Models
In this section we provide a brief review of the formal models that guide the present research.
The Generalized Context Model
According to the GCM (Nosofsky, 1984 (Nosofsky, , 1986 , people represent categories by storing individual exemplars in memory. The exemplars are represented as points in a multidimensional space. The stimuli in the Medin and Schaffer (1978) 5/4 structure varied along four binary-valued separable dimensions. Therefore, the psychological distance between two stimuli is calculated by using the weighted city-block metric,
where x im is the value (either 0 or 1) of item i on dimension m, and w m ͑0 Յ w m Յ 1, w m ϭ 1͒ is the attention weight given to dimension m. The similarity between two stimuli is an exponential decay function of their distance,
where c is an overall sensitivity parameter (Shepard, 1987) . Finally, the probability that item i is classified into Category A is given by
where s ia and s ib are the summed similarities of item i to the exemplars of Categories A and B, respectively, and ␥ is a response-scaling parameter (Ashby & Maddox, 1993; McKinley & Nosofsky, 1995) . When ␥ ϭ 1, the model assumes that subjects probability match to the relative summed similarities. At higher levels of ␥, the model assumes that subjects respond more deterministically with the category that yields the larger summed similarity. This full version of the GCM has five free parameters: the sensitivity parameter c, the response-scaling parameter ␥, and three freely varying attention weights (w m ).
Multiplicative Prototype Model
Like Minda and Smith (2002) , we also tested a multiplicative prototype model (MPM) , that is, a version of the prototype model that uses the same similarity functions as the GCM (Estes, 1986; Nosofsky, 1987 Nosofsky, , 1992 . In this model, the distance between item i and Prototype A is given by
where P Am denotes the value of Prototype A on dimension m, and the w m are the attention weights. The similarity between item i and Prototype A is then given by
where c is the sensitivity parameter. The probability with which item i is classified into Category A is given by
However, in the MPM, the ␥ response-scaling parameter cannot be estimated separately from the sensitivity parameter c (see Nosofsky & Zaki, 2002 , for extensive discussion). Therefore, without loss of generality in this model, the ␥ parameter is set at 1. The MPM has four free parameters: the sensitivity parameter c and three freely varying attention weights (w m ). 
Mixed-Prototype Model
In their mixed-prototype model of categorization, Minda (1998, 2000; Minda & Smith, 2001; Smith, Murray, & Minda, 1997) hypothesized that subjects store memories of particular exemplars after extended training. The stored exemplars, however, are assumed to be used only for the purpose of classifying the training instances themselves, with generalization to new items based solely on similarity to the prototypes. According to this mixed model, the probability that an old item from Category A is classified into Category A is given by
where e (0 Յ e Յ 1) is the probability that the observer uses item-specific exemplar memories, g (0 Յ g Յ 1) is a guessing probability, and proto(A͉i) is the probability with which item i is classified into Category A by a prototype process. If the item i was not presented during training, the parameter e is set to 0, and the model reduces to a categorization decision based solely on guessing and prototype-based similarity. This mixed model has six free parameters: sensitivity c, guessing g, exemplar-memory e, and three freely varying attention weights (w m ).
Modeling the Minda and Smith (2002) Datasets
Background Minda and Smith (2002) fitted a version of the GCM as well as the MPM to the individual-subject data that they collected in the Medin and Schaffer (1978) 5/4 paradigm. Although the models could not be distinguished quantitatively on the basis of their fits to the transfer test data, the MPM fit the training data better than the GCM in two separate experiments. Minda and Smith (2002) interpreted these findings as an indication that the observers were using a prototype process in this task.
However, in modeling these data, Minda and Smith (2002) fitted only a version of the exemplar model in which the responsescaling parameter (␥) was set to 1. This is the value that was assumed in the original version of the context model (Medin & Schaffer, 1978) and in the early articles that first introduced the GCM (Nosofsky, 1984 (Nosofsky, , 1986 (Nosofsky, , 1987 . Since then, however, it has been widely acknowledged that when this restricted model is applied to data at the individual subject level, it fails because subjects respond more deterministically than is predicted by a probability-matching rule (McKinley & Nosofsky, 1995; Nosofsky, 1991; Nosofsky & Johansen, 2000; Nosofsky & Palmeri, 1997; Nosofsky & Zaki, 2002 ). Therefore, a major aim of the present research was to test the full GCM (with ␥ allowed to vary) on its ability to account for Minda and Smith's (2002) individualsubject data.
In addition, in numerous previous articles, Smith and colleagues (Minda & Smith, 2001; Smith & Minda, 1998 Smith et al., 1997) have argued for the importance of the mixed-prototype model. They have suggested that following extended training on a fixed set of exemplars, subjects use the exemplar-memorization process described in our Review of the Models section. However, Minda and Smith (2002) did not consider the predictions of the mixed-prototype model in their recent replication of the Medin and Schaffer (1978) paradigm. Therefore, a second aim of the present research was to test the mixed-prototype model as well.
Data Set
The data that we used to assess the models were from Experiment 2 of Minda and Smith (2002) . (Experiment 2 replicated their Experiment 1 but also included a transfer phase following initial training.) To briefly summarize, in their experiment, Minda and Smith (2002) trained subjects on the first nine stimuli listed in Table 1 . Subjects were trained for 40 blocks of nine trials each. Each training stimulus appeared once in a random order in each block. Following training, subjects were shown both old and new items (Stimuli 1-16) in a transfer phase. There was a total of 8 blocks of 16 transfer trials, with each transfer stimulus appearing once in a random order in each block.
Model Fits
Following Minda and Smith (2002) , for each subject, we fit the models to each of four main trial segments of learning. In each of these trial segments, there were 10 repetitions of each stimulus. As an index of fit for the training data, we calculated the sum of squared deviations (SSD) between the observed and predicted Category-A response probabilities for all stimuli. Likewise, we fitted the models to the transfer data by minimizing the SSD between the predicted and observed response probabilities of the 16 transfer stimuli. For both the training and transfer data, we also used maximum-likelihood as a criterion of fit, and this method led to an entirely parallel set of results. We report the results from the SSD measure to increase the comparability with Minda and Smith's (2002) results. Multiplicative-prototype model. Figure 1A displays the training-data fit values for the MPM and the probability-matching version of the GCM. Averaged across the four trial segments, the MPM's fit index was .153, and the fit index of the probabilitymatching GCM was .174. A repeated measures analysis of variance (ANOVA) with trial segment and model as factors indicated a main effect of model, F(1, 47) ϭ 5.878, p Ͻ .05. There was no interaction between trial segment and model, F(3, 141) ϭ 1.37, p Ͼ .05. Thus, just as in Minda and Smith's (2002) analysis of the data, these results point to a superiority of the prototype model over the restricted GCM.
However, a substantially different pattern of results emerged when the response-scaling parameter, ␥, was allowed to vary in the exemplar model. Figure 1B shows the training-data fits of the GCM and the MPM for the four trial segments. The exemplar model's SSD was .109 compared with .153 for the prototype model. An ANOVA with trial segment and model as factors indicated that the GCM fit the data significantly better than the MPM, F(1, 47) ϭ 16.608, p Ͻ .001, with no trial segment by model interaction, F(2, 141) ϭ 0.475, p Ͼ .05.
We also fit the models to the transfer data. As reported by Minda and Smith (2002) , the mean SSD for the probability-matching GCM (.668) and the mean SSD for the multiplicative prototype model (.693) were virtually identical. However, as with the training data, the full version of the GCM with ␥ as a free parameter (mean SSD ϭ .337) fit the transfer data significantly better than did the MPM (mean SSD ϭ .693), F(1, 47) ϭ 19.747, p Ͻ .001.
Two issues arise with regard to interpreting the superior fits of the exemplar model. First, in applying the prototype model to the Medin and Schaffer (1978) structure, we have followed previous approaches by assuming that the prototype of Category B is coded as 1 1 1 1. We refer to this approach as the standard-coding assumption. Note, however, that for Dimension 3, the values 0 and 1 occur an equal number of times in Category B (see Table 1 ). The standard-coding assumption is usually made to develop a contrast between the Category-A and Category-B prototypes. A question that arises is whether or not some subset of subjects may nevertheless develop an alternative representation in which the B prototype is coded as 1 1 0 1 (so that there is no contrast between the A and B prototypes along Dimension 3). It is straightforward to prove, however, that, for the present paradigm, the predictions of this alternative-coding prototype model can always be matched by a version of the standard-coding prototype model in which the Dimension-3 attention weight is set at zero. Thus, for the present paradigm, the alternative-coding prototype model can never provide fits to the data that are any better than those provided by the standard-coding model.
A second problematic issue is that the full version of the GCM has an extra free parameter compared with the prototype model and may achieve its better fits simply because it is a more flexible model (Minda & Smith, 2001 ). We took two approaches to addressing this concern. Although a detailed presentation goes beyond the scope of this article, in the first approach we conducted a variety of power analyses involving the models. Specifically, we generated simulated data sets under the assumption that the prototype model is the true model, and then fitted the GCM and the prototype model to these simulated data. In this case, the prototype model virtually always provided better fits than the GCM. In other words, although the GCM may be more flexible than the prototype model, we can at least conclude that if the prototype model were the true model underlying subjects' performance, then the GCM should not have provided better fits to the empirical data.
Our second approach to addressing this issue was to investigate the mixed-prototype model, which provides the prototype model with additional free parameters that have been deemed to be important in previous work (e.g., Smith & Minda, 1998; Smith et al., 1997) . We report the results of these investigations in the following section. Mixed-prototype model. In previous tests (Smith & Minda, 2000) , the additional free parameters accorded the mixedprototype model have been instrumental in allowing prototype theory to account for results from the Medin and Schaffer (1978) 5/4 paradigm. In addition, as noted previously, Minda (1998, 2000; Smith et al., 1997) have often acknowledged a role of exemplar memorization in situations involving extended training on a small set of exemplars. Therefore, we felt that it was important to test how well the mixed-prototype model could fit the data. Figure 1C shows the training-data fit of the mixed model compared with the full version of the GCM. Whereas the GCM's fit index was .109 across the four trial segments, the fit index for the mixed model was .141. An ANOVA with trial segment and model as factors indicated that the GCM fit the data significantly better than the mixed model, F(1, 47) ϭ 11.199, p Ͻ .01. Once again, there was no trial segment by model interaction, F(2, 141) ϭ 0.602, p Ͼ .05. In addition, the GCM fit the transfer data significantly better than did the mixed model (mean SSD ϭ .523), F(1, 47) ϭ 10.520, p Ͻ .01.
Locus of the effects. Although we fitted the models to the individual subject data, to gain some sense of the overall trends, we formed composite plots of the observed and predicted Category-A response probabilities for each stimulus. These composite plots, shown in Figure 2 , were formed by averaging across the observed and predicted values for each individual observer. In general, the GCM captures the trends in the data better than the prototype or mixed model. The main qualitative advantage of the GCM is its ability to reproduce, in both the training and transferdata sets, the observed advantage of Stimulus A2 over Stimulus A1. Minda and Smith (2002) reported that this advantage was statistically significant in the training data of both experiments, although it was not significant in the transfer data.
Finally, an examination of the best-fitting parameters from the GCM indicated that, not surprisingly, the ␥ response-scaling estimates tended to be greater than one. For example, in the fits to the transfer data, 41 of 48 subjects had ␥ estimates greater than one, with the median estimate being 4.86. This result is in accord with numerous previous ones indicating that individual subjects respond more deterministically than is predicted by the probabilitymatching version of the GCM.
In sum, when its response-scaling parameter is allowed to vary, the GCM provides a substantially better account than does the MPM or mixed model of the individual-subject data from Minda and Smith's (2002) replication of the Medin and Schaffer (1978) paradigm.
Attention Allocation

Background
The exemplar-model prediction of the A2-versus-A1 advantage depends, of course, on the assumption that subjects give at least some attention to Dimension 3 in making their classification judgments. (Otherwise, Exemplars A1 and A2 are logically equivalent, so there could be no basis for predicting differential performance on these items.) Minda and Smith (2002, p. 277) , however, argued that it is more likely that subjects would ignore this dimension than grant it any attention because it is relatively nondiagnostic of category membership. Therefore, Minda and Smith (2002) suggested that the attention-weight estimates associated with Dimension 3 may have involved a formal artifice. This artifice allowed the GCM to capture the A2 advantage, but pro- vided an incorrect psychological description of observers' actual attention-allocation behavior.
To corroborate this interpretation, Minda and Smith (2002) conducted two main attention-allocation analyses (described below). They argued that the results of these analyses confirmed that observers did not attend to the dimensions in the manner suggested by the exemplar model. Instead, these attention-allocation analyses supported the description provided by the prototype model.
In our view, Minda and Smith's (2002) attention-allocation analyses make potentially important contributions by seeking converging forms of evidence regarding the adequacy of formal psychological models of classification behavior. However, we believe that the particular analyses reported by Minda and Smith (2002) had some significant shortcomings. Contrary to Minda and Smith (2002) , we argue in this section that their attention-allocation analyses do not distinguish between the predictions from exemplar and prototype models of classification.
Critique of Analysis 1
The first attention-allocation analysis conducted by Minda and Smith (2002) was as follows. Across the nine training stimuli, they simply computed the correlation between the values on each individual dimension and the observed Category-A response probabilities of each observer. For example, suppose that an observer tended to classify stimuli with value 0 on Dimension 1 into Category A and to classify stimuli with value 1 on Dimension 1 into Category B. Then there would be a large correlation computed for Dimension 1. Minda and Smith (2002) interpreted these correlations as measures of attention to each individual dimension. They formed an overall correlation profile by averaging the correlations computed for each dimension across observers. They then compared this correlation profile with the average attention-weight distributions computed from the fitted models.
Examples of the results of these analyses are reproduced here as Figures 3A and 3B . These examples are from a subset of subjects in Minda and Smith's (2002) Experiment 1 who displayed a large A2-versus-A1 advantage. As can be seen in Figure 3A , the computed correlation along Dimension 3 is near 0, but the exemplar model assigns moderately large attention weight to this dimension in fitting the data. By contrast, the computed individual-dimension correlations tend to correspond well with the attention-weight estimates derived from the prototype model ( Figure 3B ). Thus, Minda and Smith (2002) argued that this attention-allocation analysis supported the prototype model and challenged the exemplar model.
Our view, however, is that this form of analysis is seriously flawed and has no bearing on the adequacy of the attentionallocation descriptions provided by the models. Although Minda and Smith (2002) advanced the correlation method as a model-free assay of attention, the method does entail explicit representational assumptions. To preview, a key problem is that the method assesses only independent relations between individual dimension values and classification performance and is insensitive to configural information in the category structure.
The most straightforward way to demonstrate the problem is by way of a simple example. Consider the category training structure illustrated in Table 2 , which was used in a previous study reported by Medin, Altom, Edelson, and Freko (1982) . The key aspect of the structure is that a perfect biconditional rule defined along Dimensions 3 and 4 is available for classifying the stimuli. That is, values of 11 or 00 along these dimensions signify Category A membership, whereas values of 10 or 01 along these dimensions signify Category B membership. Now, suppose that an observer learned this biconditional rule, applied it perfectly, and allocated all of his or her attention equally to these two dimensions (while ignoring Dimensions 1 and 2). Then the observer would classify training exemplars A1-A4 into Category A with probability one, and would classify training exemplars B1-B4 into Category B with probability one. The results from Minda and Smith's (2002) correlation-based analysis for this hypothetical example are pictured in Figure 3C . In a nutshell, their analysis would indicate that the observer gave zero attention to Dimensions 3 and 4 and gave all of his or her attention to Dimensions 1 and 2. In other words, Minda and Smith's (2002) correlation-based analysis would provide exactly the opposite picture of what was the true attentionallocation policy of the observer.
The reason for this misleading result is that Minda and Smith's (2002) correlation-based analysis treats each dimension independently. It is insensitive to any higher order configural relations among the dimensions. When considered independently, Dimensions 3 and 4 of the biconditional rule are uncorrelated with category membership. However, when considered configurally, they are perfectly correlated with category membership. The attention estimates provided by this correlation method tend to be similar to those obtained from the prototype model because the latter model also treats dimensions independently (Estes, 1986; Medin & Schaffer, 1978) . By contrast, the exemplar model is sensitive to configural information across dimensions. Thus, its attention-weight estimates may often differ dramatically from those derived from Minda and Smith's (2002) correlation-based analysis.
The preceding example was intended to provide a simple illustration of the shortcomings of Minda and Smith's (2002) correlation method of assessing attention. Essentially the same problem exists, however, when the method is applied to the Medin and Schaffer (1978) 5/4 category structure. To demonstrate this point, we conducted the following analysis. First, we used the GCM to predict the Category-A response probabilities for the nine training stimuli in the 5/4 structure. In generating these predictions, we set the sensitivity parameter at c ϭ 4, the response-scaling parameter at ␥ ϭ 3, and assumed that the observer allocated equal attention to each of the four dimensions (i.e., w m ϭ .25 for each m). (Similar results are observed for a wide range of values of c and ␥.) Next, we conducted Minda and Smith's (2002) correlation analysis on these GCM-predicted data. The results are shown in Figure 3D . As is evident from inspecting the figure, the correlation analysis suggests incorrectly that the observer gave nearly zero attention to Dimension 3, despite the fact that equal attention was in fact given to each of the four dimensions. In other words, if the GCM were the true model underlying observers' performance, then Minda and Smith's (2002) correlation analysis would incorrectly assess the degree of attention that observers gave to each dimension. Minda and Smith (2002) acknowledged the potential limitations of their correlation method for assessing attention and wrote ". . . it is possible that the correlations may not always reflect participants' attentional allocation" (p. 283). Neverthe-less, they repeatedly included the results of these analyses as evidence bearing on the adequacy of the alternative models (e.g., Minda & Smith, 2002, pp. 282, 286, 287, 288) . The preceding demonstrations show clearly that Minda and Smith's (2002) concerns about this mode of analysis were highly justified. In a nutshell, this first method of assessing attention allocation has no bearing on evaluating prototype versus exemplar models of classification.
Critique of Analysis 2
To address the aforementioned concerns, Minda and Smith (2002) reported results from a second, more intricate method of assessing attention allocation in the formal models. In this method, they simulated results from the models themselves to assess the expected correlations between the dimension values and the classification response probabilities of the nine training stimuli. They then analyzed whether the results of fitting the models to the observed classification data conformed to these expected correlations. Specifically, Minda and Smith's (2002) second mode of analysis proceeded as follows. They started by simulating 5,000 subjects from each of the models. For each simulated subject, they chose a random configuration of the models' parameters, and for each of these parameter configurations they computed the predicted Category-A response probabilities for each of the stimuli in the Medin and Schaffer (1978) 5/4 training set. Next, for each of the simulated subjects, they calculated a performance-structure correlation by correlating these predicted probabilities with the logical feature values of the stimuli along a particular dimension. They then plotted the performance-structure correlation against the attention-weight parameter value that was used to generate the predicted probabilities for that simulated subject. By plotting these 5,000 points, Minda and Smith (2002) constructed a response surface for the models in which all possible performance-structure correlations for particular settings of the attention-weight parameters were mapped out. Minda and Smith's (2002) next step was to compare the observed performance-structure correlations with the ones predicted from the models. Thus, across the nine training stimuli, they calculated for each subject in each of the last two trial segments of training the correlation between the observed Category-A response probabilities and the abstract feature values along a particular dimension. They also fitted each model to the individual subject's classification data to estimate the bestfitting attention weights along each dimension. Finally, they plotted the observed performance-structure correlations against these best-fitting attention weights. The goal was to discover whether the observed performance-structure correlations fell within the range that was predicted by the models in the response-surface analysis. Minda and Smith (2002) plotted the Dimension 1 and Dimension 3 performance-structure correlations for both the GCM (with ␥ ϭ 1) and the MPM. These plots are shown here in Figures 4 and  5 , respectively. For Dimension 1, for both models, most of the observed performance-structure correlations lie within the range that is predicted by the models. However, for Dimension 3, there is a different pattern of results for the GCM. In this case, the observed performance-structure correlations often lie outside of the predicted range. On the basis of this analysis, Minda and Smith (2002) argued that the GCM therefore provided an incorrect description of individual subjects' attention-allocation behavior, Figure 4 . Performance-structure correlations scatterplots for the generalized context model (with ␥ ϭ 1) for each of the four dimensions. The x-axis represents the weights that were assigned to that dimension in the model. The y-axis represents the correlation between performance on the training stimuli and their featural values on that dimension. Each small dot is a performance-structure correlation coefficient plotted against the attention-weight parameter value that was used to generate the predicted probabilities for one of the 5,000 simulated subjects. The small squares represent the performance-structure correlations observed in Experiment 2 of Minda and Smith (2002) plotted against the attention weight estimated by the model. whereas the description provided by the prototype model was supported.
Although this second mode of analysis does not have the same problems as does the first, our view is that some serious shortcomings remain. First, in conducting the analysis, Minda and Smith (2002) examined the attention-allocation plots for only two of the dimensions (1 and 3). In Figures 4 and 5 we provide a complete analysis, which also shows the performance-correlation plots for Dimensions 2 and 4. As it turns out, the prototype model does poorly on these dimensions, whereas the GCM does well. That is, although the GCM (with ␥ ϭ 1) fares poorly on the Dimension-3 analysis, the prototype model fares poorly on Dimensions 2 and 4. We should note that this shortcoming of the prototype model was not as evident for Minda and Smith's (2002) Experiment 1 training data. Nevertheless, the point is that there are cases in which the prototype model too does poorly given this mode of analysis.
A more important problem with Minda and Smith's (2002) analysis is that it made no allowance for sampling error in deriving the expected range of performance-structure correlations. The derived response surfaces are population-based predictions, that is, they are based on an infinite number of responses given the parameter settings in the models. However, in the actual analysis of the experimental data, subjects contributed only 10 observations for each individual stimulus. To investigate the effect of sampling error on this analysis, we used the following procedure. First, for each of 5,000 random parameter settings, we generated the classification probabilities predicted from the models. Given these predicted probabilities, we then simulated 10 binary-valued responses for each of the training stimuli (assuming binomial variability). The simulated Category-A response probability for that stimulus was then found by averaging across the results of these 10 simulated responses. We applied this procedure for each of the stimuli for each of our 5,000 simulated subjects. Then, as before, for each subject, we calculated a performance-structure correlation by correlating the simulated probabilities with the logical feature values of the stimuli along a particular dimension. The resulting composite plots yield the models' predicted range of performance-structure correlations, given sampling error. The plots for the GCM (with ␥ ϭ 1) and the MPM are shown in Figures  6 and 7 , respectively. For both of the models, the observed performance-structure correlations generally fall within the Figure 5 . Performance-structure correlations scatterplots for the multiplicative prototype model for each of the four dimensions. The x-axis represents the weights that were assigned to that dimension in the model. The y-axis represents the correlation between performance on the training stimuli and their featural values on that dimension. Each dot is a performance-structure correlation coefficient plotted against the attention-weight parameter value that was used to generate the predicted probabilities for one of the 5,000 simulated subjects. The squares represent the performance-structure correlations observed in Experiment 2 of Minda and Smith (2002) plotted against the attention weight estimated by the model. range of the predicted performance-structure correlations. Apparently, when allowance is made for sampling error, Minda and Smith's (2002) correlation-based analysis does not distinguish between the models in this paradigm. Finally, as in their other modeling analyses, Minda and Smith (2002) considered only the version of the GCM that assumes a probability-matching response rule. We were interested, therefore, in investigating the predictions from the full version of the GCM that makes allowance for response-scaling processes. In particular, we conducted the same performance-structure correlation analysis as did Minda and Smith (2002) , except now also allowing ␥ to vary randomly between 0 and 20. As can be seen in Figure 8 , for the full version of the GCM, even without making allowance for sampling error, the observed performance-structure correlations fall within expected bounds given the range of parameter settings of this model. When allowance is made for sampling error, the range of expected performance-structure correlations expands even more. We conclude that Minda and Smith's (2002) analysis does not pose a challenge to the GCM's description of attention allocation in classification.
General Discussion
Model Comparisons
One of the classic paradigms for distinguishing between prototype and exemplar models of category representation is the Medin and Schaffer (1978) 5/4 structure. Within this structure, prototype models predict that Training Exemplar A1 will be classified with higher accuracy than will Training Exemplar A2, whereas exemplar models generally predict the opposite. Across the vast majority of studies in which the actual 5/4 structure was tested, the qualitative prediction from exemplar models has been supported and the prediction from prototype models disconfirmed (Nosofsky, 2000) . Furthermore, the quantitative fits of a well-known exemplar model, the GCM (Medin & Schaffer, 1978; Nosofsky, 1986) , are superior to those of prototype models when these models are fitted to the complete sets of classification-transfer data observed in Figure 6 . Performance-structure correlations scatterplots, given sampling error, for the generalized context model (with ␥ ϭ 1) for each of the four dimensions. The x-axis represents the weights that were assigned to that dimension in the model. The y-axis represents the correlation between performance on the training stimuli and their featural values on that dimension. Each dot is a performance-structure correlation coefficient plotted against the attention-weight parameter value that was used to generate the predicted probabilities for one of the 5,000 simulated subjects. The squares represent the performance-structure correlations observed in Experiment 2 of Minda and Smith (2002) plotted against the attention weight estimated by the model. these numerous experiments (Nosofsky, 1992; Smith & Minda, 2000) .
As aptly pointed out by Minda and Smith (2002) , however, previous tests compared the quantitative fits of these models with data averaged across subjects. There is clear evidence, however, that there are large individual differences in patterns of classification in this paradigm (e.g., Nosofsky, Palmeri, & McKinley, 1994) . Therefore, the averaged data are not representative of patterns of performance at the individual-observer level. Furthermore, other researchers have suggested that the context model may be advantaged relative to alternative models in fitting averaged data (e.g., Maddox, 1999) .
Thus, Minda and Smith (2002) took an important step in considering the ability of exemplar and prototype models to fit individual-subject data in the Medin and Schaffer (1978) 5/4 paradigm. On the surface, their finding that the prototype model actually provided better quantitative fits to the individual-subject data than did the context model suggests that the previous support for exemplar models may indeed have involved certain artifacts due to averaging across subjects. On the other hand, Minda and Smith's (2002) finding of a consistent advantage for Stimulus A2 over Stimulus A1 across two experiments and in both learning and transfer is at odds with a prototype-based account.
Our view is that Minda and Smith's (2002) model comparisons were limited in that they considered only a restricted version of the exemplar model. Specifically, whereas the original version of the context model assumed a probability-matching response rule, it is well known that individual subjects respond more deterministically than is predicted by a probability-matching strategy. Plausible applications of the context model to fitting individual-subject data require the use of an extended version of that model that makes allowance for response-scaling processes (Ashby & Maddox, 1993; McKinley & Nosofsky, 1995; Nosofsky, 1991) . Furthermore, as argued by Nosofsky and Zaki (2002) , such a response-scaling mechanism can be viewed as implicit in the prototype model that Minda and Smith (2002) tested. Thus, Minda and Smith's (2002) finding of better fits of the prototype model compared with the context model may have nothing to do with the alternative representational assumptions of these models (i.e., prototypes vs. exemplars). Rather, they may simply reflect that the version of the prototype model they tested could accommodate the deterministic response strategies exhibited by individual subjects, whereas the probability-matching version of the context model could not. Accordingly, one of the central goals of the present research was to fit the current version of the exemplar model that Figure 7 . Performance-structure correlations scatterplots, given sampling error, for the multiplicative prototype model for each of the four dimensions. The x-axis represents the weights that were assigned to that dimension in the model. The y-axis represents the correlation between performance on the training stimuli and their featural values on that dimension. The dots are the performance-structure correlation plotted against the attention-weight parameter value that was used to generate the predicted probabilities (with sampling error) for each of 5,000 simulated subjects. The squares represent the performance-structure correlations observed in Experiment 2 of Minda and Smith (2002) plotted against the attention weight estimated by the model. makes allowance for response-scaling processes to Minda and Smith's (2002) individual-subject data in the 5/4 paradigm.
The results of our modeling analyses of Minda and Smith's (2002) data were clear-cut. The full version of the exemplar model provided significantly better fits to the individual subject data in the 5/4 paradigm than did any of the competing models. Furthermore, unlike the prototype and mixed models, it accounted for the A2-versus-A1 advantage that was so consistently observed in Minda and Smith's (2002) data. Minda and Smith (2002, p. 290) acknowledged the inability of the prototype model to account for the A2 advantage and attributed the result to some unspecified "secondary" process or representational system. One type of secondary system that they have posited in past work is the all-or-none exemplar-memorization process that forms part of their proposed mixed-prototype model. As discussed in previous works, however, this particular secondary form of category representation fails to predict the A2 advantage (Nosofsky, 2000; Smith & Minda, 2000) . And as shown in the present research, the exemplar model provides substantially better quantitative fits to Minda and Smith's (2002) individual-subject data than does this mixed model.
Our view is that a more plausible version of a mixed prototype-plus-exemplar model would make allowance for the idea that the stored exemplars can also support generalization decisions. Given that such an exemplar-based generalization mechanism is already formalized in the GCM, however, the question then becomes whether there is a need to extend the model with a prototype-based mechanism as well. To investigate this issue, in the Appendix we report additional modelbased analyses of Minda and Smith's (2002) individual-subject data. Specifically, we test the predictions of a mixed prototypeplus-exemplar model in which classification decisions are based on similarity comparisons to both stored exemplars and a prototype. Because the GCM arises as a special case of this mixed model in which the prototype representation is given zero weight, the GCM cannot provide a better absolute fit to the data than the mixed model. Instead, the question of interest is whether the mixed model provides a substantial improvement compared with the GCM in its ability to account for the classification data. In a nutshell, the results of our model comparisons provided rather little evidence of the utility of extending the exemplar model with a prototype-abstraction mechanism (see the Appendix for details). It is an open question whether alternative versions of a mixed prototype-plus-exemplar model would yield more convincing evidence of the operation of prototypes. Figure 8 . Performance-structure correlations scatterplots for the generalized context model for each of the four dimensions. The x-axis represents the weights that were assigned to that dimension in the model. The y-axis represents the correlation between performance on the training stimuli and their featural values on that dimension. The small dots are the performance-structure correlation plotted against the attention-weight parameter value that was used to generate the predicted probabilities for each of 5,000 simulated subjects. The small squares represent the performance-structure correlations observed in Experiment 2 of Minda and Smith (2002) plotted against the attention weight estimated by the model.
The other major theme of Minda and Smith's (2002) study was the argument that the best-fitting version of the GCM provided an untenable description of individual subject's attention allocation behavior. In the present article, however, we pointed to important shortcomings in Minda and Smith's (2002) attention-allocation analyses. We showed that their correlation-based method of assessing attention was flawed. For example, we showed that if the context model were the true model that governed performance, then Minda and Smith's (2002) correlation-based method would not recover the true attention weights that observers give to the component dimensions of the stimuli. In addition, we showed that the more sophisticated response-surface version of their analysis was also flawed. First, in some cases they did not report aspects of the analysis that challenged the prototype model itself. Second, their analysis made no allowance for sampling error in assessing the range of the models' predictions. Third, their analysis focused on only the probability-matching version of the GCM, which has already been acknowledged to be inadequate in modeling individual-subject behavior. When these shortcomings were corrected, our analysis found no evidence that challenged the exemplar model's description of attention allocation in the 5/4 paradigm.
In conclusion, contrary to Minda and Smith's (2002) claims, we argue that the results reported by Minda and Smith (2002) do not challenge the assumptions of the GCM. In fact, the model-fitting comparisons on the individual-subject data, as well as the consistent A2-versus-A1 advantage, strongly favor the exemplar model over the prototype and mixed models. We do not argue here that the exemplar model is the "correct" model, only that it remains as providing a viable account of performance in this paradigm.
