Asymptotic approximations are constructed for the performance measures of product form queueing networks consisting of single server, fixed rate nodes with large populations. The approximations are constructed by applying singular perturbation methods to the recursion equations of Mean Value Analysis. Networks with a single job class are studied first to illustrate the use of perturbation techniques. The leading term in the approximation is related to bottleneck analysis, but fails to be accurate if there is more than one bottleneck node. A uniform approximation is constructed which is valid for networks with many bottleneck nodes. The accuracy of the uniform approximation is demonstrated for both small and large population sizes. Next, multiclass networks are considered. The leading term in the asymptotic approximation is again related to bottleneck analysis but fails to be valid across "switching surfaces". Across these the bottleneck nodes of the network change as a function of the fraction of jobs in the different job classes. A boundary layer correction is constructed near the switching surfaces which provides an asymptotic connection across the switching surfaces. Numerical examples are presented to demonstrate the accuracy of the results. We illustrate the asymptotic approach on some simple networks and indicate how to treat more complicated problems.
Introduction
Closed, product form queueing networks are widely used as models for the performance of computer and communications networks. For this class of networks, an exact expression for the stationary queue length distribution is known. Though the stationary distribution for product form networks has a simple analytic formula, calculation of performance measures, such as mean queue lengths, mean response times and throughputs, is computationally difficult for networks with large populations. To facilitate the calculation of these performance measures, a number of computational algorithms have been developed which greatly reduce the computational cost.
The computational algorithms can be divided into two general classes: (i) computing the normalization constant for the product form solution or (ii) computing the performance measures directly. Algorithms that compute the normalization constant include the Convolution algorithm by Buzen Another approach is to develop approximations for the normalization constant or the performance measures. Bounds on the performance measures are the simplest approximations to compute (see Zahorjan, Sevcik , Eager, and Galler [?] ). Asymptotic bound analysis (ABA) provides an upper (lower) bound on the throughput (mean response time) based on the assumption that either no queues are formed or the bottleneck node has utilization equal to 1. Balanced job bounds (BJB) provide both upper and lower bounds on the throughput and mean response time. Asymptotic approximations have some advantages over computational algorithms. They yield results for very large networks without requiring much computing time, and they also lead to formulas that give qualitative insights into the behavior of the performance measures. Asymptotic formulas often clearly show how the system behaves in terms of the variables and/or parameters in the model. Asymptotic approximations to the performance measures of closed, product form queueing networks with large populations can also be constructed using the MVA Algorithm. As described above, MVA directly computes mean queue lengths, mean response times and throughputs using a recursion in the number of jobs in the network. It relies on the key result that the mean queue lengths seen by arrivals are equal to the mean queue lengths in the same closed queueing network from which the arriving customer has been removed (arrival theorem). Unfortunately, direct application of the finite MVA recursion has a high computational cost if there are many jobs and job classes. An approximate version of MVA was developed by Schweitzer in [?] in which an iter-
Single Class Networks
We consider a product form queueing network with a single job class and K single server, fixed rate nodes. There are M jobs circulating in the network. The service time at node i is exponentially distributed with parameter µ i . The visit ratio at node i is v i where the visit ratio is equal to one at some distinguished node. The total demand at node i for an average job is the network is defined to be
The MVA algorithm is based on a recursion formed by adding one job to the network per iteration until the total number of jobs equals M. 
The initial condition is
and the mean queue lengths must satisfy
A more compact form of the iteration can be formed by not directly computing some of the performance measures, i.e. combine the above equations, to yield:
Of course, these equations could be simplified further by eliminating the throughput X(m).
Perturbation Method of Schweitzer
We consider a network as above with M large. We expect that as the number of jobs in the network increases, and becomes very large, that one node or a small set of nodes becomes saturated first, i.e. utilization ≈ 1. This set of nodes is called the bottleneck set (see Schweitzer, Serazzi, and Broglia[?] ) and is identified as the nodes with the maximum load D i . We assume that the bottleneck set consists only of node 1 and we consider the perturbation approach in Schweitzer, Serazzi, and Broglia [?] . We introduce the following scalings
into the MVA equations (??)-(??) to obtain the scaled recursion
The initial condition becomes
and (??) is now
The stability condition is that the utilization in each node be ≤ 1 so that
We seek a regular perturbation expansion as in [?] in the form
We substitute (??) into (??)-(??) to obtain to leading order
and at the next order
For each i, we can choose one of the following
We can use bottleneck analysis to help determine the proper choice. Since node 1 is the unique bottleneck with
and taking into account (??), we choose 1−D 1 X 0 = 0. Hence, the leading order system throughput
For i = 1, we have XD i < 1 and we choose
and using (??), we then have h
Using the above in (??), we find that the O(ε) equation is
where δ ij is the Kronecker delta. We now must choose X 1 ≡ 0 and, for i = 1, we obtain
The term h 1 1 (z) is then obtained using (??). At this order the series truncates and no further corrections can be computed. We summarize the results. 
In terms of the original variables:
This approximation is an improvement over asymptotic bound analysis (Zahorjan, Sevcik , Eager, and Galler [?]) since we obtain a correction in the expansion for the mean number in each node. We do not obtain a correction for the throughput.
We observe that if any D i ≈ D 1 , i = 1, the above expansions breakdown due to the 1 − U i terms in the denominators of the O(ε) terms. This will occur if the bottleneck set contains more than one node or if the loads of other nodes are "close" to the demand of the bottleneck node. approaches the demand of the bottleneck node, we present graphs of the mean number in the bottleneck node N 1 (m) as a function of m in Figures 1-3 . The total population in a network with 4 nodes is M = 20 so that ε = 0.05. Node 1 is the bottleneck node for this network. In Figure 1 , the nodes have loads given by [2.0, 1.0, 0.8, 0.5], respectively, and we see that the approximation is reasonably good for m > 7. However, if we increase the load in node 2 to 1.5 as in Figure 2 , the approximation is only useful for m > 15. Finally, in Figure 3 , we increase the demand in node 2 to 1.9 and find the approximation described in Result 1 in not useful. It is important to note that the demand in node 2 does not have to equal the demand in the bottleneck node 1 for the expansion to break down. For all three examples, the throughput X = 0.5 for all m, based on Result 1. In order to obtain an improved approximation, we could develop approximations for the cases when there are two, three, or more nodes in the bottleneck set. However, each of these approximations would still break down if the demand of a non-bottleneck node was close to the demand of the nodes in the bottleneck set. A better approach is to develop a uniform expansion which is valid for all values of the demands and for any number of nodes in the bottleneck set.
The Uniform Approximation
We now develop a uniform approximation valid for any network with K nodes regardless of the values of the demands D i , including networks with multiple bottlenecks. We introduce the following scaling:
We use the single equation form of recursion (combining (??) and (??)) with the above scaling to
with the conditions
We assume an asymptotic solution of the form
and substitute (??) into the recursion (??) to obtain the following equations at the first two orders in ε
To solve (??), we first reduce the number of unknown functions to K − 1 by using the fact that
to obtain the nonlinear system of ordinary differential equations
To solve (??), we set
The construction of the solution to the system (??) is given in the Appendix. We use (??) for f i and hence obtain H i (z), which gives,
where
Next we solve the linear system (??) to obtain the correction term G i (z). We first simplify (??) by introducing S(z) (cf. (??)) to obtain the linear ODE system
Here we have also written equation (??), for the leading term H i (z), as
We construct the solution to (??) by setting
and substituting into (??). We find, after a long calculation, that
Result 2 A uniform approximation for a closed, single class queueing network consisting of K fixed rate nodes and M ≫ 1 is given by
in (??)-(??) and A j (z) are defined in (??). An approximation to the throughput X(z) can then be obtained by substituting (??) into (??).
The formula (??) is also valid for networks in which some or all of the nodes have the same demands, i.e. a i = a j for some i and j. For such networks, a new formula for h i (z) can be obtained in the limit as a i → a j , etc. For example, if all the nodes have the same demand (i.e. a balanced network) then we set a j = a, j = 1, . . . , K.
We find that
and our result (??) reduces to the exact solution for a balanced network, namely,
We illustrate in Figure 4 the uniform approximation for the parameters in Figure 3 , in which the approximation in Result 1 was the worst. The uniform result is accurate for all values of m ≤ M (see Table 1 ). In Figure 5 , we graph the throughput using the uniform expansion in Result 
Multiple Class Networks
We now consider a multiclass, closed product form queueing network consisting of K single server, fixed-rate nodes. There are R job classes (chains) with M r jobs in class r. The total number of jobs in the network is M = r M r and the loads are defined to be D ri = load of class r jobs at node i.
The performance measures in the compact form of MVA are functions of the population vector m = (m 1 , m 2 , · · · , m R ) which we define as N i ( m) = mean queue length at node i X r ( m) = system throughput -class r.
The MVA algorithm is now given by
with the initial conditions
Here e r is a vector of dimension R with 1 in the rth component and zeros elsewhere. We introduce the following scaling into (??)
to obtain the scaled equations
The initial condition is again
We fix z 1 + z 2 + · · · + z R = 1 and seek an asymptotic solution of the form
The equation for the leading term is given by
where the utilization U 0 k is defined by away from these surfaces. To simplify our presentation, we first consider the case R = 2 and K = 2. This will illustrate the types of asymptotic behavior that arise.
MVA Algorithm -R = 2 and K = 2
For the case when R = 2 and K = 2, the MVA algorithm (??)-(??) reduces to the system of equations
In addition, the total population in the network must satisfy
We are interested in the behavior for M ≫ 1 so we introduce the following scalings into (??)
which leads to the scaled MVA recursion
(3.33)
The initial conditions and normalization conditions are now
The recursion is defined on the domain 0 ≤ z 1 + z 2 ≤ 1. As was done in [?]-[?], we restrict our analysis to the line z 1 + z 2 = 1, i.e. total population = M ≫ 1 so that
We assume an asymptotic solution for ε ≪ 1 in the form 
Here U i j is the ith term in the expansion of the utilization at node j and is defined by
where U 0 j ≤ 1. We also need to expand the equations in (??) for the throughput. We obtain to leading order X
and to O(ε), after using (??), we find
There are three possible solutions of the leading order equations (??): The nodes in the bottleneck set, and hence the form of the leading term in the expansion, depend on the values of z 1 and z 2 , i.e. the fraction of jobs in each of the job classes. We now consider each of the cases separately.
Case 1:
In this case, node 1 is the only node in the bottleneck set and we choose h 
We require that the utilization at the non-bottleneck node 2 be < 1, hence
which leads to the following restriction on the value of z 1
At the point z 1 = z * 1 , U 0 2 = 1 so that node 2 is now also a bottleneck node. We refer to z * 1 as a switching point (Schweitzer [?] ) since the elements in the bottleneck set change at this point. The
When the switching point lies outside of the interval [0,1], it plays no role in the asymptotics. The correction terms, i.e. next order in ε, can be easily obtained using Maple. Using the above results in (??), we obtain
and using (??) h
We can then use (??) to obtain the next term in the throughput. To summarize, we have found that
which holds for z 1
The analysis when node 2 is the only bottleneck is the same as in case 1 so we merely summarize the results:
which holds for
The switching points z * 1 and z * * 1 satisfies the conditions
We also observe that when ∆ = 0 only node 1 or node 2 is in the bottleneck set depending upon which node has the largest values of the loads D ri . We will assume that (??) holds, i.e. the switching points satisfy (??), and will only summarize the final results when (??) holds, since the analysis is similar. Case 3: When both node 1 and node 2 are contained in the bottleneck set, we have
Solving (??), we find that the limiting throughputs are given by 
(3.55)
Summary:
We summarize the leading term in the asymptotic expansions (??).
We observe that the leading term agrees with the result obtained by Asymptotic Bound Analysis described above, and the second term provides a correction to it. However, the next term in the asymptotic expansion for h j has a singularity as z 1 approaches a switching point (z * * 1 or z * 1 ). Hence, the asymptotic expansion in the form (??) is no longer valid in the neighborhood of the a switching point. This behavior was previously pointed out in [?]- [?] . In singular perturbation problems, such a singularity indicates the need for a boundary layer correction, i.e. a new expansion form, at or near the switching point. This new analysis is described below.
Approximation near a Switching Point
As we have seen in the previous section, the "outer" solution in the form (??) is no longer valid in the neighborhood of a switching point. To find the proper asymptotic behavior near z * * 1 , we introduce the following new scaling
where z 1 + z 2 = 1. In addition, we seek a boundary layer solution of the form
(3.57) 
and at O(ε)
Here we have used the fact the U 0 1 = 1 and (??) to simplify the equations. We next expand the throughput equations in (??) to obtain, for class 1,
and for class 2
We can solve for X where
The 
The boundary layer solution g(η; ε) must also match (i.e. agree with) the solution valid away from the switching point in the limits as η → ±∞. This can be written symbolically as
We will concentrate on the case when ∆ < 0 and when (??) holds. In this case, the switching points are ordered as in (??) and A > 0, B < 0, C < 0 in (??). To find the solution of 
The general solution of (??) is
where U(a, x) and V (a, x) are parabolic cylinder functions described in [?] . We substitute F (ω)
into the formula for g 0 and fix the arbitrary constants by applying the matching condition as η → ∞, which to leading order becomes
, z 1 ↓ z * *
.
To satisfy the matching conditions, we must choose c 2 = 0 so that
After a tedious calculation, we find that the solution of the linear equation (??) for the correction term, which satisfies the appropriate matching conditions, is given by
and
The constants A, B, B ′ , C, E 1 , E 2 , and E 3 are defined in (??) and (??). It can be verified that the boundary layer solution matches to two orders to the outer expansion, in the limit as η → −∞, 
1 , X 0 2 , and X When (??) holds, the location of the switching points changes but the asymptotic analysis is completely analogous to that above.
Special Case
We now investigate a specific example in which the loads are given by the following matrix
This example was presented in [?] where the expansions away from the switching points were given. We note that ∆ < 0 in this example and conditions (??) are satisfied. The leading term in our asymptotic approximation and the locations of the switching points are summarized below: 1. Node 1 is bottleneck -h . These lead to h
The perturbation expansion valid away from the switch points, including correction terms, is given by
(3.72)
In Figure 6 , we display graphs of the exact MVA recursion and the O(1) terms in the approximation (??) which is valid away from the switching points. The O(1) terms corresponds to the result obtained using Asymptotic Bound Analysis.
We can clearly see in Figure 7 that the approximation (??) fails near the switching points, as a singularity occurs in the correction terms. Thus the higher order terms do not prove particularly useful when z 1 ≈ 0.6 and z 1 ≈ 0.3. This illustrates the need for the boundary layer analysis. We now implement the boundary layer analysis described in the previous section near the switching point z 1 = .6. We introduce the stretched variable
and the boundary layer function (??)
The boundary layer equation (??) becomes
with the matching conditions:
The solution (??) is then given by
where U(a, x) is a parabolic cylinder function. The next term in the boundary layer solution is
given by (??), which for this example becomes
where g 0 is now given by (??).
A boundary layer solution is also needed near the switching point z * 1 = 0.3. Here we introduce the stretched variable
and use the equation for h 2 to simplify the analysis. Using the boundary layer expansion
, we derive the leading order equation
The solution satisfying the appropriate matching conditions iŝ
A correction term of the form (??) can also be computed, but we do not include it.
The complete asymptotic solution consists of the solution valid away from the switching points given by (??), and the boundary layer solutions near the switching points 0.6 and 0.3, given by (??) and (??), respectively. The solution is summarized as follows:
We only give the leading term in each boundary layer region. We present a graph of the asymptotic results in Figure 8 and demonstrate the numerical accuracy of our approximation in Table 2 . The graph illustrates a smooth transition between the asymptotic solutions valid away from the switching points and the boundary layer solutions valid near the switching points. This smooth transition is expected since the different asymptotic solutions satisfy the matching conditions above. In Table 2 , the data labeled "Outer" represents the approximation valid away from the switch points including O(ε) terms. The data labeled "Layer" was computed using the leading term in the boundary layer solution near z 
Approximation at a Switching Surface
In the beginning of this section, we gave the scaled MVA equations for a general R class and K node network (cf. If there are more than two job classes, the analysis can become considerably more complicated. However, our methods are still applicable, as we will now show with an example.
As we discussed above, the leading term in the perturbation expansion (??) yields the same result as Asymptotic Bound Analysis. However, the correction terms will develop singularities at switching surfaces where the bottleneck set for the network changes. To illustrate how to construct the leading term near a switching surface, we consider a 3 class, 2 node network with the switching surface separating regions with a single node in the bottleneck set and regions with both nodes in the bottleneck set. This type of analysis applies to a switching surface in any size network.
We write the scaled recursion (??) for this network, R = 3 and K = 2, as
, r = 1, 2, 3.
(3.80)
Here we have used the fact that h 1 + h 2 = 1 and z 1 + z 2 + z 3 = 1. We consider the switching surface S that separates region R 1 , in which node 2 is the unique bottleneck, and region R 12 , in which both nodes 1 and 2 are bottlenecks. The location of this switching surface is defined using the leading terms in the approximation in R 1 , namely
and the extra condition that at S
This leads to the following equation for the switching surface
We define
and introduce the following change of variables in the neighborhood of the switching surface
The boundary layer function is given by
We introduce (??)-(??) into (??) and (??) and expand for ε ≪ 1, taking into account (??) and (??), to obtain to leading order
where A(ξ) is defined by
To get an explicit form of the boundary layer equation, we expand the throughput as X j ∼ X 
In view of (??) and (??), we see that A(ξ) is a linear function of ξ. The values of X 1 r are obtained from the above as functions of X 0 r and g 0 which, when substituted into (??), yields the Ricatti equation
where A(ξ) is defined in (??) and
We note the similarity between (??) and (??). The next step would be to match the boundary layer solution to the solutions in R 1 and R 12 , which we illustrated for the network with two classes. Boundary layer analyses are also needed near any other switching surfaces.
Conclusion
To summarize, we have developed an asymptotic approach for analyzing the non-linear recurrence equations that arise in the MVA algorithm(s). This extends and improves upon previous work (cf.
[?]-[?]) in that we treat the case of multiple bottleneck (and "near" bottleneck) nodes in single class networks, and also the switching surfaces that arise in multiclass networks. The asymptotic formulas we obtained lead to accurate numerical approximations for the performance measures, even for moderate values of the total network population size (e.g. M = 10). For multiclass networks, we have developed the basic approach necessary to treat the vicinities of the switching surfaces, though we have not given a general formula that would apply to a network with an arbitrary number of nodes, customer classes and bottleneck nodes near the switching surface.
To treat the general case we would need to first locate all switching surfaces, introduce appropriate scales near the surfaces (such as (??)) and derive the differential equations that apply on these scales. It would seem that as long as crossing the switching surface involves adding (or subtracting) a single node to the bottleneck set, we invariably obtain a Ricatti equation of the type (??). This is explicitly solvable in terms of parabolic cylinder functions, whose numerical values are easily obtained using standard programs. If the bottleneck set changes by more than one (i.e. at intersections of two or more switching surfaces), then the local analysis will likely involve solving a non-linear system of ODEs.
We have not attempted to treat the most general case, but we believe that the basic approach will apply to networks with many nodes and job classes.
We define 
The solution of (??) isF
To determine c, we use (??) and note that for small z We find U(z) using (??) and f i using (??) to obtain
(A.13)
We then obtain H i for i = 1, 2, . . . , K − 1 from H i = D a K − a i + f i (z).
We now write the result for H i in a more symmetric form, which will apply for all 1 ≤ i ≤ K. Let us set
(a j − a p ); P l = (a l − a K )B l , l < K; P K = B K .
For K ≥ 2, we can easily show that .14) and thus K , which when used in (??) gives the expression (??). This equation also applies for i = K. In (??), the term with l = i is understood to be evaluated by L'Hopital's rule.
