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ABSTRACT
We present a novel method for the visual detection of a
contingent response by a human to the stimulus of a robot
action. Contingency is defined as a change in an agent’s be-
havior within a specific time window in direct response to
a signal from another agent; detection of such responses is
essential to assess the willingness and interest of a human
in interacting with the robot. Using motion-based features
to describe the possible contingent action, our approach as-
sesses the visual self-similarity of video subsequences cap-
tured before the robot exhibits its signaling behavior and
statistically models the typical graph-partitioning cost of
separating an arbitrary subsequence of frames from the oth-
ers. After the behavioral signal, the video is similarly ana-
lyzed and the cost of separating the after-signal frames from
the before-signal sequences is computed; a lower than typ-
ical cost indicates likely contingent reaction. We present a
preliminary study in which data were captured and analyzed
for algorithmic performance.
Categories and Subject Descriptors
A.m [Miscellaneous]: Human-Robot Interaction—Social
Robots; I.4.8 [Image Processing and Computer Vi-




Contingency Detection, Human Robot Interaction, Response
Detection
1. INTRODUCTION
As robots migrate from controlled, constrained environ-
ments into the human world, many tasks will be performed
through human-robot cooperation. To successfully execute
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these tasks, robots will need to identify willing interaction
partners and to initiate interactions; the mere presence of
humans is not sufficient to establish a task partner. Thus
a required capability for such robots is the ability to detect
whether a human is attending to or at least aware of the
robot. To be effective such determination should be estab-
lished quickly and through a natural action on the part of
the robot. The robot, as an active agent, seeks an inter-
active partner by sending an interactive signal to an envi-
ronment and checking presence of the response from other
social agents.
Human developmental research has determined that as
early as 10 months, infants use contingency to recognize so-
cial agents [1, 2]. Contingency is a change in an agent’s
behavior within a specific time window in direct response to
a signal from another agent. In this paper we present a com-
putational model of contingency detection, which we build
in a supervised learning fashion with data collected from
human subjects interacting with our upper-torso humanoid
robot. We present a model that recognizes contingent events
with 79% accuracy, and discuss the implications of this work
and its future directions.
2. RELATED WORK
Contingency detection has been shown to be indispens-
able functionality to a social robot; it helps the robot to
learn structured functional or social environments [6, 7, 9],
and understand the social interaction [5, 8, 10]. The contin-
gency detection can happen at discrete turn-based situation
[6, 8] and at continuous interaction [3, 4]. For the former
case it requires to define discrete states and learns functional
mappings of state transition with a triggered signal. For the
latter case, on the other hand, it needs a mechanism to de-
termine the presence of the change as response to the signal.
In this paper, we are interested in addressing the problem
of the latter case.
Movellan [3] broke down the problem of contingency de-
tection into two smaller problems: response detection and
timing interpretation. He developed a model of behavior
that optimally queried the environment with an auditory
signal and detected a responsive agent with a simple binary
sound sensor. Detection processing was limited to deter-
mining the source of the response—either the robot itself,
a social agent, or background noise—to the robot’s actua-
tor signal. Movellan primary focus was on the timing con-
straints of the contingency problem. Similarly, Gold and
Scasselati [4] focus on learning effective timing windows for
contingency detection with an auditory signal.
Our work, in comparison, is concerned with the response
detection aspect of the contingency problem. Real-world
human responses, of course, include more than just audio
signals potentially including visual and/or tactile signals.
An ideal contingency response detector should be able to
accept a variety of sensory cues.
The approach we design can be employed for any of these
channels or their combination; in this paper, as our main
contribution, we demonstrate the method applied to visu-
ally derived information. To be a contingent response to a
given visual signal, something different should happen after
the signal. This is why simple detection of abrupt change
along the signal fails to detect contingent response, since
abrupt change does not mean different. Our approach de-
tects difference rather than abrupt change.
The response detection problem with visual cues differs
from an action recognition problem in that responses cannot
be formulated as predefined actions. For example, a hu-
man could respond to a robotic greeting by approaching the
robot, speaking to the robot, stopping a previous action and
looking at the robot, or by doing a number of other things.
What makes an action a contingent response is that there is
change in behavior at the appropriate time, not that there
is some specific recognized action. The response detection
problem is also different from the saliency detection problem.
Saliency is defined as a region’s difference from its spatial
[12, 13] and /or temporal [11] neighbors. Saliency tends to
be calculated only from immediate neighbors, which is too
restrictive for responses that have a time duration of more
than a fraction of a second.
Some recent results in the computer vision community on
the detection of abnormal or unusual events are related to
the work presented here. Yu and Moon [16] compare every
new observation to all previous observations using Principal
Component Analysis. Their underlying observation repre-
sentation is suited for detecting changes in motion direction
rather than overall behavior, and the method of determining
change is quite different that the metric we will derive, but
the goal of detecting a change is similar to our task. Zhong
et al. [17] splits a video into segments and clusters them us-
ing a spectral graph co-clustering method. A video segment
is defined to be unusual if that segment is different from a
majority of rest of the segments. Our work is distinguished
from theirs by focusing on observations before a robot’s in-
teraction signal to observations after that signal. Finally,
Boiman and Irani [18] builds a rich database of imagery to
explain current segments of input video. Their notion of
surprising or irregular video is that which cannot be syn-
thesized from a composition of previous observed imagery.
This is distinct form our approach in that explicitly measure
direct similarity of behavior across a signal boundary.
3. APPROACH
We formulate the contingency detection problem as one
of detecting a response — a behavior change — within a
specified time interval after an interactive signal given by
the robot. Our robot initiates an interaction with a person
by sending interactive signals, such as waving or beckoning,
and then detects the presence or absence of human response
for a certain length of time after the signal. To detect hu-
man response, we look for a significant perturbation in the
human behavior by modeling that behavior before and after












Figure 1: A Robot’s Interactive Signal and a Hu-
man’s Response. At top, the beginning of the robot
signal, tS, and the human response, tR. The bottom
graph shows the time windows over which we model
human behavior before and after the signal.
that any observed perturbation happening within the al-
lowed time interval after the robot’s interaction signal is the
human’s response.
Our approach to modeling human behavior is premised on
two key assumptions. First, we assume that the human be-
havior prior to the interaction attempt is not erratic. This
means that the background behavior consists of simple pe-
riodic or occasionally repeated motions. Intuitively, if the
human behavior is continually changing abruptly many such
changes could be confused for a response to the robot when
in actuality are simply part of the ongoing behavior. Our
system will fail to notice a contingent response in this case.
Second we assume that the cues measured by the detec-
tors are sufficiently discriminative to adequately model the
human’s behavior and differentiate between any background
behavior before the signal and a perturbation in behavior af-
ter the signal. In the example developed in this paper, we
employ the spatial pattern of optic flow to characterize be-
havior. Therefore we assume that all relevant perturbations
in human behavior which could be contingent responses are
detectable as differences in optical flow. Other cues can eas-
ily be added to our behavior model, we demonstrate this
by showing results of a multi-sensor experiment that uses
both optical flow and depth cloud information from a Kinect
senor.
Our formulation of the contingency problem is illustrated
in Figure 1, where:
tS : time at which the robot initiates an interactive signal
tR: time at which the human initiates a contingent re-
sponse to the robot’s signal
∆tB : length of time over which human behavior is modeled
prior to tS
∆tA: length of time over which human behavior is modeled
after tS
tC : cutoff time when we stop looking for perturbations
tτ : current timestamp, ranging tS + ∆tA to tC
WB : fixed window of time [tS−∆tB , tS ], over which behav-
ior before tS is modeled
WA: sliding window of time [tτ − ∆tA, tτ ], over which be-




















Figure 2: Our Contingency Detection Framework
(Our main focus in this paper is the response detec-
tor in the blue box.)
Figure 2 shows our complete contingency detector frame-
work. One or more sensor modules observe the human be-
havior and generate data; this data passes through a sensor-
specific filter to remove background data which was not gen-
erated by the human agent in question.
The filtered data is stored in a feature vector, which we
call a frame. One frame is sent to the response detector
for each instant in time. We implemented a sensor module
based on optical flow, which will be described in Section
4.1. If sensor data are represented as frames and a distance
matrix over frames is defined, our framework can leverage
that sensor. Even multiple sensor data can be merged and
integrated into our framework. The data can be fused at
least at three different stages: 1) at the frame calculation
stage, 2) at the distance matrix calculation stage, and 3) at
the dissimilarity calculation stage. In this paper, we present
an example of the second case.
The response detector accepts frames from the sensor mod-
ules and is triggered when the robot begins to initiate an
interaction signal at time tS . For each instant in time from
tS + ∆tA to tC , the detector continues to receive frames but
also outputs a scalar dissimilarity score; high values indi-
cate that the behavior modeled during WB — the interval
before the signal — is different than the behavior modeled
during WA, the interval after the signal. These dissimilarity
scores are modulated by a timing model, which applies a
weight to each score based on the time elapsed, tτ − tS ; each
weighted dissimilarity score is the contingency score. Fi-
nally, the response is declared contingent if any contingency
score between tS + ∆tA and tC exceeds a threshold.
As the response detector accumulates frames, it keeps only
enough to fill the past ∆tB amount of time and discards
frames which are older. When triggered at time tS , the de-
tector locks in the frames it already has as the frames for
WB and transitions to accumulating frames to fill WA un-
til time tS + ∆tA. Once frames exist over all of WB and
WA, the dimension of those frames is reduced using matrix
factorization (Section 4.2). The detector groups them into
overlapping clips of consecutive frames (Section 4.3). A dis-
tance matrix is calculated between the clips (Section 4.4).
This distance matrix is converted to a graph (Section 4.5).
Finally, we calculate a statistical difference between graph
nodes representing clips from WA and graph nodes repre-
(a) An original image. A
human subject is playing
with a puzzle
(b) The color coded mo-
tion image. Two color
blobs come from both the
subject and a non-subject
(c) The corresponding
disparity image
(d) The color coded mo-
tion image after eliminat-
ing background motion.
Only motion from a sub-
ject remains
Figure 3: Motion Extraction and Background Mo-
tion Elimination
senting clips from WB ; the scalar output of this process is
the dissimilarity score (Section 4.6).
4.1 Sensors and Filters
Our framework allows for many types of human behavior
sensors. A sensor module must be able to produce a feature
vector which is filtered to only include information about the
human agent in question in order to be used in our contin-
gency detector. Our optical flow motion sensor uses depth
information to filter background motion data.
4.1.1 Motion Extraction
We use a stereo camera to capture image data over time,
which we then use to estimate motion by calculating the
region-based dense optical flow as developed by Werlberger
et al. [19]. This method minimizes an objective function
which enforces consistency of pixel values along the flow vec-
tor as well as piecewise smoothness of the flow field; it uses
a dense Gaussian pyramid with image warping. Figure 3(b)
shows the resulting motion vector map for each pixel of a
pair of images, one of which is 3(a).
4.1.2 Depth-Based Background Motion Elimination
As shown in the upper right of Figure 3(b), a blob of
motion has been generated by a person walking in the back-
ground of the scene as well as by the human agent in the
foreground. After extracting motion from the entire frame,
we segment the motion image and eliminate background mo-
tion using the depth information from the stereo camera.
For motion segmentation, we adapt the graph-based color
image segmentation method introduced by Felzenszwalb and
Huttenlocher [14]. In their framework, an image is repre-
sented as a graph in which nodes are pixels and edges are
defined by connecting neighboring pixels. A weight assigned
to each edge indicates a distance between the corresponding
nodes, where the distance metric is the difference of pixel
value intensity. Segmentation is done by iteratively merging
nodes. Please refer to [14] for details on merging. After ob-
taining motion segments, we remove those segments which
have small motion magnitude as well as those which have a
large depth. The filtered result is shown in Figure 3(d).
4.2 Frame Dimension Reduction
Based on our assumption that the background behav-
ior is self-similar, the human agent’s background behavior
and response (if a response exists) can be embedded onto
a low-dimensional subspace. We compare three different
approaches: no dimensionality reduction, Principal Compo-
nent Analysis (PCA) and Non-negative Matrix Factorization
(NMF).
Both PCA and NMF generate a set of basis vectors and
coefficients for the original frame data. Let X ∈ RD×N be
the original high-dimensional, raw data of all frames in WB
and WA combined, where D is the dimension of the data
in each frame and N is the number of frames in WB and
WA combined. The dimensionally reduced set of coefficients
calculated for each frame become the elements of a new,
smaller frame. Let H ∈ RR×N be all of the smaller frames,
where R is the number of reduced dimensions; in the case
of no dimension reduction, H is the original data X and R
is equal to D.
4.2.1 PCA Dimension Reduction
Under the assumption that data comes from a unimodal
Gaussian distribution and that the dimensions of largest
variance of the data encode most of the information while
removing noise, PCA finds a set of independent basis vec-
tors whose directions maximize the variance of the frame
data. The frame data is approximated a linear combination
of these basis vectors. Let X represent the mean of X, and
define eX = X − X. Then, if we let U be the eigenvec-
tors of eX eXT corresponding to the R largest eigenvalues, we
compute the reduced frames as:
H = UT eX
4.2.2 NMF Dimension Reduction
NMF [15] decomposes the frame data into a linear combi-
nation of basis vectors where all elements and coefficients of
the basis vectors are non-negative. NMF has been used for
part-based decomposition of an image. Since pixel values in
a motion image are nonnegative and motion regions of the
image can be viewed as parts, NMF is an appropriate choice
for reducing the dimensionality of the motion data. Let
W ∈ RD×R be a nonnegative basis of X, and H ∈ RR×N
be coefficients of W . W and H are initialized to random
nonnegative matrices. The following iterative process will
converge to the set of reduced frames, H:
W ←W ⊗ (XHT ) (WHHT )
H ← H ⊗ (WTX) (WTWH)
where ⊗ and  are element-wise matrix multiplication and
division respectively. The details of the algorithm as well as
discussions of its convergence are provided in [15].
4.3 Breaking Windows Into Clips of Frames
In order to adequately model temporal events, we com-
pute distances between groups of consecutive reduced frames,
which we call clips. Figure 4(a) shows how we make clips
from reduced frames in WB and WA. We let f refer to a
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(a) Grouping Frames to Clips























(b) Building a Dissimilar-
ity Graph with κ = 2
Figure 4: Grouping into Clips and Building a Dis-
similarity Graph
reduced frame in WB , and φ refer to a reduced frame in WA.
We refer to the ith clip of reduced frames in WB as βi, the
jth clip of reduced frames in WA as αj , the total number of
clips in WB as n, and the total number of clips in WA as m.
Given a clip size σ which is the number of reduced frames
per clip, we define clips according to Equations 1 and 2:
βi = {fk | k = i, . . . , i+ σ − 1} , i = 1, . . . , n (1)
αj = {φk | k = j, . . . , j + σ − 1} , i = 1, . . . ,m (2)
Notice that consecutive clips are overlapping, separated by
only one frame, and that no clip is defined with frames out-
side of WB and WA or with frames from both WB and WA.
4.4 Calculating the Distance Matrix
The distance matrix D ∈ R(n+m)×(n+m) represents the
distances between clips. Let β′i ∈ RσR be a single vector
made by concatenating the frames of βi, and α
′
j ∈ RσR be a
single vector made by concatenating the frames of αj . Let
H ′ ∈ RσR×(n+m) be the matrix of all the β′i’s and α′j ’s. The




(H ′i,u −H ′i,v)2 u, v = 1, . . . , n+m (3)
4.5 Building the Dissimilarity Graph
We estimate the dissimilarity between the behavior in WB
and the behavior in WA using the distance matrix D calcu-
lated in Equation 3 by constructing what we term a dissim-
ilarity graph.
When the human has not generated a contingent response
to the robot’s signal, both β and α clips describe the same
aspect of the self-similar behavior. In particular, an α clip
is as likely to be similar to one β clip as to its closest neigh-
bors. This should not happen in contingent cases, however,
because when the human’s background behavior has been
disrupted by a contingent response, the β and α clips de-
scribe different behaviors.
Based on this intuition, we construct a weighted edge
graphG = (V,E). The nodes V represent clips fromWB and
WA. LetB = {bi | i = 1, . . . , n} andA = {aj | j = 1, . . . ,m},
where bi is the node corresponding to the clip βi in WB and
node aj corresponds to αj ; then V = A ∪B.
To determine the edges E of the dissimilarity graph, we
use the following properties:
1. Nodes in B are fully connected to each other
2. Nodes in A are never connected to each other
3. Nodes in A are only connected to the κ nearest nodes
in B
Edge weights represent distances between clips. We de-
note the edge weight between connected nodes p and q as
w(p, q), and use the distance matrix D to determine the edge
weight values. An example graph is shown in Figure 4(b).
To use the graph G to calculate the dissimilarity between
A and B, we construct a probability distribution function for
each node in B. Let Ki(w) be the probability distribution
function associated with node bi.
We use a kernel density approximation of the probability
distribution to calculate Ki(w). We assume edge weights
are independent and identically distributed samples.
The kernel used is a Gaussian function with bandwidth
h, which is adaptively estimated based on sample variance.















Let Ci(w) be the cumulative distribution function ofKi(w),
which represents the percentage of nodes in B that are closer
than w to bi. Let nj,k represent the k
th nearest neighbor of
aj . We use this to calculate the dissimilarity between A and
B, represented as dτ (where the current time is tτ ), which is
a measure of the dissimilarity between the behavior observed








Ck(w(aj , nj,k)) (5)
4.6 Determining Contingency
As the current time tτ increases from tS + ∆tA to tC ,
many dissimilarity scores dτ are computed. To compute the
contingency scores, we weight the dissimilarity scores based
on a timing model. We used a uniform distribution for our
timing model because we did not collect enough data to ad-
equately model human response times (see Section 7.2). To
decide that a human has reacted contingently to a robot sig-
nal, we threshold the contingency scores and consider cases
where the threshold is surpassed as contingent.
5. DATA COLLECTION
To build a computational model of social contingency de-
tection we use a supervised learning approach. To establish
the appropriate parameters of our model we require a real-
istic dataset of contingent and non-contingent responses to
a robot issuing different interactive signals. We designed a
study to collect this data from human subjects.
Our study consisted of two groups: contingent and non-
contingent. We ran a within groups study with five people,
each of whom was asked to conduct a short interaction with
our upper-torso humanoid robot, Simon. People were given
one of three background tasks: playing with toy blocks, play-
ing with a Rubik’s cube puzzle, or talking on a cell phone.
They were given the following instructions prior to starting
the interaction:
• Contingent Group: While you are doing task X, Simon
(a) Waving (b) Beckoning
Figure 5: Two robot signals used in data collection
will try to get your attention, please respond to the
robot in any way that you feel is appropriate.
• Non-Contingent Group: While you are doing task X,
Simon will try to get your attention, please ignore this
and do not respond.
During the interaction Simon sent one of two interaction
signals to participants: Waving and Beckoning as shown in









Figure 6: Environment setup for data collection
An interaction was considered terminated 10 seconds after
the robot stopped moving or the human stopped respond-
ing, whichever came later. The participant was then given
instructions for the next interaction (i.e., given a background
task and the contingency-based instructions). Each person
completed 8 interactions with the robot.
From these interactions we logged time-stamped video
data, which allows us to link the time of the robot’s sig-
nal with the video data. As an vision sensor, we used an
external stereo camera 1. We collected images and dispar-
ity values. As shown in Figure 6 it was placed behind the
robot at shoulder height such that camera maintains a good
view of the human subjects (at distance of 1-3 meters from
the robot) and robot self-motion is not in the camera view.
During the study, people were located close enough to the
robot that we could assume that any motions detected in the
near field would come only from the participant; we remove
background noise based on depth of motion.
As a summary of the data, we collected 43 test cases: 20
contingent and 23 non-contingent. These 43 cases included
different robot signal events (22 waves, 21 beckoning ges-
tures). The cases also varied by background task (17 playing
1The stereo camera used is a Videre STOC which has a
baseline of 9cm, 640 by 480 image resolution and runs at
25-30 frames per seconds.
with blocks, 16 doing puzzle, and 10 talking on phone).2
As our proof of concept of extension of our detector to
handle multiple sensors, we collected 24 additional test cases
from 3 subjects using the same experimental protocol: 12
contingent and 12 non-contingent using same robot gestures.
The cases varied by background task (12 playing with blocks,
12 playing with legos). With a Kinect sensor, we logged
not only images from the camera sensor, but also 3D point
clouds obtained from the depth sensor. 3
6. THE CONTINGENCY MODEL
6.1 Setup
We used the collected video data and robot action logs to
train our contingency detection model. To build a contin-
gency model, we run each video and calculate contingency
scores for frames after the robot action signal and found a
contingency threshold which produces the highest classifi-
cation accuracy. Due to the small size of our dataset, we
performed leave-one-out cross validation on the best contin-
gency detection model. We investigated the effect of chang-
ing two parameters in our contingency detector: the dimen-
sion reduction technique, and the connectivity of the graph.
Throughout the experiments, we set ∆tB to 9 seconds, ∆tA
to 2.5 seconds, tC to 15 seconds; these values were found
empirically and we considered them to be constants. We
tried three dimension reduction methods: no dimension re-
duction, PCA , and NMF (see Sec. 4.2). For PCA and
NMF, we set the number of reduced dimensions, R, to 20.
We also varied the number of nearest neighbors, κ, used
in determining the connectivity of our dissimilarity graph.
We varied κ between 5%, 10%, 20%, 50%, and 100% of the
number of clips in WA.
To prove the feasibility of extending our detector to handle
multiple sensors, we built contingency models with only one
sensor (image only) and with multiple sensors (image and
depth). For the multiple sensor case, we processed each
sensor data independently up to distance matrix calculation
and merged those matrices before building a graph structure.
We implemented the contingency detection with GPU pro-
gramming, particularly for the optical flow calculation and
NMF decomposition. It runs at 10 to 15Hz, which we believe
is fast enough for real-time Human-Robot Interaction.
6.2 Results
Figures 7(a), 7(b), and 7(c) provide the results of a va-
riety of experiments in which the dimensionality reduction
method, the number of nearest neighbors, and the threshold
used for detecting contingent responses were varied in the
single sensor case. The measure of performance was per-
cent accuracy which was defined to be correctly determining
whether a contingent response occurred or not.
The first observation we make is that the classifiers built
with the NMF-based dimension reduction performed bet-
ter than those built with PCA or no dimension reduction.
As the basis vectors of NMF directly model regions of mo-
tion, the NMF is suited better to represent motion and as
2We initially collected data from 7 subjects but had to re-
move data from two subjects due to data logging errors. This
is how we ended up with the unequal number of background
tasks across the dataset.
3We placed a Kinect sensor at the same location as the
































































KNN5  KNN10  KNN20  KNN50  KNN100 
(a) Accuracy of contingency detectors with no dimension

































































KNN5  KNN10  KNN20  KNN50  KNN100 
(b) Accuracy of contingency detectors with PCA dimen-
sion reduction. The best accuracy is 72.1% at T = 0.52
































































KNN5  KNN10  KNN20  KNN50  KNN100 
(c) Accuracy of contingency detectors with NMF dimen-
sion reduction. The best accuracy is 79.1% at T = 0.70

































































(d) Accuracy of contingency detectors with multiple sen-
sors. The best accuracy is 79.2% at T = 0.68 with
κ = 20%.
Figure 7: Three robot signals used in data collection
expected provided a better cue from which to determine
contingent responses.
The best classifier performance was achieved using the
NMF dimension reduction method and a connectivity of
κ = 5%, κ = 10%, or κ = 20%; for the different κ a slightly
different threshold T was required to achive this level of per-
formance. The accuracy obtained with these classifiers is
79%, where the binary threshold T is between 0.70 and 0.78
as shown in Figure 7(c). To check that we were not overfi-
iting to the training data we performed leave-one-out cross
validation where all but one of the data sequences was used
to establish the best parameter settings, and then applied
to the remaining sequences; this test produced the same ac-
curacy of 79%. The precision of the classifier is 1.0, which
means that the false positive rate is 0; i.e.: all non-contingent
cases were correctly classified. Among the 20 contingent test
cases, 11 were correctly identified as being contingent.
The classifier built with NMF dimension reduction but
with a connectivity of κ = 100% (fully connected) had a
precision of 0.85, meaning that some non-contingent cases
were classified as contingent. The reason for this is that
making the dissimilarity graph fully connected requires the
behavior after the signal to be similar to all of the behavior
before the signal, not just some of the behavior before the
signal, in order to be classified as non-contingent.
Upon examining the data, we saw two explanations for
the false negative errors. First, responses from subjects
were sometimes communicated with different cues such as
audio and social rather than motion cues. We observed that
some contingent subjects briefly shifted their gaze to look at
the robot, but did so while continued their background be-
haviors. Additionally, occasionally the contingent response
motion occurred in image regions where the on-going back-
ground behavior was performed. In these cases the back-
ground behavior masked the contingent response.
Figure 8 shows the timing of our contingent data. The av-
erage human response delays after robot waving and beckon-
ing are 4.05 (s.d. 1.54) seconds and 5.73 (s.d. 3.61) seconds
respectively. The average durations of the human responses
to waving and beckoning are 3.64 (s.d. 2.56) seconds and
3.27 (s.d. 1.68) seconds respectively. As Figure 8 shows,
human response does not appear to adhere to a Poisson dis-
tribution timing model, even within the same robot signal
and human background task. However, the limited num-
ber of trials prohibits robustly estimating a true probability
density over response delay.
Figure 7(d) shows results from our multi-sensor experi-
ment, demonstrating the generality of our approach. We
find that the two sensors together had slightly better perfor-
mance than either on their own. The multi-sensor based con-
tingency detector performed best with accuracy of 79.2%.
We observed that the best threshold for multi-sensor based
detector is located between the best thresholds for single-
sensor detectors.
7. DISCUSSION
7.1 False Positive versus False Negative
Throughout the experiment, the classifier which achieves
the best accuracy does not have false positives — cases which
were not actually contingent but which our algorithm incor-
rectly labeled as being so. Instead, all errors are false nega-
tives. The true cost of such failures is, of course, determined
by the task cost of each type of error.
One possible strategy is to introduce a loss function and
prior belief about the outcome of the interaction and min-
imize that function. Prior belief about the outcome of the
interaction can be a learned model like timing interpretation,
or can be built based on interaction over time. A loss func-
tion should depend on both the task and the task context. In
the situation where the robot’s task requires long interaction
with human and a number of humans are present, the robot
should require a high confidence of the human’s response.
In less crowded environments with shorter interactions, the
robot can initiate interactions with lower confidence.
Another strategy is to postpone making a decision for or
against contingency when the contingency score is neither
low nor high. Rather than making a single binary deci-
sion, contingent or not contingent, a classifier could allow
a third state, more queries needed. When the contingency
score is smaller than a lower boundary or larger than a
higher boundary, the robot could make a contingency deci-
sion. When the score is between boundaries, the robot could
do another signal/query to the human to gain confidence.
7.2 Human Response Delay
We observed relatively long amount of delay, about 5000
milliseconds on average, before the human responded to the
robot’s visual signal, when compared with the delay time
(800 to 2400 milliseconds) modeled for sound signals [3]. We
hypothesize that the difference in delay results from the time
required for a person to determine the meaning of the behav-
ior. This recognition delay partly comes from the slow speed
of robot motions compared with human motions, which may
serve to slow down the entire interaction. To test our hy-
pothesis, we could change the speed of motions and/or aug-
ment them with speech to help the human understand the
meaning of them faster and check whether those changes
significantly reduce delay.
7.3 Sufficiency of the Motion Feature for Re-
sponse Detection
Our method allows a variety of sensor modules to be used.
The accuracy of our motion-only classifier demonstrates that
motion features provide a significant amount of information
in our experimental situation, and our multi-sensor experi-
ment showed that this can be combined with a depth sensor
to achieve better performance. However, there are scenarios
where motion-based classifiers make mistakes. We observed
at least one case where the subject was contingent to the
robot, but did not alter their motion pattern; instead, they
responded verbally. This suggests that a combination of
sound and motion could improve accuracy.
8. CONCLUSION
We introduce a motion-based contingency detector that
leverages visual motion features and the known time of the
robot’s interaction signal to estimate a statistical difference
between motions before and after the robot’s signal, and
detect the presence or absence of a human response. One
application of such a detector is finding a human partner
to initiate task-related interaction with. The result of our
experiment shows that statistical change in motion can in-
dicate the presence or absence of human response. Our re-
sulting model performs with 79% accuracy at detecting con-
tingent responses, in cross validation testing.






























































Figure 8: Timing of the robot’s signal, the human’s response, and the detector’s recognition of a contingent
behavior for our contingency cases. The detector shown uses NMF with κ = 10%, with an accuracy of 0.791%.
Cases without the detector trigger were not recognized as contingent cases by the detector, but note that
none of the non-contingent cases was labeled contingent by the detector.
Based on our pilot data, which contained 43 test cases
(20 contingency and 23 non-contingency) from 5 subjects,
we hypothesize a relationship between response time delay,
speed of the robot’s interactive signal, and the human un-
derstanding of the robot’s signal. We also hypothesize that
a contingency detector built on our method but which uses
both sound and motion features will improve accuracy re-
sults, particularly in reducing false negatives.
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