Abstract. We prove that if A is the basin of immediate attraction to a periodic attracting or parabolic point for a rational map f on the Riemann sphere, if A is completely invariant (i.e. f 01 (A) = A), and if is an arbitrary f-invariant measure with positive Lyapunov exponents on @A, then -almost every point q 2 @A is accessible along a curve from A. In fact we prove the accessability of every "good" q i.e. such q for which "small neighbourhoods arrive at large scale" under iteration of f.
C n A every "good" q 2 @A is accessible along an external ray. Theorem A generalizes Douady-Eremenko-Levin-Petersen theorem on the accessability of periodic sources. Remark that in the case of periodic sources one obtains curves along which periodic q is accessible, of nite lengths, see Section 1. Condition (0.1) holds in the case q is a periodic source for all n's. Condition (0. 3) is true if A is the basin of attraction to 1 for f a polynomial, and more generally if A is completely invariant, i.e f 01 (A) = A. Condition (0. 3) in the case of a source is equivalent to Petersen's condition [Pe] .
Under the assumption of the complete invariance of A -almost every point for an invariant probability measure with positive Lyapunov exponents is good hence accessible, cf. Corollary 0.2.
In fact we shall introduce in Section 2 a weaker denition of good q and prove Theorem A with that weaker denition. In that weaker denition parabolic periodic points in @A are good. The traces of telescopes built there can sit in an arbitrary interpetal, so one obtains the accessability in each interpetal. One obtains in particular Theorem 18.9 in [Mi1] .
Remark that the above conditions of being good are already quite weak. In particular we do not exclude critical points in B n;l .
For example every point in @A is good if A is the basin of attraction to 1 for a polynomial z 7 ! z 2 + c which is non-renormalizable, c outside the "cardioid". This is Yoccoz-Branner-Hubbard theory, see [Mi2] . (In this case however theorem A is worthless because one proves directly the local connectedness of @A.) Remark that complete invariance of A, a basin of attraction to a sink, does not imply that f on a neighbourhood of I C n A is polynomial-like. (Polynomial-like maps were rst dened and studied in [DH] .) In [P4] an example of degree 3, of the form z ! z 2 + c+ b z0a , with a completely invariant basin of attraction to 1, not simply-connected, with only 2 critical points in the basin, is described.
We prove in the paper a theorem more general than Theorem A, namely a theorem on the accessability along branches of a geometric coding tree. We recall now basic denitions from [P1, P2, PUZ, PS] .
Let U be an open connected subset of the Riemann sphere I C. Consider any holomorphic mapping f : U ! I C such that f(U) U and f : U ! f(U) is a proper map. Denote Crit(f) = fz : f 0 (z) = 0g. This is called the set of critical points for f. Suppose that Crit(f) is nite. Consider any z 2 f(U). Let z 1 ; z 2 ; :::; z d be all the f-preimages of z in U where d = degf 2. (Pay attention that we consider here, unlike in the other papers, only the full tree i.e. not only some preimages but all preimages of z in U.)
Consider smooth curves j : [0; 1] ! f(U), j = 1; :::; d, joining z with z j respectively (i.e. j (0) = z; j (1) = z j ), such that there are no critical values for iterations of f in S d j=1 j , i.e. j \ f n (Crit(f)) = ; for every j and n > 0. We allow self-intersections of each j .
Let 6 d := f1; :::; dg Z Z + denote the one-sided shift space and the shift to the left, i.e.
(( n )) = ( n+1 ). We consider the standard metric on 6 d (( n ); ( n )) = exp 0k(( n ); ( n )) where k(( n ); ( n )) is the least integer for which k 6 = k .
For every sequence = ( n ) 1 n=0 2 6 d we dene 0 () := 0 . Suppose that for some n 0, for every 0 m n, and all 2 6 d , the curves m () are already dened. Suppose that for 1 m n we have f m () = m01 (()), and m ()(0) = m01 ()(1).
Dene the curves n+1 () so that the previous equalities hold by taking respective f-preimages of curves n . For every 2 6 d and n 0 denote z n () := n ()(1).
For every n 0 denote by 6 n = 6 d n the space of all sequences of elements of f1; :::; dg of length n+1. Let n denote the projection n : 6 d ! 6 n dened by n () = ( 0 ; :::; n ).
As z n () and n () depends only on ( 0 ; :::; n ), we can consider z n and n as functions on 6 n .
The graph T = T (z; 1 ; :::; d ) with the vertices z and z n () and edges n () is called a geometric coding tree with the root at z. For every 2 6 d the subgraph composed of z; z n () and n () for all n 0 is called a geometric branch and denoted by b(). The branch b() is called convergent if the sequence n () is convergent to a point in clU.
We dene the coding map z 1 : D(z 1 ) ! clU by z 1 () := lim n!1 z n () on the domain D = D(z 1 ) of all such 's for which b() is convergent.
In Sections 1-3, for any curve (maybe with self-intersections) : I ! I C where I is a closed interval in IR, we call restricted to J a subinterval (maybe degenerated to a point) of I a part of . Consider on J 1 [0; 1] and 0 on J 2 [0; 1] either both and 0 being parts of one n (), J 1 \J 2 = ;; J 1 between 0 and J 2 , or a part of n 1 () and 0 a part of n 2 where n 1 < n 2 . Let 0 : [0; n 2 0 n 1 + 1] ! I C be the concatenation of n 1 ; n 1 +1 ; :::; n 2 .
We call the restriction of 0 to the convex hull of J 1 The proof of this Theorem can be found in [P1] and [P2] under some assumptions on a slow convergence of f n (Crit(f) to j for n ! 1) and in [PS] in full generality ( even with f n (Crit(f)) \ j 6 = ; allowed).
Let3 denote the set of all limit points of f 0n (z); n ! 1. Analogously to the case q 2 @A we say that q 23 is good if f extends holomorphically to a neighbourhood of ff n (q); n = 0; 1; :::g ( we use the same symbol f to denote the extension) and conditions (0.0'), (0.1'), (0.2') and (0.3') hold. These conditions are dened similarly to (0.0)-(0.3), with A replaced by U and @A replaced by3.
Again pay attention that we shall give a precise weaker denition of q good in Section 2. and prove Theorem B with that weaker denition. That denition will not demand f extending beyond U. Using a lemma belonging to Pesin Theory (see Section 2) we prove that -a.e.q below is good and easily obtain the following Corollary 0.1. Let f be a holomorphic mapping f : U ! I C and T be a geometric coding tree in U such that the condition (0.4) holds. If is a probability measure on 3 and the map f extends holomorphically from U to a neighbourhood of supp so that 2 M + e (f), then for -almost every q 23 satisfying (0.3') there exists 2 6 d such that b() converges to q. In particular is a (z 1 ) 3 -image of a measure m 2 M() on 6 d .
Remark that Corollary 0.1 concerns in particular every with h (f) > 0. Assuming that f extends holomorphically to a neighbourhood of3 and refering also to Convergence Theorem we see that (z 1 ) 3 maps M h+ e () onto M h+ e (fj3) preserving entropy. The question whether this correspondence is onto is stated in [P3] . Thus Corollary 0.1 answers this question in positive under additional assumptions (0.3') and (0.4).
We do not know whether this correspondence is nite-to-one except measures supported by orbits of periodic sources for which the answer is positive, see Proposition 1.2.
Two special cases are of particular interest. The rst one corresponds to Theorem A: In Theorem A and Corollary 0.2 in the case f is a polynomial (or a polynomial-like map) and A is the basin of attraction to 1, the accessability of a point along a curve often implies automathically the accessability along an external ray. In the case A is simplyconnected this follows from Lindel of's Theorem. External rays are dened as images under standard Riemann map of rays t; 2 @ID; 1 < t < 1.
In the case A is not simply-connected one should rst dene external rays in the absence of Riemann map. This is done in [GM] and [LevS] in the case of f a polynomial and in [LevP] in the polynomial-like situation. We recall these denitions in Section 3.
We prove in Section 3 the following Then every good q 2 @K is accessible along an external ray in W n K.
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An alternative way to prove the accessability along an external ray is to use somehow, as in the simply-connected case, Lindel of's Theorem. This is performed in [LevP] . It is proved there that if q is accessible along a curve in W n K and q belongs to a periodic or preperiodic component K(q) of K then it is accessible along an external ray.
Pay attention also that for any q 2 @K if K(q) is one point then q is accessible along an external ray. This is easy, see [GM, Appendix] and [LevP] . and consider univalent branches F n () of f 0n mapping respective j to n (). fF n ()g ;n is a normal family of maps. If it had a non-constant limit function G then we would nd an open domain V such that F n t (V ) U as n t ! 1. If we assumed p = 2 U j we arrive at a contradiction. This proves (0.4). Finally by the complete invariance of A we have3 = @A.
In Corollary 0.3 to nd T such that (0.4) holds it is enough to assume that the forward limit set of f n (Crit(f)) does not dissect I C, because then we nd T so that (0.5) holds.
We believe however that in Proof of Corollary 3 we can omit (0.4), or maybe often nd a tree such that (0.3) holds. 10bz ; jj = 1; a 6 = 0 6 = b; a b,see [H1] , the unit circe is invariant and for a branch in it (0.4) fails. These examples are related with the notion of neutral sets, see [GPS] .
Remark 0.6. The assumption f is holomorphic on U (or A) can be replaced by the assumption f is just a continuous map, a branched cover over f(U) U.
However without the holomorphy of f we do not know how the assumption (0.4) could be veried.
Remark 0.7. The fact that in, say, Theorem A we do not need to assume that f extends holomorphically beyond the basin A suggests that maybe the assumption (0.3) is substantial and without it the accessability in Theorem A is not true. We have in mind here an analogous situation of a Siegel disc with the boundary not simply-connected, where the map is only smooth beyond it, see [H2] . Accessability of periodic sources in the boundary of A in the absence of the assumption (0.3) is a famous open problem and we think that if the answer is positive one should substantially use in a proof the holomorphy of f outside A.
The paper is organised as follows: in Section 1 we prove theorem B for q a periodic source, in Section 2 we deal with the general case. The case of sources was known in the polynomial-like and parabolic p situations [D] , [EL] , [Pe] . The general case contains the case of sources but it is more tricky (though not more complicated) so we decided to separate the case of sources to make the paper more understandable. Section 3 is devoted to Theorem C. Section 1. Accessability of periodic sources. Proof of Theorem D. As usually we can suppose that q is a xed point by passing to the iterate f n if n > 1.
Assume that q 6 = z. We shall deal with the case q = z later.
Let h denote the linearizing map i.e. a map conjugating f on a neighbourhood of clV to z ! z with = f 0 (q), mapping q to 0 2 I C. Replace if necessary the set V by a smaller neighbourhood of q so that z = 2 V and @V = h 01 expf< = ag for a constant a 2 IR.
For every set K clV n fqg consider its diameter in the radial direction (with origin at q) in the logarithmic scale, namely the diameter of the projection of the set log h(K) to the real axis. This will be denoted by diam < log (K). Indeed, by (1.2) for every t = 0; 1; :::; m we have f t (z n (w)) 2 V m0t so f t (z n (w)) 6 = z.
Hence n > m. On the other hand we have
So from (0.3) and from the estimate diamf m ( n (w)) = diam n0m ( m (w)) ", we deduce that n 0 m is bounded by a constant depending only on ". This proves (1.3). (There is a minor inaccuracy here because this concerns the case the curves j are embedded. If they have self-intersections we should cover them by families of small discs and later lift them by branches of f 0t one by one along the curves.)
For every being a part of n (w) satisfying (1.2) we can consider
which is a neighbourhood of f m01 ( n (w) For each k 0 denote by N k the set of all pairs of integers (t; m) such that t : 0 t k + n 0 ; 0 < m < k and t (k]) satises (1.2) for a curve being a part of t (k]) or a part of k] if t = k + n 0 and for the integer m and additionally f the part of b() between and k] g V m :
(1:6)
We write in this case W () = W k;t;m and = k;t;m . Figure 1 illustrates our denitions: Later we shall prove that the case 1. leads to a contradiction. Now we shall prove that the case 2. allows to nd a periodic branch convergent to q what proves our Theorem.
Denote K = k 2 0 k 1 . Repeat that we have
Denote k 2 ] by #. We get by the above:
or writing this with the help of F which is the inverse of f on V so that F (q) = q we have F K (z T (#)) = z T +K (#): We know also that := S T +K t=T +1 t (#) being a curve joining z T (#) with z T +K (#)) is contained in V (even in V m(k 2 ;t) ) by (1.4).
Hence the curve 0 := S n0 F nK () is the body of the part starting from the T -th vertex of the periodic branch (# 0 ; :::; # K01 ; # 0 ; :::; # K01 ; # 0 ; :::).
To nish Proof of Theorem D we should now eliminate the disjointness case 1. We shall just prove there is not enough room for that. But we assumed (this is our case 1.) that for every t; m and j all the sets W (k; t; m) with the t-th entry of k] equal to j, variable k, are pairwise disjoint. This nishes the proof of the estimate (1.8).
The conclusion from (1.8) and (1.4) is that because of the lack of room ]N + < Constk 0 . This contradicts (1.7) for " = 1=4 and k 0 large enough.
The disjointness case 1. is eliminated. Theorem D in the case z 6 = q is proved.
Consider the case z = q. Then, unless j q in which case Theorem is trivial, the role of z in the above proof can be played by arbitrary z j 2 j nfqg. This observation allows to modify (simplify) slightly Proof of Theorem B. One does not need (1.6) then . Proposition 1.2. Every branch b() convergent to a periodic source q is periodic (i.e is periodic). There is only a nite number of 's such that b() converges to q.
Proof. Suppose z 6 = q and b() converges to q. We can take V , a neighbourhood of q, arbitrarily small. Then the constant n 0 will depend on it. However the above proof shows that we obtain the equality
for k 1 0 k 2 bounded by a constant independent of n 0 . z 6 = q implies that T ! 1 as V shrinks to q. So there exists a nite block of symbols such that = ::: 0 ( 0 innite) with arbitrarily many b's. So is periodic. This consideration gives also a bound for the period of hence it proves nitness of the set of 's with b() convergent to q. |
Remark that with some additional eort we could obtain an estimate for the number of branches convergent to q. In the case q is in the boundary of a basin of attarction to a sink this estimate should give so called Pommerenke-Levin-Yoccoz inequality (see for example [Pe] ). (D t ) t=0;1;:::;k and (D t;t01 ) t=1;:::;k is called a telescope or a (; ; k)-telescope if each D t is an open connected subset of U, there exists a strictly increasing sequence of integers 0 = n 0 ; n 1 ; :::; n k such that each D t;t01 is a nonempty component of f 0(n t 0n t01 ) (D t (D k t+1 ), (such a component D k t+1;t exists by (0.3'). By (0.2') an arbitrary choice of traces will be OK.
Of course in the case of U = A a basin of immediate attraction to a sink or a parabolic point one can build telescopes with D k t;l not containing critical points, but there is no reason for that to be possible in general.
Proof of Theorem B. Let q 23 be a good point according to the denition above. Fix an integer E > 0 to be specied later.
Dene N k as the set of such pairs (t; m) that 0 < m < k; 0 t n k k +n(k), there exist integers E 1 ; E 2 0; E 1 +E 2 < E such that t+E 2 (k] analogously to (1.6), see Figure 2 .
Figure 2
We claim that analogously to the right hand inequality of (1.3) we have for (t; m) 2 N k t n k m+1 + E + N(=E) (2:4) where N(") := supfn : there exists 2 6 d such that diam( n () "g. Otherwise there exists n n k m+1 such that f n () 2 @U. This is already outside U so the trajectory of hits S j before the time n k m+1 comes. In K 0 we nd an innite K 1 etc. by induction. For every n > 0 we obtain innite K n K n01 and constants t n ; D n such that K n =fk 2 K n01 : there exists m such that M n m < M n+1 ; (t n ; m) 2 N k ; t n (k] k ) = D n g For 2 6 d such that t n () = t n (k] k ), we have that b() converges to q.
We assumed here that t n ! 1 as n ! 1. If sup t n = t 3 < 1 then also D n stabilize at D 3 and by (2.3) z t 3 (D 3 ) = q. Moreover there exists a sequence of integers j 1 ; j 2 ; ::: 2 f1; :::; dg such that t (D 3 ; j 1 ; j 2 ; :::) q for all t t 3 so b (D 3 ; j 1 ; j 2 ; :::) converges to q.
(This is not an imaginary case. Consider a source f(q) = q 2 U and a tree T (q; 1 ; 2 ) such that 1 q and 2 joins q with q 0 2 f 01 (q); q 6 = q 0 . Then the above proof gives b(2; 1; 1; :::) the branch for which n ((2; 1; 1; :::)) = q 0 for every n 1. | Proof of Corollary 0.1. This follows immediately from Theorem B and the following fact belonging to Pesin Theory: Let X be a compact subset of I C and F be a holomorphic mapping on a neighbourhood of X such that F (X) = X. Let 2 M + e (F ). Let (X;F ;) be a natural extension (inverse limit) of (X; F; ). Denote by the projection to the 0 coordinate, :X ! X and by n the projection to an arbitrary n-th coordinate.
Then for-a.e.x 2X there exists r = r(x) > 0 such that univalent branches F n of F 0n on B((x); r) for n = 1; 2; ::: such that F n ((x)) = 0n (x)), exist. Moreover for an arbitrary l : exp(0 ) < < 1 (not depending onx) and a constant C = C( To prove Corollary (0.1) observe that the above fact implies the existence of numbers r; C > 0 and a set of positive measure:Ỹ X such that the above properties hold for everyx 2Ỹ and for these r and C. Ergodicity of implies ergodicity of. So by Birkho Ergodic Theorem there exists a setZ X of full measure such that for each pointx 2Z its forward orbit byF hitsỸ at the positive density number of times. These are good times and (x) is a good point in the sense of Introduction (provided they satisfy (0.3')). | Section 3. External rays. Let [DH] . We can assume that @W is smooth. Let M be an arbitrary smooth function on a neighbourhood of clW n W 1 not having critical points, such that Mj @W 0 and Mj @W 1 1 and M f = M 01 whereever it makes sense. Extend M to W n K by M(z) = M(f n (z)) + n where n is such that f n (z) 2 W n W 1 . Fix : 0 < < and consider curves : [0; 1) ! clW n K, intersecting lines of constant M at the angle , (this demands xing orientations), not containing critical points for M with (0) 2 @W and converging to K as the parameter converges to 1.
One can change the standard euclidean metric on I C so that is the right angle and think about gradient lines in the new metric. We call such a line a smooth -ray. Instead of parametrizing such a curve with the gradient ow time we parametrize it by the values of M. Limits of smooth -rays are called -rays. They can pass through critical points of M. (Such a -ray enters a critical point along a stable separatrix and leaves it along an unstable one, the closest clockwise or counter-clockwise. If it hits again a critical point for the rst time it leaves it along an unstable separatrix on the same side from which it came to the previous critical point, see [GM] and [LevP] for the more detailed description. See The proof is the same as that of the implication (0.5) ) 0.4) in Remark 0.4. We have univalent branches of f 0k for all k on neighbourhoods of n for external rays , neighbourhoods not depending on k, for n large enough, because then critical points of f in W n K do not interfere. There is nite number of them and their forward trajectories escape out of W .
