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Abstract
Let G be a simple algebraic group over the algebraically closed field k. A slightly strengthened
version of a theorem of T.A. Springer says that (under some mild restrictions on G and k) there exists
a G-equivariant isomorphism of varieties φ :U →N , where U denotes the unipotent variety of G
and N denotes the nilpotent variety of g = LieG. Such φ is called a Springer isomorphism. Let B
be a Borel subgroup of G, U the unipotent radical of B and u the Lie algebra of U . In this note we
show that a Springer isomorphism φ induces a B-equivariant isomorphism φ˜ :U/M → u/m, where
M is any unipotent normal subgroup of B and m = LieM . We call such a map φ˜ a relative Springer
isomorphism. We also use relative Springer isomorphisms to describe the geometry of U -orbits in u.
 2005 Elsevier Inc. All rights reserved.
1. Introduction
Let G be a simple algebraic group over the algebraically closed field k. Assume chark
is zero or good for G. We write g = LieG for the Lie algebra of G. The unipotent variety
of G is denoted by U and the nilpotent variety of g is denoted by N . Let B be a Borel
subgroup of G, U the unipotent radical of B and u the Lie algebra of U .
In [11] T.A. Springer proved that if G is simply connected, then there exists a G-
equivariant morphism of varieties U → N which is a homeomorphism on the underly-
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lary 9.3.4]) to give
Theorem 1.1. If G is of type A assume the covering map SLn(k) → G is separable. Then
there exists a G-equivariant isomorphism φ :U →N .
Such an isomorphism φ :U →N is called a Springer isomorphism. One can show that
a Springer isomorphism φ maps U onto u so we get
Corollary 1.2. There exists a B-equivariant isomorphism φ :U → u.
An isomorphism φ :U → u as in Corollary 1.2 is also called a Springer isomorphism—
this is justified, because one can show that any B-equivariant isomorphism U → u is the
restriction of a Springer isomorphism U →N . We can remove the assumption in case G
is of type A, because the covering map σ : SLn(k) → G induces an isomorphism from the
unipotent part of σ−1U to U .
The principal result of this paper is
Theorem 1.3. Let φ :U → u be a Springer isomorphism and let M be a unipotent normal
subgroup of B . Then there exists a B-equivariant isomorphism φ˜ :U/M → u/m such that
the diagram
U
φ
πM
u
πm
U/M
φ˜
u/m
commutes, where m = LieM and πM , πm denote the natural maps.
We call a map φ˜ as in Theorem 1.3 a relative Springer isomorphism. This terminology
is justified by the commutative diagram in the statement of Theorem 1.3. We note that
if φ˜ :U/M → u/m is an isomorphism such that the above diagram commutes, then φ˜ is
B-equivariant so we could drop this requirement in the statement.
In [6] the author proved that relative Springer isomorphisms exist for so-called NT-
subgroups of U . The existence of relative Springer isomorphisms allows one to prove
that for X ∈ u and a unipotent normal subgroup M of B , the centralizer CU(X + m) is
connected (see [6, Proposition 4.5] and Corollary 4.2). This result was crucial in the study
of the adjoint orbits of U in u in [6]. Theorem 1.3 allows one to generalize the methods
and results in [6], see Section 6.
In the final section of this paper, we describe the geometry of the orbits of U in u, see
Theorem 7.1. Our proofs of this theorem extensively uses a corollary of the existence of
relative Springer isomorphisms; this corollary gives separability of certain orbit maps.
By considering the commutative diagram in the statement of Theorem 1.3 we get the
following corollary.
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subgroup of B . Then φ(M) = m.
Let P be a parabolic subgroup of G and let M be a normal subgroup of P contained
in the unipotent radical of P . Corollary 1.4 allows one to translate problems about the
conjugation action of P on M to problems about the adjoint action of P on m = LieM . It
is often more convenient to consider the adjoint action of P on m.
We now give a brief outline of the structure of this paper. We begin by introducing the
notation we require in Section 2. Then in Section 3 we prove the results that we require
for our proof of Theorem 1.3 in Section 4. In Section 4 we also give two corollaries of
Theorem 1.3. They say that, for a unipotent normal subgroup M of B , in the action of U
on the quotient U/M (or u/m) centralizers are connected and orbit maps are separable. In
Section 5 we discuss rationality of relative Springer isomorphisms. We discuss how our
results allow one to generalize the results of [6] in Section 6. Finally, in Section 7 we prove
Theorems 7.1.
As a general reference for the theory of linear algebraic groups, we cite the books of
Borel [3] and Springer [12].
2. Notation
Let R be a linear algebraic group over the algebraically closed field k. We write r =
LieR for the Lie algebra of R and we denote the identity component of R by R0.
Let V be an R-variety. For r ∈ R and v ∈ V we write r · v for the image of v under r ,
R · v = {r · v: r ∈ R} for the R-orbit of v in V and CR(v) = {r ∈ R: r · v = v} for the
stabilizer of v in R. The following well-known formula linking the dimensions of R ·v and
CR(v) follows from [3, Theorem AG.10.1]:
dimR · v + dimCR(v) = dimR. (2.1)
Now suppose V is a rational R-module. Then V is also a module for r. For Y ∈ r
and v ∈ V , we write Y · v for the image of v under Y , r · v = {Y · v: Y ∈ r} and cr(v) =
{Y ∈ r: Y · v = 0}.
Let G be a simple algebraic group over k. The Lie algebra of G is denoted by g = LieG;
likewise for closed subgroups of G. In this paper we use lower case Roman letters for
elements of G and upper case Roman letters for elements of g. We recall that G acts on
itself by conjugation and on g via the adjoint action. For g,x ∈ G and X ∈ g we write
g · x = gxg−1 and g · X for the image of X under g in the adjoint action.
Fix a maximal torus T of G and let Ψ be the root system of G with respect to T . For
a root β ∈ Ψ , we choose a parametrization uβ : k → Uβ of the root subgroup Uβ . Then
eβ = duβ(1) (where duβ is the derivative of uβ at the identity) is a generator for the
corresponding root subspace gβ of g.
We recall that a closed subgroup of G is said to be (T -) regular if it is normalized by T .
Let H be a regular subgroup of G and define Ψ (H) = Ψ (h) = {β ∈ Ψ : gβ ⊆ h}. Then⊕[3, Proposition 13.20] says that h = Lie(H ∩ T ) ⊕ β∈Ψ (h) gβ and H = 〈H ∩ T ,Uβ :
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see [3, Proposition 14.4].
Let B ⊇ T be a Borel subgroup of G and let U be the unipotent radical of B . Then
Ψ+ = Ψ (B) = Ψ (U) is a system of positive roots of Ψ ; we write Π for the corresponding
set of simple roots.
For a root β =∑α∈Π aαα ∈ Ψ+ we recall that the height of β is defined by ht(β) =∑
α∈Π aα . We recall the standard (strict) partial order ≺ on Ψ+ is defined by: α ≺ β if
β − α is a sum of positive roots.
Let ρ =∑α∈Π bαα be the highest root in Ψ+. We recall that p = chark > 0 is said to
be good for G provided p does not divide bα for any α ∈ Π . We assume for the remainder
of this section and throughout this paper that char k is zero or good for G.
The descending central series of U is defined as usual by
U(0) = U and U(l+1) = (U(l),U) for l  0,
where (U(l),U) denotes the subgroup of U generated by commutators (x, y) = xyx−1y−1
with x ∈ U(l) and y ∈ U . We recall that
U(l) =
∏
ht(β)>l
Uβ,
see [1, Lemma 4], so that, for l < m, we may identify U(l)/U(m) as a variety with∏
l<ht(β)m
Uβ.
The descending central series of u is defined similarly and its terms have an analogous
description.
The unipotent variety of G is denoted by U and we write N for the nilpotent variety
of g. In the following paragraph we discuss the action of G on U and the action of B on U .
There are analogous definitions and results for the action of G on N and the action of B
on u.
R. Richardson proved in [8] that U splits up into finitely many G-orbits. Since U is
irreducible, it follows from general theory of algebraic groups that one of the G-orbits is
open in U . This open orbit, U r , is called the regular unipotent orbit and x ∈ U r is called
regular unipotent. It follows from the results in [9] that U r ∩ U is a single B-orbit which
is open in U .
3. Preliminaries
In this section we present some results which we require to prove Theorem 1.3. We
recall that chark is assumed to be zero or good in this section. We start with the following
proposition of T.A. Springer, see [10].
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CU(x) is connected.
The following lemma is a case of [6, Lemma 3.5].
Lemma 3.2. Let M , N be unipotent normal subgroups of B and suppose the action of U
on U/M factors through U/N . Then for y ∈ U , CU(yM) is connected if and only if
CU/N(yM) is connected.
We now consider the centralizer in U and B of a regular unipotent element. The follow-
ing two easy lemmas are used to prove Proposition 3.5.
Lemma 3.3. Let x =∏α∈Π uα(1) ∈ U and let M be a unipotent normal subgroup of B .
Then we have the factorization
CB(xM) = CT (xM)CU(xM).
Proof. Let b ∈ CB(xM) and write b = tu with t ∈ T and u ∈ U . The Chevalley commu-
tator relations (see [12, Proposition 8.2.3]) imply that
u · xM = x
∏
ht(γ )2
uγ (λγ )M
where λγ ∈ k. Then
b · xM = (t · x)
∏
ht(γ )2
uγ
(
γ (t)λγ
)
M.
Since b ∈ CB(xM), we have δ(t)λδ = 0 for all δ ∈ {γ ∈ Ψ+ \ Ψ (M): ht(γ ) 2}, which
implies λδ = 0 for all such δ so that u ∈ CU(xM). 
Lemma 3.4. Assume G is adjoint. Let x =∏α∈Π uα(1) ∈ U and let M be a unipotent
normal subgroup of B . Then CT (xM) is connected.
Proof. Since G is adjoint, the map f :T → (k×)r given by f (t) = (α1(t), . . . , αr(t)) is
an isomorphism, where Π = {α1, . . . , αr}, r = rankG. It is clear that CT (xM) = {t ∈ T :
α(t) = 1 for all α ∈ Π \ Ψ (M)}. Therefore, f (CT (xM)) is connected and so CT (xM) is
connected. 
By [13, III, 1.13], x ∈ U as in Lemmas 3.3 and 3.4 is regular unipotent. Therefore, we
obtain
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(i) Let x ∈ U be regular unipotent and suppose CU(xM) is connected. Then CB(xM) is
connected.
(ii) Let X ∈ u be regular nilpotent and suppose CU(X+m) is connected. Then CB(X+m)
is connected.
Proof. Part (i) follows directly from Lemmas 3.3 and 3.4. The proof of (ii) is similar and
we do not include it here. 
Lemma 3.6 below says that the existence of relative Springer isomorphisms is indepen-
dent of the isogeny class of G. We now introduce the notation required for its statement.
Let σ :G → Ĝ be an isogeny. We write dσ :g → gˆ for the derivative of σ at the iden-
tity. For a subgroup H of G we write Ĥ for the image of H under σ ; likewise we write
hˆ = dσ(h). We note that for a unipotent normal subgroup M of B , σ induces an iso-
morphism between M and M̂ . Similarly dσ induces an isomorphism between m and m̂.
Let φ :U → u be a Springer isomorphism. It is straightforward to show that φ induces a
Springer isomorphism φˆ : Û → uˆ. The following lemma is also easy to prove.
Lemma 3.6. Let φ :U → u be a Springer isomorphism and let M be a unipotent normal
subgroup of B . Then φ induces a relative Springer isomorphism φ˜ :U/M → u/m if and
only if φˆ induces a relative Springer isomorphism ˜ˆφ : Û/M̂ → uˆ/m̂.
We show in Corollary 3.11 that for a unipotent normal subgroup M of B , the existence
of a relative Springer isomorphism U/M → u/m is equivalent to CU(xM) and CU(X+m)
being connected, where x ∈ U is regular unipotent and X ∈ u is regular nilpotent.
We require the following two propositions. The first is [6, Corollary 3.3] and the second
can be proved in the same way as [6, Proposition 3.8].
Proposition 3.7. Let M be a unipotent normal subgroup of B and let x ∈ U be regular
unipotent. Then CB/M(xM)0 is abelian and dimCB/M(xM) = r = rankG.
Proposition 3.8. Assume G is adjoint. Let x ∈ U be regular unipotent, let X ∈ LieCB(x)
be regular nilpotent and let M be a unipotent normal subgroup of B . Assume CU(xM)
and CU(X + m) are connected. Then CB(xM) = CB(X + m).
Proof. By Proposition 3.5 we have that CB(xM) and CB(X +m) are connected. One can
now prove the proposition in exactly the same way as [6, Proposition 3.8]. 
The following result can now be proved in the same way as [6, Theorem 3.9].
Proposition 3.9. Let φ :U → u be a Springer isomorphism, let x ∈ U be regular unipotent
and let M be a unipotent normal subgroup of B . Assume CB(xM) = CB(φ(x)+m). Then
there exists a relative Springer isomorphism φ˜ :U/M → u/m.
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Proposition 4.5].
Proposition 3.10. Let M be a unipotent normal subgroup of B and let φ :U → u be a
Springer isomorphism. Assume there exists a relative Springer isomorphism φ˜ :U/M →
u/m. Then CU(yM) is connected for all y ∈ U and CU(Y +m) is connected for all Y ∈ u.
Using Propositions 3.8, 3.9 and 3.10 we can now easily deduce
Corollary 3.11. Let x ∈ U be regular unipotent, X ∈ u be regular nilpotent, M a unipo-
tent normal subgroup of B and φ :U → u a Springer isomorphism. There exists a relative
Springer isomorphism φ˜ :U/M → u/m if and only if CU(xM) and CU(X + m) are con-
nected.
We now introduce a class of unipotent normal subgroups M of B , called QNT-
subgroups, for which we can show that CU(xM) and CU(X + m) are connected for x
regular unipotent and X regular nilpotent.
Definition 3.12. An enumeration β1, . . . , βN of Ψ+, such that
(i) βj ⊀ βi for i < j ,
(ii) {β1, . . . , βr} = Π (r = rank(G)), and
(iii) ht(βi) < 2 ht(βj ) − 1 for r < i < j
is called a QNT-enumeration.
Given a QNT-enumeration β1, . . . , βN of Ψ+ we may form a sequence of subgroups
Mi =
N∏
j=i+1
Uβj .
Property (i) of Definition 3.12 ensures that Mi is a unipotent normal subgroup of B for
all i. The importance of properties (ii) and (iii) is apparent in the proof of Theorem 3.16.
We have
mi = LieMi =
N⊕
j=i+1
gβj .
Definition 3.13. Given a QNT-enumeration of Ψ+ the sequence of subgroup Mi as de-
fined above is called a QNT-sequence of subgroups. A subgroup M of U is called a
QNT-subgroup if it lies in a QNT-sequence of subgroups.
Remark 3.14. In [6, Definition 3.1] NT-subgroups were defined. An enumeration
β1, . . . , βN of Ψ+ is an NT-enumeration if ht(βi)  ht(βi+1) for i = 1, . . . ,N − 1. The
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of U is called an NT-subgroup if it lies in some NT-sequence of subgroups. One easily sees
that if M is an NT-subgroup, then M is a QNT-subgroup. The terminology NT-subgroup
introduced in [6] was chosen, because in the case G = SLn(k) and U is the group of uni-
triangular matrices such subgroups look “Near Triangular.” The “Q” in QNT was chosen
to mean “Quite.”
In [6, Proposition 3.7] it is proved that CB(xM) and CB(X + m) are connected if M is
an NT-subgroup of U , where x ∈ U is regular unipotent and X ∈ u is regular nilpotent. In
Theorem 3.16 below we generalize this result by proving that CU(xM) and CU(X + m)
are connected if M is a QNT-subgroup, the proof is similar to that of [6, Proposition 3.7].
Our starting point is Proposition 3.1. We also need the following lemma, which is [6,
Lemma 3.6].
Lemma 3.15. Let x ∈ U be regular unipotent. Then
dimCU(l) (x) =
∣∣{γ ∈ Ψ+: ht(γ ) = l + 1}∣∣.
Theorem 3.16. Let M be a QNT-subgroup of U .
(i) Let x ∈ U be regular unipotent. Then CU(xM) is connected.
(ii) Let X ∈ u be regular nilpotent. Then CU(X + m) is connected.
Proof. We only prove (i), the proof of (ii) is similar.
By [13, III, 1.13] we may assume x =∏α∈Π uα(1). Let U = M0 ⊇ · · · ⊇ MN = {1}
be a QNT-sequence of subgroups of U and suppose that M = Mi . We work by (reverse)
induction on i to show that CU(xMi) is connected, the base case i = N being Proposi-
tion 3.1.
So suppose 0  i < N and CU(xMi+1) is connected, let β = βi+1 and suppose
ht(β) = l. If l = 1, then one can see that CU(xMi) = CU(xMi+1), so assume that l  2.
By considering the Chevalley commutator relations (see [12, Proposition 8.2.3]) and
conditions (ii) and (iii) for a QNT-enumeration we see that the action of U on U/Mi factors
through U/U(2l−3). Then by Lemma 3.2 we have that CU/U(2l−3) (xMi+1) is connected.
The Chevalley commutator relations imply that
U(l−2) · x ⊆
{
y ∈ U : y = x
∏
ht(γ )l
uγ (λγ ), λγ ∈ k
}
.
We denote the variety on the right-hand side of the above expression by Al ; it is a closed,
irreducible subset of U . Clearly we have
dimAl =
∣∣{γ ∈ Ψ+: ht(γ ) l}∣∣
and we also have ∣{ }∣
dimU(l−2) = ∣ γ ∈ Ψ+: ht(γ ) l − 1 ∣.
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dimU(l−2) · x = dimAl .
Since U(l−2) is a unipotent group, U(l−2) ·x is closed inAl , by [3, Proposition 4.10]. Thus,
the irreducibility of Al implies that
U(l−2) · x =Al .
Therefore, we may find
v =
∏
l−1ht(γ )2l−3
uγ (µγ ) ∈ U(l−2)
such that
v · xU(2l−2) = xuβ(1)U(2l−2).
For t ∈ k define
v(t) =
∏
l−1ht(γ )2l−3
uγ (µγ t).
Since U(l−2)/U(2l−3) is abelian,
V = {v(t)U(2l−3): t ∈ k}
is a subgroup of U(l−2)/U(2l−3) isomorphic to the additive group k. By considering the
Chevalley commutator relations, we see that
V · xU(2l−2) = {yU(2l−2): y = xuβ(λ), λ ∈ k}.
Let yU(2l−3) ∈ CU/U(2l−3) (xMi). Then
y · xMi+1 = xuβ(µ)Mi+1
for some µ ∈ k. There exists w ∈ V such that
w · xuβ(µ)Mi+1 = xMi+1.
So that
wyU(2l−3) ∈ CU/U(2l−3) (xMi+1).
Therefore,CU/U(2l−3) (xMi) ⊆ VCU/U(2l−3) (xMi+1).
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CU/U(2l−3) (xMi) = VCU/U(2l−3) (xMi+1)
is connected. Thus, by Lemma 3.2 CU(xMi) is connected. 
Using Corollary 3.11 and Theorem 3.16 we can easily deduce.
Corollary 3.17. Let φ :U → u be a Springer isomorphism and let M be a QNT-subgroup
of U . There exists a relative Springer isomorphism φ˜ :U/M → u/m.
In the following remark we discuss an inductive method for showing that relative
Springer isomorphisms exist.
Remark 3.18. Let P be a parabolic subgroup of G containing B . We denote the unipotent
radical of P by Pu and write pu for the Lie algebra of Pu. We write π :P → P/Pu for
the natural map and dπ :p → p/pu for its derivative. The image B̂ = π(B) is a Borel
subgroup of the reductive group P̂ = π(P ) and Û = π(U) is the unipotent radical of B̂ .
For a unipotent normal subgroup M of B containing Pu we write M̂ = π(M) and we write
m̂ = dπ(m).
Let ψ : Û → uˆ be a Springer isomorphism and suppose there exists a relative Springer
isomorphism ψ˜ : Û/M̂ → uˆ/m̂. We have isomorphisms
Û/M̂ ∼= U/M and uˆ/m̂ ∼= u/m.
So we get a B-equivariant isomorphism of varieties U/M → u/m. Now one can deduce
(using a strengthened version of Proposition 3.10, which can be proved in the same way)
that for x ∈ U regular unipotent and X ∈ u regular nilpotent CU(xM) and CU(X +m) are
connected. Hence, by Corollary 3.11 given a Springer isomorphism φ :U → u we get a
relative Springer isomorphism U/M → u/m.
Since the rank of each of the simple components of P̂ is less than the rank of G, the
above discussion leads to an inductive method for proving the existence of relative Springer
isomorphisms.
The final proposition in this section is used to prove that relative Springer isomorphisms
exist, when G is of exceptional type.
Proposition 3.19. Let φ :U → u be a Springer isomorphism and let M1, M2 be unipo-
tent normal subgroups of B . Suppose relative Springer isomorphisms φ˜i :U/Mi → u/mi
exist, for i = 1,2. Then there exists a relative Springer isomorphism φ˜ :U/(M1 ∩ M2) →
u/(m1 ∩ m2).
Proof. Let x ∈ U be regular unipotent. It is easy to see that CB(x(M1 ∩ M2)) =
CB(xM1)∩CB(xM2). Similarly, CB(X+(m1∩m2)) = CB(X+m1)∩CB(X+m2), where
X = φ(x). Since, φ˜i :U/Mi → u/mi are relative Springer isomorphisms, for i = 1,2,
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(m1 ∩ m2)). Therefore, there exists a relative Springer isomorphism φ˜ :U/(M1 ∩ M2) →
u/(m1 ∩ m2), by Proposition 3.9. 
4. Relative Springer isomorphisms
We are now in a position to prove our main result.
Proof of Theorem 1.3. First suppose G is of type A and let M be a unipotent normal
subgroup of B . By Lemma 3.6 we may assume that G = SLn(k) for some n. Then we may
assume U is the group of n× n unitriangular matrices. The map x → x − 1 from U to u is
a Springer isomorphism which induces a relative Springer isomorphism for any unipotent
normal subgroup of B . Therefore, by Corollary 3.11 we see that CU(xM) and CU(X+m)
are connected, where x ∈ U is regular unipotent, X ∈ u is regular nilpotent and M is
a unipotent normal subgroup of B . Thus, given any Springer isomorphism φ :U → u,
we may use Corollary 3.11 to deduce that there exists a relative Springer isomorphism
φ˜ :U/M → u/m.
Now suppose G is a classical group not of type A. By Lemma 3.6 we may assume
G = Spn(k) or G = SOn(k) for some n. Then we may consider G ⊆ H = SLn(k) and U =
G ∩ V where V is the group of unitriangular matrices in SLn(k). The Cayley map X →
(1 − X)(1 + X)−1 from u to U is a B-equivariant isomorphism of varieties (see [13, III,
3.14]). Therefore, its inverse defines a Springer isomorphism φ :U → u. One can also
check that the Cayley map defines a Springer isomorphism ψ :V → v such that φ = ψ |U .
Now let M be any unipotent normal subgroup of B . Then M be can written as U ∩ N for
some unipotent normal subgroup N of C, where C ⊇ V is the group of upper triangular
matrices—this can be checked using [14, §11]. By the first part of this proof, we have
a relative Springer isomorphism ψ˜ :V/N → v/n. Also we have isomorphisms U/M →
UN/N and u/m → (u + n)/n. Then we get the following commutative diagram:
UN/N
ψ˜
(u + n)/n
U/M
φ˜
u/m
where φ˜ is induced from ψ˜ . It is straightforward to check that φ˜ is a relative Springer
isomorphism. As in the type A case we may deduce that given any Springer isomorphism
we get relative Springer isomorphisms for all unipotent normal subgroups M of B .
For G of exceptional type we made an (inductive) check that relative Springer isomor-
phisms U/M → u/m exist as described below.
Suppose P is a parabolic subgroup of G. Then P/Pu is a reductive group each of whose
simple components has rank less than that of G. Therefore, the discussion in Remark 3.18
implies that we may inductively assume relative Springer isomorphisms exist for M con-
taining Pu. By Corollary 3.17 we also have that relative Springer isomorphisms exist if
S.M. Goodwin / Journal of Algebra 290 (2005) 266–281 277M is a QNT-subgroup. This gives us a set of subgroups S for which relative Springer iso-
morphisms exist. Using Proposition 3.19 we may take intersections of subgroups in S to
get subgroups for which relative Springer isomorphisms exist. By writing a procedure in
the computer algebra language GAP4 [5] we checked that (for G of exceptional type) we
get all unipotent normal subgroups of B in this way. Although this check was done by
computer we demonstrate in Example 4.1 below that it would be possible to do this by
hand. 
Example 4.1. In this example we demonstrate how one can show relative Springer isomor-
phisms exist. We consider an example in the case G is of type E6. We use the notation
from [4, Planche V] for the roots of the root system of type E6. Given a unipotent normal
subgroup M of B we recall that Ψ (M) is an ideal of Ψ+ and we write Γ (Ψ (M)) for its
set of generators. We refer the reader to [7, §1 and §2] for information about ideals and
generators.
We consider the unipotent normal subgroup M of B where Γ (Ψ (M)) = { 001101 , 111001 }.
Clearly, M cannot be dealt with using Remark 3.18 and one sees that 111110 /∈ Ψ (M) so that
M is not a QNT-subgroup. However, one can check that M = M1 ∩M2 where M1 has one
generator, namely 000001 and M2 has generators
00110
1 and
11100
0 . We can use Remark 3.18
to deduce that (for a Springer isomorphism φ :U → u) we have relative Springer isomor-
phisms φ˜i :U/M1 → u/m1. We can check that M2 is a QNT-subgroup so that we have
relative Springer isomorphisms φ˜2 :U/M2 → u/m2, by Corollary 3.17. Then we may use
Proposition 3.19 to deduce that there is a relative Springer isomorphism φ˜ :U/M → u/m.
We now give two corollaries of Theorem 1.3. The first follows directly from Corol-
lary 3.11 and Theorem 1.3.
Corollary 4.2. Let M be a unipotent normal subgroup of B .
(i) For y ∈ U , the centralizer CU(yM) is connected.
(ii) For Y ∈ u, the centralizer CU(Y + m) is connected.
Given Theorem 1.3 we can prove the following corollary in the same way as [6, Corol-
laries 4.2 and 4.3].
Corollary 4.3. Let M be a unipotent normal subgroup of B .
(i) For y ∈ U , the orbit map U → U · (yM) is separable.
(ii) For Y ∈ u, the orbit map U → U · (Y + m) is separable.
5. Rationality
Suppose that G is defined and split over a subfield k′ ⊆ k; we refer the reader to [3, 18.6
and 18.7] for information about split groups. Clearly both U andN are defined over k′ and
since G is split we may assume that U is defined over k′.
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φ :U → N which is defined over k′. It is clear that the restriction φ :U → u is also de-
fined over k′. Let M be a unipotent normal subgroup of U . Since G is split, M is defined
over k′ and one can see that the relative Springer isomorphism φ˜ :U/M → u/m is defined
over k′. So we have:
Proposition 5.1. Let M be a unipotent normal subgroup of B . There exist relative Springer
isomorphisms φ˜ :U/M → u/m defined over k′.
6. Generalizations of methods in [6]
In this section we discuss how the results of this paper give rise to generalizations of the
methods developed in [6].
In [6] the adjoint orbits of U in u were studied. This was achieved by choosing an NT-
sequence U = M0 ⊇ · · · ⊇ MN = {1} of subgroups of U (as defined after Definition 3.13)
and considering the action of U on successive quotients ui = u/mi . This approach gave
rise to many results. For example, in [6, Proposition 5.4] it is shown that any adjoint U -
orbit in u contains a unique so-called minimal representative and in [6, §5] an algorithm
for calculating all minimal representatives is described.
Suppose char k = p > 0 and G is defined and split over the field of p elements Fp .
For a power q of p, we denote the group of Fq -rational points of G by G(q). Let F be
the Frobenius morphism such that G(q) = GF = {g ∈ G: F(g) = g}. Assume B is F -
stable, so that U is also F -stable and U(q) is a Sylow p-subgroup of G(q). In [6, §6]
the conjugacy classes of U(q) were considered and results were deduced from the results
about the adjoint orbits of U in u.
The existence of relative Springer isomorphisms for NT-subgroups of U was crucial to
the study of the adjoint orbits of U in u in [6]. Theorem 1.3 means that the methods and
results of loc. cit. can be applied to any sequence of unipotent normal subgroups U = M0 ⊇
· · · ⊇ MN = {1} of B with dimMi = dimMi+1 + 1. In particular, one can take P to be a
maximal parabolic subgroup of G, then pick a sequence of unipotent normal subgroups
of B containing Pu. Now, using the language of Remark 3.18, we have that U/Pu = Û is
the unipotent radical of B̂ and B̂ is a Borel subgroup of the reductive group P̂ . Therefore,
one may calculate the U -orbits in u from the Û -orbits in uˆ—this gives rise to an inductive
method for calculating the U -orbits. For example, to calculate the U -orbits for G of type E,
one can start by calculating the orbits for G of type E6, then use this to calculate the orbits
for E7, then go on to do E8.
7. Geometry of U -orbits
In this section we prove Theorem 7.1 which describes the geometry of a U -orbit in u.
The proof requires Corollary 4.3 which in turn requires the existence of relative Springer
isomorphisms. We need to recall some notation and results from [6] and their generaliza-
tions discussed in the previous section.
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modules of u by
mi =
N⊕
j=i+1
gβj
for i = 0, . . . ,N . Then we define ui = u/mi .
We study the orbits of U in u by considering the action of U on successive ui . Suppose
X ∈ u and consider the set
X + keβi + mi = {X + λeβi + mi : λ ∈ k} ⊆ ui .
The generalization of [6, Lemma 5.1] due to Theorem 1.3 says that for X ∈ u either
(I) all elements of X + keβi + mi are U -conjugate or
(R) no two elements of X + keβi + mi are U -conjugate.
We say that
• i is an inert point of X if (I) holds.
• i is a ramification point of X if (R) holds.
The number of inert points of X less than or equal to i is denoted by ini (X)
A partial order i on ui is defined in [6, Definition 5.3]. We recall that [6, Proposi-
tion 5.4] says that a U -orbit in ui contains a unique i -minimal representative and [6,
Lemma 5.5] says that X =∑ij=1 aj eβj + mi is the i -minimal representative of its U -
orbit in ui if aj = 0 whenever j is an inert point of X.
In the statement and proof of Theorem 7.1, we denote affine n-space over k by An; and
for X ∈ u, the number of inert points of X less than or equal to i is denoted by ini (X).
Theorem 7.1. Let X ∈ u. Then U · (X + mi ) is isomorphic as a variety to Aini (X). In
particular, dimU · (X + mi ) = ini (X) and dimCU(X + mi ) = N − ini (X).
Proof. We work by induction on i. If i = 0, then the result is trivial. Let i > 0 and let
π :ui → ui−1 be the natural map. For any Y + mi ∈ ui , we can identify TY+mi (ui ) = ui
and then we have dπY+mi = π .
First suppose i is a ramification point of X. Then we see that the restriction
π :U · (X + mi ) → U · (X + mi−1)
is a bijective morphism. It follows from Corollary 4.3 that TX+mj (U ·(X+mj )) = [u,X]+
mj (for j = i − 1, i) and therefore thatdπX+mi = π : [u,X] + mi → [u,X] + mi−1
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phism (this follows from [12, Theorem 5.2.8]), so that U · (X + mi ) ∼= Aini (X).
So suppose i is an inert point of X. Then we can define a map
θ :U · (X + mi ) → U · (X + mi−1) × A1
by
θ
(
i−1∑
j=1
bj eβj + ceβi + mi
)
=
(
i−1∑
j=1
bj eβj + mi−1, c
)
.
We can see that θ is an isomorphism and it follows that U · (X + mi ) ∼= Aini (X).
We now trivially have the equality
dimU · (X + mi ) = ini (X)
and the equality
dimCU(X + mi ) = N − ini (X)
follows from (2.1). 
Remark 7.2. The geometry of a B-orbit in u has a similar description to that of a U -orbit.
For X ∈ u, we have B ·X ∼= (A1 \{0})s(X)×Aini (X), where s(X) ∈ Z1 depends on X. The
proof of this result is more complicated and requires a result about root systems. Therefore,
the author has chosen not to include this result here, but will give it in future work.
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