should proceed in terms of achieving greater cost-performance balance. Designers will benet from a data-driven approach to understand how much SSD they should invest in to realize the most cost eective system.
This paper presents an analysis of actual workloads to deduce and derive guidance for an optimal investment strategy to balance the solid state and hard disk drive (HDD) to achieve the best cost and performance trade-os. We show that while it is possible to determine this balance, it is heavily application dependent. For the workloads we studied, under certain assumptions, the preferred proportion of SSD varies from 8% to 60% for an 80% improvement in I/O performance (measured in terms of hits in SSD) compared to totally magnetic disks.
Further, we also propose three replacement strategies to keep the most accessed data in SSD. This replacement is determined using the past usage data. The goal is to make the best use of the available SSD, while minimizing the number of replacements. Our Simulation results
shows that the best of our strategies provide 60% to 90% performance improvement compared to totally HDD across dierent workloads.
CHAPTER 1. INTRODUCTION
Early civilizations recognized the importance of permanent storage of knowledge possessed by them to be passed on to future generations. Human communication has evolved from cave paintings to global information system that is in eect today. The digital universe is large and by 2020 will have as many bits as there are stars in our physical universe. With this rapid expansion comes a dilemma of storage of this abundant information.
Since the rst demonstration of the Cathode Ray Tube (CRT) in 1948 that allowed volatile storage of data, the industry has evolved and has seen a range of devices Piramanayagam and Chong (2011 Flash storage devices deliver the performance that can match today's processing powers. The technology for now is still more expensive and impractical for consumer electronics. We will use SSD and ash interchangeably in the paper.
The two types of storage devices can be compared based on following four basic parameters.
a) reliability or durability b) processing speed and one of the most important parameter for the industry, i.e. c) manufacturing cost and d) environmental impact.
(a) Reliability or Durability.
Based on the inherent design on SSDs they are lighter in weight and also more durable than the traditional HDDs. Also because of them using semiconductors instead of a magnetic lm they are stable in magnetic elds, which is a problem with the HDDs. In addition, owing to their semiconductor material based design, SSD's are stable in magnetic eld whereas HDD's are not. Though SSDs may seem more reliable in the short term perspective but have a aw that they can only have a set number of write cycles, beyond which they wear o. The HDDs can do many more write cycles compared to SSDs without signicantly reducing the performance.
(b) Processing speed.
In the world of computational power the HDDs are the speed bumps. In the last 10 years the processing power has grown 30 times, whereas the HDDs have just done a meager rise of (c) Manufacturing Cost.
The cost of SSDs is a major restriction in using the technology where ash memory comes at 3$/GB, HDDs oer the economical alternative at 30 cents per gigabyte No (2012) . Thus this limits the use of pure SSDs in consumer electronics and help HDDs maintain their position of the industry standard in storage drives. With technological advances,SSDs will become more aordable, but for now the alternative solution can only be sought in hybrid drives that give us the opportunity to use the virtues of both at once.
(d) Energy Consumption.
Due to the absence of any moving parts the overall energy consumption of SSDs is less than
HDDs. 
CHAPTER 2. RELATED WORK
Hybrid storage is becoming more and more attractive because it can leverage the advantages from both technologies. There are several existing approaches attempting to better utilize the memory hierarchy in ash-based hybrid storage systems.
FaCE (Flash as Cache Extension), a low overhead caching method, uses SSD as an extension of DRAM buer or a cache layer between DRAM and disk Kang et al. (2012) . FaCE utilizes SSD in a FIFO manner to take advantage of the high sequential write performance of SSD.
Additionally FaCE proposes GSC (Group Second Chance) to increase hits on SSD. GSC gives a valid page second chance before being dequeued from the cache, if the page has been referenced while staying in the SSD. From this study the crucial observations were, that adding ash memory as cache extension is more cost eective technique over increasing the size of DRAM buer. The main drawback of these designs is they do not make full use of the storage hierarchy.
All the pages replaced out of main memory will be kept on the ash no matter whether they will be reused again SSDAlloc, another recent study, uses a similar approach to treat SSD as an extension of the RAM in the system SSDAlloc exposes ash memory using page-based virtual memory manager interface Badam and Pai (2011) .
Another empirical approach to manage the buer in ash-based hybrid storage systems, named Hotness Aware Hit (HAT) Lv et al. (2013) . HAT utilizes a page reference queue to maintain the historical access information i.e. hot, warm and cold, and the queue itself is divided into hot region and warm region. The HAT approach updates the page status and deals with the page migration in the memory hierarchy according to the current page status and hit position in the page reference queue. Above approaches make replacement decisions in operating system page replacement algorithm.. They propose to make changes the way storage gets handled by the host in the OS.
Also, as these decisions are made at the operating systems level, it increases computation overhead for hosts. Figure 2 .1 shows a typical structure of the hybrid drive where replacement decision is made at host level. In this arrangement, the host needs to keep track of the metadata for replacement. This results into both memory and computational overhead. The DMA (Direct Memory Access) between SSD and HDD also needs to be controlled by the host for replacements. This requires comparatively less overhead to keep meta-data related to replacement policy. Also, the host side computational overhead is reduced by making replacement decision in the disk drive controller. An advantage of our approach is that the host does not need to know which kind of disk it is dealing with, whether it is a hybrid disk or a traditional HDD or an SSD.
Our approach proposes to make such decisions related to what data should be kept in SSD and what data should be kept in HDD in disk drive itself. We propose to make smarter hybrid disk which monitors access patterns by the host and based on that makes replacement in SSD.
This way host does not need to know what kind of disk it is dealing with, a hybrid disk system, an HDD or a SSD.
The rest of the paper is organized as follows. Chapter 3 describes our modeling and analysis for determining the SSD size. Chapter 4 describes proposed replacement policies and analysis of simulation results. Lastly, we conclude in Chapter 5.
CHAPTER 3. DETERMINING SSD SIZE
Hybrid disk drive give a good balance of performance and aordability compared to traditional magnetic drive solution and all SSD solution. But how much SSD and how much HDD should be there in our hybrid drives will depend on performance requirement and the workload. In this section we analyze spatial locality of the workload to help us make decision about SSD-HDD proportion in hybrid disk drive.
Spatial Locality Analysis
Spatial locality refers to location of the data accessed. If a particular memory location is referenced at a particular time, then it is likely that nearby memory locations will also be referenced in the near future. In this case it is common to attempt to guess the size and shape of the area around the current reference for which it is worthwhile to prepare faster access.
Such references to nearby memory locations can be grouped as access to a certain block or page or other granularity of transfer between SSD and HDD. We call that granularity a bank. All references to any location in a bank can be considered as an access to the corresponding bank.
Our approach is to monitor trac on all such logical banks in the disk. We want to nd the portion of most busy banks amongst them. Naturally if we move data from those busier banks to SSD and keep other data in HDD, we will get most performance improvement. As an example, if for some type of application top 20% of banks handle 90% of total trac, we can conclude that for the application 20% SSD and 80% HDD combination will give 90% performance improvement over traditional HDD by employing just 20% extra SSD. We do cost vs performance analysis considering latency as a performance metric.
Cost and performance metric is dened as We assume that SSD is 10 times costlier than HDD i.e. α = 10 * β. As SSD is typically twice fast as HDD, we assume γ = δ/2. As we increase SSD proportion in hybrid drive, cost increases. At the same time, more access will happen in SSD with lower latency ultimately reducing hybrid drive latency. Plot in Figure 3 .1 shows this property. Interestingly, if we keep increasing SSD proportion, after certain point latency will not reduce although cost will keep increasing linearly.
Data Driven Design
We conduct analyses on workload traces provided by SNIA(Storage Networking Industry Association). These traces consist of workload of dierent applications. Each trace is collected over a period of a day or two. They capture primarily disk IO events. It gives information about each IO access like TimeStamp, LBA(Logical Block Access), IOSize, etc. We access these traces and generate our meta-data for our analysis. and see how much trac can be handled by that proportion of SSD. The trac handled by SSD is the improvement as we can access that data with lower latency compared to an HDD.
As we keep increasing amount of SSD, more portion of trac gets handled by SSD resulting in more improvement. Read-Write counts we do our analysis on Read-Write IOSize. Such analysis can tell how much data trac was handled by how much SSD. We can read from the plot in gure 3.3 that top 10% of banks handle 82% of data trac.
The spatial locality analysis done above is for certain application. It provides us ideas on how much SSD our hybrid drive should have to get required speed. Practically we will have dierent kind of workloads executed on same infrastructure. For that we can do such individual application analysis and nd the application which needs most amount of SSD for its requirement. When application changes or even in same application we need to shue data in SSD to get maximum performance. In the next section we discuss replacement strategies to be used for such shuing.
Spacial Locality Analysis Results
The plots in Figure 3 .4 to 3.6 shows the spatial locality results for four dierent applications.
X-axes shows top %banks and Y-axes shows fraction of access count and fraction of data. A point (x,y) on the curve in these plots denotes that the top x% banks handle y% of the total accesses. Therefore, as x tends to 100, y tends to 100. The application RadiusBackEndSQLServer shows very good spatially local workload. From the plot, 80% improvement in %access count will require only 13% SSD. Another application DisplayAdsPayload exhibits very low spatially local workload. Here, 80% improvement in %access count will require 60% SSD. The same way MSNStorageCFS requires 38% SSD for 80% improvement in access count compared to totally magnetic disk.
(a) % Access Count (b) % Access Data 
Interval Least Frequently Used (LFU) Replacement
Under a perfect model, SSD will always contain the data that needs to be accessed in the memory. So we should put data which will be accessed most number of times in SSD to reduce latency for most accesses. Similar to Cache-DRAM model, in the context of SSD-HDD model, a 'hit' is said to occur when the data that needs to be accessed lies in SSD. A 'miss' is said to occur when the data that needs to be accessed does not lie in SSD, so it needs to be accessed from HDD with higher latency. To improve the performance, we need to have more number of hits and less number of misses. At the same time, we can not replace data in SSD very frequently like cache-DRAM because 1) block size is much higher(several pages) so transfer penalty is high, and 2) SSD has limited number of erase-write cycles. Hence, our objective is to maximize the hits while performing minimum number of replacements.
In Interval LFU, banks are replaced at regular periods or intervals. This is based on the assumption that banks accessed most in previous interval, will be again accessed most in current interval. So based on previous interval's spatial analysis, as discussed in Section 3.1, we determine the banks that should reside in SSD. Assume that SSD can accomodate x number of banks, top x banks accessed in i th interval will reside in SSD for (i+1) th interval. Out of these banks some of them will already be in SSD. So we need to do replacement for those banks which should be in SSD but are not there in SSD. These replacements happens in background or in idle time based on on-line data collections. LFU replacement increases number of hits compared to no replacement which helps increase overall speed. Performance metric for the replacement policy would be Improvement percentage and total number of replacements. The main operations of interval LFU replacement is summarized in Algorithm 3. Interval LFU replacement replacement policy base their replacement decisions on a single interval. History based interval LFU policy attempts to make replacement decision based on last k intervals compared to a single interval to make more reliable prediction. Intuitively, by considering last several intervals we can capture the usage pattern. For example, a bank that has been accessed for last few intervals versus another bank that was accessed in the last interval, former is more likely to be accessed in the current interval as well. Therefore, we propose a weighted score as follows. Weighted score for each back gets calculated by below formula.
Improvement
Here i denotes an interval and W i denotes weight for the interval. Also, W i > W i-1 > W i-2 so that recent interval has the most weight. So for every interval, banks will be sorted in the descending order of WeightedScore. Similar to interval LFU replacement policy, replacements will be done for the banks which do not already reside in SSD. The main operations of history based interval LFU replacement is summarized in Algorithm 4.
Conservative Interval LFU Replacement
Interval LFU replacement relies on a critical assumption that the banks accessed most in previous interval, will continue to be accessed in the current interval as well. contender list and gets accessed in current interval, we make a replacement to get that bank in SSD. We check for certain threshold number of accesses to a bank, before making the replacement. After a bank gets accessed more than certain threshold, we are more condent that the replacement contender is actually being accessed in this interval so we replace least frequently used SSD entry (bottom entry in the sorted list) with the contender. We also make sure that we do not replace any contender with another contender to avoid other wasteful replacements.
The main operations of conservative interval LFU replacement is summarized in Algorithm 5.
Conservative History based Interval LFU Replacemen
We discussed two variations of LFU replacement policy to improve our performance and reducing the number of replacements. History based approach tries to decide what should be in SSD by analyzing past k intervals compared to a single interval to make more reliable prediction. Conservative approach tries to limit the number of replacement by avoiding wasteful replacement. History based conservative approach tries to use both of these variations to make more reliable prediction as well as prevent wasteful replacements. The plot also shows that eect of dierent threshold is much more for higher SSD size compared to lower SSD size. For the higher SSD size, decrement in number of replacements as we increase threshold is much lower. As replacements does not decrease much, PolicyEectiveness increases more as % improvement increases. For example, for conservative LFU replacement, replacements reduces by 369 as threshold increases from 20 to 100 for SSD size 40. But for SSD size 80 replacements reduces by 122. Therefore eect of increasing threshold is more for higher SSD size. and HDD in the disk. We carried out a spatial locality based analysis to show that while some applications would be beneted in terms of improved disk access latency by <10% SSD, other applications, for the same benet, would require >60% SSD.
On one hand, data in the SSD needs to be replaced at regular intervals to maintain its utility, on the other hand, SSD has very limited life write cycles before it wears o. To this eect, we proposed four dierent replacement policies to maximize the performance with minimal replacements. Our replacement policies demonstrate the trade-o between performance improvement and the number of replacements.
