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Abstract
The progress in wireless network technologies and mobile devices changes the way in
which people access services. A user may access the same services as she would using her
desktop computer, but in the nomadic environment she is able to do so anywhere, at any
time and even using a variety of different kinds of devices. Such an environment places
new challenges on the architecture implementing the services. The dissertation deals with
exploitation of software agent technology in nomadic computing.
Software agent technology has raised much enthusiasm in both research communities
and commercial markets, and it is assumed to be an efficient design and implementation
method for complex distributed systems. Combining nomadic computing and software
agents makes it possible to create a solid basis for future nomadic applications.
The main attention in the dissertation is in software agent communication in an environ-
ment where at least some part of the communication path is implemented using wireless
network technology. In such environments, the characteristics of the communication path
should be considered in each communication layer. Sometimes, applying changes only
at one layer might be meaningless as an inefficient solution at one layer deteriorates all
the changes at other layers. The essential results of the dissertation have been published
in international forums and have affected substantially to international agent standards
specified by Foundation for Intelligent Physical Agents (FIPA) standardisation organisa-
tion.
We present an agent-based architecture providing means for building adaptive applica-
tions for nomadic users. The architecture introduces an agent for monitoring and control-
ling a wireless link, Quality of Service (QoS) ontology, and support for an efficient way for
agent communication over a wireless link. The Communication Agent carries out moni-
toring and controlling of the wireless link. The ontology defines a QoS terminology and
methods accessing services of the Communication Agent. In the wireless environment, the
(agent) communication should be tailored to provide an efficient use of scarce and fluctu-
ating data communication resources. Sometimes, efficiency is not as important aspect as,
for example, reliability. Nevertheless, the communication solutions used in modern dis-
tributed systems or agent systems seldom fulfil these requirements.
iv
A high variety of QoS in data transmission over wireless networks creates challenges that
today’s Internet-based services addresses inadequately. Whereas today’s applications may
result in treating rapid and extreme changes in QoS as failures, in the nomadic environ-
ment these should be considered as a usual case. Therefore, the complexity of data trans-
mission should be hidden from the nomadic user and applications, and managed by an
intelligent middleware. This dissertation is motivated by the need to provide a software
solution to overcome the challenges in nomadic environments.
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Part I
Introduction
Chapter 1
Introduction
Since the beginning of software engineering, people have explored better methods to
design and implement complex software. Although originally introduced much earlier,
the agent technology did not become an active research area until the 1990s. Since then
(software) agent technology has raised much enthusiasm in both research communities
and commercial markets, and it is assumed to be an efficient design and implementa-
tion method for complex distributed systems. At about the same time—the beginning
of the 1990s—research on wireless communication technology became popular and the
first systems became commercially available to ordinary end-users. Nomadic comput-
ing—wireless data communications and mobile devices—enables accessing fixed network
services, such as web and e-mail, from almost anywhere and at anytime. Nomadic users
are not tied to any particular location, time, or terminal device, but they can use these
services almost whenever needed and by almost whichever terminal device.
At the end of the 1990s, these two interesting and important technologies—nomadic com-
puting and software agent technology—started to converge. Combining these technolo-
gies makes it possible to create a solid basis for future nomadic applications, that is, appli-
cations situated in a changing environment. In nomadic computing, the environment may
undergo significant and sometimes rapid changes. As today’s applications are mainly
designed to operate in a fairly static environment, they may fail to operate when the envi-
ronment changes. This creates demands for adaptability; that is, the applications should
adapt to changes in the environment possibly in a transparent way.
1.1 Motivation
The nomadic computing environment creates many challenges, which have typically been
addressed insufficiently in today’s distributed systems. First, in the wireless data commu-
nication environments the values of QoS parameters such as line-rate, throughput, delay,
round-trip time, and error rate may change dramatically when a nomadic end-user moves
from one location to another. Wireless wide-area networks (WWAN) are in the phase of
rapid development. High Speed Circuit Switched Data (HSCSD) [198, 200] and General
Packet Radio Service (GPRS) [199] are already on the market. Universal Mobile Telecom-
munications System (UMTS) [89,358,425] will be launched commercially soon. While these
new technologies will increase the wireless data communications performance, the basic
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problem will remain. Values of various network QoS parameters may change, sometimes
even more dramatically than in today’s wireless networks. For example, when a noma-
dic user roams from WLAN coverage to highly utilised GPRS coverage, the throughput
may drop from (say) 10 Mbits/s to 1 kbits/s. In addition, the seamless roaming—roaming
from one location to another possibly changing the network technology occurs without
inconvenience to the user—is expected to be an important feature of the future nomadic
applications.
Second, the varieties of end-system technologies, which end-users can use to gain access
to Internet services, are increasing rapidly. Nowadays there are several mobile comput-
ing devices ranging from powerful laptop computers to small devices such as wristwatch
computers. High-end laptop computers are typically nearly as powerful as their desk-
top counterparts, but the display size, for example, is typically smaller. These computing
devices are able to run nearly all the same applications as the desktop computers if they
operate in the same environment. For example, they may have a similar connection to the
network services, if running the application needs such services. Personal Digital Assis-
tants (PDAs) are more restricted in all areas; the processing power, the memory, and the
quality of display are significantly smaller. Furthermore, these computing devices typi-
cally have various input devices, such as touch screen or voice command, which make
designing the user interface different from designing the same interface for desktop or
laptop computers [256]. PDAs, however, allow more flexibility in user mobility. Typi-
cally, end-users are unwilling to carry their laptop computers everywhere, but carry those
devices only when they need them. Small pocketsize PDA devices are easy to carry along
all the time. Despite the limited factors of PDAs, they still can be used for various tasks,
such as reading e-mail, word processing, and web browsing. Portable digital telephones
have similar features to the PDAs, but are more restricted. Typically these devices con-
tain applications such as contact information database, calendar, games, calculator, and
sometimes a micro-browser.
Both the characteristics of network technologies and mobile computing device technolo-
gies cause new demands for adaptability to the Internet services. For example, PDAs
cannot properly display images designed for high-resolution displays. Thus, as noma-
dic users may be charged based on the amount of data transmitted over, for example,
the GPRS network, they may have to pay for bits that are useless for them. Applications
designed for static environments may be unable to cope when the changes discussed above
occur.
Previous research on adaptive applications is mainly concentrated on the client-proxy-
server model to build up adaptable mobile distributed applications (see for example [204,
248]). Typically, but not always, these systems are fairly static-tailored for a particular
environment, and seldom adapting dynamically to user needs. Future mobile computing
environments will introduce such a variability that the reactive way of adapting to changes
in the environment will be inadequate, but needs some pro-activeness. Attributes such
as autonomous, reactive, pro-active, and social are commonly associated with intelligent
software agents [467]. Given these properties, we believe that software agent technology
provides a powerful method to build up pro-active nomadic systems; for example, by
providing tools for learning, predicting, and supporting autonomous operations.
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1.2 Background
While the history of mobile computing and especially software agent technology is quite
long, it was not until the early 1990s that both of these research fields became mainstream
research areas. Since then, significant progress has been made. However, there is still
quite little research done combining both of these research fields, that is, the use of soft-
ware agent technology in mobile wireless environments. Several issues, however, that are
important in the context of this dissertation have been addressed as stand-alone issues,
both in agent technology research and especially in mobile computing research. Here we
briefly summarise the related work. More detailed discussions appear in Part II (Sections 2
and 3).
Communication issues in wireless environments have been studied quite extensively, es-
pecially issues related to transport protocols. In [313], the authors give a survey of major
work done in this field, and suggest applying some of the proposed solutions. Adaptive
applications have been an active research area since the mid-1990s. [76] gives a survey of
these issues. QoS issues have been addressed especially in wireline networks [20], but
recently also in wireless networks [76]. In addition, several wireless network technology
surveys can be found in the literature (see for example [370]).
Several standardisation organisations address mobile computing. The Wireless Applica-
tion Protocol (WAP) forum [441] specifies an application environment and a set of com-
munication protocols for wireless devices designed to enable manufacturer-, vendor-, and
technology-independent access to the Internet and advanced telephone services. The In-
ternet Engineering Task Force (IETF) [422] is addressing the transport issues. The PILC
working group addresses issues related to implications of slow link characteristics [33,
51, 96, 97, 108, 231, 257, 313] and the now closed TCPSAT working group addressed issues
related to satellite networks [8,9]. The W3C [424] has an interest in the Mobile Access tech-
nology. They are working toward making information on the WWW accessible to mobile
devices. The Object Management Group (OMG) [423] has recently adopted a specification
for mobile/wireless CORBA technology [331]. Finally, several standardisation organisa-
tions such as 3GPP [425], ETSI [420], and Bluetooth [48] specify the wireless network tech-
nology. Furthermore, IEEE [421] has standardised the wireless LAN technology [230], for
example.
Several surveys, overviews, and books about agent technology, for example [53, 111, 228,
245,247,325,326,446,467], can be found in the literature. In addition, several annual confer-
ences are devoted to the agent technology. The agent technology has been proposed to be
applied to several application domains, of which the telecommunication domain [206] is
perhaps the most important in this context. In some research on mobile agent technology
the wireless environment has been addressed explicitly (see, for example [80, 192]). How-
ever, besides the term ‘agent’, only a few common denominators of mobile and intelligent
software agents can be identified [310]. Nevertheless, agent mobility is an attractive fea-
ture in wireless environments, because an agent can migrate from a mobile host to a fixed
network and continue its work there while the mobile host is in the disconnected state.
However, there are several problems when migrating the agents, security being perhaps
the most serious one [224, 438]. Furthermore, it is sometimes unclear whether migrating
the agent is beneficial [81,212,407]. In this work, however, we are not dealing with mobile
agents, but concentrating on Multi-Agent Systems (MAS).
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Two standardisation organisations address software agent technology: OMG and Foun-
dation for Intelligent Physical Agents (FIPA) [168]. OMG has established an agent work-
ing group, whose purpose is to extend Object Management Architecture (OMA) to sup-
port agent technology. Currently, they are concentrating on mobile agent technology and
ontologies. FIPA concentrates on the interoperability between software agent systems. It
has specified both a software agent platform and an agent communication language. We
will give a more detailed overview of FIPA and its specifications in Section 2.4. This dis-
sertation is mainly based on the work done in the FIPA Nomadic Application Support
technical committee.
1.3 Overview of the Approach
To be able to adapt to changes in the environment, applications need to be aware of these
changes. It is possible to implement a system, where adaptability is built-in into lower
layers of the system—into the middleware or even into the operating system. However, as
the application is aware of the semantics of its operations, it is the application that typically
knows best how to adapt to the current situation, not any generic “adaptation layer”.
Another extreme is to build the adaptation into applications. This approach, however,
makes the design and implementation of the applications a more demanding task, as one
has to deal with issues indirectly related to application-domain problems. Therefore, some
trade-off between these extremes should be found. One possibility is to use middleware
that is able to do some of the adaptation tasks, but still gives the final adaptation decision-
making to the applications whenever needed. To enable adaptation decision-making at
the application layer, the underlying middleware should provide a rich set of tools that
the applications could use for their purposes.
Middleware based on software agent technology can provide various services to noma-
dic applications, such as monitoring and controlling data communications, adaptation to
changing data communications environments, and the capability to work in a discon-
nected mode. The existence of middleware in general is commonly agreed upon, but
defining what it is, depends on the viewpoint [3]. From an application viewpoint, the
middleware might be the services the underlying system provides, but people working on
“low-level” issues might think that everything above the layer they are concerned with is
middleware. Middleware can be classified into application-specific middleware, generic
middle middleware, and resource-specific lower middleware. In this dissertation, we con-
sider the middleware as a collection of software components situated between network
technology and applications. Furthermore, this middleware mainly builds on software
agent technology, but may also contain components implemented using other technolo-
gies.
In our approach, we consider the agents that are part of the system from the outside.
Agents are interacting with other agents and the environment. This is called an inter-
agent perspective of multi-agent systems [473]. We are not interested in how to imple-
ment the agents or how to represent the agent’s knowledge (intra-agent viewpoint). The
latter, naturally, is important in a real-life implementation. An overview of internal agent
architectures is given in Section 2.1.2.
In distributed systems, communication is an essential component of the systems. This is
also true in multi-agent systems. To exchange their knowledge, agents should be able to
communicate with one another. At the lower levels of communication, agent communica-
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Figure 1.1: The operational environment consists of several mobile devices, some access
nodes and an unlimited amount of services in the fixed network
tion does not necessarily differ from communication in traditional distributed systems. In
fact, the same transport protocols (for example, TCP) and messaging techniques (for exam-
ple, HTTP) as in modern distributed systems should be used. From the lower-layers view,
agents are just sending data. What makes the agent communication different from the one
in traditional distributed systems is the use of agent communication languages (ACLs).
Typically, agent communication languages are based on the speech act theory: messages
are actions, or communicative actions, as they are intended to perform some action by
virtue of being sent [279]. For example, in CORBA-based systems, an IDL interface spec-
ifies the messages the object can handle, that is, which are the parameters and their order
of the method. This is sometimes called telepathic communication, as the callee has no
control over the methods been called.
In the wireless environment, the communication should be tailored to provide an effi-
cient use of scarce and fluctuating data communication resources. Sometimes, efficiency
is not as important an aspect as, for example, reliability. Nevertheless, the communication
solutions used in the modern distributed systems or the agent systems seldom fulfil these
requirements. Furthermore, each communication layer, from transport protocol layer up
to application layer, should be considered. Sometimes, applying changes only at one layer
might be meaningless as an inefficient solution at one layer deteriorates all the changes at
other layers. We will discuss agent communication in wireless environments in Chapter 4.
Given the requirements above, the agent-based nomadic application support introduced
in this dissertation consists of (1) an agent-based middleware to monitor and control data
communication-related issues, and (2) support for efficient agent communication in an
environment where at least one communication path is implemented using wireless net-
work technology.
Figure 1.1 depicts the environment we are interested in. First, several mobile devices con-
nect to the fixed network via some access nodes. Mobile devices can be smart phones,
PDAs, or laptop computers, or even desktop computers without a fixed connection to the
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network. The common denominator of these mobile devices is that they are able to run
some software and can have a (wireless) connection to the fixed network. We are not inter-
ested in scenarios where mobile devices communicate with one another direct without
going through the fixed network, that is, the mobile devices form (dynamically) an ad-
hoc network [340]. Second, the access nodes are connection points via which the mobile
devices connect to the fixed network. They can contain some software to provide better
adaptability, but this is not required, and seldom necessary. It is important not to require
special purpose software to be installed to access nodes so that some legacy access nodes
can be used. If the access node does not contain software for the architecture we propose,
we assume that somewhere in the network is a node that can host the software we need.
Last, the fixed network contains a virtually unlimited number of services that nomadic
end-users can use via their terminal device.
The architecture developed in this dissertation was implemented successfully in the CRU-
MPET project [88,287,347]. Additionally, some of the wireless agent communication stack
we have designed and implemented is available as open source and integrated to major
FIPA-compliant agent platforms.
1.4 Structure of the Dissertation
The remainder of this dissertation is divided into three parts. The first part, (Chapters 2
and 3), is an overview and literature survey. Chapter 2 begins with a discussion of agent
definition. Then a theoretical basis of agent systems is introduced. Major agent archi-
tectures and languages are presented then. The major part of Chapter 2 is devoted to
software agent communication issues. In this section, we are not concerned with how the
agent messages are physically transmitted between communicating agents, but are mainly
considering the theoretical communication issues that are unique to software agents. Next,
we give an overview of ontologies. Finally, we briefly summarise the work done in FIPA.
Chapter 3 addresses the wireless environment and mobile computing. We first give an
overview of adaptive applications concentrating on the requirements and design issues.
Then we discuss the system support for mobile applications, starting from transport layer
support, then middleware support, and finally application layer support. Lastly, we give
an overview of QoS including issues related to the QoS in the nomadic environment.
The second part (Chapters 4, 5, and 6) represents the main contributions of this disserta-
tion. Chapter 4 is devoted to agent communication issues. The communication is the basis
of multi-agent systems, and therefore without efficient communication it is impossible to
develop efficient multi-agent systems into the wireless environment. In Chapter 4 we will
introduce a layered model for agent communication, give a detailed analysis of various
layers, and propose some optimisation techniques.
Chapter 5 gives an overview and specifications of ontologies in the nomadic application
environment, and an intelligent agent-based middleware architecture for wireless environ-
ments is presented. In addition, we give an overview of supporting functionality. A Com-
munication Agent provides this functionality, and gives various services to other agents
and applications.
Chapter 6 introduces three small applications built on top of the developed architecture.
These applications show that the developed architecture can be used as a basis for many
different types of agent-based applications in nomadic environments.
1.5. RESEARCH HISTORY 9
The final part of the dissertation, (Chapter 7), presents conclusions and gives directions
for future work. Additionally, Appendix A summarises the ontology developed in Chap-
ter 5, Appendix B gives detailed results of Message Transport Protocol experiments from
Section 4.3, Appendix C contains special binary-XML encoding tokens for FIPA message
envelope, FIPA ACL, FIPA-SL, and FIPA-CCL, and finally, Appendix D contains technical
data used in the measurements described in Chapter 4.
1.5 Research History
Although this dissertation is written in the form of a monograph, some of the results
presented have already been published in various articles and reports. Essential refer-
ences include the FIPA specifications Nomadic Application Support Specification [157],
FIPA Agent Message Transport Protocol for WAP Specification [145], FIPA Agent Message
Transport Envelope Representation in Bit-Efficient Encoding Specification [141], and FIPA-
ACL Message Representation in Bit-Efficient Encoding Specification [136]. The underly-
ing ideas of these specifications were introduced originally in [210]. Preliminary ideas for
Chapter 4 (Agent Communication in Wireless Environments) come from [212], and some
of the results of Chapter 4 can be found in [213–215]. Further agent communication issues
can be found in [67], and perhaps in [68, 69]. Definitive references for Chapter 5 (Software
Agent-Based Middleware for Nomadic Applications) include [211], [276], [288], and [287].
Additionally, [217] and [216] introduce the location scenario (section 6.3) and the web sce-
nario (section 6.1) applications, respectively.
The agent-based middleware architecture introduced in this dissertation is based on the
Nomadic Application Support specifications [157] specified by FIPA. Although these spec-
ifications are the result of work done by a technical committee, the author made a sig-
nificant contribution to those specifications. Additionally, in this dissertation the author
makes several significant changes to the original architecture, including (1) a more detailed
definition of the QoS terminology, (2) major changes to the methods of using the system
while the basic functionality remains the same, and (3) major changes to the reference
model of the architecture. A more detailed definition of the QoS terms is clearly needed to
have an unambiguous meaning of the terminology and to enable agents to perform reason-
ing about the QoS. Changes to the functionality were needed to clarify definitions of dif-
ferent functions. Further, a part of FIPA’s functionality is under-specified, notably the QoS
information subscription. The author feels that the functionality and the way of employ-
ing it given in this dissertation overcome the problems of FIPA’s specification. Changes to
the reference model proposed in this dissertation are not in contradiction to FIPA’s spec-
ification, but are made to make the architecture clearer. [287] describes the architecture
implementation.
Support for efficient agent communication in a wireless environment, introduced in this
dissertation, is partially based on FIPA specifications. The WAP as an FIPA MTP [145]
is specified as part of FIPA’s Nomadic Application Support work. The author did all
the MTP evaluations found in this dissertation. The bit-efficient encoding of the mes-
sage envelope [141] is specified by the FIPA Gateways technical committee; however, the
whole specification—as well as the evaluation found in this dissertation—was done by the
author. The first version of bit-efficient encoding of FIPA-ACL messages [136] was intro-
duced in [210]. Since then it has gone through major changes. The author designed the
current version of it. Further, the evaluation found in this dissertation was carried out in
this dissertation context, although some of the results are published in [213–215].
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The major changes from the licentiate thesis [208] to this monograph are the following.
Firstly, in Chapter 4, we perform a more complete evaluation of various communication
layers. This includes both more experiments and more evaluated choices in each commu-
nication layer. Secondly, we introduce three small applications built on top of the devel-
oped architecture (Chapter 6). One of these scenarios—the location service scenario–is a
joint work with Mr. Pauli Misikangas [217]. A prototype of this scenario, as well as the
Web scenario, has been implemented and demonstrated in international forums. These
scenarios clearly show the usability of the architecture in many different application areas
without any modifications. Finally, we made some changes to the ontology developed in
Chapter 5. These changes are not in contradiction with the original ontology, but make the
developed ontology simpler.
Part II
Background
Chapter 2
Software Agent Technology
Software agent technology is a promising approach for the analysis, specification, and
implementation of complex software systems. It provides a modelling abstraction for dif-
ferent levels in a development process. As a higher abstraction than for example object-
oriented technology, it provides the system designers with a natural abstraction modelling
a whole system or components of the system. However, software agent technology does
not compete with object-oriented technology, but rather, they are complementary tech-
nologies. Sometimes the system can be better modelled using passive entities (that is,
objects) and sometimes using active entities (that is, agents) [470].
In the early days of computing, the only programming language was the machine code.
Then came the command oriented paradigm including programming languages such as
assembler. The procedural paradigm was the next major step. Procedural programming
languages such as C and Pascal are still widely used. The nowadays-dominating object-
oriented paradigm was developed in the late 1960s, but did not become a mainstream
paradigm until the 1990s. C++ and Java are examples of object-oriented programming
languages. Other programming paradigms have also been proposed, with more or less
success. The trend is that new paradigms are usually on a higher abstraction level than the
previous ones. One does not have to be a fortune-teller to predict that the object-oriented
paradigm will not be the last successful programming paradigm1. Agent oriented, or
goal/role oriented programming, is on an even higher level of abstraction. This, however,
does not mean that this paradigm will succeed. However, we believe the systems in the
near future will use many features of agent oriented programming in one way or another.
But again, it is more than likely that—assuming the agent technology will ever succeed—
the agent technology will not be the last successful programming paradigm.
The remainder of this chapter is structured as follows. In Section 2.1 we give a brief
overview of agent technology, including agent theories, agent architectures, agent pro-
gramming languages, and a brief survey of application areas in which agent technology
has been used. Then, in Section 2.2, we describe various aspects of agent communication
including a short overview of FIPA-ACL and various content languages. Section 2.3 gives
a short introduction to ontologies. Finally, in Section 2.4, we summarise the standardisa-
tion work done by FIPA.
1Here we refer to programming, but for example both the object-oriented and software agent technologies are
both design and programming technologies.
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Figure 2.1: Generic model of a basic agent
2.1 Software Agent
There have been many discussions about what an agent is, but yet, there is little con-
sensus about this issue. While a universally accepted definition of an agent has not yet
emerged, and perhaps never will, clearly an agent is something that differs from a tradi-
tional software component. Typical properties associated with (intelligent) agents include
autonomy, sociality, reactivity, and pro-activity. Additional characteristics can be found,
for example, in [73,171,177,183,329,363,389,452,467]. If a system does not need any of these
properties, the system is better to design and implement without agents. For example, a
program that reads an input and translates that to some other representation and then
terminates (cf. compilers), does not benefit from using software agent technology, and
conversely. In [468, 470] Wooldridge and Jennings give an overview of when to employ
software agent technology, and when one should use more conventional techniques to
solve the problem.
Figure 2.1 depicts the basic architecture of an agent and its interactions with its environ-
ment. The agent uses its sensors to receive input from the environment. Based on the
input and its internal state, the agent decides what to do, that is, what actions it needs to
perform, and then commands its effectors to carry out the selected actions.
Sometimes one agent is sufficient for solving a problem. However, usually, multiple agents
are necessary to solve a problem, especially when the problem involves distributed data,
knowledge, or control. Should this be the case, a multiagent system (MAS) could be used
to solve the problem. A MAS is a collection of several interacting agents in which each
agent has incomplete information or capabilities for solving the problem [245]. As the
inter-agent communication is an essential part of this dissertation, we are more interested
in multi-agent systems than single agent systems.
In the following, we give an overview of various aspects of software agent technology
including agent theories, agent architectures, agent languages, and agent applications.
This section is not a complete survey of agent technology but gives an overview of dif-
ferent aspects of software agent technology. There exist many surveys and introductory
papers [245,247,316,325,326,461,467] and books [53,111,228,299,409,446,463,465] on the
area. Further, [207] gives an extensive bibliography on the area.
2.1.1 Agent Theories
Agent properties, such as autonomy, sociality, reactivity, and pro-activity, give an informal
overview of an agent. Agent theories are specifications of what properties agents should
have, how to represent these properties formally, and how to reason formally about these
properties [467].
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Perhaps the most well-known logical framework for the agent theory is the Belief-Desire-
Intention (BDI) architecture [54]. BDI agents are characterised by the three mental attitudes
of belief, desire, and intention. An agent’s beliefs represent information the agent has, that
is, the agent’s model of the domain. Desires represent the motivational state of the agent,
that is, a set of possible courses of actions available to the agent. Intentions represent the
deliberative states of the agent, that is, the things the agent has decided to do. A BDI agent
tries to gradually refine its intentions into primitive actions that the agent can execute.
In [56], the authors describe the conceptual framework of the BDI model. Series of BDI
logics developed by Rao and Georgeff are described in [352–357]. Other agent theories
include Moore’s Knowledge and Action [314], Cohen and Levesque’s theory of inten-
tion [84], Werner’s general model of agency [448–451], Singh’s logics for representing
intentions, beliefs, knowledge, know-how, and communication in a branching-time frame-
work [390–393,395], and Wooldridge’s model of agents and multi-agent systems [459,469].
A survey of agent theories can be found for example in [467, 469].
2.1.2 Agent Architectures
Agent architectures are design solutions, which describe agent’s modules and capabili-
ties, and how these operate together. An agent architecture helps to explain and to pre-
dict the agent behaviour, that is, it helps to understand how an agent’s internal state
affects its decisions, and how perceptions affect the agent’s internal state. Furthermore,
an agent architecture may support the design of multi-agent systems, by providing tools
and methodologies for designing agents and their interactions [118]. Maes [301] defines
an agent architecture as follows:
“An architecture proposes a particular methodology for building an autonomous agent.
It specifies how the overall problem can be decomposed into subproblems, i.e., how the
construction of the agent can be decomposed into the construction of a set of component
modules and how these modules should be made to interact. The total set of modules
and their interactions has to provide an answer to the question of how the sensor data
and the current internal state of the agent determine the actions (effector outputs) and
future internal state of the agent. An architecture encompasses techniques and algo-
rithms that support this methodology.”
Three types of agent architectures have been identified [466]: deliberative, reactive, and
hybrid. In what follows, we give a brief overview of these architectures.
Deliberative agents are based on the sense-plan-act problem-solving paradigm of classical
AI planning systems. These agents model their world symbolically and make their action
decisions using logical reasoning. The essential parts of a deliberative agent are a world
model and a planner. The world model contains the agent’s internal representation of its
environment and the domain knowledge. The planner uses this information in planning
how the agent can accomplish its goal. Considering the operations the agent is able to
perform, their pre-conditions and effect in the world, the planner gives a list of actions
to the plan executor, which will perform these actions. The most significant problem of
the deliberative approach is performance, which can be divided into two sub-problems:
the transduction problem and the representation problem [460]. The transduction prob-
lem refers to the fact that it is time-consuming to translate all the needed information into
the symbolic representation, especially if the environment is changing rapidly. Without
knowing enough relevant facts about the world, the agent is unable to reason adequately.
16 CHAPTER 2. SOFTWARE AGENT TECHNOLOGY
Therefore, the world model must be large enough to provide the knowledge needed in
the reasoning. On the other hand, the model must be simple enough to be updated and
constructed in time. Finding an appropriate compromise between these two extremes is a
fundamental question when designing deliberative agents. The second problem, the rep-
resentation problem, is about how to represent the world-model symbolically and how to
get agents to reason with the information in time for the results to be useful. Examples of
deliberative agent architectures include Intelligent Resource-bounded Machine Architec-
ture (IRMA) [55, 56], HOMER [437], The Integrated Planning, Execution and Monitoring
(IPEM) [11], GRATE* [237, 238], and Wood’s AUTODRIVE [458]. Further, [467] gives a
survey of deliberative architectures.
Given the performance problems of deliberative agents, Brooks developed a new architec-
ture called subsumption architecture [60–63]. These architectures are often called reactive,
behaviour-based, or situated architectures, and have a simple internal representation of
the world, but a tight coupling between perception and action. The underlying idea of
these architectures builds on the observation that many every-day routines are not based
on abstract reasoning, but more on generic tasks. And especially, these generic tasks can
be performed without sophisticated reasoning. Since reactive agents do not need time-
consuming reasoning, they can be used to build autonomous systems that need to react to
environmental changes quickly. Although reactive approaches have been demonstrated
to be successful, they have their own disadvantages [245]. Firstly, it requires the agent
to have enough information in its current state to choose an acceptable action. Further,
because the agent fails to take non-local information into account, it is unable to perform
actions for a “long-term” view. Secondly, it is difficult to design purely reactive agents that
learn from experience and improve their performance over time. Lastly, it is rather easy to
build agents with a few rules, but building agents with several rules is much harder. More
critique on the reactive approach can be found in [187, 264, 265, 431]. Examples of reactive
agent architectures include Maes’ agent network architecture (ANA) [298, 300, 301], Nils-
son’s teleo reactive programs [321], Rosenchein and Kaelling’s situated automata [253,254,
364,365], Agre and Chapmans PENGI system [2], Schoppers’ universal plans [377], Firby’s
reactive action packages [117], Steels behavior-based robots [404], and Arkin’s Autono-
mous Robot Architecture (AuRA) [15]. Further information on reactive agents are pro-
vided by Davidsson [90], Lyons and Hendriks [295], Suchman [410], Ferber [110], and
Balch and Arkin [37].
Hybrid or layered architectures have a combination of deliberative and reactive behaviour.
This allows the agent to respond quickly to the agents in the environment (reactive layer),
but it also allows symbolic reasoning (deliberative layer). The deliberative layer carries
out the symbolic reasoning and based on the reasoning results, guides the reactive layer.
It can, for example, suggest actions or change the rules of the reactive layer, which in
turn maps perceptual observations onto primitive actions. The layers of a hybrid agent
architecture can be arranged either vertically or horizontally [317]. Further, in the vertical
layering approach, two different ways of arranging the data flow can be identified. The
data can pass through all the layers once (one pass control) or when reaching the top-most
layer the data is directed back through the layers in the reverse order (two pass control).
The difficulty of the hybrid approach is the problem of balancing the reactive and deliber-
ative behaviour. Kinny and Georgeff concluded [263], that if the world change rate is low,
agents that do more reasoning perform better than those that employ a more straightfor-
ward behaviour. On the other hand, if the world change rate is high, a straightforward
behaviour outperforms those agents that “waste” too much time on thinking. Examples
of hybrid agent architectures include Ferguson’s TouringMachine [112, 113], Georgeff’s
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and others’ Procedural Reasoning System (PRS) [184, 233], Gat’s ATLANTIS [180, 181],
Lyons, Hendriks, and Mehta’s Planner-Reactor Agent [296], Lammens and Hexmoor’s
Glair [219, 284], Sutton’s Dyna [415], Bresina and Anderson’s Ere [12, 58], Müller’s and
others INTERRAP [118, 317], and Bonasso’s and others’ 3T [49].
2.1.3 Agent Languages
Agent languages are programming languages designed for programming agents. While
using any programming language to program agents is possible, using a language espe-
cially designed for agent programming may simplify implementing agents. Next we will
give a short informal overview of some proposed agent programming languages, Agent0,
April, Telescript, and Java, and give pointers to others.
Agent0 Shoham [385] introduced the concept of agent-oriented programming (AOP).
In AOP, “agents are viewed as computational entities possessing formal versions of mental state,
and in particular formal versions of beliefs, capabilities, commitments, and possibly a few other
mentalistic-sounding qualities” [386]. Shoham developed the Agent0 system, which contains
a logical system for defining the mental state of an agent and a programming language for
programming agents [387,388]. In Agent0, an agent is an entity consisting of beliefs, com-
mitments, commitment rules, and capabilities. Belief is defined as a statement  

 , where
 is an agent,  a time term, and  a sentence. For example,  
	


ﬁﬀﬃﬂ means
that the agent CA at time 10 believes that at time 7 the throughput was 5 . A commitment
(obligation) is defined similarly. Commitment is a statement !#"%$

'& (
 , where an agent
 is committed to an agent ) at the time  about an action  . The commitment rules are
used to add new commitments. Furthermore, Agent0 agents are capable to communicate
with one another. The agent communication consists of three types of messages: INFORM,
REQUEST, and UNREQUEST.
An Agent0 interpreter executes agents continuously in a two-step loop. In the first phase,
incoming messages are read and the agent’s mental state (that is, beliefs and commitments)
is updated. In the second phase, commitments for the current time are executed, which
may result in further belief changes. A “clock” controls the execution speed of iterations
and it determines which commitments refer to the current time. For example, the clock
determines what 3 means in the sentence  +*  .
April April (Agent PRocess Interaction Language) is a symbolic language for building
distributed multiagent applications [308]. It is not an agent-programming language in the
sense of Shoham’s AOP, as it lacks explicit support for high-level features such as planners,
problem solvers, and knowledge representation systems. Besides the core April, an object-
oriented extension—April++—has been developed [82].
April programs consist of communicating processes. Each April process has a globally
unique identity (handle) for identifying the destination process when sending messages.
For example, the statement
,-/.0.01320254769808':/;ﬁ,-/.0.96.<=?>71@8
sends a message “hello” to the process named “dummy@helluli.com”.
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An efficient pattern matching can be used when receiving messages. Below is a sample
code of a simple agent that receives “ping” messages to which it replies with a “pong”
message. If the received message is something else than a “ping” message, the agent sends
a “not-understood” to the originator of the unknown message.
 
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Telescript The Telescript language, developed by General Magic, Inc., was the first com-
mercial agent language [452, 453]. However, the Telescript technology is no longer devel-
oped. After the Telescript, General Magic developed a similar system, called Odyssey,
using Java. However, the Odyssey got only little success, and its current status is unclear.
The Telescript technology is based on two essential concepts: places and agents. A place
offers a service to the (mobile) agents that enter it. An agent is a model of the communi-
cating application. Each agent resides in a particular place and is able to move between
places. Furthermore, the Telescript technology allows agents located at the place to have
“meetings”. During a meeting, agents can communicate by calling one another’s methods.
Additionally, the Telescript technology supports traditional message passing.
The Telescript technology consists of three main components. Firstly, an object-oriented
language for developing the agent programs. Secondly, the engine for executing these
programs and thirdly, a protocol suite for enabling communication between two Telescript
engines. The Telescript engine is a software program that implements the Telescript lan-
guage by maintaining and executing places as well as the agents on those places. The
Telescript engine is similar to the virtual machine in Java.
Java Java [17,191] is not strictly an agent programming language, but a general-purpose
interpreted object-oriented programming language. Yet, it is widely used for implement-
ing agents, and thus we cannot disregard it when discussing agent-programming lan-
guages. Java has become the de-facto standard for Internet programming, and is becoming
that of the agent development [470].
Several mobile agent platforms have been developed using Java technology (see [262] for
survey). Given that Java compilers produce platform-independent bytecode, it is fairly
easy to create applications based on the mobile agent technology. Also, Java is used for
implementing intelligent agents and their platforms. For example, there are several FIPA
compliant agent platforms implemented using Java, the most well-known examples being
Jade [40] and FIPA-OS [346]. Further, since the core Java does not encompass sufficient
support for agent development, several toolkits, such as the ZEUS [327] and the Java
Expert System Shell (JESS) [174], have been implemented to ease the agent development.
Other Languages 3APL [220,222,223] is an agent programming language that combines
features from both imperative programming and logic programming. Concepts from the
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logic and imperative programming are used to implement querying the beliefs of an agent
and to describe the goals of an agent, respectively. The 3APL has formally defined seman-
tics defined with transition systems. AgentSpeak(L) [351] is a rule-based language similar
to the 3APL [221]. An AgentSpeak(L) agent consists of beliefs, intentions, a set of recorded
events, and plan rules. Like the 3APL, the AgentSpeak(L) has a formal operational seman-
tics. Other agent programming languages include Placa [427, 428], Agent-K [94, 95], Con-
Golog [186, 290], Agent Behaviour Language (ABLE) [85, 442] and its real-time version
Real-Time ABLE (RTA) [444], and METATEM [39, 119, 120]. In addition, languages such as
Lisp and Prolog have been used to program agents. For example, the first free implemen-
tation of FIPA’s standard was implemented in Lisp [412].
2.1.4 Agent Applications
The software agent technology will probably never be as widely used as the object-ori-
ented programming, simply because the agent technology is suitable for fewer application
areas than the object-oriented technology. For example, there is no reason to implement
a programming language compiler using agent technology. Given this, one has to anal-
yse carefully whether to solve a given problem using the software agent technology or
whether some other technology—perhaps even some future technology—is sufficient or
more appropriate.
Various agent-based applications have been proposed in the literature. A common nom-
inator in many agent-based applications is that they are typically large and complex dis-
tributed systems. Obviously, another common nominator is that the application can be
modelled using active components. Firstly, industrial applications, such as air traffic
control [66, 218, 293], electricity transportation management [239, 240], agent aided air-
craft maintenance [384], electricity distribution management [83, 436], particle accelera-
tor control [239, 246], and traffic engineering [337]. Secondly, commercial applications
including information management (for example [302]), various e-mail applications (for
example [50, 336, 379]), web applications (for example [16, 79, 107, 275, 291, 383]), electronic
commerce applications (for example [13, 77, 78, 202, 303, 328, 371, 382]), tourism-related
information systems (for example [362, 405]), meeting scheduling applications (for exam-
ple [75,102,178,179,205,244,272,302,312,380,381]), and business process management (for
example [241–243]). Thirdly, various examples of applying agent technology to telecom-
munications network management can be found in [5, 6, 206]. Fourthly, medical applica-
tions such as monitoring medical protocols [10], health care [226,227,309], hospital patient
medical assistance and organising medical staff [4], and medical monitoring and diagno-
sis [285]. Lastly, entertainment applications, including games [445], a movie recommen-
dation system [185], an improvisational melodic companionship agent [426], and various
virtual environment systems (for example [306, 361, 429, 443]).
2.2 Agent Communication
Russell and Norvig define communication as “intentional exchange of information brought
about by the production and perception of signs drawn from a shared system of conventional
signs” [366]. The most important system of signs for humans is the language that enables
us to communicate with one another. A similar communication model based on a shared
language has also been proposed for agent communication. The ability to communicate
with other entities forms a basis for multi-agent systems. As with humans, a group of
agents can do things that no individual can, but without communication, this is hard if
not impossible.
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2.2.1 Overview
Two different types of agent communication can be identified [366]. (1) Agents share a
common internal representation of knowledge and can thereby modify and query each
other’s knowledge base without any external language, or (2) agents share a common lan-
guage with which they share information. The former approach is also called telepathic
communication, as the callee has no control over how its knowledge base is modified or
queried (cf. method invocations in object-oriented systems). This approach has some prob-
lems. Obviously, once structure changes are needed in the knowledge base, all the agents
must be changed accordingly. Further, this method allows malicious agents to insert false
information to other agents’ knowledge bases. However, this approach is typically much
faster than communication based on a shared language. The latter approach—a shared
communication language—allows agents to have different internal knowledge represen-
tations, and more importantly, it enables more control over modifications to the knowl-
edge base. In this dissertation, we refer to the latter approach whenever we discuss agent
communication, if not stated otherwise.
Three fundamental components of agent communication can be identified [278]. Firstly,
the communicating agents have to agree on a common agent communication language
(ACL), which defines the types of the messages with their meaning. This can be further
divided into two sub components: they have to agree both on the syntax of the communi-
cation language and on the semantics of the language. The syntax of the language is not as
important as it may seem. The communicating agents do not necessarily have to use the
same syntax of the language, and sometimes, this would even be inappropriate. Should
the communicating agents be unable to use the same syntax, they can use some mediator
that is able to translate between incompatible syntaxes. Using the mediator approach to
translate between incompatible semantics is a much more difficult problem, and therefore
we assume that communicating agents are using the same language semantics. Without
dispute, KQML [116, 175, 277, 278, 307] and FIPA-ACL [148] are the most important and
widely used ACLs, although other communication languages can also be found in the lit-
erature. Both FIPA-ACL and KQML are based on the speech act theory (see [7, 21, 23, 378]
for more information about the speech act theory), which was originally developed for
modelling human communication and later adopted by agent communication. Secondly,
having a common understanding of the knowledge exchanged is necessary. This involves
both the content language and a shared ontology. The content language defines the content
of the message. Examples of content languages include KIF [182, 188] and FIPA-SL [164].
In Section 2.2.3, we will give an overview of the content languages included in the FIPA
Content Language Library [149]. Selection of the content language is a similar problem to
that of the communication language (see above). Ontology, in general, includes a vocab-
ulary of symbols referring to objects in the subject domain, as well as symbols referring
to relationships that may be evident in the domain [135]. For example, two communicat-
ing agents may use the same term, say “QoS”, but without a shared ontology they are
unable to understand what the communication peer means with that term. We will give
an overview of ontologies in Section 2.3. Lastly, the communicating agents have to have
means for exchanging messages, that is, they need some transport mechanism. How-
ever, agent communication typically does not require any special “agent specific” trans-
port mechanism, but existing technologies should be employed instead.
Besides the communication components identified above, agents may use higher-level
protocols called interaction or conversation protocols. An interaction protocol defines
how several messages exchanged relate to one another. Interaction protocols can range
from sophisticated negotiation protocols to as simple interaction protocols as “if I send
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you a message A, you should reply with the message B”. In Chapter 4 we analyse these
layers in more detail and introduce a more fine-grained layered model.
Now, assuming that agents have some way of exchanging messages, the second question
is why to communicate. Obviously, there has to be some reason to communicate, if com-
municating parties are at least somewhat rational. There is little or no point in exchanging
messages because the agent is able to do so. Assume that an agent   has some goal

and
some intention  . Now, the agent   adopts an intention  to satisfy the goal

. If the agent
  cannot carry out the intention  by itself, it may have a reason to communicate with
another agent to satisfy the goal

.
For example, assume the agent   residing in a fixed network wants to send a large video
clip to the agent  residing in a mobile terminal. The agent   has a goal (

) to send the
video clip:
G = “send the video clip”
To send the video clip, a reasonable amount of the bandwidth is needed. Therefore, the
agent   derives a new goal (

) to know the available bandwidth:
G’ = “know if there’s enough bandwidth to send the video clip”
Having the new goal, the agent   intends to find out the available bandwidth:
I = “find out if there’s enough bandwidth available”
Now, assuming the agent   has no way to carry out the intention by itself, it sends a query
to a “communication agent” asking for the current throughput. Here we suppose that the
agent knows that such an agent as the communication agent is able to answer questions
related to the available bandwidth. This may lead to deriving new goals and intentions,
such as finding a suitable communication agent.
The next question is what to communicate. Assuming an agent has the means to com-
municate and it has a reason to do so, it has to construct the messages needed to satisfy
the goals. Supposing the agent   wants to know the current bandwidth of a communica-
tion channel, it neither makes sense for the communication agent to ask the current stock
value of a company called “helluli.com”, nor to ask about the bandwidth from another
agent that is unable to answer the question. To put it another way: neither approach will
help the agent   to find out whether it could send the video clip to the agent  . However,
sending an appropriate message to an agent that may be able to answer the question may
help. By sending the message to a communication agent, the agent   still cannot be sure
that the outcome is expected, even if we assume that there is such an agent and that in
theory this agent is able to answer the question related to the available bandwidth. For
example, even if the communication agent is—in theory—able to answer the question, the
communication agent is an independent autonomous component that may simply refuse
to answer the question. In addition, before sending the message the sending agent must
choose how to express the meaning of the message, that is, the agent must generate the
message.
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On the receiving side, perceiving a message is the first thing that happens. Although
many things may go wrong when sending a message over a network, let us assume that
the receiving agent receives the same message that the message originator sent. First,
the receiving agent analyses the message and discovers by reasoning a set of possible
meanings of the message. In the ideal case, there is only one meaning, but in general,
there may be many. Next the receiver decides whether it believes the sender. If it does not,
it may reject the information in the message. There may also be other reasons to reject the
information.
2.2.2 Agent Communication Languages
While an agent communication language (ACL) itself is insufficient to enable successful
communication between agents, it is the most important component of agent communica-
tion. The ACL defines the types of messages with their meaning. For example, if an agent
  wants to inform an agent  about some fact, it may send an INFORM message if it is using
FIPA-ACL, and a TELL message if it is using KQML. The definitions of both INFORM and
TELL messages contain sufficient information to the receiving agent.
Next, we will present FIPA-ACL in more detail. General overviews and further informa-
tion on agent communication languages can be found in for example [270, 279, 342, 394].
FIPA-ACL FIPA-ACL is the agent communication language for communication between
FIPA agents. The language is based on the speech act theory, and has its roots in a language
called ARCOL [367–369]. FIPA-ACL has formal semantics and several concrete syntaxes.
The language specification is split into several specification documents. First, FIPA Com-
municative Act Library [148] gives the communicative acts and introduces the semantic
model behind the language. Secondly, FIPA ACL Message Structure Specification [139]
specifies the abstract structure of an ACL message. Thirdly, specifications [136], [137],
and [138] define concrete transport encoding schemes for FIPA-ACL. In addition to these,
FIPA Content Language Library Specification [149] gives a registry for content languages
(nowadays [147, 156, 160, 164]) and FIPA Interaction Protocol Library Specification [154]
gives a registry for interaction protocols (nowadays [146, 150, 152, 153, 155, 158, 159, 161–
163]). The last two sets of specifications are not strictly a part of FIPA-ACL specification,
but closely related.
A FIPA-ACL message contains a set of one or more message elements. Figure 2.2 depicts
a sample FIPA-ACL message. The only mandatory element is the communicative act type
(REQUEST in Figure 2.2), but typically a message contains additionally at least the sender
and receiver information, and the content of the message expressed in some content lan-
guage. Sometimes, however, these fields may have an implicit value. In addition to stan-
dard message elements, applications can use application-specific message elements, which
FIPA does not define.
FIPA-ACL has 22 predefined communicative acts; four of which are primitive communica-
tive acts (INFORM, REQUEST, CONFIRM, and DISCONFIRM) and the rest are composite com-
municative acts (see Figure 2.3). Composite communicative acts are composed from prim-
itive communicative acts either by substitution or sequencing. Communicative acts are
normative, that is, if an agent claims to implement a communicative act defined in FIPA-
ACL specification, then it shall implement it following the semantic definition. However,
not all agents have to implement all the defined communicative acts. A given agent has to
implement only those communicative acts it needs (and, possibly, the NOT-UNDERSTOOD
act which every FIPA agent must implement).
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Figure 2.2: An example of a FIPA-ACL message using string-based encoding
Each communicative act has a meaning informally using natural language and formal
semantics using the Semantic Language (SL). Details of the underlying theory can be
found in [367–369]. A communicative act model is presented as follows:
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where   is the agent of the act,  the recipient,   the name of the act, ! stands for the
semantic content or propositional content, and
ﬂ
 and
ﬂ#"
are propositions. FP denotes
the feasibility precondition of a communicative act, that is, those conditions that need
to be true for an agent to execute the communicative act. RE denotes rational effects of
a communicative act, that is, the reasons for doing that act. For example, the INFORM
communicative act is presented formally as follows:
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Intuitively, using the INFORM act the agent   tells another agent  that some proposition is
true. The reason for telling this fact to another agent (  ) is that the agent   wants agent 
to believe that
ﬂ
is true (rational effect). The feasibility precondition states that the agent  
believes that
ﬂ
is true and that the agent   does not already believe that the agent  is aware
of whether
ﬂ
is true or not. Obviously, if the agent   believes that the agent  believes
ﬂ
,
communication is unnecessary. Further, if the agent   believes that the agent  is uncertain
about
ﬂ
, the agent   could use CONFIRM act. Similarly, if the agent   believes that the agent
 believes
(-ﬂ
, the agent   could use DISCONFIRM act. In [343], the authors provide an
exhaustive analysis of the INFORM act.
As noted earlier, an agent has to have some reason to send a message, that is, it has some
goal from which it generates an intention. FIPA-ACL specifies five properties of which
three concern the reasoning process involved in planning communicative acts and two
concern the consuming communicative acts [148, pp.31]. The first property states, “An
agent’s intention to achieve a given goal generates an intention that one of the acts known
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Figure 2.3: Relationships between communicative acts defined by FIPA
to the agent be done. Further, the act is such that its rational effect corresponds to the
agent’s goal, and that agent has no reason for not doing it”. The second property states
that whenever an agent chooses to perform some act, the agent intends to seek the satis-
fiability of its feasibility preconditions. The agent either believes that act can take place
or it intends to believe that. The third property states that “if an agent has the intention
that a communicative act be performed, it necessarily has the intention to bring about the
rational effect of the act”. Therefore, an agent cannot intend to perform a communicative
act for a different reason from the act’s rational effect. As these three properties deal with
agent internals, and FIPA is standardising the external behaviour of an agent, it has been
criticised whether it is necessary to standardise them [343].
The last two properties consider receiving messages. The fourth property states that when
an agent receives a message (observes a communicative act), it should believe that the
sender of the act had the intention to achieve the rational effect of the communicative
act. The last property states that when an agent observes a given communicative act, it is
entitled to believe that the persistent feasibility preconditions hold. A persistent feasibil-
ity precondition is such that it persists after performing the corresponding act. The last
two properties are conditional; an agent observing a communicative act does not have to
change its (mental) state. That is, the sending agent cannot assume anything about the
receiver. For example, the sending agent cannot assume that the rational effect will neces-
sarily result from sending the message.
FIPA has defined three concrete syntaxes for FIPA-ACL. (1) A string based syntax [137],
which was the only syntax in the original FIPA97 specifications. This syntax is widely
used in various examples in specification, as it is somewhat compact and yet readable for
humans. (2) A bit-efficient syntax [136], which is specified for wireless environments. (3)
An XML-based syntax [138], which is specified especially for the Internet. An exhaustive
analysis of these syntaxes can be found in Section 4.5.
Given that FIPA-ACL claims to be a standard language for inter-agent communication, it
must somehow be possible to detect whether a given agent that claims to implement the
standard actually does so. Determining whether a given agent implements the language
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syntactically correctly is trivial. However, determining semantical correctness is impossi-
ble. In [462, 464], Wooldridge defines what it means for any agent communication frame-
work to be verifiable, and identifies why FIPA-ACL is not verifiable. Given this problem,
conformance testing will be the subject of further work by FIPA [148, pp.31].
2.2.3 Content Languages
As noted before, agent communication languages typically define the outer language used
in agent communication, but not the content of the message. Content languages are for
describing the content of the agent messages. In the following sections, we will give a
brief overview of some content languages. The list is not exhaustive; the languages we
present here are the ones included in the FIPA Content Language Library (CLL) [149], and
therefore the most important content languages for this dissertation. Currently, the FIPA
CLL defines four content languages: FIPA-SL [164], FIPA-CCL [147], FIPA-KIF [156], and
FIPA-RDF [160].
When using a content language with FIPA-ACL, the content language should be expres-
sive enough to express objects, propositions, and actions, although, sometimes, this is not
necessary. If a given language is not powerful enough, certain communicative acts are
prohibited. For example, the INFORM communicative act requires propositions. If a con-
tent language does not contain the proposition concept, neither can the INFORM commu-
nicative act be used, nor any communicative act derived from it. Similarly, the REQUEST
communicative act requires actions.
Several factors have an effect when choosing the content language. Perhaps the most
important affecting factor is the application domain. The content language should be such
that expressing the domain efficiently is possible. As an example of this, consider the dif-
ference between the FIPA-SL and FIPA-CCL. The latter is for expressing constraint choice
problems. Such problems are difficult, but possible, to express in FIPA-SL. Therefore, if
constraint choice problems belong to the application domain, the selection between these
two languages should be trivial. On the other hand, the FIPA agent management needs
the FIPA-SL. Therefore, if selecting another content language than the FIPA-SL, an agent
might have to implement two content languages.
FIPA Semantic Language FIPA Semantic Language (SL) [164] is a formal language de-
veloped to define the semantics of the FIPA-ACL. Although FIPA does not enforce the
use of any particular content language, FIPA-SL has a slightly more important status than
other content languages in the FIPA CLL. This is because FIPA-SL is a mandatory language
for agent management [140]. Furthermore, FIPA-SL is widely used in various examples
found in other FIPA specifications. Additionally, we use FIPA-SL in most of the examples
in this dissertation.
FIPA-SL can be used to express objects, propositions, and actions. Therefore it can be used
as a content expression for every standard communicative act (see above). The syntax of
FIPA-SL is a sub-grammar of a general s-expression. As an example of the language use, let
us consider the action expression. An action expression, which the REQUEST communicate
act requires, consist of the keyword “action”, the agent identifier of the agent performing
the action, and a term denoting the action to be performed. For example, the following
expression
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could be used to request the agent foo to open either a GPRS or a GSM communication
channel. However, without any context, the expression above is meaningless. One also has
to define (somehow) the ontology used in the expression and the content language used to
represent the expression. This is done in ACL. For example, the following example defines
that the content language is FIPA-SL1 and the ontology is “my-communication-ontology”:
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The FIPA-SL is an expressive language; maybe too expressive for some (simple) agents.
Therefore, FIPA has defined three subset profiles, FIPA-SL0, FIPA-SL1, and FIPA-SL2.
FIPA-SL0 is a minimal subset of the FIPA-SL. It allows representing actions, determining
the result, a term representing a computation, completing an action, and simple binary
propositions. These are enough for simple tasks. FIPA-SL1 extends FIPA-SL0 by adding
the Boolean connectives (and, or, etc.) to represent propositional expressions. FIPA-SL2
allows the first order predicate and the modal logic, but is restricted to ensure that it is
decidable.
Although FIPA-SL has only one standard syntax, there have been discussions about using
XML as the serialisation syntax for FIPA-SL. In Section 4.6, we explore this possibility in
more detail when we analyse different choices for encoding content languages in wireless
environments.
FIPA Constraint Choice Language The FIPA Constraint Choice Language (FIPA-CCL) is
primarily intended to enable agent communication for applications that involve exchanges
about multiple interrelated choices [147, 454, 455]. The language is based on representing
choice problems as Constraint Satisfaction Problems (CSPs) and supports problem repre-
sentation, information gathering, information fusion, and access to the problem solution
techniques. The FIPA-CCL language is not a general-purpose content language, but was
rather developed to solve a particular problem. The language has no other terms or syn-
tactic constructs beyond CSP based structures.
Many agent applications involve reasoning and communicating about multiple interre-
lated choices [454], for example negotiation about mutually acceptable choices. It is com-
plicated, although possible, to express a choice in a predicate calculus [454]. The CSP
formalism provides a powerful way of expressing a choice problem, and the FIPA-CCL
language offers this to FIPA-compliant agents. The details of CSPs are outside the scope of
this dissertation. Further reading about CSPs can be found for example in [99,297,430,472].
In FIPA-CCL, objects are used expressing variables, domains, constraints, relations, and
variable assignments. The transport encoding syntax of FIPA-CCL is XML. In Section 4.6
we analyse this encoding choice in more detail and compare it with other possibilities.
KIF The Knowledge Interchange Format (KIF) [182,188] is a language for the knowledge
exchange among heterogeneous computer programs. The purpose of the language is to
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be a high-level intermediate language used in communication between programs. The
programs, or agents, may represent their knowledge in some internal format, but convert
it to KIF when communicating with each other. The idea of such an intermediate language
is rather old; it was originally proposed in the late 1950s [408]. KIF is widely used as such
an interlingua for knowledge-based systems.
The KIF language specification includes specifications for its syntax and semantics. The
syntax of KIF is inherited from Lisp and is therefore similar to that of FIPA-SL. The FIPA-
KIF specification [156] defines KIF as a content language for FIPA-ACL by giving the draft
proposed as an ANSI standard. The specification covers objects (as terms) and proposi-
tions (as sentences). However, FIPA-KIF has no specific way to express actions. Given
that, the language cannot be used, for example, in REQUEST messages nor any messages
derived from it (see Figure 2.3).
FIPA-RDF Resource Description Framework (RDF) [286], in general, is a foundation
for processing metadata; it provides interoperability between applications that exchange
machine-understandable information. RDF defines a mechanism for describing resources,
but assumes nothing about a particular application domain nor defines the semantics of
any application domain.
The foundation of RDF is a model for representing named properties and property val-
ues. RDF properties may be thought of as attributes of resources, but they also represent
relationships between resources. The basic data model is a simple model for describing
interrelationships among resources in terms of named properties and values. It consists of
three object types: resources, properties, and statements. The RDF data model, however,
provides no mechanisms for declaring these properties, nor provides any mechanisms for
defining the relationships between these properties and other resources. That is the role of
the RDF Schema [59]. An RDF schema defines not only the properties of the resource but
may also define the kinds of resources being described.
The FIPA-RDF specification [160] describes how to use RDF as a content language in a
FIPA message. FIPA-RDF is an RDF model for FIPA-SL. However, FIPA-SL has changed
since writing the FIPA-RDF specification, and therefore there is no one-to-one mapping
any more.
The FIPA-RDF specification defines RDF schemas to express objects, propositions, and
actions. Objects are modelled as RDF resources. Similarly, propositions could be modelled
using RDF statements. For example, if we want to express that the throughput value
of a communication channel named WLAN is 10Mbps, we could use the following RDF
statement2:
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2We use here the XML syntax. However, neither RDF nor FIPA-RDF mandates this serialisation syntax. For
example, Notation3 (N3) [42] is an alternative syntax for RDF.
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To express actions, the specification defines a new RDF type fipa:Action. It has three prop-
erties. Firstly, the actor property identifies the entity responsible for executing the action.
Typically this is the agent requested to perform the action. Secondly, the act property
identifies the operative part of the action, that is, the action description. Lastly, the argu-
ment property identifies optional arguments for executing the action. For example, the
following could be used to request the Communication Agent to establish a communica-
tion channel named GPRS:
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2.3 Ontologies
Ontologies are for knowledge sharing and knowledge reuse. To be able to discuss with one
another, communicating parties need to share a common terminology and meaning of the
terms used. Otherwise, profitable communication is infeasible because of a lack of shared
understanding. With software systems, this is especially true—two systems cannot inter-
act with each other without common understanding of terms used in the communication.
This is where ontologies come into the picture. Ontologies describe the concepts and their
relationships—with different levels of formality—in a domain of discourse. For example,
the ontology of a mobile device can specify its concepts using the following terms: manu-
facturer, memory, screen size, and so on. General introductions to ontologies can be found
for example in [109, 190, 401, 433].
An ontology is more than a taxonomy (classification of terms) as ontology includes richer
relationships between defined terms. Sometimes a taxonomy can be enough, but without
rich relationships between terms it is not possible to express domain-specific knowledge
without defining new terms.
2.3.1 Definition of Ontology
Perhaps the most cited definition of the term ontology in the literature is Gruber’s defini-
tion [195]: “An ontology is an explicit specification of a conceptualization”. However, as with
the term agent, there is no common definition of the term ontology. In [201], Guarino and
Giaretta identify several definitions of the term ontology, and give an exhaustive analysis
of these definitions. Examples of other definitions for the term ontology are: “An ontology
defines the basic terms and relations comprising the vocabulary of a topic area, as well as the rules
for combining terms and relations to define extensions to the vocabulary” [320], “An ontology is
a hierarchically structured set of terms for describing a domain that can be used as a skeletal foun-
dation for a knowledge base” [416], and “An ontology provides the means for describing explicitly
the conceptualization behind the knowledge represented in a knowledge base” [41], among others.
Further, FIPA defines an ontology as “An ontology gives meanings to symbols and expressions
within a given domain language. In order for a message from one agent to be properly understood
by another, the agents must ascribe the same meaning to the constants used in the message. The
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ontology performs the function of mapping a given constant to some well-understood meaning. For
a given domain, the ontology may be an explicit construct or implicitly encoded with the implemen-
tation of the agent”.
The knowledge in ontologies is formalised using five components: classes, relations, func-
tions, axioms, and instances [195]:
Relation represents the interaction type between concepts of the domain. They are
formally defined as any subset of a product of   sets, that is:
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Axioms are used to model sentences that are always true.
Instances are used to represent elements.
The degree of formality of ontology can vary [433]. An informal ontology is expressed
loosely in natural language. A semi-informal ontology is expressed in a restricted and
structured form of natural language. A semi-formal ontology is expressed in an artificial
formally defined language. A rigorously formal ontology is defined with formal seman-
tics, theorems, and proofs of such properties.
2.3.2 Design Principles
As with any engineering, design is an important phase of developing something new.
For formal ontologies, Gruber [196] defines five general design criteria. Firstly, the clarity
property states that ontology should effectively denote the intended meaning of defined
terms, and that the term definition should be independent of social and computational
context. This may require natural language documentation and examples, but ambigu-
ity should be minimised and therefore formal axioms should be used whenever possible.
Secondly, the coherence property states that the ontology should allow inferences that are
consistent with the definitions. For example, if it is possible to infer a sentence from the
axioms that conflicts with a term definition, then the ontology is incoherent. Coherency
should also apply to the documentation and possible examples. Thirdly, the extendibility
property states that ontology should be designed so that it allows use of shared vocabu-
lary. For example, it should be possible to define new terms based on the existing ones
without changing the existing ones. Fourthly, the minimal encoding bias property states
that the conceptualisation should be specified at the knowledge level without depending
on a particular symbol-level encoding. This is an important feature when we consider,
for example, wireless environments. Usually, we want to use the same ontologies as the
rest of the world, but sometimes we want also to use our own encoding that is more suit-
able for wireless environments. Fifthly, the minimal ontological commitment property states
that ontology should require minimal sufficient agreements on using the vocabulary in a
coherent and consistent manner. Ontology should allow its usage for different purposes—
also for those that the designer did not think about. Therefore it should only describe a
vocabulary and only as few claims as possible about the modelled world. For example, it
should be possible to use only part of an ontology.
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In addition, several other design principles have been identified, of which many are inher-
ited from traditional software design principles. The ontological distinction property [52]
states that classes in an ontology should be disjoint, that is, the same term is defined only
in one class. The hierarchy diversification property [19] states that the power of an ontology
should be increased by multiple inheritance mechanisms. The modularity property [41]
states that coupling between classes should be minimised. This provides more flexibil-
ity and therefore enables easier reuse of the ontology. The semantic distance minimisation
property [19] states that the semantic distance between sibling concepts should be min-
imised. This means that similar concepts should be grouped and represented using the
same primitives. Lastly, the standardisation property [19] states that names should be stan-
dardised whenever possible.
2.3.3 Methodologies for Building Ontologies
Several methodologies for building ontologies have been proposed. One of the earliest
methodologies was developed by Uschold and Grüninger [432, 433]. Their methodology
consists of five steps. Firstly, identifying the purpose and the scope of the ontology. Essen-
tially, one has to be clear about why to build the ontology. Secondly, building the ontol-
ogy. This step consists of three phases: ontology capture, ontology coding and integrating
existing ontologies. The ontology capture phase includes identification of key concepts
and relationships, writing unambiguous text definitions for them, identification of terms,
and agreeing on all these. Ontology coding refers to explicit representation of the concep-
tualisation captured in the previous phase. Further, ontology coding involves committing
to some meta-ontology and a representation language, and finally creating the code. Dur-
ing the previous phases—capturing and coding—one should think about whether to use
existing ontologies and if so, how these existing ontologies are used. Thirdly, perform-
ing a technical judgment of the ontology in the evaluation phase. Fourthly, documenting
the ontology well, otherwise effective knowledge sharing is more difficult. Lastly, giving
guidelines for each phase. Above (Section 2.3.2) we gave some guidelines for properties
that a good ontology should comprise.
Many other methodologies for building have been suggested. Examples include Bernaras
an others [41], Grüninger and Fox [197], and Methontology by Gómez-Pérez and oth-
ers [114, 189, 294].
2.4 Foundation for Intelligent Physical Agents (FIPA)
The Foundation for Intelligent Physical Agents (FIPA) [168] was founded in 1996 as a non-
profit organisation with the remit of producing standards for heterogeneous and interact-
ing agents and agent-based systems across multiple vendors’ platforms. FIPA’s official
mission statement expresses this more formally: The promotion of technologies and inter-
operability specifications that facilitate the end-to-end interworking of intelligent agent
systems in modern commercial and industrial settings. The emphasis here is on the prac-
tical commercial and industrial uses of agent systems. The aim is to bring together the
latest advances in agent research with industry best practice in software, networks and
business systems.
2.4.1 Overview of FIPA Specifications
FIPA has defined two types of specifications. First, normative specifications that mandate
the external behaviour of an agent and ensure interoperability with other FIPA agents, and
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Figure 2.4: Two FIPA agent platforms situated on different hosts communicating with each
other through a network
second, informative specifications that guides how to use the FIPA technologies. By the
end of 1998, FIPA had specified two sets of specifications. The first set of specifications—
called FIPA97—has seven parts. Three of these specifications, for basic agent technolo-
gies, are normative: agent management [126], agent communication language [127], and
agent/software integration [128]. The last four of the FIPA97 specifications are infor-
mative providing examples on how the normative specifications can be applied: per-
sonal travel assistance [129], personal assistance [122], audio-visual entertainment [130],
and broadcasting and network management and provisioning [131]. The second set of
specifications—called FIPA98—has six parts. Five of these specifications are normative:
agent management [132], Agent Security Management [123], Agent Management Support
for Mobility [133], Human-Agent Interaction [134], and Ontology Service [124]. The last
FIPA98 specification, Developer’s Guide [151], is meant to be a companion document to
the FIPA 97 specifications, and is intended to clarify areas of specific interest and potential
confusion.
At the beginning of year 2000, FIPA decided to give up producing a new set of specifica-
tions every year. The main reason being that it was hard to produce high-quality speci-
fications on a tight schedule. Nowadays, every FIPA document has a status, which can
be preliminary, experimental, standard, deprecated, or obsolete [165]. However, today, no
FIPA standard documents exist yet, but several of them are experimental and expected to
get the standard status soon.
2.4.2 FIPA Agent Platform
An agent platform provides an infrastructure for deploying agents. Today’s operating
systems do not provide agents with the services the agents need. Therefore, there is a
demand for agent platforms implemented as middleware software running on top of an
operating system. FIPA does not specify the internal design of an agent platform, because
FIPA’s main concern is about achieving interoperability between agent platforms. How-
ever, FIPA requires every FIPA-compliant agent platform to implement three mandatory
capability sets: The Agent Management System (AMS), the Agent Communication Chan-
nel (ACC), and the Directory Facilitator (DF) (see Figure 2.4). The purpose of the AMS is
to manage the agents’ life cycles, such as starting, stopping, and quitting agents, residing
on the FIPA agent platform. It also maintains the mapping between an agent’s identifier
and its transport addresses, thus acting as an agent naming service. Furthermore, the AMS
is responsible for maintaining the platform profile, which describes the platform proper-
ties such as communication capabilities. The ACC is a service that implements the FIPA
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Figure 2.5: Different message passing methods between two agents
Message Transport Service (MTS). The ACC routes messages both between agents within
the FIPA agent platform and between agents residing on different FIPA agent platforms.
The DF is a mandatory agent maintaining information about the skills that agents have
advertised with it, that is, the DF provides the FIPA agent platform with a “yellow pages”
service. [140] gives the AMS and the DF specification, and [125] gives the ACC specifica-
tion.
FIPA-OS [346] by Nortel Networks and Jade [40] by TILab are examples of FIPA-compliant
agent platforms implementing the mandatory elements of the FIPA specifications. Both of
these implementations are available under open source license.
2.4.3 FIPA Communication Model
The heart of the FIPA’s model for the agent systems is agent communication, where agents
can pass semantically meaningful messages to one another. In the FIPA97 and FIPA98
specifications only limited ways to exchange messages were possible. The only choice for
the baseline message transport protocol (MTP) was the IIOP protocol and there was only
one concrete encoding for FIPA-ACL. While this solution provided interoperability, it was
not flexible. It is unreasonable to expect that all the FIPA-compliant platforms operating
in different environments and targeted to solve different kinds of problems could always
use the same choices for communication. Therefore, FIPA has specified several choices for
MTP and encoding of the message components. This obviously decreases the direct inter-
operability of different systems, because the message sender cannot assume the destina-
tion understands the protocols and encoding the sender uses. However, having different
choices allows utilisation of FIPA platforms and agents in various environments, which
is unfeasible if only one choice would be available. To achieve reasonable interoperabil-
ity between domains using different communication means, one can use interoperability
gateways. These gateways could translate between incompatible message transport pro-
tocols and encoding of messages (see for example [209]).
The main component in FIPA’s communication model is the Agent Communication Chan-
nel (ACC). The ACC is the component in the agent platform that provides Message Trans-
port Service (MTS). In FIPA architecture, an agent has three choices when sending a mes-
sage to another agent situated on a remote agent platform (see Figure 2.5). Firstly, an
agent A sends the message to the local ACC. This may be done using proprietary interfaces
inside a local agent platform, that is, the message may not be sent using the message trans-
port protocol. Then, the local ACC forwards the message to the remote ACC, which in turn
delivers the message to agent B. Message forwarding between two ACCs also may involve
other ACCs if a direct connection is not available, or the direct connection is unfeasible.
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Figure 2.6: A message becomes a transport message
Secondly, agent A may send the message directly to the remote ACC, which then delivers
the message to agent B. In this choice, agent A must implement the message transport pro-
tocol used in the communication by itself. Lastly, agent A and agent B can communicate
directly with each other without using the services the platform provides.
When an agent wants to send a message to another agent, it constructs an ACL mes-
sage with appropriate content. The ACL part of the message contains the sender and
the receiver information as well as other information related to the message. Then the
message is transformed into a payload, and included in a transport-message. In addition
to the payload, the transport message also contains an envelope. The envelope includes
the sender and the receiver information and information about how to send the message.
It may also contain additional information, such as security related information. Figure 2.6
depicts transforming a message into a transport message.
2.4.4 Technical Committee E (Nomadic Application Support)
In October 1998, FIPA issued its fifth Call for Proposals. Among other topics, it contained
a call for “communication assistant” technology. Responses to this call were supposed to
consider agents applied as communication assistants, that is, agents that can help reconcile
the concerns of wireless connectivity with the increasing demands of end-user communi-
cations. The list of specific topics included (1) agents to help in managing media scaling
in a way that is sensitive to usage, platform, and network characteristics, (2) a bit-efficient
syntax for agent communication languages, (3) an agent middleware to monitor and con-
trol the underlying communications networks with a focus on recent and upcoming stan-
dards, (4) an ontology of resources to be used by the agents to negotiate about platform
features, connectivity, quality of service, and so on, and (5) specialised negotiation proto-
cols for use in communication assistance.
At the beginning of 1999, based on the responses to its fifth Call for Proposals, FIPA estab-
lished a technical committee—technical committee E (Nomadic Application Support)—to
specify a support for a wide class of applications, which call for mobility of the user and
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associated computer systems. At the same time, FIPA issued its sixth Call for Proposals,
which included a call for “nomadic application support” technology with several spe-
cific topics. Firstly, an architecture of Nomadic Application Support in the FIPA Agent
Management reference model including a functionality for adaptation of application data,
monitoring and controlling the QoS of message transport and data transport, and select-
ing transport mechanisms. Secondly, a mechanism for monitoring QoS and controlling
and selecting transports, including QoS ontology. Thirdly, a bit-efficient encoding of ACL
and content languages, and lastly ontologies for profile management and mobile device
capabilities.
FIPA’s seventh Call for Proposals, in April 1999, contained a call for “Message Transport
Service for Nomadic Applications”. Responses to this call were supposed to consider mes-
sage transport protocols for the wireless data environment. Two proposals were submit-
ted: MDCP by the University of Helsinki and WAP by Nokia. FIPA chose the latter for its
Wireless Message Transport Protocol.
The prime output of Technical Committee E was FIPA specification number 14, Nomadic
Application Support [157]. In short, the specification defines the middleware for sup-
porting nomadic applications and nomadic application support ontology. In addition, the
specification gives several examples on how to use this technology. The specification gives
the basic framework for building adaptive, agent-based nomadic applications. Several
topics that were originally a part of the Nomadic Application Support specification, were
later given as input to other technical committees. The bit-efficient representation of FIPA-
ACL [136] and WAP as Message Transport Protocol [145] was given as input to the tech-
nical committee responsible for the agent message transport issues and some interaction
protocols [158, 166] were given as input to the agent communication technical committee.
Chapter 3
Wireless Environments and
Adaptive Applications
Many information services are designed for workstations connected directly to fixed wire-
line networks. Wireless data services are becoming more and more common enriching
the choices for communications. Nomadic users are not tied to any particular location,
time, or terminal device, but they can use services located in the fixed network whenever
needed and by whatever terminal device. Unfortunately, today’s software solutions are
typically unable to fulfil all the needs of nomadic users.
Perhaps the most dominant characteristic of mobile computing is change. In nomadic sys-
tems the QoS values can change both during the connection and between connections.
During the connection, the values may change because of a change in the user location
or because of changing radio conditions. Perhaps more significant changes can occur
between connections, especially when implementing subsequent connections using dif-
ferent technologies. For example, the QoS provided by the network changes significantly
when roaming from a GSM network to a WLAN network, even if the user location remains
static.
The variety of mobile devices—laptop computers, hand-held devices, mobile phones, and
so on—which nomadic users could use accessing the Internet services, increases at a grow-
ing rate. The CPU power, the quality of display, memory, software, hardware configura-
tion, among others range from low performance equipment up to high performance lap-
top PCs. All these give rise to new demands for adaptability of Internet services. Also,
in the future, we will probably see different types of devices. For example, integrating
devices in clothes, so-called wearable computing, is an active research area. Such devices
are available for the end-users in the future (see for example [399, 403]).
Wireless network technologies divide into two categories: wireless wide-area networks
(WWAN) and wireless local area networks (WLAN) [370]. Further, wireless wide-area
network technologies divide into the following categories: (1) Analog cellular networks
(for example Nordic Mobile Telephone (NMT), Advanced Mobile Phone System (AMPS),
and Total Access Communication Systems (TACS) [334]), (2) digital cellular networks (for
example GSM [315,350], HSCSD [198,200], GPRS [199], EDGE [176], and UMTS [425]), and
(3) mobile data networks (for example Mobitex [260] and CDPD [24, 74]). Wireless local
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area networks divide into cordless networks and Wireless LANs (802.11, HiperLAN) [87,
283, 333]. At the transport layer, mobile data networks and WLANs are packet networks,
and others are usually circuit switched networks. Circuit switched networks are mainly
designed for voice transmittal, but can also be used to transfer data.
The introduction of high-speed wireless capabilities, including the GPRS and the UMTS,
enables new services, such as multimedia, that mobile users can use wherever needed and
whenever needed, which is impossible today. However, the gap between wireless and
wireline networks will remain. No matter how fast wireless networks there will be in the
future, the wireline networks will be even faster. Further, as the speed in the wireline
networks increases, the application programmers tend to develop new applications that
will take advantage of increased speeds. Soon after, the mobile users will also want to use
these new applications.
The main goal of this chapter is to provide an overview of the wireless environment from
the applications’ viewpoint. In the following sections, we give an overview of the research
done in this field. We start by discussing some design principles of adaptive applications
(Section 3.1). Then, we describe various aspects that should be considered when designing
applications for the nomadic environment and about the support the underlying system
may give us (Section 3.2). Lastly, we discuss QoS issues and especially QoS issues in the
nomadic environment (Section 3.3).
3.1 Application Adaptation
Application adaptation means that the application dynamically reconfigures itself to main-
tain the service it provides in dynamic operating conditions. Applications operating in the
wireless environment require knowledge of their underlying communications and hard-
ware infrastructure to operate efficiently. Given that hard QoS guarantees are impossible—
or at least impractical—in the nomadic environment (see Section 3.3), the system should
not try to hide QoS from applications, but instead provide QoS information to them so
that they can adapt to the current situation [25, 47, 70, 98, 121, 170, 173, 259, 274, 305, 373,
402, 411, 447, 474]. However, such a view conflicts with the approach adopted by current
distributed systems platforms, which attempt to hide the communication details of the
underlying system from their client applications [91].
The changes in the environment are divided into three classes [76]. Large-grained changes
are similar to those given in the example above. Typically large-grained changes occur
infrequently, but may occur during an application session. Fine-grained changes are often
transient, but significant enough so that they should not be hidden from applications.
The problem with these changes is the question of how transient they are. Obviously, if
the change is a short time change and conditions will be normal after a short while, the
application should not make any significant adaptation decisions. On the other hand, if
the application is sensitive to even slight changes, then it probably should do something.
Hideable changes are minor fluctuations that traditional media-aware filtering and buffer-
ing techniques can manage. It is important to notice that although this classification pro-
vides some guidelines, the boundaries between these classes depend on the application
and the QoS management techniques.
Usually, the application itself knows best how to adapt to the environment. On the other
hand, many adaptation techniques are general enough so that they can be built into the
system. If the application does all the adaptation, that is, there is no system support, this
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Application-aware
(collaboration)
Laissez-faire
(no system support)
Application-transparent
(no changes to applications)
Figure 3.1: Level of application-aware adaptation [323]
is called the laissez-faire approach (see Figure 3.1). This obviously makes the applica-
tion programming a more demanding task. It requires modifications to all applications,
and therefore legacy applications do not have any adaptation support. Furthermore, the
laissez-faire adaptation is not always adequate. Some adaptations, such as those related to
the transport protocols, cannot be provided at the application layer [411]. Another extreme
is to build all the adaptation support to the system. Having built-in adaptation support in
the system, all the applications can benefit from it without any modifications. However, as
noted before, it is the application that usually knows best how to adapt. Therefore the sys-
tem support can only provide moderate adaptation in the best case; in the worst case gen-
eral adaptation may even destroy the application performance. However, some adaptation
techniques are general enough, that is, they are independent of application data semantics,
so that they can be built into the system. Given the advantages and the drawbacks of these
two extreme approaches, perhaps the best adaptation strategy is to use some combination
of these. This is called application-aware adaptation. Application-aware adaptation is
a balance between laissez-faire and application-transparent adaptation techniques. How
much the system (operating system, middle ware, etc.) takes responsibility for adaptation
depends on the system and on the application. In general, the trend has been that the
system takes more and more responsibility of different “application-level” tasks. Thus, it
is likely that the same trend applies also to various adaptation tasks.
Traditionally application-aware adaptation is implemented so that the system provides
generic adaptation routines for applications, which are in turn invoked by the applications.
However, the component-based adaptation [98] takes the precise opposite approach. In
the component-based adaptation, the applications provide interfaces to the system, which
invokes those interfaces to perform adaptation tasks. The main benefit in this approach is
that application programmers do not have to be aware of all the possible adaptation tech-
niques when designing and implementing the application, but instead allows plugging
new adaptation policies into the application after releasing it.
Friday and others [173] divide the adaptation techniques into four levels: user, applica-
tion, middleware, and transport. Sometimes this classification is artificial. Especially the
boundary between application and middleware levels is vague. The user level adapta-
tion involves, crudely, changing the mental state of the user. Users are accustomed to
work with desktop computers and with high-speed network connections, and they typi-
cally expect the same or similar environment when mobile, as well. Obviously, this is not
always possible. Perhaps using the same applications, for example an e-mail client or a
web browser, is possible, but limited resources of mobile terminals typically limit the way
these applications are used and especially what can be done with these applications.
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All levels of a system need support for adaptation. This implies that the necessary infor-
mation of the state of the environment must be available at all levels. From the transport
level to the application level handling this information is rather easy, but propagating this
information to the user level needs a special mapping. End-users that are not computer
specialists, and not even all computer specialists, do not simply understand the meaning
of various QoS parameters. Therefore, information should be presented to users using the
terminology they can understand.
3.2 System Support for Mobile Applications
To operate practically in the nomadic environment, applications need support at various
levels. It is clear that the system should provide some support for applications operating
in the wireless environment. However, it is not enough to solve the problem at one layer,
and hope that everything goes well. All the layers needed in the communication should
be considered when designing systems for the nomadic environment.
In the following sections, we give an overview of what has been done and what optimi-
sations or enhancements have been proposed at different levels supporting mobile appli-
cations. Here we concentrate on software solutions although there has also been much
research in hardware. That is, we ignore issues related to the “low-level” network tech-
nology, such as radio technologies and MAC protocols. We start by giving an overview
of transport protocols, then middleware solutions, and finally discuss application layer
issues.
3.2.1 Transport Protocols
Transport level adaptation techniques involve tailoring existing or introducing new trans-
port protocols. TCP [349, 406] is the most well-known and the most extensively studied
transport protocol. Originally, it was designed for reliable and relatively fast networks.
Later it was apparent that TCP is unsuitable for such networks, where some of the param-
eter values, such as the bandwidth, are different from those of wireline networks, and
when these values are changing dramatically. Most of the problems are related to the
performance and the reliability of TCP [313]. For example, TCP adapts its behaviour to
the network congestion appropriately in a fixed network; unfortunately this adaptation
technique is also sometimes applied for the wrong reasons in wireless networks, which in
turn deteriorates the performance. Therefore, several solutions have been introduced to
overcome these problems. Some of the proposals suggest changes into existing transport
protocols such as TCP whereas others suggest non-IP based proprietary solutions.
It is well-known that TCP performs poorly in such wireless networks that have a low
and variable bandwidth and a high and variable latency. Firstly, TCP assumes that all
packet losses are due to congestion. If the reason for a packet loss is something else than
congestion, the way in which TCP acts is inappropriate. It is important to realise that
TCP is designed for wireline environments, where its algorithms work well. However,
in some wireless networks it is more common that packets are lost due to bit-errors than
congestion. Secondly, TCP has a somewhat significant header overhead. Especially when
using interactive applications with a relative small amount of payload data, the portion
of headers can easily be more than the payload. Lastly, an implementation of the TCP
protocol stack is considered to be heavy and unsuited for use by lightweight devices.
However, TCP has its advantages [313]. Firstly, using the same protocol as the “rest of the
world” is clearly an advantage. Secondly, designing a new robust protocol is a demanding
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task, and therefore existing technology should be used. Lastly, using technologies such as
the Mobile-IP [44, 318, 338, 339] is only possible when using TCP/IP.
Given the disadvantages and advantages of TCP, many extensions to various network
conditions have been proposed [313]. TCP for space communications [105, 106], header
compression in the wireless environment [100], TCP for asymmetric links [32,33] are a few
examples. A more detailed overview of applying TCP over slow wireless networks can be
found in [313], and over satellite networks in [8, 9].
Given the different characteristics of wireless and wireline networks, splitting the TCP
connection into two separate ones—one over a wireless connection and another over a
wireline connection—allows more freedom to optimise the connection over the wireless
link without affecting the wireline connection. Examples of such optimisations include
Indirect-TCP (I-TCP) [28,29] developed at Rutgers University, and the Snoop protocol [34–
36] developed at the University of California at Berkeley. I-TCP is an indirect transport
layer protocol, where the problems related to mobility and the unreliability of a wireless
link is handled within the wireless link. Therefore, the solution requires no changes to
the TCP software on the fixed network. Snoop is a TCP-aware link layer protocol that
takes advantage of the knowledge of TCP to improve the TCP performance over wireless
networks. Unlike I-TCP the Snoop protocol does not break the TCP connection. Other
proposals for tuning TCP for wireless environments include WTCP [359, 360], another
WTCP [397, 398], M-TCP [64, 65], and MTCP [471].
By introducing new transport protocols supporting particular network conditions, one
can enhance application operations significantly. Examples of such proposals include the
Mowgli architecture [261, 268, 269], CentaurusComm [22, 255] and Wireless Application
Protocol (WAP) [441, 456]. However, the biggest drawback of proprietary protocols is the
lack of interoperability.
Introducing new protocols to mobile devices is easy, but typically the protocol support is
also necessary in the fixed network. Introducing new protocols to a fixed network is a
much more demanding task, even if the new protocol needs support only in access nodes.
This, however, is more a political issue than a technology issue. Other transport level adap-
tation techniques include reordering of data (prioritisation) and optimisation of multicast.
The latter can be done, for example, by mapping a multicast to the network technology,
especially when a hardware multicast is supported.
Without having a transport protocol tailored for wireless links, it is much harder to create
efficient solutions at higher layers. Performance is one aspect that should be addressed
at the transport layer, but it is not the only one. Having a transport layer that provides
a reliable data transport even in the case of an unexpected disconnection makes it much
easier to provide solutions on top of that. Higher layers do not even have to be aware of
the disconnection.
3.2.2 Middleware Support
Middleware solutions are becoming more and more important nowadays. They enable
easier and faster software development, as the programmers do not have to be aware of
communication details, but can concentrate on the application functionality. However, if
the wireless environment is not taken into account in the middleware implementation,
the application performs poorly, or in the worst case it may fail to function at all. If the
transport layer is unable to provide sufficient support for the wireless environment, the
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middleware layer can solve some of the problems. Terminal mobility is one aspect that can
also be solved at the middleware layer, as the applications built on top of some middleware
do not typically deal with low-level issues such as IP-addresses, but the destination is
specified using the terms provided by the middleware.
Middleware support for mobile applications consists of application-independent services
that are essential for these applications. Current distributed systems platforms, such as
RM-ODP [235], OSF/DCE [332], and CORBA [330], provide insufficient support for mobile
distributed applications. This is mainly because these platforms try to hide the underlying
systems from the applications. Therefore, if the middleware platform provides insufficient
support for nomadic applications, it is hard to build that support into the applications. In
the literature, there are several proposals for middleware systems that consider the noma-
dic environment. Some of these systems provide comprehensive support whereas others
concentrate on some specific aspect, such as supporting remote procedure calls (RPC) or
its object-oriented version, remote method invocation (RMI).
Traditional RPC [45] implementations assume that a network connection is available all the
time between the client and the server. If the server is unreachable, a failure is assumed,
and the application typically is unable to continue its execution. In the nomadic envi-
ronment, this situation is more than likely and thus the traditional RPC implementations
perform poorly. M-RPC [30, 31] is an RPC implementation that considers the wireless
environment. In the M-RPC, the client at the mobile device can use connectionless RPC
services by employing a special agent located in the fixed network. The agent provides the
client with (1) a dynamic server hand-over, (2) reliable communication over the wireless
link, (3) RPC retransmissions in the fixed network without any mobile device intervention,
and (4) partial support for the disconnected mode operation. In RMI [68, 69], the authors
propose a similar architecture for Java RMI. Given the success of the Java language and
technologies based on Java, such as Jini [18], it is important to have solutions for using
Java technology in wireless environments.
The Common Object Request Broker Architecture (CORBA) [330], from the Object Man-
agement Group (OMG), defines a framework for developing object-oriented distributed
applications. In the mobile environment, two main problems with using CORBA can be
identified: unsuitability of the IIOP protocol for these environments and lack of the ter-
minal mobility support. At least two research projects have studied thoroughly the use of
the CORBA architecture in a nomadic environment: DOLMEN and Alice. The aim of the
EC/ACTS project DOLMEN [292] was to develop, demonstrate, assess and promote a ser-
vice architecture (called Open Service Architecture for mobile and fixed environments—
OSAM) that fulfils the requirements of open provision of communication services over
both fixed and mobile heterogeneous and multi-provider networks. The architecture pro-
vides both a transparent terminal mobility and an efficient IIOP communication over
slow wireless links. The Architecture for Location Independent CORBA Environments
(ALICE) [203] from Trinity College Dublin allows CORBA objects running on mobile hosts
to interact transparently with objects hosted by other CORBA implementations using the
IIOP protocol. In the Alice architecture the mobile host connects to the fixed network via
a mobility gateway.
The Rover toolkit [249–252], developed at MIT, offers an environment to support both
application-transparent and application-aware adaptations for mobile applications. The
system uses proxies for providing an application-transparent adaptation. The purpose of
these proxies is to hide the mobile environment from applications. The application-aware
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adaptation is supported by using relocatable dynamic objects (RDOs) and queued remote
procedure calls (QRPC).
Three distributed systems supporting mobile applications have been developed at Lan-
caster University: The MOST, L
"
imbo, and Mobiware. The MOST platform [173] provides
support for adaptive mobile application within an ODP [234] based framework. The plat-
form has been used to support a wide range of mobile applications such as e-mail and
a collaborative geographic information system. The L
"
imbo platform [92, 93] builds on
the tuple space paradigm and uses the inherent time and space decoupling present in this
asynchronous model to support a disconnected operation mode. Mobiware [14,70,71] is a
CORBA based middleware toolkit that enables adaptive mobile services to exploit dynam-
ically the intrinsic scalable properties of mobile multimedia applications in response to
time-varying mobile network conditions. The architecture provides value-added QoS sup-
port by allowing mobile multimedia applications to operate transparently during a hand-
off and periods of persistent QoS fluctuation.
Other middleware solutions taking the mobile wireless environment into account include
Mobile DCE [375, 376], NOTUS [344, 345], Ensemble [435], PIMA [38], Monads [67, 304],
Sumatra [1], Aura [440], and M3 [232]. Also, a specialised file system that takes care of
various aspects of wireless communication provides similar benefits to applications as
middleware solutions. However, an application using files does not have to be aware of
the file system it is using; it just uses files as in a typical desktop environment. Several file
systems tailored for the wireless environment have been developed (see for example [101,
193, 194, 229, 266, 273, 322–324, 341, 372, 374, 417–419]). The details of these systems are
outside the scope of this dissertation.
3.2.3 Application Level Support
Middleware solutions typically do not deal with application semantics. Therefore, it is
equally important that the system provides application support; whether it builds on top
of some middleware solution or not. Application level solutions can efficiently provide a
specific support for the applications. Usually the application knows best how to adapt the
current underlying environment. This is because the application is aware of the semantics
of its data, which, in the general case, is unknown at the lower layers. For example, an effi-
cient middleware solution can optimise object invocations, but the application is the only
one that knows whether making the invocation is reasonable at all. Therefore, the appli-
cation level solutions are necessary. The three principal functions of the application level
solutions are to improve application performance, to provide better service availability,
and to provide more reliability. How these functions are achieved, depends on the appli-
cation. Several application level solutions to several applications have been developed
and reported in the literature.
The World Wide Web has perhaps been the most thoroughly investigated application in
the wireless environment. The HTTP protocol [115] is a somewhat inefficient protocol
for communication over a slow wireless link. There are several reasons for this. Firstly,
as the HTTP protocol headers are encoded using ASCII strings, the protocol overhead is
significant especially if the object to be transferred is small. Secondly, the HTTP proto-
col is a stateless protocol and thus every request and reply repeats the same information.
For example, a WWW-client typically describes in the request the content types it can
accept, and this information is repeated in each request. Lastly, in HTTP/1.0, the client
was required to open a separate TCP connection for each object. Especially in high latency
networks this is a slow operation. In HTTP/1.1, it is possible to use persistent connections,
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meaning that a client can open only one connection to a server and fetch all the needed
objects from that server using the same connection. However, a separate connection is nec-
essary for different servers. To overcome these problems, several optimisation techniques
and enhancements have been proposed. In [204], Hadjiefthymiades and Merakos examine
these issues in more detail and give an extensive comparison of major WWW architectures
for wireless environments.
While the WWW has been studied extensively, there are also several proposals for optimis-
ing other applications for wireless environments. In [26], the authors describe the Oppor-
tunistic FTP—a wireless-aware FTP—which uses the connection availability information
to switch the data transfer from one device to another and to postpone file transfers if
required. The model for monitoring the available networks is, however, more generic and
can be used for other applications as well. In his MSc. thesis [271], Korhonen describes
an implementation of a mobile-aware e-mail implementation called MobEm. The MobEm
builds on top of the Mowgli communication architecture [269], which takes care of most
of the low-level issues. The MobEm system is able to deliver e-mails to and from the
mobile device efficiently. It also supports various wireless-specific features such as pri-
oritising, partial delivery and selective delivery. For example, the user can specify that
e-mails from a given sender are always delivered first or that attachments are not deliv-
ered automatically. Additionally, the user may specify that when receiving an e-mail from
a given address, the user is notified, for example, using the SMS service.
Mobile agents are software programs with the ability to move between hosts in a net-
work [80, 192, 453]. Mobile agents can be considered proxies with the ability to move
between hosts. Moving the code and state near the data source can reduce communication
overhead significantly, assuming the mobile agent can perform some data filtering at the
remote location. However, this is not always true [81, 212, 407]. Should the state informa-
tion and size of the code be larger than the amount of data that the mobile agent is able to
filter out, using traditional message passing is a more efficient method for communication.
Mobile agents have been proposed for wireless environments (see for example [80, 192]).
Assuming the mobile agent can transfer itself to the fixed network from the mobile host
before the mobile host disconnects, it can possibly continue its operation during the dis-
connection and return the results to the mobile host as soon as the mobile host reconnects.
However, the same can often be done using traditional proxies. There are few—if any—
reasons to start the agent at the mobile host and transfer it to the fixed network. By giving
appropriate parameters to the fixed proxy implementing the same functionality is easier
and more efficient.
3.3 Quality of Service
Reliable data transfer is sufficient for most applications, but many new applications, espe-
cially multimedia applications, have additional service requirements. In some applica-
tions, late information may not have any value, and in some mission-critical applications
late information may be dangerous or may have financial consequences. Quality of Ser-
vice (QoS) describes the non-functional properties of an application and is becoming an
important issue in many applications. QoS deals with managing the resources neces-
sary for the successful execution of applications. For example, an application display-
ing a video stream may need a certain bandwidth and a low jitter to be acceptable. In
practice this may be impossible without careful QoS management. Typically, multimedia
applications require much bandwidth, and therefore it may seem that increasing the band-
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width can solve the problems of these applications without any QoS support. However,
though increasing the bandwidth may solve some problems, it is not the ultimate solution.
For example, IP telephony is a multimedia application, which does not require that much
bandwidth (about 8 kbps) but has a low latency requirement. This section is mainly based
on [76], which—in addition to mobile QoS issues—provides an excellent introduction to
QoS in general. Further surveys of QoS can be found for example in [20, 439].
3.3.1 QoS Characteristics
QoS characteristics can be divided into two classes [76]: Technology-based and user-based.
Technology-based characteristics are perhaps more commonly attached to the term ‘QoS’.
These characteristics include timeliness (delay, response time, jitter, for example), band-
width (data rate on various levels, transaction rate, for example), and reliability (mean
time to failure, mean time to repair, loss rate, for example). User-based characteristics
include criticality (importance rating, for example), perceived QoS (image quality, video
rate, audio quality, synchronisation issues, for example), cost (various charges, for exam-
ple), and security (confidentiality, integrity, authentication, for example).
A similar classification can be found in [439], which divides QoS parameters into five
classes. Firstly, the performance-oriented class includes the network technology-related
parameters such as delay, jitter, and bandwidth. Secondly, the format-oriented class in-
cludes application dependent parameters such as image resolution, video frame rate, and
compression scheme. Thirdly, the synchronisation-oriented class includes parameters re-
lated to stream synchronisation such as the skew between the beginning of audio and
video sequences. Fourthly, the cost-oriented class includes parameters such as connection
and data transmission changes and copyright fees. Lastly, the user-oriented class includes
parameters related to how an end-user observes QoS, such as subjective image and sound
quality.
Besides the QoS parameters given above, the degree of guarantee for providing the charac-
terised communication must also be specified. Class of Service (CoS) defines a category of
traffic for differential treatment of traffic. Several CoS categories have been defined [434]:
Deterministic guarantee, statistical guarantee, target objective, best effort and no guaran-
tee. Deterministic guarantees will always be met, under all circumstances. When involv-
ing a wireless network in a communication path, deterministic guarantees for technology-
based parameters are hard, if not impossible, to meet. However, some user-based charac-
teristics, like security, can sometimes be satisfied even in wireless environments. Statistical
guarantees allow a percentage of time where the guarantee is not met, but deterministic
guarantees for the rest of the time. The last three classes, target objectives, best effort
and no guarantees, provide no real guarantee, but offer different levels of assistance in
achieving the desired QoS. In the target objectives scheme the system has some knowl-
edge about the requirements and tries to meet these, but gives no guarantees. In the best
effort scheme all traffic is treated equally, and therefore provides no real QoS support.
However, the system may provide applications with some QoS information, based on the
history, for example, and this information can be used to predict the future behaviour. The
no guarantees scheme is similar to the best effort scheme, but no information about the
system performance is provided to applications.
An application’s delay tolerance can be divided into five classes: asynchronous, syn-
chronous, interactive, isochronous, and mission-critical. Asynchronous delivery does not,
in general, have any constraints on delivery time. Synchronous delivery is more time-
sensitive than asynchronous, but still flexible. In interactive delivery delays can be notice-
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able to users, but typically do not affect application usability unless delays are too high.
Isochronous delivery is time-sensitive in which delays may unfavourably affect usability.
Mission-critical data delivery tolerates delays poorly; typically delayed data delivery dis-
ables the functionality. Depending on the delay tolerance class, applications need differ-
ent QoS support. Mission-critical data delivery typically requires deterministic guarantees
where the asynchronous one requires no guarantees.
3.3.2 QoS Management
The QoS management aspects are divided into two categories: static and dynamic [76].
Static QoS management aspects deal with issues such as (1) specification, (2) negotiation,
(3) admission control and (4) resource reservation, where dynamic aspects deal with (1)
monitoring, (2) policing, (3) maintenance, (4) renegotiations, and (5) adaptation.
QoS specification is the definition of the QoS requirements or capabilities of an applica-
tion. It defines requirements for successful application operation rather than how that is
to be achieved. QoS specification may be the starting point for QoS negotiation, which
is the process of reaching an agreement between all parties in an interaction. Admission
control is the comparison of required QoS and capability to meet the requirements. The
resource reservation functionality deals with allocation of required resources to connec-
tions, streams, and so on.
Monitoring is the process of measuring the QoS provided. It is necessary to detect devi-
ations of the negotiated parameter values. Policing deals with ensuring that everybody
follows the QoS contract. It is closely related to the monitoring function; monitoring can
be considered as a service that provides the QoS values and the policy function, based on
these values, decides whether the required QoS is provided. Maintenance of QoS involves
modification of parameters by the system to maintain QoS without requiring the applica-
tions to modify their behaviour. Sometimes, it is impossible or impractical to maintain the
existing contract, and therefore contract renegotiation is required. Adaptation is an appli-
cation functionality where the application adapts its behaviour to a new situation. This
is mainly required after renegotiation and can be achieved by media scaling, for example.
In the wireless environment this can be considered the most important QoS management
function.
3.3.3 QoS in Wireless Networks
QoS has been studied extensively in wireline networks, but unfortunately many of the
solutions cannot be applied directly to the wireless environment. There are two main rea-
sons for this. First, wireless technology is typically implemented using radio technology.
Radio communication paths are inherently unreliable and prone to location-dependent,
time-varying, and bursty errors due to noise, multipath fading, shadowing, and interfer-
ence. The second reason is the mobility of the users, and especially the unpredictability
of their motion. These aspects make it impractical to provide deterministic guarantees for
technology-based parameters. Other aspects that affect QoS (mainly) in the nomadic envi-
ronment are the restrictions of end-user devices, which are inherently resource-poor, and
security and cost considerations.
There are also QoS parameters that are unique for the mobile environment. For example,
Singh [396] defines two new QoS parameters unique for the mobile environment: guaran-
tee of seamless service and ensuring graceful degradation of service. The former deals with the
problem of roaming between cells. Typically, when the roaming happens, a brief black-
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out period occurs before communication can continue in a new cell. For some applica-
tions, this may cause problems. The latter deals with the question of how to allocate the
limited bandwidth between users when a new user enters a cell that cannot satisfy the
required bandwidth requirement. Other QoS parameters unique to the nomadic environ-
ment include signal strength and battery-level, among others.
Given that providing hard QoS guarantees in the wireless environment is impossible, a
more attractive solution is to provide QoS information to applications. Having an accurate
QoS information, an application can adapt its operations to the current situation. The
architecture that we will introduce in Chapter 5 will do exactly this.
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Part III
Nomadic Application
Support
Chapter 4
Agent Communication in
Wireless Environments
As argued in Section 2.2, the agent communication differs from traditional communication
between software entities. This is mainly because of the usage of agent communication
languages (ACLs), and especially because of the semantic models behind these languages.
However, while agent communication is different from traditional message passing, there
are also many similarities.
In this chapter, we will take a pragmatic view to agent communication. In particular, we
neither consider why the agents are communicating nor the semantics of the messages.
However, we assume that agents are communicating with one another and at least part of
the communication path is implemented using wireless technology. The latter assumption,
however, is an optional requirement in the sense that many of the solutions provided in
this chapter are applicable also in environments where the whole communication path is
implemented using wireline technologies.
We start by defining an abstract layered model of agent communication. This model will
be used in the following sections, in which we analyse each of these layers in more detail,
and give some optimisation techniques for each layer. Although the FIPA communication
model affects the layered communication model presented here, the underlying ideas of
optimisation techniques can also be applied to other possible agent communication archi-
tectures.
4.1 Layered Model of Agent Communication
Figure 4.1 depicts a layered model of agent communication. To be able to exchange mes-
sages, the communicating agents must understand each other in every layer of this com-
municating stack. However, it is important to notice that agent platforms typically take
care of low-level communication issues, such as choosing an appropriate message trans-
port protocol or message encoding. In this section, we discuss that agents agree on differ-
ent communicating issues, but typically the agent platform makes the decision.
A message transport protocol (MTP) defines the structure of messages sent using a trans-
port protocol. Typically the MTP implicitly defines the transport protocol as well. Should
not this be the case, the agents must agree on which transport protocol to use. FIPA has
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Figure 4.1: A layered model of agent communication
specified three message transport protocols: IIOP [144], HTTP [143], and WAP [145]. These
two layers—the transport layer and the message transport protocol layer—do not neces-
sarily differ at all from the communication in traditional distributed systems. What makes
the agent communication different is how the communication above these two layers is
modelled. Once the agents have agreed on these two protocols, they are able to transmit
data between each other. However, to be able to exchange arbitrary data does not mean
that agents can communicate meaningfully.
Given that several message transport protocols can be used and these protocols can have
different behaviour, FIPA has defined the concept of an envelope. The message envelope
defines how the message should be routed, for example, among other parameters. The
message envelope is sometimes independent of the MTP, but sometimes they are tightly
coupled. An example of tight coupling is the IIOP protocol in the FIPA architecture. In this
MTP, the message envelope is built-in to the protocol definition, that is, the IDL interface
defines the structure of the message envelope. In this particular case, the tight coupling is
well justified. On the other hand, FIPA also defines that, with the HTTP MTP, for example,
an XML encoded message envelope shall be used [143, pp.4]. This requirement is by no
means necessary. In what follows, we assume that any concrete message envelope encod-
ing can be used with any MTP with an obvious exception of IIOP MTP. This assumption
gives us more freedom, but also introduces a problem that communicating agents should
be able to agree on which concrete message envelope encoding to use.
Agent Communication Language (ACL) defines both the syntax and the semantics of
agent messages. Several agent communication languages are developed, such as FIPA-
ACL [148] and KQML [116,175,277,278,307]. The ACL layer consists of two sub-layers: An
abstract layer that defines the semantics of the language and a concrete layer that defines
the syntax of the language. For example, the abstract FIPA-ACL defines the message
semantics, but is unconcerned with the encoding of the message; another layer defines
the syntax of messages. Currently, FIPA has specified three encoding schemes for FIPA-
ACL: String-based [137], XML-based [138], and bit-efficient [136].
Typically, an ACL lacks means for defining the content of the message. For example, by
using the REQUEST communicative act in FIPA-ACL, the sender of the message applies
to the receiver to perform some action. In ACL, the sender defines that the message is
a REQUEST-message, but says nothing about the action that the receiver should perform.
The action is described in the content language. FIPA content language library defines four
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content languages (see Section 2.2.3). Each of these languages has one concrete encoding
scheme, but in the future they may have different encoding schemes. To define the mes-
sage content, the content language alone is insufficient, as it typically fails to define the
terminology used in communication. Therefore, to have a common understanding of the
message content, the communicating agents should share a common ontology. In the lay-
ered model, we model ontologies inside the content language layer.
The agent communication typically falls into common patterns. In FIPA specifications,
these are called interaction protocols. Perhaps more typically in the literature these are
called conversation protocols or conversation patterns. An interaction protocol defines a
common pattern of conversations used to perform a task. To follow the interaction proto-
col, the communicating agent must know the protocol.
If only those choices defined by FIPA for various layers are taken into account, there are
a total of 60 different possible combinations. If proprietary choices are taken into account,
the number of possible combinations explodes drastically. Now, the problem is how the
agents can efficiently agree on different issues. Usually, the environment reduces the
appropriate possibilities. For example, when operating in a wireless environment, encod-
ing schemes and protocols designed for these environments should be used. In these cases,
the selection can be done using prior knowledge. On the other hand, even if the agent itself
is operating in a wireless environment, the peer agent may be operating in a wireline envi-
ronment and especially it may be unaware of the possibility of a wireless environment.
In these cases, perhaps the best approach is to use a gateway that can perform necessary
translations between incompatible choices [169, 209].
4.1.1 Analytical Performance Model
In wireless environments, the agents need to communicate efficiently and the communi-
cation should be reliable. Therefore, the communication stack discussed above should
be tailored for the wireless environment. At the conversation layer communications pat-
terns should be optimised so that agent message exchanges are carried out with a minimal
number of round-trips. This is especially important when using a high-latency commu-
nication path. It is important to notice, that ‘minimal’ here does not necessarily mean the
absolute minimal value; sometimes it is better to use more round-trips to achieve a better
result. The encoding of the content language, the agent communication language, and the
message envelope should be selected so that the scarce communication path is utilised as
efficiently as possible, for instance, by using a binary encoding instead of an ASCII-based
one. The MTP should be able to transfer messages over a wireless link reliably and effi-
ciently. As noted earlier, selecting a message transport protocol may affect the selection
of a transport protocol. For example, if the transport protocol is also reliable in wireless
environments, the MTP implementation can be much simpler. Typically, however, this
is not the case, and therefore reliability should be implemented into the MTP. In the fol-
lowing sections, we discuss these issues in more detail, and point out some optimisation
techniques.
The size of an agent message consists of six parts:
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To exchange messages efficiently, the
 
% should be minimised, which can be achieved
by minimising each component on the right side of the equation. Firstly,
 
 defines
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the overhead caused by the transport protocol. This component is typically dependent
of other components. For example, one can easily determine the size of a TCP segment
header. However, the total size of the other components defines how many TCP segments
are necessary to transmit the whole message. Obviously, there are also other aspects that
affect, such as the MTU size. Secondly,
 

 defines the overhead caused by the MTP. This
is typically independent of other components; especially in each MTP defined by FIPA
there is at most one MTP header by an agent message. Thirdly,
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overhead caused by the message envelope and the ACL, respectively. Fourthly,
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 , the overhead caused by the content language and the ontology, respectively.
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depends on
 
 because typically the content language defines how the terms in a given
ontology are encoded into the message.
In the following sections, we consider reducing the overhead caused by each component.
However, it is important to notice that although sometimes a minimal encoding of a given
component is inappropriate. There are at least two reasons for this. Firstly, the comput-
ing power needed to encode the component may be too much compared to saving gained
from efficient encoding. For example, assume the size of a given component is  bytes and
the link bandwidth is

 bytes per second. Now, if the component is encoded more effi-
ciently giving the output size   bytes, but the encoding time is



second, obviously
the encoding was unnecessary and, more importantly, harmful. Secondly, having an effi-
cient non-standard encoding scheme deteriorates interoperability. This is especially true
in the transport protocol layer and in the message transport protocol layers, as usually net-
work components that are not aware of agent systems must understand these layers. For
example, although it is possible to define a transport protocol especially suitable for agent
messages, such a protocol probably will not be widely accepted by the Internet commu-
nity, and therefore it is an unattractive choice. On the other hand, the encoding of an ACL
is an “agent-level” issue, and thus we have more freedom at that layer, as an example.
4.2 Transport and Signalling Layer
The transport and signalling protocol layer should provide an efficient and reliable data
transport service. Typically agents reside in different hosts in a network. Therefore, the
message exchange over a network is necessary to enable communication between agents
or agent systems. As the communication is the basis of any distributed system, low-level
issues related to transferring data over a network is only indirectly an agent-related prob-
lem. However, while agent communication is a higher-level concept, without efficient
and reliable delivery of data, implementing efficient and reliable agent communication—
especially in wireless environments—is impossible. Thus, these low-level issues should
be taken into account. After all, any multi-agent system is just another distributed system
from the network’s standpoint.
TCP is perhaps the most widely used transport protocol, in agent systems, as well. How-
ever, sometimes, using TCP is indirect. For example, the IIOP protocol used in the FIPA
architecture uses TCP as a transport protocol. It is well-known that TCP performs some-
what badly in slow wireless networks [313] (see also Section 3.2.1), and thus gives a poor
basis for using the IIOP protocol. There are also other problems related to the IIOP protocol
when applied in a wireless environment; we discuss these issues in the next section.
UDP [348] provides unreliable connectionless transport service above IP. Therefore, UDP
messages can be lost, duplicated, or arrive out-of-order. This means that any application
4.3. MESSAGE TRANSPORT PROTOCOL LAYER 53
or protocol built on top of UDP must implement the necessary reliability by itself. This
gives both an advantage and a disadvantage. Given the problems of TCP, it is possible
to build a protocol on top of UDP that does not suffer the disadvantages of TCP. This is
clearly an advantage. Designing such a protocol, however, is a difficult task requiring a
considerable amount of work. In some closed environments designing such a protocol is
rather easy. For example, if using the protocol only over the wireless link, the sender can
take the characteristics of the connection more easily into account when designing a pro-
tocol. However, this configuration is unrealistic; usually the communication path between
the mobile node peer and the wireline network peer involves other networks than just
the wireless part. Therefore, the protocol designer also has to take into account the situa-
tions where datagrams get lost in the wireline network, and has to build some congestion
control into the protocol. These issues make protocol design much more difficult.
Depending on the MTP, using other transport protocols may be possible. For example,
there are several transport protocols for replacing TCP in the wireless environment (see
for example [22, 269]). While these protocols typically provide an efficient and a reliable
data transfer, using proprietary protocols deteriorates the interoperability significantly.
However, sometimes interoperability is unnecessary. For example, this is the case if using
the agent-based application only in a closed environment such as in a private network.
In the cases where interoperability is not a necessity, it should be carefully considered
whether to use the best available transport protocol to achieve better performance and
sufficient reliability.
As a conclusion, an efficient transport and signalling layer is essential for agent communi-
cation, especially in wireless environments. If the transport protocol is inefficient, it might
be impossible to improve communication at upper layers. However, if the transport proto-
col is unreliable, it is possible—in some cases—to build sufficient reliability into the upper
layers. We will give some examples of this approach later. This approach, however, may
decrease the efficiency of communication as a whole.
4.3 Message Transport Protocol Layer
A Message Transport Protocol (MTP) defines the structure of messages sent using the
transport protocol. Especially, an MTP carries out the transfer of agent messages between
two ACCs, between an agent and an ACC (remote or local) or between two agents [123].
The MTP is expected to be reliable, meaning that the protocol delivers the messages to the
destination agent orderly, or in the case of failure, the sender is informed. Currently, FIPA
specifies three baseline MTPs: fipa.mts.mtp.iiop.std based on IIOP [144], fipa.mts.mtp.-
wap.std based on WAP [145]1, and fipa.mts.mtp.http.std based on HTTP [143]. In addition
to these baseline protocols, FIPA allows other message transport protocols. While commu-
nicating agents or agent platforms can agree on a common MTP, they can use it. In these
cases, any of the standard protocols can be used as a bootstrap protocol while negotiating
a proprietary protocol, if needed.
In what follows, we analyse the baseline MTPs specified by FIPA as well as some pro-
prietary message transport protocols. The purpose is not to analyse the protocol that is
behind FIPA’s MTP, but only the parts that FIPA’s definition uses. For instance, the IIOP
protocol is a complex protocol when employing all its features, but for example the fipa.-
mts.mtp.iiop.std uses only one-way request messages. We start by giving a short overview
1Currently FIPA considers deprecating WAP MTP.
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of each protocol, and then perform an analysis of these protocols. In what follows, we use
the prefix “FIPA-” with the MTP name to separate the actual protocol and the FIPA speci-
fied protocol.
4.3.1 FIPA Baseline MTPs
The Case of IIOP The IIOP protocol [330] is designed for rather static environments.
The use of the IIOP protocol in a nomadic environment is not straightforward [203, 292].
Several reasons for this can be identified. Firstly, the IIOP protocol assumes a fairly high
bandwidth. Secondly, a reliable transport connection is assumed, that is, the IIOP proto-
col is unable to re-establish the connection after a transport connection break. Thirdly, a
single transport connection is assumed. Lastly, the IIOP protocol does not allow transport
connection endpoint changes.
A FIPA message in the FIPA-IIOP is sent using a one-way request message. This means
that the receiver does not send acknowledgment, which in turn means that the message
originator has no way of knowing whether sending the message was successful or not.
Given that, the FIPA-IIOP is unreliable. Furthermore, it is hard to preserve message order-
ing.
Request messages in IIOP protocol have three elements, encoded in the following order: A
GIOP message header, a request header, and the request body. The GIOP message header
contains information such as a message type, version information, and the message length.
The message header has a static 12 bytes length. The request header contains informa-
tion such as a service context, a request identification, an object key, and the operation
being invoked. The request header length varies depending on the IIOP implementa-
tion. The service context sequence and the object key are components that dominate the
request header length. Other fields are less than 30 bytes (in the FIPA IDL). As an example,
the request header length in the JDK1.3 IIOP protocol implementation is 217 bytes when
invoking the method for the first time, and 69 bytes for subsequent invocations. Given
these numbers, the protocol overhead is insignificant, although it could be more optimal.
OMG has recently adopted a version of GIOP that is suitable for wireless environments [46,
331]. The Wireless CORBA specification [331] enables both terminal mobility and reliable
GIOP tunnelling in CORBA environments. Because the GIOP tunnelling does not require
changes to the IDL interface, this protocol can be used as a baseline MTP in the FIPA
architecture.
In our performance evaluation, the IIOP protocol is used as specified in [144]. The under-
lying IIOP protocol implementation is the one provided by JDK1.3. This implementation
reuses sockets, that is, it does not open a new socket for each invocation, but behaviour is
similar to that of P-HTTP (see next section). The message envelope is encoded using the
IDL and the ACL is encoded using the String encoding [137]. Because of an IDL message
envelope, the message payload is smaller than in other MTPs, as the message envelope
fields are encoded using binary codes.
The Case of HTTP The FIPA-HTTP message transport protocol [143] specifies how to
use the HTTP protocol [115] as an MTP in the FIPA architecture. The HTTP protocol data
transfer is a two-step process: the sender makes an HTTP request and after receiving the
data, the receiver sends an HTTP response. In the FIPA-HTTP messages are sent using the
POST method. In the content, a mime boundary separates the message envelope and ACL
message, as specified in [172].
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Whenever receiving a POST request, the receiver should send a reply. The response status
code must be either a success code or a suitable error code as specified in [115]. How-
ever, the success code only means the receiving agent has succeeded in extracting the
message content from the HTTP request. Especially, the receiver cannot use the reply mes-
sage for sending error messages in the case something goes wrong when delivering the
message. This is because the sender is not required to read or use the reply content. Com-
paring to the IIOP protocol one-way request method, the HTTP reply message provides
somewhat better reliability. Having received the reply, the message sender can be sure
that the delivery of the message was successful. If the reply never arrives, the sender is
unaware whether the delivery of the message was successful or not. However, using the
HTTP protocol it is fairly easy to implement at-least-once semantics, but somewhat hard
to implement the exactly-once semantics needed for transferring FIPA agent messages.
Achieving the exactly-once semantics is fairly easy by using unique message identifiers.
This, however, makes the implementation more complicated, because both peers must
maintain some state information.
There are three main problems with using the FIPA-HTTP in wireless environments. First-
ly, the FIPA-HTTP does not mandate the use of HTTP 1.1 persistent connections, although
using persistent connections is possible. In a high-latency wireless connection, opening a
socket typically takes several hundred milliseconds. Therefore, using a separate socket for
each message is inappropriate. Implementing persistent connections only in the mobile
host is not enough if the destination platform in the fixed network does not support them.
However, using an HTTP proxy in a fixed network, which supports persistent connections,
may solve this problem. Additionally, message pipelining should be implemented. When
using message pipelining, the sender can send more than one HTTP messages without
waiting for the reply. Secondly, the HTTP headers are encoded using ASCII characters,
which causes additional overhead. This overhead is somewhat significant; the request
contains about 200 bytes and the reply about 80 bytes. These values are quite static in the
FIPA-HTTP—basically only the URI affects the request length. However, when the wire-
less link is slow and sending several messages, the overhead can be a significant problem.
Lastly, the HTTP protocol does not provide sufficient reliability; it mainly relies on the
transport protocol—typically TCP in this case. This is by no means the most serious dis-
advantage of using the FIPA-HTTP in a wireless environment. However, as noted above,
the FIPA-HTTP protocol is more reliable than the FIPA-IIOP protocol.
While the HTTP protocol has its disadvantages in wireless environments, it is especially
suitable for transferring agent messages in the fixed network environment. Firstly, it is
easy to implement. Basically, only a TCP protocol stack is necessary in the device. TCP
is available in nearly all devices, not including particular smart phones and embedded
devices. Secondly, as it is perhaps the most widely used application level protocol nowa-
days, many firewalls allow the use of the HTTP protocol without need to open any special
port number. This, for example, is not the case with the IIOP protocol, although well-
known port numbers have been assigned for it. On the other hand, this “advantage” is
questionable since it means that the firewall admits such application data that may per-
form undesired actions. Thirdly, much software implementing the HTTP protocol is avail-
able. Notice that this is also true with the IIOP protocol.
In our performance evaluation, we use the HTTP protocol as specified in [143]. For each
message, the sender opens a socket to the peer and sends the message using the socket.
After receiving the message, the peer acknowledges it by sending a 200 HTTP reply code.
After receiving this acknowledgment, the message sender closes the socket. This is illus-
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Figure 4.2: Sample packet exchanges for the HTTP protocol
trated in Figure 4.2. Other TCP packets than those related to opening a socket and the first
FIN packet for each socket are omitted. The message envelope and the ACL message are
encoded using the String encoding [137]. The message envelope is constructed by call-
ing the   	
 method in Jade’s [40] 
	 class. In addition to this, each HTTP
message contains a standard HTTP header, which increases the payload size compared to
other MTPs. The HTTP implementation used in the experiment is that provided by the
MicroFIPA-OS [289] agent platform.
The persistent HTTP (P-HTTP) is similar to that of the HTTP protocol, but the sender does
not close the socket after receiving the reply, but uses the same socket for subsequent mes-
sages. However, each interaction protocol needs two sockets, since the P-HTTP protocol
allows only sending messages in one direction over one socket. For example, in the FIPA
Request protocol, the protocol initiator opens a socket and sends the REQUEST message.
After receiving this message, the participant opens a new socket and sends AGREE and
INFORM messages using the latter socket. This is illustrated in Figure 4.3. Other TCP
packets than those related to opening a socket and the first FIN packet for each socket are
omitted. The message envelope and ACL message are encoded as in the HTTP protocol
case. We do not evaluate the FIPA Query interaction protocol using the P-HTTP protocol,
as it does not differ from HTTP protocol case.
The Case of WAP To overcome the problems of IIOP and HTTP protocols in wireless
environments, FIPA has specified WAP [441, 456] as one standard choice for the baseline
MTP [145]. The WAP specifications, in general, specify a set of components, such as stan-
dard data formats and standard protocols for data communications. However, WAP is
not designed for agent communication, but mainly targeted for transferring WML pages
between fixed network services and a mobile host. The FIPA agent communication does
not use the WML, but employs only WAP data transfer protocols to transfer ACL mes-
sages.
Figure 4.4 depicts a message sequence of sending an ACL message from the sender  to the
receiver
ﬃ
using the WSP protocol. First, a session is established. This involves the reliable
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Figure 4.3: Sample packet exchanges for the P-HTTP protocol
transfer of WSP-Connect and WSP-ConnectReply messages. Then, the ACL message is
sent using a WSP-Post message. An empty WSP-Reply acknowledges to the WSP layer
whether sending the post message was successful. After that, sending a WSP-Disconnect
message closes the session. It is unnecessary to open the session for each message as
done in this example, but sending several messages is possible during the lifetime of a
session. Furthermore, the WSP protocol optionally supports asynchronous requests; that
is, a client can submit several requests to the server simultaneously. Message sizes are
given in parenthesis in Figure 4.4. The size of the WSP-Post message depends on three
components. Firstly, the URI, which contains the address of the called object; for example
“http://helluli.com/acc”. Secondly, the additional content headers, which the client may
include in the message. Lastly, the transport message, which is included in the message.
Without these components, the size of a WSP-post message is about 40 bytes. The largest
component in this “empty” message is the content type, which FIPA specifies to be “x-
application/fipa-message”. As this content type is not well-known by the WAP Forum,
they have not allocated a binary code for it. Therefore, each message must contain this
string. The size of the WSP-Reply may also vary, although it is typically small, since the
message has no content.
The WAP implementation used in our evaluation is not a real WAP implementation, but a
simple UDP based protocol in which message sequences are similar as in WAP. We assume
that the performance of our WAP (CFW) and a real WAP are similar, since the protocol
overhead as well as message sequences in these two protocols are about the same. The
CFW protocol engine used in the experiment is implemented in the C language. There-
fore, it is running in a separate process both in the mobile host and in the access node. TCP
sockets are used in the inter-process communication between the protocol engine and the
JVM. This additional inter-process communication adds some processing overhead, which
is not a problem when the communication link is slow enough, but may cause a visible
delay when the speed increases. In the CFW protocol experiment, we use the same mes-
sage envelope and ACL message encoding as in the HTTP protocol case.
Since our CFW protocol implementation does not provide sufficient reliability, we made
sure that no UDP packets are lost during the experiment by defining suitable parameters
for flow control. These parameters are tailored for each experiment separately. Therefore,
the results of the CFW protocol experiment are “better” than one can expect in a real-life
environment where packets may get lost and therefore must be re-transmitted.
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Figure 4.4: WSP message sequence for establishing a connection, sending a message, and
closing the session
4.3.2 Other Options for MTP
FIPA has specified the three baseline MTPs discussed above. However, as noted earlier,
if two agents or agent platforms can agree on using some other MTP, they can use it. For
example, the communication inside the Jade agent platform is implemented using Java
RMI. As there are drawbacks of using RMI in the wireless environment [68, 69], it is not
the best choice for these environments.
In what follows, we give an overview of two MTPs not specified by FIPA. The first one,
Java RMI, is widely used in inter-platform communication in FIPA compliant agent plat-
forms. The second one, MAMAv2, was designed by us [208] for agent communication
over (slow) wireless connections.
The Case of Java RMI Remote Method Invocation (RMI) [413] is the object-oriented ver-
sion of the well-known Remote Procedure Call [45], which allows to transparently invoke
methods on objects that reside on another computer. Java RMI simplifies the commu-
nication between two objects in different virtual machines by allowing transparent calls
to methods in remote virtual machines. Once a reference of a remote object has been
obtained, it is possible to call methods of that object in the same way as methods of local
objects. Java RMI builds on top of a transport layer, which provides abstract RMI connec-
tions built on top of TCP connections. When an application opens an RMI connection, the
transport layer either opens a new TCP connection, or reuses an existing one if a free one is
available. If the reused connection has been idle for more than the time of a round-trip, the
transport layer first sends a ping packet to make sure the connection is still working. Once
receiving an acknowledgment for the ping packet, the new RMI connection is established.
The system closes the TCP connection when it has been idle for a while.
Because of its high protocol overhead, both in data traffic and in round-trips, Java RMI
is poorly suited for wireless communication [68, 69]. However, as shown in [68, 69], opti-
mising it is possible without breaking compatibility with Java RMI specification, and with
minimal changes to existing software. New software is necessary only at the mobile host
and at its access point to the fixed network.
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For the RMI evaluation, we build an RMI server, which implements the following remote
interface:
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As shown, we take full advantage of RMI by sending Java objects; especially those objects
provided by Jade. Another choice could be to use a similar interface to that of IIOP-IDL
used in [144], that is, to describe the message envelope structure in the interface. However,
there is no need for that, since it is much simpler to use Java objects directly, as RMI is only
used between Java programs.
Using Java objects as a parameter to the remote method is simple, but has its drawback.
As pointed out in [213, 214], the size of a serialised Java object is much larger than String
encoding, for example, which we use with other MTPs. However, using String parameters
is not the way the RMI should be used. Using the object parameters instead of Strings
means that the RMI payload is not directly comparable with other MTPs.
The Case of MAMAv2 The purpose of the MAMAv2 protocol is to provide agent mes-
sage transport services over a (slow) wireless link [208]. The protocol is for transferring
FIPA-ACL messages including the message envelope part over a point-to-point (wireless)
link. As a basic service, the protocol offers a bi-directional semi-reliable message chan-
nel for the message transmission over a (wireless) link. However, although designed for
wireless environments, the t’ protocol is also usable in wireline environments. Especially,
it does not contain features usable only in wireless environments. Rather, it contains one
feature that none of FIPA’s standard MTPs supports: a bi-directional message channel.
This feature is especially useful when it is impossible to reach one of the communicat-
ing agent platforms using standard addressing mechanisms. For example, when employ-
ing a Network Address Translator (NAT) between two platforms, contacting the platform
“behind” the NAT is impossible because it does not have an IP-address visible outside
world. Using the MAMAv2 protocol, the platform without its own address can establish
a connection between the platforms, and this connection can be used to transfer messages
for both directions. Another reason for using bi-directional message channels is that some
software platforms (for example, JAVA MIDP [414]) do not support incoming connections
at all.
We have implemented the MAMAv2 protocol engine for this experiment in the C language
and experiment configuration is similar to that of the CFW protocol. MAMAv2 is the only
MTP used in this experiment that provides reliability both in the link disconnection and
in the media change. To provide efficient recovery in such cases, MAMAv2 uses 0,5kb
segments, which might not be the optimal segment size for faster connection speeds. In
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Figure 4.5: High-level overview of the MTP experiment configuration
the MAMAv2 protocol experiment, we use the same message envelope and ACL message
encoding as in the HTTP protocol case.
4.3.3 Performance Evaluation
In comparing the MTP performance, we conducted exhaustive experiments in a simulated
wireless environment. From possible MTPs, we selected IIOP, HTTP, Persistent HTTP (P-
HTTP), WAP (CFW), Java RMI, and MAMAv2, which we will next analyse thoroughly.
We use a typical client-server scenario to perform experiments, where the client (initiator)
executes at a mobile host and the server (participant) in an access node. Figure 4.5 depicts
the general architecture of the evaluation configuration.
We analyse each MTP using eight different wireless network configurations, with three
different conversation patterns, and four different message payload sizes. This totals 96
test cases for each MTP. In the following sections, we describe shortly the experimentation
setup and interaction protocols used in measurements. Finally, we provide an analysis of
the results.
Experimentation Setup The message transport protocols performance will be tested in
eight different wireless link configurations—connection rates 9600 bps, 28,800 bps, 57,600
bps, and 115,200 bps; each with two propagation delay values (150 and 300 milliseconds)—
totalling more than 40 hours of “air time”. The wireless link will be simulated using the
Seawind wireless link simulator [267]. Each experiment will be repeated 11 times. How-
ever, only the 10 last repetitions are taken into account. This is because most of the software
is implemented in Java and Java does some (heavy) initialisation when using particular
classes for the first time.
The experiments will be conducted in a normal office environment. Both peers are desktop
computers connected to each other with a (private) LAN. Table 4.1 gives a detailed list of
hardware and software environments.
Test Cases In each case, we will use four different payloads (message envelope + ACL).
The smallest payload is about 0.5 kilobytes and largest about 10 kilobytes. Using a differ-
ent size of ACL message generates different payload sizes, that is, the message envelope
is constant through the experiment, about 250 bytes.
The payload varies depending on the MTP. For example, in the IIOP protocol, the message
envelope is expressed in IDL. This means that fields are encoded using binary codes, and
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Table 4.1: Hardware and software environment for in the experiment
Mobile Host Access Node
Hardware Software Hardware Software
Intel Pentium II, 350 Mhz Linux 2.2.14 Intel Pentium II, 450 Mhz Linux 2.2.14
128 Mb Main memory Sun JDK1.3 128 Mb Main memory Sun JDK1.3
Jade 2.4 Jade 2.4
(a) (b) (c)
Figure 4.6: Message exchanges in interaction protocols used in the MTP evaluation
therefore the message envelope size in the IIOP protocol case is slightly smaller than with
other MTPs. On the other hand, each MTP adds its own overhead. For example, in the
HTTP protocol, the message headers are expressed using ASCII characters, which obvi-
ously increases the payload. This can be especially seen in those experiments where the
message payload is small.
In the first test case, we initiate a FIPA Query protocol by sending a QUERY-REF message
to the participant. The participant replies by sending an INFORM message to the initiator
(see Figure 4.6 (a)). The purpose of this test is to measure the round-trip time in agent
communication. In the second test case, we initiate a FIPA Request protocol by sending a
REQUEST message to the participant. The participant replies by sending an AGREE message
and an INFORM message to the initiator (see Figure 4.6 (b)). Although this protocol is
quite similar to that of the first case, this case is taken into account, as the FIPA Request
protocol is perhaps the most widely used interaction protocol in the FIPA architecture. In
the last test case, we use a subscription protocol, where the initiator first sends a SUBSCRIBE
message, to which the participant replies by sending a sequence (15) of INFORM messages
to the initiator (see Figure 4.6 (c)).
In the following, we summarise the results of the MTP experiment. Detailed results are
given in Appendix B. Each measurement is repeated 10 times and results are given in
milliseconds. For each measurement we give the average, the median, the minimum, and
the maximum. We also give the interquartile range (IQR), which is the difference between
the 75th and 25th percentile.
FIPA Query Figure 4.7 compares the selected MTPs using the FIPA Query interaction
protocol with 9600 bps and 28,800 bps connection speeds. Clearly, the RMI protocol is
the most inefficient. For example, having only 0.5 kilobytes payload and the slowest link,
it takes more than 10 seconds to finish this interaction. Similarly, the HTTP protocol is
somewhat inefficient when the payload is small. This is due to the fact the protocol needs
to open two TCP sockets, which takes most of the time when having a small payload.
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Figure 4.7: Comparison between the selected MTPs using FIPA Query interaction with
9600 bps and 28,800 bps connection speeds
However, for example in case (a) with 10 kilobytes payload, the HTTP is almost as efficient
as MAMAv2 and IIOP. In addition, the protocol overhead is bigger in HTTP, as HTTP
headers are ASCII strings. MAMAv2 and IIOP protocols are about equally fast in these
four measurements. The MAMAv2 protocol opens no sockets during the interaction, but
uses an existing socket for all communication. IIOP protocol needs to open two sockets.
However, as noted earlier, the first interaction is not taken into account, and therefore IIOP
performs reasonably well. The CFW protocol performance is the best, as we expected.
However, the CFW protocol implementation is not sufficient for real-life use, and therefore
it is not directly comparable with other MTPs in this experiment.
Figure 4.8 compares MTPs using the FIPA Query interaction protocol with 57,600 bps and
115,200 bps speeds. The results are similar to those of slower speeds. CFW performs the
best, but the difference to MAMAv2 and IIOP is insignificant. When using faster speeds,
the RMI starts to perform better. For example in the cases (a) and (c), where the delay is
300 milliseconds, the RMI protocol performs better than HTTP, if the payload is moderate.
Furthermore, the difference between RMI and HTTP is small.
Especially when the payload is small, an MTP that opens a new socket for each message is
very inefficient. This was expected, because opening a socket takes one round-trip, which
is about 600 milliseconds when having a 300 milliseconds propagation delay. Further,
in these cases, sending two messages needs two sockets, which means that opening the
sockets needs nearly 1.5 seconds. For example, when the payload is small, those MTPs
that do not need to open a socket for each message can complete the whole interaction in
less than this. Therefore, obviously opening a new socket for each message is inefficient in
environments where the propagation delay is long.
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Figure 4.8: Comparison between the selected MTPs using FIPA Query interaction with
57,600 bps and 115,200 bps connection speeds
FIPA Request Figure 4.9 compares MTPs using the FIPA Request interaction protocol
using connection speeds 9600 bps and 28,800 bps. As noted earlier, this interaction is sim-
ilar to that of the FIPA Query; the only difference is that the participant sends two replies
instead of one as in the FIPA Query interaction. Given the similarities of the interaction
protocols, the results are also similar. A difference to the FIPA Query case is that in this
experiment we also used the P-HTTP MTP. As shown, the results with P-HTTP are similar
to those of HTTP. This was expected, as the only difference between these two MTPs is that
HTTP needs to open two sockets for replies whereas P-HTTP needs only one. The results
of the FIPA Request interaction using connection speeds 57,600 bps and 115,200 bps are
similar to those of slower speeds.
Subscription Figure 4.10 compares MTPs using the subscription interaction protocol us-
ing connection speeds 9600 bps and 28,800 bps. These results show clearly the effects
of opening a socket for each message. The HTTP and RMI performance is significantly
worse than that of CFW, MAMAv2, IIOP, and P-HTTP. The P-HTTP performance is slightly
worse than that of MAMAv2 and IIOP. This was expected since the payload is larger in
P-HTTP because of HTTP headers. Furthermore, because of this, the relative difference
is bigger when the payload is smaller. For example, in the 28,800 bps connection speed
with 300 milliseconds delay, P-HTTP is about 2.2 times slower than MAMAv2 when the
payload is 0.5 kilobytes, but only about 1.1 timer slower when the payload is 10kb. The
time difference in both cases is about the same (about five seconds). Figure 4.11 compares
MTPs using the subscription interaction protocol using connection speeds 57,600 bps and
115,200 bps.
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Figure 4.9: Comparison between the selected MTPs using FIPA Request interaction with
9600 bps and 28,800 bps connection speeds
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Figure 4.10: Comparison between the selected MTPs using subscription interaction with
9600 bps and 28,800 bps connection speeds
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Figure 4.11: Comparison between the selected MTPs using subscription interaction with
57,600 bps and 115,200 bps connection speeds
Discussion When there are more messages than one or two between the mobile host and
the fixed network, the difference between CFW, MAMAv2, IIOP, and P-HTTP is insignif-
icant. P-HTTP performs slightly worse the MAMAv2 and IIOP, mainly because of extra
payload caused by HTTP headers and message envelope and ACL part separation mech-
anisms. On the other hand, the P-HTTP implementation is much simpler than the other
two protocols. Further, carefully selecting which HTTP headers to include in the message
improves the P-HTTP performance. If the communication is only between a mobile host
and selected access node in the fixed network, not all HTTP headers mandated by [143]
are necessary. Additionally, in such environments, improving the P-HTTP performance is
possible by using the same socket for messaging in both directions. The CFW is the fastest
in most cases. However, it is important to remember that our current implementation of
the CFW protocol is not suitable for real-life environments.
Using HTTP or RMI is clearly an undesirable choice in such wireless environments as
we used in this experiment, because of bad performance. Furthermore, although RMI is
available in standard JDK, it is not available in for example the MIDP profile [414].
4.3.4 Reliability Issues
A larger problem than the protocol overhead is the reliability. The only standard FIPA MTP
providing sufficient reliability is the FIPA-WAP protocol. The least reliable of the baseline
protocols is the FIPA-IIOP protocol and the reliability of the FIPA-HTTP protocol lies in
between. From the MTPs evaluated above, the MAMAv2 is the only protocol that provides
sufficient reliability, also in the case of transport layer disconnection. The disconnected
operation mode is typically a more common mode than the connected mode in the wireless
communication. Hence, it should be taken into account.
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(P-)HTTP and RMI provides reliability that is somewhere in between these two extremes.
These protocols provide means to find out if the delivery of the message was successful,
but in a case of link disconnection, it is possible that the message was sent but the corre-
sponding acknowledgment was not received before the link level disconnection happens.
In such a case, the sender is unaware whether sending the message was successful. Just
resending the message is an undesirable choice, since it is possible that the delivery of the
first message was successful, and the “duplicate” message may have undesired effects. In
the general case, the message transport layer cannot know whether the message can be
safely resent or not, but the message sender should make such a decision. Improving the
IIOP reliability is possible by changing the remote method return value from void to (say)
int. In this way, the IIOP reliability will be the same as in RMI and (P-)HTTP.
Solving the “duplicate” message problem is possible by adding a sequence number to
each message; either to protocol headers or to the message envelope. By examining the
sequence number, the receiver can reason whether the message is a “duplicate” message
or not, and lose the message in the former case. Obviously, this is not an efficient way
to handle disconnections, because potentially several—but not many—messages must be
resent after the link level recovery. However, such “reliability” is fairly easy to implement.
Further, if agents are sending rather few messages, the probability of unnecessary resends
decreases.
If an MTP is unable to recover from lost messages during the disconnection, the use of the
protocol in the wireless environment is not straightforward. In such cases, the reliability
should be built into upper layers. Furthermore, when using more than one MTP in com-
munication between two agents, the end-to-end reliability is necessary at upper layers. An
adequate layer for such a solution could be the message envelope layer. In Section 4.4 we
describe one solution that provides end-to-end reliability.
4.4 Message Envelope Layer
The purpose of the message envelope layer is to enable transport-protocol independent
message handling. For example, it enables message routing so that routers (that is, ACCs)
do not have to understand ACL. This enables non-ACL-aware ACC routers, which just
forward the messages without having to concern with the content of the messages. On the
other hand, the message envelope enables end-to-end control of messaging, when using
several message transport protocols between the sender and the receiver. Further, the
agents sending messages to one another are not required to be aware of this layer, but
they may, if they explicitly want to: [125] defines “All information in the message envelope is
supporting information only. How and if this information is used to by an agent for any kind of
additional inference is undefined by FIPA”.
Each ACC handling a message may add some new information to the message envelope,
but it may never overwrite existing information. Should the ACC need to update the value
of some parameter, it must add a new copy of the message envelope that contains the new
information needed. The new information overrides the existing one. Figure 4.12 depicts a
sample message envelope using the XML encoding with another message envelope added
to the original message envelope overriding the value of ACL encoding.
FIPA has defined three concrete message envelope syntaxes. In the FIPA-IIOP message
transport protocol [144], the message envelope is “built-in” in the message transport pro-
tocol, that is, the IDL interface defines the structure of the message envelope. The fipa.-
mts.env.rep.xml.std [142] is an XML-based syntax for the message envelope. This concrete
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Figure 4.12: An example of an XML encoded message envelope with another envelope
overriding values
syntax complements the XML-based syntax for FIPA-ACL [138] and the HTTP MTP [143].
The third syntax, bit-efficient [141], is designed for wireless environments. The bit-efficient
syntax complements the bit-efficient encoding of FIPA-ACL [136] and WAP MTP [145].
The bit-efficient encoding scheme encodes message envelopes efficiently by using one-
octet codes for predefined message envelope parameters and other common parts of mes-
sage envelope.
4.4.1 Reliability Issues
The MTP reliability is sometimes insufficient. Should this be the case, the message enve-
lope can be used to improve messaging reliability. By adding a sequence number to the
message envelope, and mandating that the message envelope will be acknowledged by the
ultimate destination, we can improve the messaging reliability. Below is a sample message
envelope and corresponding acknowledgment.
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Now, when the message originator receives the acknowledgment, it can be sure that the
delivery of the original message was successful. If the acknowledgment fails to arrive
in the predefined time, the message can be re-transmitted. However, if the first attempt
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was successful, the message destination can detect that the second one is a re-transmission
because of the same sequence number. Notice that this example is not a ready-to-use spec-
ification, because more details must be considered if this or a similar solution is needed.
The purpose of this example was to give an idea of how the message envelope can improve
messaging reliability. In the example above, we used the generic transport-behaviour mes-
sage envelope parameter. Additionally, this parameter can provide advanced control to
messaging, for secure messaging, and to give QoS constraints to the messages, as an exam-
ple.
4.4.2 Performance Evaluation
In this section, we present the results from a performance evaluation of message envelope
encoding, and give a short analysis of the results. The main goal of this evaluation is to
provide guidelines for choosing an appropriate message envelope encoding for wireless
environments. We analyse the selected encoding schemes in the number of output bytes
needed for transmitting the message envelope.
We selected five different encoding schemes for the evaluation: IDL, bit-efficient, XML,
binary-XML, and serialised Java object. As noted above, in the FIPA-IIOP MTP [144], the
IDL interface defines the message envelope. The message envelope is encoded to the GIOP
message and all field codes are binary data. Therefore, we expect this encoding to be effi-
cient in the number of bytes it produces. The syntax of the bit-efficient envelope [141] is
similar to that of fipa.acl.rep.bitefficient.std [136]. This allows implementations to use (at
least partially) the same parser for envelopes as for ACL messages. However, because the
message envelope should be a self-contained entity, some simplifications are made. For
example, the dynamic code tables used in fipa.acl.rep.bitefficient.std are not employed in
the bit-efficient message envelope representation. [142] defines an XML DTD for message
envelope. This encoding scheme is expected to be verbose. Given the verbose syntax of
XML, several binary-XML encoding schemes have been developed. For this evaluation,
we chose the one provided by the WAP Forum [457]. This encoding allows two different
ways to encode the message. Firstly, binary-XML can be used with (bXML) or without
(bXML(plain)) special encoding tokens. We will evaluate both of these choices, although
neither is a FIPA standard. The binary-XML encoding tokens for the FIPA message enve-
lope are given in Appendix C.1. The last encoding scheme, serialised Java object, is not a
FIPA standard, but widely used in intra-platform communication. The object we will use
in this experiment is Jade’s 
 	 class.
All the experiments are conducted in a Linux environment using the Jade agent platform
(version 2.5) [40] with JDK1.3. However, we do not use the Jade platform as an agent plat-
form, but we employ only its message envelope features. For the binary-XML experiment,
we used the open-source implementation called kXML2.
We chose three different message envelopes for this experiment. The first case is a min-
imal message envelope, that is, it contains only the mandatory message envelope fields.
Additionally, the field values are minimal, that is, only one character in most cases. This
obviously is not a realistic message envelope, but was chosen to demonstrate the relative
difference of the extra overhead caused by different encoding schemes. The second one is
the same as the first one, but the field values are more realistic. The last case covers all the
aspects of the message envelope. The message envelopes used in the experiment are given
in Appendix D.1 using the XML encoding.
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Table 4.2: Comparison of FIPA message envelope transport encoding options
Bit-Efficient IIOP bXML bXML(plain) XML Object
Case 1 33 153 90 205 346 1421
(464%) (273%) (621%) (1048%) (4306%)
Case 2 179 337 262 473 671 1694
(188%) (146%) (264%) (375%) (946%)
Case 3 694 973 843 1154 1844 2790
(140%) (121%) (166%) (266%) (402%)
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Figure 4.13: Summary of FIPA message envelope transport encoding experiment
Table 4.2 gives the number of bytes of message envelope transport syntaxes in three cases
using all the selected encoding choices. The bit-efficient message envelope is the most
compact. This was expected. However, when the message envelope size increases, the
relative difference between different encoding choices decreases. This is because in the
large message envelope case the ratio between extra overhead and the message envelope
information content (that is, the field values) increases. None of the selected encoding
schemes handles the information content efficiently. Therefore, if the content of an enve-
lope is huge, the transport syntax becomes insignificant. However, we believe that the
content of a typical envelope is small. As we expected, the XML encoding and Java object
serialisation produces a large output. But, again, the relative difference decreases when
the message envelope size increases. However, for example, in Object serialisation, the
output size is still about four times larger than the output size of bit-efficient encoding
even in the large envelope case. The binary-XML encoding shows its power in the case
where the information content is small. In these cases using predefined tokens, the output
size is much smaller than using the same encoding without predefined tokens. Also, using
binary-XML with predefined tokens the output is smaller than in the IDL encoding. With-
out predefined tokens, the output size of binary-XML is larger than using IDL encoding.
Figure 4.13 summarises the results graphically.
Here we do not analyse other aspects of concrete message envelope syntaxes, such as con-
struction or parsing time of a message envelope. The main reason for this was that most
of the encoding choices used in this evaluation are experimental software, and therefore
we believe that the results would not have been comparable. We analyse construction and
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parsing times of ACL messages in the next section. As the encoding choices for ACL are
similar to those of message envelopes, we expect similar results.
4.5 Agent Communication Language Layer
The agent communication layer defines the outer language used in communication. Given
the dissertation context, we concentrate on FIPA-ACL. FIPA-ACL has three standard en-
coding schemes. The first one is based on ASCII strings [137], and therefore it is non-
optimal. The second one is based on XML [138], which is a very verbose syntax. The third
one is a bit-efficient syntax [136], which is especially suitable for wireless environments.
In the bit-efficient FIPA-ACL, there are two primary ways to reduce the transfer volume
over the wireless link: data reduction and intelligent caching. First, FIPA-ACL messages
are encoded efficiently by using one-octet codes for predefined message parameters and
other common parts of messages. This is a significant improvement compared to a simple
string-based coding, as it typically reduces extra overhead to half of the original. Further-
more, this improvement is easy to implement and faster to parse than the string-based
coding—comparing bytes is typically much faster than comparing strings.
Although the tokenised syntax gives a considerable improvement compared to string-
based encoding, the true power of bit-efficient FIPA-ACL lies in the intelligent caching.
By intelligent caching, we mean that similar parts of subsequent messages are not trans-
mitted multiple times over the communication channel, but subsequent occurrences are
replaced by short codes. Intelligent caching, however, requires tight coupling between
communicating peers, and thus it is inapplicable in some situations. Furthermore, the
intelligent caching implementation requires more memory and processing power than a
simple data reduction scheme.
Next we will analyse the selected encoding schemes in more detail. Additionally, we anal-
yse the dynamic code table encoding scheme of the bit-efficient encoding.
4.5.1 Performance Evaluation
We selected four test cases to find out the performance of the bit-efficient FIPA-ACL encod-
ing. In each case we analysed the size of the output and both the time it takes to construct a
message and the time it takes to parse a message. We believe that these cases are the most
typical interactions used in simple agent-based applications, and will give guidelines for
selecting the most appropriate encoding for a given environment.
In the first case, we will use the FIPA Request interaction protocol [162] so that the initia-
tor of the protocol is on one platform and the participant on another. In this case, three
messages are sent; one by the initiator (REQUEST) and two by the participant (AGREE and
INFORM). In all tests the initiator is situated at the mobile device and the participant in the
fixed network. This arrangement affects only the way we represent the results. That is, we
call mobile initiated messages ‘send’ and mobile terminated messages ‘recv’.
In the second case, we will use the FIPA Query interaction protocol [159]. In this case, two
messages are sent; one by both the initiator (QUERY-REF) and the participant (INFORM).
In the third case, we will use a subscribe interaction protocol. The initiator sends a SUB-
SCRIBE message and the participant replies with 10 INFORM messages. In the last case,
we will combine all the cases given above. In other words, the participant first sends the
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Table 4.3: Environment used in measurements
Hardware Software
Toshiba Portégé 7020CT JDK1.3
Intel Pentium II (366 Mhz) Linux 2.2.14
128 Mb of main memory Jade 2.3 Agent Platform
message defined in the first case, then the message defined in the second case, and lastly
the message defined in the last case. Similarly, the participant first sends the replies to the
REQUEST message, then the reply to the QUERY-REF message, and lastly all the replies to
the SUBSCRIBE message. Notice that in real world scenarios the messages are interleaved,
but in this measurement we can ignore this, since we do not measure the transfer time. All
the messages used in the measurements are given in Appendix D.2 using the string-based
encoding.
In the measurements, we use the configuration given in Table 4.3. We conduct all the
experiments in a Linux environment using the Jade agent platform (version 2.3) [40]. Sim-
ilarly to the message envelope experiment, we do not use the Jade platform as an agent
platform, but we employ only its ACL messaging features.
To analyse the performance of the bit-efficient ACL encoding, we selected five alternative
methods to encode FIPA-ACL messages, which we compare against the bit-efficient encod-
ing, totalling six different methods for ACL encoding. Firstly, we measure the string-based
FIPA-ACL encoding. We especially use the string encoding provided by the Jade agent
platform. Jade’s string-based encoding is non-optimal; it contains additional white space
in certain places, therefore the message size is slightly different from the messages given
in Appendix D.2. Secondly, we measure the standard XML-based FIPA-ACL encoding. As
with the string-based encoding, this encoding is non-optimal, but somewhat readable for
humans (that is, the concrete representation contains some new lines and additional white
spaces). Thirdly, we measure the binary-XML encoding. As with the message envelope
experiment, we use binary-XML both with special encoding tokens (bXML) and without
them (bXML(plain)). The special encoding tokens for the FIPA-ACL binary-XML encod-
ing are given in Appendix C.2. Fourthly, we measure the standard Java serialisation to
output Jade’s ACLMessage class. Although this method is not FIPA-compliant, it is, for
example, used in Jade’s internal communication when the agents are located on different
hosts but belong to the same agent platform (that is, when using Java RMI). Lastly, as the
string-based messages are text information, we analyse the deflate compression algorithm
to compress the ACL messages as well. The algorithm implementation is the one included
in JDK1.3 (     	  	
 ). Notice that this encoding is not a FIPA-compliant
solution. In this case, we also analysed two different cases. In the first case, the message
to be compressed is encoded using the string encoding and in the second case using the
XML encoding. In both cases, we reset the message stream after each message, which
means that subsequent messages cannot use the same code table.
Since the bit-efficient ACL does not encode the content of the message, we chose to use as
simple content as possible in each message. Another choice for this is to drop the whole
“:content” slot from the messages. However, we believe that it is more realistic to have
at least some content in the messages. Sending a REQUEST message without any content
makes no sense, for example. When agents are sending messages, there is an appropriate
content in the messages. Furthermore, the content of the message is typically larger that
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the ACL part. Therefore, an efficient encoding of the content is necessary. In the next
section, we outline some ideas of how to encode the content efficiently.
Our bit-efficient FIPA-ACL implementation that we will use in the measurements is a full
implementation of FIPA’s standard. It is a 100% Java implementation, and can be used
both with Jade and FIPA-OS. The platform is selected at compile time; thus there is no
extra “multi-platform” overhead at runtime.
Encoded Message Size Table 4.4 shows the results of the output size measurement in
bytes. In this case, we use the bit-efficient FIPA-ACL without a dynamic code table. We
will analyse the effects of using the code table later. As shown in Table 4.4, the bit-efficient
encoding gives the smallest output, as we expected. However, the difference between
binary-XML with special tokens and the bit-efficient encoding is insignificant. Also, the
difference between the deflate encoding and the bit-efficient is small. But, neither the
deflate encoding nor the binary-XML are FIPA-compliant solutions, and therefore cannot
be used in the general case. The XML encoding output size is about twice as large as
the string-based encoding. This was expected as well. The serialised   output
size is notably large. This is because the Java serialisation outputs the class description to
each 	
     	  	
 to which the serialised objects are written. However, the class
description is output only once to each stream, that is, if two or more objects are written to
the same stream, the class description is written only once. In our measurements, we use
a different stream for each message, and therefore several class descriptions are necessary.
While this may seem unfair, it is the most common case. For example, when using Java
RMI, a separate 
     	  
 has to be created for each invocation.
Constructing and Parsing Messages In the second measurement, we analyse how long
does it take to construct the output for different encoding schemes. We left out the XML-
based encoding schemes in these measurements, as the parsers for these are too experi-
mental for the results to be comparable to other encoding schemes. Table 4.5 provides the
results of these measurements. Each test is repeated 50 times and results (averages) are
given in milliseconds. In these measurements we first create a Jade   object of a
FIPA-ACL message and then generate the encoded output of the message from this object.
The time to create the   object is omitted in the results.
As shown in Table 4.5, the bit-efficient encoding is the fastest, but the difference to the
string-based encoding is insignificant. This was expected, since creating a string-based
FIPA-ACL message is just outputting strings; there is little to optimise. The low perfor-
mance of the deflate algorithm is due to the fact that after uncompressing the message
parsing is necessary to create a Java object. This phase is included in parsing the bit-
efficient encoding. Furthermore, the deflate algorithm gives a slightly larger output than
the bit-efficient encoding scheme (see Table 4.4). Creating serialised objects is also sur-
prisingly slow. This is because creating a new 
     	  
 is a (extremely) slow
operation.
In the third measurement, we measure the parsing time of an encoded message, that is,
how long it takes to create a Jade   object from an encoded stream. In all cases,
the data is first read into a memory buffer, and the time needed for this is excluded in the
results. Table 4.6 gives the results of this measurement. Again, the bit-efficient encoding is
the fastest. Further, in this measurement it is much faster than any other encoding scheme
we measured. The main reasons for this are that (1) a few string comparisons are necessary
to parse the message and that (2) our bit-efficient FIPA-ACL implementation, instead of
allocating new memory, tries to reuse already allocated memory whenever possible.
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Table 4.4: The output size in bytes
Bit-efficient bXML bXML(plain) XML String String (cmpr) ACL object
Send Recv Send Recv Send Recv Send Recv Send Recv Send Recv Send Recv
Case 1 175 371 195 409 353 722 638 1294 351 720 204 422 1408 2854
(111%) (110%) (202%) (195%) (365%) (348%) (212%) (194%) (117%) (113%) (805%) (769%)
Case 2 161 168 182 188 342 345 626 630 339 343 203 208 1380 1394
(113%) (112%) (212%) (205%) (383%) (375%) (211%) (204%) (126%) (124%) (857%) (830%)
Case 3 167 1800 188 2000 348 3570 632 6420 345 3550 211 2165 1392 14144
(113%) (111%) (208%) (198%) (378%) (357%) (207%) (197%) (126%) (120%) (834%) (786%)
Case 4 503 2339 565 2597 1043 4637 1896 8344 1035 4613 618 2795 4172 18384
(112%) (111%) (207%) (198%) (377%) (357%) (206%) (197%) (122%) (120%) (829%) (786%)
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Table 4.5: Time to construct the messages (milliseconds)
Bit-efficient String String (cmpr) ACL object
Send Recv Send Recv Send Recv Send Recv
Case 1 3.24 4.42 4.22 6.30 9.40 12.64 107.62 117.92
(130%) (143%) (290%) (286%) (3321%) (2668%)
Case 2 3.16 3.35 4.14 4.30 9.28 9.88 106.76 106.12
(131%) (128%) (294%) (295%) (3379%) (3168%)
Case 3 3.32 11.68 4.32 21.46 9.24 38.30 106.36 149.82
(130%) (184%) (278%) (328%) (3204%) (1283%)
Case 4 5.20 14.56 7.94 26.98 15.68 47.86 115.64 163.24
(152%) (199%) (301%) (329%) (2223%) (1121%)
Table 4.6: Time to parse the messages (milliseconds)
Bit-efficient String String (cmpr) ACL object
Send Recv Send Recv Send Recv Send Recv
Case 1 16.14 18.32 24.70 31.08 27.48 40.48 144.88 151.58
(153%) (170%) (170%) (220%) (898%) (827%)
Case 2 16.04 15.60 24.66 24.84 27.74 27.60 143.68 144.38
(154%) (159%) (173%) (177%) (896%) (926%)
Case 3 15.42 41.24 24.88 93.08 27.68 186.76 144.02 211.22
(161%) (226%) (180%) (453%) (934%) (512%)
Case 4 20.86 49.40 36.36 125.98 52.72 262.98 158.52 233.28
(174%) (255%) (252%) (532%) (759%) (472%)
Effects of Dynamic Code Table in Bit-efficient ACL In all the cases analysed above we
used the bit-efficient FIPA-ACL encoding without the dynamic code table. Before the mea-
surements, we believed that using the dynamic code table should give a better compres-
sion ratio, but the code table management might slow down both constructing the output
and parsing the input. However, as the result will show, the code table management slows
down neither the constructing time nor the parsing time.
First, we analyse the size of the encoded message. As shown in Table 4.7, using the code
table provides a more compact output, but only if there are enough messages to encode.
This can be seen especially in Case 4, where the coding scheme without the code table
provides 2339 bytes of output in incoming traffic, while using the code table provides
1063 bytes of output. Using the code table with a larger size than
 
gives a slightly larger
output, because of the two-byte cache indexes. However, when encoding many messages,
it is expected that using a larger code table will give a more compact output.
Next we analyse how long does it take to construct the encoded output using different
cache sizes. Table 4.8 shows the results of this measurement. A coding scheme without
a code table is the fastest when having only one or at most a few messages. This was
expected, since when using the code table, the encoder tries to find every string in the
code table, which takes some time. However, when there are several messages and the
encoder finds something in the code table, constructing messages becomes faster. This is
because when the encoder should output a string to the encoded message, it must copy
it there. However, if the string is found in the code table, the encoder only has to output
the corresponding index to the encoded message (one or two byte(s)). Similar results are
achieved also when measuring the parsing time (see Table 4.9). The difference, however,
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Table 4.7: Number of bytes using different cache sizes
No cache
"  " " "
Send Recv Send Recv Send Recv Send Recv Send Recv
Case 1 175 371 175 249 175 257 175 257 175 257
(100%) (67%) (100%) (69%) (100%) (69%) (100%) (69%)
Case 2 161 168 161 168 161 168 161 168 161 168
(100%) (100%) (100%) (100%) (100%) (100%) (100%) (100%)
Case 3 167 1800 167 792 167 864 167 864 167 864
(100%) (44%) (100%) (48%) (100%) (48%) (100%) (48%)
Case 4 503 2339 354 1063 364 1152 364 1152 364 1152
(70%) (45%) (72%) (49%) (72%) (49%) (72%) (49%)
Table 4.8: Time to create messages using different cache sizes (milliseconds)
No cache
"  " " "
Send Recv Send Recv Send Recv Send Recv Send Recv
Case 1 3.40 4.40 4.12 4.96 4.22 4.98 4.28 5.10 4.20 5.24
(121%) (112%) (124%) (113%) (125%) (116%) (124%) (119%)
Case 2 3.30 3.36 4.10 4.24 4.14 4.18 4.12 4.14 4.08 4.24
(124%) (126%) (125%) (124%) (125%) (123%) (124%) (126%)
Case 3 3.28 11.78 4.24 9.92 4.18 9.96 4.20 9.98 4.12 10.00
(129%) (84%) (127%) (85%) (128%) (85%) (126%) (85%)
Case 4 5.16 14.54 5.88 12.06 5.98 12.16 6.00 12.18 5.84 12.14
(114%) (83%) (116%) (84%) (116%) (84%) (113%) (83%)
is less significant than in constructing messages. This is because the code table lookups
are much faster when decoding the message. Figure 4.14 gives the cumulative sum of the
number of bytes in downlink traffic.
As a conclusion, the bit-efficient encoding utilises the communication path more efficiently
than other encoding schemes. This is especially true when using an encoding based on
strings. Furthermore, although the bit-efficient FIPA-ACL encoding is designed for slow
wireless links, it can also be used when high-speed agent communication is necessary, as
handling (that is, parsing) a tokenised syntax is typically faster than handling string-based
syntaxes. For example, parsing bit-efficiently encoded messages is more than two times
faster than parsing string-encoded messages (see Table 4.6).
4.6 Content Language Layer
A content language is used to express the content of a communication between agents.
Nowadays, each language specified in the FIPA-CLL [149] has only one concrete transport
encoding syntax. Further, each content language is encoded using either s-expression or
XML. Both of these encoding choices are verbose. Given this, they are not in general
suitable for environments involving slow wireless links. Obviously, having an efficient
encoding of the message envelope and the FIPA-ACL does not help much, if expressing
the message content in a verbose encoding.
4.6.1 Performance Evaluation
As noted above, each content language specified by FIPA has only one transport encoding
syntax. On the other hand, we could use, for example, binary-XML for efficient encoding
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Table 4.9: Time to parse messages using different cache sizes (milliseconds)
No cache
"  " " "
Send Recv Send Recv Send Recv Send Recv Send Recv
Case 1 13.78 15.14 13.84 14.68 13.90 14.76 13.88 14.64 13.94 14.74
(100%) (97%) (101%) (97%) (101%) (97%) (101%) (97%)
Case 2 13.80 13.88 13.88 13.94 13.94 13.88 13.90 13.90 13.82 13.90
(101%) (100%) (101%) (100%) (101%) (100%) (100%) (100%)
Case 3 13.80 25.12 13.92 19.26 14.00 19.64 13.90 19.78 13.92 19.76
(101%) (71%) (101%) (78%) (101%) (79%) (101%) (79%)
Case 4 16.14 28.88 15.56 21.68 15.70 22.06 15.72 22.26 15.74 22.16
(96%) (75%) (97%) (76%) (97%) (77%) (98%) (77%)
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Figure 4.14: Cumulative number of bytes in bit-efficient ACL using different cache sizes
of content languages having an XML encoding syntax. In the following, we explore differ-
ent choices for encoding FIPA-SL and FIPA-CCL. We believe the results can be generalised
to any similar content language. In this experiment, we evaluate only the output size of
different encoding choices. Other features, such as the parsing time, we exclude because
of the lack of enough mature implementations.
The case of FIPA-SL For FIPA-SL content language evaluation, we chose four differ-
ent transport encoding schemes for the language. Firstly, we measure the standard s-
expression. This encoding choice is the only one specified by FIPA. Secondly, we use a
deflate algorithm to encode the s-expression syntax. As the s-expression syntax is string,
we believe that this choice can give good results. Thirdly, we measure the XML encoding.
There is no standard for doing this, but we used the one provided by EPFL3. Note that
this schema is not complete, but for our purposes it is enough. Lastly, we measure the
binary-XML. As with the message envelope encoding and FIPA-ACL encoding, we use
binary-XML both with (bXML) and without (bXML(plain)) special encoding tokens. The
special encoding tokens for binary-XML FIPA-SL are given in Appendix C.3.
Besides the choices introduced above, the FIPA-SL can be encoded using the syntax-di-
rected compression [86, 258]. We introduced this choice for FIPA-SL in [210] and refined
it in [208]. The basic idea of the syntax-directed compression is to first construct a parse
tree of a given sentence and then encode the parse tree as compactly as possible. The tree
3Available at  

     ﬀﬃ



 ﬂﬃ
	ﬂ
ﬀﬃﬀﬃ
	

		
ﬀ

4.6. CONTENT LANGUAGE LAYER 77
Table 4.10: Comparison of selected FIPA-SL encoding options in number of bytes
S-Expression bXML bXML(plain) Deflate XML
Example 1 222 172 303 224 558
(77%) (136%) (101%) (251%)
Example 2 229 177 314 232 572
(77%) (137%) (101%) (250%)
Example 3 682 661 865 378 2275
(97%) (127%) (55%) (334%)
Total 1133 1010 1482 456 3405
(89%) (131%) (40%) (301%)
Example 1 Example 2 Example 3 Total
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Figure 4.15: Summary of FIPA-SL encoding option experiment
construction phase is similar to that of a programming language compiler. Once the tree
is constructed, nodes of the tree are labelled with (small) numbers. These labels are the
first part of the output code. The second part of the output code is the symbol table, that
is, the values to assign to the leaves. Notice that this compression method works only if
the message to be compressed is syntactically correct. This, however, is an advantage in
wireless environments, as it is useless to send syntactically incorrect messages over the
wireless link. This choice, however, was excluded because of lack of implementation.
For the experiment, we chose three FIPA-SL expressions, that is, message contents. The
first two are simple and typical messages used with communication with the AMS. The
third expression is more complicated and contains more data than the other expression.
The expressions used in the experiment are given in Appendix D.3.1.
Table 4.10 shows the results of the output size measurements in bytes. The s-expression
encoding and binary-XML with special tokens gives a similar performance; binary-XML
being slightly better. Although the s-expression encoding is plain text encoding, it does not
contain that much additional overhead. On the other hand, the source format, that is XML,
for binary-XML is so verbose, that even the binary version cannot produce small output.
The output of the XML encoding is the largest, as we expected. The deflate algorithm gives
better output if the message to encode is large enough. But even if the message is small,
the deflate algorithm is only slightly worse than binary-XML and s-expression encoding
schemes. Given this, it seems that using the deflate algorithm to encode the message
content is the best solution when sending messages over a (slow) wireless link. Obviously,
the deflate algorithm needs more processing power than the other choices, because after
decompressing the message content, it still has to be parsed. Therefore, when having
limited processing power, the s-expression seems to be the best solution, assuming the
message content is small. Figure 4.15 summarises the results of the FIPA-SL experiment.
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Table 4.11: Comparison of selected FIPA-CCL encoding options in number of bytes
bXML bXML(plain) Deflate XML
Example 1 335 548 297 885
(164%) (89%) (264%)
Example 2 433 676 340 1125
(156%) (79%) (260%)
Example 3 418 679 336 1122
(162%) (80%) (268%)
Total 1186 1903 486 3132
(160%) (41%) (264%)
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Figure 4.16: Summary of FIPA-CCL encoding option experiment
The case of FIPA-CCL For FIPA-CCL content language evaluation, we chose the same
alternatives as with the case of FIPA-SL. However, we excluded the s-expression encod-
ing, as there is no s-expression syntax for FIPA-CCL. Obviously, we could define such a
syntax, but there is no real reason for doing so. Therefore, the encoding choices we will
use in the FIPA-CCL experiment are XML, binary-XML (with and without special encod-
ing tokens), and deflated XML. The special encoding tokens for binary-XML are given in
Appendix C.4.
For the experiment, we chose three FIPA-CCL expressions. These expressions are given
in Appendix D.3.2. We could not use the same expression as in the FIPA-SL experiment,
because these two content languages are for different purposes.
The results of the output size measurements in bytes of the FIPA-CCL experiment are
given in Table 4.11. The results are similar to those of the FIPA-SL experiment. The deflate
algorithm and binary-XML with special tokens gives a similar output. The binary-XML
without special tokens is slightly worse and plain XML encoding is much worse than any
other choice. Figure 4.16 summarises the results.
4.7 Conversation Layer
Ongoing conversations between agents often fall into typical patterns, which can be de-
scribed as a series of states linked by transitions. Given the certain state of a conversation,
the participants can send and/or expect only certain messages. These patterns of message
exchange are called interaction protocols [154]. FIPA has defined several interaction pro-
tocols, including simple ones such as FIPA Request [162] and FIPA Query [159], and more
complicated ones such as FIPA Contract Net [155] and FIPA Auction English [153].
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Figure 4.17: FIPA Request interaction protocol
The use of interaction protocols eases the agent implementation, especially, when an agent
is performing tasks that are irrelevant in achieving its goal, such as the registration into a
management system or into a directory service. In these cases, by carefully following the
interaction protocol, an agent does not have be “smart” to take care of necessary adminis-
trative tasks.
Figure 4.17 depicts the FIPA Request [162] interaction protocol. This interaction proto-
col is perhaps the most used interaction protocol in the FIPA architecture. For example,
all interactions with the AMS and the DF uses this interaction protocol. The FIPA Request
interaction protocol defines that the initiator of the protocol first sends a REQUEST message
asking for the participant to perform an action. The participant has three choices. Firstly,
it does not understand the message; that is, it does not understand, for example, the action
that the initiator is requesting. This may happen, for example, if the agent does not under-
stand the ontology used in the message. In this case, the agent sends a NOT-UNDERSTOOD
message back to the initiator. Secondly, the participant understands the message, but it is
unwilling—for one reason or another—to perform the action. An agent is an autonomous
software component, which may say “no”. If the agent refuses to perform the action, it
sends a REFUSE message to the initiator. Thirdly, the participant agent may AGREE to per-
form the action at some time later. Once the participant has performed the action, it sends
the results to the initiator using the INFORM message. If the participant is unable to per-
form the action even if it has agreed to perform it, it should send a FAILURE message to the
initiator.
The FIPA Contract Net protocol [150] is FIPA’s version of the most well-known task shar-
ing protocol called contract net [400]. In the FIPA Contract Net interaction protocol the
initiator (contractor) sends a “call for proposals” (CFP) to several participants (contractees)
requesting proposals to perform a given action (see Figure 4.18). The participants send
their proposals back to the contractor. From these proposals, the contractor selects the
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Figure 4.18: FIPA Contract Net interaction protocol
most desired one, and sends an ACCEPT-PROPOSAL message to the sender of the selected
proposal and a REJECT-PROPOSAL message to the others. Furthermore, the contractor can
define a timeout for how long it will wait for proposals. If it does not receive all propos-
als in this time, it selects one from the received ones and rejects all subsequent proposals.
Finally, the selected contractee sends an INFORM message to the contractor once it has
performed the requested action.
Now, let us assume that the contractor resides at the mobile node, and   of the contractees
resides in the fixed network. To finish the protocol, about     messages are sent over the
wireless link. If we assume that one message contains 2 kilobytes of data and   is 10, more
than 60 kilobytes of data is transferred over the link to accomplish the protocol. Having
a slow link, such as a GSM data link, it takes more than one minute just to send these
messages.
It is fairly easy to improve this interaction protocol. The contractor can nominate a proxy
agent in a fixed network to accomplish the interaction protocol, or using mobile agent
technology the contractor can itself migrate to the fixed network and communicate with
contractees over the fixed network. In both cases, some additional data is sent over the
link. Nominating another agent to accomplish the interaction protocol needs some mes-
sages, and if the contractor migrates over the link, its code and state is transferred over the
link.
The FIPA Propose protocol [158] (see Figure 4.19) was defined with slow wireless links
in mind. In a way, it is a version of FIPA Contract Net protocol, where the CFP commu-
nicative act as well as the last INFORM communicative act are removed. In this protocol,
the initiator agent sends a PROPOSE communicative act to the participant agent proposing
that it (the initiator) will perform some action. The participant agent may either accept
(ACCEPT-PROPOSAL) or reject (REJECT-PROPOSAL) this proposal.
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Figure 4.19: FIPA Propose interaction protocol
The interaction protocol in a nomadic environment can be selected based on the current
situation. For example, having a low-bandwidth connection, an agent can choose an inter-
action protocol that requires modest bandwidth, but therefore produces only sub-optimal
results. Alternatively, when using more bandwidth is possible, an agent can choose an
interaction protocol that requires more bandwidth and thereby produces better results.
This selection, however, involves a careful analysis of the protocol; how many round-trips
are necessary and how much data is needed. Additionally, some of this analysis must be
done at the runtime, as it is impossible in general to predict the way possible opponents
act.
4.8 Discussion
All the communication layers discussed above should be tailored for the wireless envi-
ronment to enable efficient and reliable agent communication in these environments. An
efficient transport and signalling layer is essential for agent communication, especially
in wireless environments. If the transport protocol is inefficient, there is little to do on
upper layers. The message transport layer optimisation includes optimisation of the mes-
sage transport protocol. Selecting a message transport protocol also affects the transport
protocol selection. If the transport protocol is reliable, the message transport protocol
implementation can be much simpler. Typically, this is not the case, and therefore reli-
ability should be implemented into the message transport protocol. Another alternative
to improve reliability is to build that into the message envelope layer. This alternative is
attractive, as the path between communicating peers may include several different MTPs
with different reliability classes. Having reliability on the message envelope layer provides
end-to-end reliability. Further, the message envelope should be expressed as bit-efficiently
as possible. The same applies at the ACL layer. The bit-efficient encoding of FIPA-ACL
utilises the communication path more efficiently than any other FIPA-compliant encod-
ing. In addition, the bit-efficient FIPA-ACL is more efficient to handle than for example
the string-based syntaxes. As with the message envelope and ACL, the content of the mes-
sage should also be expressed efficiently. Unfortunately, today there is no standard way to
do this. On the conversation layer, communications patterns should be designed so that
agent message exchanges are carried out with a minimal number of round-trips. This is
especially important when using a high-latency communication path.
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In this chapter, we concentrated on performance evaluation in various layers of agent com-
munication. Our main contributions to these issues include a design and implementation
of the MAMAv2 message transport protocol, which turned out to be suitable for agent
communication in wireless environments. However, MAMAv2 is a proprietary protocol
that probably will never get any success. The main purpose of this work was to show that
it is possible to design and implement an efficient protocol for agent messaging in wire-
less environments. Then we designed and implemented the bit-efficient message envelope
transport encoding syntax. This encoding syntax, which FIPA also adopted, is an efficient
way to encode FIPA messages in any environment; especially in wireless environments.
Furthermore, we designed binary-XML encoding tokens for the FIPA message envelope.
Similarly, we designed and implemented the bit-efficient ACL transport encoding that
was—as the bit-efficient envelope transport encoding syntax—adopted by FIPA. This syn-
tax that is about to be official FIPA standard soon, is an efficient way to encode FIPA-
ACL messages. It is not only bit-efficient, but also constructing and parsing bit-efficiently
encoded message is much more efficient than using other transport encoding syntax. Also,
the binary-XML encoding tokens were designed in the context of this dissertation. Lastly,
we designed the binary-XML encoding tokens for both FIPA-SL and FIPA-CCL. However,
since FIPA-SL does not have any official XML syntax yet, the FIPA-SL encoding tokens
might have to be changed whenever such syntax appears.
Chapter 5
Agent-Based Middleware for
Nomadic Applications
The objective of this chapter is to define an agent-based middleware framework, which
supports building interoperable and adaptive nomadic agent-based applications. The
framework comprises the following functionality:
monitoring the QoS of data transmission, and
controlling the data transmission.
Figure 5.1 depicts the reference architecture. The main component of this architecture is a
Communication Agent, which implements the functionality given above. In what follows,
we describe the reference model of the architecture. Then, we introduce a QoS ontology,
which specifies several QoS parameters essential for implementing adaptive agent-based
applications. Finally, we discuss the functionality implemented by the Communication
Agent.
5.1 Reference Model
The Communication Agent monitors and controls the underlying Message Transport Con-
nections (MTC) and Message Transport Protocols (MTP) (see Figure 5.1; cf. Figure 2.4 on
page 31). The MTC is the physical communication path, that is, the media over which
the agent communication happens. In the context of this dissertation, the communication
path is (mainly) implemented using some wireless technology, for example GSM or GPRS.
However, some parts of it can be implemented using wireline technologies. The MTP is
the protocol used to transfer agent messages over an MTC (see Section 4.3).
The functionality required carrying out monitoring and controlling can be split into several
specific tasks:
1. Observing the QoS of the MTP and the MTC. The observer component may consist
of network-specific components that collect raw performance data from measure-
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Figure 5.1: Reference architecture of agents doing adaptation
ment components or from the MTP or MTC. There should be one observer compo-
nent for each observed component, and therefore the system may consist of several
observers. In [236] Jain gives three commonly used observation mechanisms. Firstly,
the implicit spying, which requires promiscuously observing. This method has the
advantage of having nearly no impact on the monitored system performance. Sec-
ondly, the explicit instrumenting, which means the system is modified in such a way
that information can be gathered easily. It requires trace points, probe points, or
counters in the system, and therefore causes some overhead on the system. Lastly,
the probing, which means the observer periodically checks explicitly how the sys-
tem performs. In network monitoring context, the observer may send, for example, a
“ping” packet to a destination, and when the reply arrives, the observer determines
how the current state (current load) is on a path. Evidently, sending additional data
to the communication path causes overhead. Especially in the wireless environment,
this should be avoided.
2. Measuring the QoS of the MTP and the MTC if no other means to obtain the required
information is available. The system needs a measurer component only if the observ-
er component is unable to provide the system with enough information.
3. Collecting the QoS information from the observing and measuring sources. The
collector component collects data from various observer components and provides a
repository for the collected data. The collector layer may consist of several collector
components.
4. Analysing the collected information. The analyser component does the first level
analysis of the collected data. It calculates various parameters, such as throughput,
round-trip time, and so on. The observer or the measurer should do a simple analy-
sis of data for efficiency reasons. The key criteria for determining which operations
the analyser component should perform instead of the observer component are fre-
quency, data required, complexity of the function, and the number of instance [236].
5.2. QOS ONTOLOGY 85
Figure 5.2: Internal architecture of the Communication Agent
5. Controlling the MTC and selecting the MTP. This involves mainly the adaptation
to the current environment. For example, selecting the best possible MTC from the
available ones, and based on the MTC and the current QoS, selecting the best possi-
ble MTP. Later we will see how other agents can guide the controller in the decision-
making.
Figure 5.2 depicts a possible internal architecture of the Communication Agent with the
various components given above.
It should be noted that this architecture enables adaptive agent-based applications, but
it is not an application itself. In Chapter 6 we will give some examples of applications
that builds on top of this architecture. Further, as noted in Section 3.1, providing QoS
guarantees in wireless environments are demanding tasks. Therefore, we are not trying to
do this. The objective of the architecture is to provide application agents with sufficient
information so that they adapt to the current environment appropriately.
5.2 QoS Ontology
The purpose of this Quality-of-Service ontology is to provide agents and agent platforms
with means to communicate using QoS related terms. The ontology contains a basic vocab-
ulary needed for this. In Section 5.4 we introduce methods for obtaining QoS information
from the system. Additionally, Appendix A provides a summary of the ontology.
5.2.1 Reference Model and Definitions
Figure 5.3 depicts the reference model used in the following sections. It defines reference
points    
*
and
ﬃ


ﬃ
*
, where S and R denote the sender and receiver, respectively.
The path between 
"
and
ﬃ "
gives the MTC QoS and the path between 
*
and
ﬃ
*
the
MTP QoS. We define the reference points so that we can later specify the relationships
between the QoS terms. For example, we can say there is a relation between the values
of parameters
 
and  , but only if measuring these values at the same reference point
level. Especially if measuring the parameter values at different levels, the relationship is
undefined.
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Figure 5.3: Reference model for QoS ontology
Sometimes, it is impossible to say how a value of some QoS parameter at a given refer-
ence point relates to the same parameter value at a different reference point. For exam-
ple, the throughput value between the reference points   and
ﬃ
 can be different from
the throughput value between the reference points 
"
and
ﬃ "
. However, while the path
between the reference points 
"
and
ﬃ "
is “longer” than the path between the reference
points   and
ﬃ
 , it does not necessarily mean that the throughput value is lower. In fact,
it can be significantly higher.
In those cases where measuring the parameter in time, the value of the parameter mea-
sured for the reference points 
"
and
ﬃ "
is typically smaller or equal to the value measured
for the reference points 
*
and
ﬃ
*
. Usually, however, it is smaller, since at least some pro-
cessing overhead is necessary between the reference points 
"
and 
*
and between the
reference points
ﬃ*"
and
ﬃ
*
. In can be equal only if the input rate of the observer com-
ponent or the measurement component is coarse-grained enough to hide the difference.
For example, if the measurement component can only measure the round-trip time in sec-
onds, and the MTC round-trip time 550 milliseconds and the MTP round-trip time 700
milliseconds, the round-trip time given to the user is one second in both cases. However,
it is possible that the value of a parameter is higher at the reference points 
"
and
ﬃ "
that
at 
*
and
ﬃ
*
. For example, the connection setup delay parameter for an MTP may be
significantly smaller than the connection setup delay parameter for an MTC.
We will give a natural language definition for each term specified in the ontology. Further,
to improve the ontology quality, we specify also terms more formally by giving the math-
ematical definition of a term whenever possible, and by giving relationship axioms which
model sentences that are always true.
We specify four operators—Value, Known, Increase, and Decrease—that we use in the axi-
oms. These operators enable reasoning about the terms, and have the following defini-
tions:
Definition 1 Operator Value +  &   +    gives the value of a parameter p at the reference point rp for
the direction dir.
The Value operator hides the unit of the value. In the axioms given later in this section, we
assume the same unit when comparing two or more values. In implementation, however,
this may not be the case. Should the comparable values have been expressed in a different
unit, obviously they have to be converted into the same before comparison.
For each value, two directions are possible: inbound and outbound which we define as
“the data transmission where the actor receives the data” and “the data transmission
where the actor transmits the data”, respectively. For example, if an agent is located at
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a mobile device, then the inbound and the outbound mean the downlink and the uplink,
respectively. Later we will use abbreviations “in” and “out” for inbound and outbound,
respectively.
For example, the expression Value   & 


'	 gives the inbound throughput value
at the reference point 
"
, that is, the throughput value from reference point
ﬃ "
to 
"
.
Definition 2 Operator Known    returns true, if the measurement component knows the value of
the parameter p, false otherwise.
The Known operator definition is different from the measurability of a parameter value.
A value can be measurable even if the Known operator returns false, but not conversely.
Furthermore, the Known operator is also different from the existence of a parameter value.
Having a physical connection between two peers, all defined parameters have a value
even if the measurement component is unaware of the values.
Definition 3 Operator Increase   ﬀ 
"
 means that if the value   increases, then the value 
"
increases also.
Definition 4 Operator Decrease   ﬀ 
"
 means that if the value   increases, then the value 
"
decreases.
The operators ‘
(
’ (not), ‘
,
’ (or), and ‘
&
’ (and) have their standard meaning. Further, “true”
and “false” are logical constants that are always true and false, respectively.
For example:
Known  Value   &  
 
@ Value   &     
	 , means that if the value of the parame-
ter
 
is known at the reference point
ﬃ
 for some direction, then the value of the
parameter  is 	 at the same reference point and for the same direction.
Value  &  
 
 Value  &   + , means that the value of the parameter
 
is greater than
or equal to the value of the parameter  at any given reference point and in any
given direction (but the reference points must be the same as well as the direction).
For all QoS parameters specified in this ontology, we define the following two axioms:
 

ﬀ   Value   &




  Value   & 



 (5.1)
 

ﬀ   Value   & 



  Value   &




9ﬀ (5.2)
where

denotes the parameter and   the reference point level. These axioms specify
that both ends of a connection have the same view of the situation. In the real-life this
may not be exactly true, but the goal is to keep these axioms true whenever possible. In
Section 5.2.4 we will discuss issues of how we can—in implementation—keep two peers
with the same view of the situation. However, it is important to notice that no matter
how well the peers are kept synchronised, it is impossible to satisfy the axioms 5.1 and 5.2
in the general case. This is mainly due to the transmission delay between the peers, but
other factors may also have an effect. A simple example of other affecting factors is the
physical link disconnection. During the disconnection, the peers cannot exchange infor-
mation, and if measuring the value only in one side of the connection, updating the value
at the other side is impossible. From the ontology’s standpoint, these are not problems;
they are implementation problems. However, despite the real-life problems, these axioms
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Table 5.1: QoS terminology
Term Abbreviation Explanation
line-rate LR The bandwidth in one direction over a measured component.
throughput TP The number of user data bits successfully transferred in one direction
across a measured component. Successful transfer means that no user data
bits are lost, added or inverted in transfer.
rtt RTT Round-trip time, that is, the time required for a data segment to be trans-
mitted to a peer entity and a corresponding acknowledgment sent back to
the originating entity.
delay DL The (nominal) time required for a data segment to be transmitted to a peer
entity.
mean-up-
time
MUT The expected uptime of an established (logical) connection.
omission-rate OMR The probability that a data segment is lost.
ber BER The ratio of the number of bit errors to the total number of bits transmitted
in a given time interval.
frame-error-
rate
FER The probability that a data segment is not transmitted correctly over a
measured component.
conn-setup-
delay
CSD The delay to establish a connection between communicating entities.
conn-setup-
failure-prob
CSFP The ratio of total call attempts that result in call setup failure to the total
call attempts in a population of interest.
status ST The connectivity status of a measured component.
available AVL The availability status of a measured component.
are well-justified. Essentially, they reduce the communication over a link, as the value of a
parameter can be queried from the local measurement component even if the value cannot
be measured locally.
As an example of situation where these axioms are be useful, consider the following. An
agent asks the Communication Agent located at the mobile whether message transport
protocol   is available for sending messages from fixed network to the mobile node, that is,
whether the Value  &
 


	
 is true for the MTP   . The Communication Agent does
not have this fact in its knowledge base, but assuming it knows that the MTP is available
for receiving messages (i.e., Value    & 

	
 =true for the MTP   ), using axiom 5.2 it can
infer that the MTP is available for sending messages at the opposite side of the connection.
5.2.2 QoS Vocabulary
The QoS ontology specifies 12 QoS terms, and gives a natural language definition for each
of them (see Table 5.1). The terminology is used in defining the functionality of the Com-
munication Agent. Certainly, these terms can be used in other knowledge sharing as well.
Further, it is important to notice that this ontology contains only commonly used QoS ter-
minology. Especially, it is not meant to be an exhaustive collection. Figure 5.4 depicts an
example QoS object with all specified slots using the FIPA-SL content language.
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Figure 5.4: QoS object represented using FIPA-SL content language
In what follows, we give a detailed overview of the QoS vocabulary and discuss in detail
the relationships between the terms. Furthermore, we give some ideas for possible mea-
surement implementations.
Line-rate
The line-rate (LR) parameter specifies the bandwidth in one direction between two refer-
ence points   and
ﬃ
 . Only successfully transmitted data is taken into account, that is,
data bits lost, added or inverted are excluded. The most important function of the line-rate
parameter is to give an upper bound to the throughput value. This means that it is impos-
sible to have a higher throughput value than a line-rate value. Furthermore, this implies
that if the throughput value is unknown, the line-rate value can be used as a throughput
value estimate.
Typically in circuit switched connections the line-rate value remains static during one
physical connection. However, it is possible that the line-rate value changes during the
connection, for example because of a cell handover.
The network should provide the value of the MTC line-rate parameter, although it is pos-
sible to estimate it. Furthermore, often, the value of the line-rate parameter is known in
advance. For example, if the connection is a GSM Data connection, the line-rate value is
typically 9.6 kbits/s (it can be lower). If the connection is, for example, HSCSD, the line-
rate value can be calculated based on the channel-coding scheme (that is, the speed of one
time-slot) and the number of time-slots used. In packet switched connections, estimating
the line-rate value in advance can be more problematic, if the network fails to provide
the value. Based on the history information, it is possible to estimate an accurate enough
value. For example, if the line-rate value has always been  in a certain network at a certain
location and time, it probably will remain the same.
The value of the line-rate parameter is always greater than zero, if and only if the value is
known:
  
ﬀ

Known  Value  &  
ﬃ
@
 Value  &  
ﬃ
' (5.3)
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The value of the line-rate parameter is always greater than or equal to the value of the
throughput parameter at the same reference point level:
  
ﬀ

Value  &  
ﬃ
 Value  &   $

 (5.4)
Therefore, if the throughput value is unknown, the line-rate value can be used instead.
Further, we specify the line-rate parameter so that it is quite static, that is, the value of the
line-rate can be known even if the object, the value of which we are interested in, is neither
available nor connected. For many other parameters we will specify an exact opposite;
the value cannot be known if the status of the object is “disconnected”. Having the line-
rate value “always” available, allows reasoning about (some) connection properties before
establishing the connection, as an example. On the other hand, most of the parameters
values makes sense only if the actual value is known. Notice, however, that these are
design issues. We could have specified this otherwise as well.
Throughput
The throughput (TP) parameter specifies the number of user data bits successfully trans-
ferred in one direction across the communication path. Successful transfer means that no
data bits are lost, added or inverted in transfer. The throughput parameter relates closely
to the line-rate parameter; the line-rate parameter gives the upper bound of the through-
put parameter. It is important to notice that the throughput definition depends on the
receiver’s capability of detecting erroneous bits. For example, if the receiver cannot detect
erroneous bits but passes erroneous data to the upper layers, this data is considered error-
free. Put in another way: all data passed from a given reference point to some upper
reference point is considered error-free data even if this is not the case.
The throughput parameter can be considered one of the most important parameters in
this ontology. Often, the adaptation decision is based on the available throughput. For
example, whether some object should be transferred over a connection or not, or which
compression method should be applied, typically depends on the value of the through-
put parameter. Certainly, not all adaptive applications need the throughput parameter;
for some applications, it might be useless, but, for example, the delay parameter is more
essential for these applications.
If the network does not provide the throughput value, it can be sampled at a higher layer.
In the simplest case—if an agent or agents are sending data at full speed—the calculation
can be simple. The throughput is the number of data received divided by the time. If,
however, the agents are not sending data at full speed, the system could somehow estimate
how much data can be sent. The same problem occurs if no agent is sending data, but some
agent needs the value of the current throughput. In these cases, the simplest solution
is to return the last known value, although this value can be wrong. Examples of the
throughput estimation methods can be found, for example, in [72, 103, 104, 280–282, 335].
The value of the throughput parameter is always greater than or equal to zero, if and only
if the value is known:
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Further, we specify that the throughput value cannot be known if the object in question is
not available, that is, the value of the available parameter is false:
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In addition, the value of the status parameter must be something else than disconnected
for the throughput value to be known:
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There is no relation specified between throughput values at different reference points. For
example, the MTP throughput value can be significantly larger than the MTC throughput.
This is because it is possible to employ some compression between these two.
Delay
The delay (DL) parameter specifies the (nominal) time required for transmitting a data
segment successfully to a peer entity. Successful transfer means that no data bits are lost,
added or inverted in transfer. The delay refers to the successful transfer of data segments
and is the period of the time that starts when sending a data segment from a reference
point ( 9#%
 ) and ends when receiving that segment at the corresponding reference point
(   + ). We can specify the delay as:
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where 9


 


denotes the time at reference point   .
It is difficult to estimate the delay value in general because of the lack of a global clock.
Note that even if the network provides the delay value, it is not accurate for the same
reason. Sometimes, however, estimating the delay value is possible. For example, if the
connection is symmetric, that is, both inbound and outbound delays are roughly the same,
the delay can be estimated as ﬃ 

. Similarly, if the connection is asymmetric and the
delay value for one direction is known, the delay value for the other can be calculated by
subtracting the known delay value from the round-trip time value. Both of these estimates
assume that the round-trip time value is available. Estimating the round-trip time value,
however, is simpler (see below). Naturally, the accuracy of the value needed affects how
easily the delay value can be measured. If we only want to know whether the delay value
is closer to 10 seconds than one second, the answer can usually be found. However, if
we want to know whether the value is 500 milliseconds or 505 milliseconds, we run into
problems in most cases.
The value of a delay parameter is always greater than or equal to zero, if and only if the
value is known:
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In addition, the delay value can be known if the object in question is available and the
status of it is something else than disconnected:
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If both inbound and outbound delays are unknown, we can say something about the delay
value: The delay value is always less than the round-trip time value.
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Further, we can specify the following about the relationship between the delay and the
round-trip value:
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Round-Trip Time
The round-trip time (RTT) parameter specifies the time required for transmitting a data
segment successfully to a peer entity and the corresponding acknowledgment back to the
originating entity. Successful transfer means that no data bits are lost, added or inverted
in transfer. We can specify the round-trip time as:
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where  


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
denotes the time at the reference point   .
The round-trip time gives an upper bound for the delay value. In symmetric links—
where the delay value is equal both for the inbound direction and outbound direction—the
round-trip time can be calculated as      

. Given this, we only need to know the delay
value to calculate the round-trip time value. If the connection is asymmetric, then we have
to know the delay value for both directions to calculate the round-trip time value.
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The value of the round-trip time is always greater than or equal to zero, if and only if the
value is known:
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Moreover, the round-trip time value can be known if the object in question is available and
the status of it is something else than disconnected:
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At a given reference point, the value of the round-trip time is equal to the sum of inbound
and outbound delays at the same reference point:
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Equations 5.1 and 5.2 hold with the round-trip time, but the following also holds:
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Bit Error Rate
The bit error rate (BER) parameter specifies the ratio of the number of bit errors to the total
number of bits sent in a given time. This is also sometimes called the residual error ratio.
The bit error rate is specified as:
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where )


is the number of corrupted bits; it does not include lost bits, for example. )  is
the total number of bits sent, including re-transmissions.
The bit error rate is necessary to estimate the number of possible retransmission. Usually,
this parameter is only necessary at the MTC level. At the MTP level, we are not typically
dealing with bits, but with messages. Hence, we are more interested in other error rates,
such as the omission rate and the frame error rate. However, at the ontology level the bit
error rate is also defined at the MTP level, although accurate implementation of it might be
difficult, as we can usually only observe whether the message was delivered successfully
or not. Typically, we can find out whether the transmission was unsuccessful because the
message was lost or because it was corrupted. However, in the latter case, we are typically
not interested in how many bits were corrupted.
The value of the bit error rate parameter is always between zero and one, if and only if the
value is known:
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In addition, the bit error rate value can be known if the object in question is available and
the status of it is something else than disconnected:
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Furthermore, the value of the bit error rate affects the values of throughput, omission rate,
and frame error rate:
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Omission Rate
The omission rate (OMR) parameter specifies the probability that a data segment is lost.
The data segments that are corrupted, for example the data segments containing bit-errors
are not counted into the omission rate value. At the MTP level, a data segment is a mes-
sage. Given this, we cannot specify any relation between the omission rate values at dif-
ferent reference points, as no general relation between the data segment sizes between
reference points is specified.
The omission rate is specified as
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where 


is the number of lost segments, and   is the total number of segments sent,
including retransmissions.
The value of the omission rate parameter is always between zero and one, if and only if
the value is known:
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In addition, the omission rate value can be known if the object in question is available and
the status of it is something else than disconnected:
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Naturally, the omission rate value affects the throughput value; having a higher omission
rate value decreases the throughput value:
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Furthermore, the omission rate value is greater than or equal to the frame error rate value,
as the frame error rate value includes segments that are corrupted or lost, but the omission
rate value only lost segments:
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Frame Error Rate
The frame error rate (FER) parameter specifies the probability that transmitting a data
segment is incorrect. The data segments counted into the frame error rate include all lost
data segments and all data segments that contain errors. At the MTP level, a data segment
is a message.
The frame error rate is specified as
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Where
 


is the number of frames containing a payload error for a particular time, and
 
 is the total number of attempted frame transmissions including retransmissions within
the committed information rate for a particular time.
The value of the frame error rate parameter is always between zero and one, if and only if
the value is known:
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In addition, the frame error rate value can be known if the object in question is available
and the status of it is something else than disconnected:
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Like the omission rate value, the frame error rate value affects the throughput value; hav-
ing a higher frame error rate value decreases the throughput value:
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Mean Uptime
The mean uptime (MUT) parameter specifies the expectation of the uptime of an estab-
lished link connection or an activated message transport protocol. The uptime is specified
as a time interval during which the link connection is established or the MTP is activated.
Naturally, the definition of an established MTC or activated MTP depends on the MTC
type and the MTP. As we are not aware of all possible MTCs or MTPs, it is impossible to
specify the exact meaning of these terms. But, for example, a GSM connection is estab-
lished if a physical channel or channels is allocated for the call, and a GPRS connection is
established if a PDP context is activated.
The mean uptime parameter neither has any direct effect on the rest of the parameters, nor
do other parameters affect it. However, if some of the error rate parameters are relatively
high, the network may close the link level connection. Furthermore, as the user-initiated
close operations are counted into the MUT, the throughput value may affect this. Having a
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low throughput value, the user is more willing to close the link even if she has something
to do. On the other hand, sometimes the user wants to complete the task no matter how
long it will take. Giving a low throughput value while the link is not closed automatically,
increases the mean uptime. In addition, if the throughput value is high, the user might
perform additional tasks, which were not planned when the connection was opened. For
example, the user’s original plan was just to read her e-mail, but because the throughput
value was reasonable, she decided also to read an electronic newspaper.
Given that in wireless environments, the connection may break down for various reasons,
it might be useful to specify the terminology for different situations. For example, we
could specify a “Premature Disconnect Probability” value, which gives the probability for
an unexpected disconnection. Obviously, we could specify several parameters like this.
However, we decided not do so, to keep the ontology reasonably small.
The value of the mean uptime parameter is always greater than or equal to zero, if and
only if the value is known:
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Moreover, the mean uptime value can be known if the object in question is available and
the status of it is something else than disconnected:
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Connection Setup Delay
The connection setup delay (CSD) parameter specifies the delay to establish a connec-
tion between communicating entities. The connection can be a physical connection in the
circuit-switched data connections cases, or it can be a logical session. In the latter case, the
value of the connection setup delay parameter is the time it takes to establish a session.
Usually, the throughput and round-trip time values affect the connection setup delay value
often, as typically some data should be transferred over the connection before it can be
successfully used. However, this is not always true, and thereby we cannot assume any
such relation in the general case.
The value of the connection setup delay parameter is always greater than or equal to zero,
if and only if the value is known:
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Connection Setup Failure Probability
The connection setup failure probability (CSFP) specifies the ratio of total connection at-
tempts that result in an error to the total call attempts in a population of interest.
5.2. QOS ONTOLOGY 97
The connection setup failure probability is specified as:
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where 


is the number of connection setup attempts that resulted in a failure, and   is
the total number of attempts.
A simple implementation of this parameter can just consider all the attempts and calculate
the appropriate value using Equation 5.48. However, the confidence of the value can be
improved by considering the location and time. This is especially true when calculating
the connection setup failure probability value of an MTC. Evidently, failures can occur at
anytime and at any location in the system. There are several factors that affect the value of
the connection setup failure probability. For example, the remote system could be down,
or the applied service is simply unavailable.
Having some history information of the system behaviour and information about the loca-
tion and the time, the system could improve the connection setup failure probability value
accuracy by considering only relevant attempts. For example, if an agent tries to establish
a given MTC, but the MTC is not available, this will inevitably result in a failure. However,
when the MTC is available, the system should not include these attempts when calculating
the CSFP value. The location and time information especially affects the CSFP value of an
MTC. Sometimes, it is possible to predict that the connection setup results in a failure with
a high probability, just because it has typically failed in the history at the given location
and at the given time.
The value of the connection setup failure probability parameter is always between zero
and one, if and only if the value is known:
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Further, we specify that if the connection setup failure probability value is less than one,
the object in question must be available:
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However, we cannot specify that if the connection setup failure probability value is one,
the object in question is not available, although this is most likely the case.
Status
The status (ST) parameter specifies the connectivity status of a connection. The connection
may be an established MTC connection or an activated MTP session. The possible val-
ues of this parameter are “connected”, “disconnected”, and “connecting”1 . “connected”
means that at least a logical connection between communicating entities exists. “discon-
nected” means that no connection between communicating entities exists, and that the
1Applications may use their implementation specific values as well. However, here we assume only these three.
98 CHAPTER 5. AGENT-BASED MIDDLEWARE FOR NOMADIC APPLICATIONS
Disconnected ConnectedConnecting
Figure 5.5: Possible connection states and transitions between them
communicating entities are not establishing a connection at the moment. “connecting”
means that no connection between communicating entities exists, but they are establish-
ing it.
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Figure 5.5 depicts a simple state diagram for the connectivity status. Naturally, the status
parameter has an effect on other QoS parameters. For example, the throughput, the round-
trip time, and the delay can only have values if the connectivity status is “connected”;
otherwise, these values should be undefined. Also, if any of these parameters have a value,
it means that the value of the connectivity status is “connected”. However, having the
connectivity status “connected” does not necessarily mean, for example, that the system
can provide the agents with the throughput value.
Availability
The boolean valued parameter available (AVL) specifies whether the object in question,
that is, a particular MTC or MTP, is in a state to perform a required function. For exam-
ple, an MTC is available if it can be used—at least in theory—for transferring data. This
parameter is essential when establishing an MTC connection or activating an MTP. For
example, an agent trying to perform either operation could blindly try to establish some
MTC. If such an MTC is not available, the operation will simply fail. Therefore, having
information on available choices, the agent can more easily choose an MTC that the sys-
tem can establish. An important point to note is that even if some MTC is available, it
does not necessarily mean that establishing it always succeeds. However, the opposite is
always true: if the object is not available, it cannot be used to perform its normal function.
As we are unaware of all choices that can be used as an MTC or an MTP, the concept of
“normal function” cannot be specified strictly.
By definition, the possible values of the available parameter are true and false:
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We assume that if availability is false and we know the status value, then the status value
necessarily is “disconnected”:
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In addition, if the availability of an object is false, then the establishing or activating of that
object will fail:
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Lastly, for values of throughput, delay, round-trip time, bit error rate, omission rate, frame
error rate, and mean uptime we specify that if the object in question is not available, the
values of these parameters are unknown:
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5.2.3 Expressing Parameter Value
Above we assumed the value of the parameter is known, but did not discuss how to
express the value. However, we need to specify precisely how to express these values. For
example, it is not enough to express that the value of the delay parameter is 500. Given
the context, it may be possible to reason the meaning for the number 500, but in general
this is impossible. For example, the number 500 can mean 500 milliseconds, or it can mean
500 seconds. Furthermore, this reasoning requires some common sense, or at least some
background information—an agent typically has not enough of either of these. Another
choice is to fix the unit of a value. For example, we could specify that the delay value is
always expressed in milliseconds. This, however, should be avoided. Sometimes, the term
delay can be used to describe a given delay that is several days or several years. In these
cases, using milliseconds is not appropriate.
The object that represents a data transfer value and the object that represents a time value
contain two slots: the numerical value and the unit in which the value is represented.
While the unit slot type is the same in both objects, the possible values of this slot are
obviously different. Possible values for the time unit are milliseconds (ms), seconds (s),
minutes (m), and hours (h), and the possible values for rate value are Gbits/s, Mbits/s,
kbits/s, and bits/s. Notice that these are not the only units that can be used. For example,
an agent can use a day as a time unit. Below is an example of a time value object stating
that a value of some parameter is 500 milliseconds.
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Figure 5.6: A generic message format for QoS information exchange
The object that represents a probability value contains only one slot that gives the numer-
ical value. Furthermore, the numerical value is limited to be between zero and one. For
example:

 
1  <9.<.0:.
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5.2.4 QoS Information Exchange
Assuming that the object (for example MTC or MTP) the QoS of which we are interested
in, fails to provide the QoS information, we must measure it somehow. Sometimes, we
can easily measure the value of a given parameter only for one direction. For example,
we can measure the throughput value only for the outbound direction, but not for the
inbound direction. However, typically both ends of a connection need a complete view of
the situation, and this is required by the axioms 5.1 and 5.2. Therefore, Communication
Agents situated at opposite sides of a connection should share their own view with each
other. For example, if the local Communication Agent can measure the value for one
direction, the Communication Agent at the opposite side can probably measure the value
for another direction. Obviously, this information-sharing needs some bandwidth, and
therefore requires careful design. It is worthless to have a system that provides application
agents with an accurate view, but wastes all the bandwidth in providing this information.
It is the applications the end-users need, therefore the underlying system should be as
transparent as possible to the user, and therefore leave as much bandwidth as possible
to the applications. Next, we will give an overview of how the QoS information-sharing
can be implemented, and give a brief analysis of how much different scenarios need the
bandwidth.
Naïve Method
To simplify the model let us assume that all the QoS values are expressed in four bytes.
Further, we need one byte for expressing which value is in question; for the 12 parameters
given in Section 5.2 we need four bits. Using this identification byte, we can also express
whether the value is for the inbound or for the outbound (1 bit), and the unit of the param-
eter value (3 bits). We need the identification byte so that we can later transfer only partial
information, that is, not all the QoS values have to be exchanged every time. Now, we
can define the size of one QoS value parameter as      	


ﬂ bytes. We have 12 QoS
parameters and two directions for each of them. Therefore, to pass all information over a
connection, we need
 
 

 

 



 
 bytes. Figure 5.6 depicts a generic format of this
message. Note that this is only the QoS information of one object, that is one MTC or MTP.
In real-life, we probably need several of these. In general, we have   MTCs and   MTPs.
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Figure 5.7: Bandwidth utilisation in the naïve method with varying update interval
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Figure 5.8: Comparison of update interval for bandwidth use with a given connection
utilisation percentage
First, let us assume that all the values have to be transferred over the link in a  seconds
interval. Figure 5.7 gives the bandwidth use of three different bandwidths (9600 bps,
28,800 bps, and 43,200 bps) while the update interval varies between 250 and 3000 mil-
liseconds. For example, if updating the state once in a second, the bandwidth use is about
12.5%, 4.2%, and 2.8% for bandwidths 9600 bps, 28,800 bps, and 43,200 bps, respectively.
Figure 5.8 compares the case where we fix the percentage of the bandwidth we can use
while the bandwidth varies between 9600 bps and 115,200 bps. For example, if we have a
9600 bps connection, we can update the information more than five times a second if we
can use 5% of the bandwidth for this. Figure 5.9 summarises the results by comparing the
bandwidth use to the update interval for three different bandwidths.
Probabilistic Method
In the example above, we updated all the QoS information every time. However, typically
this is unnecessary, because it is unlikely that all the values are changed between two
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Table 5.2: Hypothetical QoS parameter update probabilities
Parameter Probability (   )
Line-rate 0.4
Throughput 0.6
Delay 0.5
Round-Trip Time 0.5
Bit-error-rate 0.05
Omission Rate 0.05
Frame Error Rate 0.05
Mean Up Time 0.3
Connection Setup Delay 0.01
Connection Setup Failure Probability 0.01
Status 0.02
Availability 0.02
subsequent exchanges. Therefore, to create a more realistic model, we attach a probability
to each QoS value that tries to predict the value change rate.
For example, given a probability 0.5, the value needs to be updated only every second
time. Obviously, this probability depends on many factors, such as the underlying tech-
nology, the measurement method, and the QoS information exchange interval. Now, the
following equation defines the size of the QoS information message.
 
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% %
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ﬀ (5.62)
where

 denotes the probability that value  has changed since the last update and there-
fore has to be exchanged.
To illustrate this, we give a hypothetical probability for each value as given in Table 5.22,
with an update interval of 500 milliseconds. In addition, we assume that whenever in-
creasing the update interval by 500 milliseconds, each probability increases by 10%. For
2These values do not necessarily have any relation to any existing network.
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example, if the update interval is two seconds, the probability that we have to update the
throughput value is about 80%. Given the probabilities defined in Table 5.2, Figure 5.10
compares the message size to the update interval. As shown in Figure 5.10, the update
interval can be almost 25 seconds until the message size is equal to the message size used
in the naïve method. Figure 5.11 compares the bandwidth (9600 bps) use using the naïve
method (updating all the values every time) and the probabilistic method (updating only
the changed values) where the update interval is changing between 500 and 4000 mil-
liseconds. Naturally, having a short update interval, the probabilistic method performs
much better than the naïve method. However, having a coarse-grained update interval,
the difference is insignificant.
So far we have assumed that we are exchanging the information by sending the messages
given in Figure 5.6. This is obviously possible, but as we are dealing with agents, is it
natural to use ACL to exchange this information. Below is a sample ACL message for this:
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Without the content, the size of this message is about 180 bytes, which obviously is a sig-
nificant overhead compared to the simple message used in the examples above. Using
the bit-efficient encoding we can significantly decrease the overhead (see Section 4.5 for
details). In this case, using a code table with a size
 
, the size of the message without
the content will be about 30 bytes. Here we assume the code table can hold all the strings
needed, otherwise the message size is something between 30 and 180 bytes. In addition,
we have to include the content to the message. There are two main choices: (1) We use a
standard content language, for example FIPA-SL (as done in the sample message above),
or (2) we specify our own content language. The first choice is unattractive, because there
is no standard way to represent SL expressions bit-efficiently. Thus, the overhead of the
content will dominate the size of the whole message. The second choice can be straight-
forward in this case. We can specify that our own content language is exactly as given
in Figure 5.6, that is, the content of the ACL message is the message we have used in the
performance model above. Now, we can extend the Equation 5.6 to:
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where  denotes the size of the ACL message. As noted above,  can be as small as 30
bytes, but can also be much larger.
The purpose of this analysis was to give guidelines for designing QoS exchange over a
wireless connection. Obviously, use of this method is not straightforward. One has to
consider the change rate probabilities carefully when assigning an initial value for the
update interval.
5.3 Control Functionality
The control functionality includes controlling the MTC and the MTP. Especially it includes
opening and closing the MTC connections, and activating and deactivating MTP connec-
tions. We assume that the Communication agent implements this functionality and pro-
vides an interface to other agents that can apply the service. However, as an autonomous
agent, the Communication agent may decide to perform these operations without direct
intervention from other agents or a human user. Further, we discuss how communicating
peers can negotiate a suitable MTC and a suitable MTP.
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5.3.1 Communication Channel Functions
We specify two communication channel management functions: open communication
channel and close communication channel. The communication channel is a synonym for
MTC. By using the open communication channel function, an agent can request to open
a named communication channel and correspondingly by using the close communication
channel function, to close a named communication channel. Both of these functions take
one parameter: A Communication Channel object. By using this object, an agent applying
the service specifies the communication channel to which it wants to apply the operation.
Communication Channel Object
The Communication Channel object represents a communication channel and contains
two slots: name and target address. Below is an example of a Communication Channel
object.
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The name slot denotes the name of the communication channel. The name has only a local
meaning; that is, it is meaningful only in the underlying agent platform. For example, the
name can be a pointer to a local phone book entry, which is used to establish a connection
between the local platform running in the mobile device and the remote platform node
running in the fixed network.
The target address slot denotes the transport address of the target platform, that is, the
transport address of the ACC at the target platform. This may also be the address of
a gateway ACC, if the system uses gateways. Although the address defines the trans-
port address of some remote agent platform, it does not mean that a physical connection
is opened to that platform. Sometimes, this is even impossible. The underlying idea is
that an agent can specify some transport address but the system—the Communication
Agent—always decides how and where to open the communication channel. For exam-
ple, the agent can use the address of the remote agent platform with which it wants to
communicate. However, it is possible that the system supports some choices for control-
ling the establishing process more explicitly. The communication channel includes the
target address parameter to overcome the problem that the name slot has only a local
meaning. For example, if a mobile agent is running in a foreign platform, it has no way
of knowing which name it should use to open a communication channel to its home agent
platform. By defining an appropriate transport address in the communication channel
object, the mobile agent is able to open a physical connection to the fixed network. Then,
the agent can use the available message transport protocol to communicate with its home
agent platform.
It is possible to use extra parameters to give the additional information needed to open the
communication channel. Interpreting additional parameters depends on the communica-
tion channel. For example, an agent may give the login name and password of the user
for the network login when opening the communication channel. When closing the com-
munication channel, the agent may specify that the system should not close the channel
immediately but after finishing current transfers. Below is an example of a communication
channel object with the login information.
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Opening and Closing a Communication Channel
An agent can request the system to open a communication channel by using the activate
function, which takes a communication channel object as a parameter. The communication
channel object should contain enough information for the Communication Agent to be
able to choose the right communication channel. Typically this means that either the name
parameter or the target-addr parameter should be present. However, we also allow empty
communication channels. Here the request interpretation is “open any communication
channel”. This is useful when an agent situated in a mobile device needs a connection to
the fixed network, but does not care which communication channel the system opens. This
enables simple agents that are unable to reason about communication issues, but need to
communicate with other agents located at the opposite end of the wireless link.
Below is an example of an open communication channel request:
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The FIPA Request protocol should be used when applying the communication channel
opening, as done in the example above. From the system’s view, the protocol should be
used as follows. When observing the REQUEST act, the system either agrees or refuses the
request. If it agrees, it sends an AGREE message back to the REQUEST message originator,
and after that, starts to perform the open process. After opening the communication chan-
nel, the system sends an INFORM(DONE) message back to the REQUEST message originator.
An agent can request the system to close a communication channel by using the deactivate
function, which takes a communication channel object as a parameter. As with the activate
function, the communication channel object should contain enough information to iden-
tify the correct communication channel. We also allow an empty communication channel
with a deactivate function. The system interprets this as a request to close one open com-
munication channel. If several communication channels are open at the same time, the
system chooses one of these. The algorithm for choosing one is an implementation issue.
The system, however, should prefer unused communication channels.
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Below is an example of a close communication channel request.
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Obviously, the closing process may fail. Two different cases can be identified. Firstly,
the closing fails locally. In this case, the Communication Agent should inform the agent
that requests the closing with an appropriate error code (see Section A.3). Secondly, the
closing succeeds locally, but the remote end is—for one reason or another—unaware of
this. It is an implementation issue whether the closing process is successful or not in this
case. However, the following guideline should be used: If a subsequent close request is
unnecessary, then the closing process was successful.
5.3.2 Transport Protocol Functions
Besides the communication channel functions described in the previous section, the archi-
tecture supports corresponding functions for message transport protocols: activate and
deactivate. Both of these functions take one parameter: A transport protocol object. By
using this object, an agent applying the service specifies the message transport protocol to
which it wants to apply the operation.
Transport Protocol Object
The transport protocol object describes a message transport protocol, and contains three
slots: name, gateway address, and destination address. Below is an example of a transport
protocol object.
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The name slot denotes the name of the message transport protocol. FIPA has specified
the three aforementioned standard message transport protocols: FIPA-IIOP, FIPA-HTTP
and FIPA-WAP. These names should be used as a parameter to a name slot when applying
operations to these standard protocols. If using proprietary protocols, the name depends
on the protocol. The gateway address slot defines the transport address of a gateway ACC.
As this is an optional parameter, the system chooses the most appropriate gateway if the
value is omitted. The destination address slot defines the ultimate destination to which
the agent applying the service wants to connect. If the destination address is defined,
but the gateway address is missing, the system chooses the most appropriate gateway to
use, if needed. Figure 5.12 depicts the relationship between the gateway and destination
addresses.
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Figure 5.12: Relationship between the gateway address and the destination address
As with the communication channel object (see Section 5.3.1), implementations can use
their own parameters. In the example below, a hypothetical transport object for the mes-
sage transport protocol MAMA with a request to UDP as the underlying transport protocol
is given.
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Activate and Deactivate Message Transport Protocols
An agent can use the activate function to explicitly activate an MTP. The active function
takes one parameter: a sequence of message transport protocols. The sequence is ordered
in preference order; the first MTP on the list is the most preferred one. It is important
to realise that although the parameter can potentially contain several MTPs, the Commu-
nication Agent activates at most one of these. Each of the MTPs should contain enough
information for the Communication Agent to activate the correct MTP. It is also possible to
give an empty sequence. The interpretation of this is that an agent wants some MTP to be
activated, but does not care which one. Below is an example of an activate MTP request. In
this example, the application agent requests the Communication Agent to activate either
the IIOP MTP (preferred) or the WAP MTP to the agent platform located at  	  
 .
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The exact meaning of the activation process of an MTP depends on the MTP. After suc-
cessful activation, the agents can assume the MTP can be used to transfer messages. For
example, for FIPA-IIOP, the activation may involve two phases: (1) obtaining the remote
reference of the destination platform, and (2) activating the local interface so that the des-
tination platform can send messages back. For FIPA-WAP, the activation may include the
WSP session establishment process, for example.
An application agent can use the deactivation function to deactivate an active MTP. This is
useful, for example, when a connection-oriented MTP is activated and resources allocated
to that protocol are needed for some other purpose. Furthermore, sometimes, if the mobile
platform changes its location and thereby its IP-address, for example, it might be necessary
explicitly to deactivate and re-activate the message transport protocol. Below is a sample
REQUEST message of deactivating an MTP.
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Like the activation process, the deactivation process is also an MTP dependent process.
For example, for FIPA-WAP, it may include closing the WAP session. Furthermore, as
with closing a communication channel, deactivation of an MTP may fail. Handling these
situations should be similar to that of closing a communication channel (see Section 5.3.1).
5.4 Monitor Functionality
The Communication Agent is able to answer questions related to the QoS of the MTP and
the MTC. The Communication Agent supports two methods to get QoS information: a
single query and a subscription. For example, an agent may query the current QoS values
from the Communication Agent, or the agent may subscribe to notifications when some-
thing interesting happens in the QoS. The Communication Agent may dispatch these noti-
fications to application agents at a predefined interval or when some changes in the QoS
occur. The former (periodic notification) can be used if the agent wants to be informed
about the QoS values regularly, for example the value of the throughput every five sec-
onds. The latter (on occurrence notification) is useful when the agent does not care about
QoS values until something relevant to its task happens. For example, an agent that is
sending real-time data may need to be informed, when the throughput value drops below
the given threshold.
5.4.1 QoS Information Query
An agent that needs to know the current values of QoS parameters may query these from
the Communication Agent using the qos-information predicate. The requesting agent
must specify the communication channel or the message transport protocol, and the QoS
parameters in which it is interested. The Communication Agent returns the desired values,
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if the information is available. Notice, however, that values might not be correct anymore
when the application agent receives the reply, as the values might change rapidly espe-
cially in the wireless environment. For instance, it might happen that the Communication
Agent returns a greater than zero value for the current throughput. However, when the
application agent receives the message, the communication channel does not exist any-
more.
The FIPA-SL content language contains three referential operators—iota, any, and all—
which can be used to obtain QoS information. Next, we will give examples of each of
these operators. Firstly, the iota operator, which is used to introduce a scope for a given
expression in which the given identifier is defined. The expression       

   is
specified as “the x such that P [is true] of x” [164]. For example, an agent may query the
current throughput value for the inbound direction of a given communication channel as
follows:
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Now, assuming there is only one communication channel named “gprs” and the Commu-
nication Agent knows the current throughput value of it, it may reply as:
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The problem with the iota operator is that a failure occurs if no object or more than one
object satisfies the condition. However, the agent querying information can typically form
such a query that is unlikely to fail, by reformulating the query or using some other refer-
ential operator than iota (see below).
Secondly, the Any operator can be used to query any object that satisfies a given proposi-
tion. Unlike the iota operator, the any operator results in failure only if no object satisfies
the condition, but not when there are more than one. For example, an agent may query
any MTP that has a status connected:
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This will fail, if no MTP is connected (that is, activated), otherwise the name of some
activated MTP is returned.
Thirdly, the All operator can be used to query all objects that satisfy a given proposition.
For example, an agent may query all MTCs that are available using the following query
message:
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Now, having three communication channels available, namely “gsm”, “gprs”, and “wlan”,
the Communication Agent can return:
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The qos-information predicate requires FIPA-SL2, which may be too powerful a language
for simple agents. Therefore, we specify a current-qos function, which simply returns the
current QoS information. This function requires only FIPA-SL0, and thus is more eligible
for simple agents. As a drawback, the agent cannot specify in which values it is interested,
but receives some of the values the Communication Agent knows. The Communication
Agent should return all the values it knows, although the semantics of this function are
that the Communication Agent should return "some of the values". However, defining that
Communication Agent must always return all the values restricts the implementation.
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For example, an agent may query a current QoS value using the following message:
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The reply to this message is simply a qos-report object:
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5.4.2 Subscribe to QoS Notifications
An agent that wants to adapt to the current environment, needs to be aware of the changes
in the environment. Using QoS information query as described above is not a flexible
method of being aware of the environment as it requires polling. On the one hand, too fre-
quent polling causes unnecessary overhead, and on the other hand, too infrequent polling
disables rapid reactions to changes. Therefore, it should be possible to subscribe to notifi-
cations when something interesting happens in the environment. That is, an agent speci-
fies its interests, and the system afterwards notifies the agent when the specified conditions
are true.
As noted earlier, these notifications may be dispatched to application agents at a pre-
defined interval (periodic notification) or if some changes in the environment occur (on
occurrence notification). To specify the conditions, we need to specify two objects: time
constraint and change constraint. The time constraint object specifies conditions that are
triggered by time. We specify that a time constraint can be true “every” time interval or
“after” a given time. For example, the following predicate is true every five seconds:
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Similarly, the following is true after 10 seconds, but never after that:
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The change constraint object specifies how the QoS values should change, or how they
should be, when informing the agent. The method specifying the change constraint object
is based on the model introduced by Sudame and Badrinath [411]. This model is based
on the concept of watermarks, which define how a QoS value should change for an agent
to be notified. Figure 5.13 illustrates a configuration of watermarks. Each level between
watermarks is either a low watermark or a high watermark. Violation of a high watermark
happens when a parameter value crosses it from below, and similarly violation of a low
watermark happens when a parameter value crosses it from above. An example of high
watermark violation is the parameter value changes from   to 
"
, where the high water-
mark  
*
is violated (see Figure 5.13). Similarly, when the parameter value changes from


to 
*
, the low watermark  

is violated, but change from  to  does not cause any
watermark violations. Further, not every watermark violation is treated as an event that
triggers a notification to the agent. For example, when the parameter value changes from

 to 

crossing a high watermark   , the system informs the agent about the current
value of the parameter value. Now, if the value changes back to below   and then again
above   , the agent is not informed, because the watermark  	 was not cleared between.
Following [411], a high watermark is cleared if any low watermark below it is violated.
Equally, a low watermark is cleared when any high watermark above it is violated. The
agent is notified only if a clear watermark is violated.
For example, the following change constraints object defines two high watermarks and
three low watermarks for the throughput value (cf. Figure 5.13).
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Watermark violations are handled differently if the observed value is not numeric. This
is the case, for example, when the value type is boolean or string. Given the unordered
nature of these values, the watermark type (i.e., high or low) is irrelevant, and thus the
watermark type does not have to be specified when defining watermarks. Furthermore,
the watermark is cleared whenever the value changes.
As an example, the following change constraints object defines two watermarks for the
“status” parameter; using this change-constraint the watermark is violated every time the
status changes either to “connected” or “disconnected”:
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Figure 5.13: Watermarks
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To subscribe to the notifications, we specify a subscribe-notification function. This function
takes three parameters. Firstly, the object the properties of which we are interested in, that
is, either a communication channel or a transport protocol. Secondly, a set of parameters
that specify the QoS parameters we are interested in. Lastly, the additional constraint
object (either a time-constraint or a change-constraint) that specifies how the environment
should be for the Communication Agent to inform the agent about the current state. For
example, an agent can use the following message to subscribe to the delay information of
a communication channel named “gprs” every 5 seconds:
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If the action is successful, the Communication Agent returns a subscription identifier that
can be used to cancel notification. Now, whenever the conditions specified by either a
time constraint or a change constraint becomes true, the Communication Agent informs
the agent by sending an INFORM message:
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The cancel-notification function performs the cancelling. Below is an example of a cancel
message.
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5.5 Discussion
FIPA Nomadic Application Specification, on which this chapter is mainly based, specifies
two logical agents—Monitor Agent (MA) and Control Agent (CA)—which implement the
functionality. In addition, [157] specifies, “The most appropriate configuration of MAs and CAs
is that there is at least one pair in each AP involving adaptation”. However, we took a different
view, when we specified that a Communication Agent implements all the functionality.
This view, however, is consistent with FIPA’s view, as the MA and the CA are logical
agents; they can be implemented as one if needed.
Two principal reasons to use only one agent can be identified. Firstly, the QoS information
is necessary for controlling the connection. Therefore, it is more logical to have the QoS
information close where it is needed. Obviously this information should be provided to
application agents, but from their point of view it does not matter who provides infor-
mation. Having two agents, one providing information and another using it makes little
sense. A descriptive example of this is the status QoS parameter. In [157], the CA modi-
fies the status value by opening and closing a connection, but the MA provides the status
information to other agents. Evidently, there must be tight coupling between these agents
to keep their states consistent. Further, these agents can and indeed should communicate
with each other using an ACL, which causes additional overhead to the system. Espe-
cially for low-end devices, this should be avoided. In addition, managing more agents
consumes more system resources. Secondly, it is hard to justify why the monitoring com-
ponent should be an agent. The fact that it can provide the QoS information to the other
agents using an ACL is simply not enough. It is important to notice that this ACL interface
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to the QoS information is an essential part of the system, but it is inappropriate to have a
separate agent only for that. The controlling component, however, can be an agent. It can
autonomously manage the matters related to communication, for example opening and
closing communication channels. Besides this, it can also provide the QoS information to
other agents. Therefore, we believe that one agent—Communication Agent—is a better
solution than having two separate agents for monitoring and controlling.
Chapter 6
Example Applications
The architecture introduced in Chapter 5 is almost worthless without any application
using it, as the basic idea behind this architecture is to provide a solid basis for agent-based
nomadic applications. Therefore real (agent-based) applications are necessary to prove the
usability of the architecture. In this section we introduce three small applications, which
illustrate possible uses of the architecture. Although the selected examples are simple and
discussed without going into details, they clearly show that the developed architecture can
be used in different agent-based applications. Further, the purpose of these applications is
not to justify using agent technology in the given environment; they only show how agent
technology can be used in wireless environments using the developed architecture.
We start by outlining a wireless Internet browsing application (Section 6.1). This example
shows how the architecture helps applications to adapt to a rapidly changing (wireless)
environment. Then we introduce a simple auction scenario (Section 6.2), in which the
knowledge about the QoS between the auctioneer and the bidders is crucial. Finally, we
describe a location prediction application (Section 6.3). This application does not necessar-
ily involve any data communication over a wireless connection, but still is an interesting
application in wireless environments, and shows how the developed architecture can be
used in this domain. The last scenario was a joint work with Pauli Misikangas and was
originally introduced in [217], although the architecture presented here is slightly different
from the original.
6.1 Web Scenario
As noted in Section 3.2.3, Internet browsing has been the most thoroughly investigated
application in the wireless environment. Several solutions have been developed to en-
hance the web browsing over a (slow) wireless link; some are even commercially available.
In what follows, we describe how the architecture introduced in Chapter 5 can be the basis
for such a solution.
This architecture, as illustrated in Figure 6.1, consists of three main components: the User
Agent (UA), the Communication Agent (CA), and the Web Agent (WA). The User Agent
resides at the mobile host and the Communication Agent (CAa) and the Web Agent in the
fixed network. Further, there might be also a Communication Agent at the mobile host
(CAm). A browser is needed at the mobile host, as well. As the architecture builds on
a FIPA agent platform, we also have the standard FIPA agents: AMS and DF, and ACC
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Figure 6.1: Overview of the agent-based Internet browsing architecture
for communication. However, we omit the role of these agents in this scenario. Further-
more, this scenario is not concerned with whether the agents on the mobile host and at the
access node belong to the same agent platform or whether they reside on separate agent
platforms.
The purpose of the User Agent is to handle communication with the human user and
advise the Web Agent according to the user preferences. Additionally, the Communication
Agent on the mobile host is for opening and closing the connection between the mobile
host and the fixed network. However, in this scenario we do not describe this functional-
ity. The Communication Agent on the access node provides the Web Agent with the QoS
information.
The Web Agent has two roles. Firstly, it acts like a traditional web proxy, that is, it receives
requests for web objects from the browser and forwards them to web servers. The Web
Agent may also cache these objects, but this is irrelevant in this scenario. This role of
the Web Agent also performs the necessary transformation, transcoding, and information
abstraction for the web objects fetched to the mobile host. The component that provides
this functionality is called the “adaptation component”. This media adaptation function-
ality is perhaps the main component of the Web Agent. However, from our viewpoint it
is unimportant; the key idea in this scenario is to show how the adaptation component is
controlled.
Secondly, the Web Agent controls how and what media adaptation (transformation, trans-
coding, and information abstraction) is performed. This functionality is called the “mon-
itoring and controlling component”. This component decides how to monitor the QoS
and updates the internal knowledge of the Web Agent. Obviously, how to monitor the
QoS is something that the Communication Agent does; here we mean with this issue how
the Web Agent gets this information from the Communication Agent at the access node.
Figure 6.2 depicts the internal architecture of the Web Agent.
Before using the system, the agents must be started and they must have means to find
one another. In this scenario, we bypass these details. Agents can find one another by
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Figure 6.2: Internal architecture of the Web Agent
advertising their services at the DF, and searching the DF for services needed. Now, when
the agents are started and they are aware of one another, the Web Agent firstly subscribes
to the Communication Agent in the fixed network for notifications about new connections
(see Figure 6.1) for a given mobile host. The Web Agent can use the following message for
this:
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Now, assuming the Communication Agent accepts this action request, it informs the Web
Agent whenever the mobile host with an address “mobile.helluli.com” connects to the
fixed network (access node). Or to be more specific, it always informs the Web Agent when
the status information of the communication channel connection to the given mobile host
changes.
When the user starts browsing the Internet, the User Agent informs the Web Agent about
the user preferences. For simplicity, we assume the preference for a given mime type is
a floating point number between zero and one, and that a larger number means a better
quality for the object. For example, the User Agent can send the following message:
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meaning the user wants the system to transform all GIF images to JPEG images with a
preference value of 0.5. How the system interprets the value 0.5 depends on the transform
function. In this particular case, it could mean that the output size is reduced to half. This,
however, is a design issue. It could also mean that JPEG quality parameter 50 should be
used, as an example. Obviously, both of these choices are simple and not especially suit-
able for our case. We want the system to automatically map the user preferences to the
QoS of the connection, independently of the connection type or the changing QoS. There-
fore, we can, for example, use the following equation to calculate the quality parameter
for JPEG transformation1:
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where   is the throughput value in kbits/s. For example, if the throughput value is 9600
bps, the quality parameter is 7 (GSM case), and if the throughput value is 43,200 bps, the
quality parameter is 24 (HSCSD case). To provide this transformation, the Web Agent
needs to know the current throughput value for the outbound direction. The easiest way
to handle this is that the Web Agent subscribes to a periodic notification about the current
throughput value. The interval in this case can be coarse, but should be adjusted to the
current QoS. This is because, even if the Web Agent knows the current throughput, there
is no guarantee that the throughput will remain the same while transferring the object
over the slow wireless link. Therefore, knowing the exact value beforehand will not help.
Another alternative is that the Web Agent asks the current throughput value only when
it needs the value. In this approach, however, there is the drawback that it introduces an
extra delay. Furthermore, the problem with the transfer time will remain.
The Web agent can use the on-occurrence notification, for example, if there are additional
parameters for transformation. For example, for the mime type “application/text”, the
Web Agent could apply adaptation according to the following equation:
output(tp) 



tp 
 
ﬀ discard (drop) the object
 
 
tp
 
 ﬀ compress the object
tp   ﬀ do nothing.
(6.2)
In this case, the Web Agent does not need to know the throughput value. Specifically, it
only needs to know whether the value is less than
 
, between
 
and  , or greater than
1This parameter determines the compression level in JPEG encoding. The parameter value can range from 1
(worst quality) to 100 (best quality).
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 . Obviously, using the periodic notification solves this problem, but using the on occur-
rence notification with watermarks (as described in Section 5.4.2) can be more elegant. For
example, the Web Agent can use the following change-constraint:
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where   is a small integer for preventing unnecessary notifications in a case where the
throughput value is oscillating near a given watermark. The value of   could be, for exam-
ple, 10% of the watermark to which it is related.
This example gave a small scenario using the monitoring functionality of the Communica-
tion Agent. Also, this scenario included some agent-to-agent communication over a wire-
less link. Especially in this scenario, it is important that transferring the agent messages
over the wireless link is efficient, so that they do not disturb the application operation,
that is, the delivery of Web objects. Furthermore, the example given above can be easily
extended to handle more QoS sensitive media types, such as video or audio. In such cases
the Web Agent also needs information about the delay value as well as the throughput
value. To do this, the Web Agent needs to make such subscriptions that it is always aware
of necessary information needed for the media adaptation.
6.2 Auction Scenario
Auctions are becoming more and more common in the Internet. Further, it is predicted
that software agents will play an increasing role in electronic commerce [27, 202]. Given
that a growing number of devices connected to the Internet use wireless access technology,
soon the agents taking part in auctions will be situated in mobile devices. This, however,
may cause some problems. In this scenario we are not concerned with the theory behind
different auction types, but introduce a case in which the architecture introduced in this
dissertation can improve the fairness of a given auction. Further, in this scenario, we do
not go into the details of the application, but only describe it shortly.
The architecture for this scenario is illustrated in Figure 6.3. The auctioneer and some of the
bidders reside somewhere in the fixed network. We assume that these bidder agents have
a high-speed fixed line connection to the auctioneer, although this is not always the case.
Further, some of the bidders reside on mobile terminals, and these bidder agents have a
wireless access to the fixed network. The quality of the wireless connection may change
at any time. The QoS may change during the connection, but also because the mobile
terminal connects to the fixed network using a different access technology. Given this,
the auctioneer cannot have any predefined information about the QoS of the connection
between itself and a bidder.
Assuming a tight deadline for bids, that is, there is only a certain amount of time to make
a bid, it is important that the auctioneer knows the QoS of the connection between itself
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Figure 6.3: Overview of the auction scenario
and a bidder to provide fair conditions for each bidder. If the auctioneer knows that the
bidder
 
is behind a slow connection, it may give more time for that bidder than a bidder
using a fast connection. For example, assume a contract-net task sharing protocol with five
seconds (soft) timeout and the six seconds round-trip time between the auctioneer and one
bidder (

). Now, bidder

cannot participate in the protocol, because the auctioneer will
reject all its bids because of a late reply. However, knowing this the auctioneer can give
more time for bidder

. Should this be impossible, that is, the 5 seconds timeout is a hard
limit, the auctioneer should not send the CFP to bidder

at all.
In general, the auctioneer can monitor the round-trip time to all bidders, that is, also to
those located in the fixed network. Having this information, the auctioneer can give an
equal amount of time for each bidder to decide the bid. For example, assuming there are
five potential bidders, the round-trip times for these bidders are
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the auctioneer wants to have the bids in  seconds (   /   ﬀ

 ). Now, the auctioneer can
easily give an equal amount of time to each bidder by setting a different timeout for each
bidder. In this case, the timeout for the given bidder can be:
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) , (6.3)
where ) is the bid time given for each bidder. Note that   is the time of how long the
auctioneer will wait for the bid from the bidder  . Especially, it is not the timeout that the
auctioneer may give to the bidder. Furthermore, if    is less than ﬃ  	 ) , the auctioneer
should not send the CFP to bidder  .
Obviously, especially in this scenario, the agents using the QoS information provided by
the Communication Agent must be able to trust the information. If implementing the mon-
itoring functionality unreliably enough, it might be possible that the bidders can manip-
ulate the round-trip time information to get more time for setting the bid. These kinds of
security issues, however, are outside the scope of this dissertation, but have to be taken
into account in a real implementation.
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6.3 Location Service Scenario
In this scenario, we present an architecture that provides agents with the means to adapt
to the changes in communication environments before the changes occur. This is achieved
by providing QoS predictions of the near future. Having an accurate QoS prediction, an
application is able to adapt early enough to the changes so that application operations can
possibly continue seamlessly. In the scenario, we consider coarse-grained changes in the
QoS. We especially consider the case when the underlying network technology changes.
The system could use this information to provide support for seamless roaming, as an
example.
Selecting the most suitable network technology from a given set of alternatives is a task
that software agents could perform. In our architecture, the Communication Agent is the
most natural component that could implement such a functionality. Given the user prefer-
ences and the current network conditions, the Communication Agent can autonomously
decide when it is the right moment to roam from one the network to another. The Com-
munication Agent has the means to make even smarter and better-timed decisions than
the user. This is because it can continuously observe the network conditions and react to
changes rapidly—for example, to switch immediately to a faster network when it becomes
possible.
The architecture for this scenario, illustrated in Figure 6.4, consists of several components:
the Communication Agent (CA), the Personal Calendar Agent (PCA), the Location Pre-
dictor Agent (LPA), and possible application agents. As the architecture builds on a FIPA
agent platform, we have also standard FIPA agents: AMS and DF, and ACC for communi-
cation. In this scenario, all the agents reside at the mobile terminal.
The Communication Agent actively monitors available networks and the Location Predic-
tion Agent consumes this information. The Location Prediction Agent receives the current
location information from the Location Service. The Location Service is the component
that hides the underlying positioning system, that is, location coordinates provided to
the Location Prediction Agent do not depend on how the system determines the location
information. The Location Service can use for example GPS system or some other means
to determine the user’s current location.
When receiving location information from the Location Service, the Location Prediction
Agent combines this information with the user’s calendar information provided by the
Personal Calendar Agent. Based on this combination and the network technology history,
the Location Prediction Agent predicts the user’s route. Having the route information,
the Location Prediction Agent can predict the future network conditions as well as the
time when it will be possible to roam between network technologies. The Communication
Agent can use this information for supporting seamless roaming, because it has the basic
knowledge when (that is, approximate time) and how (that is, possible new networks) the
roaming could be performed. This information, however, does not say whether the roam-
ing should be performed; only that it is possible. Whenever the Communication Agent
has the knowledge that it is possible to roam, it could check from the user profile whether
the user prefers a new network over the current one (if both the current and the new net-
work are available). If this is the case, the Communication Agent starts preparations for
roaming. This could involve, for example, establishing a GSM connection or activation of
a PDP context in the case of a GPRS network. When the new communication channel is
available, the system can perform the roaming. The details of the roaming process depend
on network technologies and are therefore not discussed here.
124 CHAPTER 6. EXAMPLE APPLICATIONS
Figure 6.4: Overview of the location service architecture
The most important step toward predicting QoS is to know which network technology
will be in use. Naturally, the QoS of a certain connection type can also vary—for example,
the location, time of day, and the weather may affect it. However, typically these changes
are not as dramatic and sudden as is the change of the network. In our architecture, the
connection type used is determined by the behaviour of the Communication Agent.
In [217], we described the algorithm for how the Location Predictor Agent can predict the
future network conditions, and therefore we do not go into the details here. The under-
lying idea is that the Location Predictor Agent keeps history information about such non-
overlapping areas in which the same set of networks is available. For example, the user’s
office, the office building, home, and the city outside the buildings could be separate areas
with different networking capabilities. Further, while staying inside an area, we expect
that the connection type remains unchanged. A connection type change can occur only
when the user crosses area boundaries and moves from one area into another. Therefore,
the Location Predictor Agent tries to predict the user movement.
When the user is moving, the Location Predictor Agent can check the current location
distance from each known route and prune out routes that are too far away. Further,
knowing the destination restricts the set of candidates that lead to it. In the best case,
only one route is left, but in the worst case there might still be many candidates because
routes may overlap. In the worst case, the Location Predictor Agent can try to estimate
the probabilities of the candidates and hope that some routes turn out to be much more
probable than the others. Therefore, the Location Predictor Agent also keeps the history
information about how many times a given route has been travelled, and based on this
information it can calculate the probability of each route.
Consider the example depicted in Figure 6.5. Let
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with 60% probability. However, if we
take into account that the user is coming from   , we can be certain that the user is heading
to ! because the only route matching the movement history is
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matching against too long a movement history may result in empty route set. Therefore,
perhaps the best accuracy can be achieved by using a mixture of these strategies, as done
in [311].
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Figure 6.5: Using movement history for route predicting
A more problematic case is when the user is still working in her office, for example. How
we can predict when she will leave and where to? If the user behaves regularly, for exam-
ple goes to lunch every day exactly at 11:30 am, we could possibly learn her daily schedule.
However, in general predicting the time of leaving is nearly impossible—unless the user
has told it to the system in advance. Fortunately, many people do it every day by writing
their schedule into a calendar. Using the information in the calendar we can make a rough
estimate about the time of departure. For example, if the user is at location  , he has an
appointment at time  at location   , and travelling route
	


  takes about time    , we can
expect him to be leaving approximately at time  	    .
Obviously, we cannot always trust the user’s calendar information, as the calendar may
contain information of events that the user may (or should) attend, but with a high prob-
ability, the user will not do this (see for example [319]). However, the Calendar Agent is
not just an interface to the user’s calendar, but instead tries to provide as accurate infor-
mation as possible by learning the likelihood of the user’s attendance at the events on hers
calendar.
So far, we have assumed that the Communication Agent is purely reactive—it may change
the connection type only when the network conditions change. However, having at least
some pro-activeness would often give much better performance. For example, if the user
moves on the edge of a WLAN coverage area so that WLAN is occasionally available for
short periods, it makes no sense to switch continuously between WLAN and (say) GPRS.
This might happen if the Communication Agent was configured to use WLAN whenever
possible. Instead, by taking advance of movement predictions, the system could notice
that the user will not enter full WLAN coverage and continue using GPRS. Another good
example is a case when the user is predicted to move outside WLAN coverage soon. A pro-
active Communication Agent could start preparing another connection type in advance
to achieve seamless roaming. The decision-making of the Communication Agent may
be affected by other things, as well, such as requests from other agents. With pro-active
features, Communication Agent’s behaviour may become so complex that it can no longer
be accurately predicted. Fortunately, we do not have to predict it—the Communication
Agent can itself inform other agents about its intentions to change the networking setup.
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Conclusions
This dissertation described an agent-based architecture that supports implementing agent-
based nomadic applications. This chapter summarises this work and its conclusions, and
identifies areas that deserve further investigation.
7.1 Summary of the Dissertation
The first part of the dissertation provided a literature survey, starting from software agent
technology issues and ending in nomadic computing issues. Chapter 2 discussed soft-
ware agent technology issues by briefly summarising what agents, various agent archi-
tectures, and agent programming languages are. A major part of Chapter 2 was devoted
to agent communication. In Chapter 2, the agent communication was dealt with from a
more semantical view. We were not concerned with how the system transfers messages
between communicating agents, but rather discussed issues such as why and how agents
communicate. Lastly, we gave a short summary of agent standardisation done by FIPA.
The goal of Chapter 2 was to give a basic understanding about software agent technology.
Chapter 3 was concerned with issues related to nomadic—wireless and mobile—comput-
ing. Firstly, we gave some pointers for designing adaptive applications. Then, we pointed
out that the system should provide sufficient support for applications operating in noma-
dic environments, and that this support should be built into all layers from the transport
layer to the application layer. Further, we gave examples of systems designed for noma-
dic environments. In the final part of Chapter 3, we discussed Quality-of-Service issues
including QoS in wireless environments. Usually, proving deterministic QoS guarantees
in wireless environments is impossible. This is mainly because of the radio technology and
mobility of users. Given this, it is acknowledged that the QoS information should be given
to applications, which can and indeed should adapt their behaviour to the environment.
The main contribution of the dissertation was presented in Chapters 4, 5, and 6. In Chap-
ter 4 we introduced a layered model of agent communication. We highlighted that all
the communication layers should be tailored for the nomadic environment enabling effi-
cient and reliable agent communication. In Chapter 4, we were not concerned with why
or how agents communicate, but assumed that they will, and that to a certain extent this
communication happens over a wireless communication path. The lower layers of the lay-
ered model are somewhat well understood in nomadic environments, but higher layers
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still need further work. At the lowest layer—transport and signalling layer—the agent
communication should not be different from communication in other distributed systems,
hence we gave only a brief outline of this layer’s issues. At the message transport layer,
we examined the Message Transport Protocols specified by FIPA and provided an exhaus-
tive performance evaluation of various protocols. Further, we discussed some reliability
issues. At the message envelope layer and the ACL layer, the most important factor in
nomadic environments is efficiency, assuming the message transport layer provides suffi-
cient reliability, as it should. We compared standard message envelope transport encoding
choices, and concluded that the bit-efficient encoding is the most efficient in the number
of bytes. The XML syntax, as we expected, was the most verbose syntax. We performed a
similar comparison with ACL transport encoding choices, providing similar results. Also,
we showed that bit-efficient ACL transport encoding is not only more space-efficient but
also more efficient to handle. For example, parsing bit-efficiently encoded messages is
faster than parsing any other standard transport encoding. Space-efficiency is naturally
an important feature in nomadic environments, but faster handling of messages becomes
important when either having limited processing power or having a need to handle many
messages. The former is true in today’s low-end mobile devices and we expect the lat-
ter will happen in future when employing agent technology on a large scale. Then, we
performed a similar performance analysis of two content languages, namely FIPA-SL and
FIPA-CCL. Finally, we discussed some conversation layer issues.
Chapter 5 introduced a novel agent-based middleware architecture for nomadic environ-
ments. The main component of this architecture is the Communication Agent, which pro-
vides application agents with the network QoS information and can control the commu-
nication path. The basic idea of this architecture is to provide a solid basis for agent-based
nomadic applications. In Chapter 5 we developed a QoS ontology for the network QoS
knowledge exchange. Besides the ontological definitions, we analysed how two peers at
opposite ends of a communication path can keep the same view of values of QoS parame-
ters, and especially how much bandwidth the systems needs for this. Further, we outlined
the Communication Agent functionality including the basic functionality for controlling
communication channels and message transport protocols.
Lastly, in Chapter 6 we introduced three applications using the developed architecture.
These applications showed that using the architecture for implementing different nomadic
applications is not only possible but also convenient. However, the purpose of these appli-
cations was not to prove that software agent technology is a suitable method for designing
and implementing nomadic applications, but that the developed architecture could be the
basis for such applications.
7.2 Future Work
The QoS ontology developed in this dissertation is only the beginning of true adaptive
agent-based applications as it defines only a network technology-based vocabulary. Natu-
rally, a user-based QoS vocabulary is also needed. To develop truly adaptive applications,
considering QoS is not enough. An example of other aspects is the ontology for device
capabilities. The work in this area in FIPA has begun, and preliminary specification is
already available [167].
The introduced architecture can also include other functionality than just QoS related func-
tions and efficient communication over wireless links. An example is the functionality
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needed to support a disconnected operation mode and messaging interoperability. The
former could include buffering of messages while the physical connection between the
mobile terminal and the fixed network is temporally unavailable. The latter deals with
issues of translation between incompatible message transport protocols and the encoding
of different parts of messages. Having various choices in different layers of the commu-
nication stack obviously decreases the direct interoperability, as the message originator
cannot assume the destination understands the protocols and encoding the sender uses.
To achieve reasonable interoperability between domains using different communication
means, one can use interoperability gateways. These gateways translate between message
transport protocols and the message encoding where direct end-to-end interoperability is
impossible, impractical, or undesirable.
Agent communication in the nomadic environment deserves further investigation espe-
cially at higher layers. Note that, for example, some of the transport issues in wireless
environments are still open and need further research. But as these are not strictly agent
technology problems, we will not discuss them further. As noted earlier, there are no
content languages suitable for communication in nomadic environments, if we consider
space-efficiency. Obviously, using any content language in nomadic environments is pos-
sible, but to have efficient communication, the content language should be tailored to these
environments.
An interesting future direction is to study the developed architecture in the context of the
Semantic Web [43]. The Semantic Web, in general, will extend the data in the Web with
well-defined meaning and thus enables reasoning about information in the Web. This will
be achieved by defining ontologies for each domain of knowledge and by specifying logi-
cal rules to process the knowledge. The Semantic Web languages, such as RDF [286], RDF
schema [59], and DAML+OIL [225], build on XML [57]. These tools aim to enable auto-
matic and intelligent processing of information, therefore allowing filtering the knowledge
out of polluted information. A combination of the Semantic Web, software agent tech-
nology and nomadic environments makes an interesting research area. Furthermore, it
is important that research on this combination is started as soon as possible, so that the
special needs of nomadic environments can be taken into account when making design
solutions in Semantic Web technologies.
7.3 Final Remarks
The scope of this dissertation has been broad, including various topics from both software
agent technology and nomadic technologies. Given the number of topics, many of them
were only discussed briefly, and several topics were left out.
The architecture described in this dissertation has been implemented, as well as most of the
choices for the agent communication stack. Also, major FIPA compliant agent platforms
already supports some parts of the (wireless) communication stack. While this support
itself is a minor detail, it more importantly implies that most of the FIPA compliant agent
platforms used in the fixed network support nomadic environments by default. Given this
fact, the FIPA architecture can be considered advanced as, to our best knowledge, there are
no other standard software platforms designed for a fixed network that support wireless
environments without any additional components. This has been one goal of this work.
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Ontology
This chapter provides a summary of the ontology introduced in Section 5. The ontology is
defined using the frame-based description used in FIPA specifications.
A.1 Object Descriptions
This section describes a set of frames that represent the classes of objects in the domain of
discourse within the framework of the 
    ontology.
The following terms are used to describe the objects of the domain:
Frame. This is the mandatory name of this entity, that must be used to represent
each instance of this class.
Ontology. This is the name of the ontology, whose domain of discourse includes the
parameters described in the table.
Parameter. This is the mandatory name of a parameter of this frame.
Description. This is a natural language description of the semantics of each param-
eter.
Type. This is the type of the values of the parameter: number, word, boolean, string,
uri, term, set or sequence.
Reserved Values. This is a list of defined constants that can assume values for this
parameter.
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A.1.1 Quality of Service Description
This type of object represents values of QoS parameters.
Frame  ﬂ
Ontology ﬀ ﬂ
Parameter Description Type Reserved Values


 ﬀ The bandwidth in one direction over the
measured component.
ﬀﬀ  
ﬂﬃ The number of user data bits successful-
ly transferred in one direction across the
measured component. Successful transfer
means that no user data bits are lost, added,
or inverted in transfer.
ﬀﬀ  
 The round-trip time which is the time re-
quired for a data segment to be transmit-
ted to a peer entity and a corresponding
acknowledgment sent back to the originat-
ing entity.


ﬀ  
ﬀ The (nominal) time required for a data seg-
ment to be transmitted to a peer entity.


ﬀ  
ﬀ  

 The expected uptime of an established con-
nection of a measured component.


ﬀ  
ﬂ



ﬂﬀ The probability that a data segment is
not transmitted correctly over a measured
component.
ﬂ	 ﬀ	



ﬀ 
	 The ratio of the number of bit errors to the
total number of bits transmitted in a given
time interval.
ﬂ	 ﬀ	



ﬀ 


ﬀ ﬂ
ﬀ
The probability that a data segment is not
transmitted correctly over a link.
ﬂ	 ﬀ	



ﬀ 
ﬂ		
ﬀ
The (sampled) delay to establish a connec-
tion between communicating entities.


ﬀ  
ﬂ		


ﬀ

 ﬂ	
The ratio of total connection attempts that
result in connection setup failure to the
total connection attempts in a population
of interest.
ﬂ	 ﬀ	



ﬀ 
ﬀﬀ

ﬀ	



 The availability status of the measured
component.
	ﬂﬂﬀ 	


ﬀ
ﬀ The connectivity status of the measured
component. ﬂ means that there is
(at least) a logical connection between com-
municating entities. 

ﬂ means
that there is no connection between com-
municating entities, and the communicat-
ing entities are not establishing a connec-
tion at the moment. ﬂ

ﬃ means
that there is no connection between com-
municating entities, but they are currently
establishing a connection between them.
 ﬂ ﬂ


ﬂ
ﬂ

ﬃ
A.1.2 QoS Report
This type of object represents a QoS value collection.
Frame  ﬂﬂ
Ontology ﬀ ﬂ
Parameter Description Type Reserved Values

	ﬂ The QoS values for inbound direction.
Inboud is defined as “the data transmission
where the actor receives the data”.
 ﬂ
ﬂ 	 ﬂ  The QoS values for outbound direction.
Outbound is defined as “the data transmis-
sion where the actor transmits the data”.
 ﬂ
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A.1.3 Time Value
This type of object represents a time value.
Frame 

ﬀ 
Ontology  ﬀ ﬂ
Parameter Description Type Reserved Values


 The unit in which the value is represented.
 means hours,  means minutes,  means
seconds, and  means milliseconds.
 ﬂ 



ﬀ  The time value. 	
A.1.4 Rate Value
This type of object represents a data transfer value.
Frame ﬀﬀ 
Ontology  ﬀ ﬂ
Parameter Description Type Reserved Values


 The unit in which the value is represented.
Bits/s means bits per seconds. Kbits/s
means kilobits per seconds. One kilobit
is
"  
bits. Mbits/s means megabits per
second. One megabit is
"


bits. Gbits/s
means gigabits per second. One gigabit is
"  
bits.
 ﬂ 	

 

	

 

	

 

ﬃ	

 

ﬀ  The rate value. 	
A.1.5 Probability Value
This type of object represents a probability value.
Frame ﬂ	ﬀ	



ﬀ
Ontology  ﬀ ﬂ
Parameter Description Type Reserved Values
ﬀ  The probability value which obeys the fol-
lowing axiom:


 



 
.
	
A.1.6 QoS Parameter
This type of object represents one QoS parameter.
Frame  ﬂ  ﬀﬀ
Ontology  ﬀ ﬂ
Parameter Description Type Reserved Values
ﬀ Name of the parameter.  ﬂ see  ﬂ frame
(Section A.1.1)
ﬀ  The value of the parameter. Depending on
the parameter, the type of this slot can be
time-value, rate-value or probability-value.


ﬀ 
ﬀﬀ 
ﬂ	ﬀ	



ﬀ




ﬂ The direction in which this value is mea-
sured. Inbound means the data trans-
mission where the actor receives the data,
and outbound means the data transmission
where the actor transmits the data.
 ﬂ

	ﬂ 
ﬂ 	ﬂ
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A.1.7 Change Constraint
This type of object represents constraints that limit quality of service notifications.
Frame  ﬀﬃ	ﬂﬀ


Ontology ﬀ ﬂ
Parameter Description Type Reserved Values
ﬀﬀ Parameter of which changes the agent
wants to monitor.
 ﬂ ﬀﬀ 
 ﬀﬀ Watermarks that controls notifications. set of  ﬀﬀ
A.1.8 Time Constraint
This type of object represents constraints that limit quality of service notifications.
Frame 

	ﬂﬀ


Ontology ﬀ ﬂ
Parameter Description Type Reserved Values
 The type of the constraint. If the type 
is used, then the expression becomes true
after value and thereafter at intervals of
value. If the type ﬀ


 is used, then the
expression becomes true only after value.
 ﬂ ﬀ




ﬀ   The time value. 

ﬀ 
A.1.9 Message Transport Protocol Description
This type of object represents a message transport protocol.
Frame ﬀ  ﬂ ﬂﬂﬂ
Ontology ﬀ ﬂ
Parameter Description Type Reserved Values
ﬀ The logical name of the transport protocol.  ﬂ



ﬀ   	 

ﬂ  



ﬀ      
  



ﬀ      
 ﬀ  
ﬃ	 ﬀ The transport address of the gateway ACC. 

ﬀ The transport address of the ultimate desti-
nation.


A.1.10 Communication Channel Description
This type of object represents a communication channel.
Frame ﬂ	 ﬀ
Ontology ﬀ ﬂ
Parameter Description Type Reserved Values
ﬀ The logical name of the communication
channel.
 ﬂ
ﬀﬃﬀ The target transport address of the com-
munication channel. This may also be the
address of a gateway ACC.


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A.1.11 Subscription Identifier
This type of object represents the identification of a QoS information subscription.
Frame  	



ﬂ


Ontology  ﬀ ﬂ
Parameter Description Type Reserved Values

 Unique identifier for QoS notification sub-
scription.
 ﬂ
A.1.12 Watermark
This type of object represents a watermark that is used to control QoS information notifi-
cations.
Frame  ﬀﬀ
Ontology  ﬀ ﬂ
Parameter Description Type Reserved Values
 The type of the watermark.  ﬂ 

ﬃ
ﬂ 
ﬀ  The value of the watermark. Depending on
the watermark parameter type, the type of
this slot can be 

 ﬀ , ﬀﬀ  or
ﬂ	 ﬀ	



ﬀ  .


ﬀ 
ﬀﬀ 
ﬂ	ﬀ	



ﬀ
A.2 Functions and Predicates
The following tables define usage and semantics of the functions that are part of the

   

 ontology.
The following terms are used to describe the functions of the 
     domain:
Function. This is the symbol that identifies the function in the ontology.
Predicate. This is the symbol that identifies the predicate in the ontology.
Ontology. This is the name of the ontology, whose domain of discourse includes the
function or the predicate described in the table.
Supported by. This is the type of agent that supports this function or predicate.
Description. This is a natural language description of the semantics of the function
or the predicate.
Domain. This indicates the domain over which the function predicate is defined.
The arguments passed to the function or predicate must belong to the set identified
by the domain.
Range. This indicates the range to which the function maps the symbols of the
domain. The result of the function is a symbol belonging to the set identified by
the range.
Arity. This indicates the number of arguments that a function or a predicate takes.
If a function or a predicate can take an arbitrary number of arguments, then its arity
is undefined.
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A.2.1 Subscribe to Changes
Function  	

	 ﬂ




ﬀ

ﬂ
Ontology ﬀ ﬂ
Supported-By Communication Agent
Description An agent subscribes to notifications about changes to the quality of service from a Com-
munication Agent. The ﬂ	 ﬀ or ﬀ  ﬂ ﬂﬂﬂ parameter specifies the
object the agent is interested in. The set of  ﬂ ﬀﬀ object specifies the QoS param-
eters that should be present in subsequent INFORM messages. The  ﬀﬃ	ﬂﬀ


or 

 	ﬂ ﬀ

 parameter specifies the constraints when subsequent INFORM mes-
sages should be send. If the action is successful, the Communication Agent will return
a subscription identifier that can be used to cancel the subscription. The returned
 	 



ﬂ

 object must contain a unique identifier.
Domain ﬂ	 ﬀ / ﬀ ﬂ ﬂﬂﬂ , set of  ﬂ ﬀﬀ ,  ﬀﬃ	ﬂ ﬀ

  /


 	ﬂ ﬀ

 
Range  	



ﬂ


Arity 3
A.2.2 Cancel Subscribed Notification
Function ﬀ ﬂ




ﬀ

ﬂ
Ontology ﬀ ﬂ
Supported-By Communication Agent
Description An agent cancels a subscription to notifications about changes to the quality of service
from a Communication Agent. The argument  	



ﬂ

 identifies the subscrip-
tion the results of which the agent is no longer interested in. If the action is success-
ful, the Communication Agent does not send any notifications to the agent related to
 	 



ﬂ

 identifier.
Domain  	



ﬂ


Range The execution of this function results in a change of the state, but it has no explicit result.
Therefore there is no range set.
Arity 1
A.2.3 Query Monitoring Information
Predicate  ﬂ




ﬂﬀ

ﬂ
Ontology ﬀ ﬂ
Supported-By Communication Agent
Description An agent asks for quality of service information from a Communication Agent. The agent
may specify either a communication channel or transport protocol to request quality of
service information from.
The predicate is true, when the values of the QoS parameters defined in the QoS object
are true for a given communication channel or transport protocol (that is, the QoS of com-
munication channel or transport protocol is what is stated in the QoS object). Otherwise
the predicate is false.
Domain ﬂ	 ﬀ / ﬀ ﬂ ﬂﬂﬂ ,  ﬂﬂ
Arity 2
A.2.4 Activate a Communication Channel Connection or a Message Transport
Protocol
Function ﬀ

ﬀ
Ontology ﬀ ﬂ
Supported-By Communication Agent
Description An agent can request that a Communication Agent activates a communication channel
or a message transport protocol. The supplied object descriptions should contain enough
information for a Communication Agent to be able to choose the correct object to be acti-
vated. The sequence of objects is given in preference order. The Communication Agent
tries first to activate the first object in the sequence. If this fails, it tries to activate the
second and so on. The agent may also supply an empty sequence. In this case, the Com-
munication Agent decides which object is activated. If the action is successful, the Com-
munication Agent will return a description of the established object.
Domain Sequence of ﬂ ﬀ  /Sequence of ﬀ  ﬂ ﬂﬂﬂ
Range ﬂ	 ﬀ / ﬀ ﬂ ﬂﬂﬂ
Arity 1
A.3. EXCEPTIONS 141
A.2.5 Deactivate a Communication Channel Connection or a
Message Transport Protocol
Function ﬀ

ﬀ
Ontology  ﬀ ﬂ
Supported-By Communication Agent
Description An agent can request that a Communication Agent deactivate a communication channel
or a message transport protocol. The supplied object description should contain enough
information for a Communication Agent to be able to choose the correct object to be deac-
tivated. If the supplied object contains no information (that is, every slot is empty), the
Communication Agent decides which object to deactivate.
Domain ﬂ ﬀ  / ﬀ ﬂ ﬂﬂﬂ
Range The execution of this function results in a change of the state, but it has no explicit result.
Therefore there is no range set.
Arity 2
A.2.6 Request Monitoring Information
Function   ﬂ
Ontology  ﬀ ﬂ
Supported-By Communication Agent
Description An agent can request the Communication Agent to return the current QoS information.
The parameter object specifies which object’s QoS the agent is interested in. If the action
is successful, the Communication Agent will return a  ﬂ ﬂ object which should
contain all the current QoS information.
Domain ﬂ ﬀ  / ﬀ ﬂ ﬂﬂﬂ
Range  ﬂ ﬂ
Arity 1
A.3 Exceptions
The exceptions for the 
      ontology follow the same form and rules as specified
in [140].
A.3.1 Not Understood Exception Propositions
The same set of “Not Understood Exception Propositions” as in the FIPA-Agent-Manage-
ment ontology is used in the 
     ontology (see [140]).
A.3.2 Refusal Exception Propositions
The same set of “Refusal Exception Propositions” as defined in the FIPA-Agent-Manage-
ment ontology is used in the 
     ontology (see [140]). In addition, the 
    ontol-
ogy defines the propositions given below.
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Communicative Act  
  
Ontology ﬀ ﬂ
Predicate symbol Arguments Description
ﬀﬀﬂ 

ﬃ The specified communication channel is already
open; the string identifies the communication chan-
nel.
ﬂﬂ 

ﬃ The specified communication channel is not open; the
string identifies the communication channel.
ﬀﬀﬀ

ﬀ 

ﬃ The specified transport protocol is already activated;
the string identifies the transport protocol.
ﬂﬀ

 

ﬃ The specified transport protocol is not active; the
string identifies the transport protocol.
 ﬂ	ﬂ	  ﬀ 

ﬃ The specified communication channel is not sup-
ported; the string identifies the communication chan-
nel.
 ﬂ 	 	



ﬂ

 The specified subscription identifier is not known.
 ﬂ ﬀﬀ 

ﬃ The specified QoS parameter is not supported; the
string identifies the parameter name.
 ﬂ   ﬀﬀ 

ﬃ The specified QoS parameter is not known; the string
identifies the parameter name.
 ﬂ ﬂﬂﬂ 

ﬃ The specified message transport protocol is not sup-
ported; the string identifies the message transport
protocol.
A.3.3 Failure Exception Propositions
Communicative Act


ﬀ


Ontology ﬀ ﬂ
Predicate symbol Arguments Description

ﬀﬂ 

ﬃ See [140].
ﬂ


ﬀ

 

ﬃ The opening of a communication channel failed; the
string identifies the failure reason.
ﬀ 




ﬀ

 

ﬃ The opening/closing of a communication channel or
the activation/deactivation of a transport protocol
failed; the string identifies the failure reason.
ﬂ


ﬀ

 

ﬃ The closing of a communication channel failed; the
string identifies the failure reason.
ﬀ

ﬀ

ﬂ


ﬀ

 

ﬃ The activation of a transport protocol failed; the string
identifies the failure reason.
 	



ﬂ


ﬀ

 

ﬃ The QoS notification subscription failed; the string
identifies the failure reason.
ﬀ

ﬀ

ﬂ


ﬀ

 

ﬃ The deactivation of a transport protocol failed; the
string identifies the failure reason.
Appendix B
Results of the MTP Experiment
In the following, we give the results of Message Transport Protocol experiment (see Sec-
tion 4.3). Each measurement is repeated 10 times and results are given in milliseconds. For
each measurement, average, median, minimum, and maximum are given. We also give the
interquartile range (IQR), which is the difference between the 75th and 25th percentile.
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B.1 HTTP/FIPA Query
Table B.1: Results of the HTTP/FIPA Query experiment
Linktype Payload
Speed (bps) Delay (ms) 500 2000 5000 10000
9600 300 Average 5954 9467 16089 26362
Median 5955 9465 16087 26337
Min 5948 9459 16068 26326
Max 5964 9485 16114 26533
IQR 7 9 28 12
150 Average 3890 7010 13628 23899
Median 3886 7010 13625 23888
Min 3883 7000 13610 23870
Max 3899 7017 13654 23984
IQR 12 10 6 8
28800 300 Average 4256 5643 8170 11600
Median 4255 5639 8202 11610
Min 4246 5634 8080 11537
Max 4267 5664 8245 11638
IQR 3 9 111 65
150 Average 2618 3974 6249 9684
Median 2620 3975 6246 9670
Min 2599 3959 6237 9655
Max 2632 4006 6275 9771
IQR 5 16 9 28
56700 300 Average 4040 5633 7923 9939
Median 4040 5629 7925 9938
Min 4032 5621 7866 9813
Max 4054 5652 7949 10045
IQR 5 15 15 12
150 Average 2250 3230 4651 6383
Median 2250 3229 4648 6381
Min 2238 3220 4625 6330
Max 2265 3240 4680 6470
IQR 7 10 30 13
115200 300 Average 3889 5279 7369 8988
Median 3889 5272 7367 8979
Min 3878 5270 7349 8965
Max 3901 5292 7385 9070
IQR 8 13 21 22
150 Average 2091 2882 4075 5091
Median 2089 2880 4075 5077
Min 2080 2871 4064 5036
Max 2109 2894 4087 5231
IQR 9 16 11 21
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B.2 HTTP/FIPA Request
Table B.2: Results of the HTTP/FIPA Request experiment
Linktype Payload
Speed (bps) Delay (ms) 500 2000 5000 10000
9600 300 Average 9237 14661 24510 39853
Median 9234 14650 24511 39852
Min 9226 14635 24474 39823
Max 9251 14705 24529 39927
IQR 12 19 14 14
150 Average 5987 10642 20508 35850
Median 5982 10637 20508 35845
Min 5961 10601 20486 35812
Max 6021 10687 20549 35926
IQR 41 10 27 20
28800 300 Average 6406 8330 12183 19333
Median 6402 8327 12177 19319
Min 6386 8320 12086 19309
Max 6440 8352 12293 19422
IQR 10 14 12 20
150 Average 4048 6150 9552 14720
Median 4045 6151 9553 14713
Min 4037 6102 9541 14686
Max 4080 6202 9563 14806
IQR 12 11 5 15
56700 300 Average 6189 8578 12297 15467
Median 6183 8578 12312 15455
Min 6172 8547 12240 15441
Max 6233 8627 12318 15573
IQR 5 12 30 9
150 Average 3485 4973 7239 9804
Median 3480 4973 7249 9805
Min 3473 4950 7210 9790
Max 3527 5004 7259 9813
IQR 6 19 28 6
115200 300 Average 5928 8016 11429 13915
Median 5927 8011 11420 13905
Min 5909 7997 11396 13818
Max 5945 8054 11460 14029
IQR 10 18 35 41
150 Average 3230 4412 6337 7917
Median 3228 4413 6332 7921
Min 3209 4397 6314 7853
Max 3272 4425 6382 8012
IQR 14 9 9 22
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B.3 HTTP/Subscribe
Table B.3: Results of the HTTP/Subscribe experiment
Linktype Payload
Speed (bps) Delay (ms) 500 2000 5000 10000
9600 300 Average 51491 82193 134203 215532
Median 51492 82208 134203 215541
Min 51431 82077 134119 215388
Max 51573 82262 134327 215610
IQR 48 45 102 68
150 Average 32751 57880 109982 191313
Median 32736 57836 109992 191291
Min 32611 57796 109888 191166
Max 33002 58065 110041 191580
IQR 84 89 62 39
28800 300 Average 37389 53450 79617 106829
Median 37383 53435 79587 106797
Min 37323 53401 79563 106732
Max 37524 53563 79784 106947
IQR 24 42 62 162
150 Average 22567 34401 53020 80176
Median 22561 34376 53022 80168
Min 22508 34343 52940 80122
Max 22666 34526 53141 80293
IQR 26 34 70 65
56700 300 Average 33909 46844 69162 86910
Median 33900 46842 69154 86954
Min 33854 46720 69045 86674
Max 33977 46940 69236 87054
IQR 35 49 85 168
150 Average 19496 27633 40690 54477
Median 19489 27614 40735 54471
Min 19456 27585 40566 54403
Max 19584 27753 40793 54551
IQR 53 21 106 99
115200 300 Average 32446 43609 64202 78003
Median 32453 43621 64188 78015
Min 32379 43485 64114 77805
Max 32529 43767 64317 78108
IQR 19 69 70 25
150 Average 18011 24387 35628 44741
Median 18014 24365 35614 44728
Min 17931 24336 35505 44591
Max 18139 24475 35730 44848
IQR 126 57 106 92
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B.4 P-HTTP/FIPA Request
Table B.4: Results of the P-HTTP/FIPA Request experiment
Linktype Payload
Speed (bps) Delay (ms) 500 2000 5000 10000
9600 300 Average 6674 12209 22360 36553
Median 6670 12203 22341 36556
Min 6662 12194 22319 36500
Max 6711 12257 22449 36588
IQR 8 14 29 34
150 Average 4675 9823 19920 35079
Median 4671 9826 19923 35061
Min 4651 9804 19891 35022
Max 4712 9854 19939 35193
IQR 5 15 26 33
28800 300 Average 5070 8036 11564 16106
Median 5051 8037 11563 16105
Min 5043 8021 11555 16085
Max 5142 8054 11576 16128
IQR 17 14 13 20
150 Average 2952 5042 8385 13198
Median 2948 5043 8384 13199
Min 2935 5031 8365 13157
Max 2982 5061 8414 13250
IQR 12 10 17 34
56700 300 Average 4674 7085 9831 11786
Median 4666 7086 9825 11786
Min 4663 7074 9801 11759
Max 4720 7096 9903 11808
IQR 9 12 28 12
150 Average 2575 4083 5971 8149
Median 2566 4080 5963 8150
Min 2562 4074 5946 8120
Max 2610 4094 6006 8180
IQR 19 10 29 30
115200 300 Average 4500 6613 8902 10356
Median 4493 6608 8893 10349
Min 4483 6605 8882 10315
Max 4530 6630 8971 10414
IQR 12 12 12 9
150 Average 2403 3625 5004 6009
Median 2392 3615 5006 6010
Min 2383 3605 4941 5979
Max 2459 3702 5061 6058
IQR 36 3 25 22
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B.5 P-HTTP/Subscribe
Table B.5: Results of the P-HTTP/Subscribe experiment
Linktype Payload
Speed (bps) Delay (ms) 500 2000 5000 10000
9600 300 Average 18444 44275 96782 177030
Median 18431 44275 96779 177026
Min 18416 44253 96743 176997
Max 18503 44304 96837 177065
IQR 41 25 19 37
150 Average 16434 41894 94347 174916
Median 16416 41865 94343 174919
Min 16403 41836 94318 174870
Max 16533 42187 94384 174977
IQR 23 31 22 36
28800 300 Average 9412 18838 36450 62911
Median 9384 18837 36451 62902
Min 9366 18823 36419 62889
Max 9495 18858 36487 62951
IQR 58 19 38 24
150 Average 6892 15731 33185 59950
Median 6894 15732 33185 59939
Min 6865 15717 33144 59918
Max 6924 15754 33212 60013
IQR 19 11 27 36
56700 300 Average 7640 12948 22293 35162
Median 7643 12942 22290 35164
Min 7549 12934 22255 35147
Max 7687 12974 22343 35183
IQR 25 15 16 13
150 Average 4799 9497 18367 31527
Median 4821 9505 18366 31532
Min 4718 9466 18346 31502
Max 4864 9514 18386 31552
IQR 83 23 21 28
115200 300 Average 6996 10358 15606 22039
Median 7002 10363 15602 22032
Min 6955 10325 15585 22022
Max 7031 10384 15633 22082
IQR 28 10 28 11
150 Average 3947 6554 11218 17690
Median 3952 6551 11232 17691
Min 3894 6534 11102 17681
Max 3974 6574 11253 17703
IQR 21 20 17 10
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B.6 IIOP/FIPA Query
Table B.6: Results of the IIOP/FIPA Query experiment
Linktype Payload
Speed (bps) Delay (ms) 500 2000 5000 10000
9600 300 Average 1630 6272 12850 22324
Median 1633 6354 13233 22366
Min 1613 5634 12349 21949
Max 1643 6358 13259 22396
IQR 13 10 880 11
150 Average 1327 5288 11873 21749
Median 1325 5455 12199 21756
Min 1323 4545 11442 21679
Max 1334 5466 12209 21778
IQR 5 14 742 30
28800 300 Average 960 3692 6162 9500
Median 963 3695 6259 9336
Min 953 3675 5389 9327
Max 963 3720 6269 10440
IQR 9 20 10 10
150 Average 661 2787 5387 7677
Median 663 2786 5269 7676
Min 653 2775 4840 7609
Max 673 2800 6921 7769
IQR 9 21 6 38
56700 300 Average 800 2846 5186 7749
Median 803 3026 4919 7629
Min 793 1910 3949 7186
Max 803 3038 7819 8859
IQR 9 10 584 272
150 Average 503 2132 3089 4762
Median 503 2126 3080 4756
Min 492 2124 3013 4706
Max 513 2160 3169 4829
IQR 2 10 20 38
115200 300 Average 753 2520 4467 5607
Median 744 2696 4289 5649
Min 743 1600 3464 5419
Max 803 2708 6969 5687
IQR 10 10 523 32
150 Average 446 1429 2470 3966
Median 443 1284 2411 3699
Min 443 1255 2099 3656
Max 453 2625 4530 6519
IQR 10 91 312 193
150 APPENDIX B. RESULTS OF THE MTP EXPERIMENT
B.7 IIOP/FIPA Request
Table B.7: Results of the IIOP/FIPA Request experiment
Linktype Payload
Speed (bps) Delay (ms) 500 2000 5000 10000
9600 300 Average 2864 8412 16991 32515
Median 3013 8505 16943 32509
Min 2076 7625 16929 32479
Max 3059 8537 17329 32561
IQR 12 15 25 64
150 Average 2432 7315 16606 32193
Median 2423 7484 16593 32206
Min 2422 6706 16589 32160
Max 2474 7501 16687 32217
IQR 12 19 8 43
28800 300 Average 2159 5177 8496 12227
Median 2153 5175 8739 12396
Min 2153 5155 7614 11420
Max 2176 5195 8763 12406
IQR 10 10 28 284
150 Average 816 2781 6056 11241
Median 813 2798 6079 11279
Min 803 2699 5899 11100
Max 849 2815 6084 11380
IQR 16 20 12 92
56700 300 Average 877 2750 6494 9257
Median 873 2746 6119 9426
Min 863 2704 6029 8119
Max 909 2784 8203 9776
IQR 8 36 742 31
150 Average 582 1837 3842 6402
Median 581 1837 3839 6409
Min 565 1824 3809 6320
Max 619 1857 3879 6506
IQR 10 18 48 40
115200 300 Average 772 2329 5214 8070
Median 773 2321 5239 7840
Min 763 2304 5159 7807
Max 796 2394 5259 8589
IQR 9 11 66 539
150 Average 487 1437 3114 4941
Median 483 1424 3120 4947
Min 473 1404 3059 4790
Max 519 1477 3152 5126
IQR 8 43 50 224
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B.8 IIOP/Subscribe
Table B.8: Results of the IIOP/Subscribe experiment
Linktype Payload
Speed (bps) Delay (ms) 500 2000 5000 10000
9600 300 Average 9669 33095 88432 175930
Median 9726 33107 88468 175939
Min 8566 33014 88298 174936
Max 9756 33146 88609 176969
IQR 12 60 139 832
150 Average 7465 32777 87992 175552
Median 7472 32779 88040 175519
Min 7422 32724 87535 174780
Max 7502 32814 88254 176256
IQR 50 33 222 668
28800 300 Average 3881 13876 30247 57794
Median 3932 14114 30350 57949
Min 3432 12984 29339 56980
Max 3952 14184 30483 57988
IQR 10 22 37 147
150 Average 2928 11427 29231 56770
Median 2942 11444 29228 56786
Min 2863 11294 29138 56639
Max 2952 11465 29354 56848
IQR 10 19 10 89
56700 300 Average 3504 9074 16643 30492
Median 3632 8974 16748 30530
Min 3232 8874 15529 30166
Max 3672 9425 16904 30706
IQR 390 212 78 52
150 Average 2058 6315 15193 29003
Median 2042 6324 15198 28999
Min 1992 6244 15118 28918
Max 2162 6337 15344 29106
IQR 60 11 92 40
115200 300 Average 2880 8775 12826 18385
Median 2882 8374 13010 18829
Min 2833 7934 10759 12896
Max 2926 16244 13278 19366
IQR 29 469 433 669
150 Average 1694 4692 8464 15387
Median 1662 4714 8441 15379
Min 1642 4534 8348 15348
Max 1933 4815 8622 15451
IQR 20 163 83 30
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B.9 CFW/FIPA Query
Table B.9: Results of the CFW/FIPA Query experiment
Linktype Payload
Speed (bps) Delay (ms) 500 2000 5000 10000
9600 300 Average 1595 4447 10583 19991
Median 1592 4448 10580 19981
Min 1591 4439 10567 19969
Max 1602 4457 10620 20049
IQR 10 9 11 23
150 Average 1296 4149 10291 19690
Median 1294 4148 10287 19683
Min 1291 4141 10267 19664
Max 1302 4162 10320 19744
IQR 10 13 13 17
28800 300 Average 968 1915 3973 7131
Median 972 1913 3974 7122
Min 951 1898 3947 7102
Max 982 1941 4020 7184
IQR 12 19 22 25
150 Average 669 1617 3696 6844
Median 671 1617 3694 6836
Min 651 1596 3669 6819
Max 682 1642 3721 6893
IQR 11 10 21 32
56700 300 Average 817 1290 2326 3895
Median 812 1289 2324 3889
Min 801 1273 2297 3872
Max 832 1309 2360 3953
IQR 12 22 21 17
150 Average 515 994 2027 3598
Median 512 996 2024 3588
Min 501 974 2007 3572
Max 532 1009 2070 3658
IQR 10 11 20 17
115200 300 Average 738 977 2094 3179
Median 742 977 2090 3172
Min 721 967 2057 3119
Max 752 989 2140 3261
IQR 11 11 20 18
150 Average 435 678 1198 1993
Median 436 677 1197 1990
Min 421 668 1177 1967
Max 452 691 1240 2037
IQR 11 10 15 27
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B.10 CFW/FIPA Request
Table B.10: Results of the CFW/FIPA Request experiment
Linktype Payload
Speed (bps) Delay (ms) 500 2000 5000 10000
9600 300 Average 2018 6309 15501 29581
Median 2019 6307 15499 29572
Min 2011 6297 15487 29562
Max 2031 6337 15537 29648
IQR 11 15 13 9
150 Average 1718 6008 15207 29280
Median 1721 6009 15211 29267
Min 1711 5998 15184 29263
Max 1731 6024 15228 29346
IQR 10 11 17 23
28800 300 Average 1108 2558 5620 10335
Median 1111 2558 5612 10330
Min 1091 2548 5591 10303
Max 1122 2578 5658 10424
IQR 13 8 44 18
150 Average 811 2247 5344 10051
Median 811 2250 5343 10046
Min 801 2222 5317 10018
Max 835 2269 5387 10099
IQR 13 24 24 18
56700 300 Average 890 1604 3148 5492
Median 891 1601 3144 5483
Min 881 1589 3127 5469
Max 902 1639 3177 5561
IQR 11 17 26 16
150 Average 603 1301 2847 5202
Median 602 1301 2843 5193
Min 586 1290 2827 5184
Max 621 1309 2897 5268
IQR 14 11 23 10
115200 300 Average 760 1129 2801 4574
Median 761 1130 2802 4568
Min 741 1117 2777 4520
Max 782 1137 2838 4628
IQR 28 9 27 23
150 Average 465 830 1613 2820
Median 467 832 1607 2813
Min 441 818 1584 2791
Max 482 836 1657 2868
IQR 22 10 25 38
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B.11 CFW/Subscribe
Table B.11: Results of the CFW/Subscribe experiment
Linktype Payload
Speed (bps) Delay (ms) 500 2000 5000 10000
9600 300 Average 7560 30477 79681 154444
Median 7561 30476 79478 154378
Min 7551 30463 79447 154311
Max 7571 30494 81337 155396
IQR 0 3 99 55
150 Average 7257 30179 79204 154009
Median 7261 30178 79189 154004
Min 7251 30167 79147 153986
Max 7261 30209 79309 154067
IQR 10 6 33 20
28800 300 Average 2955 10703 26990 52488
Median 2960 10697 26954 51995
Min 2941 10676 26897 51820
Max 2961 10745 27544 57322
IQR 10 32 51 169
150 Average 2656 10370 26828 51740
Median 2651 10378 26787 51754
Min 2640 10283 26757 51610
Max 2691 10459 27213 51865
IQR 10 42 33 80
56700 300 Average 4698 5787 13843 26259
Median 5139 5765 13833 26237
Min 1891 5708 13787 26069
Max 6020 6219 13929 26619
IQR 40 47 62 114
150 Average 1552 5380 13541 25958
Median 1556 5382 13552 25961
Min 1491 5346 13407 25847
Max 1621 5405 13630 26104
IQR 60 32 60 109
115200 300 Average 1550 4738 11971 22617
Median 1546 4732 11967 22631
Min 1521 4705 11847 22452
Max 1581 4768 12099 22697
IQR 20 43 43 76
150 Average 969 2977 7055 13312
Median 971 2973 7032 13309
Min 930 2939 6987 13210
Max 1011 3018 7248 13420
IQR 50 33 23 105
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B.12 MAMA/FIPA Query
Table B.12: Results of the MAMA/FIPA Query experiment
Linktype Payload
Speed (bps) Delay (ms) 500 2000 5000 10000
9600 300 Average 1466 5154 12012 22524
Median 1464 5195 11975 22535
Min 1463 4796 11966 22469
Max 1484 5209 12190 22569
IQR 4 19 45 34
150 Average 1167 4454 11361 21751
Median 1166 4450 11371 21761
Min 1164 4444 11275 21716
Max 1184 4470 11416 21793
IQR 3 11 10 61
28800 300 Average 910 3117 5448 9104
Median 911 2978 5392 9104
Min 891 2965 5349 9067
Max 932 3969 5625 9143
IQR 6 13 140 21
150 Average 612 2069 4565 7871
Median 611 2065 4432 7859
Min 597 2064 4379 7821
Max 635 2086 4784 8057
IQR 7 1 356 41
56700 300 Average 757 1827 4150 6017
Median 753 1827 4298 5934
Min 748 1810 3914 5923
Max 782 1840 4386 6262
IQR 10 12 401 139
150 Average 460 1535 2999 4588
Median 456 1541 2891 4554
Min 451 1522 2862 4513
Max 482 1542 3171 4667
IQR 4 11 285 109
115200 300 Average 700 2041 3909 5286
Median 701 2176 4009 5453
Min 692 1522 3119 4816
Max 722 2193 4035 5496
IQR 10 3 54 463
150 Average 399 1281 2274 3124
Median 392 1276 2282 3083
Min 392 1274 2218 3021
Max 422 1300 2358 3233
IQR 10 6 52 186
156 APPENDIX B. RESULTS OF THE MTP EXPERIMENT
B.13 MAMA/FIPA Request
Table B.13: Results of the MAMA/FIPA Request experiment
Linktype Payload
Speed (bps) Delay (ms) 500 2000 5000 10000
9600 300 Average 2222 7072 17244 32793
Median 2275 7133 17237 32791
Min 2023 6567 17156 32764
Max 2529 7152 17297 32875
IQR 244 17 71 27
150 Average 1701 6373 16648 32203
Median 1677 6385 16639 32204
Min 1567 6263 16616 32180
Max 1933 6394 16691 32238
IQR 114 5 58 23
28800 300 Average 1624 3814 7008 11865
Median 1593 3814 7040 11817
Min 1581 3807 6923 11792
Max 1688 3822 7084 12270
IQR 86 4 119 18
150 Average 936 2712 6090 11331
Median 906 2712 6075 11348
Min 898 2708 6017 11203
Max 996 2719 6155 11415
IQR 78 6 119 78
56700 300 Average 1417 2512 5578 7965
Median 1407 2508 5687 7897
Min 1388 2504 5422 7881
Max 1451 2524 5706 8519
IQR 45 14 269 11
150 Average 851 1959 4002 6092
Median 834 1957 3996 6083
Min 831 1943 3937 6049
Max 887 1974 4130 6200
IQR 38 11 61 25
115200 300 Average 1366 2796 4775 6706
Median 1359 2857 4813 6872
Min 1341 2254 4386 5317
Max 1399 2895 4878 6928
IQR 24 10 51 21
150 Average 772 1670 2804 4314
Median 774 1664 2779 4347
Min 744 1653 2756 4170
Max 804 1704 2868 4381
IQR 17 16 90 34
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B.14 MAMA/Subscribe
Table B.14: Results of the MAMA/Subscribe experiment
Linktype Payload
Speed (bps) Delay (ms) 500 2000 5000 10000
9600 300 Average 6833 31688 74125 168813
Median 6867 31691 74093 168784
Min 6746 31663 73677 168641
Max 6914 31752 74860 169355
IQR 154 32 268 79
150 Average 6708 31385 85255 168048
Median 6594 31393 85148 167982
Min 6574 31291 84946 167947
Max 6869 31500 85752 168586
IQR 277 69 440 24
28800 300 Average 4206 11875 29959 57723
Median 4207 11868 29956 57661
Min 4168 11834 29621 57619
Max 4278 11914 30519 58022
IQR 37 31 316 80
150 Average 2981 10798 28904 56647
Median 2967 10797 28888 56652
Min 2911 10739 28798 56446
Max 3082 10842 29033 56804
IQR 13 48 74 89
56700 300 Average 3110 7452 16349 30540
Median 3185 7447 16396 30562
Min 2744 7414 16237 30424
Max 3253 7509 16456 30641
IQR 65 20 174 129
150 Average 2167 5645 15154 29185
Median 2175 5643 15143 29158
Min 2124 5608 15053 29084
Max 2215 5679 15283 29287
IQR 53 39 45 105
115200 300 Average 2497 5074 10024 17343
Median 2306 5058 10096 17376
Min 2273 5034 9826 17102
Max 2788 5141 10176 17523
IQR 451 51 232 51
150 Average 1446 3908 8311 15398
Median 1386 3907 8256 15392
Min 1339 3889 8234 15338
Max 1576 3936 8560 15451
IQR 149 13 63 68
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B.15 RMI/FIPA Query
Table B.15: Results of the RMI/FIPA Query experiment
Linktype Payload
Speed (bps) Delay (ms) 500 2000 5000 10000
9600 300 Average 9922 16584 29270 51124
Median 9904 16572 29221 51423
Min 9901 16569 29142 50032
Max 9996 16617 29560 51508
IQR 30 31 77 200
150 Average 8305 14948 28242 48881
Median 8305 14945 28196 48935
Min 8293 14923 28175 48708
Max 8346 14987 28588 49000
IQR 13 10 33 161
28800 300 Average 4401 8368 12799 18740
Median 4401 8362 12795 18706
Min 4393 8349 12773 18629
Max 4414 8425 12843 19017
IQR 6 18 9 59
150 Average 4137 6510 10937 17084
Median 4134 6502 10904 17069
Min 4127 6481 10893 16995
Max 4168 6592 11077 17293
IQR 12 7 59 54
56700 300 Average 3879 5423 7961 13130
Median 3880 5408 7966 13082
Min 3857 5403 7925 13048
Max 3902 5479 7981 13406
IQR 11 27 19 38
150 Average 2395 3619 5837 10224
Median 2386 3619 5832 10192
Min 2377 3592 5827 10147
Max 2414 3639 5865 10574
IQR 34 12 10 44
115200 300 Average 4535 4627 7331 10632
Median 4536 4627 7294 10688
Min 4514 4605 6976 10165
Max 4557 4666 7693 10998
IQR 38 10 384 621
150 Average 2608 3593 4842 6669
Median 2601 3591 4853 6645
Min 2581 3561 4802 6583
Max 2661 3621 4871 6834
IQR 40 10 28 82
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B.16 RMI/FIPA Request
Table B.16: Results of the RMI/FIPA Request experiment
Linktype Payload
Speed (bps) Delay (ms) 500 2000 5000 10000
9600 300 Average 12404 22613 42820 75586
Median 12402 22659 42705 75594
Min 12391 22187 42528 75398
Max 12426 22696 44033 75734
IQR 6 24 29 97
150 Average 11662 20756 41720 72951
Median 11658 20754 41489 72681
Min 11652 20668 40939 71837
Max 11683 20828 43168 75956
IQR 11 44 435 447
28800 300 Average 8215 11862 16715 27082
Median 8210 12052 16806 27065
Min 8195 10188 15985 26980
Max 8249 12182 16841 27217
IQR 16 10 41 61
150 Average 5658 8846 14810 25115
Median 5655 8915 14845 25108
Min 5649 8183 14429 25066
Max 5671 8979 14931 25191
IQR 9 23 44 43
56700 300 Average 6584 9484 12520 16794
Median 6265 9472 12423 16715
Min 5544 9431 12291 16620
Max 9399 9617 13181 17490
IQR 536 49 65 91
150 Average 3335 4999 8315 13479
Median 3339 4983 8315 13480
Min 3318 4948 8291 13459
Max 3353 5125 8335 13503
IQR 16 15 16 25
115200 300 Average 4902 6177 9301 13970
Median 4902 6164 9230 14017
Min 4882 6122 9196 13170
Max 4937 6307 9809 14772
IQR 19 42 69 531
150 Average 3438 4747 6309 8010
Median 3432 4721 6295 7999
Min 3411 4703 6274 7946
Max 3491 4833 6367 8082
IQR 31 25 51 57
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B.17 RMI/Subscribe
Table B.17: Results of the RMI/Subscribe experiment
Linktype Payload
Speed (bps) Delay (ms) 500 2000 5000 10000
9600 300 Average 59646 113476 221045 389589
Median 59398 113294 221266 389289
Min 59300 113148 220066 387580
Max 61749 114576 221525 391764
IQR 53 394 1136 2490
150 Average 55301 111601 215948 383405
Median 55158 108963 216211 382925
Min 54987 107795 214356 382021
Max 56804 118709 216551 385207
IQR 126 9769 469 2069
28800 300 Average 28980 47153 81195 136405
Median 28962 45926 81125 136485
Min 28927 45576 81072 136068
Max 29177 52394 81546 136876
IQR 26 246 67 457
150 Average 22353 41052 75210 130205
Median 22343 39968 75148 130093
Min 22294 39705 75082 129964
Max 22411 43564 75639 130674
IQR 81 2970 69 393
56700 300 Average 23290 31225 50264 80945
Median 23111 30461 50243 81032
Min 22551 30281 50149 80096
Max 25279 33644 50454 81593
IQR 590 764 166 893
150 Average 14188 23318 40467 68232
Median 14171 22831 40442 68216
Min 14121 22731 40406 68108
Max 14248 25159 40591 68396
IQR 45 351 40 151
115200 300 Average 22451 26476 43568 68989
Median 22431 25831 43375 68494
Min 22371 25531 42751 67463
Max 22571 29921 44476 71081
IQR 30 1201 831 1697
150 Average 11729 15692 25028 40901
Median 11491 15621 25041 40911
Min 11431 15091 24882 40181
Max 12941 16841 25121 41232
IQR 325 330 61 354
Appendix C
Binary-XML Encoding Tokens
for FIPA Message
This section defines binary-XML encoding tokens for FIPA message envelope (Section C.1),
FIPA-ACL (Section C.2), FIPA-SL (Section C.3) and FIPA-CCL (Section C.4).
C.1 Encoding Tokens for FIPA Message Envelope
This section defines binary-XML encoding tokens for FIPA message envelope (see Sec-
tion 4.4).
C.1.1 Tag Tokens
The following token codes represent tags in code page zero (0). All numbers are in hex-
adecimal.
Table C.1: Tag tokens for message envelope
Tag name Token Tag name Token
envelope 1C agent-identifier 27
params 1D name 28
to 1E addresses 29
from 1F url 2A
acl-representation 20 resolvers 2B
comments 21 received 2C
payload-length 22 received-by 2D
payload-encoding 23 received-from 2E
date 24 received-date 2F
encrypted 25 received-id 30
intended-receiver 26 received-via 31
C.1.2 Attribute Start Tokens
The following token codes represent the start of an attribute in code page zero (0). All
numbers are in hexadecimal.
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Table C.2: Attribute start tokens for message envelope
Attribute name Attribute value prefix Token
index 05
value 06
C.1.3 Attribute Value Tokens
Not needed in FIPA message envelope encoding.
C.2 Encoding Tokens for FIPA-ACL
This section defines binary-XML encoding tokens for FIPA-ACL (see Section 4.5).
C.2.1 Tag Tokens
The following token codes represent tags in code page zero (0). All numbers are in hex-
adecimal.
Table C.3: Tag tokens for FIPA-ACL
Tag name Token Tag name Token
fipa-message 1C reply-by 26
sender 1D reply-to 27
receiver 1E conversation-id 28
content 1F agent-identifier 29
language 20 name 2A
content-language-encoding 21 addresses 2B
ontology 22 url 2C
protocol 23 resolvers 2D
reply-with 24 user-defined 2E
in-reply-to 25
C.2.2 Attribute Start Tokens
The following token codes represent the start of an attribute in code page zero (0). All
numbers are in hexadecimal.
Table C.4: Attribute start tokens for FIPA-ACL
Attribute name Attribute value prefix Token
act 05
href 06
id 07
C.2.3 Attribute Value Tokens
The following token codes represent attribute values in code page zero (0). All numbers
are in hexadecimal.
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Table C.5: Attribute value tokens for FIPA-ACL
Attribute value Token Attribute value Token
ACCEPT-PROPOSAL 85 QUERY-REF 90
AGREE 86 REFUSE 91
CANCEL 87 REJECT-PROPOSAL 92
CFP 88 REQUEST 93
CONFIRM 89 REQUEST-WHEN 94
DISCONFIRM 8A REQUEST-WHENEVER 95
FAILURE 8B SUBSCRIBE 96
INFORM 8C INFORM-IF 97
NOT-UNDERSTOOD 8D INFORM-REF 98
PROPOSE 8E PROXY 99
QUERY-IF 8F PROPAGATE 9A
C.3 Encoding Tokens for FIPA-SL
This section defines binary-XML encoding tokens for FIPA-SL (see Section 4.6).
C.3.1 Tag Tokens
The following token codes represent tags in code page zero (0). All numbers are in hex-
adecimal.
Table C.6: Tag tokens for FIPA-SL
Tag name Token Tag name Token
SL 06 integer-term 23
B 07 intersection 24
I 08 iota 25
PG 09 less 26
U 0A less-eq 27
action 0B member 28
addresses 0C minus 29
agent-identifier 0D mod 2A
all 0E mul 2B
alternative-action 0F not 2C
and 10 not-eq 2D
any 11 nth 2E
append 12 ontology-functional-term 2F
cons 13 ontology-predicate 30
contains 14 ontology-proposition-symbol 31
datetime-term 15 or 32
difference 16 parameter 33
div 17 plus 34
done 18 predicate-false 35
eq 19 predicate-true 36
equiv 1A rest 37
exists 1B result 38
feasible 1C sequence 39
first 1D sequencial-action 3A
float-tern 1E set 3B
forall 1F string-term 3C
great 20 union 3D
great-eq 21 url 3E
implies 22 var 3F
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C.3.2 Attribute Start Tokens
The following token codes represent the start of an attribute in code page zero (0). All
numbers are in hexadecimal.
Table C.7: Attribute start tokens for FIPA-SL
Attribute name Attribute value prefix Token
name 05
value 06
C.3.3 Attribute Value Tokens
Not needed in FIPA-SL encoding.
C.4 Encoding Tokens for FIPA-CCL
This section defines binary-XML encoding tokens for FIPA-CCL (see Section 4.6).
C.4.1 Tag Tokens
The following token codes represent tags in code page zero (0). All numbers are in hex-
adecimal.
Table C.8: Tag tokens for FIPA-CCL
Tag name Token Tag name Token
Expression 1C Result-obtained 2D
Object 1D Action-performed 2E
Action 1E CSP-identifier 2F
Proposition 1F CSP-domain 30
CSP 20 CSP-value 31
CSP-solution 21 Elements 32
CSP-solution-list 22 CSP-variable 33
CSP-give-constraints 23 Role 34
CSP-give-values 24 CSP-range 35
CSP-solve 25 Tuple-range 36
CSP-solve-list 26 CSP-variable-assignment 37
Proposition 27 CSP-value-list 38
CSP-insoluble 28 List-values 39
CSP-soluble 29 CSP-exclusion 3A
CSP-unknown 2A Excluded-Values 3B
IS-csp 2B CSP-relation 3C
IS-action-result 2C Domain 3D
C.4.2 Attribute Start Tokens
The following token codes represent the start of an attribute in code page zero (0). All
numbers are in hexadecimal.
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Table C.9: Attribute start tokens for FIPA-CCL
Attribute name Attribute value prefix Token
Name 05
CSP-ref 06
href 07
Range 08
Npart 09
Value 0A
Type 0B
Values 0C
Variable-name 0D
Variables 0E
Relation-type 0F
Indices 10
C.4.3 Attribute Value Tokens
The following token codes represent attribute values in code page zero (0). All numbers
are in hexadecimal.
Table C.10: Attribute value tokens for FIPA-CCL
Attribute value Token Attribute value Token
CSP 85 CSP-unknown 8E
CSP-solution 86 intentional-Equality 8F
CSP-solution-list 87 intentional-Inequality 90
CSP-give-constraints 88 Intensional-GreatherThan 91
CSP-give-values 89 Intensional-LessThan 92
CSP-solve 8A Intensional-GreatherThanEqual 93
CSP-solve-list 8B Intensional-LessThanEqual 94
CSP-insoluble 8C Intensional-Empty 95
CSP-soluble 8D
166 APPENDIX C. BINARY-XML ENCODING TOKENS FOR FIPA MESSAGE
Appendix D
Data used in Measurements
This chapter provides the data used in the envelope layer, the agent communication lan-
guage layer, and content language layer measurements in Sections 4.4, 4.5 and 4.6, respec-
tively.
D.1 Message Envelope Measurements
D.1.1 A Minimal Message Envelope
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D.1.2 A More Realistic Message Envelope
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D.1.3 A Big Message Envelope
 
  

ﬂ  
	

 
ﬂ

 
ﬀﬀ 

 

 
ﬂ

 
ﬀﬃ








 
 ﬀ






ﬂﬂ ﬂ
 

ﬀ 

 
ﬀ

 


  




ﬂﬂﬁ ﬂ
ﬀ
 



 

ﬀ

 
ﬂ 

 
ﬀﬃ








 
ﬀ 

ﬂ 	ﬀ  ﬂ
 

ﬀ

 
ﬀ

 


 

	ﬀ  ﬂ
ﬀ
 

 

 


 

	ﬀ  ﬂ
ﬀ
 

 

 


 

	ﬀ  ﬂ
ﬀ
 

 

 

ﬀ

 

ﬀﬃ








 

ﬂ 

 

ﬀﬃ








 

ﬂ

 


ﬂ

 
ﬀﬃ








 
 ﬀ

 	ﬀ  ﬂ
 

ﬀ

 
ﬀ

 


  

	ﬀ  ﬂ
ﬀ
 



 

ﬀ

 
ﬂ 

 
ﬀﬃ








 
ﬀ 

ﬂ 


ﬂﬂ	 ﬀ  ﬂ
 

ﬀ

 
ﬀ

 


 




ﬂﬂ	ﬀ  ﬂ 
ﬀ
 

 

 


 




ﬂﬂ	ﬀ  ﬂ 
ﬀ
 

 

 


 




ﬂﬂ	ﬀ  ﬂ 
ﬀ
 

 

 

ﬀ

 

ﬀﬃ








 

ﬂ 

 

ﬀﬃ








 




ﬂ

D.1. MESSAGE ENVELOPE MEASUREMENTS 169
 
ﬂ 
 
ﬂ ﬂ 
 

ﬂ  

 
ﬀ ﬀ

ﬂ




ﬀﬀ   ﬁ 
 

ﬀ ﬀ

ﬂ

 
ﬀﬂﬀ ﬂ

ﬃ
 
 	 
 

ﬀﬂﬀﬂ

ﬃ

 
ﬀ

						


 

ﬀ

 


ﬂ 

ﬂ
 

 

 

 



 
ﬀﬃ








 
ﬀ







ﬂﬂ	ﬀ  ﬂ
 

ﬀ 

 
ﬀ

 


 




ﬂﬂ	 ﬀ  ﬂ
ﬀ
 

 

 


 




ﬂﬂ	 ﬀ  ﬂ
ﬀ
 

 

 


 




ﬂﬂ	 ﬀ  ﬂ
ﬀ
 

 

 

ﬀ

 
ﬂ 

 
ﬀﬃ








 
ﬀ 

ﬂ 


ﬂﬂ	 ﬀ  ﬂ
 

ﬀ

 
ﬀ

 


 




ﬂﬂ	ﬀ  ﬂ
ﬀ
 

 

 


 




ﬂﬂ	ﬀ  ﬂ
ﬀ
 

 

 


 




ﬂﬂ	ﬀ  ﬂ
ﬀ
 

 

 

ﬀ

 
ﬂ

 
ﬀﬃ








 
ﬀ

ﬂ


ﬂﬂ	ﬀ  ﬂ
 

ﬀ

 
ﬀ

 


	




ﬂﬂ	ﬀ  ﬂ
ﬀ
 



 


	




ﬂﬂ	ﬀ  ﬂ
ﬀ
 



 


	




ﬂﬂ	ﬀ  ﬂ
ﬀ
 



 

ﬀ

 

ﬀﬃ








 

ﬂ 

 

ﬀﬃ








 

ﬂ 

 

ﬀﬃ








 







 




 


 	 ﬀ  




ﬂﬂ ﬂ
ﬀ  


 





ﬂ ﬀ  	




ﬂﬂ	ﬀ  ﬂ
ﬀ  


 


ﬀ ﬀ 

						

  


 




 ﬀ


 
  


 




ﬀ ﬀ    

	ﬀ  ﬂ
ﬀ  


 





 

ﬀﬀ

 

ﬂ

170 APPENDIX D. DATA USED IN MEASUREMENTS
D.2 FIPA-ACL Representation Measurements
D.2.1 Case 1 — FIPA Request
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D.2.2 Case 2 — FIPA Query
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D.2.3 Case 3 — Subscribe
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D.3 Content Language Measurements
This Chapter provides the data used in the content language layer evaluation in Sec-
tion 4.6.
D.3.1 Message Contents used in the FIPA-SL Evaluation
Example Content 1
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D.3.2 Message Contents used in the FIPA-CCL Evaluation
Example Content 1
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