Abstract. We provide an explicit combinatorial description of the embedding of the crystal of Kashiwara-Nakashima tableaux in types B and C into that of iLusztig data associated to a family of reduced expressions i of the longest element w0. The description of the embedding is simple and elementary using only the Schützenberger's jeu de taquin and RSK algorithm. A spinor model for classical crystals plays an important role as an intermediate object connecting KashiwaraNakashima tableaux and Lusztig data.
Introduction
Suppose that g is a complex finite-dimensional simple Lie algebra. Let Bp8q be the crystal of the negative part of the quantum group U q pgq and let Bpλq be the crystal of an integrable highest weight U q pgq-module with highest weight λ [10] .
Let i be a reduced expression of the longest element w 0 of length N in the Weyl group of g. There is a realization of Bp8q given by the set of N -tuples of non-negative integers called the i-Lusztig data, which parametrizes a PBW basis associated to i and hence the canonical basis of the negative part of U q pgq [26, 28] . The crystal of this Lusztig parametrization has a rich combinatorial structure including a connection with the geometry of the totally positive varieties [1] , and is also closely related with other important realizations of Bp8q, for example the Kashiwara's string parametrizaion and MV polytopes [1, 9] .
On the other hand, when g is of classical type, there is a well-known combinatorial model for Bpλq called Kashiwara-Nakashima tableaux (KN tableaux for short) [14] , which generalizes the notion of Young tableaux in type A, and has been an important tool for studying crystals of classical type [29] and the Kirillov-Reshetikhin crystals of non-exceptional affine type [4, 25] .
The purpose of this paper is to give an explicit description of the relationship between these two primarily important combinatorial models for Bp8q and Bpλq in types B and C.
Let B i be the set of i-Lusztig data and KN λ the set of KN tableaux of shape λ. We assume that the Weyl group of type B n or C n is embedded into that of type A 2n´1 as the set of fixed elements under the Dynkin symmetry. Let i be a reduced expression of w 0 such that the image of i in the Weyl group of type A is adapted to a Dynkin quiver of type A 2n´1 , which has a single sink in the middle vertex.
The main result in this paper is to give a combinatorial description of the crystal embedding
where ω λ is the highest weight corresponding to λ, and T ω λ " tt ω λ u is an abstract crystal with wtpt ω λ q " ω λ and ϕ i pt ω λ q "´8 for each simple root index i (Theorem 5.9). Let us give some remarks on previous works related to this problem. It is wellknown that there is a concrete description of the embedding in case of type A with i " p1, 2, 1, 3, 2, 1, . . .q, where the i-Lusztig datum of a Young tableau is determined by counting the number of its entries in each row (see [21] for a generalization to the case when i is adapted to a quiver of type A with a single sink). For other types, recall that there is another realization of Bp8q of type ABCD and type G 2 in terms of marginally large tableaux [8] . Recently, a simple combinatorial description of the isomorphism from the crystal of marginally large tableaux of type BCD to that of i-Lusztig data is obtained in [34, 35] for some i which is different from our choice. Using the insertion scheme of BCD types, one may describe an embedding of KN λ into the crystal of marginally large tableaux to have an embedding from KN λ into B i , but it seems more involved than in type A (see Remark 5.10) .
The description of (1.1) presented here is simple and elementary using only the Schützenberger's jeu de taquin sliding and RSK algorithm (see Examples in Section 5.3). Let us explain our result in more details. A key ingredient of our approach is to consider intermediate combinatorial models of crystals between KN λ and B i , and factorize the embedding into a composite of the following three morphisms;
where r " xω λ , h n y, T λ is another tableau model of Bpω λ q introduced in [19, 20] , and V λ is the crystal of a parabolic Verma module with respect to a maximal Levi subalgebra l of type A n´1 in g [16, 17] .
The crystal T λ is given by a set of sequences of Young tableaux of two-columned skew shapes satisfying certain conditions of admissibility. It is based on the fact that a non-spinor fundamental weight module can be embedded in a two-fold tensor power of the spin representation of a q-deformed Clifford algebra [7] . Hence the isomorphism Ψ λ maps each column of a non-spinor weight in KN tableaux to a twocolumned skew Young tableaux (Theorems 3.14 and 3. 19) , where each single column on the side of T λ corresponds to a monomial in a spin representation. We may call T λ a spinor model of Bpλq for this reason (see [18, 19, 20] for other applications).
The crystal V λ is given by a set of pairs of Young tableaux, which was introduced in the study of irreducible characters of classical type as a truncation of Cauchy or Littlewood identity (multiplied by a Schur polynomial) and their stable branching formulas. It is the crystal of a parabolic Verma module in the sense that V λ is a limit of the crystals of finite-dimensional U q pgq-modules, whose highest weight with respect to the Levi subalgebra l is λ. Using a combinatorial description of Bp8q in terms of quiver representations [32] and a crystal theoretic interpretation of RSK algorithm [16] , the embedding Φ λ maps a pair of Young tableaux to a pair of upper triangular matrix which are the i-Lusztig data corresponding to the Levi subalgebra l and the associated nilradical of g, respectively (Theorem 4.9). Now the classical methods in type A combinatorics naturally enters into this picture of types B and C since both of the crystals T λ and V λ are given in terms of Young tableaux. Indeed, we show that the embedding Θ λ is obtained by successive application of the Schützenberger's jeu de taquin sliding to a tableau in T λ (Theorem 5.7). The description of Θ λ is a crucial part of (1.2). We conjecture a similar result for type D using a spinor model of type D [20] , while we need an approach different from types B and C since we do not know yet a direct analogue of Φ λ in (1.2) for type D.
The paper is organized as follows. In Section 2, we briefly recall some background on necessary materials. In Section 3, we review the notion of spinor model T λ and describe the isomorphism Ψ λ from KN λ to T λ . In Section 4, we discuss the crystal structure on B i and describe the embedding Φ λ of V λ b T rωn into B i b T ω λ . Finally in Section 5, we give a description of the embedding Θ λ of T λ into V λ b T rωn .
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Preliminaries
2.1. Notations. Let Z`be the set of non-negative integers. Let P be the set of partitions. We identify λ " pλ 1 , λ 2 , . . .q P P with a Young diagram. We denote by λ 1 " pλ 1 1 , λ 1 2 , . . .q the conjugate of λ, and by λ π the skew Young diagram obtained by 180˝-rotation of λ. For n ě 1 let P n " t λ " pλ 1 , . . . , λ n q | λ i P Z`, λ i ě λ i`1 for all i u Ă P. Let A be a linearly ordered set with a Z 2 -grading A " A 0 \ A 1 . For a skew Young diagram λ{µ, let SST A pλ{µq be the set of all semistandard tableaux of shape λ{µ with entries in A, that is, (1) the entries in each row (resp. column) are weakly increasing from left to right (resp. from top to bottom), (2) the entries in A 0 (resp. A 1 ) are strictly increasing in each column (resp. row). For T P SST A pλ{µq, let wpT q be a word obtained by reading the entries of T row by row from top to bottom, and from right to left in each row (cf. [6] ). We denote by W A the set of words of finite length with letters in A.
2.2.
Crystals. Let us give a brief review on crystals (see [3, 12] for more details). Let g be the Kac-Moody algebra associated to a symmetrizable generalized Cartan matrix A " pa ij q i,jPI indexed by a set I. Let P _ be the dual weight lattice, P " Hom Z pP _ , Zq the weight lattice, Π _ " t h i | i P I u Ă P _ the set of simple coroots, and Π " t α i | i P I u Ă P the set of simple roots of g such that xα j , h i y " a ij for i, j P I. Let pd i q iPI be a sequence of positive integers such that pd i a ij q is symmetric.
Let P`be the set of integral dominant weights. Let W be the Weyl group of g generated by the simple reflection s i for i P I.
A g-crystal (or simply a crystal if there is no confusion on g) is a set B together with the maps wt : B Ñ P , ε i , ϕ i : B Ñ Z Y t´8u and r e i , r f i : B Ñ B Y t0u for i P I satisfying the following:
(1) ϕ i pbq " xwtpbq, h i y`ε i pbq, (2) ε i pr e i bq " ε i pbq´1, ϕ i pr e i bq " ϕ i pbq`1, wtpr e i bq " wtpbq`α i if r e i b P B,
for b P B and i P I. Here 0 is a formal symbol and´8 is the smallest element in Z Y t´8u such that´8`n "´8 for all n P Z. For b, b 1 P B, we write b
and B 2 is defined to be a crystal, which is B 1ˆB2 as a set with elements denoted by b 1 b b 2 , satisfying wtpb 1 b b 2 q " wtpb 1 q`wtpb 2 q,
wtpψpbqq " wtpbq, ε i pψpbqq " ε i pbq, and ϕ i pψpbqq " ϕ i pbq when ψpbq ‰ 0, (3) ψpr e i bq " r e i ψpbq for b P B 1 such that ψpbq ‰ 0 and ψpr e i bq ‰ 0, (4) ψp r f i bq " r f i ψpbq for b P B 1 such that ψpbq ‰ 0 and ψp r f i bq ‰ 0.
We call ψ an embedding and B 1 a subcrystal of B 2 when ψ is injective. The dual crystal B _ of a crystal B is defined to be the set t b _ | b P B u with wtpb _ q "´wtpbq, ε i pb _ q " ϕ i pbq, ϕ i pb _ q " ε i pbq, r e i pb _ q " p r f i bq _ and r f i pb _ q " pr e i bq _ for b P B and i P I. (Here we assume that 0 _ " 0.) For µ P P , let T µ " tt µ u be a crystal, where wtpt µ q " µ, and ϕ i pt µ q "´8 for all i P I. Given b i in crystals
there is an isomorphism of crystals Cpb 1 q Ñ Cpb 2 q mapping b 1 to b 2 , where Cpb i q denotes the connected component of b i in B i . Let q be an indeterminate. Let U q pgq be the quantized enveloping algebra of g, which is an associative Qpqq-algebra with 1 generated by e i , f i , and q h for i P I and h P P _ . Let Uq pgq be the negative part of U q pgq, the subalgebra generated by f i for i P I. We denote by Bp8q the crystal associated to Uq pgq, and by BpΛq the crystal associated to an irreducible highest weight U q pgq-module with highest weight Λ P P`.
Let˚be the Qpqq-linear anti-automorphism of U q pgq such that ei " e i , fi " f i , and pq h q˚" q´h for i P I and h P P . It is shown in [10, 11] that˚induces a bijection on Bp8q. For i P I, we define r ei "˚˝r e i˝˚a nd r fi "˚˝r f i˝˚o n Bp8q.
PBW basis and Lusztig data.
Suppose that g is a complex finite-dimensional simple Lie algebra. Let us review the PBW basis of Uq pgq [26, 27, 33] . Let w 0 be the longest element in W of length N , and let Rpw 0 q " t pi 1 , . . . , i N q | w 0 " s i 1 . . . s i N u be the set of reduced expressions of w 0 . We put rms q " q m´q´m q´q´1 , rms q ! " r1s q r2s q¨¨¨r ms q for m P N, and r0s q ! " 1. Let
" e m i {rms q !, and f pmq i " f m i {rms q ! for m P Z`and i P I. For i P I, let T i be the Qpqq-algebra automorphism of U , which is equal to T 2 i,1 in [28] , given by
for j P I, where a ij " xα j , h i y and q i " q d i .
For i " pi 1 , . . . , i N q P Rpw 0 q and c " pc 1 , . . . , c N q P Z Ǹ , let
Then the set B i :" t b i pcq | c P Z Ǹ u is a Qpqq-basis of Uq pgq called a PBW basis.
Let A 0 denote the subring of Qpqq consisting of rational functions regular at q " 0. The A 0 -lattice of Uq pgq generated by B i is independent of the choice of i, which we denote by Lp8q. For i P I, let r e i and r f i denote the modified Kashiwara operators on Uq pgq given by
Lp8q Ñ Lp8q{qLp8q is a canonical projection, then πpB i q is a Q-basis of Lp8q{qLp8q, which is also independent of the choice of i, and πpB i q Y t0u is invariant under r e i , r f i for i P I. Hence πpB i q becomes a g-crystal with respect to r e i and r f i , which is isomorphic to Bp8q. We identify B i :" Z Ǹ with a crystal πpB i q under the map c Þ Ñ b i pcq, and call c P B i an i-Lusztig datum.
2.4. Kashiwara-Nakashima tableaux. Let us review the notion of KashiwaraNakashima tableaux (KN tableaux for short) [14] .
Fix a positive integer n ě 2 throughout the paper. From now on, we assume that g " b n of type B n or g " c n of type C n with I " t 1, . . . , n u. Let l be the Levi subalgebra of g corresponding to t α 1 , . . . , α n´1 u.
We assume that the weight lattice of g is P " À n i"1 Zǫ i , where t ǫ i | 1 ď i ď n u is an orthonormal basis with respect to a symmetric bilinear form p , q. We denote by ω i the ith fundamental weight for i P I. For λ P P n , we put
We consider a linearly ordered set J n " t 1 ă 2 ă¨¨¨ă n ă 0 ă n ă¨¨¨ă 2 ă 1 u.
We put Jn " J n zt0u, rns " t 1, . . . , n u, and rns " t n, . . . , 1 u. We assume that J n is Z 2 -graded where pJ n q 0 " Jn and pJ n q 1 " t0u. where α i " ǫ i´ǫi`1 for 1 ď i ď n´1, and α n " 2ǫ n . We have ω i " ǫ 1`¨¨¨`ǫi for 1 ď i ď n, and P`" t ω λ | λ P P n u. Note that ω λ "
Definition 2.1. For λ P P n , let KN cn λ be the set of T P SST Jn pλ π q satisfying (c-1) if T pi 1 , jq " a and T pi 2 , jq " a for some a and 1 ď i 1 ă i 2 ď λ 1 j , then we have
T pq, j`1q " b, T pr, j`1q " b, T ps, j`1q " a for some 1 ď a ď b ď n, and p ď q ă r ď s, then we have pq´pq`ps´rq ă b´a,
where T pi, jq denotes the entry of T in the ith row from the bottom and the jth column from the right. We call KN cn λ the set of KN tableaux of type C n of shape λ.
The set KN cn p1q has a c n -crystal structure such that KN cn p1q -Bpω 1 q, where
with wtp i q " ǫ i and wtp i q "´ǫ i for 1 ď i ď n. For λ P P n and i P I, we define r e i and r f i on KN where α i " ǫ i´ǫi`1 for 1 ď i ď n´1, and α n " ǫ n . We have ω i " ǫ 1`¨¨¨`ǫi for 1 ď i ď n´1, ω n " pǫ 1`¨¨¨`ǫn q{2, and P`" t ω λ , ω λ`ωn | λ P P n u.
Definition 2.3. For λ P P n , let KN bn λ be the set of T P SST Jn pλ π q satisfying (b-1) if T pi 1 , jq " a and T pi 2 , jq " a for some a and i 1 ă i 2 , then we have
1q " a for some 1 ď a ď b ă n, and p ď q ă r ď s, then we have pq´pq`ps´rq ă b´a, (b-3) if either T pp, jq " a, T ps, j`1q " a, T pq, jq, T pr, jq P tn, 0, nu or T pp, jq " a, T ps, j`1q " a, T pq, j`1q, T pr, j`1q P tn, 0, nu for some 1 ď a ă n and p ď q ă r " q`1 ď s, then we have pq´pq`ps´rq ă b´a, (b-4) there is no p ă q such that T pp, jq P t0, nu, T pq, j`1q P tn, 0u for some j.
The set KN bn p1q has a b n -crystal structure such that KN bn p1q -Bpω 1 q, where
with wtp i q " ǫ i , wtp i q "´ǫ i for 1 ď i ď n, and wtp0q " 0. As in KN cn λ , one can define r e i and r
λ is a b n -crystal with respect to r e i and r f i for i P I, and
Definition 2.4. Let KN sp be the set of Jn -semistandard tableaux T of singlecolumned shape with height n and half width such that T does not contain a and a at the same time for any 1 ď a ď n. Let P sp n " t µ`σ n | µ P P n u, where σ n " p1{2, . . . , 1{2q (n times). For λ P P For T P KN sp , put wtpT q " ř n i"1 c i pǫ i {2q, where c i " 1 (resp. c i "´1) if T has i (resp. i). For i P I, define r e i T to be the unique tableau in KN sp such that wtpr e i T q " s i pwtpTif c i "´1, and 0 if c i " 1. Then KN sp is a crystal isomorphic to Bpω n q. For λ P P sp n with λ " µ`σ n , we define a crystal structure on KN
where ω λ " ω µ`ωn . For λ P P n Y P sp n , we call KN bn λ the set of KN tableaux of type B n of shape λ.
Spinor model for classical crystals
In this section, we recall the spinor model of classical crystals [19, 20] and then construct an isomorphism Ψ λ from the crystal of KN tableaux to the spinor model.
3.1.
Combinatorics of two-columned skew tableaux. For a single-columned tableau U , let us denote by htpU q the height of U , and by U piq the ith entry of U from the bottom for i ě 1.
For a, b, c P Z`, let λpa, b, cq " p2 b`c , 1 a q{p1 b q, which is a skew Young diagram of two-columned shape. Let T be a tableau of shape λpa, b, cq. We denote by T L and T R the left and right columns of T , respectively. We also denote by T tail the subtableau of T corresponding to the tail of λpa, b, cq, a lower single column of height a, and by T body the subtableau of T above T tail . For example, T " P SST r8s pλp2, 1, 3qq
Let A be a linearly ordered set. Let T P SST A pλpa, b, cqq be given. One may slide down T R by k positions for 0 ď k ď minta, bu to have a (not necessarily semistandard) tableau T 1 of shape λpa´k, b´k, c`kq. We define r T to be the maximal k such that T 1 is semistandard. Note that r T " 0 when a " 0 or b " 0.
Definition 3.1. For T P SST A pλpa, b, cqq with r T " 0, we define (1) ET to be tableau in SST A pλpa´1, b`1, cqq obtained from T by applying jeu de taquin sliding to the position below the bottom of T R , when a ą 0, (2) FT to be tableau in SST A pλpa`1, b´1, cqq obtained from T by applying jeu de taquin sliding to the position above the top of T L , when b ą 0.
We assume that ET " 0 when a " 0, and FT " 0 when b " 0. Here 0 is a formal symbol. By definition one can check the following (cf. [22] ).
Lemma 3.2. Under the above hypothesis,
(1) r ET " 0 and r FT " 0 whenever ET and FT are defined We define E and F on a pair of single columned tableaux in general. For a pair pU, V q P SST A p1 u qˆSST A p1 v q (u, v ě 0), let T be a unique tableau in SST A pλpuḱ , v´k, kqq for some 0 ď k ď mintu, vu such that pT L , T R q " pU, V q and r T " 0. Then we define
where XT is defined in Definition 3.1. In particular, when U is empty, we have F k pU, V q " pU k , V k q for 0 ď k ď htpV q, where U k is the subtableau of V consisting of the first k entries from the bottom and V k is the complement of U k in V .
The above sl 2 -crystal structure will be used in Section 5.
3.2.
Spinor model for classical crystals. In this subsection, we review another combinatorial model of Bpλq in types B n and C n introduced in [19] . We will follow the convention in [18] , where the definition of this model is slightly different from [19] . For 0 ď a ă n, let
and
Suppose that B is either T g paq or T sp . First we regard B as an l-crystal since rns is the crystal of the natural representation of l, and rns is its dual (cf. [14] ). We denote by wt l pT q the l-weight of T P B. Next we define r e n on B as follows ( r f n is defined in a similar way):
(1) if T P T cn paq, then r e n T is the tableau obtained from T by removing a domino n n if T has n n on its top, and 0, otherwise, (2) if T P T sp , then r e n T is the tableau obtained from T by removing n if T has n on its top, and 0, otherwise, (3) if T P T bn paq, then r e n T is the tableau given by r e n pT R b T L q, where we regard T bn paq Ă pT sp q b2 .
Then B is a g-crystal with respect to r e i , r f i for i P I and
for T P B. By [19, Theorem 7 .1] we have
Note that the highest weight element in T g paq is given by H a P SST rns pλpa, 0, 0qq where H L a piq " n´a`i for 1 ď i ď a and H R a is empty, while the highest weight element H sp in T sp is an empty tableau.
Suppose that T P T g paq (0 ď a ă n) is given. We define
Example 3.4.
Remark 3.5. One can also determine p L T, R T q by the following algorithm [20, (3.6) ], which will be useful in later arguments:
(s-1) Let y i " T R piq for 1 ď i ď htpT R q. First, slide down the box y 1 in T R as far as the entry of T L in the same row is no greater than y 1 . If no entry of T L is greater than y, we place y 1 next to T L p1q. (s-2) Next, slide down y 2 until it is above y 1 and the entry of T L in the same row is no greater than y 2 . Repeat the same process with the other boxes y 3 , y 4 , . . . until there is no moving down. (s-3) Slide each box x in T L to the right if its right position is empty (indeed the number of such boxes is a). (s-4) Define R T to be the tableau determined by the boxes y i 's in T R together with boxes x 's which have moved from T L by (s-3), and define L T to be the tableau with the remaining boxes on the left.
For example, let T be as in Example 3.4.
Here the bottoms of the columns in each pair of pT L , R T q and p L T, T R q are placed on the same horizontal lines, respectively. Definition 3.6.
(1) For 0 ď a 1 ď a 2 ă n, we say that a pair pT 2 , T 1 q P T g pa 2 qˆT g pa 1 q or T g pa 2 qˆT sp is admissible, and write
and a ℓ ě . . . ě a 1 is the sequence satisfying
Remark 3.7. When we consider the admissibility of a pair pT 2 , T 1 q, it is convenient to assume that T body i and T tail i for i " 1, 2 are separated by a common horizontal line so that the vertical positions of the other column tableaux L T i , R T i for i " 1, 2 are determined accordingly (see the dashed lines in Example 3.8). Then the condition (1)(ii) and (1)(iii) are equivalent to saying that pT R 2 , L T 1 q and p R T 2 , T L 1 q form semistandard tableaux with respect to this vertical position, respectively. Example 3.8. For T 2 P T c 7 p2q and T 1 P T c 7 p1q below, we have
which implies that T 2 ă T 1 , and hence pT 2 , T 1 q P T c 7 λ , where λ " p2 5 , 1q.
One may define a g-crystal structure on p T g λ by identifying p . . . , T 2 , T 1 q with
is invariant under r e i , r f i for i P I, and T g λ becomes a g-crystal. The following is proved in [19, Theorem 7.4] .
Note that the highest weight element in T g λ is given by
where pa 1 , . . . , a ℓ q is the sequence given in Definition 3.6(2), and H a (resp. H sp ) is the highest weight element in T g paq (resp. T sp ).
3.3.
Isomorphism between KN tableaux and spinor model. In this subsection, we construct an explicit isomorphism from KN g λ to T g λ for λ P P n Y P sp n , which was briefly mentioned in [19, Section 7 .2] without proof.
3.3.1. Type C n . For 0 ď a ă n and T P T cn paq, let r T be the tableau in SST Jn p1 n´a q defined as follows:
(1) Let Ă R T be the tableau in SST rns p1 m q with m " n´htp R T q such that k appears in Ă R T if and only if k does not appear in R T for each k P rns. (2) Define r T to be the tableau in SST Jn p1 n´a q given by putting L T below Ă R T .
Example 3.10.
Lemma 3.11. The map T Þ ÝÑ r T is an isomorphism of c n -crystals from T cn paq to KN cn p1 n´a q for 0 ď a ă n.
Proof. By definition, it is clear that the map T Þ ÝÑ r
T is injective and preserves the weight. We first claim that r
. By (c-1) in Definition 2.1, there exists c P rns such r T pi 1 q " c and r T pi 2 q " c for some i 1 ă i 2 , and i 1`p n´a´i 2`1 q ą c. Put x " n´a´i 2`1 and y " i 1 . Then x is the number of entries in r T smaller than c, and y is the number of entries in r T or L T greater than or equal to c. Note that there is no c in R T , and the number of entries in R T greater than c is c´x. On the other hand, the pair p L T, R T q is obtained from T by applying the steps (s-1)-(s-4) in Section 3.2, and it is reversible. But if y ą c´x, then the inverse steps from p L T, R T q to T is not well-defined, which is a contradiction. This proves our claim. In particular, it implies that the map is a bijection from T cn paq to KN cn p1 n´a q since both of them have the same cardinality as Bpω n´a q.
Next we claim that the map T Þ ÝÑ r T commutes with r e i and r f i for i P I. Since E a T is Knuth equivalent to T , we have
Hence T " l r T and the map T Þ ÝÑ r T commutes with r e i and r f i for i P Iztnu. Now, consider r e n and r f n . It is not difficult to see that r e n T ‰ 0 ðñ T has n n on its top ðñ L T has n while Ă R T does not have n ðñ r e n r T ‰ 0, and r T 1 " r e n r T for T 1 " r e n T in this case. The proof for r f n is similar. Therefore the map is an isomorphism of crystals.
For 0 ď a ă n and T P KN cn p1 a q , we define
where T`(resp. T´) is the subtableau of T with entries in rns (resp. rns), and Ă T`P SST rns p1 m q with m " n´htpT`q is such that k appears in Ă " Ψ 4 pT q P T c 5 p1q
Theorem 3.14. Let λ P P n with ℓ " λ 1 . The map
is an isomorphism of c n -crystals, where T i denotes the ith column of T from the right.
Proof. Note that Ψ λ pT q P p T where λ " p4, 4, 3, 2, 0q P P 5 . Then Ψ λ pT q " T " pΨ 2 pT 4 q, Ψ 3 pT 3 q, Ψ 4 pT 2 q, Ψ 4 pT 1P T
As in the case of C n , we first construct an explicit isomorphism from KN bn λ to T bn λ when ω λ is a fundamental weight. For 0 ď a ă n and T " pT L , T R q P T bn paq, let r T be the tableau in SST Jn p1 n´a q defined as follows:
(1) Let Ă R T be the tableau in SST rns p1 m q with m " n´htp R T q defined in the same way as in the case of C n . (2) Define r T to be the tableau in SST Jn p1 n´a q given by putting below Ă R T a single-columned tableau of height a`htpT R q´htpT L q with 0's and then L T .
If T P T sp , then define r T to be the unique tableau in KN sp such that k appears in T if and only if k appears in r T .
Example 3.16.
Proof. The proof is almost the same as that of Lemma 3.11.
For 0 ă a ď n and T P KN cn p1 a q and T 1 P T sp , we define
where T˘, Ă T`are as in (3.5). As in Lemma 3.12, we see that (3.6) is the inverse of the isomorphism in Lemma 3.17. Hence we have Lemma 3.18. The map Ψ a and Ψ sp are isomorphisms of b n -crystals from KN bn p1 a q to T bn pn´aq for 0 ă a ď n, and from KN sp to T sp , respectively.
Theorem 3.19. Let λ P P n Y P sp n . The map
given by
is an isomorphism of b n -crystals, where T i denotes the ith column of T with width 1 from the right and T 0 denotes the column of T with half width.
Proof. It follows from Lemma 3.18 and the same arguments as in Theorem 3.14.
Crystal of a maximal parabolic Verma module
In this section, we recall a combinatorial model for the crystal of a maximal parabolic Verma module [17] and then construct its embedding Φ λ into the crystal of the i-Lusztig data.
From now on ǫ denotes a constant such that ǫ " 1 for g " b n and ǫ " 2 for g " c n .
4.1.
Crystal of a maximal parabolic Verma module. Let
SST rns pτ π q pk ě 1q.
We define a g-crystal structure on
is an embedding of g-crystals, and this induces a g-crystal structure on V g since
where H is the empty tableau with wtpHq " 0 (see [17, Section 3.1]).
Remark 4.1. Let T P V g be given. Then T P V g k for some k ě 1, and r e n T is given by removing n n (resp. n ) when g " c n (resp. g " b n ) on top of a column in T following tensor product rule of crystals in B bk . Note that r e n T is uniquely determined for all sufficiently large k, and r f n T can be described in a similar way. 
where ν " pa ℓ , . . . , a 1 q 1 for the partition pa ℓ , . . . , a 1 q given in Definition 3.6(2).
Let us regard SST rns pνq as a g-crystal, where the l-crystal structure is defined as usual and ϕ n pT q "´8 for all T P SST rns pνq. Then we define a g-crystal structure on V g λ by identifying pV 2 , V 1 q P V Theorem 4.3. Let λ P P n Y P sp n . For each k P Z`, there exists an embedding of g-crystals 
4.2.
Crystal structure on Lusztig data.
4.2.1.
Type A 2n´1 . In this subsection, we consider the crystal of Lusztig data of type A 2n´1 associated to a special family of reduced expressions, which will be used to describe the crystal of Lusztig data in types B n and C n .
Let us fix some notations. Letg " gl 2n andI " t 1, 2, . . . , 2n´1 u. We assume thatP " À 2n i"1 Zǫ i is the weight lattice,Π " t α i " ǫ i´ǫi`1 | i PI u is the set of simple roots, andW " x s i | i PI y is the Weyl group ofg. Letẘ 0 denote the longest element of length M " p2n´1qn inW . Let σ be the automorphism of the Dynkin diagram of type A 2n´1 given by σpα i q " α 2n´i for i PI.
Given i " pi 1 , . . . , i M q P Rpẘ 0 q, letB i " Z M denote the crystal of i-Lusztig data for Uq pgq. Let
Given c " pc 1 , . . . , c M q PB i and 1 ď k ď M , let us also write
For 1 ď r ă s ď 2n, let 1 rs " pc ij q PB i be given by c ij " δ ir δ js .
Let Ω be a Dynkin quiver of type A 2n´1 . We call a vertex i PI a sink of Ω if there is no arrow going out of i. For i PI, let s i Ω be the quiver given by reversing the arrows which end or start at i. We say that i " pi 1 , . . . , i M q P Rpẘ 0 q is adapted to Ω if i 1 is a sink of Ω, and i k is a sink of s i k´1¨¨¨s i 2 s i 1 Ω for 2 ď k ď M .
Suppose that i P Rpẘ 0 q is adapted to a quiver Ω 0 of type A 2n´1 , where
In this case of i, the crystal structure onB i can be described explicitly as follows thanks to [32, Theorem 7.1].
Let c " pc ij q PB i be given. For i " n, we have
(Here 0 is a formal symbol, not the zero vector in Z M .) For 1 ď i ď n´1, if we put
Note that if c piq " 0, then we have k 0 " 1 with c in`1 " 0, and if k 0 ě n`1, we have c piq ą 0. The diagram automorphism σ induces a bijection onB i , still denoted by σ, such that σpcq " pc σ ij q with
for c " pc ij q. For n`1 ď i ď 2n´1, we have r e i " σ˝r e 2n´i˝σ , r f i " σ˝r f 2n´i˝σ .
4.2.2.
Types C n and B n . The diagram automorphism σ induces an automorphism onP given by σpǫ i q "´ǫ 2n´i`1 for 1 ď i ď 2n. Note that σ˝s i˝σ " s 2n´i for i PI. Let´: P ÝÑP be an embedding given by ǫ i " ǫ i´ǫ2n´i`1 for 1 ď i ď n so that
Let´: W ÑW be an injective group homomorphism given by
(see [5, Corollary 3.4] ). By using induction on the length of w, one can check that for w P W and µ P P (4.3) wpµq " wpµq.
Let Bp8q andBp8q be the crystals of Uq pgq and Uq pgq, respectively. We define the operators r e i and r f i for i P I onBp8q by
where r e i and r f i are the Kashiwara operators onBp8q. We define r ei "˚˝r e i˝˚a nd r fi "˚˝r f i˝˚f or i PI, where˚is the bijection onBp8q induced from the involution on Uq pgq. By [ / /B p8q , such that for b P Bp8q and i P I wtpbq " wtpχpbqq,
ǫϕ n pbq " ϕ n pχpbqq.
(4.4)
Moreover, (4.4) holds when r e i , r f i , r e i , and r f i are replaced by r ei , r fi , r ei , and r fi , respectively. Hence χpBp8qq " t r f r ě 0, i 1 , . . . , i r P I, m 1 , . . . , m r P Z`u is isomorphic to Bp8q with respect to r e i and r f i for i P I as a g-crystal, where 1 denotes the highest weight element inBp8q.
Let w 0 be the longest element of length N " n 2 in the Weyl group W of g. Given i " pi 1 , . . . , i N q P Rpw 0 q, consider B i " Z Ǹ the crystal of i-Lusztig data for Uq pgq. Let
Let i be the reduced expression ofẘ 0 " w 0 " s i 1¨¨¨s i N PW . Then the image of B i -Bp8q inB i -Bp8q under the map χ in Proposition 4.5 can be characterized as follows. Theorem 4.6. For i P Rpw 0 q, we have
where σ is the bijection onB i given in (4.2). Moreover, for d " pd 1 , . . . , d N q P B i , we have χpdq " c " pc 1 , . . . , c M q, where
Proof. Let i " pi 1 , . . . , i N q be given. For convenience, let us write i " pi, 2n´iq for 1 ď i ď n´1 and n " n so that
Since σ˝w˝σ " w for w P W , we have by (4.3)
If i j " n, then i j " i 1 k " n for some 1 ď k ď M and
Let d " pd 1 , . . . , d N q P B i be given. Define a sequence d N , . . . , d 1 in B i inductively as follows: 
Finally it follows from (4.6), (4.7), (4.9), and [33, Proposition 3.4.7] that c :" χpdq satisfies (4.5), which also implies that σpcq " c and ǫ|c k 2n´k`1 for 1 ď k ď n. Conversely, suppose that c PB i satisfies σpcq " c and ǫ|c k 2n´k`1 for 1 ď k ď n. By the above argument, there exists a unique d P B i such that c " χpdq. This completes the proof.
4.3.
Embedding into the crystal of Lusztig data. Let i P Rpω 0 q be given. We assume that i is adapted to Ω 0 in (4.1). For d " pd 1 , . . . , d N q P B i , let us write
By Theorem 4.6, we have an explicit crystal structure on B i identifying d with χpdq " c " pc ij q PB i , where
(see Section 4.2.1). Let
We regard Bȋ as g-subcrystals of B i , where we assume that ϕ n pd´q "´8 for d´P Bí . Then we have the following.
Lemma 4.7. Let i P Rpw 0 q such that i is adapted to Ω 0 . Then the map
s an isomorphism of g-crystals.
Proof. Let us keep the notations forB i in Section 4.2.1. For c " pc ij q PB i , let
where
, and regardBȋ as subcrystals ofB i , where we assume that ϕ n pc´q "´8 for c´P 
inceδ is an isomorphism, we have by (4.4)
χpd`q b r e i χpd´q, if ϕ i pχpd`qq ă ε i pχpd´qq,
This implies that δ is a morphism of g-crystals, and hence an isomorphism.
Remark 4.8. One can also derive the crystal structure on B i presented here and its tensor product decomposition by using a recent work on combinatorial description of B i [36] .
In order to describe an embedding of the crystal of a maximal parabolic Verma module into B i , let us briefly recall some well-known results on combinatorics of semistandard tableaux (cf. [6] ).
Let T P SST rns pλ π q be given for λ P P n . For i P rns, we define T Ð i to be the tableau obtained by applying the Schensted's column insertion of i into T in a reverse way starting from the rightmost column of T so that pT Ð iq P SST rns pµ π q for some µ Ą λ obtained by adding a box in a corner of λ. Let M be the set of rnsˆrns matrices m " pm ij q such that m ij P Z`and ř i,j m ij ă 8. Let m P M be given. For i P rns, we identify the ith row of m with a tableau T P SST rns pkq for some k P Z`such that m ij is the number of j's in T , and let wpmq i " wpT q. We define P pmq " pppw r Ð w r´1 q¨¨¨q Ð w 1 q if wpmq n¨¨¨w pmq 1 " w 1 . . . w r . By the well-known symmetry of RSK correspondence, we have P pmq " P pm t q if and only if m " m t , where m t is the transpose of the matrix m. Hence the map sending m to P pmq is a bijection
where M sym is the set of symmetric matrices in M.
where m ij is the pi, jq-entry of m " κ´1pV 1 q P M sym , and v ij is the number of i's in the pn´j`1qth row of V 2 from the top. Note that when g " c n , we have V 1 P SST rns pµ π q for some µ P P c and hence 2|m ii for 1 ď i ď n, where m " pm ij q " κ´1pV 1 q.
Theorem 4.9. Let λ P P n Y P sp n and i P Rpw 0 q such that i is adapted to Ω 0 . Then the map
is an embedding of g-crystals, where r " xλ, h n y.
Proof. Let us first identify M withBì , where m " pm ij q P M corresponds to c`" pc ij q pi,jqPU PBì in such a way that
:" t m | m " pm ij q P M sym , ǫ|m ii p1 ď i ď nq u is equal to χpBì q. Under this identification, theg-crystal (resp. g-crystal) structure onBì (resp. Bì ) coincides with the one on M (resp. M sym ǫ ) defined in [16] . Let V " pV 2 , V 1 q P V g λ be given. By [16, Theorem 3.6 ] the map V g ÝÑ Bì sending V 1 to pd V q`is an isomorphism of g-crystals. Also the map SST rns pνq ÝÑ Bí b T ω λ´r ωn sending V 2 to pd V q´b t ω λ´r ωn is an embedding of g-crystals (see [21, Proposition 5.2] ). Therefore, the map sending V b t rωn to d V b t ω λ is an embedding of g-crystals by Lemma 4.7.
Example 4.10. Suppose that g " c 5 and λ " p4, 4, 3, 2, 0q P P 5 . By Definition 3.6(2), we have pa 4 , a 3 , a 2 , a 1 q " p3, 2, 1, 1q, and hence ν " p3, 2, 1, 1q 1 " p4, 2, 1q. Let V " pV 2 , V 1 q P V 
by (4.10). On the other hand, we have
where dí j is the number of i's in the p6´jqth row in V 2 for 1 ď i ă j ď 5.
Embedding of KN tableaux into Lusztig data
Let us construct an embedding Θ λ of the spinor model into the crystal of a maximal parabolic Verma module, which completes the description of an embedding of the crystal of KN tableaux into that of Lusztig data in (1.2).
5.1.
For pU r , . . . , U 1 q P E r and 1 ď i ď r´1, we define
where Xp¨,¨q for X " E, F is defined in (3.1).
Lemma 5.1. E r is a regular sl r -crystal with respect to E i and F i for 1 ď i ď r´1.
Proof. Let N be the set of rnsˆrrs matrices m " pm ij q iPrns,jPrrs such that m ij P t0, 1u and ř m ij ă 8. One may identify N with E r , where the jth column of m corresponds to T P SST rns p1 u j q with m ij the number of occurrence of i in T . We recall that there exists a pgl n , gl r q-bicrystal structure on N (see for example, [15, Section 4] ). Then it is not difficult to see that E i and F i for 1 ď i ď r´1 in (5.1) coincide with the Kashiwara operators for the (regular) gl r -crystal structure on N. This proves the lemma.
Let λ P P n be given with ℓ " λ 1 1 and pa ℓ , . . . , a 1 q as in Definition 3.6(2). Consider an embedding of sets given by
By abuse of notation, we identify T with its image in E 2ℓ . We define T " pT 2ℓ , . . . , T 1 q P E 2ℓ by
Recall that htpT tail i q " a i for 1 ď i ď ℓ. By definition of F i in (5.1), we first move a ℓ´1 boxes in T tail ℓ´1 to the p2ℓ´1qth column (component) via jeu de taquin, next move a ℓ´2 boxes in T tail ℓ´2 to the p2ℓ´2qth column and so on. Hence we have
As in Remark 3.7, we assume that T body i
and T tail i
(1 ď i ď ℓ) are separated by a common horizontal line, say L. According to this convention, we may assume that the bottoms of T i (1 ď i ď ℓ) are placed on L, and T i (ℓ ă i ď 2ℓ) are placed with b i boxes above L and a i´ℓ boxes below L. Hence T can be viewed as a tableau of the following shape
such that T i is the ith column from the right.
Lemma 5.2. Under the above hypothesis, we have
(1) T P SST rns pηq, where η is given in (5.4), (2) T " l T, where b " l b 1 means that b is equivalent to b 1 as elements of lcrystals.
Proof. Let T " pT 2ℓ , . . . , T 1 q be in (5.2), which is a tableau of shape η (5.4). It is clear that (2) holds since F i preserves Knuth equivalence. So it suffices to show (1). For simplicity, we say that pT i`1 , T i q is semistandard when the subtableau of T consisting of the columns pT i`1 , T i q is rns-semistandard. We will show that pT i`1 , T i q is semistandard for 1 ď i ď 2ℓ´1. We use induction on ℓ and may assume that ℓ ą 1 since it is clear when ℓ " 1.
, and htpT L 2 q " a 2`b4 (cf. (5.3) ). We have
Let 1 ď j 1 ă j 2 ă¨¨¨ă j b 2 ď a 1`b2 be a sequence determined inductively as follows:
Then L T 1 is the tableau with entries T L 1 pkq for k P tj 1 , . . . , j b 2 u (see Remark 3.5). Next, we define a sequence 1 ď i 1 ă i 2 ă¨¨¨ă i b 3 ď a 1`b3 inductively as follows:
Then by definition of F a 1 , it is not difficult to see that T 2 is the tableau with the entries T L 1 pkq for k P X, while T 3 is the tableau with the entries of T R 2 and T L 1 pkq for 1 ď k ď a 1`b3 with k R ti 1 , . . . , i b 3 u. It is clear that pT 3 , T 2 q is semistandard.
Since
ď a 2`b4 be a sequence given by
Recall that R T 2 is the tableau with entries in T R 2 and T L 2 pkq for 1 ď k ď a 2`b4 with
u. By Definition 3.6 (1)(iii) and our choice of i 1 , . . . , i b 3 , we have
Suppose that i k ă l ă i k`1 for 0 ď k ď b 3 and l ď a 1`b4 , where we assume that i 0 " 0 and i b 3`1 " a 1`b3`1 . Then T 3 plq " T L 1 plq, and hence T 4 pl`a 2´a1 q ď T 3 plq by (5.9). Next, suppose that l " i k for 1 ď k ď b 3 and l ď a 1`b4 . Then
Hence we have T 4 pi k`a2´a1 q ď T 3 pi k q. It follows that pT 4 , T 3 q is semistandard. Hence T is semistandard.
Case 2. ℓ " 3. Let T " pT 3 , T 2 , T 1 q be given. Note that
We have by Case 1 that both pT 2 , T 1 q and pT 6 , T 5 q are semistandard. Let 1 ď i 1 ă i 2 ă¨¨¨ă i b 3 ď a 1`b3 be as in (5.6) . Note that U 3 and T 2 are the same as T 3 and T 2 in Case 1, respectively. Let 1 ď j 1 ă j 2 ă¨¨¨ă j b 5 ď a 2`b5 be a sequence defined inductively as follows:
Put Y " tj 1 , . . . , j b 5 u Y ta 2`b5`1 , a 2`b5`2 , . . . , a 2`b4 u. By the same arguments for pT 3 , T 2 q in Case 1, U 4 is the tableau with the entries T L 2 pkq for k P Y , while T 5 is the tableau with the entries of T R 3 and T L 2 pkq for 1 ď k ď a 2`b5 with k R Y . Next consider
Note that
by the same argument for the semistandardness of pT 2 , T 1 q in Case 1. Then we first have T 3 pkq ď T R 2 pkq for 1 ď k ď b 4 by (5.11) and definition of F a 1 pU 4 , U 3 q, and hence T 3 pkq ď T R 2 pkq ď T L 1 pi k q " T 2 pkq for 1 ď k ď b 4 . We also have T 3 pkq " U 3 pk`a 1 q ď T 2 pkq for b 4 ă k ď b 3 by the semistandardness of pT 3 , T 2 q in Case 1. So pT 3 , T 2 q is semistandard. It is clear that pT 4 , T 3 q " F a 1 pU 4 , U 3 q is semistandard by (5.11) and definition of F.
So it remains to show that pT 5 , T 4 q is semistandard. Applying the argument in
ď a 1`b4 be a sequence defined inductively as follows: u Y ta 1`b4`1 , a 1`b42 , . . . , a 1`b3 u. By definition of F a 1 , T 3 is the tableau with the entries U 3 pkq for k P Y 1 , while T 4 is the tableau with the entries of U 4 and U 3 pkq for 1 ď k ď a 1`a4 with k R Y 1 .
For 1 ď k ď b 4 , we have U 4 pkq " T L 2 pj k q ď U 3 pj k´p a 2´a1by (5.12), which implies from (5.13) that (5.14)
Note that for a 2´a1 ă l ď a 2`b5 , we have
Suppose that l " j k for 1 ď k ď b 5 with j k ą a 2´a1 . Then we have
by (5.10) and (5.12). If j k´p a 2´a1 q " j 1 k 1 in (5.15), then we have k 1 ď k by (5.14). By (5.15) and (5.16), we have T 5 pj k q ď T 4 pj k´p a 2´a1 qq.
Next, suppose that l ą a 2´a1 and j k ă l ă j k`1 with 0 ď k ď b 5 , where we assume that j 0 " 0 and j b 5`1 " a 2`b5`1 . If l´pa 2´a1 q " j 1 k 1 for some k 1 , then we also have k 1 ď k by (5.14), and
Otherwise, we have
So pT 5 , T 4 q is semistandard, and hence T is semistandard.
Case 3. ℓ ą 3. Let
We have
It is clear that pU 2ℓ , U 2ℓ´1 q " pT 2ℓ , T 2ℓ´1 q and pU 2 , U 1 q " pT 2 , T 1 q, and both pairs are semistandard by Case 1. For 2 ď k ď ℓ´1, we havë S k :" pU 2k , U 2k´1 q is semistandard of shape λpa k´1 , b 2k´1´b2k , b 2k q by the proof of the semistandardness of pT 4 , T 3 q in Case 2,
is semistandard by the proof of the semistandardness of pT 5 , T 4 q (resp. pT 3 , T 2 q) in Case 2.
Hence we have (5.20) S " pS ℓ´1 , . . . , S 2 q P T g pζq, where ω ζ " ω λ´ωn´a ℓ´ω n´a 1 , and by induction hypothesis,
is semistanard. Finally, pT 2ℓ´1 , T 2ℓ´2 q and pT 3 , T 2 q are semistandard by the proofs of the semistandardness of pT 5 , T 4 q and pT 3 , T 2 q in Case 2, respectively. Therefore T is semistandard by (5.18) and (5.21) . This completes the induction.
Let λ " µ`σ n P P sp n be given with ℓ " µ 1 . For T " pT ℓ , . . . , T 1 , T 0 q P T g λ , we define
where pT 2ℓ , . . . , T 1 q is obtained as in (5.2) with pa ℓ , . . . , a 1 q given in Definition 3.6(2), and T 0 " T 0 . Since T 1 ă T 0 , T is also semistandard of shape η and T " l T by Lemma 5.2. In this case τ " pb 0 , b 1 , . . . , b 2ℓ q 1 P P g with b 0 " htpT 0 q.
T be the tableau of shape η given in (5.2) and (5.22). We define T tail and T body to be the tableaux of shape ν and τ π given by the subtableaux of T located below and above L in (5.4), respectively. λ with λ " p4, 4, 3, 2, 0q P P 5 given by 5 . Therefore, we get T " Next let σ " pσ ℓ , . . . , σ 1 q be a sequence associated to T given by
if pT 2i , T 2i´1 q has x y on its top pn ă x ď y ď 1q,
, if pT 2i , T 2i´1 q has n n on its top, , otherwise, and define σ red " pσ red ℓ , . . . , σ red 1 q in the same way as σ red . We will prove that σ red " σ red , which implies (5.23). We assume that ℓ ě 2 and use induction on ℓ. We separate the cases as in the proof of Lemma 5.2(1) and keep the notations there. Note that b 2i´1 " b 2i for 1 ď i ď ℓ since g " c n . We denote by x i y i the domino on top of T i for 1 ď i ď ℓ, and by z i w i the domino on top of pT 2i , T 2i´1 q for 1 ď i ď ℓ. Case 1. ℓ " 2. Suppose that σ 2 "`, that is, n ă x 2 ď y 2 . If b 3 ă b 2 , then x 2 " z 2 , x 2 ď w 2 ď y 2 , and x 1 " z 1 , y 1 " w 1 , which implies that σ 2 " σ 2 "`and σ 1 " σ 1 . If b 3 " b 2 , then x 2 " z 2 ď x 1 , x 2 ď w 2 ď y 2 , and x 1 ď z 1 , y 1 " w 1 , which implies that σ i " σ i "`for i " 1, 2.
Suppose that σ 2 "´, that is, x 2 " y 2 " n. In this case, we have x 2 " y 2 " z 2 " w 2 " n and x 1 " z 1 , y 1 " w 1 , which implies that σ 2 " σ 2 "´and σ 1 " σ 1 .
Suppose that σ 2 "¨, that is, x 2 " n ă y 2 . If b 3 ă b 3 , then it is clear that x 2 " z 2 " n ă w 2 ď y 2 and x 1 " z 1 , y 1 " w 1 , which implies that σ i " σ i for i " 1, 2. Assume that b 3 " b 2 . If n ă x 1 , then x 2 " z 2 " n ă w 2 ď y 2 , x 1 ď z 1 , and y 1 " w 1 , which implies that σ 2 " σ 2 "¨and σ 1 " σ 1 "`. If n " x 1 , then n ă y 1 (since n ă y 2 and T 2 ă T 1 ), x 2 " z 2 " w 2 " n, and n ă z 1 ď w 1 , which implies that σ " p¨,¨q and σ " p´,`q and hence σ red " σ red .
Case 2. ℓ " 3. Let σ 1 " pσ 1 3 , σ 1 2 , σ 1 1 q be the sequence associated to U " pT 6 , T 5 , U 4 , U 3 , U 2 , T 1 q " F a 2
4 T, as in (5.25) . Note that
, and σ 1 3 " σ 3 , σ 1 1 " σ 1 . By Case 1, we have σ red " σ 1 red . Recall that T " F Suppose that σ 1 2 "`, that is, n ă u 2 ď v 2 . If b 3 ă b 2 , then n ă z 2 ď w 2 , x 1 " z 1 , and y 1 " w 1 , which implies that σ 1 2 " σ 2 "`and σ 1 1 " σ 1 . Assume that b 3 " b 2 . Note that n ă y 1 since n ă y 2 and T 2 ă T 1 . If n ă x 1 , then n ă z 2 ď w 2 , x 1 ď z 1 , and y 1 " w 1 , which implies that σ 1 i " σ i "`for i " 1, 2. If x 1 " n, then we should have b 5 " b 3 , x 3 " x 2 " n, n ă y 3 and hence z 3 " w 3 " n since T 3 ă T 2 ă T 1 . So σ i "¨for 1 ď i ď 3 and σ 1 3 "´. This implies that z 2 " n ă w 2 , x 1 ă z 1 , and y 1 " w 1 . So we have σ " p´,¨,`q, while σ 1 " p´,`,¨q and σ " p¨,¨,¨q.
Suppose that σ 1 2 "´, that is, u 2 " v 2 " n. By the same argument as in Case 1 (the case when σ 2 "´), we have u 2 " v 2 " z 2 " w 2 " n and x 1 " z 1 , y 1 " w 1 , which implies that σ 1 2 " σ 2 "´and σ 1 1 " σ 1 . Suppose that σ 1 2 "¨, that is, u 2 " n ă v 2 . By the same argument as in Case 1 (the case when σ 2 "¨), we have either pσ 1 2 , σ 1 1 q " pσ 2 , σ 1 q or pσ 1 2 , σ 1 1 q " p¨,¨q and pσ 2 , σ 1 q " p´,`q.
We have σ 1red " σ red in any case and hence σ red " σ red .
Case 3. ℓ ą 3. For 1 ď i ď ℓ, define T piq inductively as follows;
pi´1q p2 ď i ď ℓ´1q,
(5.26)
Note that T pℓ´1q " Y 1 T and T pℓq " T (see (5.17) ). Let σ piq " pσ piq ℓ , . . . , σ piq 1 q be the sequence associated to T piq defined as in (5.25) for 1 ď i ď ℓ.
By Case 1, we have σ red " pσ p1red , where σ red k " pσ p1red k for ℓ´2 ď k ď 1. By the arguments for σ 1red " σ red in Case 2, we have pσ pired " pσ pi´1red , where pσ pired k " pσ pi´1red k for k R tℓ´i, ℓ´i`1u for 2 ď i ď ℓ´1. Hence σ red " pσ pℓ´1red . On the other hand, applying induction hypothesis to S in (5.20) we havé σ red " pσ pℓ´1red " pσ pℓred " σ red .
Remark 5.8. For the proof of Theorem 5.7 when g " b n , we have to consider a sequence σ " pσ 2ℓ , . . . , σ 1 q or pσ 2ℓ , . . . , σ 1 , σ 0 q for T P T bn λ where σ 2i (resp. σ 2i´1 ) is associated to T L i (resp. T R i ), and σ 0 to T 0 P T sp . We define σ k "`and´if the top entry of the column is greater than n and equal to n, respectively. The other arguments are almost the same. Now, combining Theorems 3.14, 3.19, 4.9, and 5.7, we have the following. Theorem 5.9. Let λ P P n Y P sp n and i P Rpw 0 q such that i is adapted to Ω 0 . The map Ξ λ :" Φ λ˝Θλ˝Ψλ body " 
