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In considering these analyses, it should be pointed out that, amongst the 52
cases, there could have been many in which a carcinoma would have developed
if the treatment had been less effective. Thus, the group with no subsequent
carcinoma probably includes an unknown number of cases that were no less pre-
cancerous, at the time ofbiopsy, than those later developing a carcinoma.
Despite this limitation, Fig. 4 shows that a non-overlapping separation of the
two groups was obtained by the application of the weighting factors calculated
in the discriminant analysis, and the correlations of these weighting factors are
shown in Table IV.
This separation was significant at the 5% level.
InTable IV, the positive values are accordedto the histological features leading
to placement in the group that subsequently developed malignancy. The features
given heaviest weighting are mainly those that would form a part of " epithelial
atypia ". However, it is ofparticular interest to note that the presence ofRussell
bodies in the lamina propria also received a relatively heavy weighting. This
finding carries implications in relation to current views on the immunological
aspects of cancer.
These studies show how computer-calculated weighting factors might help
to define, in objective and quantitative terms, the importance of various histo-
logical features in distinguishing between pairs of diagnostic categories. Whilst
many of the results could have been predicted, although in a non-quantitative
manner, certain of the findings were unexpected; in this way, the computer
analyses may draw attention to histological features that were not previously
known to have diagnostic or prognostic significance in this context.
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APPENDIX ON DISCRIMINANT ANALYSIS
M. R. B. Clarke
From the Institute of Computer Science, University of London
Suppose that we have N individuals on each of whom p, possibly correlated,
measurements have been made.
In discriminant analysis, the pathologist has already decided on his diagnostic
groups, and he would like to find some way of combining the measurements so as
to bring out the differences between the groups. Usually a weighted linear sum
is used. There are three main reasons for doing this. The first is so that we can
see if any individual appears to have been misclassified, the second is that we can684 I. R. H. KRAMER, R. B. LUCAS, N. EL-LABBAN AND L. LISTER
have an efficient method of assigning a new individual to one of the existing
diagnostic groups, and the third is to find out which of the original measurements
appear to be important diagnostically. Discriminant analysis is quite an old
technique. There is an extensive literature, to which some references are given
at the end of this Appendix.
Discriminant analysis and cluster analysis are distinct but related techniques,
two sides ofthe same coin.
The following description gives further detail ofthe methods used in this study.
Discriminant analysis (canonical variate analysis)
k
Let nj be the number ofindividuals in groupj. Then E nj = N.
j=1
Let xij be the column vector of p measurements on the ith individual in the
jthgroup, letXj bethe mean vector forthisgroup andxbethe overall mean. Then
l nj k nj x-j = xij and x 1 xii
The matrix ofsums ofsquares and products (SSP) about the overall mean is
k ni
M= E _ (Xij )(xij-
j=1 i=1
where the dash denoted the transposed vector.
The "within groups " matrix of SSP corrected about each group mean is
k ni
W = E I (x1 - i)(xi -Xj)
The "between groups " matrix of SSP for each group mean about the overall
meanis
k
B = nj (X,j - -Z)(.,j -X)'
j=1
It is easy to show that, analogous to unidimensional analysis of variance
M=B + W
We fit to the data a vector ofunknown weights c such that the scalar discriminant
function ax has maximum F-ratio in a simple one-way analysis ofvariance between
the groups. More intuitively we find a such that we have maximum distance
between groups and minimum variance within groups. The between over-within
groups variance is given by
o'Bax
a' Wou
We maximize this withrespect to a. It can be shown thatthis leads to anequation
ofthe form
Bo = AWa
where A is an unknown scalar. This is an eigenvalue problem, A being an eigen-
value and ox an eigenvector of the matrix W-1B.DISCRIMINANT ANALYSIS OF HISTOLOGICAL FEATURES
This matrix is of rank m where mn is the smaller ofp and (ic - 1). It will thus
have m non-zero eigenvalues giving m sets of weights and m uncorrelated dis-
criminant functions. Not all of these correspond to statistically significant
separation of the groups. Let the eigenvalues be ranked A1 > A2. . . > A,,, and
suppose we have already tested A1... A,1. Bartlett (1947) showed that the test
statistic
[N- - l(p+k)]log, fl (I+Aj)
j=h+ 1
is approximately distributed as x2 on (p - h)(k - h + 1) d.f. if
Ah+1 = . . . = Ain = 0 in the population.
In practice we apply this test on each eigenvalue in turn, in descending order,
and stop when the X2 statistic is non-significant at some arbitrary level, say 500.
The eigenvalues and eigenvectors are best calculated by using a Householder
transformation to tri-diagonal form, the QL method for theeigenvalues, andinverse
iteration for the eigenvectors. Wilkinson (1965) is a good reference. These
methods are easier if the matrix is symmetric, which W-1B is not. We can get
round this in the following way. Let the Cholesky factorization of W (Healy,
1968) be,
W = TT'
where T is lower triangular. Then
[(T-1) B (T-1)'] (T'o¢) = A (T'ox)
(T-1) B (T-1)' is now symmetric, and we can easily find its eigenvalues and eigen-
vectors, and transform back to those of W-1B to obtain the discriminant function
weights o. The weights should be scaled so that ox'co = 1. If this is done then,
by the Central Limit Theorem, discriminant functions are approximately normally
distributed with mean the group mean and variance unity within each group. On
a scatter plot of one function against another circles can be drawn about group
means to give confidence limits for each group. The squared radii of these will
be X2 variables on 2 degrees of freedom. This technique can be used to detect
misclassifications or to classify a new case. Probabilities of a case belonging to
each group can be estimated in this way. For further information on this point
see Anderson (1958) or Hills (1966).
It is dangerous to estimate the importance of a variable as a discriminator bv
looking at the size of the corresponding weight because the weights are not in-
variant under change of scale. A better procedure is to compute the within
group correlations ofeach variable with the discriminant function. A numerically
large correlation indicates a good discriminator; a small correlation does not
necessarily show a bad discriminator, however, because this can occur ifthere are
two highly correlated good discriminators. It should be possible to detect this
from the sample correlation matrix.
The assumption of multivariate normality is required for Bartlett's test of
the eigenvalues; apart from this, however, the technique is quite robust against
departures from normality. It is possible to show that a linear discriminant is
optimal if the population dispersion matrices for each group are the same. If
they are not the same then quadratic terms are required for the best possible
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separation, although a linear form is nearly always quite good (Anderson, 1958).
Because ofthis it is advisable to include a test for homogeneity ofdispersion. The
test statistic is
k
Nloge IS - E njloge ISjI
j= 1
where S is the overall sample dispersion matrix and Si is the sample dispersion
for groupj. Under the null hypothesis that population dispersions for each group
are identical this has an approximately X2 distribution on .P(P + 1)(k - 1) d.f.
(Anderson, 1958).
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