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SIMPLE GRADED DIVISION ALGEBRAS OVER THE FIELD OF
REAL NUMBERS
YURI BAHTURIN AND MIKHAIL ZAICEV
Abstract. We classify, up to equivalence, all finite-dimensional simple graded
division algebras over the field of real numbers. The grading group is any finite
abelian group.
1. Introduction
A unital algebra R over a field F graded by a group G is called graded division
if every nonzero homogeneous element is invertible. Clearly, each such algebra is
graded simple, that is, R has non nonzero graded ideals. In the classification of
gradings on simple finite-dimensional algebras one is interested in graded division
algebras which are simple at the same time. Indeed, according to graded analogues
of Schur’s Lemma and Density Theorem (see, for example, [9, Chapter 1]) any
such algebra is isomorphic to the algebra EndD V of endomorphisms of a finite-
dimensional graded (right) vector space over a graded division algebra D. Since R
is simple, it is obvious that D must be simple, as well.
In the case where the field F is algebraically closed and the group G is finite
abelian, all such graded division algebras have been described in [1] and [5]. For
full account see [9, Chapter 1], where the authors treat also the case of Artinian
algebras. In [2] (see also [8], for a particular case) the authors treat the case of
primitive algebras with minimal one-sided ideals. If such algebras are locally finite,
the graded division algebras arising are finite-dimensional and so the description
provided in the case of finite-dimensional algebras works in this situation, as well.
The main results of this paper are Theorem 3.1 and Theorem 7.3. In Theorem
3.1 we list all equivalence classes of division gradings on simple finite-dimensional
real associative algebras. In Theorem 7.3 we apply these results to the classification
of all abelian group gradings on such algebras. A special feature of the real case
is the usage of Clifford algebra, which provide a natural approach to the study of
gradings in the case of real algebras.
2. Preliminaries
A vector decomposition Γ : V =
⊕
g∈G Vg is called a grading of a vector space
V over a field F by a set G. The subset S of all s ∈ G such that Vs 6= {0} is
called the support of Γ and is denoted by SuppΓ (also as Supp V , if S is endowed
just by one grading). If Γ′ : V ′ =
⊕
g′∈G′ V
′
g′ is a grading of another space then
a homomorphism of gradings ϕ : Γ → Γ′ is a linear map f : V → V ′ such that
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for each g ∈ G there exists (unique) g′ ∈ G′ such that ϕ(Vg) ⊂ Vg′ . If ϕ has an
inverse as homomorphism of grading then we say that ϕ : Γ→ Γ′ is an equivalence
of gradings Γ and Γ′ (or graded vector spaces V and V ′).
A grading Γ : R =
⊕
g∈GRg of an algebra R over a field F is an algebra grading
if for any s1, s2 ∈ Supp Γ such that Rs1Rs2 6= {0} there is s3 ∈ G such that
Rs1Rs2 ⊂ Rs3 . Two algebra gradings Γ : R =
⊕
g∈GRg and Γ
′ : R′ =
⊕
g∈G′ R
′
g′
of algebras over a field F are called equivalent if there exist an algebra isomorphism
ϕ : R → R′, which is an equivalence of vector space gradings. In this case there is
a bijection α : Supp Γ→ SuppΓ′ such that ϕ(Rg) = R′α(g).
If G is a group then a grading Γ : R =
⊕
g∈GRg of an algebra R over a field F
is called a group grading if for any g, h ∈ G, we have RgRh ⊂ Rgh. Normally, it is
assumed that the grading group G is generated by SuppΓ. If ϕ : Γ → Gamma′ :
R → R′ is an equivalence of gradings of algebras R and R′ by groups G and G′
and the accompanying bijection α : Supp Γ→ SuppΓ′ comes from an isomorphism
of groups α : G → G′ then we call ϕ a weak isomorphism and say that Γ and Γ′
(also R and R′) are weakly isomorphic. Finally, if G = G′ and α = idG then Γ and
Γ′ are called isomorphic.
Note that if, say, Γ is a strong grading, that is, RgRh = Rgh then Γ and Γ
′ are
equivalent if and only if they are weakly isomorphic.
If Γ : R =
⊕
g∈GRg and Γ
′ : R =
⊕
g′∈G′ R
′
g′ are two gradings of the same
algebra labeled by the sets S and S′ then we say that Γ is the refinement of Γ′
if for any s ∈ S there is s′ ∈ S′ such that Rs ⊂ Rs′ . We also say that Γ′ is the
coarsening of Γ. The refinement Γ is proper if for at least one s the containment
Rs ⊂ Rs′ is proper. A grading which does not admit proper refinements is called
fine. Assume Γ,Γ′ are group gradings, so that G′ = G/T . If R′g =
⊕
g∈g Rg, for all
g ∈ G′, then Γ′ is a coarsening of Γ called factor-grading. In the case of complex
gradings all division gradings are fine, while in the case of real numbers this is no
more true.
Finally, if Γ : R =
⊕
g∈GRg, the group U(Γ) generated by Supp(Γ) subject to
defining relations s1s2 = s3 each time when {0} 6= Rs1Rs2 ⊂ Rs3 , is called the
universal group of Γ.
2.1. Basic properties of division gradings. We start with fixing few well-known
useful properties (see in the textbook [9, Chapter 2]).
Lemma 2.1. Let Γ : R =
⊕
g∈GRg be a grading by a group G on an (associative)
algebra R over a field F . Then the following hold.
(1) Supp(Γ) is a subgroup of G isomorphic to the universal group U(Γ)
(2) Γ is a division grading if and only if the identity component Re of Γ is a
division algebra over F
(3) Given g ∈ G and a nonzero a ∈ Rg, we have Rg = aRe
(4) dimRg = dimRe and dimR = | Supp Γ| dimRe. 
Since our base field is R, it follows that Re is one of R, C, or H, the last two being
the field of complex numbers or the division algebra of quaternions, respectively.
Both C and H can be endowed by nontrivial real gradings by Z2 in the case of C
and H and Z2 × Z2 in the case of H. These are, for example, C = 〈1〉 ⊕ 〈i〉 and
H = 〈1, i〉 ⊕ 〈j, k〉, in the case of Z2 and H = 〈1〉 ⊕ 〈i〉 ⊕ 〈j〉 ⊕ 〈k〉 in the case of
Z2 × Z2 . We will denote the above graded algebras by C
(2), H(2) and H(4).
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As mentoned above, the support of the division grading is a subgroup in the
grading group. This makes it natural to always assume that the support of R
equals the whole of G. Clearly, every homogeneous component Rg of R, g ∈ G, has
the same dimension as Re and hence dimR = |G| dimRe. Thus, when we speak
about gradings on finite-dimensional division graded algebras, we may assume that
the grading group G is finite.
One notational remark. Given an element g of order n in a group G, we denote
by (g)n the cyclic subgroup generated by g. Given vectors v1, . . . , vm in a real vector
space V , we denote by 〈v1, . . . , vm〉 the linear span of v1, . . . , vm, with coefficients
in R. To avoid confusion with number 1 ∈ R, we will denote the identity element
of a graded division algebra R by I.
2.2. Sylvester/Pauli gradings. One of the important cases of real simple alge-
bras are the algebras Mn(C) of n × n complex matrices. This real algebra is at
the same time an algebra over C. If Γ : R =
⊕
g∈GRg is a grading of R over C
then it is also a grading of R over R. We denote this latter grading by ΓR. If Γ is
a division grading then, clearly, ΓR is a division grading. We will call such grad-
ings Pauli gradings. Given another complex division grading Γ′ of R by G, if ΓR
and Γ′
R
are weakly isomorphic then there exist a group automorphism α : G → G
and automorphism ϕ of R, as a real algebra, such that ϕ(Rg) = R
′
α(g). We have
Re = R
′
e
∼= C and so ϕ is an isomorphism of C, that is, either the restriction of the
identity map idR or of the complex conjugation ι : R→ R : A 7→ A. In both cases,
either (α, ϕ) or (α, ϕ ◦ ι) perform a weak equivalence of Γ and Γ′.
The result is that two Pauli gradings are weakly isomorphic if and only if they
come from weakly isomorphic complex division gradings. Such classification has
been performed in [6].
In that classification we have used complex generalized Pauli or Sylvester ma-
trices, which define a standard division Zn × Zn-grading on the matrix algebras
Mn(C), over the field C of complex numbers. These are products of two generating
matrices
(1) Xa =


1 0 0 · · · 0
0 ε 0 · · · 0
0 0 ε2 · · · 0
· · · · · · · · · · · · · · ·
0 0 0 · · · εn−1

 , Xb =


0 1 0 · · · 0
0 0 1 · · · 0
0 0 0 · · · 0
· · · · · · · · · · · · · · ·
1 0 0 · · · 0


Here ε is a primitive n-th root of 1 in C. Note that Sylvester called Xα a clock
matrix and Xβ a shift matrix. If Zn × Zn = (α)n × (β)n then the division grading
in question is done by n2 one-dimensional subspaces Rαkβℓ = 〈X
k
αX
ℓ
β〉C, where
1 ≤ k, ℓ ≤ n. According to [6], every complex division grading on Mn(C) is weakly
isomorphic to the (complex) tensor product Mk1(C)⊗ · · · ⊗Mks(C) of the gradings
just described. The choice of primitive roots ε does not change the equivalence class
of these gradings. If G = Z2k1 × · · · × Z
2
k1
then we denote such graded algebra by
M(G).
One can describe Pauli gradings using skew-symmetric bicharacters on the grad-
ing group G. If R = Mn(C) is given a complex division grading with support G
then each Rg is spanned by an invertible matrix Xg such that X
n
g = I and there
is a function β : G × G → C× such that XgXh = β(g, h)XhXg. This function
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is a skew-symmetric bicharacter, that is β(g, h)β(h, g) = 1, for all g, h ∈ G and
β(gh, k) = β(g, k)β(h, k), for all g, h, k ∈ G. The bicharacter β is non-singular,
that is, for any g ∈ G there is h ∈ G such that β(g, h) 6= 1. Two division grad-
ings Γ and Γ′ with supports G and G′ and skew-symmetric bicharacters β and β′
are isomorphic if and only if there exists an isomorphism α : G → G′ such that
β′(α(g), α(h)) = β(g, h), for all g, h ∈ G. For the equivalence, it is only necessary
and sufficient to have the isomorphism α : G → G′. One more remark is that
a division grading by a finite abelian group G on Mn(C) exists (and unique up
to equivalence) if and only if there is an abelian group H of order n such that
G ∼= H ×H and the bicharacter β is non-singular. For these facts see [9, Theorem
2.38]. We denote the graded division algebras arising in this way by M(G, β).
Sylvester matrices of order 2 are especially important for the gradings on the
real simple algebras. They are as follows:
(2) A =
(
1 0
0 −1
)
, B =
(
0 1
1 0
)
, C =
(
0 1
−1 0
)
.
Slightly different matrices are called Pauli matrices :
(3) σx =
(
0 1
1 0
)
, σy =
(
0 −i
i 0
)
, σz =
(
1 0
0 −1
)
.
We have A2 = I, B2 = I, C2 = −I, AB = C = −BA, BC = A = −AB,
CA = B = −AC. If G = (α)2 × (β)2 ∼= Z2 × Z2 and γ = αβ then we have an
important fine division grading of R = M2(R), given by
Γ : Re = 〈I〉, Rα = 〈A〉, Rβ = 〈B〉, Rγ = 〈C〉.
This is also Clifford grading Cgr(0, 2), as can be seen from the next subsection. We
denote this graded algebra by M
(4)
2 .
2.3. Homogeneous Clifford gradings. Another source of gradings, which is es-
sential for the case of algebras over the field R of real numbers, is as follows. Let
(V, q) be a real finite-dimensional vector space endowed with non-singular quadratic
form q : V → R. Let T (V ) be the tensor algebra of V and Jq the two-sided ideal
generated by all elements x⊗ x+ q(x)1, where x ∈ V . Then C(V, q) = T (V )/Jq is
called the Clifford algebra of (V, q). It is well-known that if q is non-singular with
positive inertia index p and negative inertia index m and n = dimV = 2k is even
then C(V, q) is central simple, that is, either M2k(R) or M2k−1(H). More precisely,
if p −m ≡ 0 or 6 mod 8 then C(V, q) ∼= M2k(R). If p −m ≡ 2 or 4 mod 8 then
C(V, q) ∼= M2k−1(H). Also, if n = 2k + 1 and q has positive inertia index p and
negative m with p−m ≡ 1 mod 4 then C(V, q) ∼= M2k(C).
Now let G be an elementary abelian 2-group and g1, . . . , gn ∈ G. Choose an
orthogonal basis e1, . . . , en in V and set deg e1 = g1, . . . deg en = gn. Then a
natural grading appears on the tensor algebra T (V ) if one sets deg(ei1 ⊗ · · ·⊗ eik) =
gi1 · · · gik . If x ∈ V has the form of x =
∑n
k=1 αkek then the generators of Jq can
be written as
x⊗ x+ q(x).1 =
n∑
k=1
α21(ek ⊗ ek + q(ek)1) +
n∑
1≤k<ℓ≤n
αkαℓ(ekeℓ + eℓek).
Thus Jq is generated by G-homogeneous elements ek ⊗ ek + q(ek)1, 1 ≤ k ≤ n and
ekeℓ + eℓek where 1 ≤ k < ℓ ≤ n. Hence C(V, q) = T (V )/Jq acquires a (canonical)
factor-grading by G, given on the canonical basis by deg ei1 · · · eik = gi1 · · · gik .
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Since G is an elementary abelian 2-group, one can view G as a vector space over
the field Z2. If all g1, . . . , gn are linearly independent (over Z2) then the grading
has all components one-dimensional (over R) and generated by invertible elements.
In this case we have a fine graded division algebra. Any other choice of linearly
independent elements in G leads to weakly isomorphic algebras. If p is the positive
andm the negative inertia indices of q then we denote the respective graded division
algebra by Cgr(p,m). As a result, we have the following.
Proposition 2.2. Each simple algebra R = M2k(D), D = R,C,H acquires a fine
division grading if one identifies R with an appropriate Cgr(p,m).
2.4. Non-homogeneous Clifford gradings. Clifford algebras C(p,m) with p−
m = 1 mod 4 can be endowed with a Z4 × Z
p+q−1
2 division grading. Since we will
need these gradings only for M2(C) andM4(C), we define them only in these cases.
In the case of R = C(2, 1), we choose G = (α)4 × (β)2, set Rα = 〈e1 + e2e3〉 and
Rβ = 〈e2〉. Then, since RgRh = Rgh, for all g, h ∈ G, we obtain
Rα2 = 〈e1e2e3〉, Rα3 = 〈e1 − e2e3〉.
Also
Rαβ = 〈e3 + e1e2〉, Rα2β = 〈e1e3〉, Rα3β = 〈e3 − e1e2〉.
If we use one of the standard identifications (called Clifford maps, see [10, 121]) of
C(2, 1) with M2(C), given by e1 7→ iB, e2 7→ C, e3 7→ A, then we will find the
homogeneous components as
Re = 〈I〉, Rα = 〈ωA〉, Rα2 = 〈iI〉, Rα3 = 〈iωA〉(4)
Rβ = 〈C〉, Rαβ = 〈ωB〉, Rα2β = 〈iC〉, Rα3β = 〈iωB〉.
Here for brevity, instead of 1 + i, we have used ω = 1√
2
(1 + i), the 8th root of 1
such that ω2 = i. We denote this grading by M
(8)
2 .
A Z4-division grading of M2(C), which is not fine, appears as the coarsening of
M
(8)
2 by means of identifying β and e.
(5) Re = 〈I, C〉, Rα = 〈ωA, ωB〉, Rα2 = 〈iI, iC〉, Rα3 = 〈iωA, iωB〉.
In terms of Clifford algebra R = C(2, 1), the same grading will be obtained if
we set Re = 〈I, e2〉, Rα = 〈e1 + e2e3, e1e2 + e3〉 and Rα2 = 〈e1e2e3, e1e3〉 and
Rα3 = 〈e1 − e2e3, e1e2 − e3〉.
In this case, the identity component of the grading is isomorphic to C. We denote
this grading by M2(C,Z4)
A Z4×Z
3
2-grading on C(3, 2)
∼= M4(C) appears if one select an element of order
8 in this algebra in the form e1+ e2e3e4e5 and write G = (α)4 × (β)2× (γ)2× (δ)2.
We proceed as follows:
Rα = 〈e1 + e2e3e4e5〉, Rβ = 〈e2〉, Rγ = 〈e3〉, Rδ = 〈e4〉.
Inside this algebra, we find a graded subalgebra S generated by e2, e3, e4, which
is isomorphic to Cgr(2, 1) ∼= M
(8)
2 . Furthermore, Rα2 = 〈e1e2e3e4e5〉, Rα3 =
〈e1 − e2e3e4e5〉. An element w ∈ S does not depend on e1, e5. At the same time,
(e1 + e2e3e4e5)w, for any monomial w in S, is the sum of two monomials, one
depending on e1 but not on e5, the other on e5 but not on e1. Also, e1e2e3e4e5w
depends on both e1 and e5. This shows that R is the direct sum of subspaces of the
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form Rαkσ, where σ ∈ (β, γ, δ). As a result, we have a grading of C(3, 2) ∼= M4(C)
by Z4 × Z
3
2.
Again, in terms of matrices, this grading can be rewritten as follows. We write
M4(C) = M2(C)⊗M2(R). Then a Clifford map can be given by mapping (see [10,
p.132])
e1 7→ (iI)⊗B, e2 7→ (iB)⊗A, e3 7→ (iA)⊗A, e4 7→ (iC)⊗A, e5 7→ (iI)⊗C,
Then
Rα = 〈(ωI)⊗B〉, Rβ = 〈(iB)⊗A〉, Rγ = 〈(iA)⊗A〉, Rδ = 〈(iC)⊗A〉.
We will denote this grading by M
(32)
4 . Again, a coarsening of this grading can be
obtained if we identify e with γ. Then the generating subspaces will be as follows.
Re = 〈I ⊗ I, (iA)⊗A〉, Rα = 〈(ωI)⊗B, (iωA)⊗C〉,
Rβ = 〈(iB)⊗A,C ⊗ I〉, Rδ = 〈(iC)⊗A,B⊗ I〉.
so that this is a grading of M4(C) by Z4 × Z
2
2
∼= G/(γ)2. We denote this grading
by M4(C,Z4 × Z
2
2).
In terms of R = C(3, 2), we can write the generating subspaces of same grading
as Rα = 〈e1 + e2e3e4e5, e1e3 − e2e4e5〉, Rβ = 〈e2, e2e3, 〉, Rδ = 〈e4, e3e4〉.
We will see, however, that M
(32)
4 is weakly isomorphic to the tensor product of
M
(8)
2 and M
(4)
2 .
An appropriate tool for establishing the equivalence or weak isomorphism of
gradings is provided in the next subsection.
2.5. Graded division algebras in terms of generators and defining re-
lations. Let Am = F 〈x1, . . . , xm〉 be a free associative unital algebra with free
generators x1, . . . , xm. Let r1 = r1(x1, . . . , xm), . . . , rℓ = rℓ(x1, . . . , xm) be ele-
ments of Am and J the two-sided ideal of Am generated by r1, . . . , rℓ. Then we
say that R = Am/J is defined in terms of generators x1, . . . , xm and defining
relations r1 = 0, . . . , rℓ = 0. The elements u1 = x1 + J, . . . , um = xm + J gen-
erate R, r1(u1, . . . , um) = 0, . . . , rℓ = rℓ(u1, . . . , um) = 0 in R and any other
relation among u1, . . . , um is a consequence of these relations. We write R =
〈x1, . . . , xm | r1, . . . , rℓ〉. If S is another algebra, generated by some elements
v1, . . . , vm so that r1(v1, . . . , vm) = 0, . . . , rℓ = rℓ(v1, . . . , vm) = 0 then the mapping
u1 7→ v1, . . . , um 7→ vm extends to a surjective homomorphism ϕ of R onto S. If
dimS ≥ dimR then ϕ is an isomorphism.
Additionally, suppose Am is given a grading by a group G by assigning the de-
grees g1, . . . , gm of G to the free generators x1, . . . , xm. Assume that all relators
r1(x1, . . . , xm) are homogeneous with respect to this grading. Then R = A/J nat-
urally acquires a G-grading. If S is a G-graded algebra generated by homogeneous
v1, . . . , vm of degrees α(g1), . . . , α(gm) where α : G→ G is an automorphism then
R and S are weakly isomorphic.
Let us give graded presentations of some of the fine graded division algebras
above in terms of graded generators and defining relations.
(6) M
(8)
2 = (x1, x2 | x
4
1 = x
2
2 = −1, x1x2 = −x2x1),
(7)
M
(32)
4 = (x1, x2, x3, x4 | x
4
1 = x
2
k = −1(k = 2, 3, 4), xℓxm = −xmxℓ(1 ≤ ℓ < m ≤ 4))
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2.6. Tensor products of division gradings. Given groups G1, G2, . . . , Gm and
Gk-graded algebras R1, R2, . . . , Rm, k = 1, . . . ,m, one can endow the tensor prod-
uct of algebras R = R1⊗R2⊗ · · · ⊗Rm by a G = G1 × G2 × · · · × Gm-grading,
called the tensor product of gradings if one sets
R(g1,g2,...,gm) = (R1)g1 ⊗(R2)g2 ⊗ · · · ⊗(Rm)gm .
Here gk ∈ Gi, for all k = 1, 2, . . . ,m.
In the case of division algebras over an algebraically closed field, the tensor
product of two graded division algebras is a graded division algebra. This is no
more true in our case. Indeed, D1 ⊗D2, where Di = R,C,H is a division algebra
if and only if at least one of Di is R. If R is a G-graded division algebra, S an
H-graded division algebra, (R× S)(g,h) = Rg ⊗Sh, for all (g, h) ∈ G×H . Clearly,
all nonzero elements in each homogeneous component are invertible if this is true
for the identity component. As a result, a tensor product of two division gradings
is a graded division grading only if the identity component of one of them is one-
dimensional. This condition is not sufficient if we want to obtain a simple graded
division algebra. We know that for this both tensor factors must be simple algebras.
And even this is not sufficient, as shown by the example of C(2)⊗C(2).
Another question is the equivalence of different tensor product gradings. In the
ungraded case, it is well-known (see [10, Section 3.6]) that H⊗C ∼= M2(R)⊗C ∼=
M2(C) and H⊗H ∼= M2(R)⊗M2(R) ∼= M4(R).
These isomorphisms combine well with the gradings in the case where the grading
of each factor is fine. In the first case, the isomorphism is given by ϕ : i⊗ 1 7→
B⊗ i, j⊗ 1 7→ C ⊗ 1, k⊗ 1 7→ A⊗ i. Now R = H(4)⊗C(2) is graded by G =
(α)2× (β)2)× (γ)2 so that deg i⊗ 1 = α, deg j⊗ 1 = β, deg 1⊗ i = γ. Let us choose
the same group to grade S = M
(4)
2 ⊗C
(2) by degA⊗ 1 = αβγ, degB⊗ 1 = αγ,
deg I ⊗ i = γ. Then the supports of M
(4)
2 , equal to (αβγ), (αγ)), and C
(2), equal
to (γ), have trivial intersection, so this grading is a tensor product grading. Also,
α 7→ αβγ, β 7→ αγ, γ 7→ γ is an automorphism of G. This proves that ϕ : R → S
is a weak isomorphism of H(4)⊗C(2) and M
(4)
2 ⊗C
(2).
In a similar fashion one proves the weak isomorphism of R = H(4)⊗H(4) and
S = M
(4)
2 ⊗M
(4)
2 . In this case, the graded equivalence ψ : R → S is given by
ψ(i⊗ 1) = C ⊗ I, ϕ(j⊗ 1) = A⊗C, ψ(1⊗ i) = I ⊗C, ψ(1⊗ j) = C ⊗A.
At the same time, there is no graded equivalence between R = H(4)⊗H, graded
by Z2×Z2 and S =M2(R)⊗M2(R), as graded tensor products. Indeed, if we give
trivial grading to the second factor in S then it is not a graded division algebra.
If we grade both factors by Z2 then the identity component of the tensor product
will be isomorphic to C⊗C, which is not a division algebra. Still, the map ψ :
H(4)⊗H → M4(R) transfers the structure of a graded division algebra, which is
not a tensor product of graded algebras of smaller dimension. We will denote this
grading by M
(4)
4 . Its identity component is 4-dimensional, hence isomorphic to the
quaternion algebra H.
Note one more equivalence of graded tensor products: R = M2(C,Z4)⊗H
(4) and
S = M2(C,Z4)⊗M
(4)
2 . The presentation of R in terms of generators and defining
relations is
(x1, x2, y1, y2 | x
4
1 = x
2
2 = y
2
1 = y
2
2 = −1, x1x2 = −x2x1, y1y2 = −y2y1, xiyj = yjxi).
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Here deg x1 = α, deg x2 = e, deg y1 = β, deg x2 = γ, where o(α) = 4, o(β) =
o(γ) = 2.
The presentation of S in terms of generators and defining relations is
(x1, x2, z1, z2 | x
4
1 = x
2
2 = −z
2
1 = −z
2
2 = −1, x1x2 = −x2x1, y1y2 = −y2y1, xiyj = yjxi).
Here deg x1 = α, deg x2 = e, deg z1 = β, deg z2 = γ, where o(α) = 4, o(β) = o(γ) =
2. Clearly, in the first presentation, we can perform a graded change of generators
z1 = y1x
2
1 and z2 = y2x
2
1, which will lead to the equivalence of R and S.
3. Low-dimensional graded division algebras. Main Theorem
In this section we list some low-dimensional fine graded division algebras and
their coarsenings. We also state our main result, which is the classification up to
equivalence of simple algebras which are graded division algebras.
We have already mentioned the simplest examples of real graded division al-
gebras, which are R, C, H, C(2), H(2), H(4) and M
(4)
2 . In terms of homogeneous
Clifford gradings, C(2) ∼= Cgr(1, 0), H(4) ∼= Cgr(2, 0) and M
(4)
2
∼= Cgr(0, 2). These
gradings are fine. Now C is a coarsening of C(2), whereas H is a coarsening of H(2)
and H(2) is a coarsening of H(4). A coarsening R ofM
(4)
2 , which is denoted byM
(2)
2 ,
is obtained if we set Re = 〈I, A〉 and Rα = 〈B,C〉. This is a grading by G = (α)2.
Since M2(R) can be written as C(1, 1) and C(0, 2), we can make it in a fine
graded division algebra in two ways: as Cgr(1, 1) and Cgr(0, 2). There are different
ways of establishing isomorphisms between Clifford algebras and matrix algebras
(see [10, Section 6.2]). In the case of Cgr(1, 1) ∼= M2(R), this is given by e1 7→ C,
e2 7→ B. So Rα = 〈C〉, Rβ = 〈B〉, Rαβ = 〈A〉. In the case of C
gr(0, 2) ∼= M2(R),
by e1 7→ B, e2 7→ A. As a result, Rα = 〈B〉, Rβ = 〈A〉, Rαβ = 〈C〉.
From this matrix presentation, it is clear that R = Cgr(1, 1) and R′ = Cgr(0, 2)
are weakly isomorphic, that is, there is an automorphism ϕ : Z2 × Z2 → Z2 × Z2
and a linear automorphism f : R2 → R2 such that fRgf
−1 = R′ϕ(g), for any
g ∈ Z2 × Z2. However, because we deal with metric spaces, there is no isometry
f : (R2, x21 − x
2
2) → (R
2, x21 + x
2
2). So we may say that the gradings C
gr(1, 1) and
Cgr(0, 2) are not isometrically weakly isomorphic.
The only 8-dimensional real simple algebra is R = M2(C). Since M2(C) ∼=
M2(R)⊗C ∼= C(2, 1), we can obtain division gradings on R in various ways. Using
tensor products, we obtain a fine division grading M
(4)
2 ⊗C
(2), where the grading
group is Z32
∼= (α)2× (β)2× (γ)2, and the generating components are Rα = 〈A⊗ 1〉,
Rβ = 〈B⊗ 1〉, Rγ = 〈I ⊗ i〉. The graded presentation of this algebra is
(8) (x1, x2, x3 | x
2
1 = x
2
2 = −x
2
3 = 1, x1x2 = −x2x1, x1x3 = x3x1, x2x3 = x2x3).
Its Z2×Z2 ∼= G/(γ)-factor-grading is the Pauli grading onM2(C), that is a grading
given by the same formula as in (2) but the linear spans must be taken over C rather
than overR. One can also considerM
(2)
2 ⊗C
(2), which is another Z2×Z2 ∼= G/(αβ)-
factor-grading of M
(4)
2 ⊗C
(2). Now since M2(C) ∼= C(2, 1), a fine division grading
can be given as Cgr(2, 1). In terms of graded generators and defining relations this
is
(9) (y1, y2, y3 | y
2
1 = y
2
2 = −y
2
3 = −1, ypyq = −yqyp), 1 ≤ p < q ≤ 3.
Clearly a graded change of variables x1 = y2y3, x2 = y1y3, x3 = y1y2y3 transforms
(9) to (8).
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In the case G = Z2, we have R = M
(2)
2 ⊗C. This is not a division grading
because then Re ∼= C⊗C, which is not a division algebra. In the case G = Z2×Z2,
we have M
(2)
2 ⊗C
(2) and the Pauli grading M
(4)
2 ⊗C. In the case Z
3
2 we have
M
(4)
2 ⊗C
(2).
All the previous examples were graded by an elementary abelian 2-group. A
more subtle fine division grading on M2(C) ∼= C(2, 1) appears when the grading
group G involves elements of order 4. We have described this ealier when we talked
about non-homogeneous Clifford gradings. We denoted this grading by M
(8)
2 .
We know that H⊗H ∼= M2(R)⊗M2(R). This isomorphism transfers the struc-
ture of graded division algebra from (H(4)⊗H) toM4(R) ∼= M2(R)⊗M2(R). As we
mentioned earler, this grading of M4(R) is not a tensor product of gradings on the
tensor factors M2(R). Thus R =M4(R) acquires a division Z2 ×Z2 ∼= (α)2 × (β)2-
grading M
(4)
4 whose components are as follows (as usual, γ = αβ):
Re = 〈I ⊗ I, C ⊗ I, A⊗C,B⊗C〉,(10)
Rα = (I ⊗C)Re, Rβ = (C ⊗A)Re, Rγ = (C ⊗B)Re,
Finally, notice that the natural isomorphism ϕ : H⊗C→M2(R)⊗C defined by
ϕ(i⊗ z) = A⊗ iz, ϕ(j⊗ z) = B⊗ iz induces graded isomorphisms for the refine-
ments ϕ : H(2)⊗C(2) →M
(2)
2 (R)⊗C
(2) and ϕ : H(4)⊗C(2) →M
(4)
2 (R)⊗C
(2).
So the full list of “building blocks” which will be used to desrcribe all simple
graded division algebras is as follows:
• R,
• C and its refinement C(2) ∼= Cgr(1, 0),
• H, and its refinements H(2) and H(4) ∼= Cgr(2, 0),
• M
(2)
2 and its refinement M
(4)
2
∼= Cgr(1, 1) ∼= Cgr(0, 2),
• M
(2)
2 ⊗C
(2) and its refinement M
(8)
2
∼= Cgr(2, 1) ∼= Cgr(0, 3),
• M2(C,Z4) and its refinementM
(8)
2 , weakly isomorphic to a non-homogeneous
grading on C(2, 1) described in Subsection 2.4,
• M
(4)
4
∼= H(4)⊗H and its refinementsH(4)⊗H(2) andH(4)⊗H(4) ∼= M
(4)
2 ⊗M
(4)
2
∼=
Cgr(2, 2),
• M(G, β), where β is a non-singular skew-symmetric complex bicharacter
on G = H ×H (Pauli grading).
Our main goal is to prove the following.
Theorem 3.1. Any division grading on a real simple algebra Mn(D), D a real
division algebra, is weakly isomorphic to one of the following types
D = R : (i) (M
(4)
2 )
⊗ k ∼= Cgr(k, k);
(ii) M
(2)
2 ⊗ (M
(4)
2 )
⊗(k−1), a coarsening of (i);
(iii) M
(4)
4 ⊗(M
(4)
2 )
⊗(k−2), a coarsening of (i);
D = H : (iv) H(4)⊗(M
(4)
2 )
⊗ k ∼= Cgr(k + 1, k − 1);
(v) H(2) ⊗ (M
(4)
2 )
⊗ k a coarsening of (iv);
(vi) H⊗(M
(4)
2 )
⊗ k, a coarsening of (v);
D = C : (vii) C(2)⊗(M
(4)
2 )
⊗ k ∼= Cgr(k + 1, k),
(viii) C(2)⊗M
(2)
2 ⊗(M
(4)
2 )
⊗(k−1), a coarsening of (vi);
(ix) M
(8)
2 ⊗(M
(4)
2 )
⊗(k−1),
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(x) M2(C,Z4)⊗(M
(4)
2 )
⊗(k−1), a coarsening of (ix);
(xi) (M
(4)
2 )
⊗ k ⊗C(2)⊗H,
(xii) M
(8)
2 ⊗(M
(4)
2 )
⊗(k−1)⊗H
(xiii) Pauli grading.
None of the gradings of different types or of the same type but with different values
of k is weakly isomorphic to the other.
Remark 3.2. It is worth mentioning that Types (i) to (viii) are homogeneous
Clifford gradings or their coarsenings while Types (ix) grading is a non-homogeneous
Clifford grading and (x) is its coarsening.
Proof. Here we will only prove that none of the gradings on the list is weakly
isomorphic to the other. In the following sections we will prove that every division
grading is weakly isomorphic to one of the gradings on the list.
Clearly, there is no weak isomorphism of Mn1(D1) and Mn1(D1) if (n1, D1)
and (n2, D2) are different. The next invariant is the dimension of the neutral
component Re. These invariants are sufficient to separate algebras (i) to (vi) from
other algebras on the list and from each other. As for gradings (vii) to (xiii), then
Pauli gradings are the only ones where all elements of the center have degree e. In
the remaining cases (vii) to (xii), dimRe = 1 in (vii) and (ix), dimRe = 2 in cases
(viii) and (x), dimRe = 4 in cases (viii) and (x). Finally, in cases (ix), (x) and (xii)
the grading group has elements of order 4 while in (vii), (viii) and (xi) the grading
group is an elementary abelian 2-group. 
4. Two lemmas
Let R be a G-graded division algebra over R, G a finite abelian group. We
denote by Z(R) the center of R. If Z(R) = R.I then R is called central simple.
Otherwise, R ∼= Mn(C), for some n ≥ 1, and Z(R) = C.I. It is well-known that
Z(R) is a graded subalgebra of R. So iI is always a homogeneous element but its
degree does not need to be e.
The following lemmas are true.
Lemma 4.1. If dimRe = 1 then, for any homogeneous u, v ∈ R, we have uv =
±vu. If also dimZ(R) = 1, then G is an elementary abelian 2-group and one can
choose ug in each Rg so that u
2
g = ±I.
Proof. Indeed, for any g ∈ G and any u ∈ Rg, the mapping x 7→ uxu
−1 is a graded
automorphism of R. It follows that for any homogeneous element v ∈ Rh we have
uvu−1 ∈ Rh = Rv. Hence uvu−1 = λv, for a real number λ. Now since G is finite,
there is natural m such that gm = e. Then um ∈ Re so that v = u
mvu−m = λmv.
As a result, λm = 1, hence λ = ±1, proving uv = ±vu. It follows that u2 ∈ Z(R),
the center of R. We know that the center of an algebra is a graded subalgebra.
Hence if Z(R) is one-dimensional it must be equal to Re. Thus g
2 = e, for any
g ∈ G, proving that G, indeed, is an elementary 2-group. Clearly then one can
choose ug ∈ Rg so that u
2
g = ±I. 
Lemma 4.2. Let dimRe = 4. Then R ∼= H⊗S, where S is a graded division
algebra with dimSe = 1 so that Re = H⊗ 1.
Proof. Let ug ∈ Rg. We have Rg = Reug. Consider the map x 7→ ugxu
−1
g , where
x ∈ Re. This is an automorphism of Re. All automorphisms of the quaternion
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algebra over R are inner (see [14, Theorem 1.16]), hence there is qg ∈ Re such
that ugxu
−1
g = qgxq
−1
g , for all x ∈ Re. Setting vg = q
−1
g ug we are able to find
representatives in each Rg which commute with every element in Re. Now vgvh ∈
Rgh hence vgvh = α(g, h)vgh, for all g, h ∈ G and some α(g, h) ∈ Re. Since all
vg, vh, vgh are in the centralizer of Re, the same is true for α(g, h). Hence all α(g, h)
are real numbers. As a result, the real linear span S of all vg is a real subalgebra
of R. By comparison of dimensionas, we observe that R ∼= H⊗S. The subalgebra
S is simple and graded. Each homogeneous component of S is finite-dimensional
so that S is a graded divisional algebra with dimSe = 1. 
5. Central simple graded division algebras
These are R = Mn(R) and Mn(H).
5.1. Case dimRe = 1. Let us view G as a vector space over Z2 and define a
bilinear (skew)symmetric form β on G with values in Z2 from the formula uguh =
(−1)β(g,h)uhug. This splits G as an orthogonal product G = G1 × G2 × · · ·Gk ×
Ker β, where each Gs is isomorphic to Z2 ×Z2 = (as)2 × (bs), i = 1, . . . , k. Now if
g ∈ Ker β then ug commutes with all other uh. Since R has only trivial center, we
have g = e. Thus G = G1×G2× · · ·Gk. If Rs =
⊕
g∈Gs Rg, s = 1, . . . , k then each
Rs is a 4-dimensional subalgebra whose elements commute with the elements of all
Gr where r 6= s. Each Rs is generated by homogeneous es = uas and fs = ubs such
that esfs = −fses and e
2
s, f
2
s = ±I. Thus each Rs is C
gr(p,m), with p+m = 2. One
easily checks that Cgr(2, 0) ∼= H, with the grading Hα = 〈i〉, Hβ = 〈i〉, Hαβ = 〈k〉.
Remark 5.1. At the same time, there is a regular procedure (see [10, Section 6.3])
which allows one to switch from arbitrary Clifford algebra C(p,m) with p+m even
to the tensor product of 4-dimensional algebras. During this procedure homogeneous
elements are mapped to homogeneous ones. If we reverse this procedure, we may
switch from the tensor product of Clifford gradings Cgr(p,m), where p+m = 2 to one
single fine Clifford grading Cgr(p,m). For different values of p,m, these gradings
are pairvise isometrically inequivalent. However, if we do not require isometric
equivalence, then for each n = 2k we have only two types of fine Clifford gradings
Cgr(p,m), where p+m = n. These are Cgr(k, k) ∼=M2k(R) and C
gr(k+1, k−1) ∼=
M2k−1(H) (see [10, Corollary 6.3.1]).
As an illustration, consider R = Cgr(1, 1)⊗Cgr(0, 2). We have that R is given
by presentation (e1, e2, f1, f2 | e
2
1 = −1, e
2
2 = f
2
1 = f
2
2 = 1; e1e2 = −e2e1, e1f1 =
f1e1, e1f2 = f2e1, e2f1 = f1e2, f1f2 = −f2f1). Let us consider e3 = e1e2f1, e4 =
e1e2f4. Then e
2
3 = e
2
4 = 1, e3e4 = −e4e3. Finally, e1e3 = e1e1e2f1 = −e2f1,
while e3e1 = e1e2f1e1 = e2f1. Similarly, e1e4 = −e4e1, e2e3 = −e3e2 and e2e4 =
−e4e2. R is now given by presentation (e1, e2, e3, e4 | e
2
1 = −1, e
2
2 = e
2
3 = e
2
4 =
1; e1e2 = −e2e1, e1e3 = −e3e1, e1e4 = e4e1, e2e3 = e3e2, e3e4 = −e4e3).If deg e1 =
α, deg e2 = β, deg f1 = γ, deg f2 = δ, with all group elements linearly independent,
then deg e1 = α, deg e2 = β, deg e3 = αβγ, deg e4 = αβδ, all group elements
linearly independent. So we obtain R = Cgr(1, 3). As an algebra, R is isomorphic
to M4(R).
In the conclusion of this subsection, we have the following.
Proposition 5.2. Any fine division grading on a central simple algebra is equiva-
lent to either Cgr(k, k) ∼= M2k(R) or C
gr(k+1, k− 1) ∼=M2k−1(H). These algebras
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also can be written as tensor product gradings (M
(4)
2 )
⊗ k or (M (4)2 )
⊗(k−1)⊗H(4).
Their graded presentations in terms of generators and defining relations are
(x1, . . . , x2k | x
2
p = −1, x
2
q = 1, xuxv = −xvxu)
where 1 ≤ p ≤ k, k + 1 ≤ q ≤ 2k, 1 ≤ u < v ≤ 2k, and
(x1, . . . , x2k; | x
2
p = −1, x
2
q = −1, xuxv = −xvxu),
where 1 ≤ p ≤ k + 1, k + 2 ≤ q ≤ 2k, 1 ≤ u < v ≤ 2k. In both presenta-
tions, the grading group G is an elementary abelian 2-group, deg xs = αs ∈ G and
{α1, . . . , α2k} is a basis of G.
5.2. Case dimRe = 4. If dimRe = 4 then by Lemma 4.2, R ∼= H⊗S where
S is a central simple graded division algebra with dimSe = 1. Thus we need
only to deal with the case dimRe = 1. By Lemma 4.1, in this case G is an
elementary abelian 2-group, Rg = R.ug, for each g ∈ G, uguh = ±uhug, for all
g 6= h and u2g = ±I. We can apply Proposition 5.2 to S. We obtain either
S ∼= (M
(4)
2 )
⊗ k or S ∼= (M (4)2 )
⊗(k−1)⊗H(4). Then R ∼= (M (4)2 )
⊗ k ⊗H or R ∼=
(M
(4)
2 )
⊗ k ⊗(H(4)⊗H) ∼= (M (4)2 )
⊗ k⊗M (4)4 .
5.3. Case dimRe = 2. Let R = Mk(D), where D ∼= R or D ∼= H. We have
that Q = Re = 〈I, J〉 ∼= C, where J
2 = −I is noncentral. We set Z+ = {x ∈
R | xJ = Jx} and Z− = {x ∈ R | xJ = −Jx}. These are graded subspaces. We
also have xZ+ = Z− and xZ− = Z+, for any x ∈ Z− and R = Z+ ⊕ Z−. Let
H = Supp Z+. Then H is a subgroup of G and [G : H ] = 2. Let x ∈ Z− and
y ∈ Z+ be homogeneous elements. Then xyx−1 = λy, λ ∈ Q. The conjugation by x
on Q is a nontrivial automorphism of Q ∼= C, so this is usual complex conjugation,
that is, xλ = λx. It follows that x2yx−2 = λλy = |λ|2y. As before, there is m
such that x2myx−2m = y. In this case, |λ|2m = 1 so that |λ| = 1 and x2yx−2 = y.
Therefore, x2 commutes with Z+. Since Z− = xZ+, it follows that x commutes
with Z− hence with the whole of Z. Therefore, x2 = αI, where α ∈ R. As a result,
we must conclude that g2 = e. Since this is true for any g ∈ G \H , the group G is
an elementary abelian 2-group.
Next, if there is a homogeneous x ∈ Z− such that x2 = I then (Jx)2 = I and
then
A = 〈I, J, x, Jx〉 ∼= M2(R) with M
(2)
2 grading
If there is x ∈ Z− such that x2 = −I then (Jx)2 = −I and
A = 〈I, J, x, Jx〉 ∼= H with H(2) grading
In any case, R ∼= A ⊗ B, where B is the centralizer of A in R (since R and A are
central simple) and B is the tensor product of algebras M
(4)
2 or H
(4). As before,
we can assume that no more than one factor is H(4). Now the fllowing is true
Lemma 5.3. A =M
(2)
2 ⊗H
(4) is weakly isomorphic to B = H(2)⊗M
(4)
2 .
Proof. We can write the graded presentations for both algebras. For A we have
A = (x1, x2, y1, y2 | x
2
1 = −1, x
2
2 = 1, y
2
1 = y
2
2 = −1,
x1x2 = −x2x1, y1y2 = −y2y1, xkyℓ = yℓxk, 1 ≤ k, ℓ ≤ 2)
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For B we have
B = (x1, x2, y1, y2 | x
2
1 = x
2
2 = y
2
1 = −1, y
2
2 = 1,
x1x2 = −x2x1, y1y2 = −y2y1, xkyℓ = yℓxk, 1 ≤ k, ℓ ≤ 2)
In both presentations, deg x1 = e, deg x2 = α, deg y1 = β, deg y2 = γ.
Let us replace in both presentations y1 by x1x2y1 and y2 by x1x2y2. This is a
standard transformation applied when we want to switch from the tensor product
of two Clifford algebras to one Clifford algebra. The elements obtained have degrees
αβ and αγ, respectively. We denote these elements in the both presentations by
x3, x4. One easily checks that the new graded presentations are as follows. For A
we have
A = (x1, x2, x3, x4 | x
2
1 = −1, x
2
2 = 1, x
2
3 = x
2
4 = −1, xkxℓ = −xℓxk, 1 ≤ k < ℓ ≤ 4)
For B we have
B = (x1, x2, y1, y2 | x
2
1 = x
2
2 = −1, x
2
3 = 1, x
2
4 = −1, xkxℓ = −xℓxk, 1 ≤ k < ℓ ≤ 4)
If we map x1 → x1, x2 → x3, x3 → x2 and x4 → x4 then A is mapped isomor-
phically to B. To have weak isomorphism we must make sure that the degrees of
the above elements are mapped by a group isomorphism. We have e→ e, α→ αβ,
αβ → α and αγ → αγ. Such mapping can be achieved by an automorphism
mapping α→ αβ, β → β and γ → βγ. 
As a result, we have the following
Proposition 5.4. A division grading on a central simple R = Mn(D) with 2-
dimensional homogeneous components exists if and only if n = 2k. Up to weak
isomorphism, such a grading is weakly equivalent to one of the following types
(i) M
(2)
2 ⊗ (M
(4)
2 )
⊗ k,
(ii) M
(2)
2 ⊗ (M
(4)
2 )
⊗ k ⊗H(4).
for some natural k ≥ 0. All of them appear as coarsening of the gradings with
one-dimensional components as in Proposition 5.2.
6. Gradings on non-central simple algebras
In this section, we deal with the case R = Mn(C).
6.1. Case dimRe = 1. In this case the center Z(R) is 2-dimensional and isomor-
phic to C. This is the case where R = Mn(C) and Re = RI. It follows that there
is an element a ∈ G of order 2 such that Z(R) = (RI)⊕ (RiI) where the degree of
iI is equal to a. Set H1 = (a). Now consider any homogeneous u ∈ Rg, for some
g ∈ G. Then as in the proof of Lemma 4.1 u2 ∈ Z(R). Since u2 is homogeneous,
we either have u2 = αI ∈ R or u2 = αiI, again with α ∈ R. Clearly, u4 ∈ RI and
hence g4 = e.
If all u2 are in RI then g2 = e, for all g ∈ G, meaning that G is an elementary
abelian 2-group. We can then write G = H1 × H2, for some subgroup H2 of G.
Consider B =
⊕
h∈H2 Rh. Clearly, this is a graded division algebra, with Be = RI
and Z(B) = RI. In this case, we can apply the argument of the previous cases and
conclude that R ∼= C(2)⊗B where B is the tensor product of 4-dimensional simple
graded division algebras, with 1-dimensional homogeneous components. As usual,
we must take into account that H(4) ⊗H(4) is equivalent to M
(4)
2 ⊗M
(4)
2 .
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Now assume there is v ∈ Rg such that v
2 6∈ RI and v4 ∈ RI. Then g has order
4. If also u ∈ Rh is such that u
2 6∈ RI then, as in Lemma 4.1, uv = ±vu hence
(uv)2 ∈ RI. This allows us to find an elementary abelian 2-subgroup H so that
G = (g)4 ×H , and for any homogeneous u ∈ Rh, h ∈ H , we have u
2 = λI, where
λ ∈ R.
Our next claim is that there is u ∈ Rh, h ∈ H such that uv = −vu. Since
v4 = −I, the converse would mean that the centre of R contains four (!) linearly
independent elements I, v, v2 and v3. Thus, we may choose u ∈ Rh, h ∈ H such
that vu = −uv. Also, we may choose u so that u2 = −1. If instead, u2 = 1, replace
u ∈ Rh by iu ∈ Rg2h. Let us set H1 = (g)4×(h)2. Then the subalgebra A generated
by u, v is a graded division algebra with support H1.Its graded presentation is
(v, u | v4 = u2 = −1, uv = −vu). Comparing with (4), we conclude that A ∼= M
(8)
2 .
Since 4 is the highest order of elements in G we can find an elementary abelian
2-subgroup H2 such that G = H1×H2 and vw = wv, for all w ∈ Rt, where t ∈ H2.
Let us consider two cases.
In the first case, we have that uw = wu, for all w ∈ Rt, t ∈ H2. Setting
B =
⊕
t∈H2 Rt we get R = A ⊗ B, where B and is the direct product of 4-
dimensional graded division algebras.
In the second case, there is unique t ∈ H2 and w ∈ Rt such that vw = −wv.
Let us write H2 = (t)2 ×H
′
2. Suppose w commutes with all Rs, s ∈ H
′
2. Consider
the following subalgebras: A′ generated by v, u, w and B′ =
⊕
s∈H′
2
Rs. Then
R = A′ ⊗ B′. It follows that A′ is a 16-dimensional simple algebra over R whose
centre contains I, x2. Such algebras do not exist! As a result, we must assume that
there is unique z ∈ Rs, s ∈ H
′
2 such that wz = −zw. SetH0 = (g)4×(h)2×(t)2×(s)2
and write G = H0×T , where T is an elementary abelian group. Let C be the sum
of all components of R labelled by H0 and D by T . In this case, dimDe = 1 and
so D is the tensor products of 4-dimensional simple graded division subalgebras.
The algebra C is a 32-dimensional graded division algebra. Normalizing w, z so
that w2 = I and z2 = I, we obtain that C is an algebra with graded presentation
(v, u, w, z | v4 = u2 = −w2 = −z2 = −I,(11)
vu = −uv, vw = wv , vz = zv, uw = −wu, uz = zu, wz = −zw).
If we replace u by u = uz then u2 = uzuz = u2z2 = −1, vu = vuz = −uvz =
−uzv = −uz, uw = uzw = −uwz = wuz = wz and uz = uzz = zuz = zu. Thus C
admits presentation
(v, u, w, z | v4 = u2 = −1, w2 = z2 = I,(12)
vu = −uv, vw = wv , vz = zv, uw = wu, uz = zu, wz = −zw),
which is the presentation of the algebra M
(8)
2 ⊗M
(4)
2 .
Put together, we have the following
Proposition 6.1. A division grading onMn(C) with one - dimensional components
is possible only if n = 2k. It can have one of two forms
(i) (M
(4)
2 )
⊗ k ⊗C(2),
(ii) M
(8)
2 ⊗(M
(4)
2 )
⊗(k−1).
6.2. Case dimRe = 4. We have Re ∼= H and R ∼=Mn(C). Again, as in Subsection
5.1, we apply Lemma 4.2 to obtain thatR = Re⊗C(Re), where n = 2
k. Here C(Re)
is the centralizer of Re. Now since S = C(Re) ∼= Mk(C) and the homogeneous
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components of S are one-dimensional, we may invoke Proposition 6.1 to get the
following.
Proposition 6.2. A division grading on Mn(C) with four-dimensional components
are exists if and only if n = 2k. It is weakly isomorphic to one of the following
(i) (M
(4)
2 )
⊗ k ⊗C(2)⊗H,
(ii) M
(8)
2 ⊗(M
(4)
2 )
⊗(k−1)⊗H
6.3. Case dimRe = 2. In this case R = Mn(C), for some natural n. We also have
Re ∼= C. There are two cases. In the first case, Re is central, hence Re = CI, where
I is the identity matrix. Since Rg = Reug = Cug, for some matrix ug, g ∈ G, it
follows that each Rg is a complex subspace of R = Mn(C) so that our grading is
a grading of R = Mn(C), as a matrix algebra over the field of complex numbers.
Clearly, this is a division grading. All such gradings have been described using
generalized Pauli matrices.
In the second case, the centre CI is the direct sum of RI of identity degree e and
RiI of degree α, where α2 = e. Also, Re is the linear span over R of the identity
matrix I and a non-central matrix J , such that J2 = −I. Given λ ∈ Re such
that λ = αI + βJ , α, β ∈ R, we set λ = αI − βJ . Since Re ∼= C, any nontrivial
automorphism of Re maps λ to λ.
The conjugation x 7→ JxJ−1 is a linear transformation of order 2 on R. It is
easy to see that in this case, there is a homogeneous x ∈ R such that JxJ−1 = −x.
Actually, R = R+ ⊕R−, where
(13) R± = {z ∈ R | JzJ−1 = ±z}.
Each R± is a graded subspace and the support H of R+ is a subgroup of index 2
in G.
If a ∈ R+ and b ∈ R− are two homogeneous elements then bab−1 = λa, where
λ ∈ Re. The conjugation by b is an nontrivial isomorphism of Re ∼= C, hence
bλ = λb. As a result, b2ab−2 = λ · λa = |λ|2a.
Since b2 ∈ R+, it follows that there is natural m such that b2m ∈ Re ⊂ Z(R
+).
Then (|λ|2)m = 1 and |λ| = 1. Hence b2a = ab2, for all a ∈ R+. Since R− = bR+,
it follows that b2 commutes also with R−. Finally, b2 is a central homogeneous
element of R. But then b2 = zI, for some z ∈ C. Now CI is a graded R-subalgebra
hence splits as the sum of homogeneous components 〈I〉 and 〈iI〉. Therefore, either
b2 ∈ 〈I〉 or b2 ∈ 〈iI〉.
If b2 ∈ 〈I〉, for all homogeneous b ∈ R−, then all elements g ∈ G\H are elements
of order 2. Clearly, in this case G is an elementary abelian 2-group. Let H0 be
the support of Z(R) = CI. Then one can write G = H0 ×H1, for some subgroup
H1. In this case, R
′ =
⊕
h∈H1 Rh is a graded subalgebra isomorphic to Mn(R),
with dimR′e = 2. We already know from Proposition 5.4 that in this case we have
one of three cases R′ ∼= M (2)2 ⊗(M
(4)
2 )
⊗ k or R′ ∼= M (2)2 ⊗(M
(4)
2 )
⊗ k ⊗H(4) or else
R′ ∼= H(2)⊗(M (4)2 )
⊗ k . So in this case we have
R ∼= M
(2)
2 ⊗(M
(4)
2 )
⊗ k ⊗C(2); R ∼= M (2)2 ⊗(M
(4)
2 )
⊗ k⊗H(4)⊗C(2);(14)
R ∼= H(2)⊗(M
(4)
2 )
⊗ k ⊗C(2).
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However, H(4)⊗C(2) ∼= M
(4)
2 ⊗C
(2) and H(2)⊗C(2) ∼= M
(2)
2 ⊗C
(2). Therefore,
in the first case, we have only
(15) R ∼=M
(2)
2 ⊗(M
(4)
2 )
⊗ k ⊗C(2)
In the second case, there is a homogeneous b ∈ R− such that b2 6∈ Re. Therefore,
G is not an elementary 2-abelian group. Still, we can prove that in this case
G ∼= Z4 × Z2 × · · · × Z2. Indeed, as shown earlier, for any g 6∈ H we either have
g2 = e or g2 = α, where α is the degree of iI. Let us consider G = G/(α). In this
group there is a subgroup H ∼= H/(α) such that for any g 6∈ H we have g2 = e. As
previously, G is an elementary abelian 2-group. This can only happen if G is as
claimed.
Recall that Re = 〈I, J〉 where J
2 = −I, J is not a real multiple of iI. We have
G = (g)4 × H where H is an elementary abelian 2-group. We have an element
x ∈ Rg such that x
2 = iI ∈ Z(R) and xJ = −Jx. Let us consider a subalgebra A
in R with support (g)4. Then the dimension of A is 8 and it is generated by J, x
with relations J2 = −I, x4 = −I and xJ = −Jx. This grading has appeared in
Subsection 5.3 and it was denoted by M2(C,Z4).
In order to proceed, let us denote by D the subspace in R of the form D =⊕
h∈H Rh. Every component of this subspace is two-dimensional and one can write
Rh = R
+
h ⊕R
−
h where each R
+
h is spanned by a vector uh which commutes with x,
as in the previous paragraph, and R−h is spanned by vh, which anticommutes with
x. This follows because JRh = Rh and xJ = −Jx. Indeed, since wx = ±xw, for
all homogeneous w, if wx = xw, for w ∈ Rh then (Jw)x = (Jx)w = (−xJ)w =
−x(Jw). Similarly, if wx = −xw, for w ∈ Rh then (Jw)x = x(Jw).
Let us consider B =
⊕
h∈H Bh, where Bh = R
+
h . This is a graded subalgebra
all of whose homogeneous components one-dimensional, hence a graded division
algebra of the one of the types (M
(4)
2 )
⊗m or (M (4)2 )
⊗m⊗H(4). As vector spaces,
R ∼= A ⊗ B. If A and B commute (actually, we only need A and J commute)
then R ∼= A ⊗ B as graded algebras. So in this case we have algebras of the form
M2(C,Z4)⊗(M
(4)
2 )
⊗m or M2(C,Z4)⊗(M
(4)
2 )
⊗m⊗H(4).
Now since uJ = ±Ju, for all homogeneous u ∈ B, we have a linear form ϕ on H ,
viewed as a linear space over Z2 defined by uJ = (−1)
ϕ(h)Ju. Since all homogeneous
elements of B either commute or anticommute, there is a bilinear (skew)symmetric
form σ on H with values in Z2 defined by u
′u′′ = (−1)σ(h
′,h′′)u′′u′ for u′ ∈ Bh′ and
u′′ ∈ Bh′′ . One easily checks the linearity of ϕ and bilinearity of σ. Let H ′ = Ker ϕ.
In our present case, H ′ 6= H , that is, there is y ∈ Bk such that yJ = −Jy. Let
B′ =
⊕
h∈H′ . Then B
′ is a central graded division algebra. Let M be subalgebra
generated by J, x, y. The elements of B′ commute with J and x. If also all elements
of B′ commute with y then we have that R = M ⊗B′. In this case, M is simple
algebra with 2-dimensional center and of dimension 16. Such algebras do not exist.
As a result, there is z ∈ Bℓ such that zy = −yz.
LetH1 = (k)×(ℓ). The restriction of σ toH1 is nonsingular, and soH = H1×H2,
where H2 is an orthogonal complement to H1 with respect to σ. Let N be a
subalgebra generated by J, x, y, z and C the subalgebra of R with supportH2. Then
R = N ⊗C. As before, C is a simple graded division algebra with 1-dimensional
homogeneous components. It follows that C ∼= (M
(4)
2 )
⊗m, or (M (4)2 )
⊗m⊗H(4), for
some integral k.
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As for N , we have that y2 and z2 are in Be ∼= R. Replacing them, if necessary,
by iy and iz, we may assume y2 = −I and z2 = I. Then consider the subalgebra
N = alg{J, x, y, z}. This is a 32-dimensional real graded algebra with graded
presentation
(x, J, y, z | J2 = −I, x4 = −I, y2 = −I, z2 = I(16)
xJ = −Jx, xy = yx, xz = zx, Jy = −yJ, Jz = zJ, yz = −zy)(17)
A quick comparison with (11) shows that we have obtained a coarsening of M
(32)
4 ,
denoted earlier by M4(C,Z4 × Z
2
2). As we noted earlier, M
(32)
4 is weakly isomor-
phic to M
(8)
2 ⊗M
(4)
2 by means of replacement of J by Jz. One can also go from
M
(8)
2 ⊗M
(4)
2 by means of inverse operation. As a result, if, in the presentation of
M
(8)
2 ⊗M
(4)
2 we set deg x = α, deg J = γ, deg y = β, deg z = γ then after replace-
ment of J by Jz, we will get exactly our graded algebra N . As a result, we have
obtained an algebra weakly isomorphic to M2(C,Z4)⊗M
(4)
2 .
Proposition 6.3. Any graded division grading on R = Mn(C), whose graded com-
ponents are 2-dimensional, belongs to one of the types:
(i) Pauli grading,
(ii) M
(2)
2 ⊗(M
(4)
2 )
⊗ k ⊗C(2)
(iii) M2(C,Z4)⊗(M
(4)
2 )
⊗ k,
7. Structure of finite-dimensional simple real algebras
As is well-known (see for example [9, Chapter 2],[13] or other sources) that for
any Artinian G-graded simple algebra R, G an abelian group, there exist a graded
division algebraD and a graded left-R, right-D module U such that R is isomorphic
to EndD U as graded algebras. The grading on EndD U is canonical in the following
sense. Let H be the support of D, which is a subgroup in G. Then U is the sum
of irreducible D-modules (1-dimensional right vector subspaces over D) which are
graded isomorphic to the shifts D[g]. If g1H = g2H then D
[g1] ∼= D[g2], as graded
D-vector spaces. Now given A ∈ G/H , we denote by U(A) the sum of all D[g]
in U such that gH = A. Then we have a function κ : G/H → N ∪ {0} given by
κ(A) = dimD U(A), for any A ∈ G/H . We call κ the dimension function for R.
It follows that with each simple graded Artinian algebra one can associate a pair
(D,κ), where D is a G-graded division algebra with support H and κ is a function
κ : G/H → N0. Note that D must be simple as a non-graded algebra. Conversely,
using (D,κ), as just above, one can construct a simple graded algebra EndD U . Let
us denote this algebra by M(D,κ).
Definition 7.1. A pair (D,κ) is called equivalent to (D′, κ′)) (we write (D,κ) ∼
(D′, κ′)) if D ∼= D′, with the same support H, and there are g ∈ G and a per-
mutation π : G/H → G/H such that κ(A) = κ′(π(A)) and A = gπ(A), for all
A ∈ G/H.
Then we have the following (cf [9, Corollary 2.1.2]).
Proposition 7.2. Any simple graded Artinian associative algebra is isomorphic to
M(D,κ), for some simple graded division algebra D with support H and a dimen-
sion function κ. Two algebras M(D,κ) and M(D′, κ′) are isomorphic if and only
if (D,κ) ∼ (D′, κ′).
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As a result, our main theorem sounds as follows.
Theorem 7.3. Any real simple finite-dimensional algebra endowed with a grading
by a finite abelian group is isomorphic to an algebra M(D,κ), where D is weakly
isomorphic to one of the algebras in the list of Theorem 3.1. Two algebras M(D,κ)
and M(D′, κ′) are isomorphic if and only if (D,κ) ∼ (D′, κ′).
Similar is the situations with locally finite simple finitary real algebras. Note
that their gradings, up to the classification of graded division algebras, have been
classified in [2], which generlized results of an earlier paper [8]. The result sounds
like Theorem 7.3 but now G can be any infinite abelian group, H a finite subgroup
and for each A ∈ G/H , κ(A) is a (finite or infinite) cardinal.
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