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ABSTRACT 
The Drazin inverse T” of a semilinear transformation T on @” is studied. A 
canonical form for the matrix As of Td is given, and some of its properties are 
derived. 
1. INTRODUCTION 
If A is a square complex matrix, the Drazin [5] inverse Ad of A is the 
unique matrix solution to the equations Ap+‘X = At’, XAX = X, AX = XA 
for some p >, 0. The Drazin inverse has applications in the theory of finite 
Markov chains [4], the study of singular differential and difference equations 
[4], the investigation of CesaroNeumann iterations [7], cryptography [8-g], 
iterative methods in numerical analysis [14-151, quadratic dynamic program- 
ming [18], and others. It has also been used recently to show the equivalence 
of consimilarity and semiconsimihuity of complex matrices [2]. 
Given a square matrix A, there are actually two ways to proceed. We can 
uniquely induce a linear transformation A or on the other hand uniquely 
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induce a semilinear transformation T. These have Drazin inverses Ad and Td, 
which in turn induce matrices Ad and A8, respectively, relative to the 
standard basis. Then Ad # A’ in general. Schematically 
A 
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A T 
i 
Ad ;d 
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Ad # A8 
Semilinear transformations were first defined by Segre [17] and later 
analyzed by Jacobson [12-131. As one example, certain time reversal maps in 
quantum mechanics are semilinear [16]. In this note we first discuss the 
semilinear transformation Td for a semilinear transformation T; this devel- 
opment is analogous to the one for Ad. By using a canonical form under 
consimilarity exhibited in [3], [lo-111 we are able to give a canonical form 
representation for A8. Our aim is as well to study A8 and see how it differs 
from Ad. Algebraic and conspectral/spectral properties are investigated, 
including the notion of generalized eigenvector of the semilinear transfor- 
mations. We shall see that the matrix linking these properties is A& which 
we met in earlier considerations [3]. For a survey of properties of Ad refer to 
[l] and [4]. 
2. THE SEMILINEAR TRANSFORMATION Td 
Let C n denote the complex vector space of n-vectors of complex numbers, 
and let T : C n + C n be a semilinear transformation with respect to the usual 
conjugation (T) on C. By definition, 
(r+y)T=xT+yT and (xa)T = (xT)6 
for alI X,yECn, cx E C. We are considering C n as a right vector space and 
also writing mappings on the right. Note that T2, T4,. . . are linear, while 
T, T3,T5,... are semilinear. The range of T, denoted by R(T), is the set of all 
vectors XT, x E C “. The null space of T is the set of all vectors x E C n such 
that XT = 0. We note that R(Tk) and N(Tk) are subspaces of C n for all k. 
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DEFINITION. Let T be a semilinear transformation on C “, with Ind(T) 
=m. For XEC”, write r = u + VT, u E N( T”), 0 E R(T”). Define 
Td:@“-C” byxT”=v. 
N(T’),cN(T)z .-. ,cN(T”-‘),cN(T”)=N(T”+‘)= .--. 
Since the rank-nullity theorem holds for semilinear maps, Ind(T) is 
equivalently the smallest nonnegative integer m such that 
R(T’) 2 R(T) 2 0.. 2 R(T ~-~),R(Tm)=R(Trn+l)= . . . . 
If Ind(T) = m, the following facts can be verified: 
(i) (N(T”))T c N(T”), (R(T”))T c R(T”), 
(ii) N(Tm)n R(T”) = (O}, 
(iii) T is invertible on R(T”), 
(iv) C n = N(T*) @R(T “), where CB denotes a direct sum. 
Thus, if x E C”, 
x=u+vT 
for unique vectors u E N(T”), o E R(T”). 
DEFINITION. Let T be a semilinear transformation on C “, with Ind(T) 
=m. For XEC~, write x= u+ UT, EN, v E R(Tm). Define 
Td:C”+@” byxTd=v. 
It is easy to verify that Td is a semilinear transformation, which we call 
the Lkazin inverse of T. 
THEOREM 1. Let T be a semilinear transformation on 42 n with Ind(T) = 
m. Then 
TdTTd = Td, 
TTd = TdT, 
T m+lTd = Tm. 
0) 
(2) 
(3) 
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Conversely, if X is a semilinear transf-tion on C” such that 
XTx=J, 
TX = XT, 
TP+‘X = TP 
(4) 
(5) 
(6) 
for some nonnegative integer p, then p > m and X = Td. 
Proof. That (l)-(3) hold should be clear from the definition of Td. 
For the converse, (5)-(6) give XTptl = TP, SO that R(Tp) C R(TP+‘). SO 
R( TP) = R(TP+ ‘) and p 2 m. With p = m + i for some i, we then have 
T m+lx = (Td)‘Tm+l+iX = (yf)‘TP+lX = (Td)“TP = (y’d)‘T”+‘= T”. 
so 
(wT*)TX = wT” for all w. 
Finally, from (4)-(5), X = TmXm+‘, so that if u E N(T”), 
(7) 
t&x=0. (8) 
Hence, (7)-(8) say that X = Td. n 
As a corollary of (l)-(3) we have that (Tk)d = (Td)k for all positive 
integers k. See [5] f or a proof. It should also be clear from the definition of 
Td that 
R(Td) = R(T*), N(Td) = N(T”j, lTd = PR(Tm),Nqm)9 
and Td = T- ’ if T is invertible. 
3. THE MATRIX REPRESENTATION OF Td 
Of most interest perhaps is the matrix representation of the semilinear 
maps. Let T be a semilinear transformation on C n, and let the vectors 
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Xl,“.’ xx, form a basis for C “. If 
n 
xjT = c xiaij, j=l ,*.*> n, 
i=l 
then A = (aij) is the matrix of T relative to this basis. Then, 
T=(x,,...,x,)A 
In particular, if xi,. . . , x, is the standard basis e,, . . . , e, for C n, then 
xT=A?forall 1~~02”. 
On the other hand, if we start with A E C n, the set of n X n complex 
matrices, and define T: C n + C n by Equation (9), then T is semilinear. We 
say that T is the semilinear transformation induced by A, relative to the basis 
xi...., X”. 
DEFINITION. Let A E C n, and let T be the semilinear transformation on 
C n induced by A, relative to the standard basis of C n. Define A’ to be the 
matrix of T d, relative to the standard basis of C “. 
In order to facilitate the presentation of the next theorem and later ideas 
we borrow some notation from [ 111. If B is a square complex matrix, let 
fi(BB) denote the k-fold alternating product of B and 2, i.e., 
fi(Bji)=I, ~(BB)=B, fi(BB) = BB, etc. 
THEOREM 2. Let A E 42 n, and let T be the semilinear transformation on 
C n induced by A relative to the standard basis, and Ind(T) = m. Then 
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Conversely, if X E Q: n satisfies 
xXx=x, 
Xx= AX, 
then 
p>m and X=A’. 
Proof. Let T,, T,, T3,. . . be semilinear transformations on C”, and let 
A,, A,, A,, . . . be their matrices respectively, relative to a bas_is of Q= “. It can 
be seen that the matrix of the product . . . T5T4T3T2Tl is A,A,A,A,A, . . . . 
The results of our theorem then follow immediately from Theorem 1. n 
When Ind(T) = 0, both T and A are invertible, and A” = (A,- ‘. Since 
Ad = A -’ when A is invertible, we have that in general A8 # Ad. But we 
shall see shortly that A’ = Ad whenever A is a real square matrix. 
We are now in a position to employ the canonical form under consimi- 
larity exhibited in 131, [lo, 111 in order to give a canonical form repre- 
sentation for A8. 
THEOREM 3. Let A E Q= “, and let T be the semilinear transformation on 
Q= n induced by A, relative to the standard basis, and Ind(T) = m > 0. Then 
there exists an invertibb matrix S such that 
where C is invertible and N is a real nilpotent matrix of index m. 
Furthermore, if S, N, and C are any matrices satisfying the above 
conditions, then 
Proof. The existence of such a decomposition as in 
the canonical form under consimilarity mentioned above. 
(lob) 
(lOa) follows from 
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For the second part, with 
A=S 
and p = m, it is easy to check that X satisfies the last three equations in 
Theorem 2, so that X = A’. n 
4. ALGEBRAIC PROPERTIES OF A’ 
We now capitalize on the simple canonical form of A’, to derive some of 
its algebraic properties. 
THEOREMS. LetAEQ:“. Then 
(i) (A)‘=A6, 
(ii) ( fi)d = A’2, 
(iii) A’ = (u)‘A = A( a)d, 
(iv) (a)” = ( fi2A)dA& 
(v) (A8)” = A%A. 
Proof. (i): Just conjugate both sides of the first three equations in 
Theorem 2 and then use the second part of that theorem. 
(ii): Write 
where N is real nilpotent and C is invertible. Then 
&q=s N2 o_ 
i 1 1. 0 cc s- (12) 
Since N2 is nilpotent and CC is invertible, (12) is a corenilpotent decompo- 
sition of AK. So 
and using the canonical form of A8, this is easily seen to equal A82. 
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(iii): As in the proof of (ii), it follows that 
That A(fi)d = A’ follows similarly. 
(iv): Apply (iii) to G for the proof. 
(v): Using (ll), we have 
however, by applying Theorem 3 we see that this matrix is (A’)‘. n 
Note that through the use of Equation (12), if Ind(N) = m [or equiva- 
lently Ind(T) = m, where T is the semilinear transformation induced by A], 
then 
Ind(M)= (i+l 
if m=2k, 
if m=2k+l. 
We also remark that when AA= a we have 
Adji= jQd , and AA-d = xdA 
(see Theorem 7.8.4 in [4]). In this case A’ = ( fi)dA = Ad@A = Ad@, etc.; 
i.e., A” equals the product of A, Ad, @ taken in any order, In particular, 
when A is real, A8 = AdAAd = Ad, but this is not true in general. 
Of considerable importance is the concept of the group inverse A# for a 
matrix A E C ,,. Now A* exists precisely when Ind(A) < 1, and when it exists, 
A* is characterized as the unique matrix satisfying the three equations 
AXA = A, XAX = X, AX = XA. So A#= Ad in the special case when Ind(A) 
< 1. Moreover, we have that A# exists if and only if A# exists. 
For a semilinear transformation T on C” the situation is more compli- 
cated. From Theorem 1 we have that Ind(T) < 1 if and only if the equations 
TTdT = T, TdTTd = Td, lTd = TdT (13) 
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hold. We call Td in this case T” and characterize this situation by saying T* 
exists. Next we give necessary and sufficient conditions for this to be true. If 
B E C n, the range of B, denoted by R(B), is the set of all vectors Bx, 
x E Q= n; the row space of B, denoted by RS( B), is the set of all vectors xB. 
THEOREM 5. Let A E C n, and let T be the semilinear transformation m 
Q= n induced by A, relative to the standard basis. Then the following 
statements are equivalent: 
(i) T# exists. 
(ii) There exists Y E 6 n such that 
-- 
AYA= A, YAY = Y, AY=YA. 04) 
(iii) R( A&) = R(A). 
(iv) RS( AA) = RS( A). 
(v) We have 
A=S ; ; (s)-’ 
( 1 
for invertible matrices S and C (with the zero blocks possibly missing). 
Proof. (i) e(v): Suppose T# exists, so that Ind(T) < 1. Then the index 
of the matrix N in Equation (11) is 1, or N is missing. So (v) follows. The 
converse also holds. 
(i) = (ii): If T# exists, we can take matrix representatives in (13) to obtain 
A2A = A, A’&‘s = A’, AZ= A8x Conjugating the second of these 
equations and setting 2 = Y yields (ii). Conversely, assuming (ii), (14) implies 
-- --- -- 
YAA=A, YAY =Y, A?=YA. 
Transforming to semilinear maps and using Theorem 1, we get (i). 
(ii) * (iii): A = AYA = m and so R( AA) = R(A). -- 
(ii) j (iv): A = ALA = YAA, so that RS( a) = RS( A). -- 
(iii) j(v): Let AAX = A f or some matrix X, so that AAX = A. Then -- 
(G)‘XX = a(fiX)X = AAAX = fi So R(H)’ = R(G), and hence 
(a)# exists. Using Equation (12), that ( AA)# exists implies 
fQ-=s O 
i 1 o & s-l. 
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If R(A) = R( AA), we must then have N = 0, so that 
A=S ; ; (3)-l. ( 1 
That (iv) * (v) follows similarly. The proof of the theorem is now complete. n 
REMARKS. 
(1) From the proof of Theorem 5 we see that A” is the unique solution to 
the equations in (14), when there is a solution. 
(2) If (T) = (e), then 2 becomes the group inverse A# of A. 
(3) T# exists if and only if 2 is the unique solution to the equations in 
(14). 
(4) We further observe that in 
YAY = Y was not used. We thus have 
Y EC, such that 
AYA = A, 
the proof of (ii) j (iii) the equation 
that T#' exists if and only if there exists 
-_ 
AY = YA. 
This result is analogous to the fact that A# exists if and only if A 
commuting (l)-inverse. There of course may be more than one solution 
two equations in (15). 
5. CONSPECTRAL/SPECTRAL PROPERTIES 
(15) 
has a 
to the 
Let A E C n, and T be the semilinear transformation on C n induced by A 
relative to the standard basis. We now want to investigate A8 and Td further, 
but first we need to analyze the columns in S such that SIAS = L, where L 
is the canonical form of A with respect to consimilarity. The matrix L is a 
direct sum of blocks of the form 
Jim where A>,O, 
or 
(I& i)p where A<0 or X#h,Im(A)>O. 
The set of complex numbers A appearing in the &(X) is called the conspec- 
trum of A and is denoted by M(A) 131. 
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Partitioning S into its n columns, S = (si, . . . , sn), first take the columns 
in S corresponding to a block &(A), X > 0. For simplicity, consider such a 
block as the first diagonal block of L. Then AS, = s,X, si # 0, so that si is a 
coneigenvector of A with associated coneigenvalue X [ll]. Rewriting AB, = 
s,A in terms of T yields sl(T - IX) = 0, where I denotes the identity 
mapping on Q= “. Now the other columns in S corresponding to Jk( X), A > 0, 
satisfy 
Asi+l =s~+s~+~X or s~+~(T-IA)=s~. 
Also, each si E N(T - IX)‘, but si 4 N(T - IX)‘-‘. Thus these columns of S 
may be thought of as generalized eigenvectors for T. There of course may not 
be “enough” of these vectors corresponding to X >, 0 to fill out S; as noted in 
Corollary 2 in [3], there would be enough of these vectors precisely when the 
eigenvalues of a are nonnegative. We also note that T - IX is the 
difference between the semilinear transformation T and the linear transfor- 
mation IA [and so N(T - IA)’ is not a subspace of C” over C, but is a 
subspace of C n over R]. 
Next, consider the columns in S corresponding to a block 
Associated with this block we have a diagonal block in S ‘A% of the form 
So these columns of S are generalized eigenvectors for A& and hence for T2. 
Thus, the columns in S are either generalized eigenvectors for T corre- 
sponding to X >, 0 or generalized eigenvectors for T2 corresponding to X < 0 
or X #h. These two types of vectors are then important, since whenever 
S- ‘AS is the canonical form of A under consimilarity, the columns of S are of 
these types. Part of the purpose of this section is to show the connection of 
these types of vectors to ones related to A8 and Td. We shall also determine 
the conspectrum of A’. 
In the following theorem we let 
and as usual o(A) denotes the spectrum of A, the set of eigenvalues of A. 
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THEOREM 6. Let A E C “. Then: 
(i) X E a(u) if and only if X+ E (J( A’2). 
(ii) x is a generalized eigenvector for fi of grade p corresponding to 
xEa(AK), A#O, ifund I ‘f on y a x is a generalized eigenvector for As2 of 
grade p corresponding to X - ’ E a( A82); the rwnzero vector x is a generalized 
eigenvector for ti corresponding to A = 0 if and only if x E N( A8?). 
(iii) A E ca(A) if and only if x’ E ca(A8). 
Proof. (i)-(ii): These results follow from Theorem 4(ii) and the usual 
theory of Drazin inverses. See for example [4, Theorem 7.4.11, or Theorem 9, 
p. 175, in [l]. 
(iii): From [3] we have, for X > 0, X E ca( A) a X2 E a(fib for X <_O, 
h E W(A) = h E a( AA); and for Im(X) > 0, X E cu(A) e A, A E u(AA). 
So, for X > 0, 
X E CU( A) e A2~ua(A@ CJ X-‘~u(A’iis) 
w A-’ E cu(A'). 
For Im(A) > 0, 
X E CU( A) e A,ku(A@ w X-‘,X-‘EU(A~~) 
(since the imaginary part of h-’ is positive). The other cases follow in a 
similar manner. W 
One particular aspect of Theorem 6, in terms of the conspectrum of A, is 
the following. If A E cu(A) and A < 0, then h-l E cu(A8) and the corre- 
sponding generalized eigenvectors of G and As2 are the same. If h E 
cu( A), Im( h) > 0, then h- ’ E cu( A’), and here the generalized eigenvectors - 
of fi and A6A8 corresponding to A and A-’ respectively are the same. Now 
then, in terms of the conspectrum of A, what is left to determine is the 
relationship between the generalized eigenvectors of T and Td. This 
relationship is given next; in fact we determine the relationship for all real 
coneigenvalues. 
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THEOREM 7. Let A E C *, and let T be the semilinear transformation on 
C n induced by A relative to the standard basis. Then 
(i) x is a generalized eigenvector for T of grade p corresponding to the 
nonzero real coneigenvalue A of A if and only if x is a generalized eigenvector 
for T d of grade p corresponding to the coneigenvalue A- ’ of A”; 
(ii) the nonzero vector x is a generalized eigenvector for T corresponding 
to the coneigenvalue 0 of A if and only if x E N(Td). 
Proof. (i): We first observe that if h =x, then (xh)T = (xT)X for any 
x E C”. T acts as a linear transformation in this case. Next, if Ind(T) = m, 
we have TdTm”= T” and also T(Td)2=Td. Then simply employ the 
technique in the proof of Theorem 9, p. 175, of [l] (with A in [l] replaced by 
T here). Also see [6, p. 631. 
(ii): By the definition of Td, XT’ = 0 for some i if and only if x E N(Td); 
(ii) then follows. 
6. REMARXS .4ND CONCLUSIONS 
(1) If A E C n, then A# exists if and only if A belongs to some muhipli- 
cative group. If a solution to the equations in (14) exists, what does this say 
about the semigroup structure of A? 
(2) We have seen that when A is real, As = Ad. What are necessary and 
sufficient conditions for A8 to equal Ad? 
(3) It can be shown that the results of the first four sections of this paper 
hold for any conjugation (7) on C, i.e. a map on C for which a + b= ii + b, 
ab = ii%, a = a. In particular, if (T) is the identity map or the usual conjuga- 
tion, we recover Ad or A’, respectively. In a subsequent publication we shall 
examine the generalizations to arbitrary fields and division rings. 
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