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1. Introduction
Magnetohydrodynamics (MHD) is concerned with the study of the interaction between magnetic
ﬁelds and ﬂuid conductors of electricity. The application of magnetohydrodynamics cover a very wide
range of physical areas from liquid metals to cosmic plasmas, for example, the intensely heated and
ionized ﬂuids in an electromagnetic ﬁeld in astrophysics, geophysics, high-speed aerodynamics and
plasma physics. In addition to these situations, we also take into account effect of the radiation ﬁeld.
Such a motion can be described by the following equations in the Lagrangian coordinates:
τt − ux = 0, (1.1)
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here τ = 1ρ denotes the speciﬁc volume, u ∈ R the longitudinal velocity, w ∈ R2 the transverse velocity,
b ∈ R2 the transverse magnetic ﬁeld, and θ the temperature, p = p(τ , θ) the pressure, and e = e(τ , θ)
the internal energy; λ and μ are the bulk and the shear viscosity coeﬃcients, respectively, ν is the
magnetic diffusivity acting as a magnetic diffusion coeﬃcient of the magnetic ﬁeld, k = k(τ , θ) is the
heat conductivity, the total energy E is given by
E = e + 1
2
(
u2 + |w|2)+ 1
2
τ |b|2
where 12 (u
2 + |w|2) is the kinetic energy and 12τ |b|2 is the magnetic energy.
For the constitutive relations, we consider (see, e.g., [3]) the Stefan–Boltzmann model, i.e., the
pressure p(τ , θ), internal energy e(τ , θ) and the thermo-radiative ﬂux Q (τ , θ) take the following
forms respectively,
p(τ , θ) = Rθ
τ
+ a
3
θ4, e(τ , θ) = Cvθ + aτθ4, Q (τ , θ) = Q F + Q R = −κθx, (1.6)
where R > 0 is the perfect gas constant, Cv > 0 is the speciﬁc heat at constant volume, a > 0 is
a constant and the heat conductivity κ(τ , θ) > 0 is a function of τ and θ . As initial and boundary
conditions, we consider
(τ ,u,w,b, θ)|t=0 = (τ0,u0,w0,b0, θ0)(x), x ∈ Ω = [0,1], (1.7)
(u,w,b, θx)|∂Ω = 0. (1.8)
In this paper we establish the global existence and exponential stability of solutions in Hi
(i = 1,2,4) to problem (1.1)–(1.8), the main diﬃculty arises from the higher order nonlinearities of
temperature θ in p(τ , θ), e(τ , θ) and κ(τ , θ), which makes the upper bound for θ become more
complicated. In order to overcome this problem, we make use of Corollaries 2.1–2.2 and the inter-
polation techniques to reduce the higher order of θ , and the estimate
∫ 1
0 τθ
4 dx  C1 in (2.3) plays
an important part. This will be done in Section 2 by a careful analysis. Another diﬃculty is that we
have to establish uniform estimates independent of time in need of the study of large-time behavior.
The ingredients of our contributions in this paper are as follows:
We establish the results of global existence and exponential stability of solutions, which were not
obtained in [1,2,5–7,21,22].
(i) We bound the norms of τ ,u,w,b, θ as well as their derivatives, in terms of the expression of the
form sup0st ‖θ‖lL∞ with l being a positive constant only depending on the exponent q.
(ii) We make use of both Corollaries 2.1–2.2, Lemma 2.6 to reduce the higher order of θ , and delicate
interpolation techniques.
(iii) We establish the exponential stability of solutions in Hi+ (i = 1,2,4) to problem (1.1)–(1.8).
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the one-dimensional ideal gas, i.e.,
e = Cvθ, σ = Rθ
τ
+ μux
τ
, Q = −κ θx
τ
, w= b≡ 0, (1.9)
with suitable positive constants Cv , R , Kazhikhov [11,12], Kazhikhov and Shelukhin [13], Kawashima
and Nishida [9] established the existence of global smooth solutions. Zheng and Qin [23] proved the
existence of maximal attractors in Hi (i = 1,2). However, under very high temperatures and densities,
constitutive relations (1.9) become inadequate. Thus a more realistic model would be a linearly viscous
gas (or Newtonian ﬂuid)
σ(τ , θ,ux) = −p(τ , θ) + μ(τ , θ)
τ
ux, (1.10)
satisfying Fourier’s law of heat ﬂux
Q (τ , θ, θx) = −κ(τ , θ)
τ
θx, (1.11)
whose internal energy e and pressure p are coupled by the standard thermodynamical relation
eτ (τ , θ) = −p(τ , θ) + θ pθ (τ , θ). (1.12)
In this case, Kawohl [10] and Jiang [8] obtained the existence of global solutions to 1D viscous heat-
conductive real gas with different growth assumptions on the pressure p, internal energy e and heat
conductivity κ in terms of temperature. Qin [14] established the regularity and asymptotic behavior
of global solutions with more general growth assumptions on p, e, κ than those in [8,10].
For the radiative and reactive gas, Ducomet [3] established the global existence and exponential
decay in H1 of smooth solutions, Qin et al. [17] extended the results in [3], further established the
global existence and exponential stability of solutions in Hi (i = 1,2,4). Umehara and Tani [19], Qin
et al. [15] and Qin, Hu and Wang [16] proved the global existence of smooth solutions for a self-
gravitating radiative and reactive gas.
For the non-radiative MHD ﬂows (i.e., a ≡ 0), there have been a number of studies under various
conditions by several authors (see, e.g., [1,2,5–7,20,21]). The existence and uniqueness of local smooth
solutions was ﬁrst obtained in [20], moreover the existence of global smooth solutions with small
smooth initial data was shown in [18]. Under the technical condition that κ(ρ, θ) satisﬁes
0 < C−1
(
1+ θq) κ(ρ, θ) C(1+ θq)
for q  2, Chen and Wang [1] proved the existence and continuous dependence of global strong
solutions with large initial data satisfying
0 < infρ0  ρ0(x) supρ0 < ∞, ρ0,u0,w0,b0, θ0 ∈ H1(Ω), θ0(x) > 0.
Chen and Wang [2] also investigated a free boundary problem with general large initial data.
Wang [21] established the existence of large solutions to the initial–boundary value problem for pla-
nar magnetohydrodynamics. Under the technical condition upon κ(ρ)
κ(ρ, θ) ≡ κ(ρ) > C
ρ
,
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Lebesgue initial data. Fan, Jiang and Nakamura [7] also considered a one-dimensional plane MHD
compressible ﬂow, and proved that as the shear viscosity goes to zero, global weak solutions con-
verge to a solution of the original equations with zero shear viscosity. The uniqueness and con-
tinuous dependence of weak solutions for the Cauchy problem have been proved by Hoff and
Tsyganov [5].
For compressible and radiative MHD ﬂow (i.e., a > 0) with self-gravitation, Ducomet and Feireisl [4]
proved the existence of global-in-time solutions of this problem with arbitrarily large initial data and
conservative boundary conditions on a bounded spatial domain in R3. Under the technical condition
that κ(ρ, θ) satisﬁes
k1
(
1+ θq) κ(ρ, θ), ∣∣κρ(ρ, θ)∣∣ k2(1+ θq),
for some q > 52 , Zhang and Xie [22] investigated the existence of global smooth solutions to this prob-
lem. However, the global existence and the large-time behavior of strong solutions in Hi+ (i = 1,2,4)
to problem (1.1)–(1.8) are still open (and even for the non-self-gravitative case). In this paper, we
establish the global existence and exponential stability of solutions in Hi+ (i = 1,2,4) (see below for
their deﬁnitions) to problem (1.1)–(1.8).
We deﬁne three function classes as follows:
H1+ =
{
(τ ,u,w,b, θ) ∈ (H1[0,1])7: τ (x) > 0, θ(x) > 0, x ∈ [0,1], u(0) = u(1) = 0,
w(0) =w(1) = b(0) = b(1) = 0},
Hi+ =
{
(τ ,u,w,b, θ) ∈ (Hi[0,1])7: τ (x) > 0, θ(x) > 0, x ∈ [0,1], u(0) = u(1) = 0,
w(0) =w(1) = b(0) = b(1) = 0, θ ′(0) = θ ′(1) = 0}, i = 2,4.
The notation in this paper will be stated as follows:
Lp , 1 p +∞, Wm,p , m ∈ N , H1 = W 1,2, H10 = W 1,20 denote the usual (Sobolev) spaces on [0,1].
In addition, ‖ · ‖B denotes the norm in the space B , we also put ‖ · ‖ = ‖ · ‖L2[0,1] . Constants Ci (i =
1,2,3,4) are generic constants depending only on the Hi+ norm of the initial data (τ0,u0,w0,b0, θ0),
but independent of any length of time.
Now we are in a position to state our main results.
Theorem 1.1. Assume that the initial data (τ0,u0,w0,b0, θ0) ∈ H1+ and compatibility conditions are satisﬁed,
and the heat conductivity κ is a C2 function on 0 < τ < ∞ and 0 θ < ∞ and satisﬁes the growth condition
k1
(
1+ θq) κ(τ , θ) k2(1+ θq), |κτ | + |κττ | k2(1+ θq), q > 2, (1.13)
with positive constants k1  k2 , and there exists a constant ε0 > 0 such that τ =
∫ 1
0 τ0 dx  ε0 . Then the
problem (1.1)–(1.8) admits a unique global solution (τ ,u,w,b, θ) ∈ H1+ verifying
0 < C−11  τ (x, t) C1, 0 < C
−1
1  θ(x, t) C1, ∀(x, t) ∈ [0,1] × [0,∞) (1.14)
and for any t > 0∥∥τ (t) − τ∥∥2H1 + ∥∥u(t)∥∥2H1 + ∥∥w(t)∥∥2H1 + ∥∥b(t)∥∥2H1 + ∥∥θ(t) − θ∥∥2H1
+
t∫
0
(‖τ − τ‖2H1 + ‖u‖2H2 + ‖w‖2H2 + ‖b‖2H2 + ‖θ − θ‖2H2 + ‖ut‖2
+ ‖wt‖2 + ‖bt‖2 + ‖θt‖2
)
(s)ds C1, (1.15)
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e(τ , θ) = E0 ≡
1∫
0
(
1
2
(
u20 + |w0|2 + τ0|b0|2
)+ e(τ0, θ0)
)
dx.
Moreover, there are constants C1 > 0 and γ1 = γ1(C1) > 0 such that for any ﬁxed γ ∈ (0, γ1], the following
estimate holds for any t > 0,
eγ t
(∥∥τ (t) − τ∥∥2H1 + ∥∥u(t)∥∥2H1 + ∥∥w(t)∥∥2H1 + ∥∥b(t)∥∥2H1 + ∥∥θ(t) − θ∥∥2H1)
+
t∫
0
eγ s
(‖τ − τ‖2H1 + ‖u‖2H2 + ‖w‖2H2 + ‖b‖2H2 + ‖θ − θ‖2H2 + ‖ut‖2
+ ‖wt‖2 + ‖bt‖2 + ‖θt‖2
)
(s)ds C1. (1.16)
Theorem1.2. Assume that the initial data (τ0,u0,w0,b0, θ0) ∈ H2+ and compatibility conditions are satisﬁed,
the heat conductivity κ is a C3 function satisfying (1.13) on 0 < τ < ∞ and 0  θ < ∞, and there exists a
constant ε0 > 0 such that τ =
∫ 1
0 τ0 dx  ε0 . Then the problem (1.1)–(1.8) admits a unique global solution
(τ ,u,w,b, θ) ∈ H2+ verifying that for any t > 0,
∥∥τ (t) − τ∥∥2H2 + ∥∥u(t)∥∥2H2 + ∥∥w(t)∥∥2H2 + ∥∥b(t)∥∥2H2 + ∥∥θ(t) − θ∥∥2H2 + ∥∥ut(t)∥∥2 + ∥∥wt(t)∥∥2
+ ∥∥bt(t)∥∥2 + ∥∥θt(t)∥∥2 +
t∫
0
(‖τ − τ‖2H2 + ‖u‖2H3 + ‖w‖2H3 + ‖b‖2H3 + ‖θ − θ‖2H3
+ ‖utx‖2 + ‖wtx‖2 + ‖btx‖2 + ‖θtx‖2
)
(s)ds C2. (1.17)
Moreover, there are constants C2 > 0 and γ2 = γ2(C2) > 0 such that for any ﬁxed γ ∈ (0, γ2], the following
estimate holds for any t > 0,
eγ t
(∥∥τ (t) − τ∥∥2H2 + ∥∥u(t)∥∥2H2 + ∥∥w(t)∥∥2H2 + ∥∥b(t)∥∥2H2 + ∥∥θ(t) − θ∥∥2H2 + ∥∥ut(t)∥∥2 + ∥∥wt(t)∥∥2
+ ∥∥bt(t)∥∥2 + ∥∥θt(t)∥∥2)+
t∫
0
eγ s
(‖τ − τ‖2H2 + ‖u‖2H3 + ‖w‖2H3 + ‖b‖2H3 + ‖θ − θ‖2H3
+ ‖utx‖2 + ‖wtx‖2 + ‖btx‖2 + ‖θtx‖2
)
(s)ds C2. (1.18)
Theorem1.3. Assume that the initial data (τ0,u0,w0,b0, θ0) ∈ H4+ and compatibility conditions are satisﬁed,
the heat conductivity κ is a C5 function satisfying (1.13) on 0 < τ < ∞ and 0  θ < ∞, and there exists a
constant ε0 > 0 such that τ =
∫ 1
0 τ0 dx  ε0 . Then the problem (1.1)–(1.8) admits a unique global solution
(τ ,u,w,b, θ) ∈ H4+ verifying that for any t > 0,
∥∥τ (t) − τ∥∥2H4 + ∥∥u(t)∥∥2H4 + ∥∥w(t)∥∥2H4 + ∥∥b(t)∥∥2H4 + ∥∥θ(t) − θ∥∥2H4 + ∥∥utt(t)∥∥2
+ ∥∥wtt(t)∥∥2 + ∥∥btt(t)∥∥2 + ∥∥ut(t)∥∥2 2 + ∥∥wt(t)∥∥2 2 + ∥∥bt(t)∥∥2 2 + ∥∥θt(t)∥∥2 2 + ∥∥θtt(t)∥∥2H H H H
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t∫
0
(‖τ − τ‖2H4 + ‖u‖2H5 + ‖w‖2H5 + ‖b‖2H5 + ‖θ − θ‖2H5 + ‖ut‖2H3 + ‖wt‖2H3
+ ‖bt‖2H3 + ‖θt‖2H3 + ‖utt‖2H1 + ‖wtt‖2H1 + ‖btt‖2H1 + ‖θtt‖2H1
)
(s)ds C4. (1.19)
Moreover, there are constants C4 > 0 and γ4 = γ4(C4) > 0 such that for any ﬁxed γ ∈ (0, γ4], the following
estimate holds for any t > 0,
eγ t
(∥∥τ (t) − τ∥∥2H4 + ∥∥u(t)∥∥2H4 + ∥∥w(t)∥∥2H4 + ∥∥b(t)∥∥2H4 + ∥∥θ(t) − θ∥∥2H4 + ∥∥utt(t)∥∥2
+ ∥∥wtt(t)∥∥2 + ∥∥btt(t)∥∥2 + ∥∥ut(t)∥∥2H2 + ∥∥wt(t)∥∥2H2 + ∥∥bt(t)∥∥2H2 + ∥∥θt(t)∥∥2H2 + ∥∥θtt(t)∥∥2)
+
t∫
0
eγ s
(‖τ − τ‖2H4 + ‖u‖2H5 + ‖w‖2H5 + ‖b‖2H5 + ‖θ − θ‖2H5 + ‖ut‖2H3 + ‖wt‖2H3
+ ‖bt‖2H3 + ‖θt‖2H3 + ‖utt‖2H1 + ‖wtt‖2H1 + ‖btt‖2H1 + ‖θtt‖2H1
)
(s)ds C4. (1.20)
Corollary 1.1. The global solution in Theorem 1.3 is in fact the classical solution (τ ,u,w,b, θ) ∈ (C3+1/2(Ω))7
verifying for any γ ∈ (0, γ4], there holds
∥∥(τ (t) − τ ,u(t),w(t),b(t), θ(t) − θ)∥∥
(C3+1/2(Ω))7  C4e
−γ t .
2. Proof of Theorem 1.1
In this section we study the global existence and exponential stability of problem (1.1)–(1.8) in H1+
and assume that the assumptions in Theorem 1.1 are valid. We begin with the following lemma.
Lemma 2.1. Under the assumptions in Theorem 1.1, the following estimates hold: for any t  0,
1∫
0
τ (x, t)dx =
1∫
0
τ0(x)dx, (2.1)
1∫
0
E(x, t)dx =
1∫
0
E(x,0)dx ≡ E0, (2.2)
1∫
0
(
θ + τθ4 + u2 + |w|2 + τ |b|2)(x, t)dx C1, (2.3)
Φ(t) +
t∫
0
V (s)ds C1, (2.4)
where
Φ(t) =
1∫ [
Cv(θ − log θ − 1) + R(τ − logτ − 1)
]
(x, t)dx,0
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1∫
0
(
κθ2x
τθ2
+ λu
2
x + μ|wx|2 + ν|bx|2
τθ
)
(x, t)dx,
E(x, t) = e(τ , θ) + 1
2
(
u2 + |w|2)+ 1
2
τ |b|2
= Cvθ + aτθ4 + 1
2
(
u2 + |w|2)+ 1
2
τ |b|2.
Proof. By (1.1) and (1.8), we get (2.1). Integrating (1.5) over Qt := (0,1) × (0, t) and noting (1.8), we
get (2.2), the conservation law of total energy. Estimate (2.3) follows from (2.2) and (1.6) directly.
Eq. (1.5) can be rewritten as
et + pux =
(
κθx
τ
)
x
+ λu
2
x + μ|wx|2 + ν|bx|2
τ
, (2.5)
i.e.,
Cvθt + 4aτθ3θt + Rθτt
τ
+ 4a
3
τtθ
4 =
(
κθx
τ
)
x
+ λu
2
x + μ|wx|2 + ν|bx|2
τ
. (2.6)
Multiplying (2.6) by θ−1, and integrating the resulting equation over Qt , we can get (2.4). 
Lemma 2.2. For any t  0, there exists a point x1 = x1(t) ∈ [0,1] such that speciﬁc volume τ (x, t) to problem
(1.1)–(1.8) possesses the following expression: for any δ  0
τ (x, t) = D(x, t)Z(t)
{
1+ λ−1
t∫
0
D−1(x, s)Z−1(s)τ (x, s)
[
σ1(x, s) − δ
]
ds
}
, (2.7)
where
D(x, t) = τ0(x)exp
{
λ−1
( x∫
x1(t)
u(y, t)dy −
x∫
0
u0(y)dy + τ 0−1
1∫
0
τ0
x∫
0
u0 dy dx
)}
,
Z(t) = exp
{
−(λτ 0)−1
t∫
0
1∫
0
(
u2 + τσ1
)
dy ds + δt
λ
}
,
σ1 = p + 1
2
|b|2, τ0 =
1∫
0
τ0 dx.
Proof. For any δ  0, we can rewrite (1.1) as
τt = ux = 1
λ
(δ + σ)τ + 1
λ
(σ1 − δ)τ ,
i.e.,
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λ
(δ + σ)τ = 1
λ
(σ1 − δ)τ , (2.8)
where σ = λuxτ − σ1.
Multiplying (2.8) by exp{− 1
λ
∫ t
0 (σ + δ)ds}, we infer
τ (x, t) = exp
(
1
λ
t∫
0
(σ + δ)ds
)(
τ0 + 1
λ
t∫
0
τ (σ1 − δ)exp
(
−1
λ
s∫
0
(σ + δ)dr
)
ds
)
. (2.9)
Let
h(x, t) =
t∫
0
σ(x, s)ds +
x∫
0
u0(y)dy.
Then from (1.2), h(x, t) satisﬁes
hx = u, ht = σ = λux
τ
− σ1. (2.10)
Hence, we have
(τh)t = τth + τht = (uh)x − u2 + λux − τ
(
p + 1
2
|b|2
)
. (2.11)
Integrating (2.11) over Qt , we get
1∫
0
τhdx =
1∫
0
τ0h0 dx−
t∫
0
1∫
0
(
u2 + τ
(
p + 1
2
|b|2
))
dxds
=
1∫
0
τ0
x∫
0
u0 dy dx−
t∫
0
1∫
0
(
u2 + τσ1
)
dxds ≡ Γ (t). (2.12)
Then for any t  0, there exists one point x1 = x1(t) ∈ [0,1] such that
Γ (t) =
1∫
0
τhdx =
1∫
0
τ dx · h(x1(t), t)= τ 0 · h(x1(t), t),
i.e.,
h
(
x1(t), t
)= 1 Γ (t). (2.13)
τ 0
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t∫
0
σ
(
x1(t), s
)
ds = h(x1(t), t)−
x1(t)∫
0
u0 dy
= 1
τ 0
Γ (t) −
x1(t)∫
0
u0 dy. (2.14)
Integrating (1.2) over [x1(t), x] × [0, t], we get
t∫
0
σ(x, s)ds =
t∫
0
σ
(
x1(t), s
)
ds +
x∫
x1(t)
(u − u0)dy. (2.15)
Then we infer from (2.14) and (2.15) that
t∫
0
σ(x, s)ds = 1
τ 0
Γ (t) −
x1(t)∫
0
u0 dy +
x∫
x1(t)
(u − u0)dy
= 1
τ 0
Γ (t) −
x∫
0
u0 dy +
x∫
x1(t)
u(y, t)dy,
which, together with (2.9), gives (2.7). The proof is complete. 
Lemma 2.3. Under the assumptions in Theorem 1.1, the following estimate holds
0 < C−11  τ (x, t) C1, ∀(x, t) ∈ [0,1] × [0,∞). (2.16)
Proof. It follows from (2.4) and the convexity of the function −log y that
1∫
0
θ dx− log
1∫
0
θ dx− 1
1∫
0
(θ − log θ − 1)dx C1/Cv ,
which implies that there exist b(t) ∈ [0,1] and two positive constants r1, r2 such that
0 < r1 
1∫
0
θ dx = θ(b(t), t) r2,
with r1, r2 being two positive roots of the equation y − log y − 1 = C1/Cv . Thus we infer that
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0
τ p dxmax(R,a/3)
1∫
0
(
θ + τθ4)dx
 max(R,a/3)
min(Cv ,a)
1∫
0
e dx max(R,a/3)
min(Cv ,a)
E0
and
1∫
0
(
u2 + τ
2
|b|2
)
dx 2E0
which imply
0 < a1 
1
λτ 0
1∫
0
(
u2 + τ
(
p + 1
2
|b|2
))
(x, s)dx a2 (2.17)
with
a1 = Rr1
λτ 0
, a2 =
[
Rr2 +
(
2+ max(R,a/3)
min(Cv ,a)
)
E0
]
/λτ 0.
By Lemmas 2.1–2.2, we derive
0 < C−11  D(x, t) C1, ∀(x, t) ∈ [0,1] × [0,+∞). (2.18)
On the other hand, for 0m (q + 4)/2, we infer from Lemma 2.1
∣∣θm(x, t) − θm(b(t), t)∣∣ C1
∣∣∣∣∣
x∫
b(t)
θm−1θy dy
∣∣∣∣∣
 C1
( 1∫
0
κθ2y
τθ2
dy
) 1
2
( 1∫
0
τθ2m
κ
dy
) 1
2
 C1V (t)
1
2
( 1∫
0
τ (1+ θ)2m−q dy
) 1
2
 C1V (t)
1
2 .
Thus,
1
r2m1 − C1V (t) θ2m(x, t) 2r2m2 + C1V (t), 0m
q + 4
. (2.19)2 2
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e−(a2−δ/λ)(t−s)  Z(t)Z−1(s) e−(a1−δ/λ)(t−s), 0 s t, 0 < a1 < a2. (2.20)
Noting that σ1τ = τ p+ τ2 |b|2 = Rθ + a3τθ4 + τ2 |b|2  Rθ , we use (2.17)–(2.20) to derive that there
exists a large time t0 > 0 such that as t  t0 > 0, for δ = 0 in Lemma 2.2,
τ (x, t) λ−1
t∫
0
D(x, t)Z(t)D−1(x, s)Z−1(s)σ1(x, s)τ (x, s)ds
 C−11
t∫
0
θ(x, s)e−a2(t−s) ds C−11
t∫
0
(
1
2
r21 − C1V (s)
)
e−a2(t−s) ds

r21
2a2C1
(
1− e−a2t)− C−11
t∫
0
V (s)e−a2(t−s) ds

r21
4a2C1
> 0, (2.21)
where we have used the estimate
t∫
0
V (s)e−a2(t−s) ds e−a2t/2
∞∫
0
V (s)ds +
t∫
t
2
V (s)ds → 0
as t → +∞. On the other hand, we can also derive from Lemma 2.2 with δ = 0 and (2.20) that for
any t ∈ [0, t0],
τ (x, t) D(x, t)
Z(t)
 C−11 exp(−a2t) C−11 exp(−a2t0) > 0,
which, together with (2.21), gives
τ (x, t) C−11 > 0, ∀(x, t) ∈ [0,1] × [0,∞). (2.22)
Now we begin to prove τ (x, t) C1. If we choose 0 < ε0 < 3Rr1ar42
, then as τ 0  ε0, we get
Rr1
τ 0
 Rr1
ε0
>
ar42
3

aθ41
3
. (2.23)
Now from (2.23), we can pick δ > 0 such that
Rr1
τ 0
 Rr1
ε0
> δ >
ar42
3

aθ41
3
which gives
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λ
= 1
λ
[λa1 − δ] = 1
λ
[
Rr1
τ 0
− δ
]
> 0, (2.24)
δ1 ≡ 3
a
θ−41 δ − 1
3
a
r−42 δ − 1 ≡ δ0 > 0. (2.25)
Noting that by the Young inequality c1c2  εc21 + c22/(2ε), ∀ε, c1, c2 > 0 and inequality c4 −1−ε 
(c2 − 1)2(1+ ε−1) with c ∈ R and any ε > 0, we derive from (2.24)–(2.25) that
τ (σ1 − δ) = Rθ + τ
2
|b|2 + τ
(
a
3
θ4 − δ
)
, (2.26)
and
τ
(
a
3
θ4 − δ
)
= a
3
θ41 τ
[
θ˜4 − 3
a
θ−41 δ
]
 a
3
θ41 τ max
[
θ˜4 − 1− δ1,0
]
 a
3
θ41 τ max
[
θ˜4 − 1− δ0,0
]
 a
3
θ41 τ
(
θ˜2 − 1)2(1+ δ−10 )
 C1τ
(
θ˜2 − 1)2 (2.27)
where
θ˜ = θ(x, t)/θ1, θ1 ≡ θ
(
b(t), t
)=
1∫
0
θ(x, t)dx ∈ [r1, r2].
Noting that θ˜ (b(t), t) and by the Poincaré inequality, we deduce
(
θ˜2 − 1)2 
( 1∫
0
2|θ˜ θ˜x|dx
)2
 C1
( 1∫
0
|θθx|dx
)2
 C1
( 1∫
0
κθ2x
τθ2
dx
)( 1∫
0
τθ4
κ
dx
)
 C1V (t)
1∫
0
τ
(
1+ θ4)dx C1V (t). (2.28)
By Lemma 2.1, we get
∥∥b(t)∥∥2L∞  C1
( 1∫
0
|bx|dx
)2
 C1
( 1∫
0
|bx|2
τθ
dx
)( 1∫
0
τθ dx
)
 C1V (t)
1∫
τ
(
1+ θ4)dx C1V (t),0
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τ (σ1 − δ) Rθ + C1V (t)τ ,
∞∫
0
∥∥b(s)∥∥2L∞dt  C1. (2.29)
Thus it follows from Lemma 2.2 that
τ (x, t) C1 + C1
t∫
0
[
1+ V (s) + τ V (s)] exp[−ζ(t − s)]ds
 C1 + C1
t∫
0
τ V (s)exp
[−ζ(t − s)]ds,
i.e.,
M(t) C1eζ t + C1
t∫
0
V (s)M(s)ds (2.30)
with M(t) = eζ t maxx∈[0,1] τ (x, t) ≡ eζ tMτ (t). Thus, by Gronwall’s inequality, we get
M(t) C1eζ t exp
[
C1
t∫
0
V (s)ds
]
 C1eζ t,
i.e.,
Mτ (t) C1,
which, together with (2.22), gives (2.16). 
Lemma 2.4. Under the assumptions in Theorem 1.1, the following estimate holds for any t > 0,
∥∥w(t)∥∥2H1 + ∥∥b(t)∥∥2H1
+
t∫
0
(‖wx‖2 + ‖bx‖2 + ‖wt‖2 + ‖bt‖2 + ‖b‖2L∞ + ‖w‖2L∞)(s)ds C1. (2.31)
Proof. Multiplying (1.3) by w, wt and (1.4) by b, bt , respectively, and then adding the resulting equal-
ities and integrating the results over Qt , using Lemmas 2.1–2.3, we get
∥∥w(t)∥∥2H1 + ∥∥b(t)∥∥2H1 + C1
t∫
0
(‖wx‖2 + ‖bx‖2 + ‖wt‖2 + ‖bt‖2)(s)ds
 C1
∣∣∣∣∣
t∫ 1∫ [
(w · b)x +wx · bt + bx ·wt + (b · bx + bt · bx + b · btx)u
]
(x, s)dxds
∣∣∣∣∣
0 0
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4
t∫
0
(‖wx‖2 + ‖bx‖2 + ‖wt‖2 + ‖bt‖2)(s)ds
+ C1
t∫
0
∥∥u(s)∥∥L∞
∣∣∣∣∣
1∫
0
(b · bx + bt · bx + b · btx)dx
∣∣∣∣∣ds
= C1
4
t∫
0
(‖wx‖2 + ‖bx‖2 + ‖wt‖2 + ‖bt‖2)(s)ds
+ C1
t∫
0
∥∥u(s)∥∥L∞
∣∣∣∣∣
1∫
0
(b · bx + bt · bx − bt · bx)dx
∣∣∣∣∣ds
 C1
2
t∫
0
(‖wx‖2 + ‖bx‖2 + ‖wt‖2 + ‖bt‖2)(s)ds + C1
t∫
0
∥∥u(s)∥∥L∞
∣∣∣∣∣
1∫
0
b · bx dx
∣∣∣∣∣ds
 C1
2
t∫
0
(‖wx‖2 + ‖bx‖2 + ‖wt‖2 + ‖bt‖2)(s)ds + C1
t∫
0
∥∥b(s)∥∥2L∞(‖w‖2H1 + ‖b‖2H1)(s)ds,
i.e.,
∥∥w(t)∥∥2H1 + ∥∥b(t)∥∥2H1 +
t∫
0
(‖wx‖2 + ‖bx‖2 + ‖wt‖2 + ‖bt‖2)(s)ds
 C1 + C1
t∫
0
∥∥b(s)∥∥2L∞(∥∥w(s)∥∥2H1 + ∥∥b(s)∥∥2H1)ds. (2.32)
Applying the Gronwall inequality to (2.32), and using (2.29) and similar method to get (2.29) for u,
and the Poincaré inequality, we can get (2.31). 
Corollary 2.1. Under the assumptions in Theorem 1.1, the following estimate holds
C−11 − C1V (t) θ2m(x, t) C1 + C1V (t),
0m q + 4
2
, ∀(x, t) ∈ [0,1] × [0,∞). (2.33)
Lemma 2.5. Under the assumptions of Theorem 1.1, for any t > 0, the following estimate holds
∥∥τx(t)∥∥2 +
t∫
0
1∫
0
(
τ 2x + θτ 2x
)
(x, s)dxds C1 + C1Aq0 , (2.34)
with A = sup0st ‖θ(s)‖L∞ and q0 = max(4− q,0).
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(
u − λτx
τ
)
t
= Rθτx
τ 2
− Rτx
τ
− 4a
3
θ3θx − b · bx. (2.35)
Multiplying (2.35) by u − λτxτ , and integrating the resulting equation over Qt , we have
1
2
∥∥∥∥u(t) − λτxτ (t)
∥∥∥∥
2
+ Rλ
t∫
0
1∫
0
θτ 2x
τ 3
(x, s)dxds
= 1
2
∥∥∥∥u0 − λτ0xτ0
∥∥∥∥
2
+
t∫
0
1∫
0
{
R
θτ 2x u
τ 2
−
[(
R
τ
+ 4a
3
θ3
)
θx − b · bx
](
u − λτx
τ
)}
(x, s)dxds,
(2.36)
which gives
∥∥τx(t)∥∥2 +
t∫
0
1∫
0
θτ 2x (x, s)dxds C1 + C1
t∫
0
1∫
0
[|θτxu| + |uθx| + ∣∣θ3θxu∣∣+ |θxτx|
+ ∣∣θ3θxτx∣∣+ |b · bxu| + |b · bxτx|](x, s)dxds. (2.37)
Using Lemmas 2.1–2.4, we easily derive that,
t∫
0
1∫
0
|θτxu|dxds ε
t∫
0
1∫
0
θτ 2x dxds + C1(ε)
t∫
0
∥∥u(s)∥∥2L∞
( 1∫
0
θ dx
)
ds
 C1(ε) + ε
t∫
0
1∫
0
θτ 2x dxds, (2.38)
t∫
0
1∫
0
|θxu|dxds
( t∫
0
1∫
0
κθ2x
τθ2
dxds
) 1
2
( t∫
0
1∫
0
τθ2u2
κ
dxds
) 1
2
 C1
( t∫
0
∥∥u(s)∥∥2L∞
1∫
0
τ (1+ θ)2−q dxds
) 1
2
 C1, (2.39)
t∫
0
1∫
0
∣∣θ3θxu∣∣dxds
( t∫
0
1∫
0
κθ2x
τθ2
dxds
) 1
2
( t∫
0
1∫
0
τθ8u2
κ
dxds
) 1
2
 C1 + Aq0 , (2.40)
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0
1∫
0
|θxτx|dxds
( t∫
0
V (s)ds
) 1
2
( t∫
0
1∫
0
τθ2τ 2x
κ
dxds
) 1
2
 C1 sup
0st
∥∥∥∥τθκ (s)
∥∥∥∥
1
2
L∞
( t∫
0
1∫
0
θτ 2x dxds
) 1
2
 ε
t∫
0
1∫
0
θτ 2x dxds + C1(ε) + C1(ε)Amax(1−q,0), (2.41)
t∫
0
1∫
0
∣∣(θ2 − θ21 )θθxτx∣∣dxds C1
t∫
0
1∫
0
|θθx|dxds
t∫
0
1∫
0
|θθxτx|dxds
 C1 sup
0st
[( 1∫
0
θ4τ
κ
dx
) 1
2
( 1∫
0
θ4ττ 2x
κ
dx
) 1
2
] t∫
0
V (s)ds
 C1 + C1 sup
0st
[( 1∫
0
(
1+ θ4)τ dx
) 1
2(∥∥∥∥θ4τκ (s)
∥∥∥∥
1
2
L∞
‖τx‖
)]
 ε sup
0st
∥∥τx(s)∥∥2 + C1(ε) + C1(ε)Aq0 , (2.42)
which gives
t∫
0
1∫
0
∣∣θ3θxτx∣∣dxds
t∫
0
1∫
0
∣∣(θ2 − θ21 )θθxτx∣∣dxds +
t∫
0
1∫
0
∣∣θ21 θθxτx∣∣dxds
 ε sup
0st
∥∥τx(s)∥∥2 + C1 + C1Aq0 + C1
( t∫
0
V (s)ds
) 1
2
( t∫
0
1∫
0
τθ4τ 2x
κ
dxds
) 1
2
 ε sup
0st
∥∥τx(s)∥∥2 + C1 + C1Aq0 + C1 sup
0st
∥∥∥∥τθ3κ (s)
∥∥∥∥
1
2
L∞
( t∫
0
1∫
0
θτ 2x dxds
) 1
2
 ε sup
0st
∥∥τx(s)∥∥2 + C1(ε) + C1(ε)Aq0 + ε
t∫
0
1∫
0
θτ 2x dxds, (2.43)
t∫
0
1∫
0
|b · bxu|dxds
t∫
0
∥∥u(s)∥∥L∞
( 1∫
0
b · bx dx
)
ds
Y. Qin et al. / J. Differential Equations 253 (2012) 1439–1488 1455 C1 + C1
t∫
0
1∫
0
|b|2|bx|2 dxds
 C1 + C1
t∫
0
∥∥b(s)∥∥2L∞∥∥bx(s)∥∥2 ds C1, (2.44)
t∫
0
1∫
0
|b · bxτx|dxds C1(ε) + ε
t∫
0
1∫
0
τ 2x dxds. (2.45)
Inserting (2.38)–(2.45) into (2.37), we easily obtain (2.34). 
Lemma 2.6. Under the assumptions in Theorem 1.1, the following estimates hold for any t > 0,
t∫
0
1∫
0
(1+ θ)2mτ 2x dxds C1 + C1Aq0 , (2.46)
t∫
0
1∫
0
(1+ θ)2mu2 dxds C1, (2.47)
t∫
0
1∫
0
(1+ θ)2m(|wx|2 + |bx|2)dxds C1, (2.48)
where 0m q+42 .
Proof. It follows from (2.33) and Lemma 2.5 that
t∫
0
1∫
0
(1+ θ)2mτ 2x dxds C1
t∫
0
∥∥τx(s)∥∥2 ds + C1
t∫
0
V (s)
∥∥τx(s)∥∥2 ds C1 + C1Aq0 .
The proof of (2.47) and (2.48) are similar to that of (2.46). 
Lemma 2.7. Under the assumptions in Theorem 1.1, the following estimates hold for any t > 0,
t∫
0
‖ux‖2(s)ds C1 + C1Aq0 , (2.49)
∥∥ux(t)∥∥2 +
t∫
0
‖ut‖2(s)ds C1 + C1Aq1 , (2.50)
t∫
0
‖uxx‖2(s)ds C1 + C1Aq2 (2.51)
where q1 = max(8− q,0), q2 = max(3q0,q1).
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Lemmas 2.1–2.6, we get
∥∥u(t)∥∥2 +
t∫
0
‖ux‖2(s)ds C1 + C1
∣∣∣∣∣
t∫
0
1∫
0
(
τxθu +
(
1+ θ3)θxu + b · bxu)dxds
∣∣∣∣∣
 C1 + C1
t∫
0
V (s)ds
+ C1
t∫
0
1∫
0
[
θu2 + θτ 2x +
τ (1+ θ3)2θ2u2
κ
+ b · bxu
]
dxds
 C1 + C1Aq0 ,
∥∥ux(t)∥∥2 +
t∫
0
‖ut‖2(s)ds C1
t∫
0
1∫
0
(|pxut | + |b · bxut |)dxds
 1
2
t∫
0
‖ut‖2(s)ds + C1
t∫
0
1∫
0
[(
1+ θ3)2θ2x + θ2τ 2x + |b|2|bx|2]dxds
 1
2
t∫
0
‖ut‖2(s)ds + C1 + C1Aq1 + C1Aq0
 1
2
t∫
0
‖ut‖2(s)ds + C1 + C1Aq1 ,
which gives
∥∥ux(t)∥∥2 +
t∫
0
‖ut‖2(s)ds C1 + C1Aq1 ,
∥∥ux(t)∥∥2 +
t∫
0
‖uxx‖2(s)ds
 C1
t∫
0
1∫
0
(∣∣(1+ θ3)θxuxx∣∣+ |θτxuxx| + |uxτxuxx| + |b · bxuxx|)dxds
 C1(ε) + ε
t∫
0
‖uxx‖2(s)ds + C1(ε)Aq1 + C1(ε)Aq0 + C1Aq0
(‖ux‖2) 12 (‖uxx‖2) 12
Y. Qin et al. / J. Differential Equations 253 (2012) 1439–1488 1457 C1(ε) + ε
t∫
0
‖uxx‖2(s)ds + C1(ε)Aq1 + C1(ε)A3q0
 C1(ε) +
t∫
0
‖uxx‖2(s)ds + C1(ε)Aq2 ,
i.e., for ε small enough,
∥∥ux(t)∥∥2 +
t∫
0
‖uxx‖2(s)ds C1 + C1Aq2 . 
Corollary 2.2. Under the assumptions in Theorem 1.1, the following estimate holds
t∫
0
1∫
0
(1+ θ)2mu2x dxds C1(1+ A)q1 , ∀t > 0, 0m
q + 4
2
. (2.52)
Proof. We easily derive from (2.33), (2.49) and (2.50) that
t∫
0
1∫
0
(1+ θ)2mu2x dxds C1
t∫
0
1∫
0
u2x dxds + C1
t∫
0
1∫
0
V (s)u2x dxds
 C1 + C1Aq0 + C1Aq1  C1 + C1Aq1 . 
Lemma 2.8. Under the assumptions in Theorem 1.1, the following estimate holds for any t > 0,
t∫
0
(‖wxx‖2 + ‖bxx‖2)(s)ds C1 + C1Aq1 . (2.53)
Proof. Multiplying (1.3), (1.4) by wxx , bxx , respectively, and then integrating the results over Qt , using
Lemmas 2.1–2.7, we get
∥∥wx(t)∥∥2 + ∥∥bx(t)∥∥2 +
t∫
0
(‖wxx‖2 + bxx‖2)(s)ds
 C1 + C1
∣∣∣∣∣
t∫
0
1∫
0
(wxx · bx +wxx ·wxτx + bxx ·wx + bxx · bxτx + uxbxx · b)dxds
∣∣∣∣∣
 C1 + ε
t∫ (‖wxx‖2 + ‖bxx‖2)(s)ds + C1(ε)
t∫ (‖wx‖2 + ‖bx‖2)(s)ds
0 0
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t∫
0
(‖τxwx‖2 + ‖τxbx‖2 + ‖uxb‖2)(s)ds
 C1 + ε
t∫
0
(‖wxx‖2 + ‖bxx‖2)(s)ds
+ C1(ε)
t∫
0
([‖wx‖2L∞ + ‖bx‖2L∞]‖τx‖2 + ‖b‖2L∞‖ux‖2)(s)ds
 C1 + ε
t∫
0
(‖wxx‖2 + ‖bxx‖2)(s)ds + C1(ε)A2q0 + C1(ε)(1+ Aq1)
t∫
0
‖b‖2L∞(s)ds
 C1 + ε
t∫
0
(‖wxx‖2 + ‖bxx‖2)(s)ds + C1(ε)A2q0 + C1(ε)Aq1
 C1 + ε
t∫
0
(‖wxx‖2 + ‖bxx‖2)(s)ds + C1(ε)Aq1 ,
which gives for ε small enough,
t∫
0
(‖wxx‖2 + ‖wxx‖2)(s)ds C1 + C1Aq1 . 
Lemma 2.9. Under the assumptions in Theorem 1.1, the following estimate holds for any t > 0,
∥∥θ + θ4∥∥2 +
t∫
0
1∫
0
(1+ θ)q+3θ2x dxds C1 + C1Aq4 , (2.54)
where q4 = max(q3,2q0,q1) and q3 = max(7− 2q,0).
Proof. Multiplying (2.5) by e and integrating the resulting equation over Qt , we have
∥∥θ + θ4∥∥2 +
t∫
0
1∫
0
(1+ θ)q+3θ2x dxds
 C1
t∫
0
1∫
0
∣∣(pe)xu + (u2x + |wx|2 + |bx|2)e∣∣dxds
 C1
t∫ 1∫ {(
1+ θ7)|θxu| + (1+ θ8)|τxu| + (1+ θ4)[u2x + |wx|2 + |bx|2]}dxds. (2.55)
0 0
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t∫
0
1∫
0
(
1+ θ7)|θxu|dxds ε
t∫
0
1∫
0
(1+ θ)q+3θ2x dxds + C1(ε)
t∫
0
1∫
0
(1+ θ)11−qu2 dxds
 ε
t∫
0
1∫
0
(1+ θ)q+3θ2x dxds + C1(ε) + C1(ε)Aq3 , (2.56)
t∫
0
1∫
0
(
1+ θ8)|τxu|dxds C1
t∫
0
1∫
0
(1+ θ)8τ 2x dxds + C1
t∫
0
1∫
0
(1+ θ)8u2 dxds
 C1Aq0
t∫
0
1∫
0
(1+ θ)q+4τ 2x dxds + C1Aq0
t∫
0
1∫
0
(1+ θ)q+4u2 dxds
 C1 + C1A2q0 , (2.57)
t∫
0
1∫
0
(
1+ θ4)∣∣u2x + |wx|2 + |bx|2∣∣dxds

t∫
0
1∫
0
(1+ θ)4u2x dxds +
t∫
0
1∫
0
(1+ θ)4(|wx|2 + |bx|2)dxds
 C1 + C1Aq1 . (2.58)
Inserting (2.56)–(2.58) into (2.55), we get (2.54). 
Lemma 2.10. Under the assumptions in Theorem 1.1, the following estimate holds for any t > 0,
t∫
0
1∫
0
(1+ θ)q+3θ2t dxds +
1∫
0
(1+ θ)2qθ2x dx C1 + C1Aq12 , (2.59)
where
q5 = max(3q − 1,0), q6 = max(3− q,0), q7 = max(q − 3,0), q9 = max(q − 2,0),
q8 = max
{
q0 + 3q7 + q4
2
+ q0 + 2q1 + q2
4
,q0 + 3q7 + q4
2
+ q0 + q1
2
,2q0 + 3q7 + q4 + q6
}
,
q10 = max
{
q1,q9 + q0 + 2q1 + q2
2
,q9 + q1
}
, q11 = max
{
q7 + q0 + 2q1 + q2
2
,q7 + q1
}
,
q12 = max
{
q1 + 1, q2 + q4 + q5
2
,
q4 + q5
2
+ q1 + 3q0
4
,q8,q10,q11
}
.
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H(x, t) = H(τ , θ) =
θ∫
0
κ(τ , s)
τ
ds.
Then it is easy to verify that
Ht = Hτ ux + κ(x, θ)θt
τ
,
Hxt =
[
κ(x, θ)θx
τ
]
t
+ Hτ uxx + Hττ uxτx +
(
κ
τ
)
τ
τxθt,
|Hτ | + |Hττ | C1(1+ θ)q+1. (2.60)
We rewrite (1.5) as
eθ θt + θ pθux =
(
κθx
τ
)
x
+ λu
2
x + μ|wx|2 + ν|bx|2
τ
. (2.61)
Multiplying (2.61) by Ht and integrating the resulting equation over Qt , we obtain
t∫
0
1∫
0
(eθ θt + θ pθux)Ht dxds +
t∫
0
1∫
0
(
κθx
τ
)
Htx dxds
=
t∫
0
1∫
0
(
λu2x + μ|wx|2 + ν|bx|2
τ
)
Ht dxds. (2.62)
Now we estimate each term in (2.62) by using Lemmas 2.1–2.9.
We have ﬁrst
t∫
0
1∫
0
eθ θt Hτ ux dxds C1
t∫
0
1∫
0
(1+ θ)q+4|θtux|dxds
 ε
t∫
0
1∫
0
(1+ θ)q+3θ2t dxds + C1
t∫
0
1∫
0
(1+ θ)q+5u2x dxds
 ε
t∫
0
1∫
0
(1+ θ)q+3θ2t dxds + C1(ε) + C1(ε)Aq1+1, (2.63)
t∫
0
1∫
0
eθ θt
κθt
τ
dxds C0
t∫
0
1∫
0
(1+ θ)q+3θ2t dxds, (2.64)
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0
1∫
0
θ pθuxHτ ux dxds C1
t∫
0
1∫
0
(1+ θ)q+5u2x dxds
 C1 + C1Aq1+1, (2.65)
t∫
0
1∫
0
θ pθux
κθt
τ
dxds C1
t∫
0
1∫
0
(1+ θ)q+4|θtux|dxds
 ε
t∫
0
1∫
0
(1+ θ)q+3θ2t dxds + C1(ε) + C1(ε)Aq1+1, (2.66)
t∫
0
1∫
0
κθx
τ
(
κθx
τ
)
t
dxds = 1
2
1∫
0
(
κθx
τ
)2
dx
∣∣∣∣
t
0
 C1
1∫
0
(1+ θ)2qθ2x dx− C1, (2.67)
t∫
0
1∫
0
κθt
τ
Hτ uxx dxds C1
t∫
0
1∫
0
(1+ θ)2q+1|θxuxx|dxds
 C1
( t∫
0
1∫
0
(1+ θ)q+3θ2x dxds
) 1
2
( t∫
0
1∫
0
(1+ θ)3q−1u2xx dxds
) 1
2
 C1 + C1A
q2+q4+q5
2 , (2.68)
t∫
0
1∫
0
κθx
τ
Hττ uxτx dxds C1
t∫
0
1∫
0
(1+ θ)2q+1|θxuxτx|dxds
 C1
( t∫
0
1∫
0
(1+ θ)q+3θ2x dxds
) 1
2
( t∫
0
1∫
0
(1+ θ)3q−1u2xτ 2x dxds
) 1
2
 C1A
q4+q5
2
( t∫
0
‖ux‖2L∞‖τx‖2 ds
) 1
2
 C1A
q4+q5
2 +
3q0+q2
4 , (2.69)
t∫
0
∥∥∥∥
(
κθx
τ
)
x
∥∥∥∥
2
ds C1
t∫
0
(‖eθ θt‖2 + ‖θ pθux‖2 + ∥∥u2x + |wx|2 + |bx|2∥∥2)ds
 C1
t∫
0
1∫
0
[
(1+ θ)6θ2t + (1+ θ)8u2x + u4x + |wx|4 + |bx|4
]
dxds
 C1(1+ A)3−q
t∫ 1∫
(1+ θ)q+3θ2t dxds + (1+ A)q0
t∫ 1∫
(1+ θ)q+4u2x dxds
0 0 0 0
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t∫
0
‖ux‖3‖uxx‖ds +
t∫
0
‖wx‖3‖wxx‖ds +
t∫
0
‖bx‖3‖bxx‖ds
 C1(1+ A)q6
t∫
0
1∫
0
(1+ θ)q+3θ2t dxds + C1(1+ A)q0+q1
+ C1(1+ A)
q0+2q1+q2
2 + C1(1+ A)q1 , (2.70)
t∫
0
1∫
0
κθx
τ
(
κ
τ
)
τ
τxθt dxds
 C1
t∫
0
1∫
0
(1+ θ)2q|θxθtτx|dxds
 ε
t∫
0
1∫
0
(1+ θ)q+3θ2t dxds + C1
t∫
0
1∫
0
(1+ θ)3q−3
κ2
(
κθx
τ
)2
τ 2x dxds
 ε
t∫
0
1∫
0
(1+ θ)q+3θ2t dxds + C1(1+ A)q7
t∫
0
∥∥∥∥κθxτ
∥∥∥∥
2
L∞
‖τx‖2 ds
 ε
t∫
0
1∫
0
(1+ θ)q+3θ2t dxds + C1(1+ A)q0+q7
t∫
0
∥∥∥∥κθxτ
∥∥∥∥
∥∥∥∥
(
κθx
τ
)
x
∥∥∥∥ds
 ε
t∫
0
1∫
0
(1+ θ)q+3θ2t dxds + C1(1+ A)q0+q7
( t∫
0
∥∥∥∥κθxτ
∥∥∥∥
2
ds
) 1
2
( t∫
0
∥∥∥∥
(
κθx
τ
)
x
∥∥∥∥
2
ds
) 1
2
 ε
t∫
0
1∫
0
(1+ θ)q+3θ2t dxds + C1(1+ A)q0+
3q7
2
×
( t∫
0
1∫
0
(1+ θ)q+3θ2x dxds
) 1
2
( t∫
0
∥∥∥∥
(
κθx
τ
)
x
∥∥∥∥
2
ds
) 1
2
 ε
t∫
0
1∫
0
(1+ θ)q+3θ2t dxds + C1 + C1Aq0+
3q7+q4
2 +
q0+2q1+q2
4
+ C1Aq0+
3q7+q4
2 +
q1+q0
2 + C1A2q0+3q7+q4+q6
 ε
t∫
0
1∫
0
(1+ θ)q+3θ2t dxds + C1(ε) + C1Aq8 , (2.71)
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0
1∫
0
λu2x + μ|wx|2 + ν|bx|2
τ
Hτ ux dxds
 C1
t∫
0
1∫
0
(1+ θ)q+1|ux|λu
2
x + μ|wx|2 + ν|bx|2
τ
dxds
 C1
t∫
0
1∫
0
(1+ θ)q+4u2x dxds + C1
t∫
0
1∫
0
(1+ θ)q−2(λu4x + μ|wx|4 + ν|wx|4)dxds
 C1(1+ A)q1 + C1(1+ A)q9+
q0+2q1+q2
2 + C1(1+ A)q9+q1
 C1 + C1(1+ A)q10 , (2.72)
t∫
0
1∫
0
λu2x + μ|wx|2 + ν|bx|2
τ
κθt
τ
dxds
 ε
t∫
0
1∫
0
(1+ θ)q+3θ2t dxds + C1
t∫
0
1∫
0
(1+ θ)q−3(λu4x + μ|wx|4 + ν|bx|4)dxds
 ε
t∫
0
1∫
0
(1+ θ)q+3θ2t dxds + C1(1+ A)q7+
q0+2q1+q2
2 + C1(1+ A)q7+q1
 ε
t∫
0
1∫
0
(1+ θ)q+3θ2t dxds + C1(ε) + C1(ε)(1+ A)q11 . (2.73)
Therefore estimate (2.59) follows from (2.62)–(2.73) if we take ε > 0 small enough. 
Lemma 2.11. Under the assumptions in Theorem 1.1, the following estimate holds for any t > 0,
∥∥θ(t)∥∥L∞  C1. (2.74)
Proof. By Lemmas 2.1–2.10, we infer
∣∣θq+3 − θq+31 ∣∣ C1
1∫
0
∣∣θq+2θx∣∣dx
 C1
( 1∫
0
∣∣θ2qθ2x ∣∣dx
) 1
2
( 1∫
0
∣∣θ4∣∣dx
) 1
2
 C1(1+ A)
q12
2 ,
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Aq+3  C1 + C1A
q12
2 .
It is easy to verify that q12 < 2q + 6 if q > 2. Therefore, by the Young inequality, we obtain A  C1,
i.e., ‖θ(t)‖L∞  C1. 
Lemma 2.12. Under the assumptions in Theorem 1.1, the following estimates hold for any t > 0,
d
dt
∥∥τx(t)∥∥2  C1(∥∥τx(t)∥∥2 + ∥∥uxx(t)∥∥2), (2.75)
d
dt
∥∥ux(t)∥∥2  C1(∥∥θx(t)∥∥2 + ∥∥τx(t)∥∥2 + ∥∥b(t) · bx(t)∥∥2 + ∥∥ux(t)∥∥2 + ∥∥uxx(t)∥∥2), (2.76)
d
dt
∥∥wx(t)∥∥2  C1(∥∥τx(t)∥∥2 + ∥∥bx(t)∥∥2 + ∥∥wxx(t)∥∥2), (2.77)
d
dt
∥∥bx(t)∥∥2  C1(∥∥τx(t)∥∥2 + ∥∥wx(t)∥∥2 + ∥∥bxx(t)∥∥2), (2.78)
d
dt
∥∥θx(t)∥∥2 +
1∫
0
(1+ θ)q+3θ2xx dx
 C1
(∥∥θx(t)∥∥2 + ∥∥uxx(t)∥∥2 + ∥∥wxx(t)∥∥2 + ∥∥bxx(t)∥∥2). (2.79)
Proof. Differentiating (1.1) with respect to x and multiplying the resulting equation by τx , we ob-
tain (2.75).
Similarly, multiplying (1.2)–(1.4) by uxx , wxx , bxx , respectively, and then integrating the resulting
equation over [0,1], we get estimates (2.76)–(2.78).
Multiplying (2.61) by e−1θ θxx and integrating the resulting equation on [0,1], we deduce
d
dt
∥∥θx(t)∥∥2 + 2
1∫
0
κθ2xx
τeθ
dx
=
1∫
0
(
θ pθux
eθ
− λu
2
x
τeθ
− κxθx
τeθ
+ κθxτxθxx
τ 2eθ
− μw
2
x
τeθ
− νb
2
x
τeθ
)
θxx dx
 ε
∥∥θxx(t)∥∥2 + C1(∥∥ux(t)∥∥2 + ∥∥ux(t)∥∥4L4 + ∥∥θx(t)∥∥4L4 + ∥∥wx(t)∥∥4L4 + ∥∥bx(t)∥∥4L4 + ∥∥τxθx(t)∥∥2)
 2ε
∥∥θxx(t)∥∥2 + C1(∥∥ux(t)∥∥2 + ∥∥uxx(t)∥∥2 + ∥∥θx(t)∥∥2 + ∥∥wxx(t)∥∥2 + ∥∥bxx(t)∥∥2),
which, by taking ε > 0 small enough, gives (2.79). 
Lemma 2.13. Under the assumptions in Theorem 1.1, as t → +∞, the following estimates hold
∥∥τ (t) − τ∥∥H1 → 0, ∥∥u(t)∥∥H1 → 0, ∥∥u(t)∥∥L∞ → 0, (2.80)∥∥w(t)∥∥H1 → 0, ∥∥w(t)∥∥L∞ → 0, ∥∥b(t)∥∥H1 → 0, ∥∥b(t)∥∥L∞ → 0, (2.81)
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0 < C−11  θ(x, t) C1, ∀(x, t) ∈ [0,1] × [0,+∞). (2.83)
Proof. By using Lemmas 2.1–2.12, we have
t∫
0
(‖ux‖2 + ‖wx‖2 + ‖bx‖2 + ‖τx‖2 + ‖θx‖2)(s)ds C1 (2.84)
and
t∫
0
(∣∣∣∣ ddt ‖ux‖2
∣∣∣∣+
∣∣∣∣ ddt ‖wx‖2
∣∣∣∣+
∣∣∣∣ ddt ‖bx‖2
∣∣∣∣+
∣∣∣∣ ddt ‖τx‖2
∣∣∣∣+
∣∣∣∣ ddt ‖θx‖2
∣∣∣∣
)
(s)ds C1 (2.85)
which conclude (2.80)–(2.82).
We derive from (2.82) that there exists a large time t0 > 0 such that
θ(x, t) 1
2
θ > 0, ∀t  t0. (2.86)
On the other hand, if we put ω := 1
θ
, then (2.61) becomes
eθωt =
(
κωx
τ
)
x
+ τ p
2
θ
4λ
−
[
2κω2x
τω
+ ω
2
τ
(
μ|wx|2 + ν|bx|2
)+ λω2
τ
(
ux − τ pθ
2λω
)2]
which with (2.16) and (2.74) implies that there exists a positive constant C1 such that
ωt 
1
eθ
(
κωx
τ
)
x
+ C1.
Deﬁning ω˜(x, t) := C1t + max[0,1] 1θ0(x) − ω(x, t) and a parabolic operator L := − ∂∂t + 1eθ ∂∂x ( κτ ∂∂x ),
we know that ω˜(x, t) veriﬁes
Lω˜ 0, on Qt0 = [0,1] × [0, t0 + 1],
ω˜|t=0  0, on [0,1],
ω˜x|x=0,1 = 0, on [0, t0 + 1].
The standard comparison argument implies
min
(x,t)∈Q t0
ω˜(x, t) 0
which gives for any (x, t) ∈ Q T ,
θ(x, t)
(
C1t + max
x∈[0,1]
1
θ (x)
)−1
.0
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θ(x, t)
(
C1t0 + max
x∈[0,1]
1
θ0(x)
)−1
 C−11 , 0 t  t0
which, together with (2.86) and (2.74), gives (2.83). 
In what follows we will prove the exponential stability of the solution in H1+ . Now we introduce
the density of the ﬂow ρ = 1τ , then we easily get that speciﬁc entropy
η = η(τ , θ) = η(ρ, θ) = R logτ + 4a
3
τθ3 + Cv log θ, (2.87)
satisﬁes
∂η
∂ρ
= − pθ
ρ2
,
∂η
∂θ
= eθ
θ
, (2.88)
with p = Rρθ + a3 θ4 and e = Cvθ + aτθ4.
We consider the transform
A : (ρ, θ) ∈Dρ,θ =
{
(ρ, θ): ρ > 0, θ > 0
}→ (τ ,η) ∈ADρ,θ ,
where τ = 1/ρ and η = η(1/ρ, θ). Owing to the Jacobian
∂(τ ,η)
∂(ρ, θ)
= − eθ
ρ2θ
= − 1
ρ2
(
Cvθ
−1 + 4aρ−1θ2)< 0,
there is a unique inverse function (τ ,η) ∈ ADρ,θ . Thus the function e, p can be regarded as the
smooth functions of (τ ,η). We denote by
e = e(τ ,η) :≡ e(τ , θ(τ ,η))= e(ρ−1, θ),
p = p(τ ,η) :≡ p(τ , θ(τ ,η))= p(ρ−1, θ).
Let
E = 1
2
(
u2 + |w|2 + τ |b|2)+ e(τ ,η) − e(τ ,η)
− ∂e
∂τ
(τ ,η)(τ − τ ) − ∂e
∂η
(τ ,η)(η − η), (2.89)
where τ = ∫ 10 τ0 dx and θ > 0 is determined by
e(τ , θ) = e(τ ,η) =
1∫
0
(
1
2
(
u20 + |w0|2 + τ0|b0|2
)+ e(τ0, θ0)
)
dx ≡ E0, (2.90)
and
η = η(τ ,η).
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1
2
(
u2 + |w|2 + τ |b|2)+ C−11 (|τ − τ |2 + |η − η|2)
 E(τ ,u,w,b, θ) 1
2
(
u2 + |w|2 + τ |b|2)+ C1(|τ − τ |2 + |η − η|2). (2.91)
Proof. By the mean value theorem, there exists a point (τ˜ , η˜) between (τ ,η) and (τ ,η) such that
E(τ ,u,w,b, θ) = 1
2
(
u2 + |w|2 + τ |b|2)+ 1
2
[
∂2e
∂2τ
(τ˜ , η˜)(τ − τ )2
+ ∂
2e
∂2η
(τ˜ , η˜)(η − η)2 + ∂
2e
∂τ∂η
(τ˜ , η˜)(τ − τ )(η − η)
]
, (2.92)
where τ˜ = λ0τ + (1− λ0)τ , η˜ = λ0η + (1− λ0)η, 0 λ0  1.
It follows from Lemmas 2.1–2.13 that
∣∣∣∣ ∂2e∂2τ (τ˜ , η˜)
∣∣∣∣
2
+
∣∣∣∣ ∂2e∂τ∂η (τ˜ , η˜)
∣∣∣∣
2
+
∣∣∣∣ ∂2e∂2η (τ˜ , η˜)
∣∣∣∣
2
 C1. (2.93)
Thus by (2.92), (2.93) and the Cauchy inequality, we get
E(τ ,u,w,b, θ) 1
2
(
u2 + |w|2 + τ |b|2)+ C1(|τ − τ |2 + |η − η|2). (2.94)
On the other hand, we infer from (1.6) that
eττ = −pτ = ρ2pρ + θ p
2
θ
eθ
, eτη = −pη = θτ = θ pθ
eθ
, eηη = θη = θ
eθ
,
which implies that the Hessian of e(τ , θ) is positively deﬁnite for any τ > 0 and θ > 0. Thus we infer
from (2.93) that
E(τ ,u,w,b, θ) 1
2
(
u2 + |w|2 + τ |b|2)+ C−11 (|τ − τ |2 + |η − η|2),
which, together with (2.94), gives (2.91). 
The next lemma is very crucial in proving the exponential stability of solutions in Hi+ (i = 1,2,4).
Lemma 2.15. Under assumptions of Theorem 1.1, there are positive constants C1 > 0 and γ ′1 = γ ′1(C1) < γ0/2
such that for any ﬁxed γ ∈ (0, γ ′1] and for any t > 0, there holds
eγ t
(∥∥τ (t) − τ∥∥2 + ∥∥u(t)∥∥2 + ∥∥w(t)∥∥2 + ∥∥b(t)∥∥2 + ∥∥θ(t) − θ∥∥2 + ∥∥τx(t)∥∥2 + ∥∥ρx(t)∥∥2)
+
t∫
0
eγ s
(‖ρx‖2 + ‖ux‖2 + ‖wx‖2 + ‖bx‖2 + ‖θx‖2 + ‖τx‖2)(s)ds C1. (2.95)
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(
e + 1
2
(
u2 + |w|2 + τ |b|2))
t
=
(
λρuux + μρwwx + νρbbx +wb− u
(
p + 1
2
|b|2
))
x
, (2.96)
ηt =
(
κρθx
θ
)
x
+ κρ
(
θx
θ
)
x
+ λρu
2
x + μρ|wx|2 + νρ|bx|2
θ
. (2.97)
Owing to τ t = 0, θ t = 0, we infer from (2.96) and (2.97) that
Et + θ
θ
[
λρu2x + μρ|wx|2 + νρ|bx|2 + κρθ2x /θ
]
=
[
λρuux + μρwwx + νρbbx + κ
(
1− θ
θ
)
ρθx +wb− u(p − p) − 1
2
|b|2
]
x
, (2.98)
[
λ2
2
(
ρx
ρ
)2
+ λρxu
ρ
− |w|
2
2
− τ
2
|b|2
]
t
+ λρ
2
x pρ
ρ
+ (wb)x
= −λ(ρuux)x + λρu2x − μ(ρwwx)x + μρ|wx|2 − ν(ρbbx)x + νρ|bx|2
− λpθρxθx
ρ
− λρxbbx
ρ
+ 1
2
ux|b|2. (2.99)
Let
G(t) = eγ t
[
E + β
(
λ2ρ2x
2ρ2
+ λρxu
ρ
− |w|
2
2
− τ
2
|b|2
)]
.
Multiplying (2.98), (2.99) by eγ t , βeγ t , respectively, and then adding the results up, we get
∂
∂t
G(t) + eγ t
[
θ
θ
(
λρu2x + μρ|wx|2 + νρ|bx|2 + κρθ2x /θ
)
+ β
(
λρ2x pρ
ρ
− λρu2x − μρ|wx|2 − νρ|bx|2 +
λpθρxθx
ρ
− 1
2
ux|b|2 + λρxb · bx
ρ
)]
= γ eγ t
[
E + β
2
(
λ2ρ2x
ρ2
− |w|2 − τ |b|2
)
+ βλuρx
ρ
]
+ eγ t
[
(1− β)(λρuux + μρw ·wx + νρb · bx)
+ κ
(
1− θ
θ
)
ρθx − u(p − p) − 1
2
|b|2 + (1− β)w · b
]
x
. (2.100)
For the boundary conditions (1.8), integrating (1.5) over (0,1), we have
1∫ [
e(τ , θ) + 1
2
(
u2 + |w|2 + τ |b|2)]dx =
1∫ [
e0(τ0, θ0) + 1
2
(
u20 + |w0|2 + τ0|b0|2
)]
dx :≡ e(τ , θ),0 0
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∥∥e(τ , θ) − e(τ , θ)∥∥
∥∥∥∥∥e(τ , θ) −
1∫
0
e(τ , θ)dx
∥∥∥∥∥+ ‖u(t)‖
2 + ‖w(t)‖2 + ‖√τb(t)‖2
2
 C1
(∥∥ex(t)∥∥+ ∥∥ux(t)∥∥+ ∥∥wx(t)∥∥+ ∥∥bx(t)∥∥)
 C1
(∥∥θx(t)∥∥+ ∥∥ux(t)∥∥+ ∥∥wx(t)∥∥+ ∥∥bx(t)∥∥+ ∥∥ρx(t)∥∥). (2.101)
On the other hand, by (1.1), Lemmas 2.1–2.14, the mean value theorem and the Poincaré inequality,
we have
∥∥τ (t) − τ∥∥ C1∥∥τx(t)∥∥,∥∥θ(t) − θ∥∥ C1(∥∥e(τ , θ) − e(τ , θ)∥∥+ ∥∥τ (t) − τ∥∥)
 C1
(∥∥e(τ , θ) − e(τ , θ)∥∥+ ∥∥τx(t)∥∥),
which, combined with (2.101), gives
∥∥θ(t) − θ∥∥ C1(∥∥θx(t)∥∥+ ∥∥ux(t)∥∥+ ∥∥wx(t)∥∥
+ ∥∥bx(t)∥∥+ ∥∥ρx(t)∥∥+ ∥∥τx(t)∥∥). (2.102)
By the mean value theorem, Lemmas 2.1–2.14 and (2.102), we get
∥∥η(t) − η∥∥= C1∥∥η(τ , θ) − η(τ , θ)∥∥ C1(∥∥τ (t) − τ∥∥+ ∥∥θ(t) − θ∥∥)
 C1
(∥∥θ(t) − θ∥∥+ ∥∥τx(t)∥∥)
 C1
(∥∥θx(t)∥∥+ ∥∥ux(t)∥∥+ ∥∥wx(t)∥∥+ ∥∥bx(t)∥∥+ ∥∥ρx(t)∥∥+ ∥∥τx(t)∥∥). (2.103)
Integrating (2.100) over Qt , by Lemmas 2.1–2.14, the Cauchy and Poincaré inequalities and (2.102),
we deduce that for small β > 0 and for any γ > 0,
1∫
0
G(t)dx+
t∫
0
1∫
0
eγ s
[
θ
θ
(
λρu2x + μρ|wx|2 + νρ|bx|2 + κρθ2x /θ
)]
(x, s)dxds
+ β
t∫
0
1∫
0
eγ s
(
λρ2x pρ
ρ
− λρu2x − μρ|wx|2 − νρ|bx|2
+ λpθρxθx
ρ
− 1
2
ux|b|2 + λρxb · bx
ρ
)
dxds
=
1∫
0
G(0)dx+ C1γ
t∫
0
1∫
0
eγ s
(
E + β
2
(
λ2ρ2x
ρ2
− |w|2 − τ |b|2
)
+ βλuρx
ρ
)
(x, s)dxds
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t∫
0
eγ s
(‖τ − τ‖2 + ‖η − η‖2 + ‖u‖2 + ‖w‖2 + ‖b‖2 + ‖ρx‖2)(s)ds
 C1 + C1γ
t∫
0
eγ s
(‖ux‖2 + ‖wx‖2 + ‖bx‖2 + ‖θx‖2 + ‖ρx‖2 + ‖τx‖2)(s)ds. (2.104)
By Lemmas 2.1–2.14, we easily infer that the following estimate holds, for small β > 0:
1∫
0
G(t)dx eγ t
{
C−11
(∥∥τ (t) − τ∥∥2 + ∥∥η(t) − η∥∥2 + ∥∥u(t)∥∥2 + ∥∥w(t)∥∥2 + ∥∥b(t)∥∥2)
+ β
1∫
0
(
λ2
2
(
ρx
ρ
)2
+ λρxu
ρ
)
dx
}
 eγ t
{
C−11
(∥∥τ (t) − τ∥∥2 + ∥∥η(t) − η∥∥2 + ∥∥u(t)∥∥2 + ∥∥w(t)∥∥2 + ∥∥b(t)∥∥2)
+ βC−11
∥∥ρx(t)∥∥2 − C1β∥∥u(t)∥∥2}
 C−11 e
γ t(∥∥τ (t) − τ∥∥2 + ∥∥η(t) − η∥∥2 + ∥∥u(t)∥∥2 + ∥∥w(t)∥∥2
+ ∥∥b(t)∥∥2 + β∥∥ρx(t)∥∥2). (2.105)
The Young inequality gives
λpθρxθx
ρ
−1
2
λρ2x pρ
ρ
− C1θ2x (2.106)
with pρ = Rθ > 0. It follows from (2.104)–(2.106) that there exists a constant γ ′1 = γ ′1(C1) > 0 such
that for any ﬁxed γ ∈ (0, γ ′1], (2.95) holds. 
Lemma 2.16. There exists a positive constant γ1 = γ1(C1)  γ ′1 such that for any t > 0 and any ﬁxed γ ∈
(0, γ ′1], the following estimate holds
eγ t
(∥∥ux(t)∥∥2 + ∥∥wx(t)∥∥2 + ∥∥bx(t)∥∥2 + ∥∥θx(t)∥∥2)+
t∫
0
eγ s
(‖uxx‖2 + ‖wxx‖2
+ ‖bxx‖2 + ‖θxx‖2 + ‖ut‖2 + ‖wt‖2 + ‖bt‖2 + ‖θt‖2
)
(s)ds C1. (2.107)
Proof. By (1.2)–(1.5), Lemmas 2.1–2.15 and the Poincaré inequality, we have
∥∥ut(t)∥∥ C1(∥∥τx(t)∥∥+ ∥∥bx(t)∥∥+ ∥∥θx(t)∥∥+ ∥∥uxx(t)∥∥), ∥∥ux(t)∥∥ C1∥∥uxx(t)∥∥, (2.108)∥∥wt(t)∥∥ C1(∥∥τx(t)∥∥+ ∥∥bx(t)∥∥+ ∥∥wxx(t)∥∥), ∥∥wx(t)∥∥ C1∥∥wxx(t)∥∥, (2.109)∥∥bt(t)∥∥ C1(∥∥τx(t)∥∥+ ∥∥wx(t)∥∥+ ∥∥bxx(t)∥∥), ∥∥bx(t)∥∥ C1∥∥bxx(t)∥∥, (2.110)∥∥θt(t)∥∥ C1(∥∥wxx(t)∥∥+ ∥∥bxx(t)∥∥+ ∥∥θxx(t)∥∥+ ∥∥uxx(t)∥∥),∥∥θx(t)∥∥ C1∥∥θxx(t)∥∥. (2.111)
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bedding theorem, Lemmas 2.1–2.15, we deduce that
1
2
d
dt
(
eγ t
∥∥ux(t)∥∥2)+ λeγ t
1∫
0
uxx2
τ
dx
= eγ t
1∫
0
[(
p + 1
2
|b|2
)
x
+ λuxτx
τ 2
]
uxx dx+ γ
2
eγ t
∥∥ux(t)∥∥2
 γ
2
eγ t
∥∥ux(t)∥∥2 + εeγ t∥∥uxx(t)∥∥2 + C1(ε)eγ t(∥∥τx(t)∥∥2 + ∥∥θx(t)∥∥2
+ ∥∥b(t) · bx(t)∥∥2 + ∥∥τx(t)∥∥∥∥ux(t)∥∥L∞)
 γ
2
eγ t
∥∥ux(t)∥∥2 + εeγ t∥∥uxx(t)∥∥2 + C1(ε)eγ t(∥∥τx(t)∥∥2 + ∥∥θx(t)∥∥2 + ∥∥b(t) · bx(t)∥∥2
+ ∥∥ux∥∥1/2∥∥uxx(t)∥∥1/2∥∥τx(t)∥∥)
 C1γ eγ t
∥∥uxx(t)∥∥2 + C1(ε)eγ t(∥∥τx(t)∥∥2 + ∥∥θx(t)∥∥2
+ ∥∥b(t) · bx(t)∥∥2 + ∥∥ux(t)∥∥2), (2.112)
i.e., for γ > 0 small enough,
1
2
d
dt
(
eγ t
∥∥ux(t)∥∥2)+ 1
2C1
eγ t
∥∥uxx(t)∥∥2
 C1γ −1eγ t
(∥∥τx(t)∥∥2 + ∥∥θx(t)∥∥2 + ∥∥b(t) · bx(t)∥∥2 + ∥∥ux(t)∥∥2). (2.113)
Similarly, we can get
1
2
d
dt
(
eγ t
∥∥wx(t)∥∥2)+ 1
2C1
eγ t
∥∥wxx(t)∥∥2
 C1γ −1eγ t
(∥∥τx(t)∥∥2 + ∥∥bx(t)∥∥2 + ∥∥wx(t)∥∥2), (2.114)
1
2
d
dt
(
eγ t
∥∥bx(t)∥∥2)+ 1
2C1
eγ t
∥∥bxx(t)∥∥2
 C1γ −1eγ t
(∥∥τx(t)∥∥2 + ∥∥bx(t)∥∥2 + ∥∥wx(t)∥∥2), (2.115)
1
2
d
dt
(
eγ t
∥∥θx(t)∥∥2)+ 1
2C1
eγ t
∥∥θxx(t)∥∥2
 γ eγ t
(∥∥θxx(t)∥∥2 + ∥∥wxx(t)∥∥2 + ∥∥bxx(t)∥∥2 + ∥∥uxx(t)∥∥2). (2.116)
Adding (2.113)–(2.116), integrating the resulting relation with respect to t and using Lemma 2.15,
we obtain (2.107) for γ ∈ (0, γ ′1] small enough. 
Till now we have completed the proof of Theorem 1.1.
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In this section we study the global existence and exponential stability of problem (1.1)–(1.8) in H2+ .
We begin with the following lemma.
Lemma 3.1. Under the assumptions in Theorem 1.2, for any t > 0, the following estimate holds
∥∥ut(t)∥∥2 + ∥∥wt(t)∥∥2 + ∥∥bt(t)∥∥2 + ∥∥θt(t)∥∥2
+
t∫
0
(‖utx‖2 + ‖wtx‖2 + ‖btx‖2 + ‖θtx‖2)(s)ds C2. (3.1)
Proof. Differentiating (1.2) with respect to t , multiplying the resulting by ut , and then integrating the
result equation over (0,1), we infer that
d
dt
∥∥ut(t)∥∥2 + ∥∥utx(t)∥∥2
 1
2
∥∥utx(t)∥∥2 + C1(∥∥ux(t)∥∥2 + ∥∥b(t)∥∥2L∞∥∥bt(t)∥∥2 + ∥∥(1+ θ3)θt(t)∥∥2 + ∥∥ux(t)∥∥4L4)
 1
2
∥∥utx(t)∥∥2 + C2(∥∥uxx(t)∥∥2 + ∥∥θt(t)∥∥2 + ∥∥τx(t)∥∥2 + ∥∥wx(t)∥∥2 + ∥∥bxx(t)∥∥2),
which, together with Theorem 1.1, gives
∥∥ut(t)∥∥2 +
t∫
0
‖utx‖2(s)ds C2. (3.2)
Analogously, we have
∥∥θt(t)∥∥2 +
t∫
0
‖θtx‖2(s)ds C2, (3.3)
∥∥wt(t)∥∥2 +
t∫
0
‖wtx‖2(s)ds C2, (3.4)
∥∥bt(t)∥∥2 +
t∫
0
‖btx‖2(s)ds C2. (3.5)
Thus (3.1) follows from (3.2)–(3.5). 
Lemma 3.2. Under the assumptions in Theorem 1.2, for any t > 0, the following estimate holds
∥∥uxx(t)∥∥2 + ∥∥wxx(t)∥∥2 + ∥∥bxx(t)∥∥2 + ∥∥θxx(t)∥∥2 + ∥∥ux(t)∥∥L∞ + ∥∥wx(t)∥∥L∞ + ∥∥bx(t)∥∥L∞
+ ∥∥θx(t)∥∥L∞ +
t∫ (‖uxxx‖2 + ‖wxxx‖2 + ‖bxxx‖2 + ‖θxxx‖2)(s)ds C2. (3.6)
0
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ut = −
(
p + 1
2
|b|2
)
x
+
(
λux
τ
)
x
= Rθτx − λuxτx
τ 2
+ λuxx − Rθx
τ
− b · bx. (3.7)
Using Eq. (3.7), Theorem 1.1, Lemma 3.1, Sobolev’s embedding theorem and Young’s inequality, we
have
∥∥uxx(t)∥∥ C2(∥∥ut(t)∥∥+ ∥∥θx(t)∥∥+ ∥∥τx(t)θ(t)∥∥+ ∥∥b(t) · bx(t)∥∥+ ∥∥τx(t)∥∥+ ∥∥τx(t)ux(t)∥∥)
 C2
(∥∥ut(t)∥∥+ ∥∥θx(t)∥∥+ ∥∥τx(t)∥∥+ ∥∥bx(t)∥∥2 + ∥∥ux(t)∥∥ 12 ∥∥uxx(t)∥∥ 12 )
 1
2
∥∥uxx(t)∥∥+ C2(∥∥ut(t)∥∥+ 1), (3.8)
t∫
0
‖uxxx‖2(s)ds C2 + C2
t∫
0
‖utx‖2(s)ds C2, (3.9)
which leads to
∥∥uxx(t)∥∥ C2, ∥∥ux(t)∥∥L∞  C2.
Similarly, we have
t∫
0
(‖wxxx‖2 + ‖bxxx‖2 + ‖θxxx‖2)(s)ds C2, (3.10)
∥∥wxx(t)∥∥+ ∥∥bxx(t)∥∥+ ∥∥θxx(t)∥∥ C2(∥∥wt(t)∥∥+ ∥∥bt(t)∥∥+ ∥∥θt(t)∥∥+ 1) C2, (3.11)∥∥wx(t)∥∥L∞ + ∥∥bx(t)∥∥L∞ + ∥∥θx(t)∥∥L∞  C2. (3.12)
Thus (3.6) follows from (3.8)–(3.12). 
Lemma 3.3. Under the assumptions in Theorem 1.2, for any t > 0, the following estimate holds
∥∥τxx(t)∥∥2 +
t∫
0
‖τxx‖2(s)ds C2. (3.13)
Proof. Differentiating (1.2) with respect to x, we obtain
λ
d
dt
(
τxx
τ
)
+ Rθ
τ
τxx
τ
= utx + F (x, t), (3.14)
where
F (x, t) =
(
R
τ
+ 4a
3
θ3
)
θxx − 2τx(Rθx − λuxx)
τ 2
+ 2τ
2
x (Rθ − λux)
τ 3
+ 4aθ2θx + b · bxx + |bx|2.
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d
dt
∥∥∥∥τxxτ (t)
∥∥∥∥
2
+ C1
∥∥∥∥τxxτ (t)
∥∥∥∥
2
 ε
∥∥∥∥τxxτ (t)
∥∥∥∥
2
+ C2
(∥∥utx(t)∥∥2 + ∥∥θxx(t)∥∥2 + ∥∥bx(t)∥∥4L4 + ∥∥θx(t)∥∥4L4
+ ∥∥τx(t)∥∥4L4 + ∥∥ux(t)τ 2x (t)∥∥2 + ∥∥θ(t)τ 2x (t)∥∥2)
 ε
∥∥∥∥τxxτ (t)
∥∥∥∥
2
+ C2(ε)
(∥∥utx(t)∥∥2 + ∥∥θxx(t)∥∥2 + ∥∥bxx(t)∥∥2 + ∥∥τx(t)∥∥2),
which, combined with Lemma 3.1 and Theorem 1.1, gives for ε > 0 small enough
∥∥τxx(t)∥∥2 +
t∫
0
‖τxx‖2(s)ds C2. (3.15)
Thus (3.13) follows from Theorem 1.1 and (3.15). 
Lemma 3.4. Under assumptions of Theorem 1.2, for any (τ0,u0, θ0,w0,b0) ∈ H2+ , there exists a positive
constant γ ′2 = γ ′2(C2) γ1 such that for any ﬁxed γ ∈ (0, γ ′2], the following estimate holds: ∀t > 0,
eγ t
(∥∥ut(t)∥∥2 + ∥∥wt(t)∥∥2 + ∥∥bt(t)∥∥2 + ∥∥θt(t)∥∥2 + ∥∥uxx(t)∥∥2 + ∥∥wxx(t)∥∥2 + ∥∥bxx(t)∥∥2 + ∥∥θxx(t)∥∥2)
+
t∫
0
eγ s
(‖utx‖2 + ‖wtx‖2 + ‖btx‖2 + ‖θtx‖2)(s)ds C2. (3.16)
Proof. Differentiating (1.2) with respect to t , multiplying the result by uteγ t and integrating the re-
sulting equation, we conclude
1
2
eγ t
∥∥ut(t)∥∥2 + λ
t∫
0
eγ s
∥∥∥∥ utx√τ
∥∥∥∥
2
(s)ds
 C2 + γ
2
t∫
0
eγ s
(
‖ut‖2 +
∥∥∥∥ utx√τ
∥∥∥∥
2)
(s)dτ
+ C2
t∫
0
eγ s
(‖ux‖2 + ‖θt‖2 + ‖bt‖2 + ‖bx‖2 + ‖ux‖4L4)(s)ds
 C2 +
(
C2γ + γ
2
) t∫
0
eγ s
∥∥∥∥ utx√τ
∥∥∥∥
2
(s)ds
+ C2
t∫
eγ s
(‖θt‖2 + ‖bt‖2 + ‖bx‖2 + ‖uxx‖2)(s)ds. (3.17)
0
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eγ t
(∥∥ut(t)∥∥2 + ∥∥uxx(t)∥∥2)+
t∫
0
eγ s‖utx‖2 ds C2, ∀t > 0. (3.18)
Analogously, we have
eγ t
(∥∥wt(t)∥∥2 + ∥∥wxx(t)∥∥2 + ∥∥bt(t)∥∥2 + ∥∥bxx(t)∥∥2 + ∥∥θt(t)∥∥2 + ∥∥θxx(t)∥∥2)
+
t∫
0
eγ s
(‖wtx‖2 + ‖btx‖2 + ‖θtx‖2)ds C2, ∀t > 0. (3.19)
By (3.18) and (3.19), we get (3.16). 
Lemma 3.5. There exists a positive constant γ2 = γ2(C2) γ ′2 such that for any ﬁxed γ ∈ (0, γ2], the follow-
ing estimate holds
∥∥τ (t) − τ∥∥H2  C2e−γ t, ∀t > 0. (3.20)
Proof. Multiplying (1.1) by et/2C1 and choosing γ so small that γ  γ2(C2), and using Lemma 3.4, we
have
∥∥τxx(t)∥∥2  C2e−t/2C1  C2e−γ t, (3.21)
which, together with Lemmas 2.14 and 2.15, gives the estimate (3.20). The proof is now complete. 
Till now we have completed the proof of Theorem 1.2.
4. Proof of Theorem 1.3
In this section we will study the global existence and exponential stability of problem (1.1)–(1.8)
in H4+ . We begin with the following lemma.
Lemma 4.1. Under the assumptions in Theorem 1.3, the following estimates hold
∥∥utx(x,0)∥∥+ ∥∥wtx(x,0)∥∥+ ∥∥btx(x,0)∥∥+ ∥∥θtx(x,0)∥∥ C3, (4.1)
∥∥utt(x,0)∥∥+ ∥∥wtt(x,0)∥∥+ ∥∥btt(x,0)∥∥+ ∥∥θtt(x,0)∥∥
+ ∥∥utxx(x,0)∥∥+ ∥∥wtxx(x,0)∥∥+ ∥∥btxx(x,0)∥∥+ ∥∥θtxx(x,0)∥∥ C4. (4.2)
Proof. We easily infer from (1.2) and Theorems 1.1–1.2 that
∥∥ut(t)∥∥ C3(∥∥τx(t)∥∥+ ∥∥θx(t)∥∥+ ∥∥uxx(t)∥∥+ ∥∥ux(t)∥∥L∞∥∥τx(t)∥∥+ ∥∥b(t)∥∥L∞∥∥bx(t)∥∥)
 C3
(∥∥τx(t)∥∥+ ∥∥θx(t)∥∥+ ∥∥uxx(t)∥∥+ ∥∥bx(t)∥∥).
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∥∥utx(t)∥∥ C3(∥∥τx(t)∥∥H1 + ∥∥θx(t)∥∥H1 + ∥∥ux(t)∥∥H2 + ∥∥bx(t)∥∥H1), (4.3)
or
∥∥uxxx(t)∥∥ C3(∥∥τx(t)∥∥H1 + ∥∥θx(t)∥∥H1 + ∥∥u(t)∥∥H2 + ∥∥bx(t)∥∥H1 + ∥∥utx(t)∥∥). (4.4)
Differentiating (1.2) with respect to x twice, using the embedding theorem and Theorems 1.1–1.2,
we conclude
∥∥utxx(t)∥∥ C3(∥∥τx(t)∥∥H2 + ∥∥θx(t)∥∥H2 + ∥∥ux(t)∥∥H3 + ∥∥bx(t)∥∥H2), (4.5)
or
∥∥uxxxx(t)∥∥ C3(∥∥τx(t)∥∥H2 + ∥∥θx(t)∥∥H2 + ∥∥u(t)∥∥H3 + ∥∥bx(t)∥∥H2 + ∥∥utxx(t)∥∥). (4.6)
Similarly, we have
∥∥wt(t)∥∥ C3(∥∥wx(t)∥∥H1 + ∥∥bx(t)∥∥+ ∥∥τx(t)∥∥),∥∥wtx(t)∥∥ C3(∥∥wx(t)∥∥H2 + ∥∥bx(t)∥∥H1 + ∥∥τx(t)∥∥H1), or (4.7)∥∥wxxx(t)∥∥ C3(∥∥wx(t)∥∥H1 + ∥∥bx(t)∥∥H1 + ∥∥τx(t)∥∥H1 + ∥∥wtx(t)∥∥), (4.8)∥∥wtxx(t)∥∥ C3(∥∥wx(t)∥∥H3 + ∥∥bx(t)∥∥H2 + ∥∥τx(t)∥∥H2), or (4.9)∥∥wxxxx(t)∥∥ C3(∥∥wx(t)∥∥H2 + ∥∥bx(t)∥∥H2 + ∥∥τx(t)∥∥H2 + ∥∥wtxx(t)∥∥), (4.10)∥∥bt(t)∥∥ C3(∥∥bx(t)∥∥H1 + ∥∥wx(t)∥∥+ ∥∥τx(t)∥∥),∥∥btx(t)∥∥ C3(∥∥bx(t)∥∥H2 + ∥∥wx(t)∥∥H1 + ∥∥τx(t)∥∥H1), or (4.11)∥∥bxxx(t)∥∥ C3(∥∥bx(t)∥∥H1 + ∥∥wx(t)∥∥H1 + ∥∥τx(t)∥∥H1 + ∥∥btx(t)∥∥), (4.12)∥∥btxx(t)∥∥ C3(∥∥bx(t)∥∥H3 + ∥∥wx(t)∥∥H2 + ∥∥τx(t)∥∥H2), or (4.13)∥∥bxxxx(t)∥∥ C3(∥∥bx(t)∥∥H2 + ∥∥wx(t)∥∥H2 + ∥∥τx(t)∥∥H2 + ∥∥btxx(t)∥∥), (4.14)∥∥θt(t)∥∥ C3(∥∥ux(t)∥∥+ ∥∥τx(t)∥∥+ ∥∥θxx(t)∥∥+ ∥∥ux(t)∥∥L∞∥∥ux(t)∥∥
+ ∥∥wx(t)∥∥L∞∥∥wx(t)∥∥+ ∥∥bx(t)∥∥L∞∥∥bx(t)∥∥+ ∥∥θx(t)∥∥L∞∥∥θx(t)∥∥)
 C3
(∥∥θxx(t)∥∥+ ∥∥uxx(t)∥∥+ ∥∥wxx(t)∥∥+ ∥∥bxx(t)∥∥), (4.15)∥∥θtx(t)∥∥ C3(∥∥θt(t)∥∥+ ∥∥θx(t)∥∥H2 + ∥∥τx(t)∥∥H1
+ ∥∥ux(t)∥∥H1 + ∥∥wx(t)∥∥H1 + ∥∥bx(t)∥∥H1), or (4.16)∥∥θxxx(t)∥∥ C3(∥∥θx(t)∥∥H1 + ∥∥τx(t)∥∥H1 + ∥∥ux(t)∥∥H1 + ∥∥wx(t)∥∥H1
+ ∥∥bx(t)∥∥H1 + ∥∥θtx(t)∥∥), (4.17)∥∥θtxx(t)∥∥ C3(∥∥θx(t)∥∥H3 + ∥∥τx(t)∥∥H2 + ∥∥ux(t)∥∥H2 + ∥∥wx(t)∥∥H2 + ∥∥bx(t)∥∥H2), or (4.18)
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+ ∥∥bx(t)∥∥H2 + ∥∥θtxx(t)∥∥). (4.19)
Differentiating (1.2) with respect to t , and using Theorems 1.1–1.2, (4.3), (4.5), (4.11)–(4.12) and
(4.16), we derive
∥∥utt(t)∥∥ C3(∥∥τx(t)∥∥H2 + ∥∥ux(t)∥∥H3 + ∥∥bx(t)∥∥H2 + ∥∥wx(t)∥∥H1 + ∥∥θx(t)∥∥H2). (4.20)
Similarly, we obtain
∥∥wtt(t)∥∥ C3(∥∥τx(t)∥∥H2 + ∥∥bx(t)∥∥H2 + ∥∥wx(t)∥∥H3 + ∥∥ux(t)∥∥H1), (4.21)∥∥btt(t)∥∥ C3(∥∥τx(t)∥∥H2 + ∥∥bx(t)∥∥H3 + ∥∥wx(t)∥∥H2 + ∥∥ux(t)∥∥H1), (4.22)∥∥θtt(t)∥∥ C3(∥∥τx(t)∥∥H2 + ∥∥ux(t)∥∥H2 + ∥∥bx(t)∥∥H2 + ∥∥wx(t)∥∥H2 + ∥∥θx(t)∥∥H3). (4.23)
Thus (4.1) and (4.2) follow from (4.3), (4.7), (4.11), (4.16) and from (4.5), (4.9), (4.13), (4.18) and
(4.20)–(4.23), respectively. 
Lemma 4.2. Under the assumptions in Theorem 1.3, for any t > 0, the following estimates hold
∥∥utt(t)∥∥2 +
t∫
0
‖uttx‖2(s)ds C3 + C3
t∫
0
(‖btxx‖2 + ‖θtxx‖2)(s)ds, (4.24)
∥∥wtt(t)∥∥2 +
t∫
0
‖wttx‖2(s)ds C3 + C3
t∫
0
‖btxx‖2(s)ds, (4.25)
∥∥btt(t)∥∥2 +
t∫
0
‖bttx‖2(s)ds C3 + C3
t∫
0
‖wtxx‖2(s)ds, (4.26)
∥∥θtt(t)∥∥2 +
t∫
0
‖uttx‖2(s)ds C3 + C2ε−1
t∫
0
‖θtxx‖2(s)ds + C1ε
t∫
0
(‖utxx‖2 + ‖uttx‖2
+ ‖wtxx‖2 + ‖wttx‖2 + ‖btxx‖2 + ‖bttx‖2
)
(s)ds. (4.27)
Proof. Differentiating (1.2) with respect to t twice, multiplying the resulting equation by utt , perform-
ing an integration by parts, using Theorems 1.1–1.2 and Lemma 4.1, we have
1
2
d
dt
1∫
0
u2tt dx = −
1∫
0
[
−
(
p + 1
2
|b|2
)
+ λux
τ
]
tt
uttx dx
−C−11
∥∥uttx(t)∥∥2 + C2(∥∥θtt(t)∥∥2 + ∥∥btt(t)∥∥2 + ∥∥utt(t)∥∥2 + ∥∥bt(t)∥∥4)
+ C1
(∥∥ux(t)∥∥2 + ∥∥utx(t)∥∥2). (4.28)
1478 Y. Qin et al. / J. Differential Equations 253 (2012) 1439–1488Thus, using Theorems 1.1–1.2 and Lemma 4.1, we get
∥∥utt(t)∥∥2 +
t∫
0
‖uttx‖2(s)ds C3 + C3
t∫
0
(‖btxx‖2 + ‖θtxx‖2)(s)ds.
Analogously, we obtain (4.25)–(4.27). The proof is now complete. 
Lemma 4.3. Under the assumptions in Theorem 1.3, the following estimates hold: ∀t > 0,
∥∥utx(t)∥∥2 +
t∫
0
‖utxx‖2(s)ds C3ε−6 + C2ε2
t∫
0
(‖btxx‖2 + ‖θtxx‖2 + ‖uttx‖2)(s)ds, (4.29)
∥∥wtx(t)∥∥2 +
t∫
0
‖wtxx‖2(s)ds C3ε−6 + C2ε2
t∫
0
(‖wtxx‖2 + ‖bttx‖2)(s)ds, (4.30)
∥∥btx(t)∥∥2 +
t∫
0
‖btxx‖2(s)ds C3ε−6 + C2ε2
t∫
0
(‖btxx‖2 + ‖wttx‖2)(s)ds, (4.31)
∥∥θtx(t)∥∥2 +
t∫
0
‖θtxx‖2(s)ds C3ε−6 + C2ε2
t∫
0
(‖btxx‖2 + ‖utxx‖2 + ‖wtxx‖2
+ ‖θttx‖2 + ‖θxxx‖‖θtx‖
)
(s)ds. (4.32)
Proof. Differentiating (1.2) with respect to x and t , multiplying the resulting equation by utx , and
integrating by parts, we arrive at
1
2
d
dt
∥∥utx(t)∥∥2 = B0(x, t) + B1(t), (4.33)
where
B0(x, t) = σtxutx|x=1x=0, B1(t) = −
1∫
0
σtxutxx dx.
We use Theorems 1.1–1.2, the interpolation inequality and Poincaré’s inequality to obtain
B0  C1
[(∥∥ux(t)∥∥L∞ + ∥∥θt(t)∥∥L∞)(∥∥τx(t)∥∥L∞ + ∥∥θx(t)∥∥L∞)
+ ∥∥bt(t)∥∥L∞∥∥bx(t)∥∥L∞ + ∥∥btx(t)∥∥L∞∥∥b(t)∥∥L∞ + ∥∥θtx(t)∥∥L∞ + ∥∥θ(t)∥∥L∞∥∥τtx(t)∥∥L∞
+ ∥∥ux(t)∥∥L∞∥∥uxx(t)∥∥L∞ + ∥∥utx(t)∥∥L∞∥∥τx(t)∥∥L∞ + ∥∥utxx(t)∥∥L∞]∥∥utx(t)∥∥L∞
 C3(B01 + B02)
∥∥utx(t)∥∥ 12 ∥∥utxx(t)∥∥ 12 , (4.34)
where
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∥∥ux(t)∥∥H2 + ∥∥θt(t)∥∥+ ∥∥θtx(t)∥∥+ ∥∥bt(t)∥∥+ ∥∥btx(t)∥∥,
B02 =
∥∥θtx(t)∥∥ 12 ∥∥θtxx(t)∥∥ 12 + ∥∥utxx(t)∥∥ 12 ∥∥utxxx(t)∥∥ 12 + ∥∥utxx(t)∥∥
+ ∥∥utx(t)∥∥ 12 ∥∥utxx(t)∥∥ 12 + ∥∥btx(t)∥∥ 12 ∥∥btxx(t)∥∥ 12 .
Using the Young inequality several times, we derive
C3B01
∥∥utx(t)∥∥ 12 ∥∥utxx(t)∥∥ 12
 C3
(
21/4ε1/2
∥∥utxx(t)∥∥ 12 )
(
B01‖utx(t)‖ 12
21/4ε1/2
)
 ε
2
2
∥∥utxx(t)∥∥2 + C3ε− 23 B− 4301 ∥∥utx(t)∥∥− 23
 ε
2
2
∥∥utxx(t)∥∥2 + C3ε− 23 (B201 + ∥∥utx(t)∥∥2)
 ε
2
2
∥∥utxx(t)∥∥2 + C3ε− 23 (∥∥utx(t)∥∥2 + ∥∥ux(t)∥∥2H2 + ∥∥θt(t)∥∥2
+ ∥∥θtx(t)∥∥2 + ∥∥bt(t)∥∥2 + ∥∥btx(t)∥∥2), (4.35)
and
C3B02
∥∥utx(t)∥∥ 12 ∥∥utxx(t)∥∥ 12  ε2
2
∥∥utxx(t)∥∥2 + ε2(∥∥utxxx(t)∥∥2 + ∥∥btxx(t)∥∥2 + ∥∥θtxx(t)∥∥2)
+ C3ε−6
(∥∥utx(t)∥∥2 + ∥∥θtx(t)∥∥2 + ∥∥btx(t)∥∥2). (4.36)
Thus we infer from (4.34)–(4.36) that
B0  ε2
(∥∥utxxx(t)∥∥2 + ∥∥utxx(t)∥∥2 + ∥∥btxx(t)∥∥2 + ∥∥θtxx(t)∥∥2)
+ C3ε−6
(∥∥utx(t)∥∥2 + ∥∥θtx(t)∥∥2 + ∥∥btx(t)∥∥2 + ∥∥θt(t)∥∥2 + ∥∥ux(t)∥∥2H2 + ∥∥bt(t)∥∥2),
which, together with Theorems 1.1–1.2 and Lemmas 4.1–4.2, yields
t∫
0
B0 ds ε2
t∫
0
(‖utxxx‖2 + ‖utxx‖2 + ‖btxx‖2 + ‖θtxx‖2)(s)ds + C3ε−6. (4.37)
Similarly, by Theorems 1.1–1.2, Lemmas 4.1–4.2 and the embedding theorem, we have
B1  (2C3)−1
∥∥utxx(t)∥∥2 + C3(∥∥utx(t)∥∥2 + ∥∥btx(t)∥∥2
+ ∥∥θt(t)∥∥2H1 + ∥∥ux(t)∥∥2 + ∥∥ux(t)∥∥2H1), (4.38)
which combined with (4.33), (4.37), (4.38), Theorems 1.1–1.2 and Lemmas 4.1–4.2 gives that for ε ∈
(0,1) small enough,
∥∥utx(t)∥∥2 +
t∫
‖utxx‖2(s)ds C3ε−6 + C2ε2
t∫ (‖btxx‖2 + ‖θtxx‖2 + ‖utxxx‖2)(s)ds. (4.39)
0 0
1480 Y. Qin et al. / J. Differential Equations 253 (2012) 1439–1488On the other hand, differentiating (1.2) with respect to x and t , using Theorems 1.1–1.2 and Lem-
mas 4.1–4.2, we have
∥∥utxxx(t)∥∥ C1∥∥uttx(t)∥∥+ C2(∥∥uxx(t)∥∥2H2 + ∥∥θx(t)∥∥2H1
+ ∥∥τx(t)∥∥2H1 + ∥∥bx(t)∥∥2H1 + ∥∥θt(t)∥∥2H2 + ∥∥bt(t)∥∥2H2). (4.40)
Thus inserting (4.40) into (4.39) implies estimate (4.29).
Analogously, we can obtain estimates (4.30)–(4.32). 
Lemma 4.4. Under the assumptions in Theorem 1.3, for any t > 0, the following estimates hold
∥∥utt(t)∥∥2 + ∥∥utx(t)∥∥2 + ∥∥wtt(t)∥∥2 + ∥∥wtx(t)∥∥2 + ∥∥btt(t)∥∥2 + ∥∥btx(t)∥∥2 + ∥∥θtt(t)∥∥2 + ∥∥θtx(t)∥∥2
+
t∫
0
(‖uttx‖2 + ‖utxx‖2 + ‖wttx‖2 + ‖wtxx‖2 + ‖bttx‖2
+ ‖btxx‖2 + ‖θttx‖2 + ‖θtxx‖2
)
(s)ds C4, (4.41)
∥∥τxxx(t)∥∥2H1 + ∥∥τxx(t)∥∥2W 1,∞ +
t∫
0
(‖τxxx‖2H1 + ‖τxx‖2W 1,∞)(s)ds C4, (4.42)
∥∥uxxx(t)∥∥2H1 + ∥∥uxx(t)∥∥2W 1,∞ + ∥∥wxxx(t)∥∥2H1 + ∥∥wxx(t)∥∥2W 1,∞ + ∥∥bxxx(t)∥∥2H1 + ∥∥bxx(t)∥∥2W 1,∞
+ ∥∥θxxx(t)∥∥2H1 + ∥∥θxx(t)∥∥2W 1,∞ + ∥∥τtxxx(t)∥∥2 + ∥∥utxx(t)∥∥2 + ∥∥wtxx(t)∥∥2 + ∥∥btxx(t)∥∥2 + ∥∥θtxx(t)∥∥2
+
1∫
0
(‖utt‖2 + ‖wtt‖2 + ‖btt‖2 + ‖θtt‖2 + ‖uxx‖2W 2,∞ + ‖wxx‖2W 2,∞ + ‖bxx‖2W 2,∞ + ‖θxx‖2W 2,∞
+ ‖θtxx‖2H1 + ‖utxx‖2H1 + ‖wtxx‖2H1 + ‖btxx‖2H1 + ‖θtx‖2W 1,∞ + ‖utx‖2W 1,∞
+ ‖wtx‖2W 1,∞ + ‖btx‖2W 1,∞ + ‖τtxxx‖2H1
)
(s)ds C4, (4.43)
t∫
0
(‖uxxxx‖2H1 + ‖wxxxx‖2H1 + ‖bxxxx‖2H1 + ‖θxxxx‖2H1)(s)ds C4. (4.44)
Proof. Adding up (4.29)–(4.32), picking ε ∈ (0,1) enough small, by Lemmas 4.1–4.3, and Gronwall’s
inequality, we get
∥∥utx(t)∥∥2 + ∥∥wtx(t)∥∥2 + ∥∥btx(t)∥∥2 + ∥∥θtx(t)∥∥2 +
t∫
0
(‖utxx‖2 + ‖wtxx‖2 + ‖btxx‖2 + ‖θtxx‖2)(s)ds
 C3ε−6 + C2ε2
t∫
0
(‖uttx‖2 + ‖wttx‖2 + ‖bttx‖2 + ‖θttx‖2 + ‖θtx‖‖θxxx‖)(s)ds, (4.45)
which, combined with (4.24)–(4.27), yields (4.41).
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λ
∂
∂t
(
τxx
τ
)
+ Rθ
τ
τxx
τ
= utx + F (x, t), (4.46)
where F (x, t) = ( Rτ + 4a3 θ3)θxx − 2Rτxθxτ 2 +
2τ 2x Rθ
τ 3
+ 4aθ2θ2x + b · bxx + |bx|2 + 2λτxuxxτ 2 −
2λτ 2x ux
τ 3
.
Differentiating (4.46) with respect to x, we obtain
λ
∂
∂t
(
τxxx
τ
)
+ Rθ
τ
τxxx
τ
= utxx + Fx(x, t) + 2θτxτxx
τ 3
− θxτxx
τ 2
+ λ
(
τxτxx
τ 2
)
t
≡ E1(x, t). (4.47)
Obviously, we can infer from Lemmas 4.1–4.3 that
∥∥E1(t)∥∥ C2(∥∥utxx(t)∥∥+ ∥∥θx(t)∥∥H2 + ∥∥ux(t)∥∥H2 + ∥∥bx(t)∥∥H2 + ∥∥τx(t)∥∥H1), (4.48)
leading to
t∫
0
‖E1‖2(s)ds C4. (4.49)
Multiplying (4.47) by τxxxτ , we get
d
dt
∥∥∥∥τxxxτ (t)
∥∥∥∥
2
+ C−11
∥∥∥∥τxxxτ (t)
∥∥∥∥
2
 C1
∥∥E1(t)∥∥2, (4.50)
which, combined with (4.49) and Lemmas 4.1–4.3, gives
∥∥τxxx(t)∥∥2 +
t∫
0
‖τxxx‖2(s)ds C4. (4.51)
By (4.4), (4.6), (4.8), (4.10), (4.12), (4.14), (4.17), (4.19), (4.41), (4.51) and Lemmas 4.1–4.3, and using
the embedding theorem, we have
∥∥uxxx(t)∥∥2 + ∥∥uxx(t)∥∥2L∞ + ∥∥wxxx(t)∥∥2 + ∥∥wxx(t)∥∥2L∞ + ∥∥bxxx(t)∥∥2 + ∥∥bxx(t)∥∥2L∞
+ ∥∥θxxx(t)∥∥2 + ∥∥θxx(t)∥∥2L∞ +
1∫
0
(‖uxx‖2W 1,∞ + ‖wxx‖2W 1,∞ + ‖bxx‖2W 1,∞ + ‖θxx‖2W 1,∞
+ ‖θxxx‖2H1 + ‖uxxx‖2H1 + ‖wxxx‖2H1 + ‖bxxx‖2H1
)
(s)ds C4. (4.52)
Differentiating (1.2)–(1.5) with respect to t , using (4.41) and Lemmas 4.1–4.3, we get
∥∥utxx(t)∥∥ C1∥∥utt(t)∥∥+ C1(∥∥utx(t)∥∥+ ∥∥btx(t)∥∥+ ∥∥θtx(t)∥∥) C4, (4.53)∥∥wtxx(t)∥∥ C1∥∥wtt(t)∥∥+ C1(∥∥wtx(t)∥∥+ ∥∥btx(t)∥∥) C4, (4.54)
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which, combined with (4.6), (4.10), (4.14) and (4.19), implies
∥∥uxxxx(t)∥∥+ ∥∥wxxxx(t)∥∥+ ∥∥bxxxx(t)∥∥+ ∥∥θxxxx(t)∥∥+
t∫
0
(‖utxx‖2 + ‖wtxx‖2 + ‖btxx‖2
+ ‖θtxx‖2 + ‖uxxxx‖2 + ‖wxxxx‖2 + ‖bxxxx‖2 + ‖θxxxx‖2
)
(s)ds C4. (4.57)
Therefore it follows from (4.52), (4.57) and using the embedding theorem, we obtain
∥∥uxxx(t)∥∥L∞ + ∥∥wxxx(t)∥∥L∞ + ∥∥bxxx(t)∥∥L∞ + ∥∥θxxx(t)∥∥L∞
+
t∫
0
(‖uxxx‖2L∞ + ‖wxxx‖2L∞ + ‖bxxx‖2L∞ + ‖θxxx‖2L∞)(s)ds C4. (4.58)
Differentiating (4.47) with respect to x, we obtain
λ
∂
∂t
(
τxxxx
τ
)
+ Rθ
τ
τxxxx
τ
= E2(x, t) (4.59)
where E2(x, t) = E1x(x, t) + λ ∂∂t ( τxτxxxτ 2 ) + Rθτxτxxxτ 3 − ( Rθτ )x τxxxτ .
Using the embedding theorem and Lemmas 4.1–4.3, we can conclude
∥∥E2(t)∥∥ C2(∥∥utxxx(t)∥∥+ ∥∥θx(t)∥∥H3 + ∥∥ux(t)∥∥H3 + ∥∥bx(t)∥∥H3 + ∥∥τx(t)∥∥H2). (4.60)
We infer from (4.20)–(4.23) that
t∫
0
(‖utt‖2 + ‖wtt‖2 + ‖btt‖2 + ‖θtt‖2)(s)ds C4, (4.61)
which, together with Lemma 4.3 and (4.41), gives
t∫
0
(‖utxxx‖2 + ‖wtxxx‖2 + ‖btxxx‖2 + ‖θtxxx‖2)(s)ds C4. (4.62)
Thus it follows from (4.41), (4.60) (4.62) and Lemmas 4.1–4.3 that
t∫ ∥∥E2(s)∥∥2 ds C4. (4.63)
0
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d
dt
∥∥∥∥τxxxxτ (t)
∥∥∥∥
2
+ C1
∥∥∥∥τxxxxτ (t)
∥∥∥∥
2
 C1
∥∥E2(t)∥∥2, (4.64)
whence by (4.63), we have
∥∥τxxxx(t)∥∥2 +
t∫
0
‖τxxxx‖2(s)ds C4. (4.65)
Differentiating (1.2) with respect to x three times, using Lemmas 4.1–4.3 and Poincaré’s inequality,
we have
∥∥uxxxxx(t)∥∥ C3∥∥utxxx(t)∥∥+ C3(∥∥τx(t)∥∥H3 + ∥∥ux(t)∥∥H3 + ∥∥θx(t)∥∥H3 + ∥∥bx(t)∥∥H3). (4.66)
Thus we conclude from (1.1), (4.57), (4.62), (4.65) and (4.66) that
t∫
0
(‖uxxxxx‖2 + ‖τtxxx‖H1)(s)ds C4. (4.67)
Similarly, we can deduce from (1.3)–(1.5) that
t∫
0
(‖bxxxxx‖2 + ‖wxxxxx‖2 + ‖θxxxxx‖2)(s)ds C4, (4.68)
which, together with (4.52) and (4.67), gives
t∫
0
(‖uxx‖2W 2,∞ + ‖wxx‖2W 2,∞ + ‖bxx‖2W 2,∞ + ‖θxx‖2W 2,∞)(s)ds C4. (4.69)
Finally, using (1.1), (4.51)–(4.57), (4.65), (4.67)–(4.69) and Sobolev’s interpolation inequality, we
can get the desired estimates (4.42)–(4.44). 
Lemma 4.5. Under assumptions of Theorem 1.3, for any (τ0,u0,w0,b0, θ0) ∈ H4+ , there exists a positive
constant γ (1)4 = γ (1)4 (C4)  γ2(C2) such that for any ﬁxed γ ∈ (0, γ (1)4 ], the following estimates hold for
any t > 0 and ε ∈ (0,1) small enough,
eγ t
∥∥utt(t)∥∥2 +
t∫
0
eγ s‖uttx‖2(s)ds C3 + C3
t∫
0
eγ s
(‖btxx‖2 + ‖θtxx‖2)(s)ds, (4.70)
eγ t
∥∥wtt(t)∥∥2 +
t∫
eγ s‖wttx‖2(s)ds C3 + C3
t∫
eγ s‖btxx‖2(s)ds, (4.71)0 0
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∥∥btt(t)∥∥2 +
t∫
0
eγ s‖bttx‖2(s)ds C3 + C3
t∫
0
eγ s‖wtxx‖2(s)ds, (4.72)
eγ t
∥∥θtt(t)∥∥2 +
t∫
0
eγ s‖θttx‖2(s)ds
 C3 + C2ε−1
t∫
0
eγ s‖θtxx‖2(s)ds + C1ε
t∫
0
eγ s
(‖utxx‖2 + ‖uttx‖2 + ‖wtxx‖2
+ ‖wttx‖2 + ‖btxx‖2 + ‖bttx‖2
)
(s)ds. (4.73)
Proof. The proofs of (4.70)–(4.73) are basically same as those of (4.24)–(4.27). The difference here is
to estimate (4.70)–(4.73) with weighted exponential function eγ t . Multiplying (4.28) by eγ t and using
(4.20) and Theorem 1.2, we have
1
2
eγ t
∥∥utt(t)∥∥2  C4 − (C−11 − C1γ )
t∫
0
eγ s‖uttx‖2(s)ds + C2
t∫
0
eγ s
(‖btt‖2 + ‖θtt‖2)(s)ds
 C4 −
(
C−11 − C1γ
) t∫
0
eγ s‖uttx‖2(s)ds
+ C2
t∫
0
eγ s
(‖btxx‖2 + ‖θtxx‖2)(s)ds, (4.74)
which gives (4.70) if we take γ > 0 so small that 0 < γ min[ 1
4C21
, γ2(C2)].
Similarly, we get (4.71)–(4.73). The proof is now complete. 
Lemma 4.6. Under assumptions of Theorem 1.3, for any (τ0,u0,w0,b0, θ0) ∈ H4+ , there exists a positive
constant γ (2)4  γ
(1)
4 such that for any ﬁxed γ ∈ (0, γ (2)4 ], the following estimates hold for any t > 0 and
ε ∈ (0,1) small enough,
eγ t
∥∥utx(t)∥∥2 +
t∫
0
eγ s‖utxx‖2(s)ds
 C3ε−6 + C2ε2
t∫
0
eγ s
(‖btxx‖2 + ‖θtxx‖2 + ‖uttx‖2)ds, (4.75)
eγ t
∥∥wtx(t)∥∥2 +
t∫
0
eγ s‖wtxx‖2(s)ds C3ε−6 + C2ε2
t∫
0
eγ s
(‖wtxx‖2 + ‖bttx‖2)(s)ds, (4.76)
eγ t
∥∥btx(t)∥∥2 +
t∫
eγ s‖btxx‖2(s)ds C3ε−6 + C2ε2
t∫
eγ s
(‖btxx‖2 + ‖wttx‖2)(s)ds, (4.77)
0 0
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∥∥θtx(t)∥∥2 +
t∫
0
eγ s‖θtxx‖2(s)ds C3ε−6 + C2ε2
t∫
0
eγ s
(‖btxx‖2 + ‖utxx‖2 + ‖wtxx‖2
+ ‖θttx‖2 + ‖θxxx‖‖θtx‖
)
(s)ds. (4.78)
Proof. Multiplying (4.33) by eγ t and using (4.34), (4,38) and Theorem 1.2, we infer that for any ε ∈
(0,1) small enough,
eγ t
∥∥utx(t)∥∥2  C3ε−6 − [(2C1)−1 − ε2 − C1γ ]
t∫
0
eγ s‖utxx‖2(s)ds
+ ε2
t∫
0
eγ s
(‖btxx‖2 + ‖θtxx‖2 + ‖utxxx‖2)(s)ds, (4.79)
which with (4.40) gives (4.75) if we take γ > 0 and ε ∈ (0,1) so small that 0 < ε < min[1,1/(8C1)]
and 0 < γ min[γ (1)4 ,1/(8C21)] ≡ γ (2)4 . In the same manner, we easily derive (4.76)–(4.78). 
Lemma 4.7. Under assumptions of Theorem 1.3, for any (τ0,u0,w0,b0, θ0) ∈ H4+ , there exists a positive con-
stant γ4  γ (2)4 such that for any ﬁxed γ ∈ (0, γ4], the following estimates hold for any t > 0,
eγ t
(∥∥utt(t)∥∥2 + ∥∥utx(t)∥∥2 + ∥∥wtt(t)∥∥2 + ∥∥wtx(t)∥∥2 + ∥∥btt(t)∥∥2 + ∥∥btx(t)∥∥2 + ∥∥θtt(t)∥∥2
+ ∥∥θtx(t)∥∥2)+
t∫
0
eγ s
(‖uttx‖2 + ‖utxx‖2 + ‖wttx‖2 + ‖wtxx‖2 + ‖bttx‖2 + ‖btxx‖2
+ ‖θttx‖2 + ‖θtxx‖2
)
(s)ds C4, (4.80)
eγ t
(∥∥τxxx(t)∥∥2H1 + ∥∥τxx(t)∥∥2W 1,∞)+
t∫
0
eγ s
(‖τxxx‖2H1 + ‖τxx‖2W 1,∞)(s)ds C4, (4.81)
eγ t
(∥∥uxxx(t)∥∥2H1 + ∥∥uxx(t)∥∥2W 1,∞ + ∥∥wxxx(t)∥∥2H1 + ∥∥wxx(t)∥∥2W 1,∞ + ∥∥bxxx(t)∥∥2H1
+ ∥∥bxx(t)∥∥2W 1,∞ + ∥∥θxxx(t)∥∥2H1 + ∥∥θxx(t)∥∥2W 1,∞ + ∥∥τtxxx(t)∥∥2 + ∥∥utxx(t)∥∥2 + ∥∥wtxx(t)∥∥2
+ ∥∥btxx(t)∥∥2 + ∥∥θtxx(t)∥∥2)+
t∫
0
eγ s
(‖utt‖2 + ‖wtt‖2 + ‖btt‖2 + ‖θtt‖2 + ‖uxx‖2W 2,∞
+ ‖wxx‖2W 2,∞ + ‖bxx‖2W 2,∞ + ‖θxx‖2W 2,∞ + ‖θtxx‖2H1 + ‖utxx‖2H1 + ‖wtxx‖2H1 + ‖btxx‖2H1
+ ‖θtx‖2W 1,∞ + ‖utx‖2W 1,∞ + ‖wtx‖2W 1,∞ + ‖btx‖2W 1,∞ + ‖τtxxx‖2H1
)
(s)ds C4, (4.82)
t∫
0
eγ s
(‖uxxxx‖2H1 + ‖wxxxx‖2H1 + ‖bxxxx‖2H1 + ‖θxxxx‖2H1)(s)ds C4. (4.83)
1486 Y. Qin et al. / J. Differential Equations 253 (2012) 1439–1488Proof. Multiplying (4.70)–(4.73) by ε, ε, ε and ε3/2 respectively, adding the resulting inequality, and
then taking ε > 0 small enough, we can obtain the desired estimate (4.80).
Multiplying (4.50) by eγ t and using (4.48), (4.80) and Theorem 1.2, and choosing γ > 0 so small
that 0 < γ  γ4 ≡ min[1/(2C1), γ (2)4 ], we conclude that for any t > 0,
eγ t
∥∥∥∥τxxxτ (t)
∥∥∥∥
2
+ 1
2C1
t∫
0
eγ s
∥∥∥∥τxxxτ
∥∥∥∥
2
(s)ds C3 + C1
t∫
0
eγ s
∥∥E1(s)∥∥2 ds C4,
whence
eγ t
∥∥τxxx(t)∥∥2 +
t∫
0
eγ s‖τxxx‖2(s)ds C4. (4.84)
Similarly to (4.52), (4.57)–(4.58), (4.61)–(4.62), using (4.80), (4.84) and Theorem 1.2, we have that
for any ﬁxed γ ∈ (0, γ4] and any t > 0,
eγ t
(∥∥uxxx(t)∥∥2H1 + ∥∥uxx(t)∥∥2W 1,∞ + ∥∥wxxx(t)∥∥2H1 + ∥∥wxx(t)∥∥2W 1,∞ + ∥∥bxxx(t)∥∥2H1
+ ∥∥bxx(t)∥∥2W 1,∞ + ∥∥θxxx(t)∥∥2H1 + ∥∥θxx(t)∥∥2W 1,∞ + ∥∥utxx(t)∥∥2 + ∥∥wtxx(t)∥∥2 + ∥∥btxx(t)∥∥2)
+
t∫
0
eγ s
(‖uxx‖2W 2,∞ + ‖wxx‖2W 2,∞ + ‖bxx‖2W 2,∞ + ‖θxx‖2W 2,∞
+ ‖θtxx‖2H1 + ‖utxx‖2H1 + ‖wtxx‖2H1 + ‖btxx‖2H1 + ‖θtx‖2W 1,∞
+ ‖utx‖2W 1,∞ + ‖wtx‖2W 1,∞ + ‖btx‖2W 1,∞
)
(s)ds C4 (4.85)
and
t∫
0
eγ s
(‖utt‖2 + ‖wtt‖2 + ‖btt‖2 + ‖θtt‖2 + ‖θtxx‖2
+ ‖utxx‖2 + ‖wtxx‖2 + ‖btxx‖2
)
(s)ds C4. (4.86)
Multiplying (4.64) by eγ t and using (4.60), (4.80), (4.84)–(4.86) and Theorem 1.2, we get that for
any ﬁxed γ ∈ (0, γ4],
eγ t
∥∥∥∥τxxxxτ (t)
∥∥∥∥
2
+ 1
2C1
t∫
0
eγ s
∥∥∥∥τxxxxτ
∥∥∥∥
2
(s)ds C4 + C1
t∫
0
eγ s
∥∥E2(s)∥∥2 ds C4,
that is,
eγ t
∥∥τxxxx(t)∥∥2 +
t∫
eγ s‖τxxxx‖2(s)ds C4, ∀t > 0. (4.87)0
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t∫
0
eγ s
(‖uxxxxx‖2 + ‖wxxxxx‖2 + ‖bxxxxx‖2 + ‖θxxxxx‖2 + ‖τtxxx‖2H1
+ ‖uxx‖2W 2,∞ + ‖θxx‖2W 2,∞ + ‖wxx‖2W 2,∞ + ‖bxx‖2W 2,∞
)
(s)ds C4, ∀t > 0. (4.88)
Finally, we combine estimates (4.80), (4.84)–(4.88) with the interpolation inequality to derive the
required estimates (4.81)–(4.83). The proof is now complete. 
Till now we have completed the proof of Theorem 1.3.
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