Construction of error-correcting codes achieving a designated minimum distance parameter is a central problem in coding theory. A classical and algebraic family of error-correcting codes studied for this purpose are the BCH codes. In this work, we study a very simple construction of linear codes that achieve a given distance parameter K. Moreover, we design a simple, nearly optimal syndrome decoder for the code as well. The running time of the decoder is only logarithmic in the block length of the code, and nearly linear in the distance parameter K. This decoder can be applied to exact for-all sparse recovery over any field, improving upon previous results with the same number of measurements. Furthermore, computation of the syndrome from a received word can be done in nearly linear time in the block length. We also demonstrate an application of these techniques in non-adaptive group testing, and construct simple explicit measurement schemes with O(K 2 log 2 N ) tests and O(K 3 log 2 N ) recovery time for identifying up to K defectives in a population of size N .
I. INTRODUCTION
The problem of constructing low-redundancy codes with practical decoding algorithms that handle a prescribed number of adversarial errors has been extensively studied in coding theory. We distinguish between two standard decoding settings for linear codes: Syndrome decoding, where one has access to the syndrome of the corrupted codeword, and full decoding, where one has access to the corrupted codeword itself. In both cases, the goal is to return the error pattern.
The syndrome holds extra pre-computed information about the corrupted codeword. As a result, we expect to be able to perform syndrome decoding much faster than full decoding. In fact, while full decoding has complexity at least linear in the block length of the code, syndrome decoding can be potentially accomplished in time sublinear in the block length.
Two examples of families of high-rate linear codes with good decoding guarantees are the classical BCH codes and expander codes, introduced by Sipser and Spielman [1] . The properties of BCH codes derive from the theory of polynomials over large finite fields. On the other hand, the guarantees behind expander codes follow from the combinatorial properties of the underlying expander graphs. Due to their combinatorial nature, expander codes have simple decoders, while decoding BCH codes requires sophisticated algorithms which perform arithmetic over large fields. However, while BCH codes support sublinear syndrome decoding [2] , no such sublinear syndrome decoders are known for expander codes. Syndrome decoding of linear codes can be interpreted as sparse recovery over a finite field. In exact for-all sparse recovery, the goal is to recover all sparse vectors x from W x, where W is a measurement matrix (which may be sampled with high probability from some distribution). Moreover, it is desireable to minimize recovery time and number of measurements (i.e., rows) of W with respect to the sparsity and length of the vectors. We say a for-all sparse recovery scheme is approximate if it allows recovery (within some error) of the best sparse approximation of arbitrary vectors. There has been significant interest in developing combinatorial algorithms for sparse recovery. Unlike their geometric counterparts, such procedures have the advantage of supporting sublinear time recovery. Furthermore, while sparse recovery is normally studied over the reals, such algorithms can usually be modified to perform sparse recovery over any field.
A different sparse recovery problem that has been extensively studied is that of Non-Adaptive Group Testing (NAGT). In this setting, the goal is to identify all defectives within a given population. To this end, we may (non-adaptively) perform tests by pooling items of our choice and asking whether there is a defective item in the pool. A main problem in this area consists in finding NAGT schemes supporting sublinear recovery time with few tests.
A. Related Work
Dodis, Reyzin, and Smith [2] gave a poly(K log N ) time syndrome decoding algorithm for BCH codes, where N is the block length and K is the maximum number of errors. In contrast, the best syndrome decoders for expander codes with small number of errors run in time O(DN ), where D is the left degree of the expander [3] .
The work on combinatorial for-all sparse recovery algorithms was initiated by Cormode and Muthukrishnan [4] , and several others soon followed [5] , [6] , [7] with improved recovery time and number of measurements. More recently, sublinear time combinatorial algorithms for approximate forall sparse recovery with optimal number of measurements [8] or very efficient recovery [9] were given (both with strong approximation guarantees).
The first NAGT schemes supporting sublinear recovery time with few tests were given independently by Cheraghchi [10] and Indyk, Ngo, and Rudra [11] . Subsequently, Ngo, Porat, and Rudra [12] also obtained explicit sublinear time NAGT schemes. We note that the constructions in [10] , [12] are robust against test errors.
B. Contributions and Techniques
Our codes are a bitmasked version of expander codes. The bitmasking technique (which is explained in Section II-C) has already been used in [4] , [5] , [6] , [7] , [9] in several different ways to obtain sublinear time recovery algorithms for approximate sparse recovery. The parity-check matrices of our codes are obtained by following the same ideas as [7] , [9] : We take the parity-check matrix of an expander code, bitmask it, and stack the two matrices. Note that these codes have a blowup of log N , where N is the block length, in the redundancy when compared to expander codes. However, we show that these codes support randomized and deterministic syndrome decoding in time O(K log K·log N ) under a random expander, where K is the number of errors. 1 We remark that this is within an O(log K) factor of the optimal recovery time for small K.
In particular, this also leads to randomized and deterministic full decoders running in time O(log K · N log N ).
Our syndrome decoders can be made to work over any field with almost no modification. As a result, we obtain a recovery algorithm for exact for-all sparse recovery over any field with nearly optimal recovery time O(K log K · log N ) from O(K log 2 N ) measurements. This improves upon the previous best recovery time of O(K log K · log 2 N ) with the same number of measurements in the exact for-all setting [7] , [9] . Although sublinear time sparse recovery is possible with fewer measurements, the dependency on N is generally worse than what we obtain (see [8, Table 1 ]).
Our randomized decoders have several advantages over their deterministic counterparts that make them more practical. First, the hidden constants in the runtime are smaller. Second, the runtime is independent of the degree and error of the underlying expander. As a result, we can instantiate our codes under explicit expanders with sub-optimal degree without affecting the decoding complexity. Third, the failure probability of the algorithm has a negligible effect on its runtime for large block lengths. In particular, our randomized full decoder is more practical than the expander codes decoder even under a random expander if K is small.
In the second part of our work, we present a simple, explicit NAGT scheme with recovery time O(K 3 log 2 N ) from O(K 2 log 2 N ) tests, where N is the population size and K is the maximum number of defectives. Such a scheme is obtained by bitmasking a disjunct matrix. The recovery time of this scheme is better than of those presented in Section I-A, albeit we are an O(log N ) factor away from the optimal number of tests. Moreover, unlike our scheme, those schemes make use of algebraic list-decodable codes and hence have sophisticated recovery algorithms.
Finally, we note that the bitmasking technique has been used in a different way to obtain efficient NAGT schemes which recover a large fraction of defectives, or even all defectives, with a small error probability [13] .
C. Organization
In Section II, we introduce several concepts and results that will be relevant for our work in later sections. We present our code construction and the decoding algorithms in Section III. Our results on non-adaptive group testing can be found in Section IV. Due to space constraints, most proofs have been deferred to the full version.
II. PRELIMINARIES A. Notation
We denote the set {0, . . . , N − 1} by [N ]. Given a vector x, we denote its support {i : x i = 0} by supp(x). We say a vector is K-sparse if |supp(x)| ≤ K. We index vectors starting at 0. Sets are denoted by calligraphic letters like S and X . We denote the base-2 logarithm by log. Given a graph G and a set of vertices S, we denote its neighborhood in G by Γ(S). The i-th row (resp. column) of a matrix W is denoted by W i· (resp. W ·i ).
B. Unbalanced Bipartite Expanders
In this section, we introduce unbalanced bipartite expander graphs. We will need such graphs to define our code in Section III.
We call such i ∈ [D] seeds and denote the neighborhood of S in G i by Γ i (S). Informally, we say that a bipartite expander graph is unbalanced if |R| is much smaller than |L|. The next lemma follows immediately from Markov's inequality.
Lemma 2: Fix some c > 1 and a set S such that |S| ≤ K, and let G be a (D, K, )-layered bipartite expander. Then, for at least
The next theorem states we can sample near-optimal layered unbalanced bipartite expanders with high probability.
Theorem 
C. Bitmasking
In this section, we introduce bitmasking and present an important property we will be exploiting in our algorithms.
Fix two matrices W and W of dimensions M × N and M × N , respectively. Then, the row tensor product of W and W is an
We define a bit-test matrix B of dimensions log N ×N such that the j-th column of B is the binary expansion of j with the least significant bits on top. Then, we informally call W ⊗ B the bitmask of W . The main reason why we want to use such matrices is the following: Suppose that for a binary vector x and some q, u it holds that supp(x)∩supp(W q· ) = {u}. Then, the entries of (W ⊗ B)x indexed by q log N, . . . , q log N + log N − 1 compose the binary expansion of u.
D. Group Testing
In this section, we introduce the concepts from Non-Adaptive Group Testing (NAGT) that we use throughout this paper. A detailed treatment of NAGT can be found in [15] .
We map a population of N items to an N -bit vector x with 1's signalling defectives. We can represent the set of T tests for NAGT as rows of a binary T × N test matrix W such that W ij = 1 if and only if item j participates in test i. We denote the outcome of such tests on x by W x = j∈supp(x) W ·j . NAGT schemes are equivalent to disjunct matrices.
Definition 4 (Disjunct matrix): A matrix W is said to be K-disjunct if no column of W is contained in the bit-wise union of any other up to K columns in W . There exist explicit constructions of near-optimal K-disjunct matrices.
Theorem 5 ( [16] , [17] ): There exist explicit K-disjunct matrices with T = O(K 2 log N ) rows. Moreover, all columns of such matrices are O(K log N )-sparse, and T is optimal up to a log K factor.
III. CODE CONSTRUCTION AND DECODING
In this section, we define our codes and analyze algorithms for syndrome and full decoding. As mentioned in Section I, our deterministic syndrome decoder can be applied with almost no modification to exact for-all sparse recovery over any field, improving upon previous results for this type of matrices [7] , [9] .
Let N be the desired block-length of the code, K an upper bound on the number of adversarial errors introduced, and ∈ (0, 1) a constant to be determined later. We fix an adjacency matrix W of a It follows that H has dimensions (D ·M (1+log N ))×N , and so C has rate at least 1 − D·M (1+log N )
. In particular, if K and are constants, then C has rate at least 1 − O log 2 N N . Note that instead of storing the whole paritycheck matrix H in memory, one can just store the function table of C, which requires space N D log M , along with a binary lookup table of dimensions log N × N containing the log N -bit binary expansions of 0, . . . , N − 1.
A. Syndrome Decoding
In this section, we begin by presenting and analyzing a randomized syndrome decoding algorithm for our codes. This algorithm is inspired by the techniques from [7] , and also the sparse recovery algorithms presented in [9] . This randomized algorithm can be easily made deterministic, and we describe how this can be accomplished at the end of this section.
Fix some codeword c ∈ C, and suppose c is corrupted by some pattern of at most K (adversarially chosen) errors. Let x denote the resulting corrupted codeword. We have x = c + e for a K-sparse error vector e. For s ∈ [D], let G s denote the subgraph induced by the function C s = C(·, s), and let W s be its adjacency matrix. Recall that the goal of syndrome decoding is to recover e from the syndrome Hx = He.
Informally, the first iteration of the algorithm on input Hx = He works as follows: First, we estimate |supp(e)|. Second, we sample fresh seeds until we find one, call it s, such that we can guarantee Γ s (supp(e)) is large enough relative to our estimate of |supp(e)|. Third, we follow a strategy similar to [7, Section 5] on G s to obtain a K-sparse vector y that approximates the error vector e. Then, if necessary, we repeat these steps with x − y in place of x.
A detailed description of the algorithm can be found in Algorithm 1. We will proceed to show the procedure described there returns the correct error pattern e with probability at least 1 − η, provided is a small enough constant depending on ν and δ (which are free parameters).
First, we show that procedure Estimate returns a good approximation of the size of supp(e). The next lemma states that, provided supp(e) has good expansion properties in G s , procedure Approximate returns a good approximation of supp(e).
Lemma 7: Fix a constant ν ∈ (0, 1) and a vector e ∈ {0, 1} N . Suppose that
Then, procedure Approximate(W s · x, (W s ⊗ B)x) returns a |supp(e)|-sparse vector y ∈ {0, 1} N such that ||e − y|| 0 ≤ ν||e|| 0 . Proof Sketch: By the property of W ⊗ B described in Section II-C, it follows that each vertex in Γ s (supp(e)) with a single neighbor in supp(e) adds a correct position to y. Due to the check in Line 14, only vertices in Γ s (supp(e)) with at least three neighbors in supp(e) may add a wrong position to y. We can use (1) to lower and upper bound the number of such vertices, respectively. Return to Line
Computes a good approximation of supp(e)
12:
Set y = 0 13: for q = 0, 1, . . . , M − 1 do
14:
if (W s · x) q = 0 then 15:
Let u ∈ [N ] be the integer with binary expansion
16:
Set y u = 1.
17:
Output y Output y + z
Observe that the seed chosen by the GoodSeed procedure satisfies (1) with high probability by Lemma 6. The next lemma states that if we set to be a small enough constant with respect to δ and ν, then GoodSeed returns a seed within 1+δ δ i.i.d. samples in expectation. Lemma 8: Suppose that < 1 2(1+δ) and (1 − 2(1 + δ) ) 2 ≥ 1 − 2ν/5. Then, a uniformly random seed satisfies Line 7 of Algorithm 1 with probability at least δ 1+δ . Combining Lemmas 6, 7, and 8, it follows that the first iteration of Decode with input Hx obtains a sparse vector y 1 on Line 25 satisfying ||e−y 1 || 0 ≤ ν||e|| 0 with high probability.
In the second iteration of Decode we work with the syndrome of (x − y). Thus, we obtain a sparse vector y 2 satisfying ||e − y 1 − y 2 || 0 ≤ ν 2 ||e|| 0 . Continuing like this, after iterations of Decode we obtain a 2K-sparse vector y = y 1 + · · · + y satisfying ||e − y|| 0 ≤ ν ||e|| 0 . If ν ||e|| 0 < 1, then we know that y = e. We have the following result.
Theorem 9: Suppose that , ν, and δ satisfy the conditions from Lemma 8. Then, Decode(Hx, η, ν, δ, ) returns the error vector e with probability at least 1 − η in at most 1 + log K log(1/ν) iterations of (or calls to) the Decode procedure.
Proof: Follows by combining the previous discussion with a union bound for the failure probability over all iterations.
We proceed to discuss the runtime complexity of our randomized syndrome decoder. We have the following result.
Theorem 10: On input Hx, procedure Decode returns e with probability at least 1 − η in expected time
where r is defined as in Line 19 of Algorithm 1.
We make some remarks about Theorem 10. First, the hidden constants are small as we do not make use of sophisticated algorithms. Second, note that the runtime is independent of the degree D and error of the expander. This means we can instantiate our codes under explicit expanders with suboptimal degree and still have the same decoding complexity. For example, by using the explicit highly unbalanced layered expanders from [18] , we obtain explicit high-rate codes with O(log N ) randomized syndrome decoding. Lastly, observe that the failure probability η does not affect the dominating term in the runtime complexity. As a result, we can set η to be an arbitrarily small constant of our choice with barely no effect on the runtime of our procedure for large block lengths. The randomized syndrome decoder described in Algorithm 1 can be easily turned into a deterministic syndrome decoder running in time As already discussed in Section I-B, this decoder can be applied with almost no modification to exact for-all sparse recovery over any field, thus improving on previous results in this setting with the same number of measurements.
B. Full Decoding
We can directly obtain full decoding algorithms from our syndrome decoders. This can be done by incorporating the computation of W s · x and (W s ⊗ B)x for every relevant seed s into the syndrome decoder. As a result, we get a randomized full decoder which on input x = c + e returns the error vector e with probability at least 1 − η in expected time
Here, we focus solely on the properties of this randomized full decoder. First, note that only one simple computation per iteration takes time O(N log N ): Computing (W s ⊗ B)x for the chosen seed s. Therefore, the hidden constant in the runtime is small. Moreover, as before, the runtime is independent of the degree and error of the expander, and the effect of the failure probability η on the runtime is negligible for large block lengths.
IV. GROUP TESTING
In this section, we show how we can easily obtain a scheme for non-adaptive group testing with few tests and sublinear time recovery. More precisely, we will prove the following: Theorem 11: Given N and K, there is an explicit test matrix W of dimensions T × N , where T = O(K 2 log 2 N ), such that we can recover a K-sparse vector x from W x in time O(K 3 log 2 N ).
We begin by describing the test matrix W . Let W be an explicit K-disjunct matrix of dimensions M × N . Then, our test matrix W is defined as
where B is the log N × N bit-test matrix from Section II-C. It follows immediately that W has dimensions T × N with T = M log N .
It remains to describe and analyze the recovery algorithm that determines x from W x. Let y (1) = W x and y (2) = (W ⊗ B) x. At a high level, we begin by recovering a small superset of supp(x) from the bitmask. Then, we use the naive recovery algorithm for the original disjunct matrix to remove all false positives. A rigorous description of the recovery procedure can be found in Algorithm 2. We present two lemmas which follow easily from the K-disjunctness of W and the property of the bitmask from Section II-C.
Lemma 12: Suppose that x is K-sparse. Then, if S = SuperSet(W x), we have supp(x) ⊆ S.
Lemma 13: If x is K-sparse and supp(x) ⊆ S, then Remove(W x, S) returns supp(x). We obtain Theorem 11 by combining Lemmas 12 and 13 with Algorithm 2, and using the near-optimal explicit disjunct matrices from Theorem 5 as W . We exploit the sparsity of the columns of W to improve the recovery time.
