Load balancing in large parallel systems with distributed memory is a di cult task often in uencing the overall e ciency of applications substantially. A number of e cient distributed load balancing strategies have been developed in the recent years. Although they are currently not generally available as part of parallel operating systems, it is often not di cult to integrate them into applications. This paper gives a classi cation of di erent load balancing problems based on application characteristics. For the case of applications out of the eld of scienti c computing, useful methods are described in more detail.
Introduction
The use of parallel processing is established in nearly all areas of science and technology. Small, symmetric multiprocessor systems (SMPs) can be found within many of the powerful modern workstations. Medium-sized machines with up to 30 processors and (virtually) shared memory are becoming more and more common. While the techniques for parallelizing application algorithms are generally available, most of them fail if scalable codes for large, massively parallel systems have to be designed. The principle of globally shared memory is physically not scalable to more than a small number of processors. Larger systems typically consist of processors with own local memory, i.e. they implement distributed memory. Data exchange in such machines uses message passing via a communication network.
The problem of load balancing becomes much more di cult in large, distributed systems. Algorithms have to minimize both load imbalance and communication overhead of the application. Additionally, they should be e cient themselves (i.e. they should balance the load with as little overhead as possible) and they should be scalable.
For a number of di erent applications, e cient distributed load balancing strategies have been developed in the recent years. 21 Although they are currently not generally available, e.g. as part of parallel operating systems, it 1 is often not di cult to integrate them into applications. 20 However, the algorithms to be used for load balancing still depend heavily on the characteristics of the application. Section 2 of this paper gives a classi cation of di erent load balancing problems based on application characteristics. For the case of applications out of the eld of scienti c computing, useful methods are described in more detail in Section 3 and 4.
Load Balancing: A Classi cation
To be able to classify load balancing problems, one has to de ne models describing the application and the architecture of the target machine. The exchange of data in parallel systems with distributed memory is usually performed by communication via a routing network. Therefore, we will consider only messagepassing based systems for the rest of the paper. Such architectures consist of a number of processors with local memory and a communication network. Concepts like virtually shared memory or global address spaces which appear in some of the most recent commercial systems are usually implemented by message passing, too.
Several models describing parallel systems and parallel applications have been designed in the past. 22 The most popular among them are certainly the LogP-and the BSP-model. The models di er in the way how processors and communication networks are described. Most of them abstract from the structure of the routing network. Unfortunately, the communication structure of the application and the communication capabilities of the network are important factors for the design of load balancing algorithms and can not be neglected. The Distributed Memory Model (DMM) is suited best to describe the topological structure of a parallel system. 19;24 It describes the machine by a graph where nodes stand for processors and edges denote possible connections.
In the following, we view a parallel system with P processors by a graph H = (U; F) with nodes U = f0; : : :; P ?1g and edges F U U. We consider only homogeneous systems, thus we omit node and edge weights which would be needed to model heterogeneous machines.
A parallel application is modeled as graph G = (V; E; ; ) with nodes V = f0; : : :; N ? 1g, edges E V V , node weights : V !IR and edge weights : E!IR. The meaning of nodes and edges can di er from application to application. For example, nodes can describe processes or data items, edges can stand for data dependencies or communication demands.
Using this kind of modeling, load balancing can be viewed as a graph embedding problem. The task is to nd a mapping : G!H of the applica- tion graph to the processor graph minimizing certain cost criteria. Depending on the application, the graph G can be static or dynamic, i.e. the computational load of the application nodes may change during run-time, or not. The processor graph is usually considered to be static. Static applications have to be mapped only once onto the processor network and do not change during run-time. Thus, the load balancing problem can be reduced to a classical mapping problem where one graph has to be embedded into another. Most applications from the area of scienti c computing behave static in this context. Examples are all kinds of non-adaptive FEMsimulations. 9 Section 3 considers the case of static load balancing and presents some of the most e cient solution methods.
Dynamic load balancing problems occur if the application graph changes during run-time. The graph may grow or shrink, i.e. nodes and edges might be inserted or deleted, or the node and edge weights may vary. Load balancing problems can be classi ed according to the weight functions of the application graph. Especially the granularity of an application is of importance for the choice of the right balancing algorithm. Fine-granular applications consist of a large number of light-weighted nodes representing small processes or data items. Coarse-granular tasks are those with a small number of heavy processes.
The distinction often determines whether an application node can be migrated or not. Heavy processes are usually di cult to move from one processor to another during run-time, while data items can be transfered without problems. Accordingly, we classify dynamic load balancing problems depending on the communication structure of the application and on the possibility to migrate processes. Figure 1 shows the subdivision of balancing problems into four classes.
The Dynamic Mapping Problem usually appears in the context of clientserver applications. During run-time, processes are generated dynamically and have to be placed onto processors. There are almost no dependencies between them (thus, only little communication), but they also can not be migrated. Once placed, a process has to stay on \its" processor until termination. Load balancing algorithms have to take into account the tradeo between increasing overhead (e.g. to gather information about the system state) and increasing balancing quality. 8 If there are strong communication dependencies between the processes and they additionally can not be moved, the placement problem becomes quite di cult. This so called Dynamic Embedding problem occurs in dynamic treesearch applications like con guration systems or game tree search. 25 The Dynamic Loadbalancing Problem is the classical load balancing problem. For applications where migratable jobs without communication dependencies are generated dynamically, a large number of e cient load balancing algorithms are known. 21 Problems of the fourth class, the Re-Embedding Problems, usually occur in scienti c computing applications. The application graph changes during runtime, communication dependencies have to be considered, but nodes can be migrated between processors. Examples for such applications are adaptivenite element simulations where the mesh is re ned depending on the solution. 2;5 We will consider this class of problems in Section 4 in more detail.
The Static Problem
This section deals with the static load balancing problem, i.e. neither the structure nor the weights of the application graph G change during run-time. We assume that G is completely known prior to the start of the application. Examples of this kind of applications occur in di erent elds, e.g. none-adaptive methods for numerical simulations.
The static load-balancing problem is to calculate a good mapping of the application graph G = (V; E) onto the processor graph H = (U; F). In a formal description, a mapping is a function : V !U, which assigns each node of G to a node of H. Let : E!P(F) be a routing function which assigns each edge e = fu; vg 2 E to a path w e = (e 1 = f (u); q 1 g; e 2 = fq 1 ; q 2 g; : : :; e i = fq i?1 ; (v)g) with jw e j = i.
The important cost functions of a mapping are the load (e) :
The goal is to nd a mapping function which minimizes the load, dilation and congestion. Some optimal mapping functions concerning load and dilation are known for well de ned pairs of graphs like Grids, Trees, Hypercubes, etc. 19;26 If G or H do not belong to those graphs, heuristic methods have to be used to nd a good mapping function. The mapping problem is NP-complete, i.e. there is no e cient algorithm known which calculates the optimal solution and it is assumed that no such algorithm exists.
Current developments in the architecture of parallel systems show that most parallel computers have a communication network performing the routing task. A processor just passes the message to the network. Modern communication networks are based on very e cient routing algorithms like e.g. Wormhole- or Virtual-Cut-Through-Routing. In this case, the dilation can be neglected and H can be viewed as complete graph, i.e. for all p; q 2 U is e = fp; qg 2 F. Therefore, the mapping problem can be reduced to the graph partition- 
The partitioning problem is NP-complete (even for the case of jUj = 2), but there exist a large number of e cient heuristic methods which minimize the load (1) as well as the cut (4). Graph partitioning heuristics are usually divided into global and local methods. 12;15 Global methods are sometimes called construction methods because they take the graph description as input and generate a partition. Local methods are called improvement heuristics. They take the graph and a partition as input and try to improve the partition.
Geometric methods based on coordinate information of the nodes are very simple global heuristics: the graph is cut perpendicular to either one of the 5
x-, y-(or even z-) axis, or to the axis of minimum inertia. Further simple methods are based on the edges of the graph: the parts are build up in a breath-rst-search manner around some starting points. A widely used global partitioning heuristic is the Spectral method which is based on algebraic graph theory. 1;28 The Laplacian matrix L = D ? A is constructed using the adjacency matrix A of the graph G and the diagonal matrix D consisting of G's node degrees. The second smallest eigenvalue of the Laplacian matrix gives some information about the algebraic connectivity of the graph and can be used to calculate a lower bound on the cut of a partition. 28 The eigenvector of the second smallest eigenvalue is used to construct a good partition: the nodes are divided into parts according to their values in the eigenvector. Originally, only the eigenvector of the second smallest eigenvalue has been considered, whereas some new variants also use some of the next smallest eigenvalues to determine a good partition into more than two parts. 16 Spectral methods are very good in nding sparse areas of the graph to cut. Their time-and space-requirements are quite high but there exist ecient eigensolvers (especially incomplete ones) which allow the use of spectral methods even for large graphs. Although some of the global partitioning methods usually produce good cuts, there is often a large potential for further improvements by local rearrangements. Local heuristics determine equally sized sets of nodes which can be exchanged between parts such that the size of the cut decreases. The Kernighan-Lin heuristic is the most frequently used local partitioning method. 18 In a sequence of steps it logically exchanges pairs of nodes between parts such that in each step the cut is decreased most (or increase least if no decrease is possible). Afterwards, the subsequence of exchanges with the highest improvement is physically performed. An alternative local improvement method is the Helpful-Set heuristic. 12 It proceeds in a two step manner. The rst step tries to nd a set of nodes in one part and moves it to another in order to decrease the size of the cut while neglecting the load. The second step tries to re-balance the load while keeping the size of the cut below the initial value.
If very large graphs have to be partitioned, coarsening techniques can reduce the time-requirements. 1;15;17;31 The idea is to shrink a large graph to a smaller one with similar characteristics, partition it e ciently and extrapolate the partition to the original graph.
E ciency and generalizations of graph partitioning methods strongly depend on the speci c implementations. Several software libraries do exist, each providing a range of di erent methods. Examples are Chaco, 15 Metis, 17 Scotch, 27 and Party. 29 Their goal is to provide e cient implementations and to o er a exible and universal graph partitioning interface to applications.
4 Dynamic Load Balancing
A classi cation of dynamic load balancing problems was given in Section 2. This section will consider the Dynamic Re-Embedding Problem in more detail. The application graph G = (V; E; ; ) of problems in this class is dynamic, i.e. nodes and edges are generated or deleted during run-time. We assume that the applications operate in phases. Changes of G do not occur at arbitrary, nonpredictable times but in a more or less synchronized manner. For algorithms in scienti c computing, this is a realistic assumption. The mesh is usually re ned based on error estimates of the current solution. 2;5 Therefore, the calculation of the solution has to be nished before the error estimation and re nement can be performed.
The synchronized occurrence of load imbalances results in a kind of synchronized load balancing problem at application determined times. The execution of the next calculation step of the application has to wait until the load balancing is completed. So we know that during the process of balancing, no new load is generated and no load is consumed.
Some solution algorithms for such types of synchronized balancing problems view them as a series of static problems. The load balancing is performed by only one processor using some of the partitioning heuristics we mentioned in Section 3. 30 Such approaches usually run into scalability problems if large numbers of processors are to be used.
For distributed load balancing, it is possible to split the problem into two steps. The rst step calculates how much load has to be shifted between processors, the second one determines which load has to be moved. 11 As we have already seen in the previous section, H can generally be considered as being a complete graph. But as a migration of nodes from G should consider data locality, i.e. nodes should not be moved to processors where non of their neighbors are located, we have to reduce H to the quotient graph of G resulting from the mapping of G to H (i.e., the structure of H now expresses the communication demands induced by the mapping, cf. Fig. 2) . If the load balancing is performed on this quotient graph only, data locality can be guaranteed.
The rst step of the load balancing, the \how much", can be viewed as a ow problem. For each edge of H one has to calculate how much load has to be transferred across it in order to achieve a globally balanced system. Of course, we could use network ow algorithms to solve this problem. Unfortunately, they usually apply to much more complicated cases of ow problems and are quite slow. Furthermore, they are di cult to parallelize. For the case considered here an algorithm is needed which is easy to parallelize, scalable to large numbers of processors and local in the sense that it does not need a global control and that processors operate in each step with only a limited number of others.
In theoretical computer science the synchronized setting of the Re-embedding problem is known as the Token Distribution Problem, where the task is to evenly distribute a number of independent tokens on a network of processors. For this problem, a large number of theoretical results as well as algorithms are known. 23 Counting the number of tokens sent by such an algorithm via each edge immediately gives a solution to the question of \how much". The theoretical analysis of the token distribution algorithms count synchronized rounds of the network wherein only one token is allowed to traverse each edge per step. Thus the results only give upper bounds on the time needed to determine the balancing ow. Interestingly, relatively easy algorithms can already give optimal results, at least asymptotically. If, for example, in each step a random matching of H's edges is chosen and some load is sent via these edges if the loads of the corresponding processors are not balanced, then is can be shown that this method halves the load deviation in a (up to a constant) minimal number of steps. 13 Cybenko and Boillat were the rst to suggest a simple distributed load balancing strategy which they called di usion based load balancing. 3;7 In the di usive load balancing algorithm each processor balances its load with all its neighbors in each round. These rounds are iterated until the load is completely balanced. Let w t p be the load of processor p 2 U in step t and let 1 ap;q be a weighing factor (e.g. a p;q = deg p ). 
The fact that M is doubly stochastic can be used to show that under certain additional conditions this iteration converges to an equally balanced load. 7 The relatively slow convergence can be improved by over-relaxation. 14 The idea is to monitor the amount of load sent over the edges and to determine the number of items to send in step t not only depending on the current load di erence but also on the amount sent in the previous time step. Iteration (6) changes to w 1 = M w 0 ; w t+1 = Mw t + (1 ? )w t?1 :
This can be turned into a local instruction. Let l t p;q be the amount of load moved over edge fp; qg in step t. Then (7) 
It can be shown that the overrelaxed di usion balances the load up to in O(log(1= )= p 1 ? 2 ) steps if is set to 2=(1 + p 1 ? 2 ) and is the second largest eigenvalue of M (according to amount). 14 In the di usion algorithm, a processor balances its load with all its neighbors in each step. If the processors are only allowed to communicate with one of their neighbors per step (i.e. the balancing is sequentialized), the convergence can be sped up by introducing sub-steps and using the information from the previous sub-step for balancing (instead of that from the beginning of the time-step). This method is called Dimension Exchange. 7 In one step (or round, sometimes also called sweep 32 ) of this algorithm a processor still balances its load with all its neighbors but for the balancing over one edge (a sub-step) the most-up-to-date information is used: w t+ p = (1 ? )w t p + w t q with = 1=deg p (9) It can be easily seen that if H is a hypercube, one sweep with = 1 2 is su cient. 7 For certain other networks, optimal values of are known. 32 All these algorithms behave quite well. They are scalable to any numbers of processors, use only local operations and do not need a global control. A drawback is their relatively slow convergence. Even if all parameters are set in the optimal way, they usually take a large number of steps. For special networks like grids or hypercubes, algorithms from the eld of information dissemination can determine the same information of \how much" load to shift in which direction in much less time. 24;25 Nevertheless, for arbitrary quotient graphs as they appear from real applications, di usion-type load balancing methods can be used if the number of processors is not to large.
For the problem of \which", much less is known in literature. Here the task is to choose load items which can be migrated in order to ful ll the ow requirements determined in the \how much"-step. The way such a choice is done depends on the application. Often it is su cient to choose items minimizing certain measures of communication demands such as the length of subdomain boundaries, the variance in boundary-length between all pairs of neighbors or the maximum degree of the cluster graph. 11 For this purpose partitioning heuristics as described in Section 3 can be used or at least adapted. Some applications like modern preconditioning techniques for nite element simulations lead to additional requirements on the geometry of subdomains. 4 This \shape optimizing" load migration is a complex task where currently only some very simple heuristics are known. 6;11 Much work has to be done in this area in order to make load balancing strategies more generally applicable to such complex but very e cient numerical methods.
