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Viime vuosien aikana pilvipalvelujen käyttö on lisääntynyt. Openstack on yksi suurimmista avoi-
meen lähdekoodiin perustuvista pilvipalvelualustoista. Rakenteeltaan Openstack-pilvipalvelualusta 
muodostuu erikseen konfiguroitavista palveluista. 
 
Opinnäytetyön tavoitteena on konfiguroida Openstack-alustan testiympäristö. Openstackin testi-
asennus mahdollisti perehtymisen Openstackin toimintaan pilvipalvelualustana. Openstack asen-
nettiin Openstack-säätiön dokumentoinnin perusteella virtuaalikoneilla.  
 
Työn teoriaosassa käydään läpi yleisellä tasolla mitä pilvipalveluilla tarkoitetaan ja miten niitä voi-
daan jaotella. Käytännön osuudessa Openstack-alustaan perehdytään asentamalla testiympäris-
tön muodostavat palvelut jotka ovat identiteettipalvelu Keystone, levykuvapalvelu Glance, com-
pute-palvelu Nova, verkkopalvelu Neutron, varastointipalvelu Cinder, DNS-palvelu Designate sekä 




























Oulu University of Applied Sciences 
Degree Programme of Business Information Systems, System Administrator 
 
 
Author: Sami Tavasti 
Title of thesis: Configuration of Openstack Cloud computing platform 
Supervisor: Jukka Kaisto 
Term and year of completion: Spring 2018                  Number of pages: 37 + 21 appendices 
 
 
During the last few years use of cloud computing has increased. Openstack is one of the largest 
cloud computing platform based on open source. Structure of Openstack cloud computing platform 
consist of multiple separately configured services. 
 
Purpose of this bachelor’s thesis was to configurate test environment of Openstack platform. Test 
installation of Openstack helped to make oneself familiar with Openstack as a cloud computing 
platform. Openstack was installed based on documentation of Openstack Foundation on virtual 
machines. 
 
Theory part of the thesis tells what Cloud services are and how you can divide them. Practical part 
of the thesis focuses on installation of services which Openstack consists of. These services are 
identity service Keystone, image service Glance, compute service Nova, network service Neutron, 
block storage service Cinder, DNS service Designate and graphical user interface Horizon. Finally, 
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Pilvipalvelujen avulla yritykset voivat valjastaa lisää resursseja käyttöönsä tietoteknisissä ympäris-
töissä pelkän verkkoyhteyden avulla. Lisäksi pilvipalvelujen vaikutus nykypäivänä muun muassa 
Internetiä selaillessa on huomattavasti suurempi kuin miltä se ensisilmäyksellä näyttää. Useat verk-
kosivut hyödyntävät pilvipalveluita sivujen ylläpitämisessä sekä verkkoselaimen kautta käytettäviä 
työvälineohjelmistoja pidetään yhtenä pilvipalvelutyypeistä. Openstack, jonka testiasennus tässä 
opinnäytetyössä käydään läpi, on yksi suurimmista avoimen lähdekoodin ohjelmistoista pilvipalve-
lukokonaisuuksien hyödyntämiseen (Openstack Foundation 2018a, viitattu 29.3.2018).  
 
Pilvipalvelut voidaan jakaa erilaisiin pilvi- sekä palvelutyyppeihin. Pilvet voivat olla joko erillisen 
palvelun toimittajan ylläpitämiä kokonaisuuksia tai yritysten itse pystyttämiä. Palvelutyyppien avulla 
pilvipalveluja käyttävä yritys voi valita, kuinka suuresta kokonaisuudesta yritys itse haluaa vastata. 
 
Saksalaisen ohjelmistoyritys SUSEn toimeksiannosta vuonna 2015 teetetyn pilvipalveluita koske-
van kansainvälisen kyselyn mukaan 81 % suurista yrityksistä käyttää tai aikoo käyttää Openstack-
pohjaisia ratkaisuja omissa ympäristöissään (Suse 2016, viitattu 17.5.2018). Luku on todennäköi-
sesti tällä hetkellä jopa suurempi. Openstack voidaan luokitella palvelutyypiltään infrastruktuuri pal-
veluna -ratkaisuksi. Openstack-alustan avulla on mahdollista muun muassa ajaa virtuaalikoneita ja 
hallita niitä keskitetysti graafisen käyttöliittymän tai komentokehotteen avulla (Openstack Founda-







Pilvipalveluilla tarkoitetaan tietoliikenneverkon yli käytettäviä palveluita. Palvelut voivat olla muun 
muassa erilaisia sovelluksia, palvelimia, tallennustilaa tai alustoja verkkosivujen ylläpitämiseen. 
(Microsoft 2018a, viitattu 20.3.2018.) Palvelut mahdollistavat sen, että niiden käyttäjä voi esimer-
kiksi suorittaa paljon laskentatehoa vaativia ohjelmia tai ylläpitää omia verkkosivujaan ilman yli-
määräisiä paikallisia resursseja. Tässä tapauksessa palvelun toimittaja vastaa näistä resursseista 
ja käyttäjä vain maksaa niiden käytöstä. Esimerkkinä pidetään tallennustilaa tarjoavia toimittajia. 
Kyseisessä tapauksessa palvelun tilaaja valitsee tarvittavan tallennustilan määrän ja palvelun toi-
mittaja valmistelee sen tilaajan käyttöön. Tilaajan ei tässä tapauksessa tarvitse huolehtia muusta 
kuin palvelun maksamisesta ja mahdollisesta tietoverkkoyhteydestä toimittajan tarjoamaan palve-
luun.  
 
Pilvipalveluiden käytöstä maksetaan niiden käytön perusteella. Hyvänä puolena tässä periaat-
teessa on se, että hukkaan maksettuja resursseja ei synny ja kaikki maksetut palvelut käytetään 
yleensä hyödyksi. (Techtarget 2015, viitattu 20.3.2018.) Yrityksillä voi tietenkin olla myös erilaisia 
sopimuksia pilvipalveluiden toimittajien kanssa. Sopimus voi esimerkiksi kattaa tietyn määrän pal-
veluita kuukautta kohden, ja ylimenevästä määrästä yritys maksaa hinnaston mukaisen maksun. 
(Microsoft 2018b, viitattu 28.4.2018.) 
 
Pilvipalvelut voidaan jakaa kolmeen pilvityyppiin: julkisiin, yksityisiin ja hybrideihin. Julkisella pilvellä 
tarkoitetaan toimittajan ylläpitämää pilveä, jonka käytöstä yritys maksaa. Yksityisellä pilvellä tarkoi-
tetaan yrityksen itse hallinnoivaa ja pystyttämää pilveä, joka useimmiten sijaitsee yrityksen omassa 
verkossa. Hybridipilvi taas nimensä mukaisesti yhdistelee julkisen sekä yksityisen pilven tarjoamia 
ominaisuuksia ja mahdollistaa tietojen jakamisen niiden kesken. (Microsoft 2018a, viitattu 
20.3.2018.) 
2.1 Julkinen pilvi 
Julkisella pilvellä tarkoitetaan toimittajan ylläpitämää palvelukokonaisuutta, jonka käytöstä yritykset 
maksavat. Toimittaja vastaa pilven ylläpitämisestä laitteiston sekä tarjottavien palveluiden osalta. 
Julkisissa pilvissä käytössä olevat fyysiset resurssit eivät kohdistu pelkästään yhdelle asiakkaalle, 
  
8 
vaan resurssit on jaettu useamman asiakkaan kesken. Periaatteessa tämä tarkoittaa sitä, että sa-
maa julkista pilveä käyttävät yritykset jakavat pilvelle varatut resurssit, mutta ovat kuitenkin eristet-
tyinä toisistaan. (Snedeker 2017, viitattu 24.4.2018.) 
 
Hyviä puolia julkisten pilvien käytössä on muun muassa se, että niiden avulla yritykset voivat saada 
helposti käyttöönsä lisää resursseja. Nykypäivänä datakeskukset vievät huomattavasti tilaa ja nii-
den ylläpitäminen ei välttämättä ole helppoa. Datakeskuksen päivittäminen voi olla todella hanka-
laa esimerkiksi tilan puutteen takia eivätkä niiden tarjoamat resurssit välttämättä vastaa yrityksen 
tarpeita. Julkista pilveä voidaan tässä tapauksessa pitää oikotienä hetkellisille lisäresursseille, 
koska pilvi skaalautuu yrityksen tarpeiden mukaan (Salo 2012, 23).  
 
Julkisen pilven käyttöön liittyy tietenkin myös omat riskinsä. Julkista pilveä käyttävä yritys ei mah-
dollisesti tiedä missä pilveä ylläpitävä laitteisto sijaitsee tai miten sen tekninen puoli on toteutettu. 
Yritykset eivät saa säilyttää henkilötietojaan EU-alueen ulkopuolella lakien vuoksi. Lisäksi julkista 
pilveä käyttävällä yrityksellä saattaa herätä kysymys siitä, että onko palvelu aina saatavilla. (Salo 
2012, 36 - 37.)   
2.2 Yksityinen pilvi 
Yksityinen pilvi tarjoaa samat ominaisuudet julkisen pilveen verrattuna muun muassa skaalautumi-
sen osalta, mutta pilven kapasiteetti riippuu yrityksen omista resursseista. Yksityistä ja julkista pil-
veä verrattuna toisiinsa julkisen pilven toimittaja tarjoaa palveluitaan useille eri yrityksille. Yksityi-
nen pilvi on taas useimmiten vain yhden yrityksen käytössä. Yksityinen pilvi on siis räätälöity aino-
astaan vastaamaan yhden yrityksen tarpeita. (Interroute 2018, viitattu 26.3.2018.)  Yksityiset pilvet 
perustuvat joko kaupallisiin tai avoimen lähdekoodin ratkaisuihin (Salo 2012, 27). Esimerkiksi Mic-
rosoftin Azure Stack -palvelu on yksi näistä kaupallisista ratkaisuista. (Microsoft 2018d, viitattu 
16.5.2018). 
 
Yksityiset pilvet sijaitsevat useimmiten yrityksen omissa tiloissa. Yritys täten tietää missä pilveä 
ylläpitämä laitteisto sijaitsee sekä kenellä on oikeus päästä siihen käsiksi. (Salo 2012, 28.) Yksi-
tyistä pilveä käyttävä yritys vastaa myös omasta palomuuristaan ja voi estää pilven käytön ulko-




Yksityisen pilven käyttö ei juurikaan eroa julkisen pilven käytöstä.  Yritykset tarvitsevat lisää henki-
lökuntaa pilven konfigurointia sekä ylläpitoa varten oli kyseessä taas yksityisen tai julkisen pilven 
käyttöönotto. Pilven käyttökustannukset muodostuvat tällöin tarvittavan laitteiston hankinnasta, 
konfiguroinnista, tuesta sekä ylläpitokustannuksista. Julkisten pilvien osalta toimittaja vastaa lait-
teiston hankinnasta ja sen ylläpitämisestä. (Techtarget 2017, viitattu 26.3.2018.) 
 
Yksityistä pilveä ei ole kuitenkaan pakko konfiguroida itse. Esimerkiksi yritykset, kuten RedHat sekä 
Rackspace, tarjoavat palvelunaan muun muassa yksityisen Openstack-pilven konfigurointia. Pilvi 
voi sijaita joko Rackspacen, kolmannen osapuolen tai yrityksen omissa tiloissa. (Rackspace 2018, 
viitattu 26.3.2018.) 
2.3 Hybridipilvi 
Hybridipilvet yhdistelevät julkisen sekä yksityisen pilven tarjoamia ominaisuuksia. Julkiset ja yksi-
tyiset pilvet muodostavat yhdessä kokonaisuuden, joka mahdollistaa tietojen ja sovellusten jaka-
misen pilvien kesken. Hybridipilvi mahdollistaa julkisen sekä yksityisen pilven etujen hyödyntämi-
sen yhdessä. Yritys voi esimerkki säilyttää tärkeitä tietojansa yksityisen pilven puolella, mutta ajaa 
tietoja käyttävää sovellusta julkisen pilven toimittajan tarjoaman ratkaisun avulla. Hybridipilven 
avulla yritysten on myös mahdollista ohjata osa käyttämänsä sovelluksen kapasiteetista julkiseen 
pilveen ruuhka-aikoina. Tällöin yritykset maksavat ainoastaan satunnaisia kustannuksia julkisen 







Pilvipalvelut voidaan pilvityyppien lisäksi jakaa kolmeen palvelutyyppiin. Nämä tyypit ovat infra-
struktuuri palveluna (IaaS), sovellus palveluna (SaaS) sekä alusta palveluna (PaaS). Kyseiset pal-
velutyypit tarjoavat niitä käyttävällä yritykselle mahdollisuuden valita kuinka laajasta kokonaisuu-
desta yritys itse haluaa vastata omien tarpeidensa mukaan. Joskus mainittuja palvelutyyppejä kut-
sutaan pilvipinoksi, koska ne rakentuvat toistensa päälle (kuvio 1). 
 
Kuvio 1. Palvelutyypit ja esimerkkejä niiden käyttökohteista (Dusablon 2017, viitattu 26.4.2018) 
3.1 Infrastruktuuri palveluna 
IaaS-palvelut koostuvat toimittajan tarjoamasta perusrakenteesta. Toimittaja tarjoaa palveluita 
käyttäville yrityksille valmiin pohjan ja resurssit muun muassa palvelimien sekä muiden käyttöjär-
jestelmien tai ohjelmistojen hallintaan. IaaS-palveluiden avulla yritykset hallitsevat itse käyttä-
määnsä ympäristöä ja pääsevät siihen kiinni aina tarpeen vaatiessa. (Salo 2012, 23.) Amazon ja 
Microsoft ovat suurimpia IaaS-palveluiden toimittajia (Dignan 2018, viitattu 16.5.2018).  
 
IaaS-palveluiden hyviä puolia ovat niiden skaalautuvuus sekä joustavuus. Skaalautuvuudesta sekä 
joustavuudesta on hyötyä muun muassa erilaisissa testaustilanteissa palvelimen tai ohjelmistojen 
osalla. Toisena hyvänä puolena palveluiden tarjoamana etuna ovat mahdolliset rahalliset säästöt, 
jotka ilmaantuvat laitteiston ylläpitokustannusten hävitessä. (StateTech 2017, viitattu 28.3.2018.) 
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3.2 Alusta palveluna 
PaaS-palvelut tarjoavat niitä käyttäville yrityksille alustan sovellusten kehittämiseen ja ylläpitämi-
seen. Palvelu ei korvaa kokonaista infrastruktuuria vaan tarjoaa avaimet erilaisten sovellusten ke-
hittämiseen sekä integraatiomahdollisuuden tietokantojen kanssa. (Joshi 2014, viitattu 28.3.2018.) 
PaaS-palveluiden toimittajia ovat esimerkiksi Google, Microsoft, Amazon sekä Salesforce (Heino 
2010, 51). 
 
PaaS-palveluiden käyttö on yrityksille kustannustehokasta sekä niiden käyttö voi johtaa sovellusten 
nopeampaan kehittämiseen. Palveluiden avulla tuotettu lopputulos skaalautuu lähes loputtomasti 
käytönmäärän mukaan, jolloin turhaa aikaa ei tarvitse käyttää omaan infrastruktuuriin investoimi-
seen. (Salo 2012, 24.)  
3.3 Sovellus palveluna 
SaaS-palvelut tarjoavat yrityksille mahdollisuuden erilaisten sovellusten käyttöön tietoliikennever-
kon yli toimittajan tarjoaman palvelun kautta (Heino 2010, 53). Yleisimpiä esimerkkejä tästä ovat 
sähköpostiohjelmat ja työväliohjelmistot, kuten Office365 tai Google Documents. Useat peruskäyt-
täjälle suunnatut Internetistä löytyvät SaaS-palvelut ovat ilmaisia, mutta yrityskäyttöön räätä-
löidyistä sovelluksista niitä käyttävä yritys maksaa vuokraa. Yrityskäyttöön räätälöityä sovelluksia 
ovat esimerkiksi Salesforcen tarjoamat taloushallinnon sovellukset (Salesforce 2018, viitattu 
26.4.2018). 
 
Hyöty SaaS-palveluiden käytössä on niiden saatavuus. Sovellukset ovat saatavilla paikoissa, 
joissa on verkkoyhteys, sekä niiden käyttö onnistuu yleensä verkkoselaimen kautta. Toinen hyvä 
puoli niiden käytössä käyttäjäkohtaisesti on, että sovellusta ei tarvitse itse päivittää. (Chrzanowska 




Openstack-pilvipalvelualusta on avoimeen lähdekoodiin perustuva kokoelma palveluja pilvipalve-
lualustojen hallintaan ja rakentamiseen. Palveluja kutsutaan projekteiksi. Openstack voidaan luo-
kitella infrastruktuuri palveluna -ratkaisuksi. Jokainen Openstack-alustan palvelu tarjoaa API-ohjel-
mointirajapinnan (Application Programmin Interface). Openstack on voittoa tavoittelemattoman 
Openstack-säätiön ylläpitämä. Säätiö valvoo Openstack-alustan kehitystä ja yhteisön rakentumista 
sen ympärillä. (Opensource 2018, viitattu 29.3.2018.)  Sadat maailmanlaajuiset yritykset, kuten 
Ebay, käyttävät Openstack-alustaa apuna päivittäisen liiketoiminnan tukena (Openstack Founda-
tion 2018a, viitattu 29.3.2018). 
 
Openstack syntyi kahden toimijan yhteistyönä vuoden 2010 alussa. Nämä toimijat olivat Rackspace 
ja Nasalle työskentelevä Anso Labs. Rackspace halusi uudelleen koodata pilvipalvelualustansa ja 
tehdä jo valmiista koodista avoimen muille käyttäjille. Samoihin aikoihin Nasalle työskentelevä 
Anso Labs oli julkaissut alustavan koodin Nova-palvelulle, joka on yksi Openstack-alustan ydinpro-
jekteista. Nova on Openstack-alustan compute-palvelu. Osapuolet ottivat yhteyttä toisiinsa ja loivat 
perustan Openstack-alustalle. Vuonna 2012 Openstack-säätiö perustettiin yksityisenä tahona 
Openstackin resurssien jakamiseen sekä yhteisön mainostamista varten. (Openstack Foundation 
2018b, viitattu 29.3.2018.) 
 
Tällä hetkellä Openstack koostuu kaiken kaikkiaan noin 40 eri projektista. Lähes kaikkia näitä pro-
jekteja yhdistää kuuden kuukauden kehityssykli. Openstack pyrkii täten julkaisemaan kaksi kertaa 
vuodessa uuden version alustastaan. (Openstack Foundation 2018a, viitattu 29.3.2018). 
Openstackin viimeisin uusi versio koodinimeltään Queens julkaistiin helmikuussa 2018. Taulukosta 






Taulukko 1. Openstackin eri versiot ja niiden julkaisu päivät (Openstack Foundation 2018c, viitattu 
29.3.2018). 






















Openstack-ympäristö muodostuu käytännössä kahdesta tai useammasta isäntätietokoneesta. 
Isäntätietokoneita Openstack kutsuu termillä noodi. Yrityskäytössä Openstack asennetaan fyysi-
sille isäntätietokoneille riittävän suorituskyvyn takaamiseksi. Testitarkoituksessa Openstack voi-
daan asentaa myös virtuaalikoneille, mutta yrityskäytössä tämä ei ole suositeltavaa. Virtuaaliko-
neille asentaminen esimerkiksi alentaa Openstack-alustan suorituskykyä. (Openstack Foundation 





Openstackin testiasennuksen avulla perehdytään Openstackin toimintaan pilvipalvelualustana. 
Asennus antaa paremman kuvan ympäristön rakenteen ja hallinnan osalta verrattuna valmiin ko-
konaisuuden tutkimiseen. Testiasennuksen tavoitteena on tutustua Openstackin eri palveluiden 
toimintaan ja konfiguroida toimiva Openstack-ympäristö, jonka käyttöä testataan. 
 
Rakenteeltaan testiympäristö koostuu useista palveluista. Jokaista palvelua pidetään omana pro-
jektinaan. Palveluja voidaan siis kehittää itsenäisesti muiden palveluiden tilasta riippumatta. 
(Openstack Foundation 2018ä, viitattu 4.5.2018.) Openstackin Keystone-palvelua voidaan pitää 
testiympäristön tärkeimpänä palveluna. Muun muassa suurin osa testiympäristöön kuuluvista pal-
veluista tarvitsee Keystone-palvelun antamia oikeuksia toimiakseen. Kuviosta 2 käy ilmi, kuinka 
Openstack-ympäristön palvelut toimivat yhdessä muodostaessaan Openstack-pilvipalvelualustan. 
 
 
Kuvio 2. Palveluiden yhteydet (Openstack Foundation 2018ö, viitattu 4.5.2018) 
Periaatteessa jokainen testiympäristön palvelu voidaan asentaa samalle isäntätietokoneelle, mutta 
käytännössä se ei ole rahallisesti suositeltavaa. Käytännössä useita isäntätietokoneita, noodeja, 
käyttämällä Openstack-ympäristöstä saadaan enemmän tehoja irti, ja sen laajentaminen onnistuu 
helposti muun muassa uusien noodien lisäyksellä ympäristöön. 
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Openstack-ympäristön minimaalinen asennus koostuu neljästä eri palvelusta jotka ovat identiteet-
tipalvelu Keystone, levykuvapalvelu Glance, compute-palvelu Nova sekä verkkopalvelu Neutron. 
Periaatteessa kyseiset neljä palvelua riittävät Openstack-ympäristön asentamiseen, mutta näiden 
palveluiden lisäksi Openstack suosittelee vielä asennettavaksi graafisen käyttöliittymän sekä Cin-
der-varastointipalvelun. (Openstack Foundation 2018d, viitattu 2.4.2018.)  
 
Tässä opinnäytetyössä konfiguroitava Openstack-pilvipalvelualustan testiympäristö muodostuu 
kolmesta VirtualBoxilla ajettavasta virtualisoidusta isäntätietokoneesta, joille edellä mainitut palve-
lut sekä graafinen käyttöliittymä Horizon ja DNS-palvelu Designate asennetaan. Isäntätietokoneet 
nimetään seuraavasti: Controller, Compute ja Block. Kaikille isäntätietokoneille, noodeille, tehtävät 
alkuvalmistelut ovat samankaltaiset, mutta niille asennettavat palvelut eroavat toisistaan niiden yk-
silöimiseksi. Controller-noodin tehtävänä on keskittyä koko ympäristön ylläpitämiseen ja hallinnoin-
tiin. Compute-noodi on ympäristön hypervisor ja tarjoaa minimaaliset palvelut virtuaalikoneiden hal-
lintaan. Hypervisor tarkoittaa isäntätietokoneessa suoritettavaa ohjelmaa, jonka avulla toteutetaan 
yhden tai useamman käyttöjärjestelmän tarvitsemat palvelut isäntätietokoneen päällä oleville virtu-
aalikoneille (Heino 2010, 258). Block-noodin tehtävänä on pitää huolta testiympäristössä ajettavien 
virtuaalikoneiden tarvitsemasta levytilasta. Kolmen noodin muodostama testiympäristö simuloi sitä, 
kuinka Openstack tultaisiin käytännössä asentamaan yrityskäytössä. Kuviosta 3 käy ilmi asennet-
tavan testiympäristön rakenne ja tärkeimmät noodeille asennettavat palvelut. Asennettava 
Openstack-alustan versio on Pike. 
 
 




Openstack asennetaan virtuaalikoneille, koska testiympäristön tavoitteena on saada pystytettyä 
infrastruktuuri virtuaalikoneiden hallintaan. Ympäristö ei täten vaadi valtavia resursseja, koska ym-
päristöä käytetään apuna Openstack-alustan toimintaan perehdyttäessä. Openstack asennetaan 
Openstack-säätiön dokumentoinnin perusteella kolmelle virtualisoidulle isäntätietokoneelle. 
(Openstack Foundation 2018a, viitattu 29.3.2018). Ympäristön rakentaminen aloitetaan isäntätie-
tokoneiden, noodien, käyttöjärjestelmien asennuksella. Noodeille asennettava käyttöjärjestelmä on 
Ubuntu Server 16.04 LTS. Jokaiselle noodille määritetään kiinteä IP-osoite. Noodien IP-osoitteet 
näkyvät kuviossa 3. Jokaisen noodin /etc/hosts-tiedostoa muokataan nimenselvitystä varten vas-
taamaan noodien IP-osoitteita (kuvio 4). 
 
 
Kuvio 4. Noodien etc/hosts-tiedoston muokkaus 
Käyttöjärjestelmän asentamisen ja päivittämisen jälkeen noodeille asennetaan Chrony NTPn (Net-
work Time Protocol) käyttöä varten. Chrony-palvelun tavoitteena on synkronoida noodien kello jul-
kisen NTP-palvelimen kanssa, jolloin jokaiselle noodille saadaan yhtenäinen aika luotettavuuden 
ja toiminnan parantamiseksi (Chrony 2017, viitattu 26.4.2018). Chrony-palvelu asennetaan komen-
nolla ”apt install chrony”. Controller-noodin konfigurointitiedostoa /etc/chrony/chrony.conf muoka-
taan ja lisätään seuraava rivi (kuvio 5). 
 
 
Kuvio 5. Chrony.conf-tiedoston muokkaus Controller-noodilla 
Tämän jälkeen Chrony-palvelu käynnistetään uudelleen komennolla ”service chrony restart”. 
Chrony-palvelun asentaminen muille noodeille suoritetaan samalla tavalla, mutta konfigurointitie-
dostoa muokataan viittaamaan Controller-noodiin (kuvio 6), jonka jälkeen Chrony-palvelu käynnis-




Kuvio 6. Chrony.conf-tiedoston muokkaus muilla noodeilla 
Chrony-palvelun asennuksen jälkeen noodeilla otetaan käyttöön Openstack-alustan tarvitsemat 
pakettivarastot. Tämä tapahtuu komennoilla “apt install software-properties-common” ja “add-apt-
repository cloud-archive:pike”. Pakettivarastojen käyttöönoton jälkeen suoritetaan vielä komento 
”apt update && apt dist-upgrade” pakettien päivittämiseksi. Lopuksi asennetaan Openstack-alustan 
asiakasohjelma komennolla ”apt install python-openstackclient” Openstack-alustan omien komen-
tojen käyttöä varten. 
 
Seuraavaksi Controller-noodille asennetaan SQL-tietokanta, koska useat Openstack-alustan pal-
veluista tarvitsevat tietokannan tietojen säilyttämiseen. Testiympäristössä käytettävä tietokanta on 
MariaDB, mutta Openstack tukee myös muita vaihtoehtoja. MariaDB-tietokannan asentaminen 
aloitetaan komennolla ”apt install mariadb-server python-pymysql”. Asennuksen jälkeen luodaan 
tiedosto 99-openstack.cnf sijaintiin /etc/mysql/mariadb.conf.d/99-openstack.cnf. Tiedostoon lisä-
tään seuraavat rivit (kuvio 7). 
 
Bind-address on tässä tapauksessa Controller-noodin IP-osoite. Osoite on määritettävä, jotta 
muutkin noodit pääsevät tietokantaan kiinni. Tiedoston muokkauksen jälkeen tietokantapalvelu 
käynnistetään uudelleen komennolla ”service mysql restart”. Palvelun uudelleenkäynnistyksen jäl-
keen suoritetaan ohjelmakoodi ”mysql_secure_installation”, jossa määritetään muun muassa sala-
sana tietokannan root-käyttäjälle. 
 
 Tietokannan valmistelun jälkeen Controller-noodille asennetaan viestijonopalvelu RabbitMQ. 
Openstack käyttää viestijonopalvelua toimenpiteiden sekä palveluiden tilojen koordinoimiseen. 
RabbitMQ-palvelu asennetaan komennolla ”apt install rabbitmq-server”. Asennuksen jälkeen 
Kuvio 7. 99-openstack.cnf-tiedoston sisältö 
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viestijonopalvelun avulla luodaan käyttäjä Openstack komennolla ”rabbitmqctl add_user openstack 
salasana”. Luonnin jälkeen käyttäjällä annetaan oikeudet hallintaan, kirjoitukseen ja lukuun 
komennolla ”rabbitmqctl set_permissions openstack ”.*” ”.*” ”.*””. 
 
Seuraavaksi Controller-noodille asennetaan Memcached-palvelu. Openstack-alustan 
identiteettipalvelun todennusmekanismi käyttää Memcached-palvelua valtuuksien kätkö paikkana. 
Memcached-palvelu asennetaan komennolla ”apt install memcached python-memcache”. 
Asennuksen jälkeen muokataan tiedostoa /etc/memcached.conf vastaamaan Controller-noodin IP-
osoitetta, jotta muutkin noodit saavat yhteyden palveluun. Tiedoston muokkauksen jälkeen palvelu 
käynnistetään uudelleen komennolla ”service memcached restart”. 
4.2.1 Keystone 
Keystone on Openstack-alustan identiteettipalvelu. Keystone-palvelu on asennettava ensimmäi-
senä testiympäristöä rakentaessa. Palvelua käytetään muun muassa käyttäjien todennuksen ja 
valtuuksien hallintaan. Hallinnan lisäksi Keystone-palvelu ylläpitää palveluluetteloa joka on koko-
elma saatavilla olevista palveluista Openstack-ympäristössä. (Openstack Foundation 2018e, vii-
tattu 3.4.2018.) Identiteettipalvelun hallitsema kokonaisuus koostuu toimialueista, projekteista, ryh-
mistä ja käyttäjistä. Toimialueet ovat korkeimman tason säiliöitä edellä mainitulle kohteille. Projektit 
taas muodostavat perusyksikön resurssien omistamiselle. Openstack-ympäristössä kaikkien re-
surssien pitäisi olla jonkun projektin omistamia ja projektin pitäisi olla tietyn toimialueen omistama. 
Sama rakenne toistuu ryhmien ja käyttäjien kohdalla. Tämä tarkoittaa sitä, että käyttäjät, ryhmät 
sekä projektit ovat ainutlaatuisia ainoastaan toimialuekohtaisesti. (Openstack Foundation 2018f, 
viitattu 3.4.2018.) 
 
Keystone-palvelu käyttää Fernet-valtuuksia käyttäjien todennukseen ja valtuuttamiseen. Valtuudet 
sisältävät minimaaliset tiedot edellä mainittujen toimintojen toteuttamiseen. Normaalissa tapauk-
sessa valtuus sisältää ainutlaatuisen käyttäjätunnuksen sekä ainutlaatuisen projektitunnuksen. 
Näiden lisäksi valtuus sisältää luontiajan, valtuuden eliniän sekä todennustavat. (Dolph 2015, vii-
tattu 3.4.2018.) 
 
Keystone-palvelun asennus aloitetaan tietokannan luomisella. Tietokannan luonti aloitetaan 
kirjautumalla tietokantapalveluun root-käyttäjänä komennolla ”mysql”. Kirjautumisen jälkeen 
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luodaan Keystone niminen tietokanta, jolle määritetään tarvittavat käyttöoikeudet sekä salasana 
(liite 1). Tietokannan luonnin jälkeen Keystone-palvelu voidaan asentaa komennolla ”apt install 
keystone apache2 libapache2-mod-wsgi”. Komento asentaa identiteettipalvelun lisäksi Apache http 
-palvelimen sekä mod-wsgi-moduulin, joita käytetään identiteettipalvelun pyyntöjen hoitamiseen 
portissa 5000. Paketit hoitavat automaattisesti Apache-palvelimen konfiguroinnin sekä mod-wsgi-
moduulin aktivoinnin. Identiteettipalvelun asennuksen jälkeen muokataan sen 
konfigurointitiedostoa /etc/keystone/keystone.conf vastaamaan luomaamme tietokantaa ja 
määritetään valtuuksien toimittajaksi Fernet (kuvio 8). 
 
 
Kuvio 8. Keystone.conf-tiedoston muokkaus 
Konfigurointitiedoston muokkauksen jälkeen tietokanta täytetään identiteettipalvelun tiedoilla ko-
mennolla ”su -s /bin/sh -c "keystone-manage db_sync" keystone”. Seuraavaksi Fernet-avainten 
arkistot alustetaan ja identiteettipalveluun luodaan salasana admin-tunnukselle sekä loppupisteet 
admin-, internal- sekä public-liitännöille (liite 1). Openstack käyttää loppupisteitä kommunikointiin 
muiden Openstack-ympäristön palveluiden kanssa.  Tämän jälkeen Apache-palvelimen konfigu-
rointitiedoston /etc/apache2/apache2.conf loppuun lisätään rivi kuvaamaan palvelinnimen olevan 
Controller. 
 
Seuraavaksi Apache-palvelimen palvelut käynnistetään uudelleen komennolla ”service apache2 
restart” ja luodaan tiedosto admin-openrc (liite 1) Openstack-alustan käytön helpottamiseksi. 
Openstack-alustan omien komentojen käyttö vaatii admin-tunnuksen kirjautumistietojen lataamisen 
useamman eri komennon kautta ja hidastaa näin sen käyttöä. Luodun tiedoston avulla kirjautumis-
tietojen lataaminen onnistuu yksinkertaisesti komennolla ”. admin-openrc”. Kirjautumistietojen la-
taamisen jälkeen luodaan ympäristön eri palveluiden admin-käyttäjille projekti komennolla 
”openstack project create --domain default --description ”Service Project” service” identiteettipalve-




Glance on Openstack-alustan levykuvapalvelu. Palvelu tarjoaa käyttäjälleen mahdollisuuden virtu-
aalikoneiden levykuvien metatietojen havaitsemiseen, rekisteröimiseen sekä kokonaisten levyku-
vien noutamiseen. Glance-palvelun levykuvien tallentaminen onnistuu paikallisille kiintolevyille tai 
Openstack-alustan omaan objektivarastoon. (Openstack Foundation 2018g, viitattu 4.4.2018.)  
Glance-palvelun levykuvat varastoidaan mallipohjina, joita käytetään uusien virtuaalikoneiden pys-
tyttämiseen. Levykuvia Glance-palveluun ladatessa käyttäjän täytyy määritellä minkä tyyppinen le-
vykuva on. Levykuvapalvelun tukemia levymuotoja ovat muun muassa VHD, VMDK sekä qcow2. 
Näiden lisäksi Glance-palvelu tukee myös säiliömuotoa. Säiliömuoto kertoo tyypin lisäksi lisätietoja 
itse virtuaalikoneesta. (Shameen 2016, viitattu 4.4.2018). Yksi näistä tuettavista muodoista on AMI 
(Amazon Machine Image), joka viittaa Amazon Web Services -pilvipalvelun käyttämään tiedosto-
tyyppiin. 
 
Levykuvapalvelun asennus aloitetaan identiteettipalvelun tavoin tietokannan luomisella. Tietokanta 
luodaan ja sille määritellään tarvittavat oikeudet sekä salasana. Tietokannan luomisen jälkeen 
ladataan admin-tunnuksen kirjautumistiedot komennolla ”. admin-openrc” Openstack-alustan 
komentojen käyttämiseksi. Tämän jälkeen luodaan käyttäjä Glance komennolla ”openstack user 
create --domain default --password-prompt glance”. Komento luo käyttäjän ja samalla sille 
määritetään salasana. Luonnin jälkeen käyttäjälle lisätään admin-rooli komennolla ”openstack role 
add --project service --user glance admin”.  Seuravaksi luodaan Glance-palvelukokonaisuus 
komennolla ”openstack service create --name glance --description "OpenStack Image" image” 
sekä loppupisteet levykuvapalvelulle (Liite 2). Komennon suorittamisen jälkeen identiteettipalvelu 
palauttaa vastaavan ikkunan, josta käy ilmi muun muassa palvelun saama tunniste (kuvio 9). 
 
 
Kuvio 9. Openstack-alustan levykuvapalvelun luonti 
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Seuraavaksi levykuvapalvelu asennetaan komennolla ”apt install glance”. Levykuvapalvelun 
konfigurointitiedostoa /etc/glance/glance-api.conf muokataan (Liite 2). Konfigurointitiedostossa 
määritetään Glance-palvelu käyttämään luotua tietokantaa sekä yhteys identiteettipalveluun. 
Lisäksi määritellään levykuvapalvelun käyttämä tiedostosijainti palveluun ladatuille levykuville. 
Samat muutokset konfiguroidaan myös tiedostoon /etc/glance/glance-registry.conf lukuun 
ottamatta levykuvien tiedostosijaintia. Lopuksi levykuvapalvelun tietokanta täytetään komennolla 
”su -s /bin/sh -c "glance-manage db_sync" glance” ja palvelut käynnistetään uudelleen komennoilla 
”service glance-registry restart” ja ”service glance-api restart”. 
 
Levykuvapalvelun toiminnan testaamiseksi testiympäristöön ladataan levykuva (Liite 3). Latauk-
seen käytettävä komento määrittää käytettävän levytyypin, säiliötyypin sekä sen näkyvyyden.  
Tässä tapauksessa levykuva on määritetty julkiseksi, jotta kaikki Openstack-ympäristömme käyt-
täjät pääsevät siihen käsiksi. (Openstack Foundation 2018k, viitattu 7.4.2018.) 
4.2.3 Nova 
Nova on Openstack-ympäristön Compute-palvelu, jonka tehtävänä on hallinnoida ja ylläpitää ym-
päristön virtuaalikoneita. Nova vaatii toimiakseen vähintään Keystone-palvelun, Glance-palvelun 
sekä Neutron-palvelun tarjoamat palvelut. Nova muodostuu useista eri palveluprosesseista, joista 
jokainen suorittaa erilaisia funktioita. (Openstack Foundation 2018h, viitattu 11.4.2018.)  Suurin 
osa Nova-palveluun kuuluvista palveluista asennetaan Controller-noodille, mutta itse Compute-pal-
velu asennetaan omalle noodilleen. 
 
Nova-palvelun asentaminen aloitetaan tietokantojen luomisella. Nova tarvitsee kaiken kaikkiaan 
kolme eri tietokantaan palveluilleen. Luodaan siis kolme tietokantaa nimeltä nova_api, nova sekä 
nova_cell0 ja annetaan niille tarvittavat oikeudet (liite 4). Tietokantojen valmistelun jälkeen ladataan 
admin-käyttäjän kirjautumistiedot komennolla ”. admin-openrc” ja luodaan käyttäjä Nova 
komennolla ”openstack user create --domain default --password-prompt nova”. Luonnin jälkeen 
lisätään käyttäjälle vielä admin-rooli komennolla ”openstack role add --project service --user nova 
admin”. Seuraavaksi luodaan Nova-palvelukokonaisuus komennolla ”openstack service create --
name nova --description "OpenStack Compute" compute”.  Levykuvapalvelun tavoin compute-




Seuraavaksi luodaan käyttäjä nimeltä Placement. Käyttäjälle lisätään myös admin-rooli. Lisäksi 
Placement API -palvelulle luodaan palvelukokonaisuus komennolla “openstack service create --
name placement --description "Placement API" placement”. Nova käyttää Placement API -palvelua 
resurssien luetteloimiseen sekä käytön seurantaan.  Resurssit voivat olla muun muassa erillisiä 
noodeja, jaettuja tallennustiloja tai IP-osoitteita. (Openstack Foundation 2018i, viitattu 11.4.2018.) 
Lopuksi Placement API -palvelulle luodaan loppupisteet public-, internal- sekä admin-liitännöille 
(liite 4).  
 
Seuraavaksi asennetaan Controller-noodille Nova-palvelun tarvitsemat paketit komennolla ” apt 
install nova-api nova-conductor nova-consoleauth nova-novncproxy nova-scheduler nova-
placement-api”. Placement-palvelun lisäksi komento asentaa muun muassa tarvittavat palvelut 
tietokantoja sekä Nova-palvelun konsolia varten. Lisäksi Nova-scheduler-palvelun tehtävänä on 
vastata, minkä Compute-noodin päällä testiympäristössä luodut virtuaalikoneet tullaan ajamaan.  
Pakettien asennuksen jälkeen Nova-palvelun konfigurointitiedostoa /etc/nova/nova.conf 
muokataan (liite 5).  Konfigurointitiedossa määritellään muun muassa Nova-palvelun käyttämät 
tietokannat, yhteys identiteettipalveluun, Neutron-palvelun käyttö sekä Glance-palvelun osoite.  
Muutosten jälkeen Nova-palvelun tietokannat otetaan käyttöön sekä rekisteröidään alussa luotu 
cell0-tietokanta ja luodaan cell1-solu (liite 4). Lopuksi asennetut palvelut käynnistetään uudelleen. 
(Openstack Foundation 2018l, viitattu 11.4.2018.) 
 
Controller-noodin asennuksen jälkeen Compute-noodille asennetaan Nova-compute-palvelu 
komennolla ”apt install nova-compute”. Compute-noodin konfigurointitiedostoa /etc/nova/nova.conf 
muokataan Controller-noodin tavoin pienien muutosten kera (liite 5). Compute-noodin 
konfigurointitiedostosta jätetään tietokantayhteydet konfiguroimatta, koska itse compute-palvelu ei 
tarvitse suoraa yhteyttä mihinkään tietokantaan. Lisäksi IP-osoitteeksi määritetään Compute-
noodin käyttämä IP-osoite sekä VNC-protokolla otetaan käyttöön. VNC-protokollan käytön avulla 
Compute-noodin päällä ajettavien virtuaalikoneiden graafisiin käyttöliittymiin pääse käsiksi 
verkkoselaimen avulla. Konfigurointitiedoston muokkauksen jälkeen Compute-noodilla suoritetaan 
komento ”egrep -c '(vmx|svm)' /proc/cpuinfo”. Komennon palauttama arvo kertoo, että tukeeko 
Compute-noodi laitteistokiihdytystä. Komennon palauttama arvo on nolla, joka viittaa siihen, että 
Compute-noodi ei tue kyseistä ominaisuutta. Tämän vuoksi Nova-palvelun konfigurointitiedostoa 
on muokattava hieman ja käytettäväksi virtualisointityypiksi on määritettävä QEMU (liite 5). 
Muokkauksen jälkeen Nova-compute-palvelu käynnistetään uudelleen komennolla ”service nova-




Nova-palvelun toiminnan testaamiseksi Controller-noodilla suoritetaan komento ”openstack 
compute service list”. Komento listaa ympäristön compute-palvelut. Sen avulla voi varmistaa, että 
palvelut toimivat oikein (kuvio 10). (Openstack Foundation 2018m, viitattu 12.4.2018.) 
 
 
Kuvio 10. Nova-palvelun toiminnan testaus 
4.2.4 Neutron 
Neutron on Openstack-alustan verkkopalvelu, jonka tehtävänä on tarjota verkkoyhteys Openstack-
alustan ylläpitämien virtuaalisten liitäntöjen välillä. Neutron-palvelun avulla voi luoda erilaisia verk-
koja jotka voidaan kytkeä muun muassa Nova-palvelun ylläpitämiin virtuaalikoneisiin. (Openstack 
Foundation 2018o, viitattu 12.4.2018.) Neutron tukee kahta erilaista verkkovaihtoehtoa, jotka ovat 
toimittajaverkot sekä itsepalveluverkot. Toimittajaverkko on Neutron-palvelun yksinkertaisin tapa 
tarjota virtuaalikoneille verkkoyhteys. Kyseinen konfiguraatio mahdollistaa virtuaalisten verkkojen 
siltaamisen fyysisiin verkkoihin ja käyttää fyysisen verkon tarjoamaa reititysmahdollisuutta. Itsepal-
veluverkkojen konfiguraatio taas mahdollistaa virtuaalisten reitittimien luomisen sekä NATin (Net-
work Address Translation) käytön virtuaalisten verkkojen reitityksessä fyysisen verkon kanssa. 
Verkkopalvelun konfigurointi eroaa hieman eri verkkovaihtoehtojen kesken. Testiympäristössä 
päädyttiin yksinkertaisempaan toimittajaverkkoon. (Openstack Foundation 2018p, viitattu 
12.4.2018.) 
 
Verkkopalvelun asentaminen aloitetaan Controller-noodilla tietokannan sekä käyttäjän luomisella. 
Seuraavaksi luodaan Neutron-palvelukokonaisuus komennolla ”openstack service create –name 
neutron –description ”Openstack Networking” network”. Lisäksi verkkopalvelulle luodaan 
loppupisteet Openstack-alustan muiden palveluiden tavoin public-, internal- sekä admin-liitännöille 
(liite 6).  Seuraavaksi Controller-noodille asennetaan verkkopalvelun tarvitsemat paketit 
komennolla ”apt install neutron-server neutron-plugin-ml2 neutron-linuxbridge-agent neutron-dhcp-
agent neutron-metadata-agent”. Komento asentaa tarvittavat paketit myös DHCP-palvelun käyttöä 
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varten IP-osoitteiden jakamiseksi ympäristöön luotaville virtuaalikoneille. Pakettien asennuksen 
jälkeen verkkopalvelun konfigurointitiedostoa /etc/neutron/neutron.conf muokataan (liite 6). 
Konfigurointitiedostossa määritetään muun muassa verkkopalvelun tietokanta sekä otetaan 
käyttöön Modular Layer 2 -liitännäinen. Liitännäinen mahdollistaa virtuaalisten kytkimien käytön 
Openstack-ympäristössä.  
 
Verkkopalvelun konfiguroinnin jälkeen ML2-liitännäisen konfigurointitiedostoa muokataan (liite 7). 
Konfigurointitiedostossa määritetään käytettäväksi verkkotyypiksi flat ja vlan. Flat viittaa tässä ta-
pauksessa fyysiseen verkkoon. Lisäksi tiedostossa otetaan käyttöön Linux Bridge Agent -liitännäi-
nen. Liitännäistä käytetään virtuaalisten verkkoinfrastruktuurien rakentamiseen.   LBA-liitännäisen 
konfigurointitiedostoa /etc/neutron/plugins/ml2/linuxbridge_agent-ini (liite 7) muokataan. Tiedos-
tossa määritetään muun muassa Linux Bridgen Agent -liitännäisen käyttämä fyysinen liitäntä sekä 
turvallisuusryhmien käyttöönotto. Ryhmien avulla voi muun muassa määritellä, saavatko siihen 
kuuluvat virtuaalikoneet internetyhteyden tai sallitaanko niillä ping-komennon käyttö. Lisäksi muo-
kataan tiedostoa /etc/neutron/dhcp_agent.ini DHCP-palvelun käyttämiseksi testiympäristössämme 
(liite 7).   
 
Seuraavaksi muokataan Metadata Agent -liitännäisen konfigurointitiedostoa sekä määritetään 
Nova käyttämään verkkopalvelun luotuja tietoja (liite 8). Openstack-ympäristön virtuaalikoneet 
käyttävät Metadata Agent -liitännäistä virtuaalikonekohtaisten tietojen noutamiseen. Tiedot voivat 
koskea virtuaalikoneen julkista IP-osoitetta, isäntänimeä tai SSH-avainta (Openstack Foundation 
2018p, viitattu 12.4.2018). Controller-noodin asennuksen viimeistelyksi verkkopalvelun tietokannat 
otetaan käyttöön ja tarvittavat palvelut käynnistetään uudelleen (liite 8). (Openstack Foundation 
2018q, viitattu 12.4.2018.) 
 
Openstack-ympäristön jokaiselle Compute-noodille on asennettava verkkopalvelun Linux Bridge 
Agent -liitännäinen. Linux Bridge Agent -liitännäinen asennetaan Compute-noodille komennolla 
”apt install neutron-linuxbridge-agent”. Asennuksen jälkeen Neutron-palvelun sekä Nova-palvelun 
konfigurointitiedostoa muokataan (liite 9).  Lisäksi Linux Bridge Agent -liitännäisen konfigurointitie-
dostoa muokataan Controller-noodin tavoin (liite 7). Asennuksen viimeistelyksi Nova- sekä Neut-
ron-palvelun palvelut käynnistetään uudelleen Compute-noodilla. Lopuksi verkkopalvelun toiminta 
varmistetaan suorittamalla komento ”openstack neutron agent list” Controller-noodilla (kuvio 11). 




Kuvio 11. Verkkopalvelun toiminnan testaus 
4.2.5 Cinder 
Cinder on Openstack-alustan varastointipalvelu, jonka tehtävänä on tarjota tallennustilaa 
Openstack-ympäristön virtuaalikoneille. Cinder-palvelun hallinnoimia tallennustiloja kutsutaan Cin-
der-taltioiksi. Cinder-taltiot ovat irrotettava tallennustiloja, jotka voidaan liittää Openstack-ympäris-
tön virtuaalikoneisiin. Osa varastointipalvelun palveluista asennetaan Controller-noodille, mutta li-
säksi palvelulle konfiguroidaan oma varastonoodinsa Cinder-taltioiden säilytystä varten. 
(Openstack Foundation 2018s, viitattu 13.4.2018.)  
 
Cinder-palvelun asentaminen aloitetaan muiden Openstack-ympäristön palveluiden tavoin 
tietokannan, käyttäjän, palvelukokonaisuuden sekä loppupisteiden luomisella. Seuraavaksi 
Controller-noodille asennetaan Cinder-palvelun tarvitsemat paketit komennolla ”apt install cinder-
api cinder scheduler”. Pakettien asennuksen jälkeen Cinder-palvelun konfigurointitiedostoa 
/etc/cinder/cinder.conf muokataan (liite 10). Tiedostoon määritellään muiden palveluiden tavoin 
palvelun käyttämä tietokanta sekä yhteys identiteettipalveluun. Muokkausten jälkeen tietokanta 
otetaan käyttöön komennolla ”su -s /bin/sh -c ”cinder-manage db sync” cinder”. Lisäksi Nova 
konfiguroidaan käyttämään Cinder-palvelua (liite 10). Controller-noodin asennuksen viimeistelyksi 
tarvittavat palvelut käynnistetään uudelleen komennoilla ”service nova-api restart” ja ”service 
cinder-scheduler restart” (Openstack Foundation 2018t, viitattu 14.4.2018.) 
 
Controller-noodin asennuksen jälkeen Block-noodilla luodaan fyysinen LVM-taltio komennolla 
”pvcreate /dev/sdb”.  Lisäksi luodaan taltioryhmä komennolla ”vgcreate cinder-volumes /dev/sdb”. 
Seuraavaksi Block-noodille asennetaan tarvittava paketti komennolla ”apt install cinder-volume”. 
Asennuksen jälkeen Block-noodilla sijaitsevaa Cinder-palvelun konfigurointitiedostoa muokataan 
(liite 11). Tiedostossa määritetään muiden palveluiden tavoin muun muassa käytettävä tietokanta 
sekä yhteys identiteettipalveluun. Lisäksi LVM (Logical Volume Manager) kohdan alle määritetään 
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taltioryhmäksi luotu cinder-volumes-ryhmä. Lopuksi Cinder-palvelun palvelut käynnistetään uudel-
leen komennoilla ”service tgt restart” ja ”service cinder-volume restart”. Varastointipalvelun toimin-
taa testataan suorittamalla komento ”openstack volume service list” Controller-noodilla (kuvio 12). 
(Openstack Foundation 2018u, viitattu 14.4.2018.) 
 
 
Kuvio 12. Cinder-palvelun toiminnan testaus 
4.2.6 Designate 
Designate on testiympäristön DNS-palvelu (Domain Name System). Palvelun avulla verkkotunnuk-
set, kuten www.example.com voidaan ohjata tiettyihin IP-osoitteisiin. Designate-palvelu käyttää 
pohjanaan avoimeen lähdekoodin perustuvaa DNS-palvelua BIND. Designate voidaan konfigu-
roida luomaan DNS-tietueita automaattisesti Nova- tai Neutron-palvelun toimintojen perusteella. 
(Openstack Foundation 2018y, viitattu 1.5.2018.) 
 
Designate-palvelun asentaminen aloitetaan muiden palveluiden tavoin tietokannan, käyttäjän, pal-
velukokonaisuuden sekä loppupisteen luonnilla. Designate-palvelun tarvitsemat paketit asenne-
taan komennolla ”apt-get install designate bind9 bind9utils bind9-doc”. Komennon suorittamisen 
jälkeen asennetaan vielä Designate-palvelun osat komennnolla ”apt install designate-worker de-
signate-producer designate-mdns”. 
 
Seuraavaksi luodaan RNDC-avain (Remote Name Daemon Control) sijaintiin /etc/desig-
nate/rndc.key komennolla ”rndc-confgen -a -k designate -c /etc/designate/rndc.key”. RNDC-toimin-
non käyttö mahdollistaa komentokehotepohjaisen BIND-palvelun hallinnan. Avaimen luonnin jäl-
keen BIND-palvelun konfigurointitiedostoa /etc/bind/named.conf.options muokataan (liite 12). Kon-
figurointitiedostossa määritetään luodun RNDC-avaimen käyttö, BIND-palvelun kuuntelu osoitteet 
sekä DNS-tiedustelu sallitaan verkosta 10.0.0.0/24. Muokkausten jälkeen BIND käynnistetään uu-




Seuraavaksi muokataan Designate-palvelun konfigurointitiedostoa /etc/designate/designate.conf. 
Tiedostossa määritetään palvelun käyttämä tietokanta, yhteys identiteettipalveluun sekä tarvittavat 
laajennukset otetaan käyttöön (liite 13). Muokkausten jälkeen Designate-palvelun tietokanta ote-
taan käyttöön komennolla ”su -s /bin/sh -c "designate-manage database sync" designate”. Tieto-
kannan käyttöönoton jälkeen tarvittavat palvelut käynnistetään uudelleen komennoilla ”service de-
signate-central restart” ja ” service designate-api restart”.   
 
Designate-palvelun asennuksen viimeistelyksi luodaan pools.yaml-tiedosto sijaintiin /etc/desig-
nate/pools.yaml (liite 14).  Tiedoston luonnin jälkeen suoritetaan komento ”su -s /bin/sh -c "desig-
nate-manage pool update" designate”. Lopuksi Designate-palvelun worker-, producer- sekä mdns-
palvelut käynnistetään uudelleen. (Openstack Foundation 2018z, viitattu 1.5.2018.) 
 
Designate-palvelun toimintaa testataan uuden DNS-alueen luonnilla. DNS-alueen luonti tapahtuu 
komennolla ”openstack zone create –email dnspalvelu@example.com example.com.” Palvelu pa-
lauttaa vastaan ikkunan komennon suorittamisen jälkeen (kuvio 13). 
 
 
Kuvio 13. Designate-palvelun testaus 
4.2.7 Horizon 
Viimeinen asennettava kokonaisuus testiympäristössä on ympäristön graafinen käyttöliittymä Ho-
rizon. Graafisen käyttöliittymän käyttö ei ole ympäristössä pakollista, koska Openstack-alustan 
käyttö onnistuu pelkän komentokehotteen avulla. Alkuaan Horizon suunniteltiin Openstack-alustan 
compute-palvelun hallintaan, mutta se kehittyi lopulta nykyiseen mittaansa tukemaan useita 




Horizon asennetaan Controller-noodille komennolla “apt install openstack-dashboard”. Asennuk-
sen jälkeen sen konfigurointitiedostoa etc/openstack-dashboard/local_settings.py muokataan (liite 
15). Tiedossa määritellään muun muassa Horizon käyttämään Controller-noodille asennettuja pal-
veluita sekä sen käyttö sallitaan jokaiselta isännältä. Muokkausten jälkeen asennuksen viimeiste-
lyksi Apache-palvelimen konfigurointi ladataan uudelleen komennolla ”service apache2 reload”.  
 
Asennuksen jälkeen graafiseen käyttöliittymään pääse kiinni verkkoselaimella osoitteesta 
http://10.0.0.11/horizon. Toiminnan testaamiseksi käyttöliittymään kirjaudutaan jo ennestään luo-
dulla admin-tunnuksella (liite 16). (Openstack Foundation 2018v, viitattu 14.4.2018w.) 
 
4.3 Ympäristön testaus 
Openstack-ympäristön testaamiseksi testiympäristöön luodaan uusi projekti sekä käyttäjä nimeltä 
Demo, jonka alle virtuaalikoneet luodaan. Käyttäjälle luodaan admin-tunnuksen tavoin erillinen tie-
dosto kirjautumistietojen lataamiseksi. Seuraavaksi ympäristöön luodaan Neutron-palvelun verk-
kovaihtoehdoksi valittu toimittajaverkko. Toimittajaverkon luonti onnistuu ainoastaan admin-tun-
nuksen tiedoilla, minkä vuoksi kirjautumistiedot ladataan komennolla ”. admin-openrc”. Toimittaja-
verkon luonti onnistuu myös graafisen käyttöliittymän kautta, mutta tässä tapauksessa luonti on 
tapahtunut komennon avulla. Toimittajaverkon luonnin jälkeen verkolle luodaan aliverkko samalle 
osoitealueelle ympäristön noodien kanssa (liite 17). 
 
Openstack käyttää termiä aromi virtuaalikoneiden muistin, tallennuskapasiteetin sekä resurssien 
tulkitsemiseen. Testauksen vuoksi Openstack-ympäristöön luodaan uusi aromi graafisen käyttöliit-
tymän kautta (liite 18). Lisäksi käyttäjän Demo kirjautumistiedoilla luodaan SSH-avainpari julkisen 
avaintodennuksen käyttämiseksi (liite 17).  Avainparin avulla SSH-yhteyden ottaminen Openstack-
ympäristössä pystytettyihin virtuaalikoneisiin onnistuu ilman erillistä käyttäjätunnusta ja salasanaa 
isäntätietokoneilla, joihin kyseinen avain on tallennettu.  
 
Lopuksi on vuorossa itse virtuaalikoneen luonti. Luonti tapahtuu Demo käyttäjän kirjautumistie-
doilla. Ennen virtuaalikoneen luontia varastointipalvelun avulla luodaan yhden gigatavun taltio ko-
mennolla ”openstack volume create –size 1 volume1”. Itse virtuaalikoneen luonti tapahtuu komen-
tokehotteen kautta seuraavasti (kuvio 14). Komento määrittää käytettäväksi edellä luodun aromin, 
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levykuvapalveluun ladatun levykuvan, toimittajaverkon, turvallisuusryhmän, avainparin sekä virtu-
aalikoneen nimen. Vastaava toimenpide olisi onnistunut myös graafisen käyttöliittymän kautta (liite 
19). Virtuaalikoneen luonnissa kestää hetken aikaa, mutta pian graafisesti käyttöliittymästä käsin 
voi varmistaa tilan nousseen aktiiviseksi. Virtuaalikone on saanut IP-osoitteen 10.0.0.50. Virtuaali-
koneen luonnin jälkeen luotu taltio liitetään virtuaalikoneeseen komennolla ”openstack server add 
volume virtuaalikone1 volume1”.  
 
 
Kuvio 14. Virtuaalikoneen luonti komentokehotteella 
Lopulta luotua virtuaalikonetta voi tarkastella graafisen käyttöliittymän kautta (kuvio 15). Lisäksi 
virtuaalikoneeseen voi ottaa SSH-yhteyden (kuvio 16). 
 
 




Kuvio 16. SSH-yhteys PuTTYn avulla 
Openstack-alustan DNS-palvelun testaamista varten testiympäristöön ladataan Ubuntu Server -
levykuva, sekä luodaan uusi aromi graafisen käyttöliittymän avulla (liite 20). Ubuntu Server -levy-
kuva soveltuu loistavasti DNS-palvelun testaamista varten, sillä levykuva sisältää jo valmiiksi tar-
peelliset paketit verkkosivujen ylläpitämistä varten. Käyttöjärjestelmän asennusvaiheessa voi valita 
vaihtoehtoisena ohjelmistona LAMP-kokonaisuuden asentamisen. Kokonaisuus sisältää Apache 
http -palvelimen, jonka ylläpitämää verkkosivua DNS-palvelun testaamisessa tullaan käyttämään. 
Ladattuun levykuvaan perustuva virtuaalikone luodaan graafisen käyttöliittymän avulla. Virtuaali-
koneen käyttöjärjestelmän asennuksen jälkeen Apache http -palvelimen oletus verkkosivun konfi-
gurointitiedostoa /var/www/html/index.html muokataan seuraavanlaiseksi (liite 21). Muokkauksen 
jälkeen Apache-palvelin käynnistetään uudelleen komennolla ”service apache2 restart”. 
 
Seuraavaksi Demo käyttäjän kirjautumistiedoilla luodaan DNS-tietue DNS-alueen example.com. 
alle Openstack-ympäristössä. Tietueen luonti tapahtuu komennolla “openstack recordset create –
records ’10.0.0.51’ –type A example.com. www”. Luotu tietue ohjaa verkkotunnuksen 
www.example.com IP-osoitteeseen 10.0.0.51, joka on tässä tapauksessa ympäristöön luodun 
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Ubuntu Server -virtuaalikoneen IP-osoite, jossa Apache http -palvelimen ylläpitämä verkkosivu si-
jaitsee. 
 
DNS-palvelun toimintaa testataan ensiksi dig-komennon avulla (liite 21). Palvelun toimintaa testa-
taan lisäksi määrittämällä erillisen isäntätietokoneen DNS-osoitteeksi 10.0.0.11 ja menemällä verk-
koselaimella osoitteeseen www.example.com palvelun toiminnan varmistamiseksi (kuvio 17). 
 
 
Kuvio 17. DNS-palvelun testaus 
4.4 Ympäristön hallinta 
Openstack-ympäristön hallitseminen onnistuu joko graafisen käyttöliittymän tai komentokehotteen 
avulla. Yrityskäytössä ympäristöön lisättäisiin todennäköisesti vielä yksi noodi, jonka tehtävänä olisi 
keskittyä ympäristön hallintaan. Tällaisen noodin konfigurointi vaatii ainoastaan Openstack-alustan 
asiakasohjelman asennuksen sekä vastaavan admin-openrc-tiedoston määrittelyn (liite 1). Graafi-
sen käyttöliittymän käyttö on taas mahdollisesti sallittu kaikilta yrityksen työasemilta. Käyttöä on 
tietenkin mahdollista rajata graafisen käyttöliittymän konfigurointia muuttamalla. 
 
Käytännössä Openstack-ympäristöä voi hallita lähes täysin graafisen käyttöliittymän kautta lukuun 
ottamatta muutamia poikkeuksia. Uusien palveluiden vaatimien loppupisteiden luonti ei muun mu-
assa onnistu graafisen käyttöliittymän avulla. Openstack-alustan graafinen käyttöliittymä perustuu 
avoimeen lähdekoodin, minkä vuoksi tiettyjä Openstack-ympäristön palveluja ei ole edes mahdol-
lisesti integroitu tukemaan graafista käyttöliittymää. Valmista Openstack-ympäristöä voi hallita siis 
graafisen käyttöliittymän tai komentokehotteen avulla. Parhaimman lopputuloksen kuitenkin saa-




Openstack-alustan testiympäristön asennus oli lopulta yllättävän työläs prosessi, vaikka apuna 
käytetty Openstack-säätiön dokumentointi on todella kattava. Ongelmia oli alussa muun muassa 
virtualisoitujen isäntäkoneiden verkkoyhteyden kanssa. Kyseiseltä ongelmalta olisi todennäköisesti 
vältetty asentamalla Openstack-alusta fyysisille isäntäkoneille. Itse Openstack-alustan konfiguroin-
nin kanssa ei lopulta suurempia ongelmia ollut muutamia poikkeuksia lukuun ottamatta. Kohdatut 
ongelmat johtuivat yleisimmin kirjoitusvirheistä palveluiden konfigurointitiedostoissa. Ongelma voi 
kuulostaa yksinkertaiselta, mutta sen paikantaminen voi olla työläämpää. Virheet paikannettiin pää-
osin Openstack-alustan lokitiedostoja selaamalle. Lokitiedostojen selailu ei kuitenkaan aina autta-
nut virheiden paikantamisessa, ja lopulta muun muassa verkkopalvelun asennus suoritettiin osaksi 
kokonaan uudelleen.  
 
Valmis lopputulos on kuitenkin tehdyn työn arvoinen. Openstack-alustan käyttö on lopulta yllättä-
vän yksinkertaista komentokehotteen avulla, ja hallintaan käytettävät komennot muodostuvat 
yleensä aina tiettyä rakennetta seuraten. Graafinen käyttöliittymä antaa taas ympäristön käyttäjällä 
tutun ja turvallisen kuvan ympäristön hallinnasta. Esimerkiksi virtuaalikoneiden luonti onnistuu 
graafisen käyttöliittymän avulla muutaman klikkauksen avulla.  
 
Openstack-alustan tulevaisuus voidaan nähdä vakaana sen suuren kehittäjäyhteisön sekä alustan 
merkittävien rahoittajien vuoksi (Openstack Foundation 2018å, viitattu 2.5.2018). Lukuisat yritykset 
todennäköisesti pohtivat oman infrastruktuurinsa päivittämistä. Openstack-alustan integrointi yri-
tyksen omaan ympäristöön on mahdollisesti yksi näistä lukuisista eri vaihtoehdoista infrastruktuurin 
päivittämisen osalta.  
 
Tehty Openstack-alustan testiympäristön asennus mahdollisti perehtymisen Openstack-alustan 
toimintaan ja uusien taitojen oppimisen. Opittuja taitoja jotka koskevat Openstack-ympäristön yllä-
pitoa tai konfigurointia voidaan todennäköisesti käyttää hyödyksi työelämässä. Seuraava etappi 
Openstack-ympäristön toimintaan tutustuessa olisi ympäristön konfigurointi fyysisillä isäntäko-
neilla, sekä ympäristön integroimien julkisen pilven kanssa Omni-projektin avulla. Omni-projektin 
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IDENTITEETTIPALVELUN KONFIGUROINTI LIITE 1 
Lähes jokainen Openstack-alustan palvelua vaati tietokannan tietojen säilyttämiseen. Luodulle tie-
tokannalle annetaan tarvittavat oikeudet Keystone nimiselle käyttäjälle. Identiteettipalvelu myös 





LEVYKUVAPALVELUN KONFIGUROINTI LIITE 2 
Loppupisteet ovat osoitteita joiden avulla Openstack-alustan palvelut keskustelevat toistensa 
kanssa. Loppupisteet luodaan yleisimmin public-, internal- sekä admin-liitännöille. Levykuvapalve-





LEVYKUVAN LATAUS LIITE 3 
Levykuvia Openstack-ympäristöön ladatessa on määriteltävä mm. minkä tyyppinen levykuva on 
sekä sen näkyvyys. Cirros-levykuvat ovat kooltaan pieniä ja soveltuvat hyvin alustan testaamiseen. 





NOVA-PALVELUN KONFIGUROINTI 1 LIITE 4 
Nova-palvelulle on luotu kolme tietokantaa, joille kaikille on annettu tarvittavat oikeudet Nova nimi-
selle käyttäjälle. Lisäksi compute- sekä placement-palveluille on luotu loppupisteet public-, internal- 




NOVA-PALVELUN KONFIGUROINTI 2 LIITE 5 (1/2) 
Nova-palvelun konfigurointitiedossa Controller-noodilla määritetään sen käyttämät tietokannat, IP-
osoite, Neutron-palvelun käyttö, VNC-protokollan käyttö, Glance- sekä placement-palvelun käyttö. 











VERKKOPALVELUN KONFIGUROINTI 1 LIITE 6 
Neutron-palvelun konfigurointi ei juurikaan eroa periaatteeltaan Glance-palvelun tai Nova-palvelun 
kanssa. Konfigurointitiedostossa määritetään käytettävä tietokanta, ML2-liitännäisen käyttöönotto 





LIITÄNNÄISTEN KONFIGUROINTI LIITE 7 
Neutron vaatii useiden liitännäisten konfiguroinnin toimiakseen. Modular Layer 2 -liitännäinen mah-
dollistaa virtuaalisten kytkimien käytön ympäristössä. Linux Bridge Agent -liitännäistä käytetään 
taas virtuaalisten verkkoinfrastruktuurien rakentamiseen. Lisäksi DHCP-palvelu otetaan käyttöön 




VERKKOPALVELUN KONFIGUROINTI 2 LIITE 8 
Openstack-ympäristön virtuaalikoneet käyttävät Metadata Agent -liitännäistä virtuaalikonekohtais-
ten tietojen noutamiseen. Lisäksi Nova konfiguroidaan käyttämään Neutron-palvelua sekä Neut-






VERKKOPALVELUN KONFIGUROINTI 3 LIITE 9 
Compute-noodilla tehtävät muutokset eivät juurikaan eroa Controller-noodille tehtyjen muutosten 







VARASTOINTIPALVELUN KONFIGUROINTI 1 LIITE 10 
Cinder-palvelun konfigurointi ei periaatteeltaan eroa muista palveluista. Konfigurointitiedossa mää-










BIND-PALVELUN KONFIGUROINTI LIITE 12 
BIND on avoimeen lähdekoodiin perustuva DNS-palvelu. Designate-palvelu käyttää BIND-palvelua 
pohjana DNS-alueiden sekä tietueiden hallinnassa. Designate voidaan myös konfiguroida käyttä-





DESIGNATE-PALVELUN KONFIGUROINTI LIITE 13 
Designate-palvelun konfigurointitiedosto löytyy sijainnista /etc/designate/designate.conf. Tiedos-









GRAAFISEN KÄYTTÖLIITTYMÄN KONFIGUROINTI LIITE 15 
Openstack-alustan graafisen käyttöliittymän konfigurointitiedostossa sen käyttö on sallittu kaikilta 







HORIZON-KIRJAUTUMISIKKUNA  LIITE 16 



























AROMIN LUONTI JA LEVYKUVAN LATAUS LIITE 20 












DNS-PALVELUN TESTAUS LIITE 21 
Apache http -palvelimen ylläpitämän verkkosivun rakenne: 
 
 
Dig-komennon käyttö: 
 
 
 
 
 
