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Uvod
U raznim podrucˇjima matematike i primijenjenih znanosti mozˇemo se susresti s linearnim
matricˇnim jednadzˇbama. U teoriji dinamicˇkih sustava od posebne su vazˇnosti Sylvesterova
i Lyapunovljeva linearna matricˇna jednadzˇba.
Problem rjesˇavanja Sylvesterove matricˇne jednadzˇbe sastoji se u pronalazˇenju matrice
X takve da je AX + XB = C, pri cˇemu su zadane realne kvadratne matrice A, B i C.
Posebnu vrstu ove jednadzˇbe cˇini Lyapunovljeva jednadzˇba kod koje je B = AT . Cilj
ovog diplomskog rada je dati pregled osnovnih rezultata o numericˇkom rjesˇavanju ovakvih
jednadzˇbi, te napraviti usporedbu nekoliko glavnih algoritama. Implementacija algoritama
c´e se napraviti pomoc´u biblioteka numpy i scipy u Pythonu.
U Poglavlju 1 pokazat c´emo kako linearne matricˇne jednadzˇbe mozˇemo prikazati kao
sustav linearnih jednadzˇbi i vidjet c´emo pod kojim uvjetima Sylvesterova jednadzˇba ima
jedinstveno rjesˇenje. Nakon toga, u Poglavlju 2, dajemo motivaciju za proucˇavanje ovih
vrsta jednadzˇbi i opisujemo njihovu ulogu u analizi stabilnosti linearnih dinamicˇkih sus-
tava.
U ostatku rada opisujemo neke od postojec´ih algoritama za pronalazˇenje rjesˇenja ma-
tricˇnih jednadzˇbi i na njima je najvec´i naglasak u ovom radu. Najprije c´emo u Poglav-
lju 3 opisati algoritme koji su primijenjivi samo na matricˇne jednadzˇbe kod kojih su sve
ukljucˇene matrice malih dimenzija. Podjela matrica na one malih dimenzija i one velikih
dimenzija uvelike ovisi o arhitekturi racˇunala na kojem se rjesˇavaju navedene matricˇne jed-
nadzˇbe. No, u radu c´emo matricama malih dimenzija smatrati one koje su velicˇine najvisˇe
nekoliko tisuc´a.
Tezˇe je rijesˇiti matricˇne jednadzˇbe velikih dimenzija zato sˇto porastom dimenzija rastu
prostorna i vremenska slozˇenost algoritama za rjesˇavanje. Medutim, velike matricˇne jed-
nadzˇbe koje se javljaju u praksi obicˇno imaju specijalnu strukturu koja nam olaksˇava
izracˇunavanje rjesˇenja. U Poglavlju 4 c´emo opisati neke tipicˇne strukture, a u Poglavlju
5 iterativne metode razvijene za njihovo rjesˇavanje.
1
Poglavlje 1
Sylvesterova i Lyapunovljeva jednadzˇba
U ovom poglavlju definirat c´emo Sylvesterovu i Lyapunovljevu jednadzˇbu i pokazat c´emo
kako ih mozˇemo prikazati kao sustav linearnih jednadzˇbi. Vidjet c´emo pod kojim uvjetima
navedene jednadzˇbe imaju jedinstveno rjesˇenje i kakva svojstva ono ima. Na kraju c´emo
proucˇiti neke od analiticˇkih metoda rjesˇavanja te vidjeti zasˇto su nam potrebne numericˇke
metode.
1.1 Linearne matricˇne jednadzˇbe i linearni sustav
Definicija 1.1.1. Neka su Ai ∈ Rp×q, Bi ∈ Rr×s, C ∈ Rp×s, i = 1, 2, . . . , k. Jednadzˇba oblika
k∑
i=1
AiXBi = C
zove se linearna matricˇna jednadzˇba, a matrica X ∈ Rq×r njezino rjesˇenje.
Matrice Ai i Bi nazivamo matricama koeficijenata matricˇne jednadzˇbe, a matricu C
c´emo ponekad navoditi kao matricu s desne strane jednadzˇbe.
Naveli smo u Uvodu da su od posebnog zanimanja linearne matricˇne jednadzˇbe u ko-
jima je k = 2.
Definicija 1.1.2. Neka su A ∈ Rn×n, B ∈ Rm×m,C ∈ Rn×m. Jednadzˇba oblika
AX + XB = C
zove se Sylvesterova matricˇna jednadzˇba.
Lyapunovljeva jednadzˇba je poseban slucˇaj Sylvesterove jednadzˇbe (kad je B = AT ).
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Definicija 1.1.3. Neka su A,C ∈ Rn×n. Jednadzˇba oblika
AX + XAT = C
zove se Lyapunovljeva matricˇna jednadzˇba.
Za analizu linearnih matricˇnih jednadzˇbi pokazuje se korisnim definirati tzv. Kronec-
kerov produkt matrica i operator vektorizacije.
Definicija 1.1.4. Za matrice A ∈ Rm×n i B ∈ Rp×q Kroneckerov produkt matrica A = [ai j]
i B (u oznaci A ⊗ B) definiran je s
A ⊗ B =

a11B a12B · · · a1nB
a21B a22B · · · a2nB
...
. . .
...
am1B am2B · · · amnB
 ∈ Rmp×nq.
Operator vektorizacije je linearni operator koji matricu preslikava u vektor u kojem su
stupci matrice nanizani uzastopno jedan ispod drugog. Dajemo precizniju definiciju.
Definicija 1.1.5. Operator vektorizacije matrice A ∈ Rm×n, u oznaci vec(A), definiran je s
vec(A) =

a1
a2
...
an
 ,
pri cˇemu su a1, a2, . . . , an stupci matrice A.
Uzmimo Sylesterovu jednadzˇbu AX + XB = C, pri cˇemu su ai, bi, ci, xi redom stupci
matrica A, B, C, X. Lako se vidi da za i-ti stupac matrice C vrijedi
ci = Axi + Xbi = Axi +
m∑
j=1
b jix j.
Dakle, Sylvesterova jednadzˇba se mozˇe zapisati kao mn × mn linearni sustav
A + b11I b21I · · · bm1I
b12I A + b22I · · · bm2I
...
. . .
...
b1mI b2mI · · · A + bmmI


x1
x2
...
xm
 =

c1
c2
...
cm
 .
Time smo dokazali sljedec´u propoziciju.
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Propozicija 1.1.6. Sylvesterova jednadzˇba AX+XB = C je ekvivalentna linearnom sustavu[
(Im ⊗ A) + (BT ⊗ In)]vec(X) = vec(C).
Analogno, Lyapunovljeva jednadzˇba AX + XAT = C se mozˇe zapisati kao linearni sustav[
(Im ⊗ A) + (A ⊗ In)]vec(X) = vec(C).
Na ovaj nacˇin mozˇemo pokazati da se svaka linearna matricˇna jednadzˇba mozˇe zapisati
kao obicˇan sustav linearnih jednadzˇbi cˇije su nepoznanice elementi matrice X. Medutim,
zbog specijalne strukture tih linearnih sustava, postoji zasebna teorija koja proucˇava pos-
tojanje i svojstva njihovih rjesˇenja, kao i specijalizirani algoritmi koji ih izracˇunavaju.
1.2 Jedinstvenost rjesˇenja
Teorem 1.2.1. (Jedinstvenost rjesˇenja Sylvesterove jednadzˇbe)
Neka su λ1, λ2, . . . , λn svojstvene vrijednosti matrice A ∈ Rn×n i µ1, µ2, . . . , µm svojstvene
vrijednosti matrice B ∈ Rm×m.
Tada Sylvesterova jednadzˇba AX + XB = C ima jedinstveno rjesˇenje X ako i samo ako je
λi + µ j , 0,
za svaki i = 1, 2, . . . , n i j = 1, 2, . . . ,m.
Drugim rijecˇima, Sylvesterova matricˇna jednadzˇba ima jedinstveno rjesˇenje ako i samo
ako A i −B nemaju zajednicˇke svojstvene vrijednosti.
Dokaz. Iz Propozicije (1.1.6) slijedi da Sylvesterova jednadzˇba ima jedinstveno rjesˇenje
ako i samo ako je P = (Im ⊗ A) + (BT ⊗ In) regularna matrica.
Uzmimo jednu proizvoljnu svojstvenu vrijednost λi matrice A i jednu proizvoljnu svoj-
stvenu vrijednost µ j matrice B. Tada za neke x , 0 i y , 0 vrijedi:
Ax = λix
By = µ jy.
Pronadimo svojstvene vrijednosti matrice P. Za to c´e nam biti potreban iskaz
(A ⊗ B)(C ⊗ D) = (AC) ⊗ (BD) koji se lako mozˇe dokazati koristec´i definiciju Kronecke-
rovog produkta. Uocˇimo josˇ da je (y ⊗ x) , 0 za x, y , 0.
P(y ⊗ x) = (Im ⊗ A + BT ⊗ In)(y ⊗ x)
= (Im ⊗ A)(y ⊗ x) + (BT ⊗ In)(y ⊗ x)
= (Imy) ⊗ (Ax) + (BT y) ⊗ (Inx)
= y ⊗ (λix) + (µ jy) ⊗ x
= (λi + µ j)(y ⊗ x)
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Dakle, svojstvena vrijednost matrice P je jednaka zbroju jedne svojstvene vrijednosti
matrice A i jedne svojstvene vrijednosti matrice B.
Buduc´i da je determinanta matrice jednaka umnosˇku svojstvenih vrijednosti, slijedi da
je P regularna (to jest, da Sylvesterova jednadzˇba ima jedinstveno rjesˇenje) ako i samo ako
vrijedi λi + µ j , 0 za svaki i = 1, 2, . . . , n i j = 1, 2, . . . ,m. 
Analogno, Lyapunovljeva jednadzˇba ima jedinstveno rjesˇenje ako i samo ako A i −A
nemaju zajednicˇkih svojstvenih vrijednosti:
Korolar 1.2.2. (Jedinstvenost rjesˇenja Lyapunovljeve jednadzˇbe)
Neka su λ1, λ2, . . . , λn svojstvene vrijednosti matrice A ∈ Rn×n. Tada Lyapunovljeva jed-
nadzˇba AX + XAT = C ima jedinstveno rjesˇenje ako i samo ako vrijedi λi + λ j , 0 za svaki
i, j = 1, 2, . . . , n.
Cˇesto se u primjenama proucˇava Lyapunovljeva jednadzˇba u kojoj je matrica C sime-
tricˇna, to jest vrijedi C = CT . Ako Lyapunovljeva jednadzˇba ima jedinstveno rjesˇenje X
i ako je C simetricˇna matrica, onda je i X simetricˇna matrica. Naime, ako transponiramo
Lyapunovljevu jednadzˇbu AX + XAT = C dobivamo AXT + XT AT = CT = C, a buduc´i da
je X jedinstveno rjesˇenje, slijedi X = XT .
1.3 Analiticˇke metode rjesˇavanja
Buduc´i da su Sylvesterova i Lyapunovljeva jednadzˇba od velikog interesa, postoji puno
metoda za njihovo rjesˇavanje, kako numericˇkih tako i analiticˇkih. U nastavku su navedene
neke analiticˇke metode, odnosno eksplicitni izrazi za rjesˇenja Sylvesterove i Lyapunovljeve
jednadzˇbe.
Integral eksponencijalnih funkcija matrica:
Uvedimo najprije pojam stabilne matrice s kojim se cˇesto susrec´emo u analizi linearnih
matricˇnih jednadzˇbi.
Definicija 1.3.1. Kazˇemo da je kvadratna matrica stabilna ako svaka njezina svojstvena
vrijednost λ ima negativan realni dio, Re(λ) < 0.
Ako su matrice koeficijenata A i B Sylvesterove jednadzˇbe AX + XB = C stabilne, onda
se rjesˇenje mozˇe napisati kao integral eksponencijalnih funkcija matrica.
Propozicija 1.3.2. Neka je AX + XB = C Sylvesterova jednadzˇba takva da su spektri od A
i −B disjunktni i neka su matrice A i B stabilne. Tada je jedinstveno rjesˇenje Sylvesterove
jednadzˇbe dano sa:
X = −
∫ ∞
0
eAtCeBtdt.
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Dokaz. Pretpostavimo da su A i B stabilne matrice. Pokazat c´emo u Propoziciji 2.1.2 da
tada vrijedi lim
t→∞ e
At = 0 i lim
t→∞ e
Bt = 0 . Tvrdimo da je
X = −
∫ ∞
0
eAtCeBtdt
rjesˇenje Sylvesterove jednadzˇbe. Naime, parcijalnom integracijom dobivamo:
d
dt
(eAtCeBt) = AeAtCeBt + eAtCeBtB
eAtCeBt
∣∣∣∣∞
0
=
∫ ∞
0
AeAtCeBtdt +
∫ ∞
0
eAtCeBtBdt
Zbog lim
t→∞ e
At = 0 i lim
t→∞ e
Bt = 0 slijedi
C = AX + XB.
Dakle, X je rjesˇenje Sylvesterove jednadzˇbe, a buduc´i da matrice A i B nemaju zajednicˇkih
svojstvenih vrijednosti slijedi da je ono i jedinstveno. 
Napomenimo da je ovaj izraz za rjesˇenje Sylvesterove jednadzˇbe bitan kao teorijski
rezultat, ali nije pogodan za numericˇko racˇunanje pa se ne primjenjuje u praksi pri pro-
nalazˇenju rjesˇenja matricˇnih jednadzˇbi.
Krivuljni integral:
Neka Sylvesterova jednadzˇba AX + XB = C ima jedinstveno rjesˇenje. Ono je tada dano sa:
X =
1
2pii
∫
Γ
(A − zI)−1C(B + zI)−1dz
pri cˇemu je Γ krivulja koja sadrzˇi sve svojstvene vrijednosti matrice A, ali nijednu svoj-
stvenu vrijednost od B. Detalji o ovoj metodi mogu se nac´i u [1].
Inverz matrice A:
Jameson je u svom cˇlanku [6] predlozˇio rjesˇavanje Sylvesterove i Lyapunovljeve jednadzˇbe
pomoc´u inverza matrice A ili B. Ukratko opisujemo metodu za Lyapunovljevu jednadzˇbu
AX + XAT = C.
Definiramo niz matrica Qk, k = 1, 2, . . . , n na sljedec´i nacˇin:
Q−1 = 0, Q0 = C, Qk = AQk−1 − Qk−1AT + AQk−2AT .
POGLAVLJE 1. SYLVESTEROVA I LYAPUNOVLJEVA JEDNADZˇBA 7
Tada se mozˇe pokazati da je za karakteristicˇni polinom matrice A dan
sa kA(λ) = det(λI − A) = λn + c1λn−1 + . . . + cn i za matricu P definiranu kao
P = An − c1An−1 + . . . + (−1)ncnI, rjesˇenje Lyapunovljeve jednadzˇbe dano sa:
X = P−1(Qn − c1Qn−1 + . . . + (−1)ncnQ0).
Kad se tek pocˇelo proucˇavati linearne matricˇne jednadzˇbe, metode za rjesˇavanje su se
oslanjale na gornje analiticˇke izraze. Medutim, vidjelo se da te metode nisu pogodne za
numericˇko racˇunanje, cˇak i za male dimenzije matrica A, B i C. Na primjer, za zadnju
metodu numericˇki eksperimenti pokazuju da je za pogodno odabrane matrice velicˇine 14×
14 gresˇka prilikom izvrsˇavanja metode na racˇunalu velika gotovo koliko i samo rjesˇenje
(vidi [3]). Iz tog razloga razvile su se razne numericˇke metode za rjesˇavanje i njima c´e biti
posvec´en ostatak rada.
Poglavlje 2
Motivacija i primjene
Sylvesterova i Lyapunovljeva linearna matricˇna jednadzˇba su bitne u teoriji linearnih sus-
tava i teoriji upravljanja. Takoder, javljaju se u problemima rjesˇavanja nelinearnih ma-
tricˇnih jednadzˇbi, na primjer Riccatijeve jednadzˇbe. Medu ostalim, koriste se i u redukciji
modela te u pronalazˇenju svojstvenih vrijednosti i svojstvenih vektora, a pojavljuju se i u
problemima vezanim za adaptivnu optiku i obradu slika. Detalji o ovim problemima, kao
i dodatne primjene linearnih matricˇnih jednadzˇbi mogu se nac´i u [9] i referencama unutar
istog.
U nastavku c´emo ukratko pojasniti ulogu linearnih matricˇnih jednadzˇbi u analizi sta-
bilnosti linearnih dinamicˇkih sustava.
2.1 LTI sustav
Linearan vremenski invarijantan (LTI) dinamicˇki sustav dan je sustavom linearnih diferen-
cijalnih jednadzˇbi:
x˙(t) = Ax(t) + Bu(t), x(0) = x0
y(t) = Cx(t) + Du(t)
pri cˇemu je x : R → Rn vektorska funkcija stanja, u : R → Rk funkcija ulaza i y : R → Rp
funkcija izlaza. Svim funkcijama je varijabla vrijeme.
Matricu A ∈ Rn×n zovemo matrica stanja, B ∈ Rn×k matrica ulaza, C ∈ Rp×n matrica izlaza
te D ∈ Rp×k matrica prijenosa sustava. Matrice sustava A, B, C, D su konstantne pa zato
kazˇemo da je sustav vremenski invarijantan.
Uvedimo najprije pojam stabilnosti sustava.
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Definicija 2.1.1. Kazˇemo da je linearni autonomni sustav x˙(t) = Ax(t), x(0) = x0 stabilan
ako vrijedi
lim
t→∞ x(t) = 0.
U Poglavlju 1 smo rekli da je matrica stabilna ako svaka njezina svojstvena vrijednost
ima negativan realni dio. Pogledajmo kakva je veza izmedu stabilnosti sustava i stabilnosti
pripadne matrice.
Propozicija 2.1.2. Matrica A je stabilna matrica ako i samo ako je linearni autonomni
sustav x˙(t) = Ax(t), x(0) = x0 stabilan.
Dokaz. Lako se pokazˇe da je rjesˇenje sustava x˙(t) = Ax(t), x(0) = x0 matrica
x(t) = eAtx0.
Zapisˇimo matricu A u Jordanovoj formi: A = XJX−1, pri cˇemu je J blok dijagonalna
matrica. Tada je eAt = XeJtX−1, a matrica eJt je takoder blok dijagonalna.
Uzmimo jedan njezin blok eFt dimenzije k, gdje je F = λI+N Jordanov blok. Matrica N
ima svuda nule osim na prvoj naddijagonali gdje su jedinice, pa je ona nilpotentna matrica
indeksa k.
Kako je eFt =
∞∑
n=0
Fntn
n!
, kad uvrstimo F = λI + N vidimo da je eFt linearna kombinacija
matrica eλIt, teλIt, t2eλIt, . . . , tk−1eλIt.
Za elemente matrice eλIt vrijedi
eλt = eαt+iβt = eαteiβt = eαt(cos βt + i sin βt).
λ = α + iβ je svojstvena vrijednost matrice A koja je stabilna (tj. α < 0) pa vrijedi
lim
t→∞ e
λt = 0. Lako se pokazˇe da je lim
t→∞ t
`eλit = 0, za svaki i = 1, 2, . . . , n i za bilo koji ` ∈ N,
pa slijedi da matrica eFt konvergira u nul matricu.
Buduc´i da ovaj rezultat vrijedi za svaki dijagonalni blok oblika eFt matrice eJt, slijedi
lim
t→∞ e
Jt = 0, a onda je i lim
t→∞ e
At = 0. Analogno se pokazˇe da vrijedi i obrat. 
Definicija 2.1.3. Za LTI sustav kazˇemo da je stabilan ako je pripadni linearni autonomni
sustav x˙(t) = Ax(t), x(0) = x0 stabilan.
Iz prethodne propozicije slijedi sljedec´a tvrdnja.
Korolar 2.1.4. LTI sustav je stabilan ako i samo ako je matrica stanja A stabilna matrica.
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U teoriji linearnih sustava, pa posebno i LTI sustava, bitni su pojmovi kontrolabilnosti
(upravljivosti) i opservabilnosti (opazˇajnosti). Ukratko recˇeno, LTI sustav je je kontrola-
bilan ako pravilnim odabirom ulaza iz bilo kojeg stanja mozˇemo doc´i u bilo koje stanje
u bilo kojem trenutku. Ako mozˇemo u bilo kojem trenutku na temelju izlaza odrediti je-
dinstveno pocˇetno stanje sustava, pretpostavljajuc´i da nema ulaza, onda kazˇemo da je LTI
sustav opservabilan.
Gramijan kontrolabilnosti definiramo sa
P =
∫ ∞
0
eAtBBT eA
T tdt,
a gramijan opservabilnosti sa
Q =
∫ ∞
0
eA
T tCTCeAtdt.
Sljedec´i teorem objasˇnjava ulogu Lyapunovljeve jednadzˇbe u analizi stabilnosti LTI
sustava.
Teorem 2.1.5. Ako je LTI sustav stabilan, onda gramijani kontrolabilnosti i opservabil-
nosti postoje i oni su rjesˇenja Lyapunovljevih jednadzˇbi
AP + PAT = −BBT
ATQ + QA = −CTC.
Dokaz. Iz Korolara 2.1.4 slijedi da je matrica stanja sustava A u jednadzˇbama LTI sustava
stabilna. Analogno dokazu Propozicije 1.3.2 mozˇemo pokazati da matrice P i Q postoje i
da su rjesˇenja navedenih Lyapunovljevih jednadzˇbi. 
Pokazat c´emo u Poglavlju 4 da su gramijani P i Q uvijek simetricˇne pozitivno semide-
finitne matrice. Nadalje, ako je LTI sustav kontrolabilan, odnosno opservabilan, onda josˇ
vrijedi da je gramijan kontrolabilnosti P, odnosno gramijan opservabilnosti Q, pozitivno
definitna matrica. Mozˇe se pokazati da vrijedi i obrat: ako je sustav stabilan, a P pozi-
tivno definitna, onda je sustav kontrolabilan. Slicˇno, ako je sustav stabilan, a Q pozitivno
definitna, onda je sustav opservabilan.
Od interesa je josˇ i unakrsni gramijan koji se definira kao
X =
∫ ∞
0
eAtBCeAtdt.
Za njega se mozˇe pokazati da je rjesˇenje Sylvesterove jednadzˇbe
AX + XA = −BC
ukoliko je matrica A stabilna.
Poglavlje 3
Algoritmi za matrice manjih dimenzija
Buduc´i da se Sylvesterova jednadzˇba AX + XB = C mozˇe zapisati kao linearni sustav,
direktan nacˇin za njezino rjesˇavanje je primjena Gaussovih eliminacija s parcijalnim pivo-
tiranjem na ekvivalentan linearni sustav [(Im ⊗ A) + (BT ⊗ In)]vec(X) = vec(C). Medutim,
rjesˇavanje sustava pomoc´u Gaussovih eliminacija s pripadnom matricom velicˇine nm× nm
je vremenske slozˇenosti O(n3m3) te prostorne slozˇenosti O(n2m2).
Dakle, racˇunski je skupo pa treba nac´i bolje metode ili transformirati sustav u jednos-
tavniji i na njemu primijeniti Gaussove eliminacije. Jedan od najcˇesˇc´e korisˇtenih algori-
tama za matricˇne jednadzˇbe manjih dimenzija je Bartels–Stewartov algoritam cˇija je glavna
ideja transformacija matricˇne jednadzˇbe u jednostavniji oblik.
Na pocˇetku ovog poglavlja su definirane posebne forme matrica koje su se pokazale
pogodnima za transformaciju matricˇnih jednadzˇbi. Nakon toga su opisani koraci Bartels–
Stewartovog algoritma i verzije algoritma za Sylvesterovu jednadzˇbu i simetricˇnu Lyapu-
novljevu jednadzˇbu. Takoder, prikazane su implementacije tih algoritama u Pythonu.
3.1 Schurova forma
U ovom poglavlju koristit c´emo nekoliko posebnih vrsta matrica pa ovdje navodimo nji-
hove definicije i svojstva. Najprije se podsjetimo da je kompleksna matrica U unitarna ako
vrijedi UU∗ = U∗U = I, a realna matrica Q ortogonalna ako je QQT = QT Q = I.
Teorem 3.1.1. (Schurova dekompozicija)
Za svaku n×n kompleksnu matricu A postoje unitarna matrica U ∈ Cn×n i gornje trokutasta
matrica T ∈ Cn×n takve da vrijedi
U∗AU = T,
pri cˇemu su na dijagonali matrice T svojstvene vrijednosti matrice A.
Kazˇemo da je matrica T Schurova forma matrice A.
11
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Buduc´i da realna matrica mozˇe imati kompleksne svojstvene vrijednosti, matrice U i
T iz gornjeg teorema mogu biti kompleksne i za realnu matricu A. Da to izbjegnemo, na
slicˇan nacˇin definiramo realnu Schurovu formu koja nije nuzˇno prava trokutasta matrica,
vec´ blok gornje trokutasta matrica s blokovima velicˇine najvisˇe 2 × 2.
Teorem 3.1.2. (Realna Schurova dekompozicija)
Za svaku n × n realnu matricu A postoje ortogonalna matrica Q ∈ Rn×n i blok gornje
trokutasta matrica R ∈ Rn×n takve da vrijedi
QT AQ = R =

R[11] R[12] · · · R[1k]
0 R[22] · · · R[2k]
...
. . .
...
0 0 · · · R[kk]

gdje je svaki dijagonalni blok R[ii] dimenzije 1 × 1 ili 2 × 2. Trivijalni 1 × 1 blokovi su
realne svojstvene vrijednosti od A, a svojstvene vrijednosti svakog 2×2 bloka su jedan par
kompleksno konjugiranih svojstvenih vrijednosti od A.
Kazˇemo da je R realna Schurova forma matrice A.
Definicija 3.1.3. Kazˇemo da je n × n matrica H u Hessenbergovoj formi (Hessenbergova
matrica) ako je Hi j = 0 za i > j + 1.
Teorem 3.1.4. (Hessenbergova dekompozicija)
Za svaku n × n realnu matricu A postoje ortogonalna matrica Q ∈ Rn×n i Hessenbergova
matrica H ∈ Rn×n takve da vrijedi
QT AQ = H.
Dokazi ovih teorema mogu se nac´i npr. u [3].
3.2 Bartels–Stewartov algoritam
Bartels i Stewart su 1972. godine razvili efikasnu metodu za numericˇko rjesˇavanje Syl-
vesterove jednazˇbe malih dimenzija koja se, uz neke modifikacije, cˇesto koristi i danas.
Generalno se Bartels–Stewartov algoritam (BS algoritam) mozˇe opisati u cˇetiri koraka:
1. Transformirati matrice A i B u “jednostavniji” oblik koristec´i slicˇnost matrica:
A˜ = U−1AU i B˜ = V−1BV.
2. Izracˇunati C˜ = U−1CV .
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3. Rijesˇiti modificirani sustav A˜Y + YB˜ = C˜ za Y .
4. Izracˇunati X = UYV−1.
Namec´e se pitanje koji je to “jednostavniji” oblik matrice pogodan za rjesˇavanje sus-
tava. Znamo da je lako primjeniti Gaussove eliminacije na trokutastu matricu sustava, pa
je zato za “jednostavniji” oblik pogodna Schurova forma. Kada Schurova forma ima kom-
pleksne elemente racˇunski je isplativija transformacija u blok trokutastu realnu Schurovu
formu. Za Sylvesterovu jednadzˇbu u kojoj je velika razlika izmedu dimenzija matrica A i
B josˇ je racˇunski bolje transformiranje vec´e jednadzˇbe u Hessenbergovu formu, a manje u
Schurovu formu.
Neki drugi oblici matrica nam se takoder mogu nametnuti kao potencijalni dobar iz-
bor za “jednostavniji” oblik, na primjer dijagonalna i Jordanova kanonska forma. U [3]
mozˇemo nac´i razloge zasˇto se navedene forme trebaju izbjegavati u numericˇkom racˇunanju
te zasˇto je basˇ Schurova forma dobar izbor.
U sljedec´em potpoglavlju opisujemo detaljnije Bartels–Stewartov algoritam za Sylves-
terovu jednadzˇbu koristec´i realnu Schurovu formu. Takoder, analizirat c´emo verziju algo-
ritma koji koristi Hessenbergovu formu. Nakon toga, u zadnjem potpoglavlju, opisujemo
verziju algoritma za simetricˇnu Lyapunovljevu jednadzˇbu.
3.3 BS algoritam za Sylvesterovu jednadzˇbu
Promatramo Sylvesterovu jednadzˇbu AX + XB = C, pri cˇemu su A ∈ Rn×n, B ∈ Rm×m,
C ∈ Rn×m. Pretpostavljamo da ona ima jedinstveno rjesˇenje.
Prvi korak Bartels–Stewartovog algoritma za Sylvesterovu jednadzˇbu je prebaciti ma-
trice A i BT u realne Schurove forme, to jest dobiti blok gornje trokutaste matrice H ∈ Rn×n
i V ∈ Rm×m oblika
H = VT AV,
R = UT BT U,
pri cˇemu su V ∈ Rn×n i U ∈ Rm×m ortogonalne matrice.
Ako Sylvesterovu jednadzˇbu AX + XB = C pomnozˇimo s lijeve strane s VT i s desne strane
s U dobivamo
VT AXU + VT XBU = VTCU.
Buduc´i da su U i V ortogonalne matrice, prethodna jednadzˇba je ekvivalentna jednadzˇbi
VT AVVT XU + VT XUUT BU = VTCU.
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Uz oznake
Y = VT XU ∈ Rn×m,
C˜ = VTCU ∈ Rn×m,
dobivamo modificiranu Sylvesterovu jednadzˇbu
HY + YRT = C˜ (3.1)
koju je bitno laksˇe rijesˇiti jer su H i R blok gornje trokutaste matrice.
U drugom koraku algoritma izracˇunava se matrica C˜, a nakon toga u trec´em koraku
treba izracˇunati Y iz modificirane Sylvesterove jednadzˇbe. Jedan od nacˇina rjesˇavanja
je koristec´i supstituciju unatrag u kojoj redom nalazimo stupce od Y pocˇevsˇi od zadnjeg
stupca. U nastavku c´emo detaljnije opisati tu metodu.
Oznacˇimo stupce matrica Y i C˜ kao
Y =
[
y1 y2 . . . ym
]
, C˜ =
[
c˜1 c˜2 . . . c˜m
]
i elemente matrice R kao
R =
(
ri j
)
, i = 1, 2, . . . , n, j = 1, 2, . . . ,m.
Za pocˇetak razmotrimo slucˇaj kad je R prava trokutasta matrica.
Raspisˇimo modificiranu Sylvesterovu jednadzˇbu (3.1) po stupcima. Uocˇimo da je RT donje
trokutasta matrica pa za j-ti stupac umnosˇka YRT vrijedi
m∑
i=1
r jiyi =
m∑
i= j
r jiyi.
Dakle, za j-ti stupac modificirane Sylvesterove jednadzˇbe vrijedi:
Hy j +
m∑
i= j
r jiyi = c˜ j.
Preciznije, zadnji stupac nepoznate matrice Y izracˇunamo iz: Hym + rmmym = c˜m.
Pomoc´u zadnjeg stupca izracˇunamo predzadnji: Hym−1 + rm−1,m−1ym−1 = c˜m−1 − rm−1,mym.
Tako nastavimo sve do prvog stupca.
Dakle, opc´enita formula za dobivanje j-tog stupca matrice Y pod pretpostavkom da su
stupci y j+1, . . . , ym vec´ izracˇunati je:(
H + r j jIn
)
y j = c˜ j −
m∑
i= j+1
r jiyi.
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Uocˇimo da inverz matrice
(
H + r j jIn
)
postoji za svaki j = 1, 2, . . . ,m. Naime, matrice A i
H, odnosno B i R, su slicˇne matrice, a slicˇne matrice imaju iste svojstvene vrijednosti. Zato
slijedi da je svaka svojstvena vrijednost matrice
(
H +r j jIn
)
jednaka zbroju jedne svojstvene
vrijednosti matrice A i vrijednosti r j j koja je svojstvena vrijednost matrice B. Znamo da je
taj zbroj razlicˇit od nule iz pretpostavke o jedinstvenosti rjesˇenja Sylvesterove jednadzˇbe,
pa slijedi da je matrica regularna.
Vratimo se sada na blok gornje trokutastu matricu R. Iz teorema (3.1.2) znamo da je
ona oblika
R =

R[11] R[12] · · · R[1k]
0 R[22] · · · R[2k]
...
. . .
...
0 0 · · · R[kk]

pri cˇemu je svaki dijagonalni blok R[pp] ili 1 × 1 ili 2 × 2 matrica. Uocˇimo da je broj
dijagonalnih blokova k jednak zbroju r+c, pri cˇemu je r broj realnih svojstvenih vrijednosti
matrice A, a c broj kompleksno konjugiranih parova.
Razlikujemo dva slucˇaja pri rjesˇavanju jednadzˇbe HY + YRT = C˜ i to s obzirom na vrstu
blok matrice R[pp], za svaki p = 1, 2, . . . , k.
1.slucˇaj: R[pp] je 1 × 1 matrica
Neka je R[pp] 1×1 matrica (to jest, ona je jednaka nekoj svojstvenoj vrijednosti matrice
B) i neka se u matrici R nalazi u j-tom retku i j-tom stupcu, to jest r j j = R[pp]. Pret-
postavimo da su izracˇunati stupci y j+1, . . . , ym. Tada j-ti stupac mozˇemo dobiti po gornjoj
formuli:
y j =
(
H + r j jIn
)−1(
c˜ j −
m∑
i= j+1
r jiyi
)
.
Uocˇimo da nam u ovom slucˇaju ne smetaju brojevi razlicˇiti od nule ispod dijagonala
matrica H i R jer za dio HY ionako mnozˇimo cijelu matricu H sa stupcem iz Y , a za YRT
nam je bitan samo j-ti stupac matrice RT , a za njega znamo iz pretpostavke slucˇaja da su
sve vrijednosti r ji = 0 za i < j, tj. u tom stupcu matrice R su ispod dijagonale samo nule.
2.slucˇaj: R[pp] je 2 × 2 matrica
Neka je blok matrica R[pp] smjesˇtena u matrici R na stupcima i redcima j−1 i j. Dakle,
Rpp =
[
r j−1, j−1 r j−1, j
r j, j−1 r j, j
]
.
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Pretpostavimo ponovno da su izracˇunati stupci y j+1, . . . , ym. Sada j-ti stupac umnosˇka YRT
ne mozˇemo izracˇunati samo preko poznatih vrijednosti jer se element r j−1, j mnozˇi sa stup-
cem y j−1 koji nam josˇ nije poznat. Zato moramo istovremeno izracˇunati stupce y j−1 i y j, pa
moramo prosˇiriti formulu iz 1. slucˇaja na dva stupca:
H
[
y j−1 y j
]
+
[
y j−1 y j
]
RT[pp] =
[
c˜ j−1 c˜ j
]
−
m∑
i= j+1
[
r j−1,iyi r jiyi
]
. (3.2)
Ovo se mozˇe preko Kroneckerovog produkta zapisati kao 2n × 2n linearni sustav te rijesˇiti
Gaussovim eliminacijama. Dakle, treba rijesˇiti sustav(
I2 ⊗ H + R[pp] ⊗ In
)
vec
([
y j−1 y j
])
= vec
([
d j−1 d j
])
,
pri cˇemu je
[
d j−1 d j
]
jednak desnoj strani jednadzˇbe (3.2).
Kao i u prvom slucˇaju, sustav c´e biti rijesˇiv uz pretpostavku da Sylvesterova jednadzˇba
ima rjesˇenje zato sˇto je matrica
(
I2⊗H +Rpp⊗ In) regularna ako A i −B nemaju zajednicˇkih
svojstvenih vrijednosti.
U zadnjem koraku algoritma potrebno je iz matrice Y dobiti rjesˇenje pocˇetne Sylveste-
rove jednadzˇbe, to jest treba izracˇunati X = VYUT .
Napomena 3.3.1. Da smo umjesto realne Schurove forme izabrali Schurovu formu R =
U∗BT U imali bismo trokutastu matricu R, pa bi modificiranu Sylvesterovu jednadzˇbu bilo
laksˇe rijesˇiti jer ne bismo imali vrijednosti razlicˇitih od nule ispod dijagonale (dakle, imali
bismo samo prvi slucˇaj koji je jednostavniji). Medutim, matrice U i R tada mogu biti
kompleksne, pa bi zbog toga numericˇki racˇun bio skuplji (povec´ava se potrebni memorijski
prostor i broj racˇunskih operacija), a zbog gresˇaka zaokruzˇivanja bi izracˇunato rjesˇenje
vjerojatno imalo netrivijalnu imaginarnu komponentu. Zbog toga je realna Schurova forma
bolji izbor.
Implementacija
U nastavku dajemo implementaciju BS algoritma u Pythonu, koristec´i biblioteke numpy
i scipy. U njima su vec´ implementirane najcˇesˇc´e korisˇtene operacije za rad s matricama.
Nama c´e biti potrebne osnovne funkcije poput matricˇnog umnosˇka (numpy.dot) i funk-
cija za inicijalizaciju matrica (numpy.zeros i numpy.eye), ali i kompliciranije poput Schu-
rove dekompozicije (funkcija scipy.linalg.schur) i QR dekompozicije (numpy.linalg.qr) te
rjesˇavacˇa sustava linearnih jednadzˇbi (numpy.linalg.solve).
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import numpy as np
import s c i p y as sc
def b s s y l (A, B , C ) :
[ n , n ] = np . shape (A)
[m, m] = np . shape (B)
[H, V] = sc . l i n a l g . s c h u r (A, o u t p u t= ’ r e a l ’ )
[R , U] = sc . l i n a l g . s c h u r (B . T , o u t p u t= ’ r e a l ’ )
D = (V. T ) . d o t (C . d o t (U) )
Y = np . z e r o s ( ( n ,m) )
I = np . eye ( n )
i f R[m−1 , m−2 ] :
Y = s o l v e 2 (H, R , Y, D, m−1)
e l s e :
Y [ : , m−1] = np . l i n a l g . s o l v e (H + R[m−1 , m−1]∗ I , D [ : , m−1] )
f o r k in range (m−2 , −1 , −1) :
i f Y [ : , k ] . any ( ) :
k −= 1
e l i f k > 0 and R[ k , k −1 ] :
Y = s o l v e 2 (H, R , Y, D, k )
e l s e :
suma = 0
f o r j in range ( k +1 , m, 1 ) :
suma += R[ k , j ] ∗ (Y [ : , j ] )
Y [ : , k ] = np . l i n a l g . s o l v e (H + R[ k , k ]∗ I , D [ : , k ] − suma )
X = V. d o t (Y. d o t (U. T ) )
re turn X
#funkcija koja rjesˇava 2n x 2n linearni sustav dobiven pomoc´u Kroneckerovog produkta (vidi (3.2))
def s o l v e 2 (H, R , Y, D, k ) :
[ n , n ] = np . shape (H)
[m,m] = np . shape (R)
P = np . kron ( np . eye ( 2 ) , H) + np . kron (R[ k−1: k +1 , k−1: k +1] , np . eye ( n ) )
[ sum1 , sum2 ] = [ 0 , 0 ]
f o r j in range ( k +1 , m, 1 ) :
sum1 += R[ k−1 , j ] ∗ (Y [ : , j ] )
sum2 += R[ k , j ] ∗ (Y [ : , j ] )
B = [D [ : , k−1] − sum1 , D [ : , k ] − sum2 ]
b = np . h s t a c k (B ) . r e s h a p e (2∗ n , 1 )
x = np . l i n a l g . s o l v e ( P , b )
Y [ : , k−1] = x [ : n ] . T
Y [ : , k ] = x [ n : ] . T
re turn Y
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Hessenberg–Schurova metoda
Kada je n (dimenzija matrice A) puno vec´i od m (dimenzija matrice B) efikasnijom se po-
kazala varijanta Bartels–Stewartovog algoritma u kojoj se matrica A ne dovodi u realnu
Schurovu formu, vec´ samo u Hessenbergovu. Do Hessenbergove forme se mozˇe doc´i sa
5/3n3 operacija, dok je za Schurovu formu potrebno bar 10n3. Naime, algoritam svodenja
matrice na Hessenbergovu formu zavrsˇava u konacˇno mnogo koraka, dok se algoritam za
svodenje na Schurovu formu zaustavlja nakon postignute zadovoljavajuc´e tocˇnosti konver-
gencije (on zapravo generira niz matrica koje u limesu imaju trazˇenu formu).
Na pocˇetku ove metode matrice A i B transformiramo u
H = VT AV i R = UT BT U,
pri cˇemu je H u Hessenbergovoj formi, a R u realnoj Schurovoj formi.
Sljedec´i koraci su analogni prethodno opisanom BS algoritmu zato sˇto je realna Schurova
matrica posebno i Hessenbergova matrica. Dakle, izracˇunamo C˜ = VTCU, rijesˇimo modi-
ficiranu jednadzˇbu HY + YRT = C˜ za Y te izracˇunamo X = VYUT .
Ovu metodu su 1979. predlozˇili autori Golub, Nash i Van Loan u svom cˇlanku [4] u ko-
jem su dali i sljedec´u usporedbu vremenske slozˇenosti uz pretpostavku da realna Schurova
matrica R ima m/2 blokova velicˇine 2x2 na dijagonali (to je najgori slucˇaj):
Schur Hessenberg–Schur
1.korak 10n3 + 10m3 5/3n3 + 10m3
2.korak n2m + nm2 n2m + nm2
3.korak 1/2(n2m + nm2) 3n2m + 1/2nm2
4.korak n2m + nm2 n2m + nm2
Zakljucˇili su da je Hessenberg–Schurova metoda bolja kad je n puno vec´i od m. Na primjer,
za n = 4m, Hessenberg–Schurova metoda je oko 3 puta brzˇa od Schurove.
Napomena 3.3.2. U navedenoj implementaciji BS algoritma iz prethodnog potpoglavlja
dovoljno je zamjeniti redak koji izracˇunava Schurovu formu matrice A retkom
[H, V] = sc . l i n a l g . h e s s e n b e r g ( A , c a l c q=True )
3.4 BS algoritam za Lyapunovljevu jednadzˇbu
Za Lyapunovljevu jednadzˇbu AX + XAT = C takoder mozˇemo koristiti opisani Bartels–
Stewartov algoritam. Uocˇimo da sada trebamo samo jednu matricu transformirati u realnu
Schurovu formu, pa je izracˇunavanje rjesˇenja jednostavnije. Za Lyapunovljevu jednadzˇbu
u kojoj je matrica C simetricˇna (a time je i rjesˇenje simetricˇno), mozˇemo dodatno pojed-
nostaviti BS algoritam.
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1. korak: Izracˇunamo realnu Schurovu formu matrice A, to jest nademo blok gornje
trokutastu matricu S i ortogonalnu matricu Q takve da je S = QT AQ.
2. korak: Izracˇunamo D = QTCQ.
3. korak: Rijesˇimo modificiranu Lyapunovljevu jednadzˇbu S Y + YS T = D, pri cˇemu je
Y = QT XQ.
4. korak: Izracˇunamo X = QYQT .
Uocˇimo da su matrice Y i D simetricˇne jer su i njima unitarno slicˇne matrice X i C
simetricˇne. Zbog toga mozˇemo modificiranu Lyapunovljevu jednadzˇbu zapisati na sljedec´i
nacˇin: [
S 1 S 2
0 S 3
] [
Y1 Y2
YT2 Y3
]
+
[
Y1 Y2
YT2 Y3
] [
S T1 0
S T2 S
T
3
]
=
[
D1 D2
DT2 D3
]
, (3.3)
pri cˇemu su S 3, Y3 i D3 ili 1×1 ili 2×2 matrice ovisno o tome je u realnoj Schurovoj formi
S na mjestu S 3 blok matrica dimenzije 1 × 1 ili 2 × 2.
Kad pomnozˇimo blok matrice u prethodnoj jednadzˇbi dobivamo sljedec´e jednadzˇbe:
S 3Y3 + Y3S T3 = D3 (3.4)
S 1Y2 + Y2S T3 = D2 − S 2Y3 (3.5)
S 1Y1 + Y1S T1 = D1 − Y2S T2 − S 2YT2 . (3.6)
Ako je S 3 ∈ R (tj. 1 × 1 matrica) onda rjesˇenje jednadzˇbe (3.4) dobivamo kao
Y3 =
D3
2S 3
,
a ako je S 3 =
[
s1 s2
s3 s4
]
onda mozˇemo, uz oznake Y3 =
[
y1 y2
y2 y3
]
i D3 =
[
d1 d2
d2 d3
]
, prvu
jednadzˇbu svesti na sljedec´i sustav linearnih jednadzˇbi:s1 s2 0s3 s1 + s4 s20 s3 s4

y1y2y3
 =
d1/2d2d3/2
 .
Jednadzˇba (3.5) je zapravo Sylvesterova jednadzˇba koju mozˇemo rijesˇiti Bartels–
Stewartovim algoritom opisanim u prethodnom poglavlju. U slucˇaju kad je S 3 skalar
mozˇemo dodatno pojednostaviti tako da linearni sustav (S 1 + S 3I)Y2 = D2 − S 2Y3 rijesˇimo
Gaussovim eliminacijama, a ne BS algoritmom.
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Jednadzˇba (3.6) je manja Lyapunovljeva simetricˇna jednadzˇba koja ima dimenzije
(n − 1) × (n − 1) ili (n − 2) × (n − 2), ovisno o velicˇini blok matrice S 3. Nju rjesˇavamo
na isti nacˇin kao pocˇetnu Lyapunovljevu jednadzˇbu. Dakle, vrac´amo se na 3. korak BS
algoritma, ali sada s matricama manjih dimenzija.
Opisani postupak rekurzivno ponavljamo dok blok matrica S 3 ne postane 2× 2 matrica
s ne-nul elementom ispod dijagonale ili 1 × 1 matrica.
Uocˇimo da jednadzˇbe (3.5) i (3.6) imaju rjesˇenje jer su zadovoljeni uvjeti
σ(S 1) ∩ σ(−S T3 ) = ∅ i σ(S 1) ∩ σ(−S T1 ) = ∅ zbog pretpostavke o jedinstvenosti rjesˇenja.
Dakle, dobili smo rekurzivni algoritam koji zbog simetricˇnosti matrica Y i D zahtjeva
upola manje koraka od opc´enitog BS algoritma.
Implementacija
def b s l y a p (A, C ) :
i f (C . T != C ) . any ( ) :
b s s y l (A, A. T , C)
[ n , n ] = np . shape (A)
[ S , Q] = sc . l i n a l g . s c h u r (A, o u t p u t= ’ r e a l ’ )
D = (Q. T ) . d o t (C . d o t (Q) )
Y = np . z e r o s ( ( n , n ) )
[m, m] = np . shape (D)
whi le m > 1 :
i f S [m−1 , m−2] == 0 :
S1 , S2 , S3 , D1 , D2 = c r e a t e b l o c k s ( S , D, m, 1 )
k = 1
Y3 = (D[m−1 , m− 1 ] ) / ( 2 ∗ S [m−1 , m−1] )
Y2 = np . l i n a l g . s o l v e ( S1 + S3∗np . eye (m−1) , D2 − Y3∗S2 )
e l i f m > 2 :
S1 , S2 , S3 , D1 , D2 = c r e a t e b l o c k s ( S , D, m, 2 )
k = 2
M = np . z e r o s ( ( 3 , 3 ) )
M[ 0 : 2 , 0 : 2 ] = S3
M[ 1 : 3 , 1 : 3 ] += S3
d = [D[m−2 , m−2 ] / 2 , D[m−2 , m−1] , D[m−1 , m−1 ] / 2 ]
[ y1 , y2 , y3 ] = np . l i n a l g . s o l v e (M, d )
Y3 = [ [ y1 , y2 ] , [ y2 , y3 ] ]
Y2 = b s s y l ( S1 , S3 . T , D2 − S2 . d o t ( Y3 ) )
D = D1 − S2 . d o t ( Y2 . T ) − Y2 . d o t ( S2 . T )
Y[m−k :m, m−k :m] = Y3
Y[ 0 :m−k , m−k :m] = Y2
Y[m−k :m, 0 :m−k ] = Y2 . T
m = m−k
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i f m == 1 :
Y[ 0 , 0 ] = D / ( 2 ∗ S [ 0 , 0 ] )
X = Q. d o t (Y. d o t (Q. T ) )
re turn X
#pomoc´na funkcija za kreiranje blok matrica kao u (3.3) (samo za laksˇe prac´enje koda)
def c r e a t e b l o c k s ( S , D, m, k ) :
S1 = S [ 0 :m−k , 0 :m−k ]
S2 = S [ 0 :m−k , m−k :m]
S3 = S [m−k :m, m−k :m]
D1 = D[ 0 :m−k , 0 :m−k ]
D2 = D[ 0 :m−k , m−k :m]
re turn S1 , S2 , S3 , D1 , D2
Poglavlje 4
Struktura matrica velikih dimenzija
Algoritmi opisani u prethodnom poglavlju mogu se primijeniti na matricˇne jednadzˇbe bilo
kojih dimenzija. No, zbog racˇunalnih ogranicˇenja, oni u praksi nisu primijenjivi na ma-
tricˇne jednadzˇbe velikih dimenzija. Naime, za dovoljno veliki n nije moguc´e u memoriju
pohraniti svih n × n elemenata matrice, transformirati takvu matricu u pogodniji oblik, niti
raditi na njoj algoritme slozˇenosti O(n3). Zato su za matricˇne jednadzˇbe velikih dimen-
zija razvijene drugacˇije metode, ovisno o strukturi pripadnih matrica. U ovom poglavlju
analiziramo strukture matrica koeficijenata i matrice s desne strane linearnih matricˇnih jed-
nadzˇbi koje se cˇesto javljaju u praksi.
4.1 Rijetko popunjene matrice
U puno vazˇnih primjena pripadne matrice koeficijenata linearnih matricˇnih jednadzˇbi su
velikih dimenzija, ali su rijetko popunjene.
Definicija 4.1.1. Kazˇemo da je matrica rijetko popunjena ako je velika vec´ina elemenata
matrice jednaka nuli, a elementi koji nisu nula obicˇno su pravilno rasporedeni po ma-
trici ili cˇak imaju i pravilno rasporedene numericˇke vrijednosti. Matrice koje nisu rijetko
popunjene nazivaju se gusto popunjenima.
Uzmimo proizvoljnu matricu A ∈ Rn×n i vektor v ∈ Rn. Tada je dobivanje umnosˇka
Av prostorne i vremenske slozˇenosti O(n2). Preciznije, potrebno je n2 lokacija u memoriji
i potrebno je n(2n − 1) operacija (jer n puta moramo pomnozˇiti n-cˇlani redak s n-cˇlanim
stupcem, a svako takvo mnozˇenje zahtijeva n mnozˇenja i n-1 zbrajanja). Primjetimo da je
za rijetko popunjenu matricu A broj potrebnih operacija puno manji jer ima malo ne-nul
elemenata.
U mnogo primjena se pojavljuju rijetko popunjene matrice reda n koje trebaju samo
O(n) mjesta u memoriji, a i umnozˇak s vektorom se mozˇe izvesti u linearnoj slozˇenosti.
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Prostorna slozˇenost je takoder manja jer se u memoriju zapisuju samo elementi koji nisu
nula. Postoji visˇe metoda i podatkovnih struktura kojima se efikasno postizˇe i koristi takav
zapis. U nastavku opisujemo neke od tih metoda koje se cˇesto koriste.
Spremanje rijetko popunjenih matrica
Rijetko popunjene matrice se ne spremaju kao obicˇne matrice u obliku dvodimenzionalnih
polja, vec´ se elementi koji nisu nula spreme u neki oblik jednodimenzionalnog polja.
Dictionary of keys (DOK) je struktura u kojoj su ne-nul elementi matrice spremljeni u
rjecˇnik. Kljucˇevi rjecˇnika su parovi (redak, stupac), a vrijednost koja je pridruzˇena kljucˇu
(i, j) je ne-nul element matrice na i-tom retku i j-tom stupcu.
List of lists (LIL) sprema po jednu listu za svaki redak u kojoj je za svaki ne-nul element
zapisan indeks stupca i vrijednost elementa.
Coordinate list (COO) je struktura koju cˇine trojke (redak, stupac, element). Tipicˇno je
lista sortirana po indeksu retka pa po indeksu stupca.
Navedene strukture su pogodne za konstrukciju i efikasnu izmjenu matrice, no nisu
pogodne za matricˇne operacije. Zato se opc´enito matrica konstruira u nekoj od navedenih
struktura, a onda se konvertira u strukturu koja je pogodnija za rad s matricama. Takve
strukture su opisane u nastavku.
Compressed sparse row (CSR) struktura sprema matricu u obliku tri jednodimenzi-
onalna niza. Prvi niz cˇine ne-nul elementi, cˇitajuc´i po redcima (od prvog do zadnjeg) s
lijeva na desno. Drugi niz sadrzˇi indekse stupaca elemenata redom kojim se pojavljuju u
prvom nizu. Trec´i niz sadrzˇi informacije o tome koliko svaki redak ima ne-nul elemenata.
Prvi cˇlan niza je uvijek nula, a i-ti cˇlan niza je zbroj prethodnog cˇlana i broja ne-nul eleme-
nata u (i-1)-vom retku matrice. Ova stuktura omoguc´ava laku podijelu matrice po redcima
i brz pristup trazˇenom retku te efikasno mnozˇenje matrice s vektorom. Takoder, efikasno
se mogu implementirati aritmeticˇke operacije s matricama u CSR strukturi.
Ukoliko je potrebno raditi operacije nad stupcima matrice (kao sˇto smo vidjeli u Bartels–
Stewartovom algoritmu) pogodnije je matricu zapisati u Compressed sparse column (CSC)
strukturi. Ona je analogna CSR strukturi samo sˇto elemente cˇitamo po stupcima (od vrha
do dna stupca - od prvog do zadnjeg stupca) i sazˇimamo indekse stupaca, a ne redaka.
CSC struktura, kao i CSR struktura, podrzˇava efikasno mnozˇenje matrice s vektorom i
aritmeticˇke operacije s matricama.
Na primjer, matrica 1 3 40 0 52 0 6

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je pomoc´u CSC prikazana nizovima
data =
[
1, 2, 3, 4, 5, 6
]
indices =
[
0, 2, 0, 0, 1, 2
]
indptr =
[
0, 2, 3, 6
]
koji redom predstavljaju niz ne-nul elemenata, niz indeksa redaka u kojima se oni nalaze i
niz sazˇetih indeksa stupaca. U CSR strukturi ista matrica izgleda ovako:
data =
[
1, 3, 4, 5, 2, 6
]
indices =
[
0, 1, 2, 2, 0, 2
]
indptr =
[
0, 3, 4, 6
]
.
4.2 Pozitivno semidefinitne matrice niskog ranga
Cˇak i za linearne matricˇne jednadzˇe u kojima se matrice koeficijenata mogu spremiti u
memoriju s linearnom slozˇenosti te efikasno mnozˇiti s vektorom, i dalje opc´enito nisu
prikladni algoritmi iz Poglavlja 3 za pronalazˇenje rjesˇenja. Problem je u tome sˇto matrica
rjesˇenja mozˇe biti gusto popunjena matrica velike dimenzije koju onda ne mozˇemo efikasno
spremiti u memoriju.
Na srec´u, u primjenama se cˇesto pojavljuju Sylvesterova i Lyapunovljeva matricˇna jed-
nadzˇba kojima je matrica na desnoj strani niskog ranga sˇto nam olaksˇava racˇunanje i spre-
manje rjesˇenja. Kazˇemo da je matrica niskog ranga ako je njezin rang puno manji od
njezinih dimenzija.
Osim sˇto je niskog ranga, matrica s desne strane C je cˇesto negativno (semi)definitna
matrica, to jest −C je simetricˇna pozitivno (semi)definitna matrica. Navodimo najprije
definicije definitnosti.
Definicija 4.2.1. Za simetricˇnu matricu A kazˇemo da je pozitivno semidefinitna matrica
ako vrijedi xT Ax ≥ 0, za svaki x ∈ Rn.
Ako vrijedi xT Ax > 0, za svaki x ∈ Rn, x , 0, onda je A pozitivno definitna matrica.
Prisjetimo se Lyapunovljeve jednadzˇbe koja se pojavljuje u analizi LTI sustava. Ona je
oblika AX + XAT = −BBT , pri cˇemu je A ∈ Rn×n matrica stanja LTI sustava, a B ∈ Rn×k je
matrica ulaza. Opc´enito je broj ulaza jako mali u odnosu na velicˇinu sustava, pa je desna
strana Lyapunovljeve jednadzˇbe niskog ranga.
Motivirani ovim primjerom posebnu c´emo pazˇnju u nastavku posvetiti sljedec´oj vrsti
Lyapunovljeve jednadzˇbe:
AX + XAT = −BBT , (4.1)
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gdje je A ∈ Rn×n rijetko popunjena stabilna matrica, a matrica B ∈ Rn×k punog ranga k, pri
cˇemu je k puno manji od n.
Napomenimo da su navedene pretpostavke o Lyapunovljevoj jednadzˇbi tipicˇne u litera-
turi o matricˇnim jednadzˇbama velikih dimenzija i da se pojavljuju i u drugim primjenama,
a ne samo u analizi LTI sustava.
Uocˇimo da je matrica BBT simetricˇna pozitivno semidefinitna matrica. To se lako
pokazˇe iz definicije pozitivne semidefinitnosti. Dokazˇimo da je onda i rjesˇenje jednadzˇbe
(4.1) pozitivno semidefinitna matrica.
Propozicija 4.2.2. Neka je AX +XAT = −BBT Lyapunovljeva jednadzˇba s pretpostavkama
iz (4.1). Jednadzˇba tada ima jedinstveno simetricˇno pozitivno semidefinitno rjesˇenje.
Dokaz. Pokazali smo u Propoziciji 1.3.2 da za stabilnu matricu A postoji
P =
∫ ∞
0
eAtBBT eA
T tdt
i ono je rjesˇenje Lyapunovljeve jednadzˇbe. Takoder iz stabilnosti matrice A slijedi da su
sve njezine svojstvene vrijednosti razlicˇite od svojstvenih vrijednosti matrice −A. Znacˇi,
jednadzˇba ima jedinstveno rjesˇenje P.
Dokazˇimo josˇ da je ovo rjesˇenje pozitivno semidefinitno. Neka je x ∈ Rn. Tada vrijedi:
xT Px =
∫ ∞
0
xT eAtBBT eA
T txdt =
∫ ∞
0
(BT eA
T tx)
T
(BT eA
T tx)dt =
∫ ∞
0
‖BT eAT tx‖2dt ≥ 0.

Spomenuli smo u Poglavlju 2 da ako je LTI sustav kontrolabilan, onda je rjesˇenje Lya-
punovljeve jednadzˇbe pozitivno definitna matrica. Za takve jednadzˇbe vrijedi josˇ dodatan
rezultat.
Propozicija 4.2.3. Neka je AX + XAT = C Lyapunovljeva jednadzˇba takva da je A,C ∈
Rn×n i -C je simetricˇna pozitivno definitna matrica. Jednadzˇba ima jedinstveno simetricˇno
pozitivno definitno rjesˇenje ako i samo ako je A stabilna matrica.
Dokaz. ⇐ Analogno dokazu prethodne propozicije. Pritom koristimo cˇinjenicu da je po-
zitivno definitna matrica regularna te da je eAt regularna ako je A stabilna. Ovo posljednje
vrijedi zbog det(eM) = etrM.
⇒ Neka je P simetricˇno pozitivno definitno rjesˇenje Lyapunovljeve jednadzˇbe i neka
je λ svojstvena vrijednost matrice A. Tada je ona svojstvena vrijednost i matrice AT pa je
AT u = λu, za neki u , 0.
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Odavde slijedi u∗A = λ¯u∗.
Kad pomnozˇimo Lyapunovljevu jednadzˇbu slijeva vektorom u∗ i zdesna vektorom u, dobi-
vamo:
u∗APu + u∗PAT u = u∗Cu
λ¯u∗Pu + u∗Pλu = u∗Cu
λ¯ + λ = −u
∗(−C)u
u∗Pu
.
Buduc´i da su −C i P pozitivno definitne matrice, slijedi da je Re(λ) = λ+λ¯2 < 0. Dakle, A je
stabilna matrica. 
Uocˇimo da je rang(−BBT ) = rang(B) = k pa je desna strana jednadzˇbe niskog ranga
jer je k  n. Promotrimo kako to utjecˇe na rang rjesˇenja jednadzˇbe. Za to nam je potreban
pojam numericˇkog ranga matrice. Znamo da je rang simetricˇne, pozitivno semidefinitne
matrice jednak broju svojstvenih vrijednosti koje su strogo vec´e od nule. Numericˇki rang
takvih matrica se definira kao broj svojstvenih vrijednosti matrice koji su strogo vec´i od
neke dovoljno male vrijednosti. Ako su λ1, λ2, . . . , λn svojstvene vrijednosti matrice za
koje vrijedi
λ1 ≥ λ2 ≥ . . . ≥ λ`  λ`+1 ≥ . . . ≥ λn > 0,
onda kazˇemo da je matrica numericˇkog ranga `, iako je ranga n. Dakle, pozitivno semide-
finitna matrica je niskog numericˇkog ranga ako njezine svojstvene vrijednosti brzo padaju.
Mozˇe se pokazati da je rjesˇenje Lyapunovljeve jednadzˇbe (4.1) niskog numericˇkog
ranga. Dokaz mozˇemo nac´i u [10], uz dodatni uvjet da je A dijagonalizabilna matrica.
Buduc´i da je rjesˇenje X pozitivno semidefinitna matrica niskog numericˇkog ranga, mozˇemo
ga dobro aproksimirati sa
X = XT ≈ ZZ∗,
gdje je Z ∈ Rn×` niskog ranga `. Detalji o nacˇinu i slozˇenosti nalazˇenja ove aproksimacije
mogu se nac´i u [5].
Zakljucˇujemo da je za navedenu jednadzˇbu (4.1) pri trazˇenju rjesˇenja X dovoljno nac´i
matricu Z koja je puno manjih dimenzija od rjesˇenja, sˇto nam olaksˇava spremanje i ubr-
zava obavljanje matricˇnih operacija. Umjesto n2 elemenata matrica X, sada je za reprezen-
taciju rjesˇenja Lyapunovljeve jednadzˇbe dovoljno pohranjivati samo n` elemenata faktora
Z. Matrica X dostupna je samo implicitno, jer produkt X = ZZ∗ nikad nec´emo efektivno
izracˇunati.
Poglavlje 5
Algoritmi za matrice velikih dimenzija
Uz opisane algoritme kojima se pronalazi tocˇno rjesˇenje matricˇne jednadzˇbe, razvili su
se i razni iterativni algoritmi za pronalazˇenje aproksimativnog rjesˇenja. To su algoritmi
u kojima ponavljamo iteracije odreden broj puta te tako dobivamo niz matrica Xk koje
konvergiraju ka rjesˇenju matricˇne jednadzˇbe: lim
k→∞
Xk = X.
U ovom c´e poglavlju biti opisane dvije najcˇesˇc´e korisˇtene iterativne metode za linearne
matricˇne jednadzˇbe velikih dimenzija, a to su ADI iteracije i projekcijske (Krylovljeve)
metode. Metode c´emo opisati i analizirati na primjeru Lyapunovljeve jednadzˇbe (4.1), ali
one se analogno mogu primijeniti i na Sylvesterovu jednadzˇbu.
5.1 ADI iteracije
Alternating Direction Implicit (ADI) metoda je iterativna metoda predlozˇena za rjesˇavanje
parabolicˇkih i elipticˇkih parcijalnih diferencijalnih jednadzˇbi, no ideja ADI iteracija mozˇe
se primijeniti i za rjesˇavanje matricˇnih jednadzˇbi. U ovom potpoglavlju opisujemo ADI
metodu za rjesˇavanje Lyapunovljeve jednadzˇbe.
Za Lyapunovljevu jednadzˇbu AX + XAT = C u kojoj je C simetricˇna matrica, a matrica
A rijetko popunjena stabilna matrica, ADI iteracije definiramo za i = 1, 2, . . . na sljedec´i
nacˇin:
(A + piI)Xi− 12 = C − Xi−1(AT − piI),
(A + piI)Xi = C − X∗i− 12 (A
T − piI),
pri cˇemu je X0 = 0, a pi ∈ C su parametri pomaka koji c´emo nazivati ADI parametrima.
Za njih pretpostavljamo da su ili realne vrijednosti ili su kompleksno konjugirani parovi,
no ni u jednom slucˇaju ne smiju biti svojstvene vrijednosti matrice −A.
27
POGLAVLJE 5. ALGORITMI ZA MATRICE VELIKIH DIMENZIJA 28
Motivacija za uvodenje upravo gornjih jednadzˇbi dolazi iz originalne formulacije ADI
za parcijalne diferencijalne jednadzˇbe i nec´emo ih ovdje izvoditi. Uocˇimo samo da pos-
tavljanjem Xi−1/2 = Xi−1 = Xi obje jednadzˇbe prelaze u originalnu Lyapunovljevu jed-
nadzˇbu. Stoga ADI iteracije zapravo “relaksiraju” rjesˇavanje Lyapunovljeve jednadzˇbe na
uzastopno rjesˇavanje sustava linearnih jednadzˇbi. Parametri pi sluzˇe za ubrzavanje konver-
gencije.
Navedeni zapis ADI iteracija samo naglasˇava da se svaki korak sastoji od dva poluko-
raka u kojima rjesˇavamo dva linearna sustava s istim matricˇnim koeficijentima. No, to se
mozˇe analogno zapisati samo jednim izrazom ako iz prve jednadzˇbe izrazimo Xi− 12 i uvr-
stimo taj izraz u drugu jednadzˇbu, raspisˇemo i pomnozˇimo slijeva s (A + piI)−1. Uocˇimo
da inverz matrice (A + piI) postoji za svaki i ≥ 1 jer smo pretpostavili da niti jedan ADI
parametar nije svojstvena vrijednost matrice −A.
Da olaksˇamo zapis koristimo sljedec´u funkciju:
Fγ(z) = (z + γ)−1(z − γ¯).
Tada dobivamo
Xi = Fpi(A)X∗i−1F p¯i(AT ) + Ri, i ≥ 1,
pri cˇemu je
Ri = (A + piI)−1C(I − (AT + p¯iI)−1(AT − piI))
= 2Re(pi)(A + piI)−1C(AT + p¯iI)
−1
= 2Re(pi)(A + piI)−1C(A + piI)−∗.
Pokazˇimo da vrijedi sljedec´a jednakost:
Fp(A)∗ = F p¯(AT ). (5.1)
Lako se pokazˇe da matrice (AT + p¯I) i (AT − pI) komutiraju, pa iz toga slijedi da i matrice
(AT + p¯I)−1 i (AT − pI) komutiraju. Zato vrijedi
Fp(A)∗ = ((A + pI)−1(A − p¯I))∗ = (AT − pI)(AT + p¯I)−1 = (AT + p¯I)−1(AT − pI) = F p¯(AT ).
Uocˇimo da zbog simetricˇnosti matrice C slijedi Ri = Ri∗, za svaki i ≥ 1. Buduc´i da je
X0 = 0, indukcijom se lako pokazˇe, koristec´i tvrdnju (5.1), da vrijedi Xi = Xi∗, za svaki
i ≥ 1.
Dakle, ADI iteracije mozˇemo jednostavije zapisati kao
X0 = 0,
Xi = Fpi(A)Xi−1Fpi(A)∗ + 2Re(pi)(A + piI)−1C(A + piI)−∗, i ≥ 1. (5.2)
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Lako se vidi da je fiksna tocˇka ADI iteracija rjesˇenje Lyapunovljeve jednadzˇbe i da su
iteracije dobro definirane ako niti jedan ADI parametar nije svojstvena vrijednost matrice
−A.
Sljedec´i teorem opisuje pod kojim uvjetima na ADI parametre niz matrica Xi iz ADI
iteracija konvergira u rjesˇenje Lyapunovljeve jednadzˇbe X.
Teorem 5.1.1. (Teorem o konvergenciji)
Neka je X rjesˇenje Lyapunovljeve jednadzˇbe AX+XAT = C u kojoj je C simetricˇna matrica.
Ako je A dijagonalizabilna matrica, tocˇnije ako postoji matrica T takva da je T−1AT dija-
gonalna matrica, i ako je Xi matrica dobivena u i-tom koraku ADI iteracija s parametrima
p1, . . . , pi za koje vrijedi {p1, . . . , pi} = { p¯1, . . . , p¯i} te ako je X0 = 0, tada vrijedi:
‖Xi − X‖2 ≤ µ22(T ) f (p1, . . . , pi)2‖X‖2,
pri cˇemu je
µ2(T ) = ‖T‖2‖T−1‖2
i
f (p1, p2, . . . , pi) = max
λ∈σ(A)
∣∣∣∣∣∣∣
i∏
j=1
λ − p¯ j
λ + p j
∣∣∣∣∣∣∣ = maxλ∈σ(A) ∣∣∣Fp1(λ) . . .Fpi(λ)∣∣∣.
Dokaz. Iz jednadzˇbe (5.2) slijedi
Xi − X = Fpi(A)(Xi−1 − X)Fpi(A)∗ + Ri − X + Fpi(A)XFpi(A)∗.
Suma zadnje tri vrijednosti je nula. Naime,
Ri − X + Fpi(A)XFpi(A)∗
= (A + piI)−1(2Re(pi)C − (A + piI)X(AT + p¯iI) + (A − p¯iI)X(AT − piI))(AT + p¯iI)−1
= (A + piI)−1(2Re(pi)C − 2Re(pi)AX − 2Re(pi)XAT )(AT + p¯iI)−1 = 0.
Dakle, dobivamo
Xi − X = Fpi(A)(Xi−1 − X)Fp¯i(AT ).
Buduc´i da je X0 = 0, indukcijom dobivamo
Xi − X = −Fpi(A)Fpi−1(A) . . .Fp1(A)XF p¯1(AT ) . . .F p¯i−1(AT )F p¯i(AT ). (5.3)
Definirajmo funkciju
ϕ(z) = Fp1(z) . . .Fpi(z) =
i∏
j=1
z − p¯ j
z + p j
.
POGLAVLJE 5. ALGORITMI ZA MATRICE VELIKIH DIMENZIJA 30
Pretpostavili smo da je A = T DT−1 pri cˇemu je D dijagonalna matrica svojstvenih vri-
jednosti od A, pa vrijedi da je ϕ(A) = Tϕ(D)T−1. Kada normiramo prethodnu jednadzˇbu,
dobivamo
‖ϕ(A)‖2 ≤ ‖T‖2‖ϕ(D)‖2‖T−1‖2 = µ2(T ) max
λ∈σ(A)
|ϕ(λ)|.
Uocˇimo da za ‖ϕ(AT )‖2 dobivamo istu nejednakost buduc´i da je spektar matrica A i AT isti i
buduc´i da vrijedi {p1, . . . , pi} = { p¯1, . . . , p¯i}. Dakle, kad izjednacˇimo norme matrica s lijeve
i s desne strane u jednadzˇbi (5.3), dobivamo
‖Xi − X‖2 ≤ µ22(T ) f (p1, . . . , pi)2‖X‖2.

Jako je bitno dobro odabrati ADI parametre i njihov broj kako bi izvrsˇavanje ADI algo-
ritma bilo uspjesˇno i kako bi uz sˇto manje iteracija dobili dovoljno dobro aproksimativno
rjesˇenje. Iz teorema vidimo da broj iteracija N i parametre p1, p2, . . . , pN moramo odabrati
tako da vrijednost funkcije f (p1, p2, . . . , pN) bude sˇto manja. Dakle, dolazimo do sljedec´eg
problema:
min
p1,p2,...,pN
max
x∈σ(A)
∣∣∣∣∣∣∣
N∏
i=1
x − p¯i
x + pi
∣∣∣∣∣∣∣ , (5.4)
pri cˇemu je pi ili realna vrijednost ili postoji j ∈ 1, 2, . . . ,N takav da vrijedi p j = p¯i, za
svaki i = 1, 2, . . . ,N.
Eksplicitno rjesˇenje ovog problema je poznato samo za odredene slucˇajeve, na primjer
kad su sve svojstvene vrijednosti matrice A realne i negativne. No, za opc´enitu matricu
rjesˇenje ili nije poznato ili postoji, ali je racˇunanje jako skupo. Zato se u praksi pronalaze
takozvani suboptimalni ADI parametri p1, p2, . . . , pN koje je laksˇe izracˇunati i za koje je
vrijednost funkcije f (p1, p2, . . . , pN) razumno mala.
Ukratko navodimo jednu od metoda za pronalazˇenje suboptimalnih parametara koja se
pokazala zadovoljavajuc´om u puno primjena. Gornji problem pojednostavimo na sljedec´i
nacˇin:
min
p1,p2,...,pN∈E
max
x∈E
∣∣∣∣∣∣∣
N∏
i=1
x − p¯i
x + pi
∣∣∣∣∣∣∣ ,
gdje je E konacˇan skup aproksimacija ekstremnih svojstvenih vrijednosti matrice A (uocˇimo
da za veliku matricu A ne mozˇemo efikasno izracˇunati sve njezine svojstvene vrijednosti,
nego samo njih nekoliko). Detalji i reference za problem odabira ADI parametara mogu se
nac´i u [2, 7].
POGLAVLJE 5. ALGORITMI ZA MATRICE VELIKIH DIMENZIJA 31
LR–ADI iteracije
Kako smo objasnili u Poglavlju 4, cˇesto je u problemima rjesˇavanja matricˇnih jednadzˇbi
velikih dimenzija matrica na desnoj strani pozitivno semidefinitna matrica niskog ranga.
No, primjetimo da opisane ADI iteracije ne zahtjevaju posebnu strukturu matrice na desnoj
strani jednadzˇbe te da je svaka iteracija Xi ponovno puna matrica velikog reda n. Zato je
razvijena posebna vrsta ADI iteracija koja iskorisˇtava niski rang matrice s desne strane
Lyapunovljeve jednadzˇbe i zbog toga je puno manje slozˇenosti od opc´enitih ADI iteracija.
Nju c´emo nazivati low rank ADI (LR–ADI).
Ideja LR–ADI iteracija je zapisati matrice Xi kao Xi = ZiZi∗, gdje je Zi niskog ranga,
i definirati izracˇunavanje matrica Zi bez eksplicitnog formiranja matrica Xi. U literaturi se
ponekad matrica Zi naziva Cholesky faktor matrice Xi mada se pritom ne zahtijeva da Cho-
lesky faktor bude kvadratna donje-trokutasta matrica. Zbog toga se LR–ADI u literaturi
josˇ naziva i Cholesky faktor ADI ili skrac´eno CF–ADI.
Proucˇavamo Lyapunovljevu jednadzˇbu
AX + XAT = −BBT ,
gdje je A ∈ Rn×n rijetko popunjena stabilna matrica, a matrica B ∈ Rn×k punog ranga k, pri
cˇemu je k puno manji od n. Pretpostavimo josˇ da svi ADI parametri imaju negativan realni
dio.
Pokazali smo da ADI iteracije mozˇemo zapisati u sljedec´em obliku:
X0 = 0
Xi = Fpi(A)Xi−1Fpi(A)∗ − 2Re(pi)(A + piI)−1BBT (A + piI)−∗, i ≥ 1. (5.5)
Propozicija 5.1.2. Za svaki i ≥ 1 vrijedi da je Xi iz LR–ADI iteracija pozitivno semidefi-
nitna matrica niskog ranga.
Dokaz. Pozitivna semidefinitnost matrica Xi, i ≥ 1 mozˇe se pokazati indukcijom koristec´i
sljedec´e tvrdnje:
Svaki ADI parametar pi ima negativnu realnu vrijednost.
Za svaku regularnu matricu P i pozitivno semidefinitnu matricu A vrijedi da je i
matrica P∗AP pozitivno semidefinitna.
Zbroj dviju pozitivno semidefinitnih matrica je pozitivno semidefinitna matrica.
Prisjetimo se sljedec´ih svojstava ranga:
Za regularne matrice B i C vrijedi rang(AB) = rang(A) i rang(CA) = rang(A).
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Za realnu matricu B vrijedi rang(BBT ) = rang(BT B) = rang(B) = rang(BT ).
Za matrice A i B jednakih dimenzija vrijedi rang(A + B) ≤ rang(A) + rang(B).
Odavde slijedi da je rang(Xi) ≤ rang(Xi−1) + rang(B). Zbog rang(X0) = 0 slijedi
rang(Xi) ≤ ik. Dakle, Xi je niskog ranga ako je i dovoljno mali. 
Prisjetimo se da smo u Poglavlju 4 obrazlozˇili da je i egzaktno rjesˇenje pozitivno se-
midefinitna matrica niskog numericˇkog ranga. Iz prethodne propozicije slijedi da se svaka
matrica Xi u ADI iteracijama mozˇe prikazati kao ZiZi∗, pri cˇemu je Zi niskog ranga.
Ako je Xi−1 = Zi−1Zi−1∗, tada iz (5.5) dobivamo sljedec´e:
Z0 = 0
ZiZi∗ = Fpi(A)Zi−1Zi−1∗Fpi(A)∗ − 2Re(pi)(A + piI)−1BBT (A + piI)−∗
= Fpi(A)Zi−1(Fpi(A)Zi−1)∗ − 2Re(pi)(A + piI)−1B((A + piI)−1B)∗
= UiUi∗ + ViVi∗
gdje su matrice Ui i Vi definirane na sljedec´i nacˇin:
Ui = Fpi(A)Zi−1, i ≥ 2, U1 = 0,
Vi =
√−2Re(pi)(A + piI)−1B, i ≥ 1.
Slijedi da se Zi ∈ Cn×ik mozˇe dobiti spajanjem matrica Ui ∈ Cn×k(i−1) i Vi ∈ Cn×k. To jest,
matricu Zi mozˇemo zapisati kao
Zi =
[
Vi Ui
]
.
Dobivamo sljedec´e iteracije:
Z1 =
√−2Re(p1)(A + p1I)−1B,
Zi =
[ √−2Re(pi)(A + piI)−1B Fpi(A)Zi−1] , i = 2, 3, . . . ,N.
Ove iteracije su manje racˇunalno zahtjevne od opc´enitih ADI iteracija. Nema potrebe za
spremanjem i racˇunanjem matrice Xi u svakom koraku, vec´ se sve operacije rade na matrici
Zi koja je puno manjih dimenzija od matrice Xi. Uocˇimo josˇ da se u svakom koraku matrica
Zi−1 ∈ Cn×(i−1)k mnozˇi slijeva matricom Fpi(A) pa broj stupaca koji se treba pomnozˇiti u
svakoj iteraciji raste za broj k. Ovo se mozˇe izbjec´i korisˇtenjem tzv. Li–Whiteovog trika
[7], kojeg ovdje nec´emo opisati. Korisˇtenjem tog trika u svakom koraku treba primijeniti
Fpi(A) na tocˇno k stupaca.
Svaki korak ADI iteracija zahtjeva rjesˇavanje 2n linearnih sustava, 2 mnozˇenja matrica
i spremanje jedne matrice velicˇine n×n. S druge strane, u svakom koraku LR–ADI iteracija
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treba rijesˇiti k linearnih sustava i spremiti matrice velicˇine najvisˇe n × kN, pri cˇemu je k
rang matrice B (odnosno broj stupaca matrice B), a N je broj iteracija.
Ako je A rijetko popunjena matrica za koju se mnozˇenje s vektorom i rjesˇavanje sus-
tava (A + pI)x = v mozˇe izvesti s linearnom slozˇenosti, onda je izvrsˇavanje ADI iteracija
slozˇenosti O(Nn2) dok je slozˇenost LR–ADI iteracija O(Nkn). Dakle, mozˇemo zakljucˇiti
da je za Lyapunovljeve jednadzˇbe u kojima je desna strana niskog ranga (k  n) LR–ADI
algoritam puno brzˇi od obicˇnih ADI iteracija.
ADI parametre za LR–ADI mozˇemo izabrati na isti nacˇin kao i za obicˇne ADI ite-
racije, rjesˇavanjem minimax problema (5.4) ili pronalazˇenjem suboptimalnih parametara.
Dodatno je za odredivanje broja iteracija predlozˇeno da kriterij zaustavljanja mozˇe biti
‖Vk‖2/‖Zk‖2 < ε, za dovoljno mali ε (vidi [2]).
Koristec´i LR–ADI iteracije mozˇe se dogoditi da je matrica Zi kompleksna matrica iako
smo odabrali kompleksne ADI parametre. Napomenili smo vec´ da su operacije s komplek-
snim matricama racˇunski skuplje od realnog racˇunanja. No, to se mozˇe izbjec´i posebnom
implementacijom algoritma koja kombinira dva uzastopna koraka iteracija u kojima su
ADI parametri kompleksno konjugirani par (detalji u [7]).
Implementacija
Slijedi implementacija LR–ADI algoritma u Pythonu. Osim vec´ videnih funkcija iz scipy
i numpy biblioteka, sada josˇ koristimo paket scipy.sparse koji matrice sprema u nekom od
formata za rijetko popunjene matrice (npr. funkcija scipy.sparse.eye). Operacije s takvim
formatom matrica su implementirane u paketu scipy.sparse.linalg. Ovdje c´emo koristiti
funkciju scipy.sparse.linalg.spsolve koja rjesˇava sustav linearnih jednadzˇbi u kojem je ma-
trica sustava rijetko popunjena matrica.
import numpy as np
import s c i p y as sc
import s c i p y . s p a r s e . l i n a l g as sp
def a d i (A, B , N ) :
#N oznacˇava broj koraka ADI algoritma
p = o d a b e r i s h i f t o v e (A, N)
[ n , n ] = np . shape (A)
I = s c i p y . s p a r s e . eye ( n , format= ’ c s c ’ )
Z = np . s q r t (−2∗p [ 0 ] ) ∗ ( sp . s p s o l v e (A+p [ 0 ] ∗ I , B ) )
f o r i in range ( 1 , N, 1 ) :
U = sp . s p s o l v e (A+p [ i ]∗ I , (A−p [ i ]∗ I ) . d o t ( Z ) )
V = np . s q r t (−2∗p [ i ] ) ∗ ( sp . s p s o l v e (A+p [ i ]∗ I , B ) )
Z = np . c o n c a t e n a t e ( ( V, U) , a x i s =1)
re turn Z
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#ovo je jedan od nacˇina odabira ADI parametara
def o d a b e r i s h i f t o v e (A, N ) :
[ n , n ] = np . shape (A)
v = np . random . un i fo rm ( 0 , 1 , ( n , 1 ) )
v1 = v / ( s c . l i n a l g . norm ( v ) )
#Arnoldijev algoritam c´e biti opisan i implementiran u sljedec´em poglavlju
V, H = A r n o l d i (A, v1 , N)
p a d i = sc . l i n a l g . e i g v a l s ( (V. T ) . d o t (A. d o t (V ) ) )
re turn p a d i
Funkcija scipy.linalg.norm racˇuna normu, a funkcija scipy.linalg.eigvals svojstvene vri-
jednosti matrice.
5.2 Projekcijske metode
Ideja projekcijskih metoda je odabrati potprostor Vm od Rn dimenzije m  n, izracˇunati
rjesˇenje Xm reducirane Lyapunovljeve jednadzˇbe koja se dobije projekcijom matrice ko-
eficijenata na potprostor Vm te iz rjesˇenja Xm izraziti aproksimativno rjesˇenje originalne
Lyapunovljeve jednadzˇbe.
I dalje proucˇavamo Lyapunovljevu jednadzˇbu AX + XAT = −BBT , gdje je A ∈ Rn×n
rijetko popunjena stabilna matrica, a matrica B ∈ Rn×k punog ranga k, k  n.
Pretpostavimo da je rjesˇenje X Lyapunovljeve jednadzˇbe takvo da su svi stupci (pa onda
zbog simetricˇnosti i redci) iz potprostoraVm. Tada vrijedi X = VmXmVTm , za neku matricu
Xm ∈ Rm×m. Uvrstimo ovaj izraz u Lyapunovljevu jednadzˇbu:
AVmXmVmT + VmXmVmT A = −BBT .
Kad pomnozˇimo prethodnu jednadzˇbu slijeva s VmT , a zdesna s Vm dobivamo reduciranu
Lyapunovljevu jednadzˇbu:
(VmT AVm)Xm + Xm(VmT AT Vm) = −VmT BBT Vm, (5.6)
pri cˇemu je matrica Vm ∈ Rn×m punog ranga m  n s ortonormiranim stupcima koji raza-
pinju potprostorVm.
Zbog m  n, matrica koeficijenata reducirane Lyapunovljeve jednadzˇbe (5.6) i matrica
na njenoj desnoj strani su malih dimenzija. Zato nju mozˇemo rijesˇiti nekim od algoritama
za matrice manjih dimenzija iz Poglavlja 3.
Buduc´i da stupci od X ne moraju nuzˇno biti iz Vm kako smo pretpostavili, opc´enito
vrijedi X ≈ VmXmVmT umjesto egzaktne jednakosti. Uocˇimo josˇ da je ovo aproksimativno
rjesˇenje niskog ranga.
Postavlja se pitanje kakav treba biti potprostorVm. Takav potprostor mora biti jednos-
tavan za generirati i svojom strukturom mora osigurati dovoljno kvalitetnu informaciju o
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objektima koje zˇelimo izracˇunati. Jedna klasa takvih potprostora su Krylovljevi potpros-
tori, koji su istovremeno i teorijski alat i osnova za mnoge numericˇke algoritme.
Definicija 5.2.1. Neka je A ∈ Rn×n i b ∈ Rn. Krylovljeva matrica reda m je definirana s
Km = Km(A, b) =
[
b Ab . . . Am−1b
]
.
Krylovljev potprostor reda m generiran s matricom A i vektorom b dan je s
Km = Km(A, b) = span
{
b, Ab, . . . , Am−1b
}
.
Krylovljeve matrice i potprostori pojavljuju se u modernim iterativnim metodama za
rjesˇavanje velikih linearnih sustava ili pronalazˇenje svojstvenih vrijednosti velikih matrica.
Umjesto mnozˇenja dviju matrica, potreban racˇun se zˇeli svesti na umnozˇak matrice i vek-
tora. Pocˇevsˇi s vektorom b, najprije se izracˇuna Ab, pa se taj vektor mnozˇi s A slijeva da se
dobije A2b i tako dalje. Algoritmi koji rade na ovaj nacˇin nazivaju se metodama Krylov-
ljevih potprostora i trenutno su medu najuspjesˇnijim metodama u numericˇkoj linearnoj
algebri.
U nastavku opisujemo dvije metode Krylovljevih potprostora za rjesˇavanje matricˇnih
jednadzˇbi, no u literaturi se mozˇe nac´i josˇ slicˇnih metoda. Njihova glavna ideja je iz-
gradnja ortonormirane baze za Krylovljev potprostor i projekcija matrice koeficijenata na
potprostor. No, najprije opisujemo Arnoldijev algoritam koji c´e se koristiti u metodama.
Arnoldijev algoritam
Standardni nacˇin za pronalazˇenje ortonormirane baze Krylovljevog potprostora je koristec´i
Arnoldijev algoritam. To je iterativni algoritam koji, za opc´eniti slucˇaj, u m-tom koraku ge-
nerira bazu za Km(A, b). Osim Arnoldijevog algoritma za pronalazˇenje baze Krylovljevog
potprostora cˇesto se koristi i Lanczosov algoritam.
Opisujemo jednu od varijanti Arnoldijevog algoritma.
Za matricu A ∈ Rn×n i pocˇetni vektor b ∈ Rn definiramo
v1 =
b
‖b‖2 .
U svakom koraku j = 1, 2, . . . ,m racˇunamo:
hi j = 〈Av j, vi〉 i = 1, 2, . . . , j,
w j = Av j −
j∑
i=1
hi jvi,
h j+1, j = ‖w j‖2,
v j+1 =
w j
h j+1, j
,
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s time da izracˇunavanje vektora v j+1 radimo samo ako je h j+1, j , 0. U suprotnom stajemo
s algoritmom jer ne mozˇemo izracˇunati vektor v j+1.
Ako je algoritam stao u m-tom koraku, dobivamo matricu Vm =
[
v1 v2 . . . vm
]
∈
Rn×m i Hessenbergovu matricu Hm+1,m ∈ R(m+1)×m s elementima hi j.
Propozicija 5.2.2. Neka su v1, v2, . . . , vm vektori dobiveni Arnoldijevim algoritmom na-
kon izvrsˇavanja m koraka. Tada oni cˇine ortonormiranu bazu za Krylovljev potprostor
Km(A, v1).
Dokaz. Uocˇimo da je konstrukcija vektora v1, v2, . . . , vm analogna konstruiranju ortonor-
miranih vektora u Gram-Schmidtovom postupku ortogonalizacije. Zbog toga se ortonor-
miranost vektora v1, v2, . . . , vm mozˇe dokazati kao u Gram–Schmidtovom postupku ortogo-
nalizacije.
Da vektori v1, v2, . . . , vm razapinju Krylovljev potprostor Km(A, v1) slijedi iz tvrdnje da
se svaki vektor v j mozˇe prikazati u obliku q j−1(A)v1, pri cˇemu je q j−1 polinom stupnja j-1.
Ova tvrdnja se lako mozˇe pokazati indukcijom. 
Propozicija 5.2.3. Neka su matrica Vm =
[
v1 v2 . . . vm
]
∈ Rn×m i Hessenbergova ma-
trica Hm+1,m ∈ R(m+1)×m s elementima hi j dobiveni Arnoldijevim algoritmom. Oznacˇimo s
Hm ∈ Rm×m Hessenbergovu matricu koju dobijemo kad iz matrice Hm+1,m izbacimo zadnji
redak. Tada vrijedi
VmT AVm = Hm.
Dokaz. Iz algoritma slijedi
Av j =
j+1∑
i=1
hi jvi, j = 1, 2, . . . ,m.
Matricˇno se to mozˇe zapisati kao
AVm = Vm+1Hm+1,m.
Ovaj se zapis mozˇe, zbog cˇinjenice da je u zadnjem retku matrice Hm+1,m jedino element
hm+1,m razlicˇit od nule, preformulirati u
AVm = VmHm + wmemT ,
pri cˇemu je kao u algoritmu wm = vm+1hm+1,m. Kad ovaj izraz pomnozˇimo slijeva s VmT ,
zbog ortonormiranosti skupa {v1, v2, . . . , vm} dobivamo
VmT AVm = Hm.

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Blok Krylovljeva metoda
U ovom potpoglavlju opisujemo prvu metodu predlozˇenu u literaturi za konstrukciju ma-
trice Vm cˇiji stupci razapinju Krylovljev potprostor. Temelji se na Ritz-Galerkinovom
uvjetu da rezidualna gresˇka aproksimativnog rjesˇenja bude bude ortogonalna na Krylov-
ljev potprostor.
Preciznije, za Lyapunovljevu jednadzˇbu AX + XAT = −BBT , gdje je A ∈ Rn×n rijetko
popunjena stabilna matrica, a matrica B ∈ Rn×k punog ranga k, k  n, konstruiramo blok
Krylovljev potprostor definiran kao
Km(A, B) = span
{
B, AB, A2B, . . . , Am−1B
}
,
tako da za aproksimativno rjesˇenje VmXmVmT i za rezidualnu gresˇku R(VmXmVmT ) =
A(VmXmVmT ) + (VmXmVmT )AT + BBT vrijedi
R(VmXmVmT ) ⊥ Km(A, B).
Za konstrukciju ortonormirane baze za Krylovljev potprostor Km(A, B) koristimo blok
verziju Arnoldijevog algoritma, zato sˇto matricu A mnozˇimo s grupom vektora (to jest, s
matricom dimenzija n × k), a ne s jednim vektorom. Blok Arnoldijev algoritam za matrice
A i B koristi QR faktorizaciju matrica. Prisjetimo se, pravokutna matrica B ∈ Rn×k punog
ranga k se mozˇe faktorizirati kao Q1R1, pri cˇemu je Q1 ∈ Rn×k ortogonalna matrica, a
R1 ∈ Rk×k gornje trokutasta matrica.
U nastavku opisujemo blok Arnoldijev algoritam:
Najprije izracˇunamo ortogonalnu matricu Q1 ∈ Rn×k iz QR faktorizacije matrice B.
U svakom koraku j = 1, 2, . . . ,m racˇunamo:
H˜i j = QiT AQ j i = 1, 2, . . . , j,
W j = AQ j −
j∑
i=1
QiH˜i j,
izracˇunamo QR faktorizaciju od W j = Q j+1H˜ j+1, j (ako je W j punog ranga).
Algoritam staje u m-tom koraku ako je neka od matrica H˜im, i ∈ {1, 2, . . . ,m} jednaka nul
matrici.
Tada dobivamo niz matrica Q1,Q2, . . . ,Qm takve da stupci matrice Vm =[
Q1 Q2 . . . Qm
]
cˇine ortonormiranu bazu za Krylovljev potprostor Km(A, B). Takoder,
dobivamo matricu Hm+1,m ∈ R(m+1)k×mk koju sacˇinjavaju blok matrice H˜i j ∈ Rk×k.
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Preciznije,
Hm+1,m =

H˜11 H˜12 . . . H˜1m
H˜21 H˜22 . . . H˜2m
0 H˜32 . . . H˜3m
. . .
0 0 . . . H˜m+1,m

,
pri cˇemu je za svaki j = 1, 2, . . . ,m matrica H˜ j+1, j gornje trokutasta jer je dobivena QR
faktorizacijom. Uocˇimo da matrica Hm+1,m ima ispod glavne dijagonale josˇ k poddijagonala
cˇiji su elementi razlicˇiti od nule (nema pravu Hessenbergovu strukturu), pa c´emo ju nazivati
blok Hessenbergovom matricom. Analogno dokazu Propozicije 5.2.3 mozˇe se pokazati da
vrijedi AVm = Vm+1Hm+1,m.
Napomenimo da u slucˇaju da neka od matrica W j nije punog ranga svejedno mozˇemo
nastaviti s algoritmom, ali tada koristimo QR faktorizaciju s pivotiranjem pa u blok He-
ssenbergovoj matrici Hm+1,m dobivamo blok matrice razlicˇitih dimenzija.
Nakon sˇto izracˇunamo matrice Vm i Hm+1,m blok Arnoldijevim algoritmom trebamo pro-
jicirati matricu koeficijenata Lyapunovljeve jednadzˇbe na Krylovljev potprostor Km(A, B).
Kao u Propoziciji 5.2.3 mozˇemo pokazati da i za blok Hessenbergovu matricu Hm dobivenu
micanjem zadnjeg retka matrice Hm+1,m vrijedi
VmT AVm = Hm.
Dakle, reduciranu Lyapunovljevu jednadzˇbu (5.6) mozˇemo zapisati kao
HmXm + XmHmT = −VmT BBT Vm.
Problem nastaje ako reducirana Lyapunovljeva jednadzˇba nema jedinstveno rjesˇenje.
Naime, da bi reducirana jednadzˇba imala jedinstveno rjesˇenje nije dovoljno da pocˇetna
jednadzˇba ima jedinstveno rjesˇenje. Medutim, mozˇe se pokazati da ako je matrica koefici-
jenata A pocˇetne Lyapunovljeve jednadzˇbe takva da je matrica −(A+AT ) pozitivno definitna
matrica, tada je matrica Hm stabilna pa dobivena reducirana Lyapunovljeva jednadzˇba ima
jedinstveno rjesˇenje.
Uocˇimo josˇ da je Ritz–Galerkinov uvjet zadovoljen ako reducirana jednadzˇba ima je-
dinstveno rjesˇenje Xm jer za projekciju rezidualne gresˇke aproksimativnog rjesˇenja X ≈
VmXmVmT na Krylovljev potprostor Km(A, B) vrijedi:
VmT R(X)Vm = VmT AVmXm + XmVmT AT Vm + VmT BBT Vm = 0.
Implementacija
U implementaciji blok Arnoldijevog algoritma koristimo modificirani Gram-Schmidtov
postupak ortogonalizacije jer se to pokazalo ucˇinkovitijim od opisanog nacˇina. Detalje o
tom postupku i o razlicˇitim verzijama Arnoldijevog algoritma mozˇe se nac´i u [8].
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def A r n o l d i (A, B , m) :
[ n , n ] = np . shape (A)
[ n , k ] = np . shape (B)
Vm = np . z e r o s ( ( n , k∗m) )
H = np . z e r o s ( ( (m+1)∗k , m∗k ) )
Qnext , R = np . l i n a l g . q r (B)
f o r j in range ( 1 , m+1 , 1 ) :
Vm[ : , ( j −1)∗k : j ∗k ] = Qnext
Wj = A. d o t ( Qnext )
f o r i in range ( 1 , j +1 , 1 ) :
Qi = Vm[ : , ( i −1)∗k : i ∗k ]
H i j = ( Qi . T ) . d o t ( Wj )
Wj = Wj − Qi . d o t ( H i j )
H[ ( i −1)∗k : i ∗k , ( j −1)∗k : j ∗k ] = H i j
Qnext , Hnext = np . l i n a l g . q r ( Wj )
H[ j ∗k : ( j +1)∗k , ( j −1)∗k : j ∗k ] = Hnext
re turn Vm, H[ 0 :m∗k , : ]
def Krylov (A, B , m) :
Vm, Hm = A r n o l d i (A, B , m)
D = (Vm. T ) . d o t (B)
C = −D. d o t (D. T )
Xm = b s l y a p (Hm, C)
re turn Vm, Xm
Racionalan Krylovljev potprostor
Na kraju opisujemo drugu projekcijsku metodu koja se pokazala efikasnom u numericˇkom
racˇunanju, a bitna je i zbog svoje veze s ADI iteracijama. Ovom metodom konstruiramo
ortogonalnu bazu za racionalni Krylovljev potprostor cˇiju definiciju dajemo u nastavku.
Definicija 5.2.4. Neka je s = {s1, s2, . . . , sm} niz parametara koje c´emo nazivati pomacima.
Tada za matrice A i B te za niz parametara s, racionalan Krylovljev potprostor definiramo
kao
Km(A, B, s) = span
{
(A + s1)−1B, (A + s2)−1(A + s1)−1B, . . . ,
∏
i≤m
(A + si)−1B
}
.
Ortonormiranu bazu za racionalan Krylovljev potprostor mozˇemo generirati blok Ar-
noldijevim algoritmom kao u opisanoj blok Krylovljevoj metodi. Na analogan nacˇin do-
bivamo aproksimativno rjesˇenje Lyapunovljeve jednadzˇbe, samo sˇto je sada rezidualna
gresˇka aproksimativnog rjesˇenja ortogonalna na racionalni Krylovljev potprostor.
U nastavku iskazujemo teorem koji opisuje vezu racionalnih Krylovljevih potprostora
s ADI iteracijama. Dokaz teorema i detalje se mozˇe nac´i u [7].
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Teorem 5.2.5. Neka je Zm matrica dobivena u m-tom koraku LR-ADI iteracija za Lyapu-
novljevu jednadzˇbu AX + XAT = −BBT i neka su {pq, p2, . . . , pm} pripadni ADI parametri.
Tada stupci matrice Zm razapinju racionalan Krylovljev potprostor Km(A, B, p).
Pokazalo se da metodom racionalnih Krylovljevih potprostora, uz dobar odabir para-
metara, postizˇemo brzˇu konvergenciju nego metodom blok Krylovljevih potprostora. No,
opc´enito je problem odabira dobrih parametara za metodu racionalnih Krylovljevih pot-
prostora tezˇak kao i u ADI iteracijama.
5.3 Primjer
Na kraju dajemo numericˇki primjer za usporedbu metoda iz ovog poglavlja. Zˇelimo rijesˇiti
Lyapunovljevu jednadzˇbu AX+XAT = −BBT algoritmima koje smo implementirali za ADI
iteracije i blok Krylovljevu metodu. Cilj nam je vidjeti koliko iteracija treba svaki od njih
da bismo dobili rjesˇenje zadovoljavajuc´e tocˇnosti.
Za rijetko popunjenu stabilnu matricu A uzet c´emo tridijagonalnu matricu koja na glav-
noj dijagonali ima vrijednost −4, na prvoj naddijagonali vrijednost −2.5, a na prvoj pod-
dijagonali vrijednost −0.5. Matricu B biramo tako da njezini elementi budu uniformno
distribuirani na [0, 1]. Neka te matrice budu manjih dimenzija tako da mozˇemo izracˇunati
egzaktno rjesˇenje Bartels–Stewartovim algoritmom. Na primjer, uzmimo da je matrica A
reda n = 400, a matrica B dimenzije 400 × 2.
Za ADI parametre uzmimo svojstvene vrijednosti matrice VmT AVm gdje je matrica Vm
dobivena nakon 20 iteracija Arnoldijevog algoritma (implementirano u potpoglavlju 5.1).
Oba algoritma modificiramo tako da se zaustave kada rezidualna gresˇka ||AXm +XmAT +
BBT || postane dovoljno mala, recimo manja od 10−8||B||2. Kako bismo mogli usporediti
ova dva algoritma, ispisˇimo korak u kojem su oni stali i ispisˇimo dimenzije matrica kojima
aproksimiramo rjesˇenje. U slucˇaju ADI iteracija je to faktor Z, a u slucˇaju Krylovljeve
metode matrica Vm. Takoder, da bi vidjeli koliko se aproksimativno rjesˇenje razlikuje od
egzaktnog, ispisˇimo ‖X − Xapprox‖2, pri cˇemu je X rjesˇenje dobiveno BS algoritmom.
Za neku matricu B tada dobivamo sljedec´i rezultat:
ADI i t e r a c i j e :
Bro j i t e r a c i j a : 9
Dimenz i j a m a t r i c e Z : ( 4 0 0 , 18)
| | X−X adi | | = 7.69448051587 e−08
Blok K r y l o v l j e v a metoda :
Bro j i t e r a c i j a : 18
Dimenz i j a m a t r i c e Vm: ( 4 0 0 , 36)
| | X−X kry | | = 2.35042619092 e−07
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Za isti primjer dajemo graficˇki prikaz opadanja rezidualne gresˇke (precizije, rezidual
podijeljen s kvadratom norme matrice B) da si mozˇemo predocˇiti koliko brzo iteracije
konvergiraju ka rjesˇenju.
Dakle, vidimo da, iako je dimenzija jednadzˇbe 400, dovoljno je napraviti aproksimaciju
iz potprostora male dimenzije da se dobije izuzetno tocˇno rjesˇenje.
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Sazˇetak
U ovom smo radu dali pregled postojec´ih rezultata u podrucˇju numericˇkog rjesˇavanja li-
nearnih matricˇnih jednadzˇbi na primjeru Sylvesterove i Lyapunovljeve jednadzˇbe. Na-
veli smo zasˇto su od interesa u primijenjenoj matematici, posebno u analizi stabilnosti
dinamicˇkih sustava.
Razmotrili smo cˇesto korisˇten Bartels–Stewartov algoritam koji je pogodan za rjesˇavanje
jednadzˇbi malih dimenzija. Za matricˇne jednadzˇbe velikih dimenzija razmotrili smo itera-
tivne nacˇine rjesˇavanja: metodu ADI iteracija i projekcijsku Krylovljevu metodu. Pritom
smo uzeli u obzir strukture matrica koje se cˇesto pojavljuju u primjenama. Implementaciju
ovih algoritama smo napravili u Pythonu.
Summary
In this work we reviewed main computational methods for solving linear matrix equati-
ons, particularly Sylvester and Lyapunov equations. We explained their role in applied
mathematics, especially in stability analysis of linear dynamic systems.
We described Bartels–Stewart algorithm which is frequently used for solving matrix
equations of small dimensions. For large-scale matrix equations, we considered special
structure of matrices which are often encountered in applications and we described ite-
rative methods for finding solution: ADI method and projection (Krylov) method. We
implemented listed algorithms using Python.
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