We study the random-link matching problem on random regular graphs, alongside with two relaxed versions of the problem, namely the fractional matching and the so-called "loopy" fractional matching. We estimated the asymptotic average optimal cost using the cavity method. Moreover, we also study the finite-size corrections due to rare topological structures appearing in the graph at large sizes. We estimate these contributions using the cavity approach, and we compare our results with the output of numerical simulations. The analysis also clarifies the meaning of the finite-size contributions appearing in the fullyconnected version of the problem, that has been already analyzed in the literature.
Introduction
The matching problem is a classical combinatorial optimization problem that has been widely investigated by mathematicians and computer scientists [1] . The problem has also interesting relations with fundamental problems in physics: the correspondence between dimer covering problems and the Ising model on lattices, for example, has been first highlighted the Sixties [2] . In the matching problem, the target is to find a dimer covering on a given graph, in such a way that no node remains unpaired. If the graph is weighted, then it is typically interesting to find the dimer covering of minimum or maximum "cost", defined as the sum of the weights of the selected edges. From the computational point of view, the matching problem is an "easy problem" belonging to the P complexity class, and polynomial algorithm are available for its solution [3] [4] [5] [6] . It has been soon realized that solving a (weighted) matching problem is equivalent to finding the ground state of a system having many possible configuration (the possible matchings) of different "energy". This physical point of view has been widely exploited and applied to combinatorial optimization problems in general: an Hamiltonian is associated with the cost function that has to be minimized, and the ground state (corresponding to the optimal solution) is obtained considering the zero-temperature limit [7] .
When the effectiveness of statistical physics ideas in the study of optimization problems became evident, the matching problem played the role of "toy model", due to its simplicity and that maximizes |M | := e m e (2) and minimizes the cost:
In Eq. (1) the sum runs over all edges incident to the vertex v ∈ V. A matching is said to be perfect if 2|M | = |V|: a perfect matching is not possible on a generic graph, unless the hypotheses of Tutte's theorem are fulfilled, see Ref. [1] . Given a graph G, one might be interested in the average optimal cost (AOC), i.e.
where the minimum is taken imposing the constraints in Eq. (1), and the notation E [•] represents the average over the disorder. In 1985, Mézard and Parisi [13] considered the case G = K N , complete graph with |V| = N vertices. Using both the replica approach [13] and the cavity method [14] , Mézard and Parisi were able to evaluate the AOC in this problem for N → +∞, finding that, if lim w→0 (w) = 2 /N,
where ζ(z) is the Riemann zeta function. The study of the finite-size corrections to this asymptotic value requires some effort and it has been performed in Refs. [15, 17, 27] . In particular, adopting a weight distribution
we have
where, denoting by x p+1 ≡ x 1 ,
In Ref. [28] it has been shown that, using the weight distribution in Eq. (6) , the sub-subleading corrections scales in an anomalous way, i.e., as N − 3 /2 , and not as N −2 as one might expect. Moreover, in Ref. [17] it has been observed that, if the constraints are relaxed and any value 0 ≤ m e ≤ 1 is allowed, cycles appear in the optimal solution, and, at the same time, both the sum contribution in Eq. (7) and the anomalous correction disappear. If, finally, mwe allow a vertex to "self-match", the 1 /N corrections disappear at all. These facts suggested that the 1 /N corrections in Eq. (7) are due to cycles in the graph, and the sum in Eq. (7) runs over contributions corresponding to cycles of different length p. This hypothesis also justifies the presence of the O N − 3 /2 correction that naturally appears imposing a cut-off to the sum in Eq. (7) to take into account that the possible length of cycles is bounded for finite N [28] .
The role of topological structures, e.g., paths, cycles and loops in the finite-size corrections clearly emerged in the study of disordered spin systems on random graphs [25, 29] . In these cases, the cavity approach made clear the correspondence inferred above, and the corrections were actually evaluated studying finite-size fluctuations in the graph topology with respect to the asymptotic infinite tree structure. For the same reasons, in the present paper, we will consider the random-link matching problem on the random regular graph ensemble G RRG (N, z), and we will study both the AOC in the thermodynamic limit and its finite-size corrections. We consider a uniform measure ‡ over all graphs with N vertices whose coordination is exactly z. For fixed z ≥ 3, an element of this ensemble G RRG (N, z) admits almost always a perfect matching if zN is even [32] . Random regular graphs have cycles of typical length ln N ln z for N 1 and in the N → +∞ limit at fixed z, the Caley tree of coordination z is recovered. On the other hand, for z = N − 1 the complete graph K N is obtained. Random regular graphs are therefore excellent candidates for the study of both the corrections due to cycles and finite-coordination effects. On top of the random topology, we generate a random weight for each edge of the graph with distribution (w), and we search for the optimal matching cost on the obtained weighted graph. The AOC is obtained averaging over both the weights and the graph topology realizations. In our problem, therefore, two sources of disorder appear, namely the topological disorder, due to the fact that the graph is randomly extracted from the G RRG (N, z) ensemble, and the linkweight disorder, due to the fact that the weights are i.i.d. random variables distributed with probability density function (w). The AOC density is evaluated averaging over both these sources of disorder,
where lim N →+∞ E z (N ) = E z . In the following, we will assume an exponential probability density
in such a way that lim z→+∞ E z = E ∞ , AOC in the fully connected case.
The asymptotic cost
The cavity method is a natural candidate for the study of random optimization on sparse graphs [11, 33] . In the particular case of the MP, we start writing down a partition function associated with our problem on a graph G = (V; E) extracted from G RRG (N, z), as
Observe that we have introduced the Lagrange multiplier γ to impose the fact that the optimal matching is perfect. The AOC can be therefore obtained by
The variables of our problem are the quantities m e ∈ {0, 1} defined on the edges of our weighted graph G. They have to satisfy the constraints in Eq. (1); moreover, a weight ‡ The measure is uniform over all labeled graph [30] . Another possibility is to consider the uniform measure over all non-isomorphic regular graphs with N vertices and coordination z. However it can be proved that the two definitions are equivalent in the thermodynamic limit [31] . exp [−γ (1 − e→v m e )] appears in the partition function in Eq. (10) for each vertex of the graph G. It is well known that we can associate with the partition function a bipartite graph, called factor graph, involving two types of nodes, called variable nodes and functional nodes respectively. The variable nodes corresponds to the edges of G, and they are linked to functional nodes representing the constraint in Eq. (1) and the reweighting that asymptotically impose the perfect matching:
Each functional node of this kind is linked to the variable nodes involved in the constraint, and uniquely corresponds to a vertex in the graph G. Moreover, each variable node is linked to an additional functional node corresponding to the e −βmewe reweighting, e ≡ e −βmewe .
We can finally construct our factor graph following the rules above starting from G. Pictorially,
=⇒
For each edge e = (i, j) in the graph G we can define an "incoming" message µ i→e from the functional node i to the variable node e as the marginal probability distribution of the variable m e obtained removing any other edge with endpoint e except (i, e) in the factor graph. Pictorially,
For N 1, the tree-like structure of G, inherited by the factor graph, allows us to write a recurrence equation for µ i→e , namely
In the expression above, we have made the assumption that the marginal distribution corresponding to the edges i →ê such thatê = e factorizes: this assumption is exact on trees [11] . We can introduce the cavity field h e→i that parameterizes the message µ i→e (m e ) as
The marginal distribution of the variable m e is therefore parameterized as µ(m e ) ∝ exp −β w e − h i→e − h j→e m e . Eq. (13) implies, for β → +∞ and γ → +∞,
where the minimum runs over z − 1 edges incident to j. The node i is then matched using the edge e * such that e * = arg min
or, equivalently, an edge e = (i, j) is occupied if w e ≤ h i→e + h j→e . The equation above can be used to solve a specific instance of the problem by means of a message-passing algorithm [6, 11, 23] . Being interested in the average optimal cost, however, we will infer from Eq. (14) the distributional equation
where the equality holds in the distributional sense, the z − 1 quantities {w e } e follow the distribution z (w) of the edge weights and the z −1 cavity fields {h e } e have the same distribution p z (h) of h. By means of a population dynamics algorithm, and using Eq. (16), the distribution of the cavity fields p z (h) can be numerically evaluated. The AOC for N → +∞ is then
To compute the 1 /z corrections, we expand around the z → +∞ solution. Writing
Denoting by
from Eq. (14) we can write
where the average is taken over the variable w. For z → ∞ the equation becomes 
(a) AOC of the random-link matching problem on random regular graphs with z ≥ 3 with exponential weight distribution given in Eq. (9) . Cavity results (black circles) are compared with the average optimal cost (red squares, shifted by 10 −3 in the x direction for the sake of clarity) obtained solving the problem on random regular graphs of size N = 10 5 . The continuous line is obtained from a cubic fit. fields. For the numerical evaluation of the AOC of the random-link problems, we made use of the Lemon Graph Library [34] . We mention here that, to improve the estimate of the AOC, we adopted a simple trick. Let us suppose that we want to estimate the average A of some random scalar quantity A, and that we exactly know the average B of a second scalar quantity B that is positively correlated with A. Then, Var(A−B) = Var(A)+Var(B)−2 AB +2 A B . It is possible therefore, depending on the choice of B, that Var(A) > Var(A − B). In this case, evaluating A as A − B + B can be less noisy. We followed this approach for the AOC, choosing for B the heuristic cost given selecting for each node the lowest weight incident edge.
that has solution [13] Φ
This expression tells us that E ∞ = lim z→+∞ E z = π 2 /12 [13] . In the Appendix we have solved the equation for Φ (1) 
to estimate the finite-z corrections to this result, finding that the 1 /z term is identically zero,
The obtained AOC corresponds to the cost on the infinite tree, and finite-size corrections to E z are out of the reach of the approach above. The formula above holds for both the MP and the assignment problem that we will discuss below, due to the fact that the two problems are actually the same on trees, and they only differ at the level of finite-size corrections.
Finite-size corrections
As anticipated, the finite-size corrections are not directly accessible through the straightforward calculation given in the previous section; however, following Refs. [25, 29] , we expect that they can be expressed in terms of contributions due to topological structures that appear in the graph with O ( 1 /N) density. In particular, in the case of random regular graphs we expect cycles to give a fundamental contribution §. Indeed, the average number of cycles of length in a random regular graph for N → +∞ is finite and given bȳ
The fact that the density of cycles is infinitesimal for N → +∞ suggests that the contribution φ (z) of each cycle of length can be considered as independent from the others, due to the increasingly large distance of cycles for N 1, and therefore we can evaluate it as the contribution of a single cycle embedded in an infinite tree. On the basis of these observations, we expect E
where υ z is cycle-independent . The cycle contribution φ (z) can be therefore evaluated using the cavity approach as
where Z T (β) is the partition function of the infinite tree with coordination z and Z (β) is the partition function for a z-regular graph that differs from the infinite tree because of the presence of a single cycle of length . The average is taken on the weights appearing on the edges. It is important to note that both graphs can be obtained from the same object, i.e., a "cavity" tree with 2 + 2 "cavity variable nodes",
The partition function of such a factor graph with cavities reads
In the expression above, alongside the cavity fields h, a second type of field appears,ĥ, that corresponds to the outgoing cavity field from a functional node having z − 2 neighbours. In the β → ∞ limit, the fieldsĥ satisfy the distributional equation
§ As noted in Ref. [25] , an additional contribution, due to chains in the graph, has to be considered in general, e.g. in Erdős-Rényi random graphs. In the random regular case, this contribution is absent due to the fact that there are no fluctuations in the vertex connectivity [29] .
The presence of an additional constant υz might depend on the choice of the weight distribution function z (w) and/or possible symmetries of the problem [17, 27] .
The partition function Z T (β) can be obtained restoring the broken links (and identifying the directly connected variable nodes) as
, Z a (β) being the partition function of the chain. Similarly, we can proceed obtaining a topology with a loop to get Z (β) as + In the case of the partition function
h i cavity fields entering in the cycle, a structure that is reminiscent of Eq. (7b). The study of the spectral properties of the transfer matrix T, performed using the replica trick, can provide an estimate of the large behavior φ [25, 29] . Note that, due to the fact that in our problem the variables live on the edges, and not on the vertices of the graph, from the factor graph point of view, the cycle is connected to the rest of the graph through its functional nodes (and not through its variable nodes). More importantly, the messages entering the cycle are determined by the infinite tree-like structure. We can define the chain cost
and write an equation that is similar to the one appearing in the cycle expansion of finite-size corrections of spin-glass systems on random graphs [25, 29] 
The β → +∞ contribution can be numerically evaluated considering, for each cycle length , all possible ways of occupying the cycle, and averaging over the minimum cost configurations. Pictorially, for = 3,
where the external nodes represent the insertion of a cavity fieldĥ.
Numerical results
Let us start discussing the numerical results about the AOC of the MP and the general properties of its scaling in the random-link matching problem on random regular graphs. The results of the cavity computation for different values of z are given in Fig. 1a and in Table 1 . As expected, with
showing the same anomalous correction appearing in the random-link matching problem on complete graphs [17] , see Fig. 1b . The numerical estimations obtained extrapolating the asymptotic AOC from finite-N results are in perfect agreement with the cavity prediction for E z . Moreover, we observe that for large values of z, the coefficient of the 1 /z term in the large z expansion of E z is compatible with zero, as expected from the analytical calculation. Assuming a quadratic dependence on 1 /z, we found
To analyze now the finite-size correction E
z , let us start focusing on the single-cycle contributions. The quantity φ (z) has been first evaluated by means of a population dynamics algorithm for different values of and z, using Eq. (27) , and then compared with the results obtained numerically solving the MP on random regular graphs. In particular, the contribution of a cycle of length to the optimal cost can be evaluated numerically using a Markov chain of length T of regular graphs of size N , {G t } T t=1 , such that G t+1 is obtained from G t by means of a single edge swapping. Let E t be the optimal cost corresponding to the element G t of the chain, and let n t be the number of cycles of length in the graph G t . The average cost shift due to the appearance of a new cycle of length in a graph having n cycles of length is
The contribution φ (z) is obtained numerically extrapolating the previous quantity in the limit of large size and long Markov chains:
Note that the right-hand side of the previous equation does not depend on n, since the density of cycles of a given length is vanishing in the large size limit. By both cavity and direct estimations, we obtained that |φ (z)| is decreasing both in z and in . The numerical estimations obtained for z = 3 and z = 4 and ≤ 5 are found to be in agreement with the cavity predictions for small values of , see Fig. 2b and Table 2 . For larger values of , −1 φ becomes too small and we have not been able to evaluate it numerically solving the MP with statistical significance. On the other hand, we can carry on our cavity estimation to larger cycle lengths. Remarkably, odd cycles and even cycles behaves very differently, and the corresponding contributions lie on different curves, see Fig. 2b .
Odd-cycles contribution If is odd, φ (z) is positive and, within the precision of our numerical results, we found thatn (z)φ (z) → 2 −1 I as z → +∞ for = 3, 5, see Fig. 2a . Here I is the quantity appearing in Eq. (7): this result supports the hypothesis that the cycles contributions in the MP on random regular graphs give indeed the sum in the finite-size corrections for the MP on the complete graph given in Eq. (7) for large z [16] , a fact a priori not obvious at all due to the fully-connected nature of the latter problem. Moreover, at fixed z and odd, we find that n (z)φ (z) scales as −2 for large values of . This scaling justifies the presence of the anomalous N − 3 /2 correction [28] . Indeed, let us assume that we have a path on the graph of length k arriving to a certain site: the probability that r of the z − 1 outgoing link go to one of the nodes already occupied by the path is z−1 r ( k /N)
The probability of choosing one of these neighbours is r z−1 : from this, it can be seen that the total probability of self-intersecting at the step k equal to k /N. For an object of final length therefore we have a total probability of self-intersection that scales as 2 /N, that is of order one for ∼ √ N . This suggests that we should impose a cut-off to the sum in Eq. (26) of order √ N . But, if the odd-cycle contribution n (z)φ (z) scales as −2 for large , due to the presence of the cut-off, the odd-cycles part of the sum has a correction that scales as N − 1 /2 , generating an overall finite-size correction in the AOC that scales as N − 3 /2 .
Even-cycles contribution
The contribution of even cycles is found to be small (but in general different from zero) and negative, see Fig. 2b and Fig. 3b for the values obtained for z = 3. For z = 4, using cavity we found φ 4 (4) = −3.56(4) · 10 −4 , to be compared with the numerical estimation φ 4 (4) = −3.6(4) · 10 −4 , whereas the value φ (4) for ≥ 6 was out of the reach of the precision of our numerics. Similarly, the value of −1 φ (z) for z > 4 has been found to be smaller than 10 −5 in magnitude, and no significant estimation for it has been obtained, neither using cavity nor the extrapolation in Eq. (36) . We recall here that, in the fully connected case, the sum in Eq. (7) runs over odd contributions only. If the guessed correspondence is true, we expect therefore φ (z) → 0 as z → ∞, being this contribution small but finite (and negative) at finite z. We will further comment on the even cycle contribution discussing the random fractional matching problem below. Wrapping-up We have therefore verified (term by term) that cycle contributions can be actually computed using cavity, and moreover we have given evidences that these cycle contribution asymptotically converge to the terms in Eq. (7) . We have now to sum up all these contributions to get an estimation of E
z . Let us first consider the odd-cyles contribution for z = 3. We have good cavity results for cycles up to = 15,
To estimate the contribution of the remaining odd cycles, we extract the asymptotic behavior of the remaining loops using a quartic polynomial in 1 / , obtaining 
The total contribution of odd cycles is therefore
A similar estimation can be carried out, in principle, for the even cycle contribution. Unfortunately, the numerics is very noisy, being φ 2k (3) very small for k > 4. Restricting ourselves to the contributions that we have, we obtain
Summing the two obtained estimations we have that is compatible with the direct evaluation E (1) 3 = 1.045(3) obtained via a fit, see Table 1 . The excellent agreement suggests that the contribution of higher even cycles, and a possible additive constant υ 3 not depending on the cycles, is neglectable at our level of precision. The consistency of Eq. (26) can be cross-checked comparing our results with the one corresponding to a variation of the MP that we will discuss below.
A note on the assignment problem
Before studying the fractional matching problem, let us make a comment on the so-called assignment problem. By restricting G RRG (N, z) to all and only its instances without oddloops, the MP takes the name of random assignment problem (AP) on a Bethe lattice. The AP has the same leading-order behavior of the MP but, due to the bipartite nature of the graph, the contribution of odd-cycles is absent in the finite-size corrections by construction, whereas the even-cycles contributions coincide with the one evaluated for the MP. However, the "nontopologycal" additive constant υ z that appears in the finite-size corrections is expected to be different from zero. Indeed, the bipartition of the graph induces a gauge invariance in the cavity equation (in particular, an invariance under a shift of the cavity fields) that produces a nontrivial 1 /N finite-size correction [15, 16] . Solving the AP on the Bethe lattice, we found no evidence of an N − 3 /2 anomalous corrections (as expected if we interpret it as correction to the odd-cycles contribution in the MP), see Fig. 3a : the scaling of the AOC with N is therefore exactly of the same type appearing in the fully-connected case [35] [36] [37] . Because of the arguments given above, the absence of the N − 3 /2 anomalous scaling contribution suggests that, for even,n φ ∼ −α , with α ≥ 3, or faster, a fact that, however, needs a more accurate numerical investigation. Further information about the AOC in the AP can be found in Table 1 .
The fractional matching problem
The results presented in Ref. [17] showed that the finite-size corrections in the MP can be better understood relaxing the assumption m e ∈ {0, 1} and studying two variants of the problem, namely the random fractional matching problem and the random "loopy" fractional matching problem. In particular, it turns out that the contribution of the sum in Eq. (7) disappears switching from the MP to the fractional matching problem [38] , suggesting that the finite-size corrections are indeed related to the suppression of cycles in the solution of the MP. We follows this hint for the analysis on sparse topologies.
In the so-called random fractional matching problem (FMP) the occupancy variables m e are allowed to take any value in [0, 1]. As in the MP, given a graph G = (V; E), the cost to be minimized is
but this time the constraints read
In the equations above we have defined |M | := e∈E m e = N /2. As in the MP, we will study the FMP on the random regular graph ensemble G RRG (N, z) , with link weights drawn according to the distribution of Eq. (9). The AOC is then defined as
By construction, the average optimal cost E F z (N ) of the FMP on a Bethe lattice of coordination z satisfies the inequality E F z (N ) ≤ E z (N ). It can be proved that, in the optimal solution of a given instance of the FMP, m e ∈ {0, 1 /2, 1} [38] . This result implies that, alongside with isolated edges, cycles and infinite chains might appear in the optimal matching. However, even-length cycles, although possible in principle, cannot be in the optimal solution: given a cycle C of even length , one of the alternating solutions on it is always cheaper than 1 /2 e∈C w e . Using the same argument, it is easily seen that infinite chains of edges with m e = 1 /2 cannot be in the optimal matching as well. It follows that, since on trees the space of feasible solutions of the MP and the FMP is the same, the analysis of Section 2.1 can be repeated here without any modification, and the leading cost is expected to be identical because of this reason, i.e., E F z := lim N E F z (N ) = lim N E z (N ) = E z . This is indeed the case: this fact also implies that, for large z, E F z behaves as in Eq. (24), with no 1 /z corrections. A direct study of the scaling of E F z (N ) with N shows that the MP and the FMP are instead quite different with respect to the scaling of their finite-size corrections: the N −1 correction coefficient in the FMP is negative, and there is no N − 3 /2 anomalous contribution, see Table 1 and Fig. 3a .
Finite-size corrections are affected by the larger space of feasible solutions in the FMP. We expect the same structure given in Eq. (26) for the MP. Each cycle contribution, however, must be evaluated taking into account that an additional solution m e = 1 /2 for each edge e in the cycle is possible, e.g.,
The presence of an additional possible solution does not modify the even-cycles contributions because the "fractional solution" will never be the solution of minimum cost, but affects the oddcycle ones, that, because of the E F z (N ) ≤ E z (N ) inequality, we expect to be smaller than the one appearing in the MP. This has been verified using the cavity method and computing directly the cycle contributions, see Table 2 and Fig. 3b : in the FMP all cycle contributions are negative, confirming that switching from the FMP to MP strongly affects the finite-size corrections. The even-cycles contribution of the FMP is identical to the ones appearing in the MP; similarly, the cycle-independent correction υ z , if present, is expected to be the same, because the only modification between the two problems is related to cycles.
We carried on the same analysis performed for the MP for z = 3, obtaining, for the oddcycles contribution,
Adding the even-cycle terms in Eq. (40), we have
that is perfectly compatible with the direct numerical estimation E F,(1) z = −0.03169 (6) . Assuming υ 3 to be the same in the FMP and in the MP (possibly zero), we can however perform a consistency check that allows us to recover the 1 /N correction of the MP from the odd-cycles contributions of the MP and the total 1 /N correction of the FMP. Observe indeed that the quantity E
evaluated using the fit results, should depend on the odd-cycles contributions only, i.e., it should be equal to
a number obtained using the cavity results. The two values are in perfect agreement.
The "loopy" fractional matching problem
The analysis of the finite-size corrections for the fully-connected MP in Ref. [17] showed that 1 /N corrections disappear entirely in the fully-connected MP with exponential weight distribution if we allow cycles (as in the FMP) and "self-matched vertices", i.e., we admit that a vertex can be "self-matched" removed from the graph paying a price. One might be tempted to perform therefore the same study in the sparse case to get insights on the MP and the FMP, but such a variation can be thought as a modification of the topology of the graph -due to the addition of N weighted self-loops -that affects not only the finite-size corrections but also the leading order in N . The problem is however interesting by itself and, moreover, we will show that some insight on the fully-connected problem can be obtained anyway. 
is the asymptotic AOC of the AP. The continuous lines are quadratic fits in 1 /N. To be more precise, in this variant of the FMP, sometimes called random "loopy" fractional matching (LMP) [17] , an additional non-negative weight w v is associated with each vertex v ∈ V of the graph. Each w v is a random variable drawn independently from all other weights with the same probability distribution (w). An additional "occupancy variable" m v is associated with each vertex. Given a weighted graph G = (V; E), the target is to search for the set M = {m e } e∈E ∪ {m v } v∈V satisfying the constraints
and minimizes
We will write for the AOC (N ) . In other words, in this problem each vertex can be (partially or totally) matched to itself and removed from the graph, paying a cost m e w v . Note that in this case a matching with |M | = N /2 always exists. Once again, we are interested in the AOC of the problem in the ensemble of weighted random regular graphs of coordination z and link weights drawn according to the distribution in Eq. (9).
The asymptotic cost
Similarly to the FMP case, it can be proved that in the optimal configuration m e ∈ {0, 1 /2, 1} ∀e, and m v ∈ {0, 1} ∀v [38] , a fact that strongly simplifies the analysis. In addition to this, we can neglect the possibility m e = 1 /2 at the leading order, because of the same arguments given for the FMP for infinite half-occupied chains. Unlike all previously studied problems, the presence of the additional on-vertex degrees of freedom modifies the equation and the AOC at the leading level, i.e., on the tree. In particular, we have two types of marginals on the factor graph, the first µ going from a vertex to a regular edge, and the second oneμ going from a vertex i to its self-loop e i , occupied by a new variable node
Let us now parametrize µ andμ in such a way that, at finite temperature,
For β → +∞ we have
For w v → +∞ the cavity equations for the MP/FMP are recovered. If we denote by p z (h) the distribution of h and byp z (s) the distribution of s, the AOC is given by
The asymptotic AOC E L z = E z is found to satisfy a different scaling relation in z with respect to the MP and the FMP. In particular, we find
i.e., a negative linear term in 1 /z is present. Eq. (52) is proven in the Appendix. We numerically verified the cavity predictions for 3 ≤ z ≤ 15, see Fig. 4a . The 1 /z correction at the leading order is due to the presence of self-loops, that are occupied with finite probability. The second integral in Eq. (51), in particular, corresponds to the average self-loop cost φ L 1 (z). Observing that s and h are identically distributed for z → +∞, it can be evaluated exactly for z 1 as
see Fig. 4b . The probability that a vertex is "self-matched", on the other hand, decreases as (see Fig. 4b )
Finite-size corrections
Finite-size corrections are also expected to be affected by the larger space of feasible solutions. The LMP has no anomalous corrections, see Fig. 4a , as in the FMP. However, both even and odd cycle contributions are different with respect to the corresponding ones in the MP and the FMP, see Table 2 . As in the previous cases, each cycle contribution must be evaluated taking into account all allowed configurations in the FMP, plus the possibilities that vertices are self-matched. Pictorially,
As in the FMP,n (z)φ L (z) decays to zero very fast both in and in z, making the numerical evaluation for z ≥ 4 and ≥ 4 very difficult. In Fig. 4d we present our cavity results forn 3 φ L 3 (z), that appears to go to zero exponentially fast in z. For z = 3, the computation is less cumbersome: the cavity results for the corrections in the z = 3 case are given in Table 2 , and in Fig. 4c , where they are compared with the numerical estimations obtained for = 3 and = 4. As in the MP, φ L (3) is found to be positive for odd cycles and negative for even cycles. The sum of the first contributions is
that is close, but non compatible, with the result obtained from a fit, given in Table 1 , E L,(1) z = 0.0154 (2) , due to the fact that all contributions for > 9 have been neglected. The quantity |n φ L (3)| is found to go to zero exponentially fast, see Fig. 4c . Extrapolating through the fit parameters, we estimate 
that is compatible with the fit result. As in the MP and the FMP, no additional constant is found within the precision of our calculations.
The fully-connected limit
As anticipated, the obtained results shed some light on the nature of the finite-size corrections in the fully-connected model. With the exception of the odd-cycles contribution in the MP, we have observed that all cycle corrections go to zero as z → +∞ in all considered models, at least within our numerical precision. Our results suggest that
Similarly, for the FMP, no 1 /N finite-size correction is expected for z → ∞. Finally, in the LMP no 1 /N correction is expected to survive from the cycle expansion, but for z → N the leading cost E z has a 1 /z correction whose coefficient is compatible with − 1 /2ζ (2) . Remarkably, all three predictions above are equal to the exact results obtained on the complete graph K N given in Ref. [17] , up to an additional correction, that is the same in all cases and equal to ζ(2) /2N, as can be seen from Eq. (7) with reference to the MP. To better understand the subtlety behind this discrepancy, let us restrict to the MP. In Ref. [17] , the authors consider the cost functionÊ K N [M ] that is slightly different from the one in Eq. (3), i.e.,
where the quantitiesŵ e are i.i.d. random variable extracted fromˆ (ŵ) = e −ŵ , and we have performed the change of variable w = N −1 2ŵ , so thatŵ are extracted from N −1 (w), as should be in our convention. By consequence, the cost in Ref. [17] is such that
This means that, to recover the finite-size corrections of Ref. [17] , we have to add a corrections whose coefficient is equal to the asymptotic AOC. For the same reason, this correction appears both in the FMP and in the LMP. Finally, observe that taking the limit z → +∞ is definitely different than taking z → N − 1 for what concern the finite-size corrections, and the relative scaling of the z and N must be carefully taken into account.
Conclusions
In the present work we have analyzed the random-link matching problem on random regular graphs of coordination z, alongside with two variants of the problem, namely the fractional matching problem and the "loopy" fractional matching problem. In all cases, the asymptotic average optimal cost has been computed using the cavity method, and compared with numerical results obtained solving a large number of instances of the corresponding problem. In the spirit of previous finite-size analyses of disordered systems on sparse topologies, we also evaluated the finite-size corrections, assuming that they can be decomposed in contributions of single topological structures (here cycles) appearing in the graph with density O( 1 /N). Due to the fact that each cycle of length can be thought as embedded in an infinite tree, its average contribution to the cost φ (z) can be evaluated, once again, by means of the cavity method, and must then be re-weighted by its multiplicityn (z). The quantities φ (z) go to zero as z − , or faster, for large values of z and : the analysis has been carried on therefore mostly for z = 3. Our results can be summarized as follows.
In the random-link matching problem, odd cycles and even cycles are found to contribute very differently to the finite-size corrections. Odd-cycles termsn φ are positive and scale as −2 for large , implying the presence of an additional anomalous N − 3 /2 correction, that is indeed found in our numerical results. Even-cycles contributions, on the other hand, are found to be negative and smaller in modulus, with a faster decay in and infinitesimal for large z (the very fast decay in z and the small modulus did not allow us to extract the decaying properly). We have also found a strong evidence that, for = 3 and = 5,n φ converges to a corresponding "oddcycle-like" contribution appearing in the finite-size corrections of the fully-connected problem. The correspondence of the fully-connected finite-size expansion with actual cycles in the graph had been suggested in Refs. [16, 17, 28] , but not directly verified: our result support this claim and the consequent argument given in Ref. [28] for the anomalous correction appearing on the complete graph. Remarkably, the cavity prediction for each cycle contribution is in agreement with the numerical estimation obtained solving directly the problem, whenever such an estimation has been practicable. The sum of all cycle contributions evaluated using the cavity method is fully compatible with our numerical results for the 1 /N correction in the random-link matching problem. In this way, our ansatz for the finite-size correction has been verified both globally and term by term.
As additional cross-check, we also considered the so called fractional matching problem on random regular graphs. In this version of the matching problem, the optimal configuration can be made of both odd cycles and dimers. We have found that the fractional matching and the regular one are asymptotically equivalent for any value of the coordination z, but they differ in the finite-size corrections. As expected, only the odd-cycles corrections are found to be different with respect to the standard matching, their scaling with being faster than −3 : this implies no N − 3 /2 correction in the fractional matching, a fact that has been verified numerically. Once again, within the precision of our cavity results, the finite-size corrections found numerically are compatible with our cycle expansion.
Finally, we have studied, in the same way, the so-called "loopy" fractional matching problem, that is a variant of the fractional matching problem in which a vertex can be removed paying a price of "self-matching". For finite z, vertices are self-matched with finite probability. Both the leading cost and the finite-size correction can be estimated using the cavity method, the latter by means of the usual cycle expansion.
Using the cavity method, we have computed analytically the O( 1 /z) corrections to the asymptotic average optimal cost in all discussed problems. Moreover, with the exception of the assignment problem, we have found no numerical evidence of additional cycle-independent contributions, although they cannot be excluded a priori. Such contributions might in general appear with a different choice of the weight distribution , as it happens on the complete graph [17, 27] . We can solve directly for Ψ a using the first equation. To fix the two integration constants that appear in the integration, we use the fact that lim x→±∞ Φ (1) (x) = 0, and the symmetry conditions (that imply Ψ a (0) = 0). We obtain This expression gives us p (1) (h), see Fig. A1a . The explicit expression of Ψ a (x) is, however, not necessary to calculate the integral in Eq. (A.1). Indeed, let us first observe that, due to the fact that Φ(−x) = e 2x Φ(x), 
