Abstract: The method to merge matrix elements for multi particle production and parton showers in e + e − annihilations and hadronic collisions and its implementation into the new event generator SHERPA is described in detail. Examples highlighting different aspects of it are thoroughly discussed, some results for various cases are presented. In addition, a way to extend this method to general electroweak interactions is presented.
Introduction
The analysis of multi-particle final states becomes increasingly important in the search for the production and decay of new, heavy particles. Therefore, in order to guide such analyses, their simulation in Monte Carlo event generators should be as correct as possible. There are two complementary approaches to model the production of multi-particle final states: First, employing fixed-order perturbation theory, exact matrix elements at tree-level or beyond describe particle production in specific processes through Feynman diagrams, taking into account all quantum interferences at the corresponding level of accuracy. Alternatively, the parton shower approach organises the emission of secondary partons in such a way that all leading collinear or soft logarithms of the form α n S log 2n are resummed. The former way of modelling particle production has the benefit of being welldefined and exact up to given fixed-order accuracy for large angle or high energy emission of partons, whereas the second approach correctly treats the soft and collinear regions of phase space. Of course, a combination of both approaches allows for a better description of particle production over the full available phase space. A way of merging multi-particle matrix elements at tree-level with the subsequent parton shower consistently at leading logarithmic accuracy and taking into account important parts of the next-to leading logarithms was formulated first for the process e + e − →hadrons in [1] . The principles of its application to hadronic processes have been discussed in [2] . In both cases, the phase space of particle production is divided into two disjoint regimes, one of jet production covered by the corresponding matrix elements, and one of jet evolution modelled through the parton shower. The separation in both cases, e + e − →hadrons and hadronic collisions, is achieved through a k ⊥ jet measure [3] [4] [5] . The implementation of this algorithm is discussed in detail in this publication; it forms the cornerstone of the new event generator SHERPA [6] . The approach been extended [7] to cover also the dipole shower formulation of multiple parton emission [8] . A somewhat related approach has been taken in [9] . The algorithm has been tested in a variety of versions, ranging from its prime example e + e − →hadrons [10] over the production of gauge bosons in hadronic collisions at the Tevatron [11, 12] or the LHC [13] to W -pair production at the Tevatron [14] . To some extent, however, all existing algorithms so far assume that there is a signal process (like, e.g., e + e − →or→ lν l ) with one specific order in the electroweak coupling constant and that all additional jets are emitted through strong interactions. This implies that all matrix elements have the same order in the electroweak coupling constant and that they form a hierarchy of extra orders in α s , related to extra jets. Despite its apparent success there is one question that remains to be answered. This is the question of how to deal with situations where both electroweak and strong amplitudes contribute significantly to the same final state. For example, at LEP II both pure QCD amplitudes and W boson pair production amplitudes contribute to the total cross section of 4-jet production processes. Depending on the specific kinematical situation, their relative amount may vary; however, they exhibit different properties. This is exemplified by their colour flows, being responsible for the kinematical domain in which hadrons are formed. It is clear that a consistent merging procedure for such processes is highly desirable. Such a merging algorithm has to take proper care of relevant coupling constants, and it has to reliably predict the corresponding colour structure.
In the next section, Sec. 2, the algorithm is discussed for both e + e − and hadronic processes. Certain aspects presented here have not been covered before. They include the treatment of jet production beyond the availability of corresponding matrix elements and some ways of using variable jet resolution scales for different jet multiplicities. In addition, some first steps into the direction of treating matrix elements, where electroweak and strong inter-actions compete with each other are reported. The presentation proceeds with examples highlighting the ideas underlying the algorithm, cf. Sec. 3. Finally, a large amount of results indicating its quality are presented in Sec. 4 . Details on the specific implementation of the algorithm into SHERPA are given in the appendix, Sec. A.
The algorithm
In this section the merging algorithm together with its extensions, as implemented in SHERPA, will be discussed. It can be divided into three parts. First of all, a sample of matrix elements has to be defined, from which processes are selected for the generation of individual events. The four-momenta of the particles are distributed according to the corresponding matrix element. Then, having fixed the number, flavours and four-momenta of the particles, a pseudo parton shower history is constructed through backwards clustering of the particles according to the k ⊥ algorithm. Here, care has to be taken in situations, where one particular clustering allows for different colour flows. The nodal values of this clustering serve as input for the construction of a weight applied on the matrix element. This weight resums higher order effects at leading logarithmic accuracy and consists of Sudakov form factors for coloured lines (e.g., quarks or gluons) and of ratios of the strong coupling constant. If the event is accepted, parton showers are attached to the outgoing particles. For this, again the nodes of the clustering serve as input. Inside the parton shower, those emissions are vetoed that lead to additional unwanted jets. At this point there is some subtlety, since it is obviously impossible to calculate matrix elements for an infinite number of additional jets. Hence, there is some maximal number n max of jets covered by the matrix elements, higher jet multiplicities must be accounted for by the parton shower. This leads to a somewhat modified treatment of the parton shower for those events with n max jets stemming from the matrix elements. Apart from this special treatment for configurations with the largest number of jets produced through matrix elements, there are cases where a similar treatment is necessary for configurations with the minimal number of jets. Examples include both electroweak such as e + e − → W + W − → jets and the QCD production of jets in hadronic collisions. Using the k ⊥ measure to separate matrix elements with the minimal number of jets n min from higher jet multiplicities with n > n min also restricts the phase space for the minimal number of jets. Since the separation of different jet multiplicities is slightly washed out by the parton shower and hadronisation, the lowest jet multiplicity samples experience a loss of events at the phase space boundary, which is not compensated for by smaller jet multiplicities.
To deal with this problem one may try to use generation cuts that are much tighter than the analysis cuts -an option that is clearly not very efficient. Alternatively, a lower jet definition cut may be used for the lowest jet multiplicity. This idea leads to an extension of the algorithm, which enables a merging of processes with different jet multiplicities and different separation cuts. In fact, this algorithm is closely related to the highest multiplicity treatment.
In the following, the algorithm and some of its refinements are discussed in greater detail, dividing the procedure into three steps, namely matrix element generation, parton clustering and Sudakov weight construction and into, finally, running the parton showers.
Combination of matrix elements
1. Composition of the process samples:
In each run, processes with a fixed identical number of electroweak couplings may be combined, which differ only in the number of extra jets produced through QCD. All strongly interacting particles are subject to phase space cuts according to the k ⊥ algorithm [3] [4] [5] . This is necessary in order to allow a reweighting of the matrix element with Sudakov form factors. Phase space cuts on other particles are not needed unless for the sake of avoiding potential infrared divergencies. As an example consider the case of a (massless) lepton pair, which have to be cut through, e.g. a cone algorithm or by demanding some minimal invariant masses.
In the original algorithm, however, it was implicitly assumed that any gauge boson of the electroweak interactions is connected to maximally one strongly interacting line only; in other words, it was implicitly assumed that any photon, W or Z boson would couple to one quark line only. The present proposal aims at widening the scope in such a way that competition between strong and electroweak interactions is possible.
Selection of a particular process:
For all the processes contributing in a single run, labelled with i, total cross sections are evaluated at tree-level through
where dΩ denotes the integral over the available phase space. For convenience, here any eventual integration over the Bjorken-x of incoming partons is subsumed in dΩ. The matrix element M eventually is extended by parton distribution functions; it is evaluated at µ R = µ F = Q cut , the cut parameter of the k ⊥ algorithm 1 .
The probability P i for a process i to be selected for event generation is then given by
Having selected the process, four-momenta for the incoming and outgoing particles are chosen according to its matrix element.
Highest multiplicity treatment:
For those processes that have the highest multiplicity of jets in the matrix element, i.e. where n = n max , already during integration the scale Q s of the softest jet produced through QCD is determined according to the k ⊥ algorithm. Then, the parton distribution functions in the matrix element are taken at the factorisation scale µ F = Q s , 1 A comment is in order here: Often in hadronic collisions, it proves useful to use the k ⊥ algorithm with a parameter D, which can be identified as a pseudo cone-size. In such a case, the Qcut value is rescaled by D.
whereas the renormalisation scale used in the evaluation of the coupling constant remains at µ R = Q cut . Of course, this will later on affect the Sudakov weights and the parton showering as well; at that point, however, it implicitly takes into account the possibility of having softer extra jets emitted in the initial state parton shower.
Multi-cut treatment:
There is some condition that the multi-cut treatment does not lead to ambiguities, namely that the jet definition becomes tighter with increasing jet multiplicity. In other words, for each jet multiplicity n, a jet separation cut Q
cut is defined such that
cut . For the calculation of the corresponding a priori cross sections σ (n) the factorisation scales are also set dynamically to
where Q s is the scale of the softest jet in the process. Again, the renormalisation scale is fixed at µ R = Q (n) cut .
Pseudo parton shower history

Clustering of particles:
In the original version of the merging procedure, only QCD clusterings have been considered. There, for each allowed pair of partons a relative transverse momentum has been defined. According to the k ⊥ algorithm, its square reads
for a pair of partons in e + e − collisions. In hadronic collisions it is given by
for the clustering of two final state hadrons, and by
when a final state parton is to be clustered with an initial state particle. In the original algorithm, the pair with the lowest k ⊥ has been clustered. In order to prohibit "illegal" clusterings, such as, for instance, the clustering of two quarks instead of a quark-anti-quark pair, only those pairs have been considered that correspond to a Feynman diagram contributing to the process in question.
Going beyond this, some new problems may manifest themselves, which are related to the possibility of having competing colour flows. A good example for this is the possible competition of clustering a quark-anti-quark pair into either a gluon or a Z-boson. To resolve this ambiguity, there are, in principle, two options: One would be to globally select a specific colour configuration according to the relative weight of different colour-ordered amplitudes. This is clearly the preferred choice. The other one, that will be pursued as a proposal here, is to try to decide locally which colour configuration to chose.
For this, relative weights are constructed for each possible clustering, which take into account the coupling and pole structure of the underlying Feynman diagram(s). In each case, the contribution W ij to the weight for a specific clustering of two particles ij → k can be written as
where g ij (µ R ) is the coupling constant at the vertex and g kl (µ R ) denotes the coupling constant of the resulting propagator in the potential next clustering kl → m. In addition, the propagator term contains the mass and the (fixed) width of particle k. Clearly, m k and Γ k may be zero, for instance for gluons or massless quarks. In the equation above, q 2 is the square of the four-momentum q of the pair ij.
Now, for each allowed clustering of pairs ij, all potential W ij (q) with different coupling structure are added, and the pair with the largest total weight
is selected. The emerging propagator k is then chosen according to the relative probability
2. Core 2 → 2 process:
In the original as well as in the extended version of the merging algorithm, proposed here, this clustering procedure is repeated recursively, until a core 2 → 2 process is recovered. It defines the initial colour flow in the large N c limit necessary for the fragmentation. In addition, through this choice of an initial colour flow, the hard process scales Q h for the partons in this process are defined. The following cases must be considered:
• Two particles with and two particles without colour quantum number, for instance e + e − → qq,→ e + e − , or gg → H → τ τ in an effective model for the ggH coupling. Then, for the two coloured objects, Q 2 h =ŝ.
• Three particles with colour quantum numbers and one without, for instance in→ W g. Then, for the incoming particles Q 2 h =ŝ, and for the outgoing ones Q h is given by their transverse momentum.
• Four particles with colour. In this case, often different colour structures are competing. The selection is then made according to relative contributions which can usually be connected with theŝ,t orû channel exchange of colour. The hard scale for all four particles is then chosen according to this selection. Hence, usually, the minimum ofû andt is the relevant scale.
Construction of the Sudakov weight:
Having fixed the parton shower sequence and the hard scales Q h , the Sudakov weight can be calculated. To a large extent, the construction prescription for this is the same for the original approach as well as for its proposed extension. In both cases, the Sudakov weights consists of ratios of the strong coupling constant taken at the varying nodal scales and at the fixed renormalisation scale and of Sudakov form factors, which in next-to-leading logarithmic (NLL) approximation are given by
Here, Γ(Q, q) is the integrated splitting function for the particle in question. For convenience, it incorporates a factor α S (q)/q. Integrated splitting functions for different splittings are listed in the appendix. In terms of these constituents the Sudakov weight is constructed as a product of
• factors α S (Q)/α S (µ R ) for each node with Q = k ⊥ which involves a strong coupling constant;
• factors ∆(Q 1 , Q cut )/∆(Q 2 , Q cut ) for each internal line (propagator) that carries colour quantum numbers, where the arguments are given by the nodal k ⊥ scales Q 1 and Q 2 ;
• and of factors ∆(Q 1 , Q cut ) for colour-charged outgoing lines emerging at a node with
At this point it should be noted that in such cases where coloured particles are produced through s-channel electroweak interactions the nodal scale value of the vertex should be the invariant massŝ of the particles rather than their transverse momentum, which again is beyond the scope or the original algorithm.
Highest multiplicity treatment:
In case, a hard process with the maximal number of jets accommodated by the matrix elements has been chosen, the parton shower must be able to produce higher jet configurations. Of course, these additional jets may in principle emerge at transverse momenta larger than the jet definition cut Q cut . On the other hand, it is clear that they should be softer than the softest jet produced by the matrix element in order to ensure that the matrix element is used to cover the hard regions of phase space. Since the Sudakov form factors forming the weight attached to the matrix elements can be identified as a no-radiation probability between two scales, the soft scales of the Sudakov form factors need to be modified. Because in this situation radiation from the parton shower must be softer than Q s , the scale of the softest jet in the matrix element, rather than Q cut , this modification amounts to a replacement Q cut → Q s in all Sudakov form factors, i.e. for both internal and external lines.
Multi-cut treatment:
Similarly to the highest multiplicity treatment discussed above, in the multi-cut treatment the soft scales of the Sudakov weight are also set dynamically, i.e. in dependence on the actual kinematical configuration. The scale Q cut in the Sudakov form factors for an n jet process is replaced by Q min defined according to Eq. (2.3). In case the process is purely electroweak, like e + e − → ZZ →, this prescription translates into completely switching off all Sudakov form factors if Q s ≤ Q
cut .
Starting the parton shower
Vetoing emissions:
According to the paradigm of the merging procedure, inside the parton shower 2 all emissions leading to extra unwanted jets are vetoed. This is implemented in the following way:
• The probability for no branching resolvable at a scale t 0 , usually the infrared cut-off of the parton shower, between two scales t 1 and t 2 is given by the ratio
of Sudakov form factors. Equating this with a random number allows to solve this for t 2 , the scale of the next trial emission 3 .
• Having at hand the transverse momentum related to this trial emission, it can be compared with the jet resolution of the k ⊥ algorithm. If this particular emission would give rise to an unwanted jet, the next trial emission is constructed with its upper scale t 1 equal to the actual scale t 2 of the vetoed emission.
For a single parton line starting at some scale Q the matrix element correction weight reads
The combined weight of all possible rejections due to vetoed emissions in the parton shower for the same parton, starting at scale Q at NLL accuracy reads
(2.13)
2 It should be noted here that SHERPA employs a parton shower ordered by virtualities, supplemented by an explicit veto on rising opening angles in branching processes. This is an apparent mismatch to the transverse momenta taken as scales so far. Thus, in the following it should be understood that all scales Q emerging from the parton shower denote the transverse momentum that can be approximated from the splitting kinematics formulated in terms of t, the respective virtual mass. 3 It should be noted here that in usual parton shower programs the Sudakov form factors rely on the integral over splitting functions rather than on integrated splitting functions. Therefore, usually a splitting variable z is selected with a second random number. In SHERPAs parton shower module APACIC, only then transverse momenta can be constructed from t and z. This, however, is primarily a technical issue.
Combining both thus formally leads to a cancellation of large logarithms of the form log Q/Q cut at NLL precision. However, there are remaining dependencies on Q cut , some of which are due to the fact that the actual implementation of the parton shower is at a different level of logarithmic accuracy.
For the highest multiplicities or for the multi-cut treatment, the veto of course is performed w.r.t. Q s or Q min , respectively. In case the process is purely electroweak no shower veto is applied at all as long as Q min ≤ Q cut .
Starting scales:
The reasoning above immediately implies which starting scales are to be chosen for the parton shower evolution of each parton. In each case it should be the scale where the parton was first produced, in accordance with how the Sudakov weights are constructed and how the vetoing applied in the parton shower cancels the dependence on the jet resolution scale.
There is one last minor point to be discussed, namely the scale, at which the parton density functions are evaluated in the backward evolution of initial state showers.
Remember that there, in order to recover the correct parton distribution functions at each step of the space-like evolution, the ratio of Sudakov form factors describing the no-branching probability between t 1 and t 2 are supplemented with corresponding factors, namely,
If this expression is to describe the first emission through the parton shower along an incoming parton line, the hard scale t 1 in the parton distribution function is replaced by either Q cut (or Q s or Q min , if the process in question has the maximal number of jets in the matrix element, or if the multi-cut treatment is active).
Examples
In this section, the algorithms discussed above are illustrated through some examples, namely
1. e + e − → jets, 2. pp → W + jets , 3. pp → jets , and
4. e + e − → dduū(g).
3.1 Example I -e + e − → jets Assume now that at some point a three-jet event is chosen with a qqg final state. The diagrams contributing to this process are depicted in Fig. 1 . There are two allowed clus-
The diagrams contributing to e + e − → 3jets.
terings, namely qg andqg. If the former leads to a smaller k ⊥ , i.e. if Q(qg) < Q(qg) this clustering is selected, of course with scale Q 1 = Q(qg), and the core 2 → 2 process is readily recovered. Its associated hard scale is Q = √ s. The Sudakov weight is constructed, leading to
where the first factor in the first line corresponds to the anti-quark line, the second factor is for the internal quark line, the ratio of the strong coupling constants applies for the vertex, and the two last factors correspond to the two outgoing lines. Emissions in the parton shower for all three lines are vetoed if their transverse momentum is larger than Q cut ; the start scales for the parton shower evolution are t for both the quark and the anti-quark line, and t 1 for the gluon.
If, in contrast in the simulation the matrix elements are restricted by n max = 3, the highest multiplicity treatment would apply to the three-jet configuration. Consequently, the cross and the weight for the three-jet configuration would be given bỹ
Emissions in the parton shower for all three lines would then be vetoed if their transverse momentum was larger than Q 1 ; the start scales for the parton shower evolution again are t for both the quark and the anti-quark line, and t 1 for the gluon.
Example II -pp → W + jets
The next example that will be considered is a case where both initial and final state emissions may occur. Hence, the reconstruction of the pseudo parton shower history and the evaluation of the corresponding weight is more involved. Again, the starting point will be the calculation of cross sections. For Q cut = 20 GeV, α S = 0.118, and by using the CTEQ6L parton distribution functions, they read
In the following, the construction of the weights for different multiplicities and the starting conditions for the subsequent parton shower will be briefly discussed.
n = 0:
Starting with the lowest multiplicity of jets produced in the matrix element, n = 0, the leading order contributions to W − production are recovered. They are of the Drell-Yan type, i.e. processes of the form
Obviously, this is already 2 → 2 process, therefore clustering does not take place.
Due to the absence of any strong interaction, the rejection weight is merely given by two quark Sudakov form factors: where the hard scale Q is fixed by the invariant mass of the fermion pair, Q 2 = M 2 eνe . The parton shower for both the quark and the anti-quark in the initial state starts with scale t, for the first emission. However, the parton distribution weight is taken at µ F = Q cut , i.e. it is given by
. Also, the jet veto inside the parton shower is performed w.r.t. Q cut .
n = 1:
For n = 1 jets, different cluster configurations are possible, two of which are exhibited in Fig. 2 . The hard 2 → 2 process either is again of the Drell-Yan type (Fig. 2a) or, for example, of the type′ → gW (Fig. 2b ). The respective weights in both cases read:
where Q is the scale of the core 2 → 2 process and the nodal value Q 1 is given by the transverse momentum of the extra jet. For the first configuration, Q 2 = p 2 W = M 2 eν , and the gluon jet tends to be soft, i.e. Q 1 preferentially is close to Q cut . The second configuration differs from the first only by the result of the clustering and in the scale of the core process, now given by
The transverse momentum of the gluon jet p 2 ⊥,g now is of the order of the W -boson mass. In the first case, Q 1 = p ⊥,g emerges as a part of the clustering procedure, whereas in the second case, it is read off directly from the core process. It is important, however, that the scale in both cases is defined in the same way in order to guarantee a smooth transition between the regime where clustering (a) and the regime where clustering (b) is chosen.
In both cases considered here, the parton shower for both the quark and the antiquark in the initial state again starts with the respective scale t, and the parton distribution weights are treated in the same manner as before. The parton shower for the final state jet in contrast starts at t 1 , all emissions in the three parton showers are vetoed if their transverse momentum exceeds Q cut . 3. n = 2: Many processes contribute to the production of two extra jets, some illustrative examples are displayed in Fig. 3 . The cases a) and b) displayed there are very similar to the example with one extra jet only. The corresponding weights read:
The nodal value Q 2 is given by the k ⊥ -algorithm, again it is the transverse momentum of the gluon. The scales Q 1 and Q are chosen in full analogy to the one-jet case discussed above.
In contrast a new situation arises when a pure QCD process has been chosen as the "core" 2 → 2 process, see for instance Fig. 3c ). Since the "core" process is not resolved, there is only one scale available, Q 2 = p 2 ⊥ , the transverse momentum of the outgoing jets. The correction weight in this case thus reads:
In this case, the Sudakov form factors in the denominator corresponding to the internal quark line and its external continuation cancel only, if both quarks have the same mass, which is not necessarily the case 4 .
In contrast to the case exhibited in diagram 3c), where the boson was clustered with an initial state parton, Fig. 3d ) pictures an example configuration, where the boson is clustered with a final state parton. In this case, the corresponding correction weight is given by
(3.10)
The starting conditions for the parton showers for the first two cases, Fig. 3c ) and 3b), are very similar to the n = 1 case: The initial state partons start their evolution at t, the two extra jets start their evolution at t 1 and t 2 , respectively, and all are subject to a jet veto inside the parton shower with transverse momentum Q cut . For the last two cases, the situation changes. There, the electroweak boson does not play any significant role for the parton shower; all four parton showers start at their common QCD core process scale, t. Of course, again, emissions with transverse momentum larger than Q cut from any of the four shower seeds are vetoed. It should be noted here that there is a potential mismatch of logarithms of correction weight and veto weight in the quark line that changes its flavour. This happens if the two quarks adjacent to the electroweak boson have different mass; mass effects, however, usually can be safely neglected as long as no top quarks are present.
The extension to higher multiplicities is straightforward. However, assume again for illustrative reasons that n max = 2, leading to the application of the highest multiplicity treatment for the two-jet configuration. Then, during cross section evaluation the factorisation scale is set dynamically to µ F = Q s , i.e. to the nodal value of the softest emission. This leads to the following cross sections
Assuming that Q 2 < Q 1 , the correction weight for the diagram a) in Fig. 3 would read
The parton showers for the four legs would start at t for the two quark lines, and at t 1 and t 2 for the two gluon lines, respectively. Vetos would be applied for emissions with a k ⊥ larger than Q 2 , which implies that there would be no jet veto in the parton shower evolution of the second gluon line. Of course, the scales in the parton distribution weights of the first initial state radiation inside the shower would also be adjusted. Figure 4 : Examples for the production two and three jets.
The situation is even more extreme when considering diagram d). There, the softest QCD radiation actually is at the core process. Thus, no correction weight whatsoever would be applied, cf. Eq. 3.10, if the masses of q ′ and q ′′ are identical,
All parton showers for all four legs would start at t, and the veto would be applied for emissions larger than Q, but this phase space region is kinematically excluded anyway.
Example III -pp → jets
In this example the operation of the multi-cut treatment is illustrated through the case of pp →≤ 3jets. The two-jet sample here is generated with a jet resolution cut of Q
cut = 20 GeV, and the three-jet sample is produced with Q (3.14)
In their calculation, the factorisation scale of the two-jet events has consistently been set to Q min defined as
cut , (3.15) where p ⊥ is the transverse momentum of the outgoing jets. In contrast, in the evaluation of the cross section of the three-jet events, the factorisation scale has consistently been set to Q s , the scale of the softest jet.
In Fig. 4 , exemplary diagrams for the two processes, the production of two and three jets, are depicted. For a typical two jet event, such as the one in diagram a), the weight reads The shower for all four legs starts at t, with a veto on emissions harder than Q min , and again the parton distribution weight in the first emission of each of the initial state shower evolutions is adjusted. For the three-jet event depicted in diagram b), the weight reads
The parton shower for the two incoming quarks, for the outgoing gluon and for the harder of the two outgoing quarks starts at t, the parton shower of the softer of the two quarks emerging from the gluon line starts at t 1 . The veto is performed w.r.t. the scale Q 1 .
Example IV -e + e − → dduū(g)
In the process e + e − → dduū, there are basically three classes of subprocesses that can emerge as the core 2 → 2 process, namely
• e + e − → Z 0 /γ Z 0 /γ, and
• e + e − → dd or e + e − → uū , all of which are depicted in Fig. 3 .4. The first two are electroweak processes, with W pair production usually largely dominating, whereas the latter can either lead to a QCD or to an electroweak topology. Interferences between QCD and electroweak diagrams are negligible, therefore it is convenient to consider both contributions as independent.
In the following, the focus will be mainly on the electroweak contributions. There exist 4 different possibilities for the first clustering, listed in Tab. 3.4. After, for instance, choosing 2&5 (the dū-pair) to be clustered first and to become a W − boson, a second clustering leads to the 2 → 2 core process. Of course, the first step restricts the possibilities for any subsequent clustering -in this example three options remain. Their probabilities are listed Tab. 2.
i&j Probability i&j Probability One possible outcome of the clustering procedure is a W pair production process as depicted in Fig. 3 .4a. The evaluation of the Sudakov weight in this case yields
in the W W case; when theproduction process is chosen instead, cf. Fig. 3 .4b, the correction weight is given by
Both weights look very similar, and indeed for massless quarks this holds true for all Sudakov weights that can be obtained. However, while in the first example both scales Q 1 and Q 2 are of the order M W , the relevant scales in the second case are more likely to be Q 1 ≈ M W and Q ≈ 2M W , of course depending on the exact kinematical configuration. Of course, these different clusterings result in different starting conditions for the shower.
Results
The detailed presentation of examples in the previous section, Sec. 3 will be supplemented with results in this section. To validate the consistency of the approach, clearly a careful examination is mandatory, checking whether the exclusive samples prepared through the re-weighted matrix elements and further evolved through the parton shower combine into a consistent, inclusive sample. Any larger discontinuity that becomes visible, in particular on scales comparable to the merging scale Q cut , may serve as an indication for a mismatch of leading logarithms. Obviously, a good way of scrutinising the radiation pattern in the interaction of matrix elements and parton shower is to investigate differential jet rates, especially in a k ⊥ scheme. These rates are defined through the jet resolution in the corresponding scheme, where an n + 1-jet event turns into an n-jet event.
Results for e + e − → jets at LEP I
To start with, differential jet rates in e + e − → jets are compared. In e + e − annihilations, it is often convenient to define a variable y cut rather than Q cut ; in the Durham scheme employed here, it is defined through
implying that two particles i and j belong to different jets if they are separated by a distance
c.m.
(1 − cos θ ij ) .
(4.2)
In Fig. 6 , results for differential jet rates are shown ranging over four orders of magnitude in y cut . The dependence on the actual value of Q cut in the generation of two different samples is barely visible. Also, the distributions seem to be perfectly smooth around the generation cut. Therefore, one may conclude that the merging in this case has been accomplished with very high quality. The samples generated by SHERPA also reproduce event shape observables such as thrust, thrust-major, thrust-minor or oblateness, cf. Fig. 7 . Again, the dependence on the generation cut is rather small, deviations are well below 20%. Going to more exclusive observables that are sensitive to the full interference structure of matrix elements, various four-jet correlations may be tested. Examples for such correlations are the Bengtsson-Zerwas and the Nachtmann-Reiter angle, see the appendix for their definition. In Fig. 8 , data taken at LEP I [15] are compared with results of the merged samples of SHERPA and with a "shower"-only result. Of course, the latter lacks the exact treatment of quantum interferences, which is possible only through full matrix elements. Correspondingly, there is a visible shape difference between data and the merged sample on the one hand and the shower-only sample on the other hand. This beautifully underlines the power of the merging approach.
Results for pp → W + jets at Tevatron, Run I
The investigations for the case of pp → W + jets start with an analysis of differential jet rates in the k ⊥ algorithm for this process at Tevatron, Run I. Results of SHERPA with different jet resolution cuts during the generation of the respective sample are exhibited in Fig. 9 . The results are not quite as good as those obtained for the previous case of e + e − annihilations into jets, on the other hand, the example presented here is much more complicated. This extra complication is due to a more intricate radiation pattern with emissions in both the initial and the final state. Still the relative differences are marginal, ranging up to 20%. Only in the sample with the highest jet resolution cut it becomes apparent that the parton shower is not able to fill the phase space properly. This is the reason behind the visible hole in the differential jet rates around the cut. In analogy to the event shapes above, the transverse momentum distribution of the W boson and of the electron produced in its decay may be considered as inclusive observable. The dependence of these observables from the jet resolution cut in the generation of the samples and on the maximal number of jets covered by the matrix elements is displayed in Figs. 10 and 11, respectively. In both cases it becomes apparent that the dependences are negligible -results of different samples produced under different conditions are in very good agreement with each other. Finally, measured total cross sections for different jet multiplicities in W + jet [16] are compared with those obtained from SHERPA after reweighting the matrix elements with up to 4 jets with the Sudakov weights and after applying a constant K-factor of 1.44 to all samples, that has been calculated to match SHERPA with a NNLO prediction [17, 18] . Taking into account the errors, the results are in great agreement with each other, cf. Fig. 12 . Correspondingly, the p ⊥ spectra of the jets are depicted in Fig. 13 . There, the measurement of transverse energy distributions of jets for different multiplicities [16] are compared with results from SHERPA. Again, the results agree very well after applying a global K-factor on the latter. In both cases, jets were defined through a cone algorithm with cone size of R = 0.4 and a transverse energy of the jets of at least E T = 15 GeV.
Results for pp → jets at Tevatron, Run I
Before investigating in greater detail the consistency of the merging prescription for jet production at hadron colliders, in particular at the Tevatron, Run I, consider Fig. 14 . There, the differential 3 → 2 jet rates for samples with n max = 3 for Q cut = 20, 30, and 40 GeV are compared with a the result for a sample, where two different jet resolution cuts have been applied for the different multiplicities, namely Q no contribution left at all, since there are no matrix elements for any jet configurations populating this regime. However, due to the parton shower, some of the jets produced at higher p ⊥ values spread out, leading to some non-negligible fraction of events migrating into that region. The same pattern repeats itself at Q-values below 30 GeV. This region is not filled by the Q cut = 30 GeV and the mixed sample any longer. This implies that in order to describe jet observables at jet resolutions above, say, 30 GeV, a Q cut ≤ 30 GeV should be applied. Due to the steep descend of cross sections this may not be very efficient, rendering a multi-scale treatment the method of choice. Figure 11 : p ⊥ (W − ) for Q cut = 15 GeV and different maximal numbers of ME jets included. The dashed line corresponds to a maximal number of ME jets n max = 2.
In Fig. 15 , the mixed sample from above is further investigated. There, in addition to the summed result, also the contributions from different jet multiplicities are displayed. Clearly, the two samples fill quite separate regions of phase space, i.e. above and below the jet resolution cut. Of course, as before, there is some residual migration of the samples over the respective jet resolution cut. The sum, however, is remarkably smooth over the cut. Figure 13 : Jet transverse energy distribution for the process pp → W + n jets from a CDF [16] measurement. Shown are the highest E T jet distribution in inclusive W + 1jet events, the second highest E T jet distribution in inclusive W + 2jet events, the third highest E T jet distribution in inclusive W + 3jet events, and the fourth highest E T jet distribution in inclusive W + 4jet events. The SHERPA result includes matrix elements with up to 4 jets. This allows to efficiently generate an inclusive QCD sample with jets resolved at 40 GeV, for example, where higher jet configurations are accounted for by corresponding matrix elements and the phase space below the matrix element cuts for them is properly filled by the lowest multiplicity contribution. The quality of this approach is further highlighted in 
Results for e + e − → dduū(g) at LEP II
In this section, the quality of the alternative algorithm will be validated. To this end, e + e − →jets at LEP II are chosen as the reference process.
QCD
Concentrating first on the case where QCD alone contributes to the production of extra jets, in Fig. 18 differential and total jet rates in the Durham scheme at LEP II as described with the original and with the alternative approach are compared. Clearly, the results are nearly indistinguishable. This implies that in this case the ordering of the hardness of emissions according to the k ⊥ measure is nearly identical with an ordering according to the virtual masses occurring in the propagator terms. The same holds also true for event shape observables, depicted in Fig. 19 . There, measurements of thrust, thrust-major and the C-parameter [19] are exhibited and compared to the simulation of SHERPA. Again, the alternative and the original algorithm perform equally well and both reproduce nicely the data. 
Electroweak interactions
It is expected that differences in the two prescriptions to reconstruct the pseudo parton shower history appear when the electroweak production of four quarks is investigated. Both for event shape observables displayed in Fig. 20 and for total or differential jet rates depicted in Fig. 21 the differences are sizable, reaching up to 50%. This can be easily understood. In Fig. 22 the cross sections for three typical core 2 → 2 processes are considered, namely W pair production, Z/γ pair production, and the QED/electroweak analogue to the QCD processes. Apparently, the alternative algorithm correctly reproduces the expected cross sections for the W W and ZZ channel (2 pb and 0.02 pb). Hence, the relative contributions of the three considered processes are consistent with the matrix element. In contrast, the original algorithm fails to reproduce the correct rate for the W W channel, because it triggers an unphysical migration into the QCD-like configurations. Consequently, both samples differ in their colour structure, in their Sudakov weights and, ultimately, in the starting scales for their parton shower. This finding gives a clear hint that the pole structure of propagators has to be taken into proper account when merging such matrix elements with the parton shower. Thus, in the Figure 19 : Thrust, thrust major and C-parameter. Delphi data [19] taken at LEP II events (E cms = 189 GeV) are compared to simulation using the original and the alternative way of constructing the pseudo parton shower history (original=solid black, alternative=dashed red). following, the focus will be on the self-consistency of such an approach. To investigate this, again differential and total jet rates are considered. In Fig. 24 corresponding results for a 4 jet and for a combined (4 + 5)-jet sample produced according to the alternative algorithm are contrasted with each other. They are in nice agreement, hinting that the combination of exclusive samples into an inclusive one was successfully achieved. In Fig.  23 the corresponding event shape observables are shown. There, the differences between both samples are marginal; they differ only in the low-statistics bins. Note that in all Figs. 20-24 the multi-cut treatment has been employed. The 4-jet matrix element cut has been chosen to y 5 -4 -3.5 -3 -2.5 -2 -1.5 -1 -0 5 -4 -3.5 -3 -2.5 -2 -1.5 -1 -0 5 -4 -3.5 -3 -2.5 -2 -1.5 -1 -0 
Summary and Conclusion
In this publication, the procedure for a consistent merging of matrix elements for the production of multi-particle final states at tree-level and the parton shower has been discussed in great detail, going beyond the scope of previous publications on that subject. In particular, some improvements of the method have been presented which consistently treat situations, where the parton shower must fill the phase space for the production of jets which is not covered by corresponding matrix elements. In addition, some ideas of how to extent the original algorithm to cases were electroweak and strong interactions compete have been set forth. A large number of examples highlights how the algorithm works in various cases, results clearly demonstrate its ability to yield reliable and predictive results in e + e − annihilations and in hadronic collisions. Apart from the presentation of the method, its implementation into the new event generator SHERPA has been discussed. The relevant classes are described in sufficient detail to allow users of SHERPA to implement own ideas or to cross-check systematically the behaviour of the algorithm in cases not covered here.
A. Brief program documentation
The module, in which the merging algorithm is implemented, is an integral part of the SHERPA framework. It is situated inside the main module SHERPA, and it employs SHERPAs basic physics tools, e.g., four-momenta, parton distribution functions, and jet algorithms. Of course, in its present form it has many connections to specific features of SHERPAs matrix element generator AMEGIC and its parton shower module APACIC. An extension to other matrix element generators or parton showers, however, is straightforward. This section gives a brief overview over the classes responsible for the merging and their specific tasks within the algorithm. Where needed, details on specific implementation issues are presented that should, in principle, enable the interested user to implement and test some of his or her own ideas.
A.1 Implementation
The basic algorithmic steps underlying the realisation of the merging algorithm in SHERPA can be summarised in the following way:
1. First of all, the pseudo parton shower history is reconstructed. To simplify the presentation, the focus here is on the implementation of the original approach only. Modifications to the extension described above can be found in the detailed description of the individual classes.
• Take all Feynman diagrams with a binary tree structure, i.e. those that contain vertices with three legs only. For a given 2 → n process the resulting structure will have n + 2 external particles. In AMEGIC, this doubly linked binary tree structure is represented through the class Point, each Point contains pointers to its predecessor and offsprings. In the merging procedure the Points of each Feynman diagram that correspond to an external particle are translated into a Leg. The merging is performed in terms of the Legs, which ensures that the underlying Feynman diagram structure is not modified through the algorithms 5 .
• Test all pairs of external particles, i.e. Legs. In the original version of the merging algorithm, for each allowed pair the relative transverse momentum according to the k ⊥ algorithm is calculated. Pairings which do not correspond to a junction in the Feynman diagrams, are discarded. Each allowed pairing is stored in a table, conveniently represented as a class Combine Table, together with the list of diagrams where it occurs and with the k ⊥ value. Each Combine Table has pointers to the previous one and its successor, i.e. to a Combine Table with one Leg more, and to another one, with one Leg less.
• In this Combine Table the pairing with the smallest k ⊥ is selected. Their common predecessor is obtained from the first Feynman diagram(s) -in the original approach, the flavour of it is an unique choice anyhow. Its four-momentum is the sum of the two momenta of its offsprings, taken together this fully defines the intermediate particle, i.e. the corresponding Leg. It replaces the two offsprings and it is used for the next round of clustering, operating on a duly reduced number of Legs. All diagrams that did not contain the selected splitting are discarded in the further procedure.
• The procedure terminates as soon as a splitting results in a structure with four external legs, i.e. a 2 → 2 process.
2. The Sudakov weight for the selected configuration is evaluated.
• The starting point is the core 2 → 2 process. Its hard scale Q h is defined though the colour structure; in case there are different competing colour structures the winner is selected according to the relative weights. The details of this are implemented in an extra module of SHERPA, basically a library of 2 → 2 processes called EXTRA XS. It incorporates the processes as realisations of an abstract base class, XS Base, the relevant one is chosen through an XS Selector.
In addition, the 2 → 2 process determines the scale for the coupling weight, Q QCD . Then, however, this core process may result in a factor of
where m is the number of strong interactions in the core process. In most cases, these two scales are identical, exceptions are, for instance, the process e + e − → qq, which for sure has no strong interaction, and therefore no scale Q QCD , cf. Sec. 2.
At that point, each Leg is associated with a value Q 1 = Q h
• The previous Combine Table " unclusters" one of the particles and yields the corresponding nodal k ⊥ measure, Q 2 . If the decay of this particle proceeds through the strong interaction, the weight is multiplied by
If the decaying particle a is strongly interacting, a Sudakov weight is attached, namely
where Q 1 is the nodal value of the previous iteration step for this particle, i.e. the k ⊥ measure associated to the vertex, where it stems from. Then, for the two offsprings produced in the decay, their production scale is identified as Q 1 = Q 2 .
• If no previous Combine Table exists , there is no decaying particle left, and all Legs are external. Then, each Leg with strong quantum numbers results in a factor
attached to the Sudakov weight.
3. If the event is accepted after the Sudakov weight, the parton shower has to be attached. For this, the binary tree structure of the Points is translated to the Tree structure of APACIC. APACIC, however, does not order its shower in terms of transverse momenta. Instead it employs an ordering by virtuality. Therefore, for each particle, the virtual mass of its production vertex is identified and used as the starting scale of the parton shower evolution. Again, this is easily accomplished by just following the Combine Table, starting from the core process 6 .
• PerformShowers(), which calls the appropriate routine in the Shower Hander. The jet-veto scale and the renormalisation scale, which have been determined in the merging procedure before 7 , are handed over to the parton shower, also through the Shower Hander. If the shower evolution was successful,
• FillBlobs() inserts the prepared and filled "ME PS Interface" and the shower Blobs into the event record.
Apart from ClusterConfiguration(), which is obsolete for instance for 2 → 2 processes, these general methods have to be provided by any realisation of a PerturbativeInterface.
The class Cluster Partons
is the class central to the implementation of the merging algorithm. It has three main routines, and a number of helper methods, which will be discussed in the following:
• ClusterConfiguration() is the method that clusters a given 2 → n process until a 2 → 2 core process remains. In so doing, it creates a history of successive emissions, each of which is associated with a specific emission scale, the nodal value of the respective clustering. The algorithm for the clustering implemented here proceeds as follows:
1. All possible Feynman graphs are iterated over. In AMEGIC, a diagram consists of a doubly linked tree of Points. They represent vertices, whereas the links are the propagating particles. Also, the external particles of each diagram are represented as Points, but with all but one of the links empty. The number of diagrams and these Point structures themselves are accessible through the methods Matrix Element Handler::NumberOfDiagrams() and Matrix Element Handler::GetDiagram(), respectively. However, the external particles of each diagram, both incoming and outgoing are translated into Legs, on which the actual clustering is performed without disturbing the Points underneath.
2. These first Legs and their four-momenta are stored in a Combine Table. Ultimately, it is this class, which, step by step, clusters two particles, i.e. Legs into an intermediate particle, i.e. Leg. Its four-momentum in due course will be given by the appropriate combination of the two incident particles. As a result of this particular step, a new Combine Table emerges with the number of Legs diminished by one, which is linked to the previous one.
Having thus filled the first Combine Table through its method FillTable, the list of all emerging Combine Tables is constructed by calling CalcJet() of the fist one.
• GetXS() identifies the hard 2 → 2 core process. In particular, it determines the colour structure of it, and the relevant hard scale(s). The preferred way to carry out this task is to employ an internal library of analytical 2 → 2 processes provided by the module EXTRA XS. An implemented cross section calculator can be obtained by XS Selector::GetXS(), selecting the process in question through the flavours of its external particles. The cross section calculator is realised as an XS Base, and it has suitable routines available for selecting colour connections (XS Base::SetColours()) and for retrieving a renormalisation scale (XS Base::Scale()).
An alternative solution exists for those processes which are not implemented yet but for which the colour connections are unambiguously defined. This is actually always the case if the number of strongly interacting particle involved is smaller than four. Then, the colour connections are explicitely constructed, using the routine ClusterPartons::SetColours(). In this case the hard scale reads with p 1 /p 2 and p 3 /p 4 denoting the four-momenta of the incoming and outgoing particles, respectively. In case there are 3 coloured particles involved in the hard process, a scale for the evaluation of the strong coupling has to be determined too, which is identified with the transverse momentum p ⊥ of the outgoing coloured particle.
• CalculateWeight() follows the previously obtained history and calculates from it the corresponding Sudakov weight according to the merging prescription described above. For this, the nodal values Q i determined before in ClusterConfiguration() are employed. The start scale for the Sudakov weight Q h and the scale Q QCD for possible α S factors have been prepared by GetXS()/SetColours(), see above.
The construction of the weight starts with the core 2 → 2 process. Hence, the first part of the weight is given by a factor (α S (Q QCD )/α S (Q cut )) m , with m specifying the number of strong couplings involved in the hard process. The clustering is followed backward through the sequence of Combine Tables, adding a factor
for each internal line constructed during the backward clustering. The Sudakov form factors ∆(Q i , Q cut ) are provided by the method Delta() of the class NLL Sudakov. The algorithm ends with a factor as ∆(Q i , Q cut ) for any dangling coloured particle, with possible another coupling weight in case of the extended merging algorithm (see Sec. 2) 8 .
• FillTrees() translates the pseudo parton shower history into the Tree structures, which APACIC uses to represent the parton shower. This history includes the starting scales of the shower evolution of each parton and possible constraints on shower emissions such as, e.g., opening angles determined from colour connections of the partons. The Knots forming the Tree are taken from the pseudo parton shower through Point2Knot(), the mutual relations are constructed through EstablishRelations().
• EstablishRelations() builds a tree by creating mutual links between a given set of three Knots. At each step, the actual Tree represents a partially performed shower. For the mutual relations, three cases are distinguished 1. two incoming partons from the hard 2 → 2 process: the energy fractions x 1 and x 2 are filled from the information in the Combine - Table. 2. two outgoing partons from a common mother:
The two final state particles are initialised using Final State Shower::EstablishRelations(). There, the more energetic parton is initialised with the angle and virtuality of the mother, the less energetic parton is initialised with angle and virtuality of the current branch.
3. one incoming parton, its mother and its sister:
The incoming parton, its mother and its sister are initialised using InitialState Shower::SetColours(). Note, angle conditions inside the shower are fixed only during shower evolution. The starting scale of the shower is given by the virtual mass of the mother due to APACICs shower evolution in terms of virtualities.
• DetermineColourAngles() determines the maximum angle between colour connected partons of a hard 2 → 2 process. These angles are used in the explicit angular vetoes of the parton shower.
For initial state particles the colour angle is determined in the lab frame after a boost along the z-axis, whereas starting angles for the final state system are determined in its c.m. frame. The starting angles are stored in the variable "thcrit" of each knot.
A number of simple access methods make the result of the clustering process available to the interface class Amegic Apacic Interface.
• Weight() returns the weight calculated in CalculateWeight().
• Scale() returns the hardest scale (of the core process) as determined in SetColours().
• AsScale() returns the scale associated with the strong coupling in the core process as determined in SetColours().
• Flav() provides the flavours of the core 2 → 2 process.
• Momentum() returns the momenta of the core 2 → 2 process.
A.3 Clustering
The class Combine Table   provides the structure for storing histories of successive clusterings. The structure fills itself recursively, with the only input being the Feynman diagrams of the process under consideration and the four-momenta of the current event.
Each Combine Table consists Table to create these data and to construct the sequence of Combine Tables representing the clustering history:
• FillTable() has two tasks to fulfil. First of all, a set of given Legs, i.e. particles, are filled into the table. Then, all pairs of them are checked whether they can be clustered. A clustering is possible only, if it occurs in a corresponding Feynman diagram, which disables unphysical parton histories. This check is performed through the method Combinable(), see below.
• CalcJet() evaluates the k ⊥ distance of all allowed parton pairs (i,j) created by FillTable() with the Jet Finder. After that, a pair to be clustered is selected according to the merging prescription, and a new Combine Table is constructed, where the number of Legs is reduced by one. Consequently, after each clustering step, the set of Feynman diagrams is pruned, to include only those where the selected combination is possible. The four-momentum of the new (joined) Leg is given by the corresponding combination of the two individual four momenta. The algorithm continues recursively with corresponding calls to FillTable() and CalcJet() until only a 2 → 2 process remains.
• CalcPropagator() performs all basic calculations for the determination of cluster probability for a given pair (i,j). This usually includes the evaluation of the k ⊥ measure, and the invariant mass s ij . In case of the extended clustering algorithm, an estimate for the branching probability is also computed, which includes the couplings of that branching process, as well as the corresponding propagator. The couplings are available in the Feynman diagrams provided by AMEGIC.
• Combinable determines whether two particles, i.e. Legs can be clustered. To this end, the two Points related to the Legs are checked whether they have a common third Point, i.e. vertex, linked to them.
To exemplify the description above, consider the representation of a Combine For each combination (i,j) a k ⊥ measure y ij and a list of contributing Feynman graphs is stored. For the winner combination a down link to a subsequent Combine Table is provided. In addition the Combine Table contains a list of four-momenta of the current configuration, and a matrix of all dangling legs (one row for each graph), as well as a reference to the winner combination (i,j), and an up-link to the table with one combination less performed. In case the extended merging algorithm is applied, the Combine Table also has to include further information needed for the winner determination: the virtuality of the resulting propagator s ij , the estimate of the propagator prop, and the coupling of the corresponding vertices.
The class Leg represents a particle dangling from a Feynman diagram. It stores all information of a AMEGIC::Point and an extra "anti"-flag. Since AMEGIC::Point is the basic component of a Feynman graph representation in AMEGIC, it can be conveniently used in the clustering process to determine possible combinations and resulting propagators. The additional anti-flag helps to keep track of charge conjugations during the clustering process. In order to access all information of a Point more easily the operator-> is overloaded. 9 The class Combine Key is one of the basic elements for the creation of a Combine Table. It includes the numbers of combinable legs (i and j) and the flavour of the resulting propagator. It is used as a key in a fast access map in Combine Table in order to access the information placed in a Combine Data object.
The class Combine Data is the basic element for the determination of clustering when using a Combine Table. It includes the distance of two legs i and j according to a k ⊥ measure (y ij ), a list of numbers of graphs where this combination is possible (graphs) and a link to the new table where those legs have been combined (down). In case the extended merging algorithm is active, additional information is included, namely: the virtuality of the resulting propagator s ij , the estimate of the propagator prop, and the coupling of the corresponding vertices. 
A.4 Weighting
The class NLL Sudakov provides the numerical values for the Sudakov form factors used in the merging procedure of parton shower and matrix elements. Consequently, the main routine is Delta(const ATOOLS::Flavour &), which returns the Sudakov form factor for a given flavour. A corresponding table of Sudakov form factor objects for all possible flavours is created by respective calls to PrepareMap() or PrepareMassiveMap(). In the following a short description of the individual methods of this class is given.
• Delta (const ATOOLS::Flavour &)
is the main access method to NLL Sudakov form factors. It returns the appropriate NLL Sudakov form factor (in form of a NLL Sudakov Base object) for any given flavour. For not strongly interacting particles a reference to a NLL Dummy Sudakov object is provided.
For instance, a typical call to determine the numerical value of the gluon Sudakov form factor at a scale Q with a jet resolution scale Q 0 would look like double dg = sud.Delta(Flavour(kf::gluon))(Q,Q0);
• PrepareMap() initialises a map with all massless Sudakov form factors needed in the Standard Model. In so doing, a Sudakov form factor (cf. NLL Single Sudakov and NLLCombined Sudakov) is initialised for each strongly interacting flavour (d-, u-, s-, c-, b-quark or anti-quark, and gluon) and put into a map for fast access. For the sake of completeness, a NLL Dummy Sudakov (always one) is added to the map, which will be returned for any flavour without a dedicated Sudakov form factor 10 . The default massless integrated splitting functions used for the evaluation of the Sudakov form factors are GammaQ Lambda, GammaG Lambda, and GammaF Lambda.
• PrepareMassiveMap() initialises a map with all massive Sudakov form factors. This method is very similar to PrepareMap(). However, using the massive version of Sudakov form factors necessitates the initialisation of a NLL Single Sudakov for each flavour (d-, u-, s-, c-, b-quark) individually being now distinguishable by their mass (cf. [20, 21] ). The default massive integrated splitting functions used are GammaQ Lambda Massive, GammaG Lambda Massive, and GammaF Lambda Massive. An overview of the implemented branching probabilities is given in Tab. 3.
The class NLL Sudakov Base is a pure virtual base class, providing an interface to any Sudakov form factor like object.
The class NLL Single Sudakov provides the Sudakov form factor for a single given integrated splitting function.
The class NLL Combined Sudakov provides the Sudakov form factor for a sum of integrated splitting functions.
The class NLL Dummy Sudakov is a simple example of an Sudakov returning always one. It can be used for only weakly interacting flavours.
The class NLL Branching Probability Base represents a prototype for a branching probability (integrated splitting function), which can be used in the evaluation of Sudakov form factors (cf. class NLL Sudakov). All realisations are derived from this class. A list of available branching probabilities can be found in Tab where α S is the (running) strong coupling and P (z) is the splitting kernel.
The class provides methods to access the branching probability Γ(Q, q) through Gamma(q,Q) as well as the value of the integrated branching probability − log(∆(Q, Q 0 )) = Q Q 0 dq Γ(Q, q) .
The latter is accessible through IntGamma(Q 0 ,Q), which is used as the basis of Sudakov form factors. 10 In order to keep track of all Sudakov objects inserted into the map, a list of unique NLL Sudakov Base objects is maintained. It is used for proper destruction at the end of a run. This double book-keeping allows the usage of the same Sudakov object for all quark flavours, since (massless) QCD is flavour blind.
