Forecasting high-dimensional time series plays a crucial role in many applications such as demand forecasting and financial predictions. Modern real-world datasets can have millions of correlated time-series that evolve together, i.e they are extremely high dimensional (one dimension for each individual timeseries). Thus there is need for exploiting these global patterns and coupling them with local calibration for better prediction. However, most recent deep learning approaches in the literature are one-dimensional, i.e, even though they are trained on the whole dataset, during prediction, the future forecast for a single dimension mainly depends on past values from the same dimension. In this paper, we seek to correct this deficiency and propose DeepGLO, a deep forecasting model which thinks globally and acts locally. In particular, DeepGLO is a hybrid model that combines a global matrix factorization model regularized by a temporal deep network with a local deep temporal model that captures patterns specific to each dimension. The global and local models are combined via a data-driven attention mechanism for each dimension. The proposed deep architecture used is a variation of temporal convolution termed as leveled network which can be trained effectively on high-dimensional but diverse time series, where different time series can have vastly different scales, without a priori normalization or rescaling. Empirical results demonstrate that DeepGLO outperforms state-of-the-art approaches on various datasets; for example, we see more than 30% improvement in WAPE over other methods on a real-world dataset that contains more than 100K-dimensional time series.
Introduction
Time-series forecasting is an important problem with many industrial applications like retail demand forecasting [19] , financial predictions [13] , predicting traffic or weather patterns [4] . In general it plays a key role in automating business processes [15] . Modern data-sets can have millions of correlated time-series over several thousand time-points. For instance, in an online shopping portal like Amazon or Walmart, one may be interested in the future daily demands for all items in a category, where the number of items may be in millions. This leads to a problem of forecasting n time-series (one for each of the n items), given past demands over t time-steps. Such a time series data-set can be represented as a matrix Y ∈ R n×t and we are interested in the high-dimensional setting where n can be of the order of millions.
Traditional time-series forecasting methods operate on individual time-series or a small number of time-series at a time. These methods include the well known AR, ARIMA and exponential smoothing [17] , the classical Box-Jenkins methodology [3] and more generally the linear state-space models [11] . However, these methods are not easily scalable to large data-sets with millions of time-series, owing to the need for individual training.
Moreover, they cannot benefit from shared temporal patterns in the whole data-set while training and prediction.
Deep networks have gained popularity in time-series forecasting recently, due to their ability to model non-linear temporal patterns. Recurrent Neural Networks (RNN's) [8] have been popular in sequential modeling, however they suffer from the gradient vanishing/exploding problems in training. Long Short Term Memory (LSTM) [9] networks alleviate that issue and have had great success in langulage modeling and other seq-to-seq tasks [9, 20] . Recently, deep time-series models have used LSTM blocks as internal components [7, 18] . Another popular architecture, that is competitive with LSTM's and arguably easier to train are temporal convolutions/causal convolutions popularized by the wavenet model [22] . Temporal convolutions have been recently used in time-series forecasting [2, 1] . These deep network based models can be trained on large time-series data-sets as a whole, in mini-batches. However, they still have two important shortcomings.
Firstly, most of the above deep models are difficult to train on data-sets that have wide variation in scales of the individual time-series. For instance in the item demand forecasting use-case, the demand for some popular items may be orders of magnitude more than those of niche items. In such data-sets, each time-series needs to be appropriately normalized in order for training to succeed, and then the predictions need to be scaled back to the original scale. The mode and parameters of normalization are difficult to choose and can lead to different accuracies. For example, in [7, 18] each time-series is whitened using the corresponding empirical mean and standard deviation, while in [2] the time-series are scaled by the corresponding value on the first time-point.
Secondly, even though these deep models are trained on the entire data-set, during prediction the models only focus on local past data i.e only the past data of a time-series is used for predicting the future of that time-series. However, in most datasets, global properties may be useful during prediction time. For instance, in stock market predictions, it might be beneficial to look at the past values of Alphabet, Amazon's stock prices as well, while predicting the stock price of Apple. Similarly, in retail demand forecasting, past values of similar items can be leveraged while predicting the future for a certain item. To this end, in [14] , the authors propose a combination of 2D convolution and recurrent connections, that can take in multiple time-series in the input layer thus capturing global properties during prediction. However, this method does not scale beyond a few thousand time-series, owing to the growing size of the input layer. On the other end of the spectrum, TRMF [25] is a temporally regularized matrix factorization model that can express all the time-series as linear combinations of basis time-series. These basis time-series can capture global patterns during prediction. However, TRMF can only model linear temporal dependencies. Moreover, there can be approximation errors due to the factorization, which can be interpreted as a lack of local focus i.e the model only concentrates on the global patterns during prediction.
In light of the above discussion, we aim to propose a deep learning model that can think globally and act locally i.e., leverage both local and global patterns during training and prediction, and also can be trained reliably even when there are wide variations in scale. The main contributions of this paper are as follows:
• In Section 4.2, we propose a variation of of the temporal convolution architecture called the leveled network that can be trained effectively on data-sets with wide scale variations, without a priori normalization.
• In Section 5.1, inspired by TRMF [25] , we introduce a Matrix Factorization model regularized by a leveled network (TRMF-DLN), that can express each time-series as linear combination of k basis time-series, where k is much less than the number of time-series. Unlike TRMF, this model can capture non-linear dependencies as the regularization and prediction is done using a leveled network trained concurrently and also is amicable to scalable mini-batch training. This model can handle global dependencies during prediction.
• In Section 5.2, we combine the global model with a local leveled network trained on the original data-set, through a data-dependent attention model. This leads to a stronger hybrid model, namely DeepGLO (Deep Global LOcal Forecaster) that focuses on both local properties of individual time-series and global dependencies in the data-set while training and prediction.
• In Section 6, we show that DeepGLO outperforms other benchmarks on three real world time-series data-sets, including a wiki dataset which contains more than 110K dimension of time series. More details can be found in Table 1 and Table 2 .
Related Work
The literature on time-series forecasting is vast and spans several decades. Here, we will mostly focus on recent deep learning approaches. For a comprehensive treatment of traditional methods, we refer the readers to [11, 17, 3, 16, 10] and the references there in.
In recent years deep learning models have gained popularity in time-series forecasting. DeepAR [7] proposes a LSTM based model where parameters of Bayesian models for the future time-steps are predicted as a function of the corresponding hidden states of the LSTM. In [18] , the authors combine linear state space models with deep networks. In [23] , the authors propose a time-series model where all history of a time-series is encoded using an LSTM block, and a multi horizon MLP decoder is used to decode the input into future forecasts. LSTNet [14] can leverage correlations between multiple time-series through a combination of 2D convolution and recurrent structures. However, it is difficult to scale this model beyond a few thousand time-series because of the growing size of the input layer. Temporal convolutions have been recently used for time-series forecasting [2] .
Matrix factorization with temporal regularization was first used in [24] in the context of speech de-noising. Perhaps closest to our work is TRMF [25] , where the authors propose an AR based temporal regularization. In this paper, we extend this work to non-linear settings where the temporal regularization can be performed by a leveled network (introduced in Section 4.2). We further combine the global matrix factorization model with a leveled network trained separately on the original dataset, using a linear attention model.
Problem Setting
We consider the problem of forecasting high-dimensional time series over future time-steps. High-dimensional time-series datasets consist of several possibly correlated time-series evolving over time and the task is to forecast the values of those time-series in future time-steps. Before, we formally define the problem, we will set up some notation.
Notation: We will use bold capital letters to denote matrices such as M ∈ R m×n . M ij and M[i, j] will be used interchangeably to denote the (i, j)-th entry of the matrix M. Let 1×2n will be used to denote the concatenation of two row vectors v and u. For a vector v ∈ R 1×n , µ(v) ( i v i )/n denotes the empirical mean of the coordinates and σ(v) ( i (v i − µ(v) 2 ))/n denotes the empirical standard deviation.
Forecasting Task:
A time-series data-set can be represented by a matrix
, n is the number of time-series, t is the number time-points observed during training phase, τ is the window size for forecasting.Ŷ (te) ∈ R n×τ is used to denote the predicted values in the test range. y (i) is used to denote the i-th time series, i.e., the i-th row of Y.
Objective: The quality of the predictions are generally measured using a metric calculated between the predicted and actual values in the test range. One of the popular metric is the normalized absolute deviation metric [25] , defined as follows,
where Y (obs) and Y (pred) are the observed and predicted values, respectively. This metric is sometime referred to as WAPE in the forecasting literature. Other commonly used evaluation metrics are define in Section B.2. Note that (1) is also used as the loss function in our proposed models.
DLN: A Deep Leveled Network
In this section, we propose Deep Leveled Network(DLN), an architectural variation of the temporal convolution network which is designed to handle high-dimensional time-series data with wide variation in scale, without normalization. DLN constitutes an important component in both our global and local models in DeepGLO in Section 5.
The most commonly used base architecture in deep time-series models is the Long Short Term Memory (LSTM) [9] network. However, in more recent works it has been observed that sequence-sequence tasks can be effectively performed by dilated Temporal Convolution architectures (popularized by the Wavenet model [22] ). In addition Temporal Convolutions are more stable while training and can provide competitive or better performance as compared to recurrent models [1, 2] . Therefore, in this work we will use Temporal Convolution (TC) blocks as the basic building blocks for our prediction models. We provide a brief description of TC in the next section, for the sake of completeness.
Temporal Convolution
Temporal convolution (also referred to as Causal Convolution) [22, 2, 1] are multi-layered neural networks comprised of 1D convolutional layers. The major difference from regular 1D convolution, is the introduction of dilation in the filter taps, which guarantees a much larger dynamic range. Dilation is equivalent to introducing a fixed step between every two adjacent filter taps. The dilation in layer i is usually set as d(i) = 2 i−1 . A temporal convolution network with filter size k and number of layers r has a dynamic range (or look-back) of l = 1 + 2(k − 1)2 r−1 . An example of a temporal convolution network with one channel per layer is shown in Fig. 1 . TC networks can also have residual connections as shown in Fig. 1 . For more details, we refer the readers to the general description in [1] . Note that in practice, we can have multiple channels per layer of a TC network.
Thus, the temporal convolution network can be treated as an object that takes in the previous values of a time-series y J , where J = {j − l, j − l + 1, · · · , j − 1} and outputs the one-step look ahead predicted valueŷ J +1 . We will denote a temporal convolution neural network by T (·|Θ), where Θ is the parameter weights in the temporal convolution network. Thus, we haveŷ J +1 = T (y J |Θ). The same operators can be defined on matrices. Given Y ∈ R n×t and a set of row indices
, we can writê
Leveled Network -Handling Diverse Scales
Large scale time-series datasets containing upwards of hundreds of thousands of time-series can have very diverse scales. The diversity in scale leads to issues in training deep models, both Temporal Convolutions and LSTM based architectures, and some normalization is needed for training to succeed [14, 2, 7] . However, selecting the correct normalizing factor for each time-series is not an exact science and can have effects on predictive performance. For instance in [7] the data-sets are whitened using the training standard deviation and mean of each time-series while training, and the predictions are renormalized. On the other hand in [2] , each time-series is rescaled by the value of that time-series on the first time-step. Moreover, when performing rolling predictions using a pre-trained model, when new data is observed there is a potential need for updating the scaling factors by incorporating the new time-points. In this section we propose DLN, a simple leveling network architecture that can be trained on diverse datasets without the need for a priori normalization.
DLN consists of two temporal convolution blocks (having the same dynamic range l) that are trained concurrently. Let us denote the two networks and the associated weights by T m (·|Θ m ) and T r (·|Θ r ) respectively. The key idea is to have T m (·|Θ m ) (the leveling component) to predict the rolling mean of the next w future time-points given the past. On the other-hand T r (·|Θ r ) (the residual component) will be used to predict the variations with respect to this mean value. Given an appropriate window size w the rolling mean stays stable for each time-series and can be predicted by a simple temporal convolution model and given these predictions the additive variations are relatively scale free i.e. the network T r (·|Θ r ) can be trained reliably without normalization. This can be summarized by the following equations:
where we wantm j to be close to µ(y j:j+w−1 ) andr j to be close to y j − µ(y j:j+w−1 ). An illustration of the leveled network methodology is shown in Figure 2 .
Training: Both the networks can be trained concurrently given the training set Y (tr) , using mini-batch stochastic gradient updates. The pseudo-code for training a DLN is described in Algorithm 1. The loss function L(·, ·) used is the same as the metric defined in Eq. (1) . Note that in Step 9, the leveling component T m (·|Θ m ) is held fixed and only T r (·|Θ r ) is updated.
Prediction: The trained model can be used for multi-step look-ahead prediction in a standard manner. Given the past data-points of a time-series, y j−l:j−1 , the prediction for the next time-step is given byŷ j defined in (2) . Now, the one-step look-ahead prediction can be concatenated with the past values to form the sequenceỹ j−l+1:j = [y j−l+1:j−1ŷj ], which can be again passed through the network and get the next prediction:
The sample procedure can be repeated τ times to predict τ time-steps ahead in the future.
In Section 6, we shall see that DLN can be trained on unnormalized data-sets with wide variations in scale.
In the next section, we will introduce how the DLN be used as an key component in both the global and local part of DeepGLO, our proposed hybrid model.
DeepGLO: A Deep Global Local Forecaster
In this section, we propose DeepGLO, our complete hybrid model which consists of separate global and local components, married through a data-driven attention mechanism. In Section 5.1, we present the global component, which is a Temporal Matrix Factorization model regularized by a Deep Leveled Network (TRMF-DLN). This model can capture global patterns during prediction, by representing each of the original time-series as a linear combination of k basis time-series, where k n. The local model is simply a DLN trained on the original dataset. In Section 5.2, we detail how the global and local models are combined.
Temporal Matrix Factorization regularized by Deep Leveled Network (TRMF-DLN)
In this section we propose a low-rank matrix factorization model for time-series forecasting that uses a leveled network for regularization. This approach is inspired by the temporal regularized matrix factorization (TRMF) approach proposed in [25] . The idea is to factorize the training time-series matrix Y (tr) into low-rank factors F ∈ R n×k and X (tr) ∈ R k×t , where k n. This is illustrated in Figure 3 . Further, we would like to encourage a temporal structure in X (tr) matrix, such that the future values X (te) in the test range can also be forecasted. Let X = [X (tr) X (te) ] Thus, the matrix X can be thought of to be comprised of k basis time-series that capture the global temporal patterns in the whole data-set and all the original time-series are linear combinations of these basis time-series. In the next subsection we will describe how a DLN can be used to encourage the temporal structure for X.
Temporal Regularization by a DLN: If we are provided with a leveled network that captures the temporal patterns in the training data-set Y (tr) , then we can encourage temporal structures in X (tr) using this model. Let us assume that the said leveled network is T X (·). The temporal patterns can be encouraged by including the following temporal regularization into the objective function:
where
t} and L(·, ·) is the metric defined in Eq. (1). This implies that the values of the X (tr)
on time-index j are close to the predictions from the temporal network applied on the past values between time-steps {j − l, ..., j − 1}. Here, l is ideally equal to the dynamic range of the network defined in Section 4. Thus the overall loss function for the factors and the temporal network is as follows:
where λ T is the regularization parameter for the temporal regularization component.
Training:
The low-rank factors F, X (tr) and the temporal network T X (·) can be trained alternatively to approximately minimize the loss in Eq. (6) . The overall training can be performed through mini-batch SGD and can be broken down into two main components performed alternatively: (i) given a fixed T X (·) approximately minimize L G (F, X (tr) , T X ) with respect to the factors F, X (tr) -Algorithm 2 and (ii) train the network T X (·) on the matrix X (tr) using Algorithm 1. The overall algorithm is detailed in Algorithm 3. The global DLN T X (·) is first initialized by training on a normalized version of Y (tr) . Here, by normalized we mean that each dimension of the time-series is centered and scaled by the empirical mean and standard deviation of the same dimension of time-series in the training range. Note that this normalized Y (tr) is only used to initialize T X (·). Then in the second initialization step, two factors F and X (tr) are trained using the initialized T X (·) (step 3), for iters init iterations. This is followed by the iters alt alternative steps to update F, X (tr) , and T X (·) (steps 5-7).
Algorithm 3 Temporal Matrix Factorization Regularized by Leveled Network (TRMF-DLN)
Require: itersinit, iterstrain, itersalt. Update TX (·) by Alg 1 on X (tr) for iterstrain iterations 8: end for Rolling Prediction without Retraining: Once the model is trained using Algorithm 3, we can make predictions on the test range using multi-step look-ahead prediction. The method is straight-forward -we first use T X (·) to make multi-step look-ahead prediction on the basis time-series in X (tr) as detailed in Section 4, to obtainedX (te) ; then the original time-series predictions can be obtained byŶ (te) = FX (te) . This model can also be adapted to make rolling predictions without retraining. In the case of rolling predictions, the task is to train the model on a training period say Y[:, . We propose to obtain these values by minimizing global loss defined in (6) while keeping F and T X (·) fixed:
Once we obtain X[:, t 1 + 1 : t 2 ], we can make predictions in the next set of future time-periodsŶ[:, t 2 + 1 :
Note that the TRMF model in [25] needed to be retrained from scratch to incorporate the newly observed values. In this work retraining is not required to achieve good performance, as we shall see in our experiments in Section 6.
Combining Global and Local Models
In Section 5.1, we introduced TRMF-DLN, a model that can leverage global information from the whole data-set even during prediction time, through the linear combinations of the learned basis time-series. In this section, we will extend that model to leverage both global information (through basis time-series in TRMF-DLN) and local information (through a separate DLN T Y (·|Θ Y ) that is trained on the original Y 
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Attention weights per time-step depending on past (b) (c) Figure 4 : In Fig. 4a , we show some of the basis time-series extracted from the traffic dataset, which can be combined linearly to yield individual original time-series. It can be seen that the basis series are highly temporal and can be predicted in the test range using the network TX (·|ΘX ). Fig. 4b shows global and local predictions on the same time-series, which are combined through TA(·|ΘA), to provide the final predictions. Note that the attention weights depend on the time-index and adaptively combine the local and global components. In Fig. 4c , we display a scatter plot of the local vs global attention weights in the test range for the time-points of all time-series in traffic and electricity (most weights fall [0,1] therefore the range is restricted to [0,1]). We see in that in electricity, more attention is on the local component while in traffic the attention is almost equal on both global and local components.
and predicts the future values of each time-series based on its past observed values). The final output is through a linear attention model that combines the global and local predictions.
The idea is to have a simple temporal convolution network T A that outputs attention weights based on the past values of a time series y (i) s−l:s . These attention weights are used to combine local and global predictions. For the sake of exposition, we write the relations for one step look-ahead predictions as follows:
where means element-wise multiplication. Note that rolling predictions and multi-step predictions can be performed by the DeepGLO, as the individual global TRMF-DLN model and the local DLN T Y (·|Θ Y ) can perform the forecast independently, without any need for re-training. We illustrate some representative results on a time-series from the traffic and electricity dataset in Fig. 4 . In Fig. 4a , we show some of the basis time-series (global features) extracted from the traffic dataset, which can be combined linearly to yield individual original time-series. It can be seen that the basis series are highly temporal and can be predicted in the test range using the network T X (·|Θ X ). Fig. 4b shows global and local predictions on the same time-series, which are combined through T A (·|Θ A ), to provide the final predictions. In Fig. 4c , we display a scatter plot of the local vs global attention weights in the test range for the time-points of all time-series in traffic and electricity (most weights fall [0,1] therefore the range is restricted to [0,1]). We see in that in electricity, more attention is on the local component while in traffic the attention is almost equal on both global and local components. Table 1 : Data statistics and Evaluation settings. In the rolling Pred., τw denotes the number of time-points in each window and nw denotes the number of rolling windows. std({µ}) denotes the standard deviation among the means of all the time series in the data-set i.e std({µ}) = std({µ(y
). Similarly, std({std}) denotes the standard deviation among the std. of all the time series in the data-set i.e std({std}) = std({std(y
) . It can be seen that the electricity and wiki datasets have wide variations in scale. 
Empirical Results
In this section, we validate our model on three real-world data-sets on rolling prediction tasks (see Section B.1 for more details) against other benchmarks. The data-sets in consideration are, (i) electricity [21] -Hourly load on 370 houses. The training set consists of 25968 time-points and the task is to perform rolling validation for the next 7 days (24 time-points at a time, for 7 windows) as done in [25, 18, 7] ;(ii) traffic [5] -Hourly traffic on 963 roads in San Fransisco. The training set consists of 10392 time-points and the task is to perform rolling validation for the next 7 days (24 time-points at a time, for 7 windows) as done in [25, 18, 7] and (iii) wiki [12] -Daily web-traffic on about 115, 084 articles from Wikipedia. We only keep the time-series without missing values from the original data-set. The values for each day are normalized by the total traffic on that day across all time-series and then multiplied by 1e8. The training set consists of 747 time-points and the task is to perform rolling validation for the next 86 days, 14 days at a time. More data statistics indicating scale variations are provided in Table 1 .
For each data-set, all models are compared on two different settings. In the first setting the models are The error metrics reported are WAPE/MAPE/SMAPE (see Section B.2). TRMF is retrained before every prediction window, during the rolling predictions. All other models are trained once on the initial training set and used for further prediction for all the rolling windows. Prophet could not be scaled to the wiki dataset, even though it was parallelized on a 32 core machine. and then the predictions are scaled back to the original scaling. In the second setting, the data-set is unnormalized i.e left as it is while training and prediction. Note that all models are compared in the test range on the original scale of the data. The purpose of these two settings is to measure the impact of scaling on the accuracy of the different models.
The models under contention are: (1) DeepGLO: The combined local and global TRMF-DLN model proposed in Section 5.2. (2) Local DLN: The leveled temporal convolution based architecture proposed in Section 4. (3) LSTM: A simple LSTM block that predicts the time-series values as function of the hidden states [9] . (4) DeepAR: The model proposed in [7] . (5) TC: A simple Temporal Convolution model as described in Section 4. (6) Prophet: The versatile forecasting model from Facebook based on classical techniques [6] . (7) TRMF: the model proposed in [25] . Note that this model needs to be retrained for every rolling prediction window. (8) SVD+DLN: Combination of SVD and leveled network. The original data is factorized as Y = UV using SVD and a leveled network is trained on the V. This is a simple baseline for a global-only approach.
Note: We use the same hyper-parameters for DeepAR on the traffic and electricity datasets, as specified in [7] . The WAPE values from the original paper could not be directly used, as there are different values reported in [7] and [18] . The model in TRMF [25] was trained with different hyper-parameters (larger rank) than in the original paper and therefore the results are slightly better. More details about all the hyper-parameters used are provided in Section B. The rank k used in electricity, traffic and wiki are 60/60, 60/60 and 500/1, 024 for DeepGLO/TRMF.
In Table 2 , we report WAPE/MAPE/SMAPE (see definitions in Section B.2) on all three datasets under both normalized and unnormalized training. We can see that DeepGLO features among the top two models in almost all categories, under all three metrics. TRMF does marginally better on the normalized traffic dataset in terms of SMAPE, and also in terms of MAPE in the unnormalized traffic dataset. This may be attributed to the fact that the lag indices in TRMF can be chosen to account directly for weekly dependencies and that it is retrained. It should be noted that DeepGLO performs substantially better than other models on the much larger wiki dataset. In fact it does at least 30% better than the next best model (not proposed in this paper) in terms of MAPE. Also, note that DeepGLO performs better on wiki, using unnormalized data. We would also like to point out that the leveled network can train well on unnormalized data, while other deep models (LSTM, DeepAR, TC) do not perform well in this setting. More results are provided in Section A, where we plot predictions from the different methods on representative time-series.
Conclusion and Future Work
In this paper, we propose DeepGLO, a deep glocalized temporal model for high-dimensional time-series forecasting. DeepGLO combines a global matrix factorization model regularized by a leveled network and a local leveled network trained on the original dataset. This hybrid method shows considerable gain over the state of the art on real datasets and can train reliably in the presence of diverse scales. In this paper, we focus on making point forecasts, however we believe that DeepGLO can be extended to make probabilistic forecasting, by enabling the leveled network to predict both the mean value and Bayesian confidence interval for future time-points. We leave this direction as future work. Another possible direction for future research is to use DeepGLO for missing value imputation in time-series data. This is especially interesting, given the global TRMF-DLN model, owing to the matrix factorization structure. .
A More Empirical Results
In this section, we will provide some more illustrations. In Fig. 5 , we provide the actual and predicted values from all the methods on some selected time-series from the electricity data-set. The first row shows results from normalized training and the second row from unnormalized. We can see that other local deep models (DeepAR, LSTM, TC) fail to train in the unnormalized setting, as there are wide scale variations. On an average DeepGLO predictions are closer to the actual values. In Fig. 6 , we do the same for the traffic dataset.
We can see that other normalization does not matter much as scales do not vary much in this dataset. In Fig. 7 , we do the same for the wiki dataset. DeepGLO predictions are substantially better on this larger dataset.
B More Experimental Details
We will provide more details about the experiments like the exact rolling prediction setting in each data-sets, the evaluation metrics and the model hyper-parameters.
B.1 Rolling Prediction
In our experiments in Section 6, we compare model performances on rolling prediction tasks. The goal in this setting is to predict future time-steps in batches as more data is revealed. Suppose the initial training time-period is {1, 2, ..., t 0 }, rolling window size τ and number of test windows n w . Let t i = t 0 + iτ . The rolling prediction task is a sequential process, where given data till last window, .
