The paper presents a lifting wavelet transform (LWT)-based framework for multi-purpose blind audio watermarking. The proposed schemes can be used to carry out robust watermarking for intellectual property protection as well as fragile watermarking for tamper detection and signal recovery. Following 3-level LWT decomposition of the host audio, the coefficients in selected subbands are partitioned into frames for watermarking. To expand applicability, the robust watermark comprising proprietary information, synchronization code, and frame-related data was particularly embedded in the approximation subband using perceptual-based rational dither modulation (RDM) and adaptive quantization index modulation (AQIM) at a payload capacity of 1523.9 bits per second. The fragile watermark is a highly compressed version of the audio embedded within the 2 nd -and 3 rd -level detail subbands using 2 N − ary AQIM. Hashing comparison and source-channel coding make it possible to identify tampered frames and restore affected regions. Experiment results indicate that the embedded robust watermark can withstand commonly-encountered attacks and the fragile watermark is highly effective in tamper detection and self-recovery. More importantly, the incorporation of a frame synchronization mechanism makes the proposed system resistant to cropping and replacement attacks, all of which were unsolvable using previous watermarking schemes. The perceptual evaluation revealed that the watermark caused only minor degradation. The proposed watermarking scheme is suitable for a wide range of ownership protection and content authentication applications.
I. INTRODUCTION
Rapid advancements in information-and-communications technology have led to an explosion in the quantity of multimedia data as well as the illicit use and/or tampering of this data. Efforts to protect against the infringement of intellectual property rights are centered on digital watermarking, which is defined as the embedding of covert messages within the original host signal [1] , [2] .
Digital watermarks embedded in noise-tolerant multimedia signals can be used for content authentication, copyright protection, and covert communications. In general, audio watermarking can be categorized as non-blind and blind according to the materials used for information extraction. Non-blind schemes require the original audio and/or watermark for The associate editor coordinating the review of this manuscript and approving it for publication was Salman Ahmed . extraction, whereas blind schemes require neither. Audio watermarks can also be classified as robust (i.e., resilient to modifications) or fragile (i.e., sensitive to malicious alterations) [3] .
Watermarks can be applied to audio data in the time domain or transform domain [4] . Time-domain methods manipulate audio samples directly, whereas transform-domain methods implement the watermarking task on transformed coefficients derived from the host audio. Transform-domain methods are the most popular, due to the ability to exploit signal characteristics and/or human auditory properties. Typical transforms in the field of audio watermarking include discrete cosine transform (DCT) [5] - [12] , discrete wavelet transform (DWT) [6] , [11] , [13] - [18] , discrete Fourier transform (DFT) [19] - [23] , and singular value decomposition (SVD) [11] , [24] - [27] . Special representations of audio signals, such as spikegram [28] and intrinsic mode VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ functions [29] , were also attempted with certain success. Transform-domain methods are highly robust and largely imperceptible; however, the associated computational overhead is usually far greater than that of time-domain methods. Another important issue is payload capacity. For certainly types of applications (e.g., collusion secure fingerprinting codes), the watermark must convey enough information to fulfill the task demands; however, increasing the capacity of the watermark can have a detrimental effect on imperceptibility. Practical watermarking schemes inevitably involve a compromise between robustness, imperceptibility, and payload capacity. Audio watermarking with multiple purposes was particularly challenging. In the current study, we sought to develop a hybrid watermarking system that contains both robust and fragile watermarks to expand potential functionalities. The research in [5] , [6] , [13] , [17] , [30] provided useful guidelines to that end, but the focus was placed mostly on robust audio watermarking.
The objective of early fragile watermarks for content authentication was to enable the detection and localization of the tampered area [31] - [33] . Another possible application of fragile watermarking is the self-recovery, which embeds a compressed version of the original content into the audio itself to combat the tampering situations. The parts of the watermark that survive tampering can be used by the receiver to locate the areas of tampering and partially recover lost content. A number of self-recovery schemes have been developed for image signals [34] - [37] and speech signals [38] - [40] ; however, relatively few schemes have been developed for audio signals. The scheme proposed in [41] divides the audio signal into 4 segments and embeds feature parameters of each segment within the less significant bits (LSBs) of another randomly-selected segment. For this scheme, selfrecovery is feasible only if the LSBs are completely retrievable. The scheme in [42] involves embedding the control bits for self-recovery in the integer discrete cosine transform (intDCT) domain and then adopts a compressive sensing technique to retrieve the tampered intDCT coefficients. In a subsequent development [43] , the auditory masking properties are employed to select suitable intDCT coefficients for watermark embedding. For those schemes in [41] - [43] , tampering detection and signal recovery require that the size of the replaced segment remain unchanged; however, the replaced segment is often a different size. The scheme in [44] uses a synchronization strategy to overcome the size discrepancy problem; however, the overall approach is somewhat simplistic. When the length of the received audio signal is shorter than that of the original, it simply adds a set of zeros at the end of the audio, rather than aligning the signal with the correct position.
One common drawback of the above-mentioned audio watermarking schemes for self-recovery is the lack of countermeasures to deal with cropping and/or time-shifting attacks. Even a minor time mismatch can disrupt watermark extraction for self-recovery. The current work was motivated by previous efforts in the development of robust [5] , [6] , [13] , [17] , [30] and fragile watermarks [41] , [42] , [44] . Our objective was to develop an efficient blind audio watermarking scheme that is tamper-proof and self-recoverable in the presence of arbitrary content replacement attacks.
The remainder of this paper is organized as follows. Section II presents two watermarking schemes designed for frame-synchronous blind audio watermarking in the lifting wavelet transform domain. Section III outlines the procedures used in watermark embedding and extraction. In Section IV, we present three formulations by which to implement robust watermarking with a payload capacity of up to 1523.9 bps. We also outline the details of tamper-proofing and selfrecovery. Section V evaluates the proposed scheme in terms of imperceptibility, robustness, tamper-proofing, and selfrecovery. Section V also presents a comparative evaluation between the proposed self-recovery scheme and that proposed in [44] . Conclusions are drawn in Section VI.
II. WATERMARKING IN THE LWT DOMAIN
DWT is the most popular transform for audio watermarking thanks to its perfect reconstruction and good multi-resolution capability. Many DWT-based schemes take advantage of quantization index modulation (QIM) [45] to achieve efficient and effective watermark embedding. In the current study, we adopted a lifting scheme for DWT implementation to reduce computational and memory overhead. The lifting wavelet transform (LWT) comprises three steps for signal decomposition: split, prediction, and update. It also includes three steps for signal reconstruction: update, prediction, and merge. The LWT reduces computation time and enables frequency localization to overcome the weaknesses inherent in conventional wavelet schemes. Thus, it can be regarded as a second-generation wavelet transform [46] .
The LWT-based watermarking system proposed in this study embeds a robust watermark (i.e., resilient against malicious attacks) for proprietary protection as well as a fragile watermark to enable the detection of tampering events and facilitate the restoration of tampered content. We adopted two perceptual-based adaptive schemes to hide binary information within host audio signals. To accommodate a sufficient number of watermark bits, the two schemes are implemented in a frame-wise manner. Specifically, after applying LWT to the host audio, the resulting coefficients in selected subbands are divided into frames of a fixed length. Watermarking within each frame may involve using all of the coefficients or a portion of them. Two types of schemes are considered in the proposed system. Figure 1 outlines the procedural flow for watermark generation and embedding. As shown in the right branch of Fig. 1 , we first apply a 3-level LWT to decompose the host audio signal into one approximation subband and three detail subbands. The Daubechies-8 basis [47] is used as a wavelet function in the LWT process. Given an audio sampling rate of f s , the resulting subbands correspond roughly to frequency ranges in (0, f s /16), (f s /16, f s /8), (f s /8, f s /4), and (f s /4, f s /2). Note that it is preferable to implement audio watermarking in low-frequency subbands, due to the fact that those subbands are normally associated with high energy, which provides superior tolerance to signal alteration. Thus, we reserved the approximation subband in the lowest frequency region for embedding proprietary copyright information along with the synchronization code, frame index, and hash data derived from the channel-coded bit sequence. The 2 nd -and 3 rd -level detail subbands are used to hide fragile watermarks aimed at data authentication and signal recovery.
The proposed system is implemented around two perceptual-based modulation schemes: rational dither modulation (RDM) and adaptive quantization index modulation (AQIM). The term ''perceptual-based'' stems from the fact that these two schemes take perceptual quality into account in the process of audio watermarking. The fact that audio signals vary in frequency and time domains means that the embedding strength of RDM and AQIM should be adjusted adaptively in accordance with energy variations across the frames in each band.
A. RATIONAL DITHER MODULATION (RDM)
In [14] , [30] , RDM proved satisfactory for robust embedding in the selected low-frequency subband. Let c(n) denote the n th transformed coefficient in a frequency band. By referring to QIM [45] , the embedding of a binary bit w b (n) ∈ {0, 1} into c(n) can be formulated as follows:
where sgn (·), | · |, · respectively represent the sign, absolute, and floor functions. (n) refers to the step size for quantizing the n th coefficient. Our use of magnitude rather than amplitude in Eq. (1) is meant to avoid the problem of sign flipping. In accordance with the formula in Eq. (1), the watermarking error (defined as the difference between the resultant coefficientĉ(n) and original coefficient c(n)), is assumed to be uniformly distributed over − (n) /2, (n) /2 with a variance of 2 (n) /12. One of the key features of RDM lies in the acquisition of (n) , which is recursively derivable from previous coefficients as follows:
where L refers to the length of the associated coefficients. Similar to the methods in [14] , [30] , we adaptively control the embedding strength at the maximum tolerable level of the human auditory system [48] , [49] . The term 10 F(B rep) /20 indicates a multiplicative factor for the adjustment of embedding strength. The definition of F(B rep ) below refers to the auditory masking threshold (measured decibels) for the Bark scale B rep :
where η represents a clearance gap for the assurance of imperceptibility. B rep can be obtained from representative frequency f rep using the following empirical formula [50] :
where f rep is selected as the center of the frequency band. For example, the representative frequency of the 3 rd -level approximation subband can be obtained as follows:
Overall, Eq. (2) jointly takes into account the psychoacoustic features (i.e., F(B rep )), the quantization error distribution (i.e., 10 log 10 (1/12)), and the root-mean-square of previously processed coefficients (i.e., {ĉ(n − i) i = 1, · · · , L}).
Watermark extraction in RDM requires the derivation of quantization step˜ (n) using the formula presented in Eq. (2) . Subsequent to the acquisition of the 3 rd -level approximation coefficientc(n), the bitw b (n) residing inc(n) can be determined as follows:
where mod(x, y) denotes the modulo operation, which returns the remainder after the division of x by y. The tilde symbol over the variables indicates the effects due to possible attacks.
Adaptive QIM (or AQIM for short) has proven highly effective in a variety of watermarking situations. As characterized by the quantifier ''2 N − ary'', we extend the number of embeddable bits for each targeted coefficient, thus calling it 2 N − ary AQIM. Based on our review of the literature, it appears that this is the first study to employ 2 N −ary AQIM for multi-bit embedding on a single object. Analogous to RDM, the 2 N −ary AQIM modifies the coefficient magnitude according to a 2 N − ary number w * (n) ∈ 0, 1, · · · , 2 N − 1 .
where max{·} denotes the maximum value drawn from a set of data. However, the floor function within the above equation may render a negative value, which does not fit in with the definition of magnitude. In the case of a negative outcome, Eq. (7) simply replaces the negative value with a zero. In contrast to the method used for RDM, the quantization step k is derived from the energy level of all coefficients in a frame indexed by k. Given that the watermarking errors maintain the power ratio in decibels, the relationship between k and can be mathematically described as follows:
where E [·] denotes the expectation operator. L f is the frame length, and L c corresponds to the number of watermarked coefficients in that frame. By referring to Eqs. (3) and (4), the value of can also be estimated as follows:
Consequently,
In [5] , [14] , [16] , [23] , it was demonstrated that the quantization step size can be retrieved perfectly from a watermarked audio, as long as the energy level of the audio frame remains unchanged throughout watermarking processes. The modification on c(n) in Eq. (7) inevitably leads to variations in energy, with the result that the retrieved k differs from the one used for watermark embedding; thus, the recovered watermark bits are not necessarily accurate. This conflict can be settled by first minimizing the energy variation in the principal portion (e.g., foremost L c coefficients) and then tuning the remaining portion (e.g., coefficients range between L c + 1 and L f ). Specifically, we first sort the coefficient magnitudes, termed ρ(l i ) = |c(l i )|, in descending order, as follows:
where l i ∈ {0, 1, · · · , L c − 1} signifies the index associated the i th largest magnitude. When applying Eq. (7) to the l th i coefficient, the optimal solution η 1 (l i ) is derived as follows:
and suboptimal η 2 (l i ) then becomes
In general, coefficients with large magnitudes have a more pronounced effect in terms of energy variation. We sought to minimize the overall energy variation in a frame by selecting between η 1 (l i ) and η 2 (l i ) for every involved coefficient in the top L o ranks.
subject to the constraint that the accumulated energy must be less than the overall energy; i.e.,
The search for n i is achieved using a brute force approach; therefore, the required computation is exponentially proportional to L o . This study set L o at 8. Substituting ηn i (i) for the magnitudes in ρ(l i ) 0 ≤ i ≤ L o − 1 (i.e., ρ(l i ) ←ρ η (l i ) = ηn i (l i )) yielded the least energy variation achievable by the L o coefficients. Once the magnitude for the l th i coefficient was determined, the corresponding coefficient could be modified as follows:
where ε represents an infinitesimal number added to the denominator to avoid dividing by zero. The violation of constraint (15) implies that the energy collected from the first L c coefficients exceeds the total. It is impossible to compensate for the excessive portion of the energy by regulating the remaining coefficients, i.e., c(i)| i = L c , L c+1 , · · · , L f − 1 . In the event that inequality (15) cannot be maintained after adjusting the first L o coefficients, we proceed with the next L o coefficients in the top ranks, i.e., ĉ(l i ) i = L o , · · · , 2L o − 1 , and rerun the adjustment process. Previously altered coefficients in the sorted sequence remain intact. The adjustment process continues until the constraint in Eq. (15) is satisfied. Finally, to ensure a perfect match with the original energy level, we use the remaining L f − L c coefficients to absorb the discrepancy in energy, as follows:
Following the completion of embedding, we reconstruct the watermarked audio signal by taking the inverse LWT with respect to all subband coefficients. To retrieve the watermark bits from the watermarked audio, we follow the same steps used in the embedding process. The quantization step size˜ k in the k th frame can be obtained using Eq. (8). The i th 2 N −ary number, termedw * (i), is determined in accordance with the QIM rule:w * (i) = mod
III. ROBUST AND FRAGILE WATERMARKING A. ROBUST WATERMARK FOR PROTECTION OF INTELLECTUAL PROPERTY RIGHTS
A robust watermark is a perceptually transparent pattern inserted within a host audio for the protection of intellectual property rights. Apart from embedding auxiliary data (such as the synchronization code and frame-related information), RDM can also serve in robust watermarking. Our goal here is to develop an efficient scheme capable of producing robust yet imperceptible watermarks with a payload capacity exceeding 1.5 kbps. This was achieved by embedding a total of 230 watermark bits in the 3 rd -level approximation subband for each frame of 832 × 8 audio samples, or equivalently 832 approximation coefficients after 3-level LWT. We preserve 128 approximation coefficients for conducting frame synchronization. Specifically, we employ the RDM to embed a 128-bit synchronization code sequence into the preserved coefficients in odd frames along with 128-bit frame-related information into the preserved coefficients in even frames.
Consequently, there are 704 3 rd -level approximation coefficients remaining in each frame for other purposes.
In this study, we devised three possible formulations by which to use RDM and AQIM for high-performance watermarking. Figure 2 illustrates the basic concepts of the three formulations. In the first formulation, RDM is used to embed three copies of 230 watermark bits into 690 3 rd -level approximation coefficients. Once the three copies are obtained at the receiving end, majority voting is used to identify the 230 bits. In this formulation, the original payload capacity is triple the intended amount (i.e., 230 × 3 bits/frame). In other words, two-thirds of the capacity is sacrificed to enhance watermark robustness. For convenience, we refer to the first formulation as ''RDM-MV'' in abbreviated form to symbolize the RDM with majority voting.
The second formulation is the vector norm modulation previously used in [13] , [17] , [51] . In this study, we divide the remaining 704 coefficients into two groups: a bulk part (690 coefficients) consisting of 230 vectors, each of which contains 3 coefficients, and the remaining (14 coefficients) for use as an energy balance buffer. To embed the 230 designated watermark bits, we use Eq. (10) to perform adaptive quantization and binary AQIM to modulate the vector norms according to the watermark bits. Note that the representative frequency f rep remains the same as in the first formulation; however, the quantization step size should be amplified by √ 3, due to the fact that each vector comprises three coefficients. During the embedding process, the energy balance buffer is responsible for maintaining the consistency of the frame energy. Similar to the method used in the first formulation, we denominate the second formulation as ''VN-AQIM'' because it applies AQIM to the vector norm (VN) in the approximation subband.
The third formulation stemming from DWT-DCT based watermarking [6] , [52] starts with the conversion of 690 approximation coefficients in the middle of the DCT domain and then embeds 230 binary bits into the foremost 230 DCT coefficients. Once again, we use AQIM to perform the actual embedding of the watermark; therefore, the third formulation is named ''DCT-AQIM''. Here we require another 14 DCT coefficients to serve as the energy balance buffer. The role of these 14 coefficients is similar to that of c(i)| i = L c , L c+1 , · · · , L f − 1 discussed in Section II.B. Thus, there are a total of 244 DCT coefficients participating in watermark embedding. We derive the adaptive quantization step using Eqs. (4), (9) , and (10), and the representative frequency is modified as follows:
The remainder of the procedure is identical to that described in Section II.B. Taking the inverse transform of all 690 DCT coefficients (244 altered and 446 intact) results in a new approximation coefficient sequence with a length of 690. Under the effects of watermark embedding, both ends of the coefficient sequence may deviate considerably from their original positions. The remaining 14 approximation coefficients (7 at the beginning and 7 at the end) turn out to be a convenient choice for smoothing out discontinuities.
for k = 0, 1, 2, · · · , 6;
for k = 697, · · · , 703.
whereĉ nl f + k signifies the k th modified coefficient in the n th frame; l f (= 832) denotes the frame length; and α n and β n correspond to the deviations occurring in the two boundaries of the 690 coefficients.
The use of a smooth transition tends to enhance the perceived quality by preventing the rendering of clicks caused by the DCT-AQIM.
B. FRAGILE WATERMARK FOR SELF-RECOVERY
One of the main features of the proposed watermarking system is its self-recovery capability. We incorporated source-channel coding and hashing within the proposed watermarking system to make the watermark tamper-proof and self-recoverable. The basic idea involves the use of frame-partitioned source-channel coded data as a watermark in the embedding phase, while the watermark is examined to detect tampering and to perform self-recovery in the extraction phase. In this study, we performed lossy datacompression on a MPEG-1 audio layer III codec (termed MP3 for short) host audio file. To accommodate the limited watermarking capacity, the audio signal was encoded at the low bitrate of 16 kilobits per second (kbps). This was achieved by down-sampling the audio by a factor of 4 and then applying a 64-kbps MP3 codec to render a bit stream of 16 kbps. The bit stream was further divided into frames with a size of 2448 (= 2 × 153 × 8), which can be regarded as 2 message words, each of which contained 153 bytes. Reed-Solomon (RS) codes were employed on the Galois fields GF(2 8 ) [53] to recover the information destroyed by attempts at tampering. For each message word, we used a (255, 153) RS code to form an augmented word with a length of 255. This arrangement made it possible for the RS code to correct 51 (= (255 − 153)/2) errors in a row of 255 symbols. In other words, the recoverable tampering rate of the applied RS code was 20% (i.e., 51/255). The RS encoding expanded the number of bits embedded in each frame from 2448 to 4080 (=2 × 255 × 8). Given that the sampling rate of the audio was 44100 Hz, this number of binary bits required a frame length of no less than 44100 × 2448/16000. It is for this reason that we selected a frame length of 6656 samples and embedded 4080 bits into the 3 rd -and 2 nd -level detail subbands after 3-level LWT decomposition. As shown in Fig. 3 , the 3 rd -and 2 nd -level detail subbands respectively comprised 832 and 1664 coefficients in each frame. We embedded 816 octal numbers (3 bits per coefficient) into the 3 rd -level detail subband and 1632 binary bits (1 bit per coefficient) into the 2 nd -level detail subband using the 2 N − ary AQIM (see Section II.B), thereby rendering a total of 4160 bits to accommodate the need for channel-coded data for audio recovery. The extra 80 bits (= 4160 − 4080) were reserved for file headers. Note also that we applied a distinct 2 N − ary AQIM to each detail subband. Our use of 8-ary AQIM in the 3 rd -level detail subband can be attributed to the fact that the intensity of this subband is usually higher than that found in the 2 nd -level detail subband. According to the formula for 2 N − ary AQIM given in Eq. (8), a high energy level would theoretically facilitate imperceptible multi-bit embedding.
IV. PROCEDURES USED IN WATERMARK EMBEDDING AND EXTRACTION A. WATERMARK EMBEDDING
The procedure used for watermark embedding is detailed in the following.
Step. 1: Generate fragile watermark and compose framerelated information:
1.a: The 64 kbps MP3 codec is applied to a down-sampled audio signal and the output file is converted into a bit stream. The bit sequence is composed as an array of message words with a size of 153 bytes (or equivalently counted as 153 8-bit symbols).
1.b: Parity symbols are appended to each message word after applying a (255, 153) RS encoder.
1.c: The symbols are scrambled across words using key. 1. This operation allows the use of RS code to detect and correct symbol errors in corrupted words.
1.d: The message array is divided into groups, each of which contains 4 consecutive words. For each group,
• record the frame index as a 16-bit integer, which is further encoded using a (31, 16) BCH encoder [54] ,
• record the total number of frames as a 16-bit integer, which is further encoded using a (31, 16) BCH encoder,
• apply the MD5 hash algorithm [55] to the first 153 symbols in each word and draw 16 hash bits from each hashed output to form a composite hash representation of 64 bits,
• pack the frame-related information as a bit sequence of length 128, as shown in Fig. 3 .
Step. 2: Use key. 2 to scramble the robust watermark and divide the scrambled watermark into segments with a size of 230 bits.
Step. 3: Perform 3-level LWT on the host audio file. Step. 4: Partition the coefficients in each subband into nonoverlapped frames. For a frame length of 6656 audio samples, there are 832 and 1664 coefficients in the 3 rd -and 2 nd -level subbands, respectively.
Step. 5: For each frame, embed a segment of the robust watermark into the 3 rd -level approximation coefficients using one of the following three schemes: (i) RDM-MV, (ii) VN-AQIM, or (iii) DCT-AQIM.
Step. 6: Distribute the channel-coded symbols obtained in Step. 1 among the audio frames. For each frame,
• embed the synchronization code and frame-related information alternately into the 3 rd -level approximation subband,
• embed 2448 bits into the 3 rd -level detail subband using 8-ary AQIM (816 coefficients are the watermarked target; the remaining 16 coefficients act as the energy balance buffer),
• embed 1632 bits into the 2 nd -level detail subband using binary AQIM (1632 coefficients are the watermarked target; the remaining 32 coefficients act as the energy balance buffer). Step. 7: Use inverse LWT to extract the watermarked audio. Figure 4 outlines the procedure used for watermark extraction, tampering detection, and self-recovery. The required steps are outlined in the following:
B. WATERMARK EXTRACTION
Step. 1: Conduct 3-level LWT.
Step. 2: Extract binary bits from every 3 rd -level approximation coefficient using RDM, discussed in Section II.A.
Step. 3: Identify the frame boundaries by applying a matched filter to the extracted bit sequence. The synchronization code (in reverse order) serves as the filter coefficient. Ideally, a salient peak with a value of l sync occurs whenever a particular portion of the bit sequence perfectly matches the synchronous code.
Step. 4: For each frame, 4.a: extract 230 robust watermark bits from the 3 rd -level approximation subband 4.b: extract fragile watermark bits from the 3 rd -and 2 ndlevel detail subbands:
• retrieve the frame-related data and the hash bits from two consecutive frames and acquire the number of total frames and frame index using a (31, 16) BCH decoder,
• extract 2448 bits from the 3 rd -level detail subband using 8-ary AQIM,
• extract 1632 bits from the 2 nd -level detail subband using binary AQIM,
• rearrange these (2448+1632) bits as two words, each of which comprises 255 8-bit symbol (1 byte per symbol),
• place these two words in the indexing position.
Step. 5: Use key. 2 to descramble the robust watermark.
Step. 6: Use key. 1 to restore the symbol sequence in each message word.
Step. 7: Pass the message word to the RS decoder to obtain the source-coded audio symbols.
Step. 8: Generate the hash bits from each word using the MD5 hash algorithm and compare them with the bits recorded in the approximation subband. If the hash bits are identical, then the symbol sequence is assigned to the location indicated by the frame index. Otherwise, the frame is labeled as tampered with at the receiver.
Step. 9: Use an MP3 decoder to decompress the audio signal from the extracted watermark bits and up-sample the output by a factor of 4.
Step. 10: If the audio frame has been tampered with, then we substitute the up-sampled, decompressed audio signal for the tampered audio content.
The RS decoding process is capable of removing 51 (= (255 − 153)/2) errors in a row of 255 symbols; therefore, the file is recoverable as long as the tampering rate is below 0.2 (=51/255); otherwise, the RS decoding and recovery process fails.
V. PERFORMANCE EVALUATION
The test materials in the following experiments comprised twenty-four 30-second music clips collected from a variety of compact discs, including vocal arrangements and ensembles of musical instruments. The music clips can be classified into 4 categories: classical (6), pop (6) , rock (6), soundtracks (6) . All audio signals were sampled at 44.1 kHz with 16-bit resolution. A text file adopted as the robust watermark was scrambled into a binary sequence for the concealment of data. The fragile watermark was a source-channel coded version of the actual audio file, as elucidated in the previous section. We set the parameters used in the proposed watermarking scheme as follows: η = 2, L 0 = 8, l sync = 128, f rep =1378.1 (3 rd -level approximation subband), 4134.4 (3 rd -level detail subband), and 8268.8 Hz (2 nd -level detail subband). Backtracing length L used in the RDM was set at 416. L c = 816 and L f = 832 were chosen for the 8-ary AQIM in the 3 rd -level detail subband, whereas L c = 1632 and L f = 1664 were used for the binary AQIM in the 2 nd -level detail subband. For the specifications of RDM-MV, VN-AQIM, and DCT-AQIM used in robust watermarking, please refer to Section III.A. Table 1 summarizes the combinations of watermarking schemes examined in this study.
A. IMPERCEPTIBILITY TEST
The quality of the watermarked audio signal was evaluated using SNR defined in Eq. (22) in conjunction with the perceptual evaluation of audio quality (PEAQ) metric [56] .
where s(n) andŝ(n) respectively denote the original and watermarked audio signals. PEAQ is used to simulate the subjective evaluations made by human subjects. It renders an objective difference grade (ODG) between −4 and 0, signifying a perceptual impression from ''very annoying'' to ''imperceptible''. In this study, the PEAQ metric used for the imperceptibility test was a Matlab implementation [57] released by the TSP Lab at McGill University [58] . We adopted the basic version of this software tool to assess the perceived quality of watermarked audio. Table 2 presents our experiment results using various test materials. Each audio signal with a length of 30 seconds enabled the embedding of more than 198 frames with a size of 6656, of which at least 99 of contained the synchronization code. Embedding the synchronization codes and frame-related information into the 3 rd -level approximation subband resulted in an average SNR of 28.33 dB, which led to an average ODG score of −0.273. The embedding of the channel coded symbols into the 3 rd -and 2 nd -level detail subbands resulted in an average SNR of 35.75 dB and an average ODG of −0.265. The quality degradation due to these two types of watermarks appeared insignificant. The distortion produced by the robust watermarking in category (A) was more obvious. All of the average SNR values resulting from RDM-MV, VN-AQIM, DCT-AQIM were approximately 20 dB. According to the recommendation of International Federation of the Phonographic Industry (IFPI) [59] , [60] , audio watermarking should be imperceptible when SNR is over 20 dB. The resultant SNRs of these three formulations appeared to be around the lower margin. Hence we deliberately exploited the auditory masking properties to maximize the imperceptibility while performing audio watermarking. The lowest SNR was obtained from the case involving DCT-AQIM. This can be attributed to the use of a small representative f rep (see Eq. (19) ) in derivation of the adaptive quantization step. Surprisingly, the DCT-AQIM with the lowest SNR achieved the highest ODG score. Note that the energy of the DCT components is often concentrated in low frequencies. Thus, applying DCT-AQIM to low-index DCT components is generally favorable to perceptual quality, due to the fact that DCT components of high magnitude provide superior masking effect to watermarking alteration. The embedding of robust and fragile watermarks together in the host audio resulted in overall average ODGs ranging from −0.56 to −0.79. This is an indication that these watermarking processes had only a minor influence on perceptual quality.
B. SYNCHRONIZATION CODE DETECTION
Accurately identifying the location of the watermark is crucial to the effectiveness of frame-based watermarking VOLUME 7, 2019 schemes. Synchronization code detection is performed using a matched filter. We first extract the watermark bit sequence from the 3 rd -level approximation subband using the RDM introduced in Section II.A. The resulting bit sequence, termed b w (k) ∈ {0, 1}, is then converted into bipolar form. The last step involves feeding the polarized sequence (i.e., 2b w (k)−1) into the matched filter using coefficients φ(k) s that are the bipolar form of the synchronization code in reverse order, as follows:
and
for k = 0, 1, · · · , l sync − 1;
where Syn_code(k) denotes the synchronization code sequence with length l sync . Using the matched filter, the embedded synchronization codes of all audio files in the test were detected perfectly. Fig. 5(b) shows one such example, wherein peaks with a height of 128 repeatedly appeared for every 1664 (=832 × 2) approximation coefficients. In light of the regular periodicity, we can further enhance the detectability by incorporating a (2N cf + 1)-tag comb filter, as follows: Fig. 5(c) presents the resulting output for N cf = 4.
C. EFFECTIVENESS OF ROBUST WATERMARKING
We evaluated the robustness of the watermarks against a variety of attacks by examining the bit error rate (BER) between the recovered watermark bitsB = b (n) and the original watermark bits B = {b(n)}:
where N b denotes the total number of bits. The symbol ''⊕'' represents the exclusive-OR operator. The attacks included resampling, requantization, amplitude scaling, lowpass filtering, noise corruption, zero thresholding, jittering, echo addition, AD/DA conversion, and MPEG-3 compression. Table 3 provides details of each type of attack. Meanwhile, we did not equip the proposed watermarking system with a countermeasure to cope with arbitrary desynchronization attacks; therefore, the robustness test did not include pitch-scaling and time-scale modifications. The reason for being vulnerable to pitch-and time-scaling attacks roots in the fact that the embedded objects (i.e., either an individual LWT coefficient or few LWT coefficients in a group) are susceptible to geometric manipulations, as this type of attacks prevents the extraction of watermark bits from the places where they were embedded. The synchronization code will certainly lose its function once it is destroyed by the abovementioned scaling attacks. One possible way to overcome this difficulty is to embed the watermark information into parameters with geometric invariant properties. For example, it is possible to incorporate the log coordinate mapping (LCM) technique [61] into the proposed scheme to resist against pitch invariant time-scale modification. Configuring the shape of LWT sequence or histogram [62] , [63] is another viable attempt. Nonetheless, it remains a difficult challenge to design an audio watermarking scheme capable of resisting against pitch-scaling modification, especially for blind audio watermarking with a rather high payload capacity (e.g., 1523.9 bps in this study). Table 4 presents the average BERs for the three formulations (RDM-MV, VN-AQIM, DCT-AQIM) in the face of various attacks described in Table 3 . Note that RDM-MV originated from RDM (with a 3-fold payload capacity); therefore, we also provided BER results for the RDM scheme operating at 4551.8 bps. As shown in Table 4 , these three formulations demonstrated satisfactory robustness against all attacks included in this study. Overall, the robustness of RDM-MV was the lowest among the three formulations. In most situations, the BERs obtained using VN-AQIM and DCT-AQIM were comparable.
Due to the adaptive nature of RDM-MV, VN-AQIM, and DCT-AQIM, they were able to survive amplitude-scaling attacks. The robust watermarks proved insusceptible to resampling and requantization attacks. Lowpass filtering with a cutoff frequency of 4 or 8 kHz had no influence on the retrieved watermark, due to the fact that the watermarking process takes place in the 3 rd -level approximation subband, most of which is distributed below 2756.3 (= 0.5 × 44100/2 3 ) Hz. All three formulations also proved effective in withstanding noise corruption (with the SNR set at 30 or 20 dB). Jitter appeared to have a greater effect on RDM-MV than on the other two. Surprisingly, in the echo addition attack, RDM-MV achieved the lowest BER among these three formulations. The performance of RDM-MV actually depended on the achievable efficiency of RDM.
Regardless of which scheme was employed, the worst BERs occurred in cases of 64 kbps MPEG-3 compression. The average BER obtained from RDM-MV was close to 10%, whereas the BERs of VN-AQIM and DCT-AQIM averaged around 7%. As the developed watermarking schemes can achieve a payload capacity of 1523.9 bps, even a 0.1-second watermarked audio file is sufficient to demonstrate copyright ownership, providing the BER is below 10%. This claim can be justified by computing the following binomial cumulative distribution function:
Assuming that there are 150 binary bits hidden in a 0.1-second audio file. Eq. (27) shows that the probability of making 135 correct guesses out of 150 runs is nearly zero. A 150-bit watermark that is 90% correct is no doubt sufficient for the validation of a proprietary claim.
D. TAMPER DETECTION AND RECOVERY
We employed a typical audio file to demonstrate the efficacy of the proposed scheme in terms of tampering detection and localization. Three types of attacks (x deletion, y substitution, and z insertion) were used to target the watermarked audio signal. The deletion attack cropped the leading 25000 samples of the watermarked audio signal. The substitution attack replaced the watermarked audio signal with zeros over a range from 500001 and 550000. In the insertion attack, we appended 50000 samples of random noise to the end of the watermarked audio signal. The substitution and insertion attacks represented attempts to counterfeit the audio signal. Figs. 6(a) and (b) respectively present the original and tampered watermarked audio signals. The watermark bits hidden in the 3 rd -level approximation subband were extracted, bipolarized (i.e., {0, 1} → {−1, 1}), and fed into a matched filter. Fig. 6(c) depicts the output of the matched filter. A sharp peak with a magnitude exceeding a predefined threshold (e.g., 80) serves as an indicator demarcating the frame boundary. The tampered signal was then processed using the watermark extraction and self-recovery procedures, discussed in Sections III and IV. Specifically, hash bits are used after frame synchronization to verify the veracity of individual frame content. As shown in Fig. 7(b) , a nonzero level (delineated as a bold solid red line) signifies intact frames, whereas a zero level indicates the occurrence of tampering. All of the data extracted from the 2 nd -and 3 rd -level detail subbands are employed to reconstruct a decompressed version of the MP3 audio signal. Eventually, the content lost from the tampered frames is replaced by reconstructed frames, which are drawn in red in Fig. 7(c) . This example is a clear demonstration that the proposed scheme can be used to locate tampered audio frames with a high degree of accuracy and perform self-recovery with a satisfactory degree of fidelity.
To elucidate the advantages of the proposed scheme, we performed a comparison with the scheme proposed by Gomez-Ricardez and Garcia-Hernandez in [44] . The selection of the scheme in [44] was based on the following two similarities. First, that scheme employs a channel coder to protect the watermark (as in the current study). Second, that scheme also proved robust against content replacement attacks in cases where the affected portion was less than 20% of the entire audio file. As shown in Table 5 , the test scenarios consisted of deleting/substituting/inserting a segment of specific length (i.e., 15% or 25% of the watermarked audio) at the beginning/middle/end position. Note that the Reed-Solomon code was performed on a permutated symbol sequence across the entire audio. Since there is no fault-tolerance mechanism in our design, the fragile watermark (i.e., a compressed version of the original audio) can be either safely recoverable or totally collapsed. We therefore used two opposite verbs (i.e., ''pass'' and ''fail'') to signify the successful/unsuccessful retrieval of the fragile watermark. As demonstrated in Table 5 , the scheme in [44] is indeed capable of restoring substituted segments when the size of replacement remains unchanged. Restoring the audio segment destroyed by an insertion attack is also possible as long as the area that was tampered with is accurately located and the entire audio file is suitably trimmed and aligned. However, deletion attacks proved problematic. For example, deleting a small section of the audio in the middle, shifting the remaining part ahead, and then padding zeros at the end was sufficient to cripple efforts at watermark extraction using the scheme in [44] . This can be attributed to the fact that the deletion of a large portion of the watermarked audio signal devastates the channel code information. For the same reason, the scheme in [44] is unable to survive cropping or timeshifting attacks, which are known to disrupt the frame synchronization required for watermark extraction. By contrast, our incorporation of self-synchronization (see Section III) makes it possible for the proposed watermarking system to withstand all of the aforementioned attacks (i.e., insertion, deletion, and substitution).
Another advantage of the proposed system is the fact that the fragile watermark is able to endure minor attacks (e.g., LSB erasure). Table 6 presents the extraction results when we deliberately obliterated 1 or 2 LSBs in each watermarked audio sample. Those results indicate that even in the event of 2-LSB erasure, the proposed scheme enabled the extraction of 17 out of 24 embedded watermarks from the 2 nd -level detail subband. Moreover, with a maximum BER (i.e., 1.172%) of less than 20% × 1/8, the Reed-Solomon code (capable of correcting 20% erroneous 8-bit symbols) was able to recover the original watermark bits.
VI. CONCLUSION
This paper proposes a hybrid watermarking system, which can be used to protect intellectual property rights, while enabling tamper detection and self-recovery. After applying 3-level LWT to the original audio signal, the proposed watermark system embeds three types of watermarks within designated subbands in a frame-synchronous manner. This paper demonstrates the formulation of three efficient schemes (e.g., RDM-MV, VN-AQIM, DCT-AQIM) by which to achieve robust watermarking in the 3 rd -level approximation subband with a payload capacity of 1523.9 bps. Auxiliary data (such as the synchronization code and frame-related information) are also placed in the 3 rd -level approximation subband using RDM. The fragile watermark (a compressed version of the original signal protected using RS code) is embedded within the 3 rd -and 2 nd -level detail subbands using 2 N − ary AQIM. In a test set involving 24 audio clips, the embedding of all watermarks resulted in an average SNR ranging from 19.17 to 20.07 dB with an average ODG score ranging from −0.56 to −0.79. These results indicate that the watermarked audio is practically perceptually indistinguishable from the original file. Experiment results confirm that the proposed robust watermarking schemes are able to withstand common signal processing attacks, such resampling, requantization, lowpass filtering, noise corruption, zero thresholding, echo addition, jittering, DA/AD conversion, and MPEG compression. In watermarking extraction, RDM proved highly effective in tracking synchronization codes to facilitate frame alignment and watermark extraction. The 2 N − ary AQIM also proved effective in concealing multi-bit fragile watermarks. More importantly, the ability to trace frame boundaries makes it possible for the proposed scheme to combat cropping and replacement attacks, which no existing selfrecovery watermarking scheme is able to handle. Thus, the proposed watermarking system is an ideal choice for the protection of intellectual property rights, tamper-proofing, and self-recovery.
