Rankings are widely used in many information systems. In information retrieval, a ranking is a list of ordered documents, in which a document with lower position has higher ranking score than the documents behind it. This paper studies the consensus measure for a given set of rankings, in order to understand the degree to which the rankings agree and the extent to which the rankings are related. The proposed approach, without the need for pairwise comparison between rankings, allows to measure the consensus in a set of rankings, with respect to the length of common patterns, the number of common patterns for a given length, and the number of all common patterns. The experiments show that the proposed approach can be used to compare the search engines in terms of closeness of the returned results when semantically related key words are sent to them.
Introduction
Rankings are widely used in information retrieval, recommender and decision making systems [1, 4, 5] . A ranking is a list of ordered items, in which an item with higher ranking score is placed ahead of the items with lower ranking scores. Information retrieval is a typical example of using rankings, where a ranking result is returned as a sequence of ordered documents after a query is issued. The auto suggestions, important part of search engines nowadays, produce a ranking list of search terms after one or two keystrokes, in order to provide better search experience.
The problem of consensus measure of rankings is the study of quantifying the degree to which the rankings agree according to certain common patterns. Formally, given a set R = {r 1 , · · · , r N } of N rankings, the consensus measure is to quantify and evaluate the commonality hidden in the rankings. The consensus measure of rankings is very useful and important in many information systems. For example, for human, we know that the terms of "007", "James Bond" and many others are conceptually close and related, and they are often used interchangeably. After the queries of those terms are sent to a search engine, we would expect that the search engine return similar results to some extent. Therefore, the degree of "conceptual closeness and relatedness" has to be quantified or measured, in order to compare different search engines, with a given set of related search terms.
Some pairwise comparison approaches have been used, including the Kendall τ and Spearman ρ [3, 6] . Both evaluate the dissimilarity between two rankings r x and r y , i.e, τ (r x , r y ) and ρ(r x , r y ). However, it has been proved that both of them are not a valid consensus measure as they violate some of the properties of the consensus measure, as pointed out by Elzinga et al. [2] . This paper investigates the consensus measure of rankings for the degree to which the rankings agree, without the pairwise comparison in Kendall τ or Spearman ρ.
The contribution of the paper lies in the algorithms for the consensus measure with (1) κ(R) -the number of common patterns within the rankings of R; (2) κ p (R) -the number of common patterns of lengths p in R; (3) ℓ(R) -the length of the longest common patterns in R; and (4) κ p (R) and κ(R) -an approach to measuring the degree of consensus, based on not only the number of sub-patterns and the lengths of the common patterns, but also the gaps of the items in the original rankings. We did experiments to show how the proposed can be used for comparing different search engines results.
Ranking sequences and patterns
A ranking is often presented as a sequence of ordered items, in which an item with lower position in the sequence is more preferred than the items behind it [2] . Formally, let Σ = {σ 1 , · · · , σ n } be a set of n items, a ranking r is an ordered sequence r = (σ i 1 , σ i 2 , . . . , σ im ) of m (m ≤ n) distinct items drawn from Σ. The length of r is denoted by |r|. For notational simplicity, we shall simply write a ranking as a sequence of r = σ i 1 σ i 2 · · · σ im in the rest of the paper.
For a ranking r = r 1 · · · r k , where r j ∈ Σ for 1 ≤ j ≤ k, we can define the embedded patterns with respect to subsequences. A sequence r ′ = r
is called a subsequence of r, denoted by r ′ ⊑ r, if r ′ can be obtained by deleting k − m items from r. r ′ ⊑ r is used to denote that r ′ is not a subsequence of r. For example, bde ⊑ abcde, and bac ⊑ abcde.
A ranking sequence with no items is an empty sequence. We use S(r) to denote the set of all possible non-empty subsequences of r, and use S(r : σ) to denote the set of all subsequences terminating with σ (i.e., the final item of the subsequence is σ). Then, S(r) = σ S(r : σ), where the union is taken over the set of the sequence items of r. Alternatively, S(r) can be partitioned into subsets S p (r), in which S p (r) consists of all subsequences of length p. For example, if r = abcde, then S(r : d) = {d, ad, bd, cd, abd, acd, bcd, abcd}, where each subsequence terminates with d, and S 3 (r) = {abc, abd, abe, bcd, bce, bde, cde}, in which each subsequence has length 3.
The degree to which rankings agree lies in the common patterns or subsequences which are embedded by the rankings. Given a set of N rankings R = {r 1 , . . . , r N }, consider S(R) = S(r 1 ) ∩ · · · ∩ S(r N ), each element x ∈ S(R) is a common subsequence of r 1 , . . . , r m , for which we also use the notation x ⊑ R. Similar to S(r : σ) and S p (r), we also define S(R : σ) to denote the subsets of all common subsequences terminating with σ, and S p (R) to denote the subsets of all common subsequences of length p, respectively. Therefore, it holds that S(R) = σ∈Σ S(R : σ) and S(R) = 1≤p≤l S p (R), where l = min{|r| : r ∈ R}.
It is clear that S(R) accommodates all common patterns (subsequences), which are subsumed by each ranking r ∈ R. Let κ(R) denote the number of all common subsequences of R, i.e, κ(R) = |S(R)|. The more common patterns S(R) has or the bigger κ(R) is, the better consensus R has. We can also define κ p (R) = |S p (R)|, in order to measure the consensus in R, with respect to the number of subsequences of a given length p. The length of the longest common subsequences of rankings in R is denoted by ℓ(R) and ℓ(R) = max{|z| : z ∈ S(R)}.
Consensus measure of rankings
The proposed κ(R), κ p (R) and ℓ(R) enable us to examine the extent of consensus within R from three different perspectives. In order to build a consensus measure for a set of rankings R, we start with an example of calculating κ p (R) for R = {r 1 = bdcea, r 2 = abcde, r 3 = bdce}. Pick 1 r 2 ∈ R and form a lower triangle matrix A of size |r 2 | × |r 2 |, where for i ≥ j, A ij = 1 if the i th item and the j th item both occur in the same order in all rankings in R, and A ij = 0 otherwise. The matrix A we obtain is as follows.
In the matrix, A 43 = 0 because cd is not a subsequence of r 1 and r 3 , and all the values in the first column are 0 because a does not occur in r 3 .
The matrix A induces a directed acyclic graph (DAG) G = (V, E) on the diagonal elements of A as follows, where V = {A 11 , . . . , A 55 } is the set of vertices and E the set of edges. For 1 ≤ i, j ≤ |r|, we add an edge from A ii to A jj if the following conditions all hold:
The induced DAG for our matrix A is shown in Figure 1 . There are five directed edges, i.e, E = {(A 22 , A 33 ), (A 22 , A 44 ), (A 22 , A 55 ), (A 33 , A 55 ), (A 44 , A 55 )}, suggesting that the number of common subsequences of length 2 is κ 2 (R) = 5 and that the common subsequences of length 2 are bc, bd, be, ce, de, all occurring in r 1 , r 2 and r 3 . Note that A 33 and A 44 have both incoming and outgoing edges. If we traverse from A 22 , via either A 33 or A 44 , to node A 55 , we can obtain 3-long subsequences bce, bde and κ 3 (R) = 2. Therefore, together with the 4 singletons b, c, d, e (κ 1 (R) = 4), we have κ(R) = κ 1 (R) + κ 2 (R) + κ 3 (R) = 4 + 5 + 2 = 11.
This process of finding patterns with various lengths not only allows us to calculate κ p (R), but also makes it easy for us to calculate the number of all common patterns κ(R) and the length of the longest common subsequences ℓ(R). For simpler presentation of our algorithm, we introduce the following indicator function
Now we present the lemma for calculating κ p (R). Figure 1 : The DAG of the matrix A (in Equation (1)) with directed edges
Let r x = r x 1 r x 2 · · · r xn be an arbitrary ranking from R, n = |r x |, and A = (A ij ) n×n , where
and let K = (K pi ) n×n , where for p > i, K pi = 0, and for p ≤ i
Proof. Recall that S p (R), by definition, can be decomposed into disjoint union as
Note that S p (R : σ) = ∅ if σ ⊑ r x , the decomposition above is in fact
Recall that κ p (R) = |S p (R)|, it suffices to show that K pi = |S p (R : r x i )|. Let y = r x 1 r x 2 · · · r x i be the possible longest subsequence of r x which terminates with r x i . Since |y| = i, we know that any common subsequences terminating with r x i has length at most i. Therefore for p > i there are no p-long subsequences terminating with r x i , and thus S p (R : r x i ) = ∅, which agrees with our definition that K pi = 0 for p > i.
For p ≤ i we shall prove by induction on p. Consider the base case where p = 1. If S p (R : r x i ) = ∅, singleton subsequence r x i is the only subsequence in S p (R : r x i ), that is, |S p (R : r x i )| = 1. The fact that r x i ∈ S p (R : r x i ) also implies that r x i ⊑ R, which means that r x i ⊑ r k for all k and thus A ii = 1 by definition. If S p (R : r x i ) = ∅, then there exists k such that r x i ⊑ r k and thus δ(η k (r x i )) = 0 and E ii = 0. Therefore it indeed holds that K 1i = A ii . Now consider the indutive step for p > 1. Observe that each y ∈ S p (R : r x i ) has the form y = zr x i for some z ∈ S p−1 (R : r x j ), provided that r x j σ x i ⊑ R. Clearly if j ≥ i, then σ x j σ x i ⊑ r x and hence σ x j σ x i ⊑ R. Therefore, we obtain that
Note that the second constraint r x j r x i ⊑ R is equivalent to
for all r k ∈ R, which agrees with the definition of A ij , that is, r x j r x i ⊑ R if and only if A ij = 1. It is the induction hypothesis that K p−1,i = |S p (R : r x i )|. It follows from (6) that
which is exactly the recurrence relation of K pi in our definition Lemma 1 shows that once we calculate K, we simply sum up each row in order to obtain κ p (R). Algorithm 1 shows the pseudocode for computing K, which uses an additional matrix M (on Line 2) to record the position for r . The overall running time is therefore O(max{Nn 2 , n 3 }). We observe that, in matrix K, from its top to the bottom row, if the p th row does not contain non-zero elements, then p − 1 is the length of the longest common subsequences in R. The following corollaries of Lemma 1 provides algorithms for calculating ℓ(R) and κ p (R) once K is obtained. 
With κ p (R), we are able to give more weight to those longer patterns and penalize the shorter patterns in S(R) by using
Algorithm 1: Pseudo code for calculating K (Lemma 1) Data: A set of rankings R = {r 1 , . . . , r N } Result:
and ℓ(R) = 3 as the fourth row is the first zero row.
Gap-weighted consensus measure κ(R)
If we examine Figure 1 , we can find that pattern bc and be are very different in terms of the gaps between them in r 2 , though both are of length 2. For example, the gap for bc in r 1 is 1 as there is only one item d placed between b and c. The following table summarizes the gaps for bc and be in the 3 rankings. r 1 r 2 r 3 bc 1 0 1 be 2 2 2
The gaps between two items σ i and σ j in rankings suggest the strength of preference for one item σ i over another item σ j . The bigger the gap, the less preference of σ j than that of σ i . The gap size is an important factor in consensus evaluation, and it makes sense to "penalize" the bigger gaps.
The following lemma makes use of the gap information for evaluating consensus in rankings.
Lemma 2. Under the same assumptions in Lemma 1, let 0 < λ ≤ 1, and K = K pi n×n , where
Then the gap weighted consensus measure κ p (R) with respect to a given length p is
and the gap weighted consensus measure κ(R) is
Lemma 1 and Corollary 2 are special cases of Lemma 2 when λ = 1. Similar to Equation (7), we can also have ℓ(R) p=1 α p κ p (R). Table 1 : Rankings of top 25 links returned from Google and Bing with the given key words (BF for "bond films", BM for "bond movies", 0M for "007 movies", 0F for "007 films", JF for "james bond films", and JM for "james bond movies"). G and B stand for Google and Bing respectively. The numbers are the ids for the links, and the mapping of the ids to the links can be find on our github repository. 
Experiments
This section presents the results of applying the proposed algorithms to compare the search rankings with Google and Bing. The key words used are "Bond films", "Bond Movies", "007 films", "007 movies", "James Bond films" and "James Bond movies", as these key words refer to an identical concept. We generate each ranking with the top 25 unique links from the search engines after each key word is sent. Table 1 shows 12 rankings from the two search engines, in which each search engine has 6 rankings corresponding to the 6 key words. In the 12 rankings, we obtain altogether 98 distinct links, from which Bing returns 59 distinct links and Google returns 60 distinct links.
The aim of this experiment is to use the proposed measure to evaluate the search results in terms of "relatedness" or "closeness", with the given conceptually related key words. Table 2 shows the results, from which we can find that the six rankings from Bing search have 8 links in common (κ 1 (R) = 8) while the Google's rankings share 7 common links (κ 1 (R) = 7). The links, which exist in all the six rankings, have been highlighted with boxes in Table 1 .
From Table 2 , we find that for the given keywords, Google returns more related results than Bing search. For example, ℓ(R) = 4 means that Google's results have at least a pattern with 4 links, occurring in all its 6 rankings in the same order. When p > 1, both κ p (R) and κ p (R) consistently suggest that the 6 rankings from Google has higher consensus than Bing's rankings. 
Conclusion
This paper addresses the consensus measure for a given set of rankings, in order to understand the degree to which the rankings agree and the extent to which the rankings are related. We propose an approach to measuring the consensus in a set of rankings, with respect to the length of common patterns, the number of common patterns for a given length, and the number of all common patterns. We use the search results from Google and Bing with the given key words in the experiment, which shows how the proposed approach can be used to evaluate search quality in terms of closeness and relatedness when conceptually related key words are used.
The future work includes how to extract the common patterns and how to make use the proposed approach for rank aggregation.
