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A function is semismooth if and only if its subdifferential is semicontinuous. All 
the semicontinuous operators form a big linear subspace of the maximal normal 
operator space. By “big,” we mean that this subspace includes all the continuous 
operators and all the maximal monotone operators. All the decomposable maximal 
normal operators form another big subspace. ( 1990 Academc Press, Inc. 
1. INTRODUCTION 
In the convex case, the theory of maximal monotone operators [l, 21 
plays a prominent role. It views the subdifferential of a convex function as 
an operator, rather than considering the subdifferential at each point. A 
function is convex if and only if its subdifferential is a maximal monotone 
operator. However, a maximal monotone operator is the subdifferential of 
a convex function only when it is cyclically monotone. 
In the nonconvex case, the theory of Clarke subdifferentials of locally 
Lipschitz functions [S, 61 is a milestone of nonsmooth analysis. The Clarke 
subdifferential is a natural extension of derivatives of smooth functions and 
subdifferentials of convex functions. However, it is pointed out [ 141 that 
Clarke subdifferentials of some artificial functions may be very abnormal, 
that they may be everywhere set-valued, and that they cannot uniquely 
determine the original functions up to a constant. 
In fact, there are many other theories concerning nonconvex functions. 
This reflects the prosperity of this field. Among them, two theories catch 
our special attention. One is the theory of semismooth functions 
[9, 10, 3,4]. Another is the theory of quasidifferentiable functions [7, 81. 
Whatever differences they have, they have two common features: consider 
some “normal” nonsmooth functions and those functions form a linear 
space. 
In [ll, 121, we introduced the theory of maximal normal operators. It 
has the following features: 
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l We consider the subdifferential of a nonsmooth function as an 
operator instead of considering the subdifferential value at each point. 
l Some normality conditions are assumed for these operators. 
Mainly, they should be single-valued almost everywhere. 
. By introducing function addition, all the maximal normal 
operators form a linear space and the Clarke subdifferential calculus has 
equalities here. 
l All the maximal monotone operators are maximal normal 
operators. 
. A cyclical condition is also found such that a maximal cyclical 
normal operator can be integrated to its original function, uniquely up to 
a constant. Such original functions are called primal functions. All the 
primal functions also form a linear space. Examples are smooth functions, 
convex functions, and differences of convex functions. 
These results are briefed in Section 2. In this paper, we further find that 
the maximal normal operator space has a very rich structure. 
In Section 3, we discuss the relationship between semismoothness and 
normality. We introduce the semicontinuous operator. A nonsmooth func- 
tion is a semismooth function if and only if its subdifferential is a semicon- 
tinuous operator. We prove that a semicontinuous operator is single-valued 
almost everywhere. Thus, it is a maximal normal operator. Furthermore, 
all the semicontinuous operators form a proper linear subspace of the 
maximal normal operator space, which includes all the continuous 
operators and all the maximal monotone operators. We call such a sub- 
space a big subspace. 
In Section 4, we discuss the decomposition of maximal normal 
operators. We call a maximal normal operator a basic maximal normal 
operator if it is radially constant, i.e., F(tx) = F(X) for all x and positive 
number t. Examples are subdifferentials of any norm functions. The basic 
maximal normal operator turns out to be a two-sided sword to the issue 
of the second-order derivatives of nonsmooth functions. On the one side, it 
is so simple that any reasonable theory of the second-order derivative 
should be able to define its derivative simply. On the other hand, we find 
that most common maximal normal operators can be decomposed at any 
point into the function sum of a translated basic maximal normal operator 
and another maximal normal operator which is single-valued at this point 
with zero as its value there. Thus, we may try to solve the second-order 
issue through such decompositions. We prove that all the decomposable 
operators form another big proper linear subspace of the maximal normal 
operator space. 
Further questions are raised in Section 5. 
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For simplicity, we confine our discussion on open sets of the 
n-dimensional spaces. In [ 111, we deal with maximal normal operators in 
more general sets, strongly normal sets. 
2. MAXIMAL NORMAL OPERATORS 
Throughout this paper, we use D to denote an open set in R”. We 
discuss nonsmooth functions on D and set-valued operators mapping from 
D to R”. Especially, we talk about continuous operators on D, which mean 
continuous functions from D to R”. We use small letters such asfto denote 
real functions on D and capital letters such as F to denote vector-set-valued 
operators on D. 
A set-valued operator F: D -+ R” is called a maximal normal operator if 
for any point x in D, 
(i) F(,x) = cl conv(y = lim ~3~: yip F(x,), x, + x); 
(ii) F is single-valued almost everywhere on D. 
Let S(F) = (X E D : F(s) is single-valued }. Let F and G be two maximal 
normal operators on D. Define their function sum FOG by 
(FOG)(x) = F(x) + G(x) if XES(F)~S(G) 
(F@ G)(x) = cl conv{ y = lim{F(xi) + G(x,)}: xi + X, xie S(F) n S(G)}, 
otherwise. 
Then all the maximal normal operators on D form a linear space with 
scalar multiplication and function addition 0. All the continuous 
operators on D form a subspace of the maximal normal operator space on 
D. Another important subspace of the maximal normal operator space on 
D is (F@ (-G): F and G are arbitrary maximal monotone operators 
on D}. We call a subspace big if it contains these two fundamental sub- 
spaces. Clearly, to prove a subspace is big we only need to prove it con- 
tains all the continuous operators and all the maximal monotone operators 
on D. We will discuss two such big subspaces in the following sections. 
A locally Lipschitz function f on D is called a primal function on D if 
F= 8f is a maximal normal operator on D, where d is the Clarke subdif- 
ferential operator. All the primal functions on D also form a linear space. 
The basic calculus of the Clarke subdifferential has all equality relations 
in the sense of function sum. For detail, see [ 11, 121. In [ 111, a cyclical 
condition was introduced such that a maximal normal operator is the 
subdifferential of a primal function if and only if the cyclical condition is 
satisfied. In this case, it determines the primal function up to a constant if 
D is connected. 
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3. SEMISMOOTH FUNCTIONS AND SEMICONTINUOUS OPERATORS 
For any set C in R”, and 11 E R”, let 
(C,h) := ;(j;h):yECi. 
If C is a bounded closed convex set, then (C, h) is a closed interval. 
Let W( (C, h)) be the length of this interval and let W(C)= 
max{W((C,h)):Ilh(l=l}. 
A set-valued operator F: D -+ R” is called semicontinuous at a point x in 
D if 
(i) F(x) is bounded and F(s) = cl conv [J’ = lim yi: ~3, E F(x,), x, + x ); 
(ii) for any h in R”, . 
F(x;h):=lj~ (F(.u+th+o(t)),h) 
exists as a single point. Clearly, if F is continuous at X, then it is also semi- 
continuous. We call F a semicontinuous operator on D if it is semicon- 
tinuous everywhere on D. A locally Lipschitz function f: D -+ R is called 
semismooth at a point x in R” if F = i?f is semicontinuous at X. We call f 
a semismooth function on D if it is semismooth everywhere on D. This 
definition of semismooth functions is the same as given by Mifflin [9]. 
The following theorem reveals the relationship between semismooth 
functions/semicontinuous operators and primal functions/maximal normal 
operators. 
THEOREM 1. A semicontinuous operator F on D is a maximal normal 
operator on D. Thus, a semismooth ,function on D is primal function on D. 
Proof By the definition of maximal normal operators, it suffices to 
prove that F is single-valued almost everywhere on D. Suppose not. We 
may cover D with a countable number of bounded open subsets of D. Then 
at least on one of such bounded open subsets, F is not single-valued almost 
everywhere. Therefore, without loss of generality, we may assume that D is 
bounded. Let 
H, = {-YE D: W(F(x)) 3 2/k}, 
for k = 1, 2, . . . . Then H, is compact and (H,: k = 1,2, . . . } covers 
D’ = {x E D: F(x) is not single-valued}, whose measure, by the assumption, 
is not zero. Then there exists a k such that the measure of H, is positive. 
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Since {h~R”:h rational, ljhll = 1) IS countable, we may put them into a 
sequence {h,:j= 1,2, 3, . ..}. Let 
H,= {XE H,: W((F(x), I?,))> l/k). 
Then {Hkj:j= 1, 2, . ..} covers H,, and each H, is compact. Thus, at least 
one H,; has positive measure. Denote such a Hk, as H and h, as h. Then 
H=jxeHk: W((F(x),h))>l/k}. 
For each rational x E H, let 
H(x)= {yeH:/Iy-(x+th)ll <t2, for some t>O}. 
If for one of such H(x), x is a limiting point, i.e., not an isolated point, of 
H(x), then F((x; h) cannot be a single point. This will contradict the semi- 
continuousness assumption. Thus, for each of such H(x), x is an isolated 
point, i.e., there exists a positive number T(X) such that 
R(x)= {y~H(x):Ily-XII <r(x)] 
is a singleton. However, the collection {R(x)} covers H and there are only 
a countable number of such Z?(x), where for each of such x we only form 
one A(x). This results that the measure of H is zero. This forms a con- 
tradiction. Therefore F must be a maximal normal operator on D. The 
second conclusion follows by definition. 1 
It was found by Mifflin [9] that all the semismooth functions form a 
linear space and that convex functions and smooth functions are semi- 
smooth functions. Thus, all the semismooth functions on D form a big sub- 
space of the primal function space on D. Similarly, we see that continuous 
operators are semicontinuous operators and it is easy to see that maximal 
monotone operators are also semicontinuous operators and that all the 
semicontinuous operators on D form a linear space. Thus all the semi- 
continuous operators on D form a big subspace of the maximal normal 
operator space on D. 
Consider operator S: R -+ R, defined by 
S(O)= c-1,11> S(x) = Sin( l/x) if x # 0. 
We see that S is a maximal normal operator but not a semicontinuous 
operator. Thus, the semicontinuous operator space is a big proper subspace 
of the maximal normal operator space. Consider the integration of S, we 
see that the semismooth function space is a big proper subspace of the 
primal function space. 
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It is also clear that a semicontinuous operator is the subdifferential of a 
semismooth function if and only if it is cyclically maximal normal. 
4. DECOMPOSITION OF MAXIMAL NORMAL OPERATORS 
Consider the normal function f: .v E R” + JIxIl. Let F=i?f: Then we find 
that F is a maximal normal operator in R” and satisfies 
(a) F(0) = B, the united ball of this norm; 
(b) F(tx) = F(s), for any positive number t. 
In general, we call a maximal normal operator a basic maximal normal 
operator if it satisfies condition (b). Clearly, all the basic maximal normal 
operators form a subspace of the maximal normal operator space. By 
definition, if F is a basic maximal normal operator, then 
As we said in the introduction, we consider the basic maximal normal 
operator as a two-sided sword: on the one side, it is so simple that any 
reasonable theory of the second-order derivatives of nonsmooth functions 
should provide a way to define derivatives of basic maximal normal 
operators; on the other side, we may try to decompose a maximal normal 
operator at a point into the sum of a maximal normal operator, which 
is single-valued at this point, and a translated basic maximal normal 
operator, so that we may differentiate these two operators respectively at 
this point, or even differentiate the first operator at this point but leave the 
translated basic maximal normal operator there as a substitute of the 
subdifferential. See [ 123. 
Suppose that F is a maximal normal operator at D and x is a fixed point 
on D. For any 11 in R”, let 
F(x; h) = { JI= lim J,: I’, E F(x + tih + o( ti)), 
Define G: R” + R” by 
t,lOi. (1) 
G(x + h) = F(.u; A). (2) 
Then G as an operator of h, satisfies condition (b). It is easy to prove that 
G also satisfies condition (i) of the definition of maximal normal operators. 
If G is single-valued almost everywhere in R”, then G is a basic maximal 
normal operator of h. Let H = F@ ( -G). Then H is also a maximal normal 
operator and H(X) is a singleton. In fact, H(x) = 0. In this case, we say F 
is decomposable at x. If F is decomposable everywhere on D, then we say 
MAXIMALNORMALOPERATORS 277 
F is a decomposable maximal normal operator on D, and call G its basic 
part at .Y. 
Not all the maximal normal operators are decomposable. For example, 
the operator S, defined in Section 3, is not decomposable at 0. Thus, the 
decomposable maximal normal operator space is a proper subspace of the 
maximal normal operator space. Clearly, all the continuous operators are 
decomposable and their basic parts at any point are constant operators. 
The following theorem shows that all the maximal monotone operators are 
decomposable. Thus, the decomposable maximal normal operator space is 
also a big proper subspace of the maximal normal operator space. 
THEOREM 2. If F is a maximal monotone operator, then G, defined by (1) 
and (2), is also a maximal monotone operator, thus a maximal normal 
operator. 
Proof: Without loss of generality, let x=0. Let yl E G(h,) and 
yr E G(hJ. Then there exist ( yii} and { yzi} such that 
).I=lim~,i,~‘~=limyzi,y,, EF(.Y+t,jlzl+o(t,,)), t,;lO, 
yzj E F(x + tyhz + o( t2j)), tzi J 0. By the monotonicity of F, for any i and j, 
(.I’,;- yzj, t,,h;+ o(t,i)- t2,h2-O(t2j)) 20. 
Let i -+ co. Then we have 
(~1 -.v2j, tyhz-o(t2,)) 20, 
(Y,-Y,, -k4l))bO. 
Let j -+ co, then we have 
(Y,-??2, -h,) 20. 
Similarly, we can prove 
(4’1-.Yz,~~,)B0. 
Combining these two formulas, we have 
This proves G is monotone. Since G satisfies condition (i) of the definition 
of the maximal normal operators, it is easy to show by definition that G 
is a maximal monotone operator, thus also a maximal normal operator. B 
It is easy to construct an example which is a decomposable maximal 
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normal operator but not a semicontinuous operator. For example, 
F: R2 + R2, 
i 
(1, 01, if J’ > 0, 
Q-u, y I= (0, 0 1, if J’< 0, 
([O, 11, Oh if y = 0. 
This is a basic maximal normal operator on R2 and decomposable 
everywhere. However, it is not semicontinuous at the origin with respect to 
direction h = ( 1, 0). 
We do not know whether semicontinuous operators are always decom- 
posable or not. However, at least, we know that the approach of 
Theorem 2 does not work for semicontinuous operators. Consider 
FzRR”-+R” as 
(sinl.v/.d, 01, if 0 < J’ < 1x1, 
Fb, y) = (sin fi, 01, if 0 < 1x1 < JJ’, 
(C-1, ll,O), if .Y = J= 0. 
Then F is a semicontinuous operator on R2. Construct G with (1) and (2) 
at the original point. We find 
G(x, .v) = (sinl.r/.ul, 0), if .Y # 0, 
W,Y)=([-1, 11,O). 
This operator G is not semicontinuous at (0, )’ # 0) with respect to direc- 
tion h = (l,O). Thus the approach of Theorem 2 does not work in this case. 
However, G is a basic maximal normal operator and F is decomposable 
everywhere for this example. Thus it is not a count example that a semi- 
continuous operator is not decomposable. 
However, these two examples show that both the semicontinuous 
operator space and the decomposable maximal normal operator space are 
bigger than the subspace spanned by all the continuous operators and all 
the maximal monotone operator space, i.e., bigger than the minimal big 
subspace. 
5. FURTHER QUESTIONS 
(1) Is an everywhere single-valued semicontinuous operator a con- 
tinuous operator? 
(2) As asked in Section 4, is a semicontinuous operator always 
decomposable? 
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(3) Is a decomposable maximal cyclical normal operator a semicon- 
tinuous operator? 
(4) How can we define the second-order derivative of a basic maxi- 
mal normal operator? 
(5) What are the relationships of max functions [7, 131, regular 
functions [6], and quasidifferentiable functions with primal functions? 
Perhaps the last two questions are the most important. We discuss the 
relationship between quasidifferentials and maximal normal operators 
in [133. 
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