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A B S T R A C T   
This paper discusses the theory of oscillatory normal modes, and its extension to general multi-body mechanical systems. We first review the efforts to generalize 
modal analysis to the non-linear case. This body of knowledge is vast and spread across several subfields of mathematics, physics, and engineering. We concisely 
summarize these results, and connect them together using a language familiar to the control theorist. We then propose a direct way of extending nonlinear modes to 
mechanical systems with a non Euclidean metrics (e.g. robots).   
1. Introduction 
It is intuitively clear that the ability of mechanical systems to 
perform efficient oscillatory motions can be massively enhanced by 
adequately shaping their inertia properties and the potential fields 
acting on them. This is very well understood for linear systems, where 
the relationship connecting physical parameters and resulting free os-
cillations of the mechanical structures is made explicit by the well- 
established theory of linear modal oscillations. 
Investigations performed within disparate fields suggest that the 
intuition holds true also in the nonlinear case. For example, studies in 
biology indicate that animals strongly rely on the interplay between 
their body dynamics and elasticity, to perform periodic tasks in an 
efficient and effective way (Geyer, Seyfarth, & Blickhan, 2006; Hogan & 
Sternad, 2007; Roberts & Azizi, 2011; Schaal, Sternad, Osu, & Kawato, 
2004). On the technological side, elastic elements have been added to 
robotic structures, with the aim of matching the motion capabilities 
observed in animals, with promising results (Della Santina, Catalano, & 
Bicchi, 2020; Haldane, Yim, & Fearing, 2017; Robinson, Pratt, Paluska, 
& Pratt, 1999). Despite the abundance of examples, formalizing these 
insights in the nonlinear case into a general theoretical framework is still 
an unmatched goal. 
On the other hand, the study of nonlinear oscillations has occupied 
researchers since more than one century, with first relevant de-
velopments due to Poincaré (1899) and Lyapunov (1907), just to cite a 
few. Yet, the focus of most of these works is confined to either weakly 
nonlinear systems, or interconnections of points of mass coupled 
through possibly nonlinear potential fields - i.e. systems with constant 
inertia tensor. Nonetheless, these theoretical results had significant 
impact in structural dynamics (Avramov & Mikhlin, 2013; Kerschen, 
Peeters, Golinval, & Vakakis, 2009; Noël & Kerschen, 2017), where 
finite element methods naturally produce this kind of dynamic models 
(Oñate, 2013). 
Strangely enough, this large body of work did not find yet its way 
into the more general and practically very relevant class of dynamically 
coupled rigid bodies - i.e. mechanical system with non Euclidean ge-
ometry (Bullo & Lewis, 2004) - with very few and specific exceptions 
(Albu-Schaeffer, Lakatos, & Stramigioli, 2019; Della Santina, Lakatos, 
Bicchi, & Albu-Schaeffer, 2019; Lakatos, Friedl, & Albu-Schäffer, 2017; 
Tedrake, Zhang, Fong, & Seung, 2004; Wang, Bajaj, & Kamiya, 2005). It 
is the authors believe that the extension of nonlinear modes to this class 
of systems can be a key ingredient towards a complete understanding of 
how the structure of natural and robotic bodies can generate robust and 
effective oscillatory behaviors. 
The aim of this work is therefore to make a first step towards con-
necting the two worlds. To increase our chances of providing an 
exhaustive treatise on the topic, we narrowed our focus to (almost 
exclusively) conservative mechanical systems. We considered the entire 
spectrum of possible oscillatory behaviors within this class, as shown in 
Fig. 1. Each definition represented there implements a different trade off 
between regularity of the oscillation (maximum on the left) and capa-
bility of describing behaviors presented by complex systems (maximum 
on the right). 
In the first part of this manuscript (Sections 2–6), we survey existing 
results which appeared in the state of the art of very distant fields of 
science. We provide definitions, examples, and basic properties. Fig. 2 
shows a collection of simple mechanical systems - presenting increas-
ingly complex oscillatory behavior - that we will use as reference for 
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discussing the various definition. We hope in this way to provide an 
exhaustive yet concise introduction to the topic from the point of view of 
control theory and robotics. The second part of the paper (Sections 7–9) 
is devoted to the extension of nonlinear modes to the dynamically 
coupled case with non constant inertia tensor. We introduce our defi-
nition in Section 7, we discuss how to compute these modes in Section 8, 
and we show how to describe them through coordinates in Section 9. 
Finally, Section 10 draws the conclusions and introduces some insights 
about how nonlinear normal modes can be used in control of mechanical 
systems. 
1.1. Units 
Units will often not be explicitly specified in the paper. All physical 
units may be assumed to be expressed in the MKS system, and angles in 
radian. 
2. Modal analysis for linear systems 
We start by looking at the left end of the spectrum reported in Fig. 1. 
We say that a mechanical system is linear if its configuration space is Rn,
the forward kinematics contains only affine functions, and the potential 
field is quadratic. This corresponds to a set of decoupled masses con-
nected with linear springs. An example of such a system is shown in 
Fig. 2(a). The time evolutions x : R→Rnof a linear system are all the 
functions verifying the set of ordinary differential equations (i.e. system 
dynamics) 
Mẍ + Kx = 0 , (1)  
where M ∈ Rn×nis the positive definite inertia matrix, K ∈ Rn×nis the 
positive definite stiffness matrix, and ẍis the second time derivative of x. 







xTKx, (2)  
where ẋis the time derivative of x. Note that for the sake of keeping the 
notation compact we will use x and ẋto refer both to the whole time 
evolution, and to a generic value of configuration or velocity. The use 
will be clear from the context. 
Modal analysis of linear mechanical systems is a very well estab-
lished and widely used tool. We introduce in the following a fully geo-
metric characterization of linear modes and eigenspaces, so to ease the 
shift to the nonlinear world. 
Definition 1. (Linear modes, adapted from José and Saletan (2000)) 
Consider a set of vector spaces ESi⊆R2n, with i ∈ {1⋯n}. We say that 
ESiare eigenspaces of (1) if  
i) they are invariant w.r.t. (1),  
ii) ⨁ni=1ESi ≃ R2n,
iii) they have dimension 2, 
where ⨁is the direct sum of the arguments. 
If this is the case, we call normal mode (also eigenmode, oscillatory 
mode, modal evolution, or just mode) every evolution x(t) such that 
(x(0), ẋ(0)) ∈ ESi. 
The two main characterizing properties of linear modes are  
a) Invariance: each mode never exits its eigenspace. This is required by 
hypothesis (i) in Definition 1.  
b) Modal superposition: all possible evolutions of (1) can be expressed 
as linear combination of normal modes. This is direct consequence of 
hypothesis (ii) and the linearity of (1). 
Condition (iii) could have been equivalently framed as: none of the 
subspaces of ESi is invariant. This is necessary to assure uniqueness of 
the definition, at least in the case of distinct eigenvalues of 
M− 12KM− 12(non resonance). However, it is not a strongly characterizing 
property of eigenspaces. Some other important properties of linear 
modes are: (c) each ESi can be expressed as direct sum of two subspaces, 
one lying in the configuration part and the other in the velocity part of 
R2n; (d) modal evolutions are periodic motions; (e) all modal evolutions 
within an eigenspace oscillate with a same characteristic frequency; (f) 
only one orbit exists in each ESifor any given energy level or amplitude 
of oscillations; (g) both ESi and the frequency of oscillation of the 
associated modes can be evaluated by spectral decomposition of 
M− 12KM− 12. 
2.1. Example 
Consider the system in Fig. 2(a). Its state is (ẋ1, ẋ2, x1, x2). Its dy-
namics can be described by the linear ordinary differential equation 
m
[








1 + α(δ + 1) − 1










, (3)  
where we parametrize stiffnesses as k1 = α(1 + δ)k,k2 = αk,k3 = k,and 
masses as m1 = (1 + δ)m,m2 = m,for δ > − 1,α > 0, k > 0, m > 0. The 
two eigenspaces are ES1 = Span{(1,1,0,0),(0,0,1,1)}and ES2 = Span{( −
1,1 + δ,0,0), (0,0, − 1,1 + δ)},evaluated as prescribed in point (g) of 
above. They correspond to in-phase and anti-phase oscillations respec-
tively. We evaluate normal modes as complex exponentials of the 
associated eigenvalues 
Fig. 1. Principal existing definitions of oscillatory modes. Going from left to 
right we get to progressively weaker/more general definitions of the concept. At 
the same time going from right to left we need to constraint more and more the 
kind of system under consideration - from fully nonlinear to linear - for being 
able to reasonably expect to find such an evolution. The branch resulting into 
Shaw-Pierre modes refer to the introduction of damping. All other modes are 
defined for conservative systems. Similar and strict modes are not reported in 
the picture since at this level of description they are indistinguishable from 
eigenmodes and extended Rosenberg modes, respectively. 
A. Albu-Schaeffer and C. Della Santina                                                                                                                                                                                                    
Annual Reviews in Control xxx (xxxx) xxx
3






























where the time evolutions are shown for the case of null initial velocity. 
Fig. 3 contains one example of the in phase normal mode for energy level 
E = 5,with δ = 0,α = 2,k = 1,m = 1. Fig. 4depicts one example of the 
anti phase normal mode for the same choice of parameters. Both figures 
also report the oscillation frequency versus the energy. This relation is 
constant for a linear system, as for property (e) discussed above. Ex-
amples of mass movements corresponding to modal evaluations are re-
ported in Fig. 5, this time for m1 ∕= m2. Note indeed that in the anti phase 
mode the oscillation of m2 is larger than the oscillation of m1. 
2.2. A note on the dissipative case 
Although this is not the focus of the current paper, it is worth 
remarking that linear modal analysis can easily be extended to the non 
conservative case (José & Saletan, 2000). Consider the system Mẍ + Kx 
= − Dẋ,with D⪰0. Necessary and sufficient condition for it to keep the 
same modal structure of its conservative counterpart (1), is that 
M− 12DM− 12and M− 12KM− 12are simultaneously diagonalizable. This means 
requiring that Dẋis always collinear with the potential force field Kx. In 
case this does not happen, it is still possible to generalize the modal 
decomposition, by allowing for eigenspaces with dimension greater than 
two. 
Interestingly, dissipation often makes the analysis of linear me-
chanical systems simpler rather than harder. Indeed, even small amount 
of dissipation rapidly suppresses the higher-frequency modes, practi-
cally reducing the motion to only a few of the lowest-frequency modes. 
This property is particularly relevant in continuous mechanical systems, 
which have a theoretically-infinite set of normal modes, and instead are 
in the practice well modelled as evolving in a low-dimensional combi-
nation of the slowest modes (De Luca & Siciliano, 1991; Kumar & 
Narayanan, 2008). 
3. Oscillations in nonlinear mechanics 
Let us address in this section the right end of the spectrum shown in 
Fig. 1. Consider a conservative nonlinear mechanical system possibly 
subject to holonomic constraints, with configuration evolving in a 
smooth manifold Xof dimension n. This manifold is called configuration 
manifold. A generic point in Xwill be referred as p (see Fig. 23(a)). 
Endowed with a metric ℐpgiven by the inertia tensor of the system, 
Xbecomes a Riemannian manifold. 
The system velocity v at p is part of the tangent space TpX ≃ Rn(see 
Fig. 23(b)). The state space of the mechanical system is the tangent 
bundle TXof the configuration manifold (roughly speaking, the collec-
tion of positions and velocities). More details on notation are provided in 
the Appendix. 
By using the formalism of geometrical classic mechanics (Bullo & 
Lewis, 2004), the system dynamics can be expressed as 
∇γ′ γ
′
+ ∇𝒱 = 0, (4)  
where γ : R→Xis a trajectory of the system, and γ′ (t) ∈ Tγ(t)Xits associ-
ated tangent vector field. The term ∇γ′ γ
′ serves as generalization of the 
acceleration on manifolds, with ∇⋅ ⋅  being the Levi-Civita connection 
related to ℐ p. The potential energy of (4)is 𝒱, and ∇ is the covariant 
gradient vector. Therefore ∇𝒱are the accelerations due to potential 
forces. The level sets of 𝒱are n − 1dimensional submanifold of X(see 
Fig. 23(c)). For the sake of conciseness we consider 𝒱to be positive 
definite. Therefore, it is assumed that the system has an equilibrium peq 
corresponding to the minimum of 𝒱. The total energy of (4)is 
ℰ(p, v) = 𝒦(p, v) + 𝒱(p), (5)  
with 𝒦(p, v)being the kinetic energy (see Appendix section for more 
details). All examples in Fig. 2 fall into the class of systems described by 
(4). Mechanical systems subject to nonholonomic constraints require 
more complex models, and will not be considered in this work. 
It is always possible to approximate the behavior of any nonlinear 
system modeled by (4) in a neighborhood of an equilibrium through a 
linear system expressed by (1). This is called the linearized system (see e. 
g. (José & Saletan, 2000, Section 4.2.1) or (Bullo & Lewis, 2004, Section 
6.2.1)). On a larger scale, we can consider an open set U⊂X, and two 
charts Φ and dΦp implementing the parametrization (p, v)→(x, ẋ). See 
Section .3and Fig. 23(a) and (b) for more details. This yields the usual 
coordinate expression of (4) 
M(x)ẍ + C(x, ẋ)ẋ +
∂V
∂x (x) = 0, (6)  
where M ∈ Rn×nis the positive defined inertia matrix, and C(x,
ẋ)ẋcollects Coriolis and centrifugal forces. Together they realize a co-
ordinate dependent version of ∇γ′ γ
′
, as ẍ+ M− 1(x)C(x, ẋ)ẋ. Similarly, 
M− 1∂V/∂x = ∇𝒱∘Φ− 1is the coordinate expression of the accelerations 
due to potential forces. The total energy of the system expressed in co-
ordinates is 
Fig. 2. Mechanical systems with two degrees of freedom. Panel (a) shows a linear system. The two masses evolve along strict parallel lines, and they are connected by 
linear springs. Panels (b) and (c) depict mechanical systems with constant inertia tensor, but subject to a nonlinear potential field. The masses are connected at the tip 
of two pendulums, they are immersed in a gravity field, and a linear spring connects them. Note that for appropriate choice of parameters (a) matches to local 
behavior of (b). A dissipative element acts between the two masses in panel (c). Panel (d) shows a double pendulum. The same two masses are now inertially coupled. 
The inertia tensor is configuration dependent. 
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ẋTM(x)ẋ + V(x). (7)  
Eq. (6) is globally equivalent to (4), and (7) to (5), if X ≃ Rn. In this case 
(Φ, dΦ) can always be taken as to be a bijection. 
3.1. Oscillations in weakly nonlinear systems 
The mechanical system (6) is said to be weekly nonlinear if its dy-
namics can be rearranged as 
Mẍ + Kx = ϕ(x, ẋ, ẍ, t), (8)  
where Mand K are some constant and positive defined matrices, and ϕ :
Rn × Rn × Rn × R→Rnis small and/or simple, in some sense that needs to 
be specified case by case. A lot of attention has been dedicated to this 
class of systems over the years, since they have been regarded as a bridge 
between (1) and (6). It has for example been observed that they can 
present quite complex behaviors as bifurcations (Hill, Neild, & Cam-
marano, 2016a), chaos (Holmes, 1986), self synchronizations (Pikov-
sky, Kurths, Rosenblum, & Kurths, 2003), non trivial energy flows 
(Gendelman, Manevitch, Vakakis, & M’closkey, 2001). 
The modes of the linearized system (discussed in Section 2) already 
give profound insights into the global behavior of weakly nonlinear 
Fig. 3. In phase modes of the linear sys-
tem (3), and the nonlinear system (19), 
shown by Fig. 2(a) and (b), respectively. 
The first system is the linearization of the 
latter, around the stable equilibrium. Both 
equal (m1 = m2) and different (m1 =
1.5m2) masses are considered. The 
energy-frequency plot is shown in the 
bottom left. The frequency of the linear 
system is constant. The frequencies of the 
nonlinear systems decrease with the en-
ergy increasing, and converges to 0 when 
the unstable equilibrium xi = ±π/2is 
reached. Examples of linear and nonlinear 
oscillations are shown for E = 5ml2, and 
frequency f = 0.05Hz.   
Fig. 4. Anti phase modes modes of the 
linear system (3), and the nonlinear sys-
tem (19), shown by Fig. 2(a) and (b), 
respectively. The first system is the line-
arization of the latter, around the stable 
equilibrium, when m1 = m2. Both equal 
(m1 = m2) and different (m1 = 1.5m2) 
masses are considered. The energy- 
frequency plot is shown in the bottom 
left. The frequency of the linear system is 
constant. The frequencies of the nonlinear 
systems decrease with the energy 
increasing, and converges to 0 when the 
unstable equilibrium is reached (which is 
now different from xi = ±π/2). Examples 
of linear and nonlinear oscillations are 
shown for E = 5ml2, and frequency f =
0.05Hz.   
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systems (Hill, Neild, Cammarano, & Wagg, 2016b). This is nonetheless 
not sufficient in general. As an alternative, perturbation methods can be 
used when the weak nonlinearity must be directly taken into account. 
The key idea here is to express ϕ and x as a polynomial expansion w.r.t. a 
small real parameter ϵ, which can or cannot have some physical 
meaning. Then one can proceed by iteratively truncating the poly-
nomials, solving the resulting problem, and substituting back the result. 
The method is detailed in Nayfeh (2008), and its use in control theory is 
surveyed by Kokotovic, Khali, and O’reilly (1999). 
We will not discuss further the weakly nonlinear case here for two 
reasons. First, there are already several texts discussing the topic in 
detail (see references above). Second, and most important, reason is that 
the nonlinear mechanical systems we are practically interested into are 
strongly non linear. 
3.2. Small oscillations in nonlinear mechanical systems 
As a first step towards the full-fledged nonlinear case, we look at the 
behavior of (6) close enough to an equilibrium (i.e. low energies, small 
oscillations). It seems quite reasonable to expect to find at least n os-
cillations also in the nonlinear case. Indeed, a nonlinear system can al-
ways be locally approximated with its linearized version, which in turn 
in the generic case has n distinct oscillations for each energy level (as 
discussed in Section 2). Note, however, that having the linear evolutions 
approximating the nonlinear ones is not sufficient to assure periodicity. 
As a counterexample, consider that for any ϵ > 0 we can always take an 
aperiodic function δx(t) such that ||δx(t)|| < ϵ for all t. Then, given a 
periodic trajectory of the linearized system x(t), one can always build an 
aperiodic evolution which is in a ϵ neighborhood of x(t) as x(t) + δx(t). 
Despite not being thus a trivial consequence of linearization, the 
local existence of n periodic oscillations for the system (6) has been 
proven true by Horn (1903) in 1903, and by Lyapunov (1907) in 1907. 
Both proofs are given in the case of non resonant linearized system (i.e. 
the periods of the normal modes do not have integer ratios), and under 
the assumption that the Hessian of the system’s energy is positive defi-
nite in the equilibrium (i.e. the energy is locally convex). The extension 
to the general case required more than sixty years, and it was finally 
provided by Weinstein (1973) in 1973, by relying on perturbation of 
periodic manifolds arguments. The result was further extended few 
years later to generic nonlinear systems in Moser (1976). 
3.3. Large oscillations in nonlinear mechanical systems 
Once n oscillations are established to exist for small amplitudes, the 
next natural step is to investigate if the same holds for higher energy 
levels. Intuition tells us that for continuity arguments this should be true 
under opportune regularity conditions. This is also backed up by some 
theoretical results, as for example early developments by (Poincaré, 
1899) connecting small perturbations of the energy level to small vari-
ations of the orbit. The basic ideas for proving the existence of at least 
one periodic motion under particular conditions were introduced by 
Birkhoff (1917). Nonetheless, answering to the question more generally 
proven to be a quite complex challenge as well. 
The main tools to address the existence and the number of different 
oscillations displayed by a nonlinear systems in mathematics and 
physics are differential geometry and algebraic topology as well as their 
application in Hamiltonian mechanics. The link between the dynamics 
of mechanical system and algebraic topology is given by the fact that the 
solutions of the conservative system (4) are geodesics in configuration 
space X,with respect to the Jacobi metric 
gp = 2(ℰ − 𝒱(p))ℐ p, (9)  
where ℐpis the inertia tensor. Therefore, all closed geodesics of gp on 
Xare periodic solutions of a mechanical system (4). A classical result, for 
example, states that, if ℰ > max(𝒱(p)),then for every two integers n and 
m, there exists at least one periodic motion of the double pendulum from 
Fig. 2(d) making n rotations around the first joint and m rotations 
around the second joint. Such a trajectory is visualized in Fig. 7. The 
proof is based on the concept of equivalence classes of curves on man-
ifolds (e.g. homology classes) and on the fact that within each such 
equivalence class the length of curves can be contracted until they 
become a geodesic (Arnold, 1989). The procedure leads to at least one 
geodesic in each equivalence class. 
The periodic oscillations we are interested in as generalizations of 
single linear modes exhibit, however, some fundamental differences to 
the above periodic trajectories, which are closed curves. The modal 
oscillation, in contrast, have the topology of a line segment in configu-
ration space. The segment is travelled back and forth during the oscil-
lation, implying that the two ends of the segment are rest points. At these 
points velocity, and thus kinetic energy, are zero and therefore the 
Jacobi metric becomes singular. These kind of periodic oscillations are 
often called “breaking trajectories”. Their treatment was first introduced 
by Seifert (1948). There, the existence of at least one closed orbit is 
proven for Hamiltonian systems with quadratic kinetic energy and po-
tential V with level sets Ehomeomorphic to a n − 1sphere (see Fig. 23 
(c)). The trajectory is such that it begins and ends on the boundary of the 
maximum equipotential surface. The solution has been improved over 
the years to more general Hamiltonians. For example Rabinowitz (1977) 
proves the same thesis, under the milder hypothesis that the level sets of 
the energy are radially homeomorphic to a 2n − 1sphere. 
The original work by Seifert (1948) also introduced as a conjecture 
that - under the same set of hypotheses – the number of oscillations 
should actually be n for any energy level. The interest in this conjecture 
was revitalized in more recent times, see (Ekeland & Hofer, 1987; Gluck 
& Wolfgang, 1983). In the authors’ best knowledge, as of today there is 
no general proof of this conjecture, this being still today a topic of active 
research, with increasingly general results (Giambó, Giannoni, & Pic-
cione, 2020). 
Yet, several weaker versions of the conjecture have been introduced 
and proven. in Gluck and Wolfgang (1983), the existence of n breaking 
trajectories is proven under certain non-resonance conditions. The paper 
Fig. 5. Modal oscillations of the linear two mass system (see Fig. 2(a)), for m1 > m2. Panels (a–e) show half a period of an oscillation for the in phase mode. Panels 
(f–j) show half a period for the anti phase mode. The second part of the oscillations repeats backwards and it is therefore not shown. 
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gives also a well readable overview on the earlier work. In the case of 
convex energy functions, Ekeland and Hofer (1987) proves that the 
number of oscillations for each energy level is always greater than one, 
as soon as n > 1. Note that an energy shell 
⋃
E<EE(E)is always a convex 
set for convex energy functions (see Fig. 23(c)). The same result has been 
proven for star shaped energy surfaces under some non-degeneracy 
conditions (Hu & Long, 2002), and in a more general setting but with 
n = 4in Cristofaro-Gardiner, Hutchings et al. (2016). The conjecture is 
proven for n = 3in Wang, Hu, Long et al. (2007). The tightest lower 
bound for the general case of compact convex energy level is provided 





+ 1. The existence of 
nindependent closed orbits has been proven for energy surfaces sym-
metric w.r.t. the origin Liu, Long, and Zhu (2002). Particularly relevant 
is the so-called pinched case introduced in Ekeland and Lasry (1980). 
Here, the conjecture is proven under the hypothesis that each energy 





radius of the smaller. Giambó et al. (2020) newly claimed the proof of a 
quite general case. 
These results also suggest that in nonlinear systems, the number of 
oscillations can change with the energy level, and some of them can 
appear or disappear when energy increases. This can be observed in 
simulations and proven analytically for specific examples (we provide 
an example of this behavior in Section 8). 
Also, it should be noted that nonlinear systems have a quite rich 
frequency palette when compared to linear systems. Rather than being 
constrained to n possible periods of oscillations (and their multiples), 
nonlinear mechanical system satisfying mild conditions on their energy 
function can be proven to have at least one orbit corresponding to all 
possible periods of oscillations (Benci, 1984; Rabinowitz, 1977). 
Another last point is worth to be made here; in the practice of 
nonlinear mechanical systems with non constant inertia tensor, a very 
high number of periodic orbits exist for any given energy level. See for 
example bifurcation of limit cycles in Hamiltonian systems and Hilbert’s 
sixteenth problem (Li, 2003, Section 2.5). This number can even grow to 
infinity, as noted in Ekeland and Hofer (1987). This can be intuitively 
explained by the dependency on configuration of the frequency of 
oscillation in nonlinear systems. This results in self-resonances that tend 
to increase in number with the energy. An example is shown by Fig. 6. 
However, most of these oscillations will have a quite convoluted 
evolution, as also shown by the same figure. From a theoretical 
perspective this can be explained by considering that already in the two 
sphere S2, the number of closed geodesics of maximum fixed length 
increases with the length at least as the prime numbers (Hingston, 
1993). The results that we will discuss in the following aim at charac-
terizing and collecting nonlinear oscillations which are regular enough, 
therefore investigating the intermediate parts of the spectrum in Fig. 1. 
See as example oscillation trajectories from Fig. 6 (e) and (p). 
4. Rosenberg’s nonlinear normal modes 
The analyses discussed above lack of a fundamental ingredient of 
modal theory: grouping oscillations into similarity classes across energy 
levels. Closed orbits are indeed often studied as independent objects, 
and rarely connections are established explicitly between them. This 
classification is instead implicitly achieved in the linear case through the 
geometrical concept of eigenspaces ESi (see Section 2). The first attempt 
to get back to this unifying view has been the concept of similar modes, 
that we discuss in the next subsection together with their generalization: 
the strict modes. 
Fig. 6. Some examples of oscillations of a double pendulum with parallel elastic elements (see Fig. 2(d)). All evolutions are part of the same energy surface (2.5J), i.e. 
the initial conditions are part of 𝒱(p) = 2.5J. The trajectories shown here are just few examples taken from the more than 40 periodic evolutions we could identify. 
Similar abundance of periodic orbits can be observed across energy levels, and for vast ranges of perturbations of the system parameters. 
Fig. 7. Closed geodesics in configuration space with respect to the Jacobi 
metric of a mechanical system are closed periodic solutions of the system. 
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4.1. Similar and strict modes 
Similar modes have been introduced by Rosenberg (1960), for 
nonlinear mechanical systems with Euclidean metric, i.e. with a con-
stant inertia tensor. Therefore, X ≃ Rn, and the state is directly (x, ẋ). 




ẋTMẋ + V(x). (10)  
This yields the following dynamics 
Mẍ +
∂V(x)
∂x = 0, (11)  
with the inertia matrix M ∈ Rn×nbeing constant, positive definite, and 
diagonal, the latter without loss of generality. As in (6), the function 
V : Rn→Ris the system potential. It is considehere to be smooth, and 
convex. Eq. (11) models any finite set of discrete masses, coupled by 
means of possibly nonlinear potential fields. Examples are shown in 
Fig. 2(a) and (b). 
Definition 2. (Similar modes) In analogy with standard linear modes, 
a periodic solution x(t) of (11) is said to be a similar mode if it verifies 
x(t) = c x1(t), (12)  
for some c ∈ Rn. These evolutions have a powerful property, making 
the subspace generated by c a proper generalization of eigenspaces: if 
(12) is verified by some x(t), then it is verified by all the evolutions 
starting from an initial condition in Span{(c, 0), (0, c)}. Therefore, c 
characterizes not just a single oscillation, but a whole family of them. 
The same is true in the linear case, where c is the corresponding 
eigenvector of M− 12KM− 12scaled such that its first component is 1. When 
trying to evaluate c for a nonlinear system, direct substitution in (11), 
and solution by inspection is typically the way to go. However, as it will 
appear clear soon, similar modes are the result of very particular sym-
metries of V(x). 
To better grasp the properties of similar modes, it is convenient 
examining first a more general case. Consider system (6), and the 
nonlinear generalization of (12) 
x = X(x1), (13)  
where X : R→Rn. Again x1is taken without loss of generality. This 
function allows to bend the straight eigenspace that we encounter in 
linear systems, transforming it into the following one-dimensional 
manifold in configuration space 
S = {x ∈ Rn | x=X(x1)}. (14)  
According to the implicit function theorem this is a one dimensional sub- 
manifold of X. Note indeed that the first element of Xis the identity 
function, and therefore (13) effectively constraints n − 1degrees of 
freedom. In the following, we consider Sto be connected. Note also that, 
since x1 can be seen as a single parameter covering all Sthrough the 
chart X, the manifold Smust have the topology of a line. This excludes 
the other class of one dimensional manifolds, the ones homeomorphic to 
a circle S1. Such a topology requires two charts to be completely 
covered, as shown in Fig. 21. This bending action effectively moves us a 
step to the right w.r.t. the linear (or similar) case in Fig. 1. Based on these 
considerations we can introduce the following concept, extending defi-
nition 2. 
Definition 3. (Strict modes) Consider the case in which all 
x(0) ∈ Sand ẋ(0) ∈ Tx(0)Sare associated to an evolution x(t) which is 
part of Sfor all t > 0. In this case we say that x(t) is a strict mode. 
This definition also implies that the associated tangent bundle TS =
⋃
x∈S{x}× TxSis a two dimensional invariant manifold of the system. 
One can now ask under which circumstances the conditions of 
Definition 3 are satisfied for some X. This question has been recently 
addressed by Albu-Schaeffer et al. (2019) (which actually tackles it in 
the general coordinate free setting). There, it is proven that the neces-
sary and sufficient condition for this to happen is that the following two 
are simultaneously verified  
















The first condition is equivalent to asking that (13) identifies a 
geodesic of Xunder the inertia tensor metrics. The second condition 
means that the accelerations due to the potential forces are tangent to X. 
Therefore, the inertia terms prescribe a library of possible candidates for 
X, which can then be either confirmed or discarded by the potential 
field. 
Strict modes admit a natural extension to the dissipative case, as 
discussed in Calzolari, Della Santina, and Albu-Schäffer (2021). There, 
the condition of simultaneous diagonalization (introduced for linear 
systems in Section 2.2) is generalized by asking that dissipative action is 
always tangent to the potential force field. 
System (11) has a constant inertia tensor (i.e. Euclidean metrics), 
which implies that the geodesics are all and only the straight lines. 
Therefore, the only X(x1) admitted in this case are the linear ones, i.e. 
similar modes are the only strict modes that can be observed in a system 
with constant inertia tensor. Vice versa, similar modes can appear in the 
general case (6), as discussed in Lakatos et al. (2017). Furthermore, 
condition (ii) gives an easy way to check whether a similar mode exists 
for (11). It is indeed sufficient to look for straight lines (geodesics of M in 
X) along which the potential accelerations are aligned. An example will 
be provided in the next subsection. 
Once the existence of a strict or similar mode is proven, one would 
like to extract a characterization of the behavior in time of the associated 
normal modes. This is unfortunately not possible to the extent we can get 
in the linear case, i.e. as analytic evolution of x1(t). However, we can 
write a one-dimensional dynamics which can later be integrated 











ẍ1. (15)  
These expression, are now substituted into (6). Some algebraic manip-
ulations (including the pre-multiplication for ∂TX/∂x1) yield the one- 





































where the argument of X is not shown for the sake of space. This can be 
strongly simplified in the similar case - i.e. when dealing with (11) and 







= 0, (17)  
where M1,1 is the element (1,1) of M. 
Finally, note that (ii) is a rather strict condition, which cannot be 
expected to be fulfilled by arbitrary systems. It provides, however, 
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means to systematically design mechanical systems displaying strict 
modes. To cover the vast range of regular periodic behaviours encoun-
tered in the multi-body systems, not corresponding to strict modes, it is 
necessary to introduce a further generalization based on a relaxed set of 
conditions. 
4.2. Example: two pendulums system 
Consider the mechanical system depicted in Fig. 2(b). It is comprised 
of two pendulums, subjects to standard gravitational acceleration g, and 
connected with a linear spring with stiffness k. We consider them having 
same mass m and same length l. The state of the mechanical system is (x1,
x2, ẋ1, ẋ2). The total energy is 
E
(












V(x1, x2) = kl2(1 − cos(x1 − x2)) + mgl(2 − cos(x1) − cos(x1)).
(18)  
























, (19)  
where we divided by ml2 to get a more compact form. Note that the 
linearized system at the equilibrium state (0,0,0,0) is (3). 
Fig. 8 (a) and (b) depict the potential acceleration field −
M− 1(x)V(x), for two choices of the system parameters. Applying condi-
tion (ii) of previous subsection (in this case the geodesics are strict lines), 
it appears clear that two similar modes exist. Confirming the prediction 
of the linearized system (see Section 2.1), one mode represents an in- 
phase oscillation, i.e. c = (1,1), and the other an anti-phase motion, i. 
e. c = (1, − 1). This can be verified by substituting x2 = ±x1into (19), 
and checking that the two equations become the same. The result is 















Fig. 3 shows two energy-frequency characteristics of the in-phase mode, 
together with two examples of modal oscillations. The first one has 
energy equal to 5J, and its shape may recall the one of a simple cosine. 
However, its nonlinear nature is betrayed by the comparison with the 
oscillation of the linearized system, which is of higher frequency and 
lower amplitude. Note that such a change of frequency is a purely 
nonlinear behavior. The shape of the time evolution becomes clearly 
nonlinear for energies close to the maximum, approximating a rectangle 
wave. This is shown by the second example, in the right part of the same 
picture. The period of the wave gets longer and longer, until it gets to 
infinity (frequency equal to 0) - which condition corresponds to the 
unstable equilibrium of the pendulum. Fig. 3 reports similar results for 
the anti-phase mode. Fig. 9 depicts prototypical motions of the two 
pendulums, for both modes. 
4.3. General Rosenberg’s definition 
The concept of modes of oscillation as an invariant set collecting 
trajectories of the same type is lost in the more general definition of 
Rosenberg’s modes, which focus on a single oscillation. Indeed, Rosen-
berg defines in Rosenberg (1966) a nonlinear normal mode as an oscil-
lation in unison of all masses, such that they all reach their peak and pass 
through the equilibrium configuration simultaneously. More specif-
ically, the following definition holds. 
Definition 4. (Rosenberg mode) A solution x̂(t)of (11) is said to be a 
nonlinear normal mode in the Rosenberg sense if  
i) x̂(t)is periodic,  
ii) a t* exists such that x̂(t∗) = xeq,
iii) a X : R→Rnexists such that (13) is verified for x̂,
iv) X is monotonic. 
It is worth underlying that the strong difference between this defi-
nition and what we discussed in Section 4.1 lies in (iii). Whereas for 
similar and strict modes the existence of a single X was required for a 
continuous set of trajectories, here it is required to exist only for a single 
trajectory, and the focus is on a single energy level. Therefore, X does not 
identify the generalization of a whole eigenspace. On the contrary, it 
characterizes the geometry of a single, isolated modal evolution. 
With the goal of evaluating X(x1), we differentiate (13) two times. 
The result is as in (15). Then, we use the closed form of the accelerations 


















Fig. 8. Potential acceleration field M− 1∂V/∂xof the two coupled pendulums. Panels (a,b) show the case m1 = m2, for two choices of physical parameters. The field is 
always aligned along the two bisectors x1 = x2and x1 = − x2. This suggests the presence of two similar modes, one in-phase and the other in anti-phase. Panel (c) 
report the different mass case m1 = 1.5m2. This change of mass distribution breaks the symmetry which produced the similar anti-phase mode - that becomes a 
standard Rosenberg modes (not shown in the picture). The in-phase mode is instead conserved. 
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We now need to remove the explicit dependency on ẋ1, since we aim at 
an X which is only configuration dependent. To this end, we exploit the 
fact that (11) is not subject to any dissipative force, i.e. the energy is 
constant along the evolutions. We call Ethe constant energy level asso-












. (22)  


























= 0. (23)  
The real solutions of this set of nonlinear partial differential equations 
characterize geometrically all the possible Rosenberg modes of (11), for 
the energy level E. 
As an alternative to solving (23) we can rely on continuation algo-
rithms (Kvalheim & Bloch, 2019; Peeters, Viguié, Sérandour, Kerschen, 
& Golinval, 2009). The idea here is to proceed by direct integration of 
the dynamics, and optimize the initial condition for periodicity. The 
intersections of the eigenspaces of the linearized system with the energy 
level Eare often used as starting point for these numerical methods. We 
will presentation an example of a continuation algorithm in Section 8. 
4.4. Extended Rosenberg modes 
Consider as a practically meaningful choice of x the positions of the 
oscillating masses measured from a fixed inertial frame. Expressed in 
these coordinates, Condition (iv) of Rosenberg modes asks that there is 
no time at which some of the masses reach their peak displacements, 
while others are still moving. 
This excludes some oscillatory behaviors that we may want to 
consider in practice. For example, it is not possible for a mass to oscillate 
at twice the frequency of another mass. This condition is therefore often 
dropped in the practice, as discussed in (Kerschen et al., 2009, Sec 2.1). 
To stress the distinction between the two cases, we refer to these modes 
as Extended Rosenberg modes. As shown in Fig. 1, they represent 
another qualitative step in the direction of generic oscillations, moving 
farther away from the high regularity level of linear eigenmodes. 
4.5. Rosenberg’s manifold 
Eq. (23) is clearly energy dependent, therefore we can expect to find 
different parametrizations of modal geometries for different energy 
levels. More specifically, the dependency on Eis smooth, and conse-
quently we can expect the solutions X to change with a certain degree of 
continuity with respect to E. Although overlooked or not clearly stated in 
the existing literature – this simple consideration allows to bring back 
the unifying view discussed above for strict modes, by explicitly col-
lecting together related modes across energy levels. We refer to this 






Note that this is not the same function as in (13) since here the energy is 
explicit as part of the domain. We are nonetheless using the same symbol 
for the sake of simplicity of notation. Such a parametrization can be 
attained as solution of (23), with the only formal difference that Eis now 
not just some fixed parameter but a variable itself. 
We therefore propose to define an (extended) Rosenberg’s manifold 
as a further geometrical generalization of the linear eigenspace, in the 
fashion of (14), as follows 
{
(x, ẋ) ∈ R2n | x=X(x1,E(x, ẋ))
}
. (25)  
This is by construction an invariant sub-manifold of the state space 
TX ≃ R2n. Note that a generic union of manifolds is not a manifold. 
Nonetheless, (25)defines a manifold thanks to the continuity of γ(p, v)(t) 
with respect all three arguments p, v, t, and also thanks to the uniqueness 
of the solution of the Cauchy problem - i.e. trajectories never intersect in 
the state space. Also, its dimension is 2, since it is built by merging a 
continuous set of one dimensional manifolds, parametrized with the one 
dimensional variable E. 
4.6. Example: two pendulums system with different masses 
Consider now the two-pendulums system discussed in Section 4.2, 
when the two masses are not both equal to m but instead m1 = (1 + δ)m,
and m2 = m,with δ > − 1and m > 0. 
It is immediate to see that the in-phase similar mode (i.e. x1 = x2) is 
maintained, for example by inspecting Fig. 8(c). This is a direct reflec-
tion of the well know isochronism of the pendulum. 
In contrast, the anti-phase mode is perturbed, becoming a non-strict 
Rosenberg’s mode. With the aim of characterizing its behavior, we 
Fig. 9. Modal oscillations of the two pendulums system (see Fig. 2(b)), for m1 = m2. Panels (a–e) show half a period of an oscillation for the in phase mode. The two 
pendulums are here super-imposed, so only the first one is visible. Panels (f–j) show half a period for the anti phase mode. The second part of the oscillations repeats 
backwards and it is therefore not shown. 
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(X) = 0. (26)  
In the remaining part of the section we refer to left side of this equation 
as to F(X,x1,E). 
Unfortunately, solving analytically (26) – and more generally (23) – 
is a virtually impossible task. As alternative, we can relax (23) in the 
Galerikin sense (Renson, Kerschen, & Cochelin, 2016), by considering 
an approximation for (24) in a finite dimensional sub-space of the so-

















, (27)  
where ci ∈ Rnare energy dependent gains, which generalize c in (12). So, 
this choice serves also as a direct extension to the similar case. Note that 
no constant term is present in X, since otherwise condition (ii) of Defi-
nition 4 could not be fulfilled. We can then perform a Taylor approxi-
mation of (23), to get a polynomial equation. The locally minimal error 
solution can the be found by selecting the ci nullifying as many low order 
coefficients as possible of the resulting polynomial. 


















x31, (28)  
where ci are scalar-valued functions. This function is then plugged into 
(26), and coefficients of a Taylor expansions around x1 = 0are 
sequentially evaluated and imposed to be null. Although a solution can 
be computationally found for generic values of system parameters, we 
prefer to substitute here the values k/m = 1,g/l = 2,δ = 1 /2,to show at 
least partially the derivations. The offset is F(X̃(0),0,E) = 4Ec2,which is 





















which we can nullify by taking c3 as function of c1. Interestingly, the 
quadratic term is already null thanks to the choice of c2 that we already 
made. Finally, the coefficient c1 can be evaluated as a solution of ∂2F/
∂x31 = 0. This expression is too long to be displayed. This provides two 
real solutions. The first one is c1 = 1,which in turns implies c3 = 0. This 
is the similar in-phase mode which we already predicted, and its char-
acteristics are summarized by Fig. 3. 
A second solution is also present, and it represents the anti-phase 
nonlinear mode. Unfortunately, also this solution is too long to be dis-
played. We instead resort to plotting the corresponding behavior. Fig. 10 
(a) depicts five examples of anti-phase nonlinear modes, associated to 
different energy levels. Both simulation results, and values predicted by 
the third order approximation are shown. With the increase in energy 
the oscillations of the lighter pendulum tend to decrease, approaching in 
amplitude the ones of the heavier weight. 
We also report the energy-frequency characteristics of the mode in 
Fig. 4, together with two examples of modal oscillations. The frequency 
of oscillation follows a similar trend as for the similar case, shown in the 
same picture. One of the two examples is for E = 5J. In this case X̃(x1,5)
≃ 0.019x31 − 1.3x1. Finally, the Rosenberg’s manifold is reported in 
Fig. 10(b) and (c), through two projections. 
5. Shaw-Pierre’s nonlinear normal modes 
The focus of this paper is on conservative systems. Nonetheless, we 
take here a brief detour to the variable-energy case to discuss Shaw- 
Pierre nonlinear normal modes (see Fig. 1). We decided to discuss 
them in this paper for two reasons. First, they are a so popular concept in 
nonlinear modal theory, that they cannot miss in a survey on the topic. 
Second, the idea of applying a geometric view to the problem was 
originated by this sub-field of modal theory - as we will clarify later in 
this section. 
5.1. Definition 
Consider the dissipative systems with Euclidean metrics 
Mẍ +
∂V
∂x = − D(x)ẋ, (30)  
where D : Rn→Rn×nis a (semi-)positive definite matrix valued function, 
modelling the mechanism damping. As a result of damping actions, the 
energy of the system is no more constant, but decreases with time 
Fig. 10. Non-similar Rosenberg mode of the to two pendulums system with m1 = 1.5m2. This is the extension of the linear anti-phase mode. With the increase of 
m1the similar mode (x1 = − x2) bends into a more general Rosenberg mode. Panel (a) shows five instances of the mode, for various energy levels. Values predicted 
by (28)are also shown. The associated Rosenberg’s manifold is shown in panels (b,c). Since the state space is of dimension four, we look at the sub-manifold through 
two projections: in Panel (a) to (x1, ẋ1, x2), in Panel (b) to (x1, ẋ1, ẋ2). The same five modal evolutions are also shown, together with the equilibrium. 
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Ė = − ẋTD(x)ẋ ≤ 0. (31)  
Any mechanical system that can be modelled through (10) falls into this 
class when any form of smooth dissipation is added. Fig. 2(c) shows an 
example of such a system. Note that the inertia tensor is here still con-
stant. in Shaw and Pierre (1993), Shaw and Pierre proposed an extension 
of linear modes to this class of dissipative systems, as follows 
Definition 5. (Shaw-Pierre mode) A two dimensional sub-manifold of 
the state space is a Shaw-Pierre modal manifold of (30) if  
i) it is invariant,  
ii) it is tangent to an eigenspace ES of the linearized system at the 
equilibrium. 
Any evolution x(t) contained in the modal manifold is said to be a 
nonlinear normal mode in the Shaw-Pierre sense. 
These are characteristics which are implicit in the definition of 
Rosenberg manifold (see Section 4.5). A nonlinear mode is any evolution 
of the system contained in this invariant manifold. 
As a direct extension of linear eigenspaces (see Section 2.2), Shaw- 
Pierre modes can be effectively used for model reduction of high 
dimensional systems (Shaw & Pierre, 1994). 
Although this does not strictly appear as part of the of the definition, 
later in the text the authors ask that two functions X, Ẋ : R2→R2exist 









, (32)  
where, as in (13) and (24), x1 and ẋ1are taken without loss of generality. 
In turn, (32) allows to define the Shaw Pierre manifold in analogy to the 
strict and Rosenberg’s ones - Eqs. (14) and (25) respectively - as follows 
{










. (33)  
Again, this is a two dimensional submanifold of TX ≃ R2ndue to the 
implicit function theorem. 
It is important to stress that although our treatise of the topic aims at 
proposing an unifying view trough a geometric formalism, the use of 
manifolds to describe modes was first established by the efforts of Shaw 
and Pierre (1993), who in turn took inspiration from central manifold 
theory (Guckenheimer & Holmes, 2013, Section 3.2). 
5.2. Indeterminateness of the definition and its resolution 
Given a Shaw-Pierre manifold, we can build possibly infinite many 
others. This can be done by deforming with continuity the original 
manifold everywhere outside a neighborhood of the equilibrium, and in 
such a way that condition (i) is fulfilled. This makes this concept well 
defined only locally. Similar issues with Shaw-Pierre definition have 
been pointed out in recent years by multiple authors, see for example 
(Haller & Ponsioen, 2016; Neild, Champneys, Wagg, Hill, & Cammar-
ano, 2015). 
These considerations are however largely overlooked, since the 
original paper (Shaw & Pierre, 1993) already introduces a way of 
implicitly solving this redundancy. This is done by specifying a method 
to approximate X,Ẋas the fix order polynomial functions that are closest 
to verifying conditions (i) and (ii). In this way a single manifold is un-
equivocally selected among all the possible candidates. 
This strategy works well in the practice, allowing to study continu-
ations of linear modes in a neighborhood of the equilibrium. On the 
downside, it induces the insidious weak point that different ways of 
evaluating Shaw-Pierre manifolds de facto introduce different defini-
tions of the concept (Cirillo, Mauroy, Renson, Kerschen, & Sepulchre, 
2016; Pesheck, Pierre, & Shaw, 2002). 
5.3. Forced oscillations 
An interesting feature of Shaw-Pierre analysis is the ability of natu-
rally taking into account forced systems. The key idea here is to add an 
exogenous system that keeps track of the passage of time 
τ̇ = ωF, Mẍ +
∂V
∂x = − Dẋ + F(τ), (34)  
where τ ∈ Ris a scaled time variable, ωF ∈ Ris the frequency of oscilla-
tion, and F : R→Rndefines the pattern of oscillation. In this context, the 
dimension of the modal manifold is typically increased to three, and τ is 
added along x1 and ẋ1as a parameter - i.e. the manifold structure is 
effectively time variant. Sinusoidal excitations are considered in Jiang, 
Pierre, and Shaw (2005), while the general case is tackled in Gabale and 
Sinha (2011). 
Of note, we should also underline that this is not the only strategy to 
study nonlinear modes in dissipative and forced systems. A common 
alternative is looking at the modes of the underlying conservative 
autonomous system, which can be shown to define the resonance peak 
backbone of the non conservative case (Hill et al., 2016a; Hong, Hill, & 
Neild, 2019). 
6. Other definitions 
Rosenberg’s and Shaw-Pierre’s definitions are by far the two most 
successful and accepted extensions of modes to the nonlinear case. 
However, other definitions exist, being deeply interesting in their own 
regards. We present in the following a selection of them, without any 
claim of exhaustiveness. 
6.1. Spectral manifolds 
Spectral manifolds (Haller & Ponsioen, 2016) are defined as the 
smoothest invariant manifold tangent to a spectral subbundle along an 
evolution composed of finitely many frequencies - which is called 
nonlinear normal mode in this context. Therefore, rather than a 
collection of modes, the spectral manifold is a way of describing a low 
dimensional section of the basin of attraction of a single regular evolu-
tion. Also note that the nonlinear mode so defined is a weaker concept 
than the general oscillation in Fig. 1. In case an equilibrium is considered 
as reference evolution, the associated spectral subbundle is an eigen-
space of the linearized system. In this case, the spectral manifold defines 
a way of resolving the indeterminateness discussed in Section 5.2, by 
selecting the smoothest Shaw Pierre invariant manifold. 
Spectral manifolds for non-conservative mechanical systems with 
constant inertia tensors are studied in Haller and Ponsioen (2016), and 
conditions for existence and uniqueness are provided. An example of 
application to a two degrees of freedom system with variable inertia is 
provided in Szalai, Ehrhardt, and Haller (2017). 
6.2. Koopman operator 
Linear modes can be extended in a way that maintains the super-
position effect, by means of the Koopman operator. Consider the Hilbert 
space of all the possible measures that can be taken from a nonlinear 
dynamical system (i.e. all the possible functions of the state). In his 1931 
paper (Koopman, 1931), Koopman proved that the original nonlinear 
dynamics always becomes linear - although infinite dimensional - when 
expressed in this functional space. The operator describing the update 
function of this linear dynamics is called Koopman operator. 
The key idea now is to compute the eigenspaces of the linear system 
by spectral analysis of the Koopman operator - and possibly map them 
back to the original space (Mezić, 2005). In this way the invariance is 
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inherited by the invariance of the eigenspace. Additionally, the standard 
sum in the infinite dimensional space induces a way of combining modal 
evolutions so to recover modal superimposition. 
However, the sets so constructed do not necessarily capture any 
salient regularity of the original system (for example the evolutions are 
not periodic). Moreover, they are infinite in number, ending up covering 
the large part of the configuration space. The latter issue is addressed by 
considering finite dimensional and possibly data-driven approximations 
of the linear system (Williams, Kevrekidis, & Rowley, 2015). 
Another interesting use of the Koopman operator in modal theory has 
been proposed by Cirillo et al. (2016). There, authors prove that a 
Shaw-Pierre manifold can always be selected as the zero level set of 
select eigenfunctions of the operator. 
6.3. Nonlinear eigenvectors 
The control community has produced over the years several exten-
sions of Eigenvalues and Eigenvectors to the nonlinear case. These are 
not explicitly related to the concept of modes, but still they are worth 
mentioning in this context due to the discussed connection between 
modes and spectral decomposition in linear systems. All these tech-
niques are also not explicitly developed for mechanical system, but for 
generic nonlinear and smooth systems instead. in Padoan and Astolfi 
(2019), f − − reducing manifolds are introduced as an extension to the 
nonlinear domain of A − − reducing pairs. The latter in turn are a 
slightly more general concept than eigenspaces. Eigenvalues are then 
defined as specific vector fields on the f − − reducing manifold. These 
mathematical objects are then used to perform model reduction. in 
Halás and Moog (2013), an alternative definition of eigenvalues and 
eigenvectors is introduced, as the solution of a differential eigenvalue 
problem 
A(x, ẋ)e(x, ẋ) = ė(x, ẋ) + λ(x, ẋ)e(x, ẋ), (35)  
with A being the Jacobian of the dynamical system, and e and λ being the 
eigenvector and the eigenvalue respectively. in Kawano and Ohtsuka 
(2015) diagonalizability of a nonlinear system is defined as the possi-
bility of transforming the system into n one-dimensional subsystems. 
Then, necessary and sufficient conditions for diagonalizability are given 
in terms of the Einvectors as defined above. This result is combined with 
contraction analysis in Kawano and Ohtsuka (2017). 
7. Nonlinear modes of a multi-body system 
The aim of this section is making a further step towards generality of 
the notion, by establishing a new concept of nonlinear modes for me-
chanical systems with non constant inertia tensor. In analogy to what we 
discussed in Sections 4 and 5 for narrower classes of mechanical systems, 
our goal here is identifying a description of periodic trajectories that are 
the continuation of the linearized modes. We want them to be general 
but also specific enough to expect to find n modes for a system with n 
degrees of freedom as for the linear case, and corresponding to the 
Seifert conjecture discuss in Section 3. 
Reaching this goal implies taking two steps: (i) assessing which parts 
of Rosenberg mode definitions can and cannot be directly retained in 
this context; (ii) introducing a definition of modes which can be applied 
to (4). 
7.1. The need for relaxing Rosenberg’s mode definitions 
Consider Rosenberg modes as detailed in Definition 4, Sections 4.3 
and 4.4. Ideally, we would like to maintain as many conditions as 
possible from it, to characterize the most regular evolutions of the sys-
tem (4). 
As we already discussed in Section 3, we can expect to have many 
closed orbits under mild assumptions on the potential field 𝒱. Some of 
them will have a segment topology in configurations space, others a 
S1topology, and other will self intersect. Fig. 6 shows some of the many 
periodic trajectories that we can find already in a double pendulum, for 
a fixed energy level. So solely periodicity as a requirement seems not to 
restrict enough the trajectories we are searching for. 
The same analysis suggests that we can find trajectories that can be 
parametrized with a single variable - i.e. line-shaped and not self 
intersecting (see Fig. 6 (e,p)). We will therefore keep conditions (i) and 
(iii) of Definition 4 in place. Our investigations performed in simula-
tions, suggest that at least 2 of these evolutions always exist for system 
evolving in a configuration space Xof dimension 2. The same seems to 
appear for n = 3, as we discuss in Della Santina and Albu-Schäffer 
(2020). However, providing a formal existence result is not a trivial 
matter, and it will require thoughtful analysis in future work. 
We must, however, drop condition (ii). This is because oscillations in 
non Euclidean systems only rarely pass through the equilibrium. This 
can be clearly understood by looking at the problem represented in 
coordinates. The instantaneous acceleration of system (11) is always 
zero when passing through an equilibrium. This is not the case for sys-
tem (6), where Coriolis and centrifugal forces introduce a dependency 
on ẋwhich in general does not vanish when x = xeqand ẋ ∕= 0- even if 
examples can still be identified where this happens due to particular 
symmetries in the metric tensor. We can therefore expect the configu-
ration with peak velocity to move far away from the equilibrium 
configuration with the increase of energy - towards close regions in 
Xwhere the potential field is locally aligned with the instantaneous ac-
celeration due to inertia terms. Therefore, leaving condition (ii) in place 
would mean excluding the vast majority of periodic behaviors that (4) 
can produce. Instead, we will introduce in the next sections a weaker 
form of connection to the equilibrium through geometric arguments. 
Finally, we already motivated the relaxation of condition (iv) of Defi-
nition 4 in Section 4.4. For the same reasons, we will not consider this 
property here neither. 
We are therefore moving a step further towards the right side of the 
spectrum laid down in Fig. 1. 
7.2. Generator 
As we already observed in Sections 4.5 and 5.1, while moving from 
the linear to the nonlinear realm, the eigenspace (2-dimensional sub-
space of TX ≃ R2n) bends into a sub-manifold of the tangent bundle. 
Here we lay down the ground for providing a coordinate independent 
definition of the modal manifold, working in the general Riemann 
metric case. We do that by introducing an intermediate geometrical 
concept that will later be used for both theoretical definition and com-
putations: the generator R. Fig. 11(a) shows an example of a generator, 
with main ingredients highlighted. See Fig. 23and appendix section for 
more details on the notation. In particular, the operator G evaluates the 
forwards and backwards evolution of system (4), and ∂Ris the boundary 
of R. 
Definition 6. (Generator) Consider a 1-dimensional connected sub-
manifold R⊆TX. We call it a generator for Mif  
i) M = G(R)is a 2-dimensional (invariant) manifold,  
ii) ∀(p,v) ∈ R, then v = 0,
iii) (peq, 0) ∈ ∂Rexists such that {(peq, 0)} is invariant - i.e. it is an 
equilibrium; no other point in Rfulfills the same condition. 
If a 2 − − dimensional manifold Madmits a generator R,then it can 
be seen as a collection of evolutions of increasing energy starting from a 
local minimum (see Fig. 11(a)). Then, according to this definition, 
Rcollects one of the resting points of each trajectory in M. More 
formally, the manifold has a fiber bundle structure, with Rbeing the 
base space, and the trajectories being the fibers. In case the trajectories 
are oscillations (breaking trajectories), there are two resting points from 
which we can equivalently pick. It is worth stressing once more that not 
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all the collections of one dimensional manifolds are manifolds them-
selves, and that this is the case here thanks to the continuity of γ(p,0)(t) 
with respect to all the arguments, and to the uniqueness of the solutions 
of the Cauchy problem. 
The one dimensional manifold Rhas the role of a collector of labels 
for these trajectories. In turn, these labels can be expressed as a value in 
Rby finding a global chart for the generator. The energy is a good 
candidate for this role, defined as 
ℰ∘ΣR : R→R, (36)  
where ℰis the energy function defined in TX, and ΣRis the natural 
embedding of Rin TX. Note indeed that ℰ∘ΣRextracts the potential en-
ergy (p, 0)↦→𝒱(p), which is monotonic if we consider the ordering of 
Rinduced by the metric tensor in X. Indeed, a critical point would be a 
second equilibrium, which is excluded by hypothesis (iii) of Definition 6. 
It is therefore a continuous injection, and it can be used as a global chart 
for R. This also implies that the generator must always have a segment 
topology. 
7.3. Eigenmanifold 
Now, that we have selected the type of trajectories that we wish to 
call modes in Section 7.1, and we introduced the necessary geometrical 
preliminaries in Section 7.2, we can merge them to propose a general 
definition of nonlinear normal modes and Eigenmanifolds for (4). 
Fig. 11(b) shows the main ingredients used in the definition. 
Definition 7. (Eigenmanifold) A 2-dimensional sub-manifold 
M⊂TXadmitting a generator Ris an Eigenmanifold if all evolutions γ(p, 
v) contained in it are periodic and line-shaped, i.e.  
i) Periodic: 
T : R→R+exists such that γ(p, v) is T(p,v) − − periodic,  
ii) Line-shaped: 
O(p,v) : πX∘G({(p, 0)})→[0, 1]exists continuous with continuous in-
verse, ∀(p,0) ∈ Rsuch that ℰ∘ΣR(p,0) < ∞,
If this is the case, we say that γ(p, v) is a nonlinear mode. 
An Eigenmanifold is therefore defined as a manifold having a 
generator, and at the same time collecting trajectories verifying the two 
conditions introduced in Section 7.1. Indeed, (i) and (ii) in Definition 7 
are the coordinate free expressions of (i) and (iii) in Section 4.3. The first 
condition is a direct counterpart of the original one. The second 
condition asks that every trajectory of the system (i.e. the image of the 
evolution G({(p, 0)}) projected on Xthrough πX) is homeomorphic to a 
line. Note that the line is the only 1-dimensional manifold which can be 
globally parametrized through a single variable and a single chart – 
which is what condition (iii) in Definition 4is asking. This excludes 
evolutions of the kind shown in Fig. 12(a) – which is not a simple curve 
(i.e. it self-intersects) – as well as the one in Fig. 12(b) – which has S1 
topology. Looked from the lenses of Rosenberg’s definition, both tra-
jectories would need at leas two variables to be globally parametrized. 
Finally, note that by collecting all the evolutions we further reduce 
the set of admitted oscillations. In this way we partially reintroduce 
condition (ii) of Rosenberg (Definition 4). Rather than asking that all the 
trajectories are directly connected to the equilibrium (which is not 
feasible as discussed in Section 7.1), we ask instead that they are parts of 
a single geometrical structure, which in turns contains the equilibrium 
point. We basically ask that the modes continuously grow from the 
equilibrium and an associated linear mode. Therefore, isolated line- 
shaped and periodic orbits which may appear and disappear with the 
increase of energy are not modes according to our definition. We instead 
take into account only oscillations that are already present arbitrarily 
close to the equilibrium point, where they can be approximated by - and 
therefore connected to - the modes of the linearized system. We consider 
this to be the main argument in favour to the proposed geometrical view 
to the problem. 
7.4. Conceptual examples 
We cannot provide yet an actual example showing the application of 
the proposed concepts. To get there, we must first introduce ways of 
calculating a representation of Mfor a given mechanical system. We will 
introduce such a method in the next section, where we also provide a full 
characterization of the nonlinear modes of oscillation for a double 
pendulum with parallel elasticity (as the one in Fig. 2(d)). We should 
however notice that in its core ideas this definition is quite akin to the 
manifold (25) generated by Rosenberg’s modes, which can therefore be 
taken as a mental reference until the next example. The next subsection 
should help to further clarify this connection. Also, we sketch a repre-
sentative set of modes in Fig. 13. We show here how a collection of 
modes would look like in terms of configuration coordinates, which is 
how we will often look at them in practice. The map Φ∘πXimplements 
the transformation from TXto Rn. The natural embeddings are omitted 
for the sake of space. Among the other things, the picture clearly shows 
that the existence of a generator Rserves as an extension of condition (ii) 
of Definition 4, by connecting each mode to the equilibrium xeq. 
7.5. Tighter definitions 
We conclude this section by connecting our definition of an Eigen-
manifold with the other extensions to the conservative case discussed in 
the first part of this paper. This is done by introducing subclasses of 
Definition 7, providing coordinate free counterparts of the already 
Fig. 11. Panel (a) shows the generator idea. M⊂TXis a two dimensional 
invariant manifold. It is constructed by applying the operator G to the generator 
R, which is a collection of points in TXwith zero velocity. To each point (p,
0) ∈ Ra different trajectory (γ(p,v), γ
′
(p,v))is associated. This gives to Ma fiber 
bundle structure, with base space R. If the trajectories collected in Mare pe-
riodic (closed orbits) then Massumes the shape shown in panel (b). This is an 
eigenmanifold if πX∘G({(p, v)})are line shaped (not shown in figure). 
Fig. 12. Examples of oscillations which are not modes according to our defi-
nition, since they do not fulfill condition (ii) in definition 7 - i.e. they are not 
line shaped. Note that πX(M)is the projection of Min the configuration space X. 
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introduced manifolds. 
Definition 8. (Extended Rosenberg Mode) An Eigenmanifold M =
G(R)is a Rosenberg manifold if peq ∈ πX∘G({(p,v)}),∀(p,v) ∈ R. If this is 
the case, we say that γ(p, v)is a nonlinear mode in the Extended Rosenberg 
sense. 
Definition 9. (Strict Mode) An Eigenmanifold Mis strict if πX(M)can 
be given the structure of a one dimensional manifold. If this is the case, 
we say that γ(p, v) is a strict mode. 
8. Methods: identification of modes 
Definitions 6 and 7 allow for easily building a numerical represen-
tation of the Eigenmanifold, and for deriving simple methods for 
computing it. The algorithms that we will propose fall into the class of 
continuation methods. We refer to Peeters et al. (2009) and Kvalheim 
and Bloch (2019) for more details on the topic. 
8.1. Connecting different energy levels 
A main characteristics of Definition 7 is to group similar oscillations 
with increasing energy. We propose here a general way of connecting 
different energy levels, in a manner that is meaningful in the context of 
modal analysis. This is a necessary step to get to the computational as-
pects in the next subsections. 
To this end, we assume that all equipotential energy levels EE⊂X(see 
Fig. 23(c)) are diffeomorphic to the (n − 1)-dimensional sphere, through 
μE : EE→Sn− 1. (37)  
This is an hypothesis that we already encountered in Section 3.3. We will 
use this mapping to connect all energy levels by projecting all of them on 
a same lower dimensional structure. For example, μ− 1E2 ∘μE1 can be used to 
map points from EE1 to EE2 . We also further consider S
n− 1to be equipped 
with a metric, which induces through μ a concept of closeness among 
points in Xwhich is energy-invariant. Fig. 14 provides a visual intuition 
on this machinery. 
One simple way of implementing μ in a neighborhood of the equi-
librium is to use the chart Φ to map EEinto R
n. Note that this is equiv-
alent to a non-minimal representation of EE,which has dimension n − 1. 
Then, we can use the standard Euclidean projection meto the unit sphere, 
which is in turn mapped in Sn− 1through the inverse natural embedding 
Σ− 1S μE : EE ↦→Σ
− 1
S ∘me∘Φ(EE). In order for this μto be a bijection, 
Φ(EE)must be a star domain for all E. Hereinafter, we will use a μEso 
constructed, and we will equip Sn− 1with the metrics inherited by the 
Euclidean n − − dimensional space. Note that μEis constant on the 
eigenspace ES. This justifies to look at how close μE1 (p1)and μE2 (p2)are, 
as a way of checking if two evolutions are part of the same 
eigenmanifold. 
8.2. Numerical representation of the eigenmanifold 
By construction, the eigenmanifold Mis unequivocally specified by 
its generator R, through the operator G. We can represented and store 
Rnumerically by discretizing it into a set of points pi ∈ πX(R). To be able 
to store them into a data structure we must express them in coordinates. 
We identify a point (p, 0) in ΣX∘Ras (E, ψ) ∈ Rn. We use E ∈ R+to 
select an energy level. This is completed by ψ = Λ∘μE(p) ∈ R
n− 1which 
identifies a point on the sphere, with Λ chart (or an atlas) of Sn− 1. To 
conclude, we represent the j − − th manifold Mas  
• a scalar energy increment δE > 0,  




,collecting the coordinates of points of Sn− 1,
where Emax is the maximum energy that we are considering, and it is 
without loss of generality a multiple of δE. Considering the energy of the 
equilibrium to be 0, the i − − th point in Rcan be retrieved from Rj[i] - i. 
e. the i − − th row of Rj- by means of Λ− 1and μ. The corresponding 
nonlinear mode is γ(pi ,0), and it can be retrieved by simulating (4). We 
store all Rj in the data structure R shown in Fig. 15. 
Fig. 13. A collection of nonlinear modes associated to a same eigenmanifold 
G(R)when looked in configuration coordinates. Note that Φ∘πXprojects first in 
configuration space Xand then expresses the configuration in coordinates. The 
generator Ris shown in the picture as a light blue line. The other end of the 
oscillaitons could have been equivalently picked as the generator of the 
eigenmanifold. The trajectory of a single exemplary mode is highlighted in light 
green. Its starting point (p, 0) ∈ Ris depicted with a green circle. (For inter-
pretation of the references to color in this figure legend, the reader is referred to 
the web version of this article.) 
Fig. 14. The two manifolds E(E1)and E(E2)are level sets of 𝒱(p). We assume 
that they are diffeomorphic to the sphere Sn− 1through the maps μE1 and μE2 . In 
this way points on the two manifolds can be associated pairwise by μ− 1E2 ∘μE1 ,and 
represented by the coordinate vector ψ ∈ Rn− 1. 
Fig. 15. Data structure R used to store a numerical description of all the gen-
erators of a given system. The state of the structure is the one that we can expect 
as output of Algorithm 1. The matrix Rj is the description of the j − th gener-
ator R. 
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8.3. Finding the modes: exhaustive search 
Leveraging on the discussed spherical representation, we introduce 
Algorithm 1, which exhaustively searches the entire configuration space 
for modes. The key idea here is to (a) iteratively look at a grid of points 
on the sphere Sn− 1for each energy level, (b) store points that are asso-
ciated to periodic and line-shaped evolutions, (c) connect the stored 
points using the metrics defined on Sn− 1. 
More specifically, Algorithm 1 starts by spanning Xincreasing the 
energy from 0 to Emax with a step δE (line 3). All energy levels are 
exhaustively investigated by looking at all points represented by a dense 
enough lattice of Sn− 1(line 7). The function isPeriodic(ψ ,E)simulates the 
evolution of the system from the initial condition (μE − 1∘Λ
− 1(ψ), 0)and 
checks if it is periodic - i.e. condition (i) in Definition 7. In our imple-
mentation, we do that by evaluating the auto-correlation of the evolu-
tion, and by checking that at least one local maximum exists with value 
higher than 99% of the norm of the signal. Similarly notSelftIntersect(ψ,
E)simulates and checks for self-intersections - condition (ii) in Defini-
tion 7. If both conditions are true, the oscillation is a good candidate for 
being a mode, and can be stored (line 11). Before doing that, we check if 
the configuration associated to the other end of the oscillation has 
already been stored in a list (line 10). The energy spectrum is spanned 
again backwards to order points across levels, so that the point at po-
sition j in the i − th list is as close as possible to the point at the same 
position in the (i+ 1)th list. Note that the two points are compared as 
elements of Sn− 1, in this way getting rid of the energy dimension. This is 
implemented by findCloser(R[i − 1],ψ1,ψ2),which finds the element ψ in 
R[i − 1]which is closer to either ψ1 or ψ2. In case all points are farther 
than a certain threshold, the function returns the empty set. At the end of 
this process all the j–elements can be taken as representing the generator 
Rof a separate mode, for all j ≤ length(R[1]). Finally, note that in case 
the grid on Sn− 1is not dense enough, the output of this algorithm may 
require some local refinement - either by hand or through a local opti-
mization as discussed in the next subsection. 
8.4. Finding the modes: prolonging linear modes 
We say that Mis a prolongation of a linear eigenspace if for small 
oscillations around and equilibrium the behavior of the system is similar 
to the behavior of the linearized system at the same point. This can be 
formalized by asking that T(peq ,0)M = ES,where ES is an eigenspace of 
the linearized system at the equilibrium configuration. Note that the 
equality sign is to be understood as between elements of RP1, i.e. real 
projective spaces of dimension 1. This comparison is valid since 
T(p,0)Mand ES are both subspaces of R2nof dimension 2. 
In case we are interested in finding only the Rgenerating an eigen-
manifold which is a prolongation of the eigenspace ES, we can formulate 
the search procedure in a relatively straightforward way. We report the 
pseudo-code of this procedure in Algorithm 2 (where we dropped the 
subscript j from Rj since a single manifold is considered here). 
As for the previous subsection, we rely on the sphere projection μEto 
connect points placed on different energy levels. Here, the point ψold 
evaluated for E, is used as initial condition of an optimization routine 
(findLocalMinimum) that searches for the closest periodic orbit by 
optimizing the degree of periodicity of the curve. This step of the al-
gorithm falls into the class of shooting methods (Peeters et al., 2009). We 
consider here the maximum of the autocorrelation of the evolution as 
measure of periodicity. 
Note that contrary to Algorithm 1, this procedure is not ensured to 
find a mode. For example, there is not explicit check that at each step we 
end up on an evolution which verifies conditions (i) and (ii) of Defini-
tion 7. However, it proved to work well in the practice, although its 
performance will be formally evaluated in future work. 
8.5. Example: double pendulum 
Consider the double pendulum in Fig. 2(d). The system is subject to 
gravity, and it has a linear spring connected in parallel to the second 
joint. Its stiffness is k, and it is unloaded when the two links are such that 
x2 = π/2. 
Its energy expressed in joint coordinates is (7) with M(x) equal to 
[
m1l21 + m2(l1 + l2)
2

















+ l1(m1 +m2)(1 − cos(x1)) + l2m2(1 − cos(x1 + x2)),
where l1 and l2 are the lengths of the two links. We consider in the 
following k = 10, m1 = 0.4, m2 = 0.4, l1 = 1, l2 = 1. The resulting 
equilibrium configuration is xeq = ( − 0.3930,1.2655). The eigenspaces 
of the linearized system are are ES1 = Span{(0.352, − 0.936,0,0), (0,0,
0.352, − 0.936)}and ES2 = Span{(0.995,0.103,0,0),(0,0,0.995,0.103)},
evaluated as discussed in Section 2. As for all other examples considered 
in this paper, the two modes correspond to anti-phase and in-phase os-
cillations respectively. 
We evaluate the continuations of the two linear modes by using Al-
gorithm 2. We also double-check the results by using Algorithm 1, which 
1: Ē ← 0
2: i← 0
3: while Ē + δE < Emax do
4: Ē ← Ē + δE
5: i← i + 1
6: R[i]← {}
7: for all ψ ∈ Grid(S n−1) do
8: if isPeriodic(ψ, Ē) then
9: if notSelfIntersect(ψ, Ē) then
10: if findOtherEnd(ψ, Ē) < R[i] then
11: R[i]← append(R[i], ψ)
12: while i > 2 do
13: j← 0
14: rsupp ← {}
15: while j ≤ length(R[i]) do
16: j← j + 1
17: ψ1 ← Rj[i]
18: ψ2 ← findOtherEnd(ψ1)
19: ψc ← findCloser(R[i − 1], ψ1, ψ2)
20: rsupp ← append(rsupp, ψc)
21: R[i − 1]← rsupp
22: i← i − 1
23: return R
Algorithm 1. Exhaustive search.  





, v ∈ ES
2: Ē ← 0
3: while Ē + δE < Emax do
4: Ē ← Ē + δE
5: R[i]← findLocalMinimum(Ē, ψold)
6: ψold ← R[i]
7: return R
Algorithm 2. Find Prolongation.  
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we use to identify other regular oscillations as well. Fig. 16 shows the 
result of this analysis. The configuraiton component of two generators 
πX(R)extending the eigenspaces (dashed black lines) are shown with a 
purple and a yellow solid line. In accordance with Definition 7, they both 
start from the equilibrium xeq. Some examples of modal evolutions 
extending the anti-phase linear mode are shown in Fig. 17(b). The os-
cillations are quite superimposed – even if not exactly. They are also 
quite close to the linear mode. In our experience, it is often the case that 
one of the two linear modes of a 2–DoF system is extended into such a 
quasi-strict nonlinear mode. This can be understood by looking at the 
dynamics in center of mass coordinates. A mode oscillating mostly in the 
radial direction will not be strongly affected by Coriolis and centrifugal 
forces, therefore showing a weak dependency on velocity. 
An example of evolution of the anti-phase mode in Cartesian co-
ordinates is shown in Fig. 18(a–d). Fig. 19(a,e,i) also report detailed 
account of the energy dependency of the Cartesian evolutions. As ex-
pected, this mode corresponds to a periodic compression-decompression 
motion of the double pendulum, and therefore to a mostly radial motion 
of the center of mass – which is placed in the middle of the second link. 
Figs. 17 (a), 18(f-j), and 19(b,f,j) report instead examples of 
nonlinear modes extending the in-phase linear mode. This is a swing-like 
motion, and it is therefore more substantially affected by velocity- 
dependent actions. At low energies, the modal oscillations are close to 
the second linear mode. We can also recognize a small component along 
the first mode, with frequency of oscillation double the one of the main 
component. So, while swinging, the arm also goes through a small 
compression-decompression cycle. When the energy gets larger than 1J, 
the anti-phase component becomes bigger and bigger. It also self- 
resonates, i.e. two critical points within the period appear such that 
the velocity projected along the anti-phase eigenspace is zero. This is 
clearly visible in the Cartesian evolution of the second mass (see Fig. 19 
(j)), which bounces up and down due to the marked compression- 
decompression component producing an s-shaped trejectory. 
Interestingly, other two sets of non self-intersecting oscillations 
appear with a blue sky bifurcation at 1.2J, as shown in Fig. 16. One of 
the two oscillations disappears with the further increase of energy, while 
the other is present up to the maximum tested energy. 
Note that these oscillations are individuated by Algorithm 1. They 
cannot be identified by Algorithm 2, since they are not a prolongation of 
Fig. 16. Modal characterization of a double pendulum with parallel elasticity 
(see Fig. 2(d)). The figure shows the generators Rfor the two eigenmanifolds 
extending the in-phase and anti-phase linear modes. The corresponding 
eigenspaces are shown as black dashed lines. Two extra regular oscillations 
appear from the blue sky, for large enough energies. The set of points with zero 
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Fig. 18. Modal oscillations of the double pendulum with parallel elasticity (see Fig. 2(d)). Panels (a–e) show half a period for the anti phase mode. Panels (f–j) show 
half a period of an oscillation for the in phase mode. Note that this represent the behavior before the generator bends, and the self-resonance occurs. The second part 
of the oscillations repeats backward and it is therefore not shown. The gravity acceleration is not reported in the figure for the sake of clarity. 
Fig. 19. Nonlinear oscillations of a double pendulum with parallel elasticity (see Fig. 2(d)), for three energy levels. The mechanical system is shown in its initial 
condition (element of R). We also plot the trajectories of the two masses for 120 s of simulation. At 0.5J only the two nonlinear modes are present. The energy 2.5J is 
greater than the one in which the blue sky bifurcation happens, and the two extra line-shaped oscillations are present. Finally, one of the two extra oscillations is 
already disappeared at 6.0J. 
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any eigenspace, and the output of the algorithm does not even identify a 
generator since (xeq, 0) is not contained in it. Nonetheless, they are 
interesting regular behaviors of the system in their own. 
For example, consider the shape of the two sets in Fig. 16 for these 
two sets of oscillations, together with the generator of the in-phase mode 
prolongation. There is clearly an interval of energies (centered around 
1.1J) within which the mode’s generator bends, and its place is taken by 
the third set of oscillations. If an observer would look at the plot with 
this part covered, they would probably favour to associate the low en-
ergy part of the mode with the third set of oscillations, and the high 
energy part with the fourth set. 
This cross-association is not an artifact of the proposed 
Rrepresentation. On the contrary, it is clearly identifiable while looking 
at the trajectories in coordinates. The trajectories in Fig. 17(c) are quite 
similar to the ones that the second mode manifests at low energies, and 
the ones in Fig. 17(d) matches very well the behavior of the same mode 
at high energies. The same effect can be observed in Cartesian evolu-
tions. Fig. 19 (g and k) look like a continuation of Fig. 19 (b), and (f,j) a 
continuation of Fig. 19 (h). 
Apart from being a quite peculiar (and exquisitely nonlinear) 
behavior, this also should warn on the perils of selecting a too large δE 
when using Algorithms 1 and 2. In this case the second mode would have 
been prolonged to the wrong set of oscillations. 
9. Coordinate expressions of the embedding 
Section 8 provides means of fully computing a description of an 
Eigenmanifold. However, this may be not enough in many applications 
where a compact functional representation of the manifold is needed for 
doing calculations. This section deals with producing such a description, 
by parameterizing the natural embedding of the eigenmanifold into the 
tangent bundle ΣM : M ↪ TX. This is a trivial mapping in its coordinate- 
free expression, connecting each point on the manifold to itself. How-
ever, its coordinate expression fully describes the manifold structure, as 
it will appear clear later. 
Consider the charts Φ : U→Rnand dΦp : TpX→Rncovering the open 
set TU =
⋃
p∈U{p}× TpXof X,as introduced in Secs. 3 and .3. Similarly, 
consider W⊂TU ∩ M, covered by the chart Ξ : W→R2. We call 




= (Φ, dΦ)∘ΣM∘Ξ− 1, (38)  
where we omitted the subscript of dΦp for the sake of readability. 
The two functions X and Ẋdescribe (locally) the modal manifold, 
mapping the coordinates of the Eigenmanifold into the configuration 




(x, ẋ) ∈ R2n, s.t. X − x= 0, Ẋ − ẋ= 0
}
,
where we omitted the dependency of X and Ẋon the manifold parame-
trization. This definition clearly corresponds to the Rosenberg and 
Shaw-Pierre manifolds - as expressed by (25) and (33) respectively - and 
serves as their direct coordinate generalization. 
Although this formulation is specific to the problem at hand, the use 
of coordinate expressions to describe embedded manifolds is common 
practice in computational geometry. Methods exist to automatically 
regress such a parametrization with few or null a priori information, as 
for example discussed in Krauskopf et al. (2006), Lin and Zha (2008), 
Wismüller, Verleysen, Aupetit, and Lee (2010) and McInnes, Healy, and 
Melville (2018). Nonetheless, finding parameterizations tailored on the 
eigenmanifold case is quite valuable, in order to build an intuition on the 
problem and to design effective algorithms. 
9.1. Methods: estimating the manifold embedding 
Consider as an example Algorithm 3. The key idea here is to (a) 
generate points of M, (b) for each of them evaluate examples of input- 
output pairs of (X, Ẋ),and (c) fit the coordinate embedding from data. 
As its very first action, the algorithm evaluates a generator by 
executing Algorithm 1 or 2 – referred as calculateGenerator(). Then, it 
evaluates all the associated modal evolution by direct simulation of 
system (6) – performed at line 8. The result of this step are samples of the 
coordinate expression of the modal evaluations Φ∘γ(pi ,0)and dΦ∘γ
′
(pi ,0),
that we call (xev, ẋev). These serve as example of outputs for (X, Ẋ). We 
must now evaluate the corresponding inputs, so to get to a complete set 
of examples to be used to evaluate our functional approximation. 
We can now evaluate the associated evolution of the parametrization 
in manifold coordinates ψev by directly extracting salient characteristics 
from the state. This is implemented by extractParametrization(xev, ẋev),
which performs Ξ∘πM∘(Φ, dΦ)− 1,i.e. the inverse of (38). We introduce in 
the following two possible choices for this function. 
Finally, (X, Ẋ)are estimated as the functions mapping all the ϕev into 
all the (xev,ẋev). These are collections of points in R2and R2nrespectively. 
This can be done by using a state of the art interpolator (called inter-
polation(D) in the algorithm). 
9.2. Energy parametrization 
A natural choice comes from thinking of Mas a fiber bundle with 
base space R. In this view, any point (p∗,v∗) ∈ Mcan be reached by first 
moving through R,and then continuing through the associated fiber (i.e. 
the orbit). This process is visually described by Fig. 20(a). 
First, we want to parametrize the points in R. We already discussed 
in Section 7.2, that the potential energy of the points within the 
generator ℰ∘ΣR : (p,0)↦→𝒱(p)can be used as a global chart for R. 
The next step is to find a parametrization for the orbits expressed in 
the tangent bundle, i.e. each G({p, 0}) such that (p, 0) ∈ R. Due to 
condition (i) in Definition 7, orbits have a S1topology, and therefore they 
cannot be globally covered by a single chart. Still, we can cover all the 
orbit but a point by using arc length ρ : S1→Rso defined 









dt, (39)  
where ℐ is the inertia tensor, t* is the smallest positive value such that 
(γ(t∗),γ′ (t∗)) = (p∗,v∗),and (p, v) is the element in Rverifying ℰ∘ΣR(p,0)
= ℰ∘ΣM(p∗,v∗). 
Note that global coverage can be achieved by creating an atlas 
defined by two charts. Consider the other end of the oscillation p̃ =
γ(p,0)(T /2),where T is the period of the oscillation. The atlas can be build 
by considering two charts defined similarly to (39). One starts from (p, 
0) and extends until (γ(p,v)(ϵ + T /2),γ
′
(p,v)(ϵ + T /2)),with ϵ being a small 
1: R← calculateGenerator()
2: D← {}
3: Ē ← 0
4: i← 0
5: while Ē + δE < Emax do
6: Ē ← Ē + δE
7: i← i + 1
8: (xev, ẋev)← simulate(R[i], Ē)
9: φev ← extractParametrization(xev, ẋev)
10: D← append(D, {ψev, (xev, ẋev)})
11: return interpolate(D)
Algorithm 3. Find Eigenmanifold Embedding.  
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positive number. Viceversa, the other chart extends from (p̃, 0)to 
(γ
(p̃,v)(ϵ + T /2), γ
′
(p̃,v)
(ϵ + T /2)). These two charts are called ρ1and ρ2 
respectively, and they are shown by Fig. 21. Together they cover the 
whole orbit G({(p, 0)}). However, it is often convenient to work with a 
single chart, since dealing with more of them means having to take care 
of the switching from one chart to the other. 
A third alternative is using a single non minimal representation. To 
this end, consider that the evolution is line-shaped in X- condition (ii) of 
Definition 7. Therefore, to identify a point (p*, v*) we only need to know 
where p∗ = γ(p,0)(t∗)is along πX∘G({(p,0)}). This can be measured using 
the arc length from pto p*, or from ̃pto p*. The first is equivalent to ρ1 the 
second to ρ2. Then the only information which is left to identify the point 
in G({(p, 0)}) is the direction in which the system is traversing the tra-




(T /2 − t∗)- which can be 
represented by a simple binary variable s ∈ { − 1,1}, that together with 
the arc length discussed above defines the non minimal parametrization. 
This can also be seen as s selecting the correct chart among the ρ1 and ρ2 
defined above depending on the direction of v, therefore assuring that 
the coverage is actually global (see bottom part of Fig. 21). 
Combining the charts for Rand S1 we get Ξ = (ℰ∘ΣR,ρ),which in turn 
leads to 
Ξ∘πM∘(Φ, dΦ)− 1 = (E, r), (40)  
where E is (7) and r is obtained by expressing (39) in coordinates 
r : (x∗, ẋ∗)↦→
∫ t∗
0
ẋTM(x)ẋ dt, (41)  
where x is the solution of (6) such that ẋ(0) = 0and E(x, ẋ) = E(x∗, ẋ∗). 
The time t* is the smallest positive value such that (x(t∗), ẋ(t∗)) = (x∗,
ẋ∗). 
This results in the embeddings X(E, r), Ẋ(E, r), where Eis the orbit 
energy, and ris the position along the orbit. Note that this is a direct 
extension of the parametrization that we introduced for the Rosenberg 
case – Eq. (24). Indeed, the x1 appearing there could be seen as an 
alternative parametrization for the orbit. Note that this choice covers in 
the best case only half of the orbit (see Fig. 21), since the additional 
velocity sign information is required to completely describe the motion. 
In fact, condition (ii) in Definition 7 implies that any configuration 
which is transited in one direction, will be transited also in the opposite 
one. 
9.3. Example: double pendulum (Cont’d) 
Consider the double pendulum introduced in Section 8.5. We apply 
Algorithm 3, with extractParametrization equal to (40). Applying the 
algorithm to the two nonlinear modes results in Fig. 22(a,b) and (c,d) 
respectively. Only X is shown for the sake of space. The interpolation is 
performed using griddata in MatLab2019b, set to interpolate line-
arly. The resulting approximation of manifold MΦΞis shown as a grey 
surface. Although being potentially quasi-global, the proposed parame-
trization (E, r)has the shortcoming of not defining an homeomorphism 
for any open neighborhood of the equilibrium configuration, since for 
each energy level there will always be at least a point not covered. This 
appears clear by looking at the examples of {(Eev, rev), xev}shown in 
colored solid lines in Fig. 22 (a–d). The closed orbit is opened by the 
parametrization and it appears here as a segment line. Its two ends refer 
to a same point in the real orbit, i.e. the initial condition. 
9.4. Tangent parametrization 
We introduce here a choice of parameters which is potentially more 
local than the one discussed in Section 9.2. Nonetheless, it has the great 
advantage of inducing a chart acting on an open set W⊂Mcontaining 
(peq, 0). We assume here Mto be a prolongation of an eigenspace, i.e. 
T(peq ,0)M = Span{(c,0), (0, c)}for some c ∈ R
n(see Section 8.4). 
Therefore, we can always construct Ξ : W→ES ≃ R2, as the expo-
nential map (Carmo, 1992, Sec 3.2) of Min (peq, 0). Note indeed that the 
Eigenmanifold can be interpreted as a Riemannian manifold inheriting 
its metrics from TX. In turn, the tangent bundle inherits the so-called 
Sasaki metrics from X, see e.g. Gudmundsson and Kappos (2002). As 
discussed for the energy parametrization, a full atlas could be built by 
Fig. 20. Two parametrization strategies Ξ for a generic Eigenmanifold M⊂TX. 
In Panel (a), Eis the energy of (p*, v*), and ris the length of the trajectory going 
from (p, 0) ∈ Rto the target point, measured using the inertia tensor metrics 
(arch length). This is one possible chart for the orbit. The dotted line in Panel 
(b) is a geodesics of Munder the Sasaki metrics, passing through the equilib-
rium, with tangent vector (xm, ẋm). The point (p*, v*) is the one reached by this 
trajectory after one second. 
Fig. 21. Parameterizations of a single orbit G({(p, 0)}), having S1 topology, and 
being the collection of points assumed by the state evolution (γ(p,0), γ
′
(p,0)). The 
top part of the picture shows the full view in TX,while the bottom part shows 
the behavior in configuration X. The points (p,0) ∈ Rand (p̃,0) ∕∈ Rare the only 
two cases in which the orbit reaches zero velocity. The associated configura-
tions are therefore at the two ends of the line-shaped trajectory. The arc length 
ρ (red in figure) can be used to parametrize all the orbit but the point (p, 0). This 
is represented by the dotted red line in figure. The arc lengths starting from (p, 
0) and (p̃,0)and extending only for half a cycle are also shown in figure, where 
they are referred as ρ1 and ρ2. Together, these two charts form an atlas. (For 
interpretation of the references to color in this figure legend, the reader is 
referred to the web version of this article.) 
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considering multiple charts. In this case the other charts could be 
selected by considering other tangent spaces to the Eigenmanifold. 
This idea can be extended to more directly computable maps using 
retractions (Absil & Malick, 2012). The simplest retraction is the stan-
dard Euclidean projection of R2ninto ES. Note that this map is chart 
dependent, i.e. changing (Φ, dΦ) generates different results. More so-
phisticated retractions will be considered in future work. We refer to the 
coefficients of x expressed in this bases as xm = cTxand ẋm = cTẋ. The 
function Ξ∘πM∘(Φ, dΦ)− 1is therefore the mapping (x, ẋ)↦→(xm, ẋm). The 
coordinate expression of the embedding will therefore have the form 
Fig. 22. Structure of the eigenmanifolds expressed using the energy (Panels (a–d)) and tangent (Panels (e–h)) parameterizations, for the double pendulum with 
parallel elasticity (see Fig. 2(d)). The extension of the anti-phase mode is reported in panels (a,b,e,f), and the one of the in-phase mode in panels (c,d,g,h). Only the 
configuration part is reported for the sake of space. The gray surface shows the eigenmanifold, as resulting from the parametrization obtained by modes interpolation. 
Five examples of modes (equidistant in energy) are shown with solid lines. The equilibrium is shown as well. 
Fig. 23. Some standard differential geometry concepts used in the work to describe the dynamics on a nonlinear mechanical system - both in abstract geometrical 
settings (4) and in their relative coordinate expression (6). Panel (a) shows the configuration manifold X. Each point p ∈ Xis a possible configuration for the me-
chanical system. peq is an isolated equilibrium of the system. An open set U is parametrized in coordinates through the chart Φ. Panel (b) depicts the tangent space 
TpX ≃ Rnin p. It contains all the possible velocities vp that the system can have when being in configuraiton p. We will omit the subscript when not needed. The chart 
dΦp maps all vp in the coordinates derivatives ẋ. Together, pand v define the state of the mechanical system, and x and ẋits coordinate expression. We indicate a 
trajectory of the system in coordinates starting from (p, v) as γ(p, v). We call x(t) = Φ∘γ(p,v)(t). Finally, Panel (c) shows the equi potential energy manifolds E⊂X,which 
are defined as the level sets of 𝒱(p). The manifolds are open in half in the figure, to clearly show that they are one contained in the other, and that the equilibrium 
configuration is at the center. 
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X(xm, ẋm)and Ẋ(xm, ẋm), which resemble the maps appearing in the 
ShawPierre case – Eq. (32). 
9.5. Example: double pendulum (Cont’d) 
Consider the double pendulum introduced in Section 8.5. We want to 
extract a description of the manifold using the tangent parametrization. 
This can be done by applying Algorithm 3, with extractParametrization 
implementing the Euclidean projection discussed above. We carry on the 
analysis for both the nonlinear modes identified in Section 8.5. Note that 
the anti-phase mode is projected through c = (0.352, − 0.936),while the 
in-phase through c = (0.995, 0.103). Fig. 22(e,f) and (g,h) show the 
results for the anti-phase and the in-phase modes respectively. Only Xis 
shown for the sake of space. Contrary to what happened with the other 
parameterization (Panels (a-d) in the same figure), the closed orbits are 
mapped here into closed curves. 
To be coherent with Section 9.2, we interpolate the manifold using 
griddata in MatLab2019b, acting as a local linear interpolator. 
However, the smooth shape of the manifold expressed in these co-
ordinates allows for using a much simpler interpolator. For example a 
fitting of a single third order multivariate polynomial would produce 
results almost indistinguishable from the more sophisticate local 
interpolation. 
On the downside, the validity of the interpolation is more local. This 
is clear for the in-phase mode, for which the evolutions expressed as (xm,
ẋm, x1)and (xm, ẋm, x2)start self intersecting for high energies. The 
eigenmanifold is therefore plotted only up to the energy in which this 
condition does not occur. 
10. Discussions and conclusions 
Nonlinear normal modes theory can provide to the control commu-
nity an established vocabulary to discuss efficient motions in nonlinear 
mechanical systems, as well as a bag of mathematical tools to implement 
them. For example, we believe that very efficient oscillations can be 
implemented in mechanical system by identifying and stabilizing modal 
manifolds. As already discussed in the introduction, this can find 
possible use in robot locomotion and in industrial robotics, where the 
efficient execution of repetitive motions can lead to drastic reduction of 
production costs. 
Invariant manifolds stabilization is a topic that received increasing 
attention in recent years. Standard output regulation techniques - as 
multivariate feedback linearization (Isidori, 2016) – can be seen as 
stabilizing the manifold identified by the level sets of the output. These 
techniques have been also extended to the hybrid case – see e.g. West-
ervelt, Grizzle, and Koditschek (2003). Immersion and Invariance is a 
control technique introduced in Astolfi and Ortega (2003), which aims 
at implementing low-order model matching through feedback stabili-
zation of immersed invariant manifolds. This technique is used in 
Ortega, Yi, Romero, and Astolfi (2020) to achieve orbital stabilization. 
Virtual Holonomic constraints - defining an invariant manifold in 
configuration space (Maggiore & Consolini, 2012) - are imposed in 
Garofalo and Ott (2016) together with energy regulation, to obtain 
stable oscillation in serial elastic actuated robots. Transverse feedback 
linearization to stabilize controlled invariant submanifold is discussed in 
Nielsen and Maggiore (2008) and Shiriaev, Freidovich, and Gusev 
(2010). The stabilization of sumbanifolds is tackled in Montenbruck and 
Allgöwer (2016) in a coordinate-independent setting. All these 
techniques can be combined with modal analysis and used for Eigen-
manifold stabilization. 
As the main motivation of this work is to provide theoretical foun-
dations for oscillation based locomotion, a few remarks on this appli-
cation should be made. When in firm contact with the ground, a robot or 
biomechanical system can be well approximated by the model (4), (6). 
Locomotion, however, usually comprises stance and a flight phases, 
single or multi-leg ground contact, etc. This leads to hybrid nonlinear 
dynamical systems, having nonholonomic constraints and being 
underactuated in the flight phase. So one might wonder how the theory 
presented in this paper relates to the complex locomotion dynamics. 
Powerful tools in analysing and designing locomotion systems are given 
by low dimensional template models (Holmes, Full, Koditschek, & 
Guckenheimer, 2006). For example, extensive measurements of forces, 
elastic deformations and leg stiffness for different running and walking 
velocities revealed that running can be well characterized in a first 
approximation by a spring-loaded-inverted-pendulum, whose elasticity 
varies with running velocity (Blickhan, 1989; Schwind, 1998). The way 
in which this simple conceptual model, which assumes a linear massless 
leg, maps to the real segmented leg kinematics with distributed mass and 
to the complex tendon and muscle elastic properties, is still a topic of 
intensive research (Geyer et al., 2006; Seyfarth, & Van Leeuwen, 2000). 
Similarly, there exist multiple hypotheses and experimental evidence 
about energy efficiency mechanisms in walking, such as the gravita-
tional pendulum effect of the swing leg and the catapult-like action of 
lower leg muscles and their tendons (Arampatzis, Brueggemann, & V., 
1999; Collins, Wiggin, & G., 1989). We think that the concepts of 
nonlinear modes provide a powerful theoretical foundation for system 
and controller design in order to match the classical template models to 
full system dynamics. 
Having to condensate in a few pages the results of more than a 
century of research coming from disparate communities, several aspects 
have been necessarily omitted, and of others we could only scratch the 
surface. Also, many questions still remain unanswered, and will required 
further substantial effort to be tackled. As an example, for what concerns 
the original Eigenmanifold definition provided here, some questions 
that will need careful analysis in the future are: (i) if at least n inde-
pendent Eigenmanifolds exist for a generic nonlinear mechanical sys-
tem; (ii) if they can be computed efficiently and which of the existing 
manifold learning techniques can be borrowed to this field; (iii) what 
happens when dissipation is introduced into the system, and if this 
makes the analysis harder or simpler; (iv) if simple control techniques 
can be devised to compensate the energy dissipation; and (v) how to 
extend these concept to the practically relevant case of hybrid under-
actuated or nonholonomic dynamics. To these and other questions we 
aim to provide answers in future work. 
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We call Xthe configuration manifold of the robot. We consider it to be smooth and of dimension n. We call γ : R→Xa curve in configuration space. 
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We call TX =
⋃
p∈X{p}× TpXthe tangent bundle of X- with TpXtangent space of Xin p ∈ X. The tangent bundle describes the state space of the robot. 
We consider in this work un-constrained systems, i.e. each element (p,vp) ∈ TXis a possible state of the robot, with p configuration and vp velocity. 
γ′ : R→Tγ(t)Xis the tangent vector field of γ, or velocity of the curve. We will omit the subscripts to velocities in the rest of the paper. We introduce the 
tangent bundle projection πX : TX→Xsuch that (p, vp)↦→p. Given the system kinematic description (not formalized here for the sake of space) and and 
the inertia properties of each body, the inertia tensor ℐp : TpX× TpX→Ris unequivocally specified as the positive-defined (0,2) − − tensor such that 
𝒦(p, v) = 12ℐp(v, v)is the kinetic energy of the robot. ℐpdefines a metric on Xcalled kinetic energy metric - making (X,ℐ p)a Riemann manifold, with 
associated Levi-Civita affine connection ∇uv. Conservative actions are introduced as derivatives of a potential ∇𝒱 : X→T∗X,where 𝒱 : X→Ris semi- 
positive definite. The total energy of the nonlinear mechanical system is ℰ : TX→Ris the map (p,v)↦→𝒦(p,v)+ 𝒱(p). Finally, all the submanifolds Aof a 
manifold Bthat are considered in this paper are by construction embedded submanifolds. We call the associated natural embedding ΣA : A→B. 
A2. Dynamics 
The dynamics of a multi-body conservative system is (4). A curve γ : R→Xis called integral curve (or a solution) of the dynamics if (γ, γ) satisfies (4). 
With an overloading of notation, we refer to the flow of the robot’s dynamics as γ(p,v)(t) : R× TX→X. This is the integral curve of (4)such that γ(p,v)(0) =
pand γ′
(p,v)(0) = v. We say that γ(p, v)(t) is T − − periodic if γ(p,v)(t) = γ(p,v)(t + T)for all t. 
A3. Coordinates 
For all open sets U ∈ X,an homeomorphism Φ : U→Φ(U)⊆Rn, i.e. a continuous function with continuous inverse, is considered. We call it coor-
dinate chart of Xin U, and we refer to points x ∈ Φ(U) as configuration coordinates. The coordinate chart also induces the homeomorphisms dΦp :
TpX→Rn, such that (Φ(p),dΦp(v)) = (x, ẋ). The dot indicates a standard time derivative. The application of these charts to (4)yields the coordinate 
expression of the dynamics (6). 
A4. Auxiliary operator 









(t), ∀t ∈ R
}
. (42)  
The set G(S) contains all trajectories which which cross S. A set (or submanifold) is said to be invariant if it is a fixed point of G, i.e. S = G(S). In other 
terms, all the trajectories passing through a point of Sare fully contained in the set. 
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mechanical systems with prescribed bounds of exponential stability: The point-to- 
point case. IEEE Control Systems Letters. 
Carmo, M. P.d. (1992). Riemannian geometry. Birkhäuser.  
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