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Introduction
Much of the study of cooperative control has focused on the area of formation control. This is due, in part, to the fact that many of these problems reduce to single-agent control problems. Because of the tightly coupled dynamics of the systems, a hierarchical approach can be taken to decompose the problems into simpler ones. Many cooperative control problems lie outside this area, however. Problems such as coordinated rendezvous or cooperative task assignment fall outside the scope, but are of greater practical importance. Another example of a non-formation cooperative control problem that warrants study is that of cooperative radar deception.
Figure 1.1: Radar Deception Scenario
It is assumed, for now, that our chosen radar employs low-duty cycle, l6w Pulse Repetition Frequency (F"RP) radar, in a tracking mode. In addition, it is assumed that pulse encryption is employed, preventing the crosscontamination of radar signals. This will be referred to as "pulse agility". The deception strategy considered here is to employ a network of Electronic Combat Air Vehicles (ECAVs) that will intercept radar pulses, delay and retransmit them. By inserting this range delay, an individual ECAV can project a collinear "phantom" point in space. If multiple vehicles coordinate their positions and delays, the phantom points will converge and the radar network will be deceived. Through coordinated trajectory planning, the vehicles can make this phantom point move in a phantom trajectory. In addition, it may be possible to generate more than one phantom track by manipulating secondary effects of the radars.
Two principle physical constraints are speed and heading of the ECAVs and phantom track. The speed constraint can be imposed as either a minimum stall speed or as a constant speed. The heading can either be restricted such that its antenna always faces the radar, or as a minimum turn radius constraint. Also, because of the pulse agility, it is assumed that the ECAV must stay between the phantom point and the radar station. That is, the phantom track must be beyond the ECAV in range and thus the pulse delay must be a positive number.
The problem can be posed in one of two ways. In one scenario, the ECAVs fly specified trajectories, with the possible phantom track(s) unknown. This will be referred to as the direct problem. Alternatively, the phantom track can be specified and the requisite ECAV trajectories chosen. This will be called the inverse problem. The direct problem is not as interesting, due to the lack of freedom it provides. Given a set of arbitrary ECAV trajectories, there is litde chance that a phantom track can converge.
There are several approaches to the solution of this problem. In the inverse problem, solutions can take the form of continuous trajectories or as discreet waypoints. The ECAV trajectories can either be decided a priori (offline), or can be determined iteratively based on the current state of the ECAVs (online). In the offline case, the vehicle trajectories are determined by solving an optimization problem ahead of time. If the system is highly time-synchronized, the offline case can be considered an open-loop problem. The online control problem can be centralized or decentralized, depending on the performance requirements.
The objective of this paper is to analyze the feasibility of the inverse radar deception scenario, as described. First the single ECAV, single phantom problem is considered to analyze the problem geometry. Next, the results are extended to the multiple ECAV, single phantom case. Finally, the multiple phantoms, multiple ECAV case is considered. ^ effort has been made to abstract specific radar capabilities from the analysis. This is not wholly possible in the multiple phantoms case, however. Other radarspecific considerations are discussed and conclusions are drawn on the feasibility of this scenario.
Single ECAV, Single Phantom
The geometric analysis in this paper is twodimensional because the ECAV ranges are so great that elevation changes are considered negligible. It is assumed that the radars measure only azimuth and range.
In this section, we will consider the case of a single ECAV trying to project a single phantom to a single radar station. This analysis only serves to uncover the geometric relationships inherent to the problem. When there is only one radar station, radar network substantiation is not an issue. At this time, it is assumed that the phantom track is predefined. Because there is only one ECAV in this scenario, track negotiation becomes trivial. This analysis also applies to the single ECAV, multiple phantoms case. The ECAV can generate any number of phantom tracks simply by inserting multiple returns with varying delay.
The scenario can be analyzed using any combination of constraints.
Rather than exhaustively checking the sensitivity to each constraint, a few representative cases will be selected.
First, the minimum velocity/unconstrained angle case will be considered to generate a discreet formulation of the problem in Cartesian coordinates. Next, the constant velocity/constrained angle case will be considered. 
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Figure 2.2: Trajectory Envelopes
A trajectory can be defined with three variables: velocity, heading, and the ratio of ECAV range to phantom range (o^. The resulting formulation is a single non-linear equation relating velocity to heading at a given point in space.
The pulse-to-pulse agility of the radar constrains the region of solutions, since the ECAV carmot go beyond the phantom in range (0<«<!). The ^(V)equation yields two trajectory bounds when a minimum velocity is specified. These four bounds give rise to two envelopes of flyable trajectories (fig 2. 2).
If the trajectories are to be continuous, the ECAV cannot arbitrarily switch between regions. This would require a large instantaneous change in heading. As trajectories evolve, the regions will expand and contract. It is possible for a region to collapse when the a and yr bounds become collinear. When this occurs, the phantom track becomes infeasible.
Note that the velocity equation becomes singular when y;:'sini«r;=^;:'cos?/i
This represents the situation when the ECAV is flying parallel to the radar sightline.
If the regions expand such that the y/ bounds converge, it would be possible to switch from the y^ to the yT region. This only occurs in special cases where the ECAV motion allowed to be perpendicular to the radar sightline. This situation will be investigated further in the next section.
This set of ECAV constraints barely restricts the set of feasible phantom trajectories. Given a random phantom trajectory, it is usually possible to generate an ECAV trajectory.
The only exceptions are the singular parallel case and when the lower envelope collapses. Since the phantom trajectory is itself a valid ECAV trajectory, choosing the upper envelope will cause the ECAV trajectory to asymptotically approach the phantom trajectory. Choosing the lower envelope will cause the ECAV to asymptotically approach the radar, until the V=Vmin bound is reached, collapsing the region.
Constant Velocity, Angle
Constrained
For this set of constraints, it is convenient to change to polar coordinates. It is reasonable to assume that if the phantom track is given, that the angular velocity of the radar sightiine can be determined. The ECAV velocity is constant, and is therefore given as well. The motion of the ECAV is governed by the solutions of the non-linear differential equation on fu. Notice that the first constraint is imposed Ifrom the geometry of the problem itself. It implies that the range of the ECAV is bounded from above by the ratio of its velocity to its angular velocity about the radar station.
Given
Once the heading constraint is added, a lower bound is imposed on the range. This bound is equal to the preceding ratio times the cosine of the angle restriction. Note that this bound goes to zero as % goes to 7i/2, as expected.
When ^=0, the ECAV is restricted to fly at a constant range, and the range rate (r) is identically zero. This also agrees with the intuition provided from figure 2.4.
In terms of the coordinates of section 2.1, the Xj/ bounds become the only valid trajectories when the ECAV velocity is kept constant. The phantom track becomes infeasible when the Xf/ bounds converge. This represents the situation when the ECAV is flying perpendicular to the radar sightline (^=0).
C=^cos^ ^re 2.5: Region of Flyable Trajectories
It is clear that this set of constraints imposes greater limits on the set of feasible phantom trajectories. This is generally going to be the case. The more restrictive the constraints, naturally, the more limited the set of feasible phantom trajectories will be.
Multiple ECA Vs, Single Phantom
When multiple ECAVs are considered, the problem goes fi-om being a simple geometry problem to a complex coordinated control problem. If the phantom track is determined a priori and the ECAV initial positions are known, it is also possible to determine the ECAV trajectories offline. This problem can be considered open loop from the systems perspective, but requires tight time synchronization. The major downside to this approach is its inherent lack of robustness. Unforeseen complications (wind, terrain, etc) will render this approach useless, unable to adapt to changing conditions. A better approach would not require knowledge of initial conditions. The phantom trajectory could be determined online by a closedloop cooperative team.
Knowledge of an "optimal" phantom trajectory could be imposed, but is not required.
Whether the control problem is considered decentralized depends the defmition. Here, we consider decentralization to be a measure of the level of communication present in the system. A fully centralized system shares foil state information for all team members. In a folly decentralized system, all team members operate without interaction. The amount of required communication is a fonction of the desired system performance. This does not necessarily imply any distribution in the computational load. Therefore, it makes sense to talk about a "leader" in the decentralized system. The leader may be virtual, where each team member does the same calculation based on the same shared information.
What makes this problem unique, and not redundant, is the strength of the required coordination. In this problem, if one ECAV fails, the team objective may not be obtainable. If one radar does not see what the other radars see, the track may be rejected. The fact that system performance does not degrade gracefolly is an important aspect of the problem.
Generation of the phantom track is a negotiation problem. Each ECAV has physical constraints on where and how quickly it can move, further limited by operational constraints on speed and heading. Based on this knowledge, an ECAV generates a cost-to-go function that represents the cost to move to a particular location. The fonction changes with time, depending on the local state. The leader must aggregate the individual cost fonctions to form a coherent minimum-cost path.
The cost-to-go function of an ECAV represents the current and foture cost of moving to a particular location. The effort to move to a particular location and the time-horizon impact of such a move must be incorporated. The effort cost is a fonction of the current heading and speed. An ECAV is physically bounded by turning rate and acceleration constraints. There will also be regions of heading and speed that are operationally favorable.
Antenna directionality, foel consumption, and radar cross-section pose operational limitations.
When n-ECAVs are participating in deceiving n-radars, in an n-out-ofm radar network configuration, the team is meeting its objective. When one ECAV falls out of the team, the phantom track loses its coherency. There are finite regions of possible trajectories, so the cost fonctions must attempt to "steer" the ECAV toward more favorable regions to maximize the time-horizon.
The radar deception system can be treated as a hierarchical decomposition of team goals into individual cost fonctions. A leader aggregates individual costs to determine an optimal team goal (phantom trajectory). It is up to the individual ECAVs to execute their trajectories to accomplish the goal. The determination of the team goal is an independent problem. It can be considered by assuming that the individual cost functions are known.
Aggregation techniques can be sub-optimal (heuristic) or optimal. To take the heuristic approach, the leader considers several phantom trajectory alternatives. The ECAVs report the cost of each alternative to the leader. If there is a preconceived notion of a "best phantom path", this is used to apply weights the ECAV costs. This notion may be an operational goal of drawing the radars away from a particular region or to maintain a constant phantom heading or speed. If no such restriction is imposed, a minimum-sum approach is used to pick the best phantom path. This heuristic technique is called optimalization.
The alternative approach is to find the optimal phantom path directly through optimization. One popular technique is Model Predictive Control (MPC), where the phantom is the control object. The individual ECAV cost functions and any "best phantom path" notions are combined into a single phantom cost fonction. Physical restrictions on the phantom can be imposed as constraints. The phantom track is determined by solving this constrained optimization problem at each step.
The optimality of the heuristic approach can be improved by considering more alternatives at the expense of speed. The speed of the MPC approach can be improved by limiting the number of iterations at the expense of optimality. The tradeoff between optimality and speed is the same, and either approach is feasible.
From a connmunications standpoint, the heuristic approach is less demanding than the MPC approach. Only the scalar cost alternatives need to be passed around. In the optimal problem, fonctions of several variables need to be passed around at each step. The communication delays need to be minimized to maintain the stability of the system. The output of the path planner can be represented as a set of waypoints, equally spaced in time. The phantom f)ath planning problem could be thought of as a set of successive cooperative rendezvous problems, where the rendezvous points are variable, but the times are not. Along those lines, one strategy for minimizing communication is to negotiate the entire phantom path at the beginning. Once the path has been agreed upon, it will be executed and only reconsidered if complications arise (wind, terrain, etc). The ECAVs could be implemented as three-state machines.
Initially, all ECAVs start in the autonomous flight state until the deception is initiated.
At this time, the entire phantom trajectory is negotiated and shared among team members.
Once the plan is complete, the individual ECAVs execute the plan, unless a replan becomes necessary or until the deception is complete. If a suitable phantom track cannot be negotiated, the vehicles return to autonomous flight and reposition themselves to try again. the primary track, and they will not be independent.
With a single ECAV and single radar, it is possible to generate a string of collinear returns by varying the range delay. Once a second radar and ECAV are added to the scenario, the radar sight lines will intersect at exactly one point. Once a third radar and ECAV are added, the radars will intersect at most at one point.
In special geometric configurations where only 2-out-of-n radars need to concur, it could be possible to generate many phantom tracks with only one ECAV. For example, in the following configuration (fig 4.1) , the ECAV (green) can send returns to three pairs of radars (red) at once, effectively generating 3 confirmed phantoms (black) independently. Note that the motions of the phantoms are necessarily coupled. The limitations of this scenario are obvious. If the radar network requires 3-out-of-n radars or if the geometric shape doesn't hold, the phantoms vanish. Another way to generate multiple phantoms with n-ECAVs and n-radars in an n-outof-m network is through side-lobe manipulation.
A radar antenna emits energy in all directions (figure 4.2) and receives energy in all directions.
Multiple Phantoms
ECAVs, Multiple
Once the mukiple ECAV, single phantom case has been considered, it is natural to try to extend it to generate multiple phantom tracks. This is not possible in general, however.
Under special circumstances it may be possible to generate secondary tracks, but they will not last as long as In some cases, it may be possible to echo a side-lobe pulse, fooling a radar into believing something is in front, when it is actually aligned with a side-lobe. Figure 4 .3 demonstrates this principle. In general, this is also not sustainable. The radars employ sophisticated filters to eliminate side-lobe noise. While it may be possible to overwhelm these filters, it is unlikely. Unless you are injecting energy directly along one of the primary side-lobes, there will be little chance of creating a strong enough return. An attempt has been made to abstract the findings of this paper from the specifications of the radar being employed. The purpose of this section is to investigate a few important considerations that are specific to the radar specifications.
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Uncertainty
Before any inference on the feasibility of this radar deception scenario can be made, a thorough study of the uncertainty must be made. As is often the case, the uncertainty is a dominant problem.
There are many potential sources of uncertainty in this problem. A certain amount of uncertainty can be tolerated in the positioning of the ECAVs. The radars have a beam width of a few degrees, so at a great range, there will likely be sufficient room to operate. If the phantom point jumps around a littie from pulse to pulse, this is also not a big problem. If the phantom were an actual aircraft, the radar echoes would fluctuate as the aircraft pitches and rolls.
Of greater concern is uncertainty in the position of the radars themselves.
Many successive errors have the potential of defeating the coordination. It may be possible to triangulate the radar positions based on incoming pulse amplitudes. This data could be filtered to obtain an improving estimate on radar positions. This estimation problem could prove to be just as important and challenging as the ECAV positioning.
Another area of concern is unforeseen delays in communication. There must be some type of information synchronization protocol.
If the phantom trajectory is agreed upon before it is executed, on-line communication will be at a minimum and delays shouldn't pose a major problem. The information synchronization during the planning phase is of greater concern.
Every scenario discussed in this study assumes tight clock synchronization. If the clocks do not coincide on the nanosecond scale, the echoes will not have the precise range delay that is required to make the phantom track converge. Signal processing delay is another potential problem. Even if the clocks were dead-on, a slight unforeseen delay in processing would extend the range delay, destroying the synchronization. These timing uncertainties could also prove to be one of the most difficult challenges.
Radar PRF and Scan Modes
The pulse repetition frequency (PKF) of ground radar determines its sensing capabilities. Low-PRF radar has large Doppler ambiguities. poor main-lobe noise rejection, but good side-lobe rejection.
High-PRF radar has large range ambiguity and the opposite noise-rejection characteristics. The primary source of main-lobe clutter in airborne radar is from ground return. In upward looking ground radar, this is not a factor.
For the ECAV scenario, three primary modes of deception are possible: low-PRF main-lobe range deception, high-PRF main-lobe Doppler deception, and high-PRF side-lobe Doppler deception. In a practical scenario, the radars would switch between high and low PRF modes. To effectively generate a phantom point, it is necessary to provide both range delay and Doppler deception at all times. If multiple tracks are being generated through the side-lobes, the additional tracks will only be detected when the radars are in a high-PRF mode. This may pose a problem with track credibility.
In addition to the PRF, there are three scan modes in which the ground radar can operate: search, track, and track-while-scan (TWS). In search mode, the radar is in early detection mode, performing a slow and wide multi-bar scan. When operating in high-PRF mode, this is called velocity search (VS), because it detects objects that are closing or opening at a significant speed. In low-PRF mode, this is called range while search (RWS), because it can detect the range of multiple objects at various headings, with low accuracy. At the other end of the spectrum is single track (ST) mode. In this mode, the radar locks on an object and continually monitors it, providing a highly accurate measure of the object position and velocity, but unable to detect new objects. In radars with electronically steered antennas (ESA), it is possible to simultaneously track multiple objects with little degradation in accuracy. A compromise of these two modes is TWS mode. This performs a multi-bar scan to periodically check the position of multiple objects while searching for new objects. This mode can also track multiple objects, but with lesser accuracy than ST. The discreet nature of the radar scan pattern justifies our choice of specifying discreet waypoints uniformly spaced in time.
It can be assumed that the radars are in either ST or TWS mode. If the radars are in a radar network, they will require corroboration. The only significant difference is that in TWS mode, it may be advantageous for the ECAV to provide additional false returns. This will cause the radars to spend time investigating new objects. Even though these phantom points will not be corroborated and thus discarded, performance will be degraded. This will affect the ability of the network to accurately sense the phantom track, which will in turn make it easier to generate.
It is assumed that the radar is operating at a low duty-cycle. This is necessary because of the limited processing capabilities of the ECAV. This is especially critical in the case where the ECAV is attempting to deceive multiple radars at once through the side-lobes.
Conclusions
A radar deception scenario that employs a cooperative multi-agent team has been considered. It appears that from the analysis to date that the scenario is theoretically feasible. Given a set of constraints, a first step is to determine the regions of operability for the ECAV. If the results are satisfactory, cost functions must be developed to relate ECAV trajectories to ECAV effort and the time-horizon.
Similarly, preferred phantom trajectories should be considered and used to aggregate the ECAV cost functions. It still remains to be seen whether the system is practically feasible due to the complications of uncertainty. Generation of multiple phantom tracks is only realistic in very specific situations. Simulations should be performed to confirm the viability of the distributed cooperative control scheme. A sensitivity analysis should be performed to study the effect of uncertainties on the convergence of the system. This is left as future work.
