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On metastability in nearly-elastic systems
Wenqing Hu∗
Abstract
We consider a nearly-elastic model system with one degree of freedom. In each
collision with the ”wall”, the system can either lose or gain a small amount of
energy due to stochastic perturbation. The weak limit of the corresponding slow
motion, which is a stochastic process on a graph, is calculated. A large deviation
type asymptotics and the metastability of the system is also considered.
Keywords: Averaging, large deviations, metastability, Markov processes on graphs,
random walk.
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1 Introduction
Consider a model of a one-dimensional system with several potential wells (Fig.1).
A particle of unit mass moves freely in an interval [q1, qn] with elastic reflection at the
ends of the interval if the initial velocity is large enough. Let a finite number of points
q2, q3, ..., qn−1 ∈ (q1, qn) be given. Suppose at each qi there is a ”wall” of certain height
which gives the particle instantaneous reflection once the particle hits it from either
side. The ”height” coordinate H is the energy of the particle. The potential wells are
numbered by 1, 2, ..., N (see Fig.1, where N = 7). Note that some of the wells are the
combination of ”smaller” wells. For example, in Fig.1 well 5 consists of wells 1 and 2,
well 6 consists of wells 5 and 3, and well 7 consists of wells 6 and 4. The speed of the
particle at energy level H is
√
2H. In the following, we always make the convention that
the bigger wells, like well 5 which consists of wells 1 and 2, are of energy level between
the top of that well and the one that separates the two smaller wells. For example, in
Fig.1 well 5 is supposed to be of energy level between H6 and H5; well 6 is supposed
to be of energy level between H7 and H6, etc. Under this convention each well with
number i has a minimum energy level Hi (see Fig.1). We assume that all Hi’s are
bounded away from 0. Within well i, at energy level H, the particle moves between the
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Fig. 1: The 1-dimensional mechanical model
walls of that well and has speed v =
√
2H . At each collision with the wall, the particle
is instantaneously reflected and the speed of the particle remains the same. The energy
H is preserved in the system.
Assume now that the collisions with the walls are not absolutely elastic. If the
particle is in well i with energy H, then it hits the left (right) wall of that well and
was reflected, while at the same time its energy becomes H − εξ(i)k (H − εη(i)k ) (if at
the bottom of the well i there is no smaller wells the energy decays to Hi ∨ (H − εξ(i)k )
or Hi ∨ (H − εη(i)k ), respectively, and a ∨ b = max(a, b)). Here 0 < ε << 1 is a small
parameter and k denotes the number of collisions with the left (right) wall (when the
particle is at some energy level which is the bottom of a ”big” well, i.e., one which
contains two smaller wells we take ξ
(i)
k and η
(i)
k to be those corresponding to the big
well). The sequences of random variables {ξ(i)k }k≥1, {η(i)k }k≥1 are i.i.d. and mutually
independent with E(ξ
(i)
k +η
(i)
k ) > 0. We assume that these random variables are bounded
P{|ξ(i)k | ≤ M} = P{|η(i)k | ≤ M} = 1 for some M > 0 and they all have continuous
densities. In all the following, when we use random variables such as ξ, η without
subscript, they are understood as independent random variables and having the same
distribution as corresponding ξk and ηk’s. Also, later in this paper we will always denote
ζk = −(ξk + ηk) and ζ = −(ξ + η).
The position of the particle in our perturbed system can now be described by a
stochastic process X˜εt = (H˜
ε
t , q˜
ε
t ) where H˜
ε
t is the energy of the particle at time t and
q˜εt is the horizontal position of the particle (see Fig.1). We denote the width of the i-th
well by Di. In Fig.1 we have D5 = D1 +D2, D6 = D5 +D3 and D7 = D6 +D4.
The perturbed system X˜εt has, for 0 < ε << 1, fast and slow components. The
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fast component consists of the motion along the non-perturbed trajectory. To describe
the slow component, consider the graph Γ obtained after identification of points of each
well with a given energy level H. Denote by ⊓ the phase space of our system: ⊓ is the
union of all wells and it is assumed that each interior well consists of two sides, left and
right. Denote by Y : ⊓ → Γ the identification map of the phase space ⊓ to Γ. The slow
component of the motion is Y˜ εt = Y (H˜
ε
t , q˜
ε
t ) (compare with [5, Ch.8], [4]). We rescale
time t 7→ t/ε. Define Xεt = X˜εt/ε, Hεt = H˜εt/ε, qεt = q˜εt/ε, Y εt = Y˜ εt/ε.
We make a convention here: in the following processes with a tilde on it are orig-
inal processes with natural time parameter t; processes without such a tilde on it are
time-rescaled process with time t/ε; processes with a hat on it are piecewise linear mod-
ifications of the one under the hat. For example, Hεt = H˜
ε
t/ε and
̂˜
Hεt is a piecewise linear
modification of H˜εt , Ĥ
ε
t is a piecewise linear modification of H
ε
t , etc. Here piecewise lin-
ear modifications are obtained by joining each consecutive corners of the step functions
H˜εt and H
ε
t .
Number the edges of the graph: Γ = {I1, I2, ..., IN} where N is the number of
the wells (in Fig.1 N = 7). The i-th well corresponds to edge Ii. Exterior vertex Vk
corresponds to the bottom of the k-th well. Interior vertex Ol corresponds to the lowest
energy level (as was in the convention made before) of the l-th well (”big” well). Then
Y (H, q) = (H,K(H, q)) where K(H, q) is the number of the edge containing Y (H, q)
and H is the energy. We see that after time rescaling, the slow component is the process
Y εt = (H
ε
t ,K(H
ε
t , q
ε
t )).
We will show that the process Y εt converges, as ε ↓ 0, to a stochastic process Yt on
Γ. The process Yt is a deterministic motion within each edge of Γ and has stochasticity
only at the interior vertices Ol of Γ.
Since we allow random variables ξ
(i)
k , η
(i)
k to be less than 0, it can happen that
the particle enters certain well and sooner or later it jumps out of that well. Since we
assumed that E(ξ
(i)
k + η
(i)
k ) > 0, this is a large deviation type event. We will calculate
the ”quasi-potential” describing how difficult it is to switch from one well to another.
For the system with many wells, metastability and asymptotic behavior of the system
will be considered in Section 4.
2 The limiting process
In this section we first consider the two well case. Let us assume that our system
has two wells 1 and 2 and their combination is well 3. Interior vertex is O3 and exterior
vertices are V1 and V2. The edges are I1, I2 and I3. We assume that P{|ξ(i)k | ≤ M} =
P{|η(i)k | ≤ M} = 1 for some constant M > 0. Similar to [4], by using the standard
averaging principle, we get
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Lemma 2.1. Let Hε0 = H0 > H(O3). Within each edge of the graph Γ, as ε ↓ 0,
the process Hεt = H˜
ε
t/ε, converges uniformly in probability on 0 < t < T < ∞, to a
deterministic motion H(t) which is defined by the equations
H(t) =
(√
H0 − tEξ
(3) + Eη(3)
2
√
2D3
)2
, 0 < t ≤ t0 on I3; (2.1)
and
H(t) =
(√
H(O3)− (t− t0)Eξ
(1) + Eη(1)
2
√
2D1
)2
, t > t0 on I1; (2.2)
H(t) =
(√
H(O3)− (t− t0)Eξ
(2) + Eη(2)
2
√
2D2
)2
, t > t0 on I2 (2.3)
respectively. Here H(O3) is the energy corresponding to the interior vertex O3 and
t0 =
2
√
2D3(
√
H0 −
√
H(O3))
Eξ(3) + Eη(3)
is the time for H(t) to come to the interior vertex O3.
Similarly as was done in [4], we consider a piecewise linear modification
̂˜
H
ε
t of H˜
ε
t .
Under the convention made in the introduction we put Ĥεt =
̂˜
H
ε
t/ε and X̂
ε
t = (Ĥ
ε
t , q
ε
t ).
Let Ŷ εt = (Ĥ
ε
t ,K(X̂
ε
t )). It is clear that for fixed ε > 0,
P{| ̂˜Hεt − H˜εt | < Cε} = 1 (2.4)
for some positive constant C > 0 and 0 < t < T <∞. We have, as in [4],
Lemma 2.2. For each T > 0, the family {Ŷ εt }t>0 is tight in C0T (Γ).
We now turn to the problem of determining the asymptotic branching probability
for the process Ŷ εt as ε ↓ 0, at the interior vertex O3. Let us first present an auxiliary
lemma about certain properties of random walk (compare with [4]).
Let {ξk}k≥1, {ηk}k≥1 be i.i.d, mutually independent sequences of random variables.
Assume that the random variables have continuous densities and P{−∞ < −α < ξk <
α <∞} = 1, P{0 < ηk < α <∞} = 1 for some positive constant α > 0. Notice that we
allow ξk to be negative but we assume that E(ξk + ηk) > 0. Put, for m ≥ 0, that
S0 = 0 , S2m =
m∑
k=1
(ξk + ηk) , S2m+1 = S2m + ξm+1 .
Define τλn = min{m : Sm > nλ} for λ > 0.
Since E(ξk + ηk) > 0, the law of large numbers implies that P{τλn < ∞} = 1 for
any λ > 0, n ∈ Z.
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Fig. 2: Strong ascending ladder points
Let ζk = ξk + ηk. Let Tn = S2n =
n∑
k=1
ζk. Sample trajectories of Sn and Tn are
shown in Fig.2. Let N = min
k≥1
{Tn > 0}. Put
En(I) = P{N = n, Tn ∈ I}
for I ⊂ (0,+∞). In other words, En(I) is the probability of the event
{T1 ≤ 0, T2 ≤ 0, ..., Tn−1 ≤ 0, Tn > 0, Tn ∈ I}.
Consider random variables a = TN−1, b = S2N−1, c = TN. We are now ready to
state
Lemma 2.3. Under mentioned above conditions,
lim
n→∞
P{τλn is odd} =
Eb1b>0
Ec
,
lim
n→∞
P{τλn is even} = 1−
Eb1b>0
Ec
.
Proof. We say a strong ascending ladder point (see [3, Ch.12]) for {Tn}n≥1 (re-
spectively, {Sn}n≥1) occurs at step k if
Tk > max{Tr : 0 ≤ r ≤ k − 1}
(respectively, Sk > max{Sr : 0 ≤ r ≤ k − 1}).
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If the successive strong ascending ladder points for Tn are W1, W1 + W2, ... ,
we write TW1+W2+...+Wk − TW1+W2+...+Wk−1 (suppose W0 = 0) as Zk, the k-th strong
ascending ladder step for {Tn}n≥1.
The random variables Wk, k ≥ 1 are i.i.d with common distribution the same as
that of N. The random variables Zk, k ≥ 1 are i.i.d with common distribution the same
as that of c = TN.
Since we assumed that P{0 < ηk < α < ∞} = 1, the occurrence of a strong
ascending ladder point for {Tn}n≥1 at step k implies that a strong ascending ladder
point for {Sn}n≥1 happens either at step 2k or at step 2k − 1 (see Fig.2). Define
Rk = S2(W1+W2+...+Wk)−1 − S2(W1+W2+...+Wk−1). Since each piece of the random walk
between steps W1 + ...+Wk−1 and W1+ ...+Wk are i.i.d, the random variables Rk are
i.i.d with common distribution the same as that of b = S2N−1. By using the same local
limit argument as that in [4, Lemma 3.3], one can see that
lim
n→∞
P{τλn is odd} = limn→∞
n∑
k=1
Rk1Rk>0
n∑
k=1
Zk
=
Eb1b>0
Ec
,
and the result follows. 
By using the Wiener-Hopf theory (see [3, Ch.12, Ch.18]), one can sometimes de-
termine the distribution of c by E(dx) =
∞∑
n=0
En(dx) and thus Ec =
∫ ∞
0
xE(dx). The
distribution of b can be determined by the convolution relation
E(dx) =
∫ x
−∞
b(dy)Fη(dx− y).
Here b(dy) = P{b ∈ dy} and Fη is the common distribution function of ηk. We
refer the reader to [3, Ch.12, Ch.18].
Now let us turn back to our system. Assume that our system always loses energy
on the right walls, i.e. P{0 < η(i)k < M < ∞} = 1. On the left walls the system can
either gain or lose energy - we only assume that P{−∞ < −M < ξ(i)k < M < ∞} = 1.
Let a(i), b(i), c(i) be defined in the same way as a, b, c in Lemma 2.3 for random walks
S
(i)
n constructed from ξ
(i)
k , η
(i)
k :
S
(i)
0 = 0 , S
(i)
2m =
m∑
k=1
(ξ
(i)
k + η
(i)
k ) , S
(i)
2m+1 = S
(i)
2m + ξ
(i)
m+1 .
Let λ = H0 −H(O3), n =
[
1
ε
]
, and apply Lemma 2.3 directly, we get
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Lemma 2.4.
lim
ε↓0
P{Xεt finally falls into well 1} =
Eb(3)1b(3)>0
Ec(3)
≡ p(3)1 ,
lim
ε↓0
P{Xεt finally falls into well 2} = 1−
Eb(3)1b(3)>0
Ec(3)
≡ p(3)2 .
Define a process Yt on Γ: Yt = (H(t),K(t)); on each edge H(t) satisfies equations
(2.1), (2.2), (2.3), respectively. The process Yt, when arriving at the interior vertex O3,
immediately leaves that vertex and goes into edge I1 or I2 with probabilities p
(3)
1 and
p
(3)
2 , respectively. We have,
Theorem 2.1. Under the same assumption mentioned before Lemma 2.4, as ε ↓ 0,
process Ŷ εt converges weakly, for 0 < T <∞, in C0T (Γ) with uniform topology, to Yt.
The above result can be easily generalized to the case when the system has more
than two wells. The averaging principle is the same as before: within each edge Ii,
as ε ↓ 0, Hεt converges to a deterministic motion H(t) which satisfies the differential
equation
dH
dt
= −Eξ
(i) + Eη(i)
Ti(H)
,
where i is the number of the well, Ti(H) =
2Di√
2H
is the period of the elastic motion
within well i.
We assume that the system always loses energy on the right walls, i.e. P{0 < η(i)k <
M < ∞} = 1; and on the left walls the system can either gain or lose energy - we
only assume that P{−∞ < −M < ξ(i)k < M < ∞} = 1. The branching probabilities
for the limiting motion Yt at the bottom of well i can be given by p
(i)
1 =
Eb(i)1b(i)>0
Ec(i)
(for entering the left well) and p
(i)
2 = 1−
Eb(i)1b(i)>0
Ec(i)
(for entering the right well). The
branching at each interior vertex is independent of the others.
Finally we briefly consider the case when we throw away the artificial restriction
that P{0 < ηk < α < ∞} = 1. Suppose ξk and ηk are two i.i.d. series and mutually
independent. Let P{−α < ξk < α} = P{−α < ηk < α} = 1 for some α > 0 and
k = 1, 2, 3, ... . Suppose all ξk’s and ηk’s have continuous densities. We also assume that
E(ξk + ηk) > 0. Let us add one more assumption that P{ξk > 0} > 0, P{ηk > 0} > 0.
Let us consider the strong ascending ladder points for the random walk
S0 = 0 , S2m =
m∑
k=1
(ξk + ηk) , S2m+1 = S2m + ξm+1 .
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We define these strong ascending ladder points to be J1, J1 + J2, ... . Let Mk = 1
if J1 + ...+ Jk is odd and Mk = 0 if J1 + ...+ Jk is even. Let M0 = 0.
Let us consider another random walk
S′0 = 0 , S
′
2m =
m∑
k=1
(ηk + ξk) , S
′
2m+1 = S
′
2m + ηm+1
and the corresponding strong ascending ladder points J ′1, J
′
1 + J
′
2, ... . We consider the
first strong ascending ladder steps γ(0) = SJ1 for {Sn}n≥0 and γ(1) = S′J ′1 for {S
′
n}n≥0.
By strong Markov property of the random walk Sn and our assumptions on ξk and
ηk it is easy to see that Mk is an ergodic Markov chain with two states {0, 1} and an
invariant measure µ({0}) = µ0 and µ({1}) = µ1 for some 0 < µi < 1 and
∑
µi = 1,
i = 0, 1. The coupling chain (Mk−1,Mk) is also an ergodic Markov chain with four states
{(0, 0), (0, 1), (1, 0), (1, 1)} and an invariant measure µ{(0, 0)} = µ00, µ{(0, 1)} = µ01,
µ{(1, 0)} = µ10, µ{(1, 1)} = µ11. Here 0 < µij < 1 and
∑
µij = 1 for i, j = 0, 1. It is
clear that µ11 + µ10 = µ1, µ01 + µ00 = µ0.
Let γ
(0)
k be a sequence of i.i.d random variables which has common distribution same
as γ(0). Let γ
(1)
k be a sequence of i.i.d random variables which has common distribution
same as γ(1). The random variables γ(0) and γ(1) are bounded and have continuous
densities. We choose these random variables such that they are mutually independent
and also independent of the Mk’s.
Define τλn = min{m : Sm > nλ} for λ > 0.
We claim the
Lemma 2.5. Under mentioned above conditions,
lim
n→∞
P{τλn is odd} =
µ11Eγ
(1) + µ01Eγ
(0)
µ1Eγ(1) + µ0Eγ(0)
,
lim
n→∞
P{τλn is even} =
µ10Eγ
(1) + µ00Eγ
(0)
µ1Eγ(1) + µ0Eγ(0)
.
Proof. We use the same local limit theorem argument as in [4, Lemma 3.3]. We
first apply the local limit theorem to sequence Tn (as defined in the proof of Lemma
2.3). Then we use the fact that
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lim
n→∞
P{τλn is odd }
= lim
n→∞
n∑
k=1
Mkγ
(Mk−1)
k
n∑
k=1
γ
(Mk−1)
k
= lim
n→∞
ν11(n)
n
1
ν11(n)
ν11(n)∑
k=1
γ
(1)
k +
ν01(n)
n
1
ν01(n)
ν01(n)∑
k=1
γ
(0)
k
ν1(n)
n
1
ν1(n)
ν1(n)∑
k=1
γ
(1)
k +
ν0(n)
n
1
ν0(n)
ν0(n)∑
k=1
γ
(0)
k
=
µ11Eγ
(1) + µ01Eγ
(0)
µ1Eγ(1) + µ0Eγ(0)
and the Lemma follows. Here for i, j = 0, 1 we set
νij(n) = number of k’s such that (Mk−1,Mk) = (i, j), 1 ≤ k ≤ n
and for i = 0, 1 we set
νi(n) = number of k’s such that Mk−1 = i, 1 ≤ k ≤ n .

But in this case the process Tn loses its ability to ”detect” a strong ascending
ladder point for the process Sn. Actually it might happen that S1, ..., S2n have a strong
ascending ladder point at S2n−1, yet T1, ..., Tn have no strong ascending ladder point.
Therefore one might not get explicit formulas as in Lemma 2.3. This problem of explicitly
calculating the asymptotic branching probability still remains open.
Now we turn back to our original system. By the same arguments that we use
to prove Theorem 2.1 we assert that under the assumptions made in Section 1 and an
additional assumption P{ξ(i)k > 0} > 0, P{η
(i)
k > 0} > 0, we have
Theorem 2.2. As ε ↓ 0 the process Ŷ εt converges weakly for 0 < T < ∞ in
C0T (Γ) with uniform topology to a process Yt on Γ which is a Markov process on Γ.
It is deterministic inside the edges and only has stochasticity (i.e. certain branching
probabilities) at the interior vertices.
3 Large deviations
We now calculate large deviation type asymptotics. We consider the simplest case
when there is only one well. The general case follows from our result for one well case
and will be discussed in the next section.
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Suppose our well has width D. The perturbation for the collision at the walls is
given by i.i.d and mutually independent sequences {ξk}k≥1 and {ηk}k≥1. We assume
that P{−M ≤ ξk ≤ M} = P{−M ≤ ηk ≤ M} = 1 for some M > 0. We assume that
E(ξk + ηk) > 0. Both ξ and η have continuous density. This implies that the process
Hεt is bounded for time 0 ≤ t ≤ T <∞. Let us assume that for the time 0 ≤ t ≤ T we
have 0 < H0 ≤ Hεt ≤ H <∞. Let qε0 = q0. Let
Qεt = q0 + the total horizontal distance that q
ε
t traveled up to time t .
The system (Hεt , Q
ε
t ), satisfies the equations: H˙
ε
t = −f(Qεt) ,
Q˙εt =
1
ε
√
2Hεt .
(3.1)
Here random function f(Q) =
∞∑
k=1
(ξkδ(Q− (2k − 1)D) + ηkδ(Q− 2kD)) where
δ(·) is the Dirac δ-function.
Consider a piecewise linear modification
̂˜
H
ε
t of the step function H˜
ε
t , as defined at
the beginning of Section 2. We see that by (2.4)
̂˜
H
ε
t is a good approximation of H˜
ε
t .
System (3.1) has fast component Q and slow component H and they depend on
each other. Let H0 ≤ h ≤ H. Let Qh(t) = q0 + t
√
2h. Let β ∈ R. Define
H(h, β)
= lim
T→∞
1
T
lnE exp
(
−β
∫ T
0
f(Qh(t))dt
)
=
√
2h
2D
lnE exp (−β(ξ + η)) .
(3.2)
Let L be the Legende transform of H:
L(h, α) = sup
β
(αβ −H(h, β)).
Let ϕ ∈ C[0,T ]([H0,H]). Let
S0T (ϕ) =

∫ T
0
L(ϕs, ϕ˙s)ds , for ϕ absolutely continuous,
+∞ , otherwise .
(3.3)
We have:
Theorem 3.1. The family Ĥεt , 0 < t < T satisfies the large deviation principle as
ε ↓ 0 in the space C[0,T ]([H0,H]) with normalizing factor ε−1 and an action functional
S0T (ϕ).
10
To be precise, Theorem 3.1 means the following (see [5, Ch.3]):
(0) The set Φ(s) = {ϕ ∈ C[0,T ]([H0,H]) : S0T (ϕ) ≤ s} is compact for every s ≥ 0.
(I) For any ν > 0, any δ > 0, any ϕ ∈ C[0,T ]([H0,H ]), there exist ε0 > 0 such that
for any 0 < ε ≤ ε0 we have
P{ρ0T (Ĥε, ϕ) < δ} ≥ exp(−ε−1(S0T (ϕ) + ν)) .
(II) For any δ > 0, any ν > 0 and any s > 0 there exist an ε0 > 0 such that for any
0 < ε ≤ ε0 we have
P{ρ0T (Ĥε,Φ(s)) ≥ δ} ≤ exp(−ε−1(s− ν)) .
Here for ϕ,ψ ∈ C0T ([H0,H]) we denote ρ0T (ϕ,ψ) = max
0≤t≤T
|ϕ(t)−ψ(t)| and ρ0T (ϕ,Φ(s)) =
max
ψ∈Φ(s)
max
0≤t≤T
|ϕ(t)− ψ(t)|.
Let us consider an example.
Example. Let functionH0(β) = lnE exp(−β(ξ+η)). We haveH(h, β) =
√
2h
2D
H0(β).
Using the convexity of exponential function, we get H0(β) ≥ ln exp(−βE(ξ + η)) =
−βE(ξ + η), i.e. H0(β) + βE(ξ + η) ≥ 0. The minimum is achieved at β = 0.
Now we let ϕt = H(t). Here H(t) is the limiting motion of H
ε
t as ε ↓ 0. Standard
averaging principle gives us
dH(t)
dt
= −
√
2H(t)
2D
(Eξ + Eη) , H(0) = Hε0 .
Now H(H(t), β) =
√
2H(t)
2D
H0(β), and
L(H(t), H˙(t))
= sup
β
(H˙(t)β −H(H(t), β))
= sup
β
(H˙(t)β −
√
2H(t)
2D
H0(β))
= −
√
2H(t)
2D
inf
β
((Eξ + Eη)β +H0(β)) = 0 .
This means that S0T (H(t)) = 0 , which is not surprising since H(t) is the averaged
motion of the system.
On the other hand, for any absolutely continuous trajectory ϕt such that ϕ˙t > 0
for 0 ≤ t ≤ T we have L(ϕt, ϕ˙t) = sup
β
(ϕ˙tβ − H(ϕt, β)) > 0 since H(ϕt, 0) = 0 and
11
∂∂β
H(ϕt, β)|β=0 = −
√
2ϕt
2D
E(ξ+η) < 0 (see Lemma 3.2.1). This gives S0T (ϕ) > 0 which
means that there is a ”difficulty” for the system to gain some energy. 
The Proof of Theorem 3.1 is based on a combination of Crame´r’s large deviation
principle for i.i.d. sums and the technique to calculate large deviations from an averaged
system with full dependence, which was developed in [6], [7].
Let us first formulate an analogue of the classical Crame´r’s large deviation principle
for i.i.d. sums (compare with, for example, [5, Ch. 5, Examples 1.3 and 1.4]). Our proof
follows [2, Section 2.2].
Lemma 3.1. Let ζ1, ..., ζn,... be a sequence of bounded i.i.d random variables,
which have continuous densities and let
H0(β) = lnE exp(βζi) .
Let L0(α) = sup
β∈R
(αβ −H0(β)). Let ε > 0. Suppose integer n(ε)→∞ as ε ↓ 0. Suppose
for a bounded −∞ < x < x(ε) < x <∞ we have |argmaxβ(x(ε)β −H0(β))| ≤ b <∞ is
uniformly bounded. Then for any ν > 0, there exist δ > 0 such that, for any 0 < δ < δ
and for any 0 < δ < δ(ε) < δ < ∞, there exist ε0 > 0 such that for any 0 < ε < ε0 we
have
exp(−n(ε)(L0(x(ε))+ν)) ≤ P
{∣∣∣∣ζ1 + ...+ ζn(ε)n(ε) − x(ε)
∣∣∣∣ < δ(ε)} ≤ exp(−n(ε)(L0(x(ε))−ν)) .
Proof. Let A(n) =
1
n
(ζ1 + ...+ ζn). Let A = EA(n). We are estimating
P{x(ε)− δ(ε) < A(n(ε)) < x(ε) + δ(ε)} .
About the upper bound. Consider first the case x(ε) − δ(ε) > A. We have, using
Chebyshev inequality, for β ≥ 0, that
P{x(ε)− δ(ε) < A(n(ε))}
≤ exp(−βn(ε)(x(ε) − δ(ε)))E(βn(ε)A(n(ε)))
= exp(−βn(ε)(x(ε) − δ(ε)))E
n(ε)∏
k=1
exp(βζk)
= exp(−n(ε)((x(ε) − δ(ε))β −H0(β))) .
Since for x(ε)− δ(ε) > A and β ≥ 0 we have L0(x(ε)− δ(ε)) = sup
β≥0
((x(ε)− δ(ε))β−
H0(β)), we optimize the above inequality and we get
P{x(ε) − δ(ε) < A(n(ε))} ≤ exp(−n(ε)L0(x(ε)− δ(ε))) .
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Since our choice of x(ε) makes |argmaxβ(x(ε)β −H0(β))| uniformly bounded, the
uniform continuity of L0 gives the upper bound in this case. That is, we can choose δ > 0
small enough such that for 0 < δ < δ(ε) < δ we have L0(x(ε)− δ(ε)) ≥ L0(x(ε)) − ν.
In the case when x(ε) + δ(ε) < A, we estimate, for β ≥ 0, that
P{−(x(ε) + δ(ε)) < −A(n(ε))}
≤ exp(βn(ε)(x(ε) + δ(ε)))E(−βn(ε)A(n(ε)))
= exp(βn(ε)(x(ε) + δ(ε)))E
n(ε)∏
k=1
exp(−βζk)
= exp(−n(ε)((x(ε) + δ(ε))(−β) −H0(−β))) .
Now we use the fact that for x(ε)+δ(ε) < A we have L0(x(ε)+δ(ε)) = sup
β≥0
((x(ε)+
δ(ε))(−β) −H0(−β)) and we apply a similar argument.
Now in the case of x(ε) − δ(ε) ≤ A ≤ x(ε) + δ(ε), we choose δ > 0 small enough
such that |L0(x(ε))−L0(A)| < ν/2 and we notice that L0(A) = 0. This gives the trivial
upper bound as ε ↓ 0.
Now we prove the lower bound. Consider the unique solution of the equation
H′0(η) = x(ε) .
By our assumptions on the uniform boundedness of |argmaxβ(x(ε)β−H0(β))| and about
the boundedness an having density of ζ’s it is easy to check that the solution of this
equation exists and is unique. Now define a new measure P̂ε in terms of P as
dP̂ε
dP
(x) = exp(ηx−H0(η)) .
This P̂ε is a probability measure since
∫
R
dP̂ε =
1
E exp(ηζ)
∫
R
exp(ηx)dP = 1. Also under
P̂
ε the expected value of ζ is Êεζ =
1
E exp(ηζ)
∫
R
x exp(ηx)dP = H′0(η) = x(ε). Now we
have
P{|A(n(ε)) − x(ε)| < δ(ε)}
=
∫
|
∑n(ε)
k=1(xk−x(ε))|<n(ε)δ(ε)
P(dx1)...P(dxn(ε))
≥ exp(−n(ε)δ(ε)|η|) exp(−n(ε)x(ε)η)
∫
|
∑n(ε)
k=1 (xk−x(ε))|<n(ε)δ(ε)
exp(η
n(ε)∑
k=1
xk)P(dx1)...P(dxn(ε))
= exp(−n(ε)δ(ε)|η|) exp(−n(ε)(x(ε)η −H0(η)))P̂ε{|A(n(ε)) − x(ε)| < δ(ε)}
≥ exp(−n(ε)δ(ε)b) exp(−n(ε)L0(x(ε)))P̂ε{|A(n(ε)) − x(ε)| < δ(ε)} .
As we have, in this case P̂ε{|A(n(ε)) − x(ε)| ≥ δ(ε)} ≤ Ê
ε|ζ − x(ε)|2
n(ε)δ2
→ 0 as ε ↓ 0,
we have P̂ε{|A(n(ε))−x(ε)| < δ(ε)} → 1 as ε ↓ 0. We choose ε0 = ε0(ν, δ) small enough
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such that for 0 < ε < ε0 we have P̂
ε{|A(n(ε)) − x(ε)| < δ(ε)} ≥ exp(−n(ε)ν/2). We
then choose δ small enough such that δb ≤ ν/2. This then gives the lower bound. 
The next lemma gives some simple but important properties of the functions
H(h, β) and L(h, α), which will be used later.
Let us denote β[h, α] = argmaxβ(αβ −H(h, β)). Let h ∈ [H0,H ].
Lemma 3.2. We have
1. H(h, 0) = 0 and ∂
∂β
H(h, β)|β=0 < 0.
2. For any b > 0 the functions H and ∂
∂β
H are uniformly continuous in (h, β),
|β| < b. The function H(h, β) is C∞ in the variables h and β.
3. The function H(h, β) is strictly convex in β.
4. We have
∣∣∣∣ ∂∂βH(h, β)
∣∣∣∣ ≤ U√2h for some constant U > 0. When |α| > U√2h
we have L(h, α) = +∞.
5. The set A(h) = {α : L(h, α) <∞} has nonempty interior.
6. Let α̂ be such that L(h, α̂) = 0, then α̂ is in the interior of the set A(h).
7. Let |β[h, α]| ≤ b < ∞. Then for any small κ > 0 and any |α′ − α| < κ,
|h′ − h| < κ we have |β[h, α]− β[h′, α′]| < C(b, κ) and |L(h, α)−L(h′, α′)| < C(b, κ) for
a constant C(b, κ) ↓ 0 as κ ↓ 0.
Proof. For notational convenience let ζ = −(ξ + η).
1. Let H0(β) = lnE exp(βζ). We have H(h, β) =
√
2h
2D
H0(β). It is obvious that
H(h, 0) = 0. Also we have ∂
∂β
H(h, β)|β=0 =
√
2h
2D
Eζ < 0.
2. We have
H(h, β) =
√
2h
2D
lnE exp(βζ)
and
∂
∂β
H(h, β) =
√
2hEζ exp(βζ)
2DE exp(βζ)
so that they are uniformly continuous in (h, β) for |β| < b. One can take higher deriva-
tives also so that the function H(h, β) is C∞ in both variables h and β.
3. We can calculate
∂2
∂β2
H(h, β) =
√
2h(Eζ2 exp(βζ)E exp(βζ)− (Eζ exp(βζ))2)
2D(E exp(βζ))2
> 0 .
since the Cauchy-Schwarz inequality is now a strict one. This means that the function
H(h, β) is strictly convex in β.
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4. From 2 we can have
∣∣∣∣ ∂∂βH(h, β)
∣∣∣∣ ≤ U√2h. This gives, when |α| > U√2h, that
L(h, α) = +∞.
5. Since we assumed that P{|ξ| ≤ M} = P{|η| ≤ M} = 1 and both have density,
we can assume that there exist c < 0, C > 0 such that P(c < ξ + η < C) = 1 and there
exist κ > 0 and µ > 0 such that P(ξ + η > C − µ) ≥ κ and P(ξ + η < c + µ) ≥ κ,
also C − µ > c + µ. From here we get, that for β > 0, H(h, β) ≥ −
√
2h
2D
(c + µ)κβ
and for β < 0, H(h, β) ≥ −
√
2h
2D
(C − µ)κβ. This fact helps us to conclude that {α ∈
R,−
√
2h
2D
(C − µ)κ < α < −
√
2h
2D
(c+ µ)κ} ⊂ A◦(h).
6. We are proving that the number α̂ which makes L(h, α̂) = 0 is in the interior
of the set A(h). Since α̂ =
∂
∂β
H(h, β[h, α̂]) and α̂β[h, α̂] = H(h, β[h, α̂]). By strict con-
vexity of H in β this means that α̂ = ∂
∂β
H(h, β)|β=0. The statement reduces to proving
that −
√
2h
2D
(C − µ)κ < ∂
∂β
H(h, β)|β=0 < −
√
2h
2D
(c+ µ)κ, which is straightforward.
7. Suppose |β[h, α]| ≤ b < ∞. Then by strict convexity of H(h, β) in β we see
that β[h, α] is the unique solution of the equation H′0(β) =
2Dα√
2h
. This also gives
|α| ≤ K(b) for some constant K(b) > 0. For any |α′ − α| < κ and |h′ − h| < κ we have∣∣∣∣2Dα√2h − 2Dα
′
√
2h′
∣∣∣∣ < V κ for some V > 0. Therefore from the smoothness of the function
H0(β) and the strict monotonicity ofH′0(β) we conclude that the unique solution β[h′, α′]
of the equation H′0(β) =
2Dα′√
2h′
is close to β[h, α]: |β[h, α] − β[h′, α′]| < C(b, κ). This
gives also the fact that
|L(h, α) − L(h′, α′)|
≤ |αβ[h, α] − α′β[h′, α′]|+ |H(h, β[h, α]) −H(h′, β[h′, α′])|
≤ |α||β[h, α] − β[h′, α′]|+ |α− α′||β[h′, α′]|+
+|H(h, β[h, α]) −H(h′, β[h, α])| + |H(h′, β[h, α]) −H(h′, β[h′, α′])|
< C(b, κ)
for some C(b, κ) > 0, and we have C(b, κ) ↓ 0 as κ ↓ 0. 
The next lemma is an analogue of Lemma 5 in [7].
Lemma 3.3. For any ν > 0 there exist some ∆(ν) > 0, δ0(ν) > 0 such that for
any fixed 0 < δ0 < δ0(ν) and fixed 0 < ∆ < ∆(ν), there exist δ1(ν,∆) > 0 such that for
any 0 < δ1 < δ1(ν,∆) on the set |Ĥεt0 −h0| < δ0, uniformly with respect to t0, h0,Hεt0 , q0,
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under the condition
∣∣∣∣β[h0, h1 − h0∆ ]
∣∣∣∣ ≤ b <∞, as ε ↓ 0 , we have
exp(−ε−1(∆(L(h0, h1 − h0
∆
))− C(b)ν∆− C˜(b, δ0)))
≥ P{|Ĥεt0+∆ − h1| < δ1|Ft0} ≥
exp(−ε−1(∆(L(h0, h1 − h0
∆
)) + C(b)ν∆+ C˜(b, δ0)))
where C(b) > 0 is a constant and C˜(b, δ0) ↓ 0 as δ0 ↓ 0.
Proof. Let ζ = −(ξ+η). Let H0(β) = lnE exp(βζ). Let L0(α) = sup
β
(αβ−H0(β)).
Let ∆ > 0. Let N ε(t0,∆) be the number of crossings that the process Q
ε
t make with the
set {Q = kD, k ∈ N} during time [t0, t0 +∆]. Let nε(t0,∆) = N ε(t0,∆)/2 if N ε(t0,∆)
is even and nε(t0,∆) = (N
ε(t0,∆)− 1)/2 if N ε(t0,∆) is odd. Since
1
ε
√
2H0 ≤ Q˙εt =
1
ε
√
2Hεt ≤
1
ε
√
2H
we have
1
ε
∆
√
2H ≥
∫ t0+∆
t0
Q˙εtdt ≥
1
ε
∆
√
2H0 .
This together with the fact that
(N ε(t0,∆)− 1)D ≤
∫ t0+∆
t0
Q˙εtdt ≤ N ε(t0,∆)D .
gives
C1
∆
ε
≤ N ε(t0,∆) ≤ C2∆
ε
for some C1 > 0, C2 > 0. Since we assumed that P{|ξ| ≤M} = P{|η| ≤M} = 1 we see
that |Hεt −Hεt0 | ≤ C3∆ for t ∈ [t0, t0+∆] and some C3 > 0. As we have |Hεt0 − h0| < δ0
we have |Hεt − h0| < δ0 + C3∆ for t ∈ [t0, t0 +∆]. This gives
|
√
2Hεt −
√
2h0| ≤ C4(δ0 +∆)
for some C4 > 0 and t ∈ [t0, t0 +∆]. Therefore∣∣∣∣N ε(t0,∆)D − 1ε√2h0∆
∣∣∣∣ ≤ ∣∣∣∣∫ t0+∆
t0
(Q˙εt −
1
ε
√
2h0)dt
∣∣∣∣+D ≤ C4(δ0 +∆)ε ∆+D .
This gives ∣∣∣∣∣εnε(t0,∆)−
√
2h
2D
∆
∣∣∣∣∣ ≤ C5(ε+ (δ0 +∆)∆)
for some C5 > 0. This implies that for ε+ (δ0 +∆)∆ << ∆ we have n
ε(t0,∆)→∞ as
ε ↓ 0. Also, in this case C6∆ ≤ εnε(t0,∆) ≤ C7∆ for some C6, C7 > 0.
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Let ζk = −(ξk + ηk). Now we have, for ε > 0 small enough,
P{|Hεt0+∆ − h1| < δ1|Ft0}
= P{|Hεt0+∆ −Hεt0 +Hεt0 − h1| < δ1|Ft0}
≥ P{∣∣ε(ζ1 + ...+ ζnε(t0,∆)) +Hεt0 − h1∣∣ < δ1/2|Ft0} .
Fix some λ > 0 such that C5λ <
√
2h
8D
. We then choose δ0(ν) and ∆(ν) such that
δ0(ν) +∆(ν) < λ and we fix some 0 < δ0 < δ0(ν) and 0 < ∆ < ∆(ν). We then choose ε
small enough such that C5ε/∆ <
√
2h
8D
. We see that for a chosen δ1(ν,∆) > 0 such that
δ1(ν,∆)/∆ is small, for any 0 < δ1 < δ1(ν,∆), we can make
δ1/2
εnε(t0,∆)
to be smaller
than the δ in Lemma 3.1. Also, we notice that
δ1/2
εnε(t0,∆)
is bounded away from 0 as
ε ↓ 0, for fixed δ1 and ∆. On the other hand, since we have
argmaxβ
(
h1 −Hεt0
εnε(t0,∆)
β −H0(β)
)
= argmaxβ
(
(h1 −Hεt0)β − εnε(t0,∆)H0(β)
)
which, by Lemma 3.2.7, is close to
β[h0,
h1 − h0
∆
] = argmaxβ((h1 − h0)β −
√
2h0
2D
∆H0(β)) ,
say, within a distance of κ(δ0, (δ0 + ∆)∆), as ε is small. And this κ(δ0, (δ0 + ∆)∆) →
0 as (δ0,∆) → (0, 0). We shall choose our δ0(ν) and ∆(ν) to be small such that
|κ(δ0(ν), (δ0(ν) + ∆(ν))∆(ν))| < 1. By our assumption
∣∣∣∣β[h0, h1 − h0∆ ]
∣∣∣∣ ≤ b < ∞.
Now we see that Lemma 3.1 applies. We then get, on the set {|Hεt0 − h0| < δ0}, as ε is
small, we have
P{|Hεt0+∆ − h1| < δ1|Ft0}
≥ P
{∣∣∣∣ζ1 + ...+ ζnε(t0,∆)nε(t0,∆) − h1 −H
ε
t0
εnε(t0,∆)
∣∣∣∣ < δ1/2εnε(t0,∆) |Ft0
}
≥ exp(−nε(t0,∆)(sup
β∈R
(
h1 −Hεt0
εnε(t0,∆)
β −H0(β)
)
+ ν)) .
Now we use Lemma 3.2.7 to get the bound
P{|Hεt0+∆ − h1| < δ1|Ft0}
≥ exp(−ε−1
(
εnε(t0,∆) sup
β∈R
(
h1 − h0
εnε(t0,∆)
β −H0(β)
)
+ C8ν∆+ C9(b, δ0)
)
)
= exp(−ε−1(∆ sup
β∈R
(
h1 − h0
∆
β − εn
ε(t0,∆)
∆
H0(β)
)
+C8ν∆+ C9(b, δ0)))
≥ exp(−ε−1(∆L(h0, h1 − h0
∆
) + C8ν∆+ C9(b, δ0) + C10(b, δ0,∆)∆)) .
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Here the auxiliary constant C8 > 0 and positive functions C10(b, δ0,∆) → 0 as
(δ0,∆) → (0, 0) and C9(b, δ0) → 0 as δ0 → 0. We choose δ0(ν) and ∆(ν) small enough
such that C8ν+C10(b, δ0(ν),∆(ν)) ≤ C11(b)ν for C11 > 0. This gives, for some C(b) > 0
and C˜(b, δ0) ↓ 0 as δ0 ↓ 0, the bound
P{|Hεt0+∆ − h1| < δ1|Ft0} ≥ exp(−ε−1(∆(L(h0,
h1 − h0
∆
)) + C(b)ν∆+ C˜(b, δ0))) .
As we have (2.4), this also gives, as ε is small, that on the set {|Ĥεt0 − h0| < δ0} we
have
P{|Ĥεt0+∆ − h1| < δ1|Ft0} ≥ exp(−ε−1(∆(L(h0,
h1 − h0
∆
)) + C(b)ν∆+ C˜(b, δ0))) .
Similarly one can estimate
P{|Ĥεt0+∆ − h1| < δ1|Ft0} ≤ exp(−ε−1(∆(L(h0,
h1 − h0
∆
))− C(b)ν∆− C˜(b, δ0))) .

Remark. In the proof of Theorem 3.1 we will iteratively use this Lemma and we
emphasize that the choice of δ1 does not depend on the choice of δ0 (of course, provided
that δ0 < δ0(ν)). Also, the choice of small ε may depend on ν, ∆, δ1, δ1/∆ (coming
from the dependence of ε on δ in Lemma 3.1).
Proof of Theorem 3.1.
1. Set-up. Let L be the Legendre transform of H:
L(h, α) = sup
β
(αβ −H(h, β)).
And the action functional is defined as
S0T (ϕ) =

∫ T
0
L(ϕs, ϕ˙s)ds , for ϕ ∈ C0T ([H0,H ]) absolutely continuous ,
+∞ , otherwise .
Part (0) of the large deviation principle can be shown as Lemma 7.4.2 of [5].
2. First part of the proof. The lower bound (I).
Let S(ϕ) < ∞. We show that, given any ν > 0, any δ > 0, we have for ε small
enough, that
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ε lnP{ρ0T (Ĥε, ϕ) < δ} ≥ −S(ϕ)− ν .
Assume that for any s, L(ϕs, ϕ˙s) <∞ for any s. The reason is the same as in [7],
Section 4, Step 1. By Lemma 3.2.4 we can assume that sup
0≤s≤T
|ϕ˙s| ≤ U
√
2H (U is the
constant coming from Lemma 3.2.4).
3. By Lemma 3.2.5 for each s ∈ [0, T ] the set {α : L(ϕs, α) < ∞} has non-
empty interior L◦[ϕs]. Since L(ϕs, ϕ˙s) < ∞ we have, as in Section 4, Step 5 of [7]
that L(ϕs, ϕ˙s) = lim inf
α→ϕ˙s,α∈L◦[ϕs]
L(ϕs, α). For each such α there exists a (unique in our
case since H(h, β) is strictly convex in β) finite adjoint β[ϕs, α]. We have H(ϕs, β) =
αβ[ϕs, α] − L(ϕs, α) and L(ϕs, α) = αβ[ϕs, α] − H(ϕs, β). We then choose ˙˜ϕs = α ∈
L◦[ϕs] so that the value L(ϕs, ˙˜ϕs) is close to L(ϕs, ϕ˙s).
Put ϕ˜t = Ĥ
ε
0 +
∫ t
0
˙˜ϕsds. We can choose this new curve to be as close to ϕt as we
like, therefore we can make∣∣∣∣∫ T
0
L(ϕs, ˙˜ϕs)ds− S0T (ϕ)
∣∣∣∣ ≤ ν/3 .
4. For any s we choose a measurable α̂s such that L(ϕs, α̂s) = 0. This is the
same as in Section 4, Step 6 of [7]. We see that |α̂s| ≤ U
√
2H for the constant U in
Lemma 3.2.4. Also, α̂s ∈ L◦[ϕs] by Lemma 3.2.6. For this α̂s the corresponding adjoint
β[ϕs, α̂s] = argmaxβ(βα̂s −H(ϕs, β)) exists, is unique and finite.
5. As is the same in Section 4, Step 7 of [7], we take for given b that
ϕbt = Ĥ
ε
0 +
∫ t
0
(
˙˜ϕs1(|β[ϕs, ˙˜ϕs]| ≤ b) + α̂s1(|β(ϕs, ˙˜ϕs)| > b)
)
ds .
Since we choose |α̂s| ≤ U
√
2H in Step 4 of our proof we can find a b such
that the curve ϕb is still close to ϕ in ρ0T norm, and the values
∫ T
0
L(ϕs, ϕ˙bs)ds and∫ T
0
L(ϕs, ϕ˙s)ds are close to each other, say∣∣∣∣∫ T
0
L(ϕs, ϕ˙bs)ds− S0T (ϕ)
∣∣∣∣ ≤ 2ν/3 .
At the same time, we make |β[ϕs, ϕ˙bs]| ≤ b. And for b large enough we make {ρ0T (Ĥε, ϕ) <
δ} ⊃ {ρ0T (Ĥε, ϕb) < δ/2}.
6. Similarly as in Section 4, Step 9 of [7], we change our functions ϕ and ϕb into a
step function ψ and a piecewise linear function χ on [0, T ] so that first ψs = ϕ[s/∆]∆ and
χ˙s = ϕ˙
b
[s/∆]∆ and the steplength ∆ of ψ, χ satisfies ∆ < ∆(ν) (the value from Lemma
3.3). Secondly, ∣∣∣∣∫ T
0
L(ψs, χ˙s)− S0T (ϕ)
∣∣∣∣ ≤ ν .
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Thirdly,
{ρ0T (Ĥε, ϕ) < δ} ⊃ {ρ0T (Ĥε, χ) < δ′}
if δ′ is small w.r.t δ. At last, our choice of χ can make all the Fenchel-Legendre ad-
joint to the χ˙s variable β[ψ(m−1)∆, χ˙(m−1)∆+] = argmaxβ(βχ˙(m−1)∆+ −H(ψ(m−1)∆, β))
uniformly bounded, |β[ψ(m−1)∆, χ˙(m−1)∆+]| ≤ b.
To achieve these goals, we need to choose δ′ << δ and ∆ small enough such that
ρ0T (ϕ,χ) < δ
′ is small and ρ0T (χ,ψ) < δ
′ (ψ is not in the space C0T ([H0,H]) but we
can still use the distance ρ0T ) is small. This ∆ is chosen based on given small ν, δ, δ
′
and the value b found in Step 5.
7. The next step is the same as in Section 4, Step 10 of [7]. Let N∆ = T . Let
ϕ∆ = (ϕ∆, ..., ϕN∆) and (Ĥ
ε)∆ = (Ĥε∆, ..., Ĥ
ε
N∆). First of all we have
{ρ0T (Ĥε, χ) < δ′} ⊃ {ρdiscrete0T ((Ĥε)∆, χ∆) < δ′′}
if ever δ′′ and ∆ are small. The δ′′ and ∆ are chosen based on given small δ′. Here
ρdiscrete0T (ψ
∆, χ∆) = sup
m
|ψm∆ −ϕm∆| and the inclusion comes from the fact that as ∆ is
small we have (regarding χ∆ and (Ĥε)∆ as step functions also)
ρ0T (Ĥ
ε, χ) ≤ ρdiscrete0T ((Ĥε)∆, χ∆) + ρ0T ((Ĥε)∆, Ĥε) + ρ0T (χ∆, χ) ≤ δ′′ + C∆ < δ′
if ever δ′′ < δ′′(δ′) and ∆ ≤ ∆(δ′).
Then we estimate
P{ρdiscrete0T (Ĥ∆, χ∆) < δ′′} ≥ E
N∏
m=1
1(|Ĥm∆ − χm∆| < δ′′′m)
with δ′′′1 < δ
′′′
2 < ... < δ
′′′
N < δ
′′ ∧ δ0(ν) ∧ δ1(ν,∆) to be chosen later (δ0(ν) and δ1(ν,∆)
are from Lemma 3.3).
8. Let us estimate the conditional expectation E(1(|Ĥεm∆ − χm∆| < δ′′′m)|F(m−1)∆)
on the set {|Ĥε(m−1)∆ − χ(m−1)∆| < δ′′′m−1}.
We apply Lemma 3.3 and Lemma 3.2.7 on the set {|Ĥε(m−1)∆ − χ(m−1)∆| < δ′′′m−1}
to get the estimate
E(1(|Ĥεm∆ − χm∆| < δ′′′m)|F(m−1)∆)
≥ exp(−ε−1(∆L(χ(m−1)∆, χ˙(m−1)∆+) + C(b+ κ(δ′), δ′′′m−1)ν∆+ C˜(b+ κ(δ′), δ′′′m−1)))
≥ exp(−ε−1(∆L(ψ(m−1)∆, χ˙(m−1)∆+) +A(b, δ′)∆ +KC(b, δ′′′m−1)ν∆+KC˜(b, δ′′′m−1)))
≥ exp(−ε−1(∆L(ψ(m−1)∆, χ˙(m−1)∆+) +A(b)ν∆+KC˜(b, δ′′′m−1)) .
Here κ(δ′) → 0 as δ′ ↓ 0. We have used the fact that ρ0T (χ,ψ) < δ′ and Lemma
3.2.7, as well as the fact that |β[ψ(m−1)∆, χ˙(m−1)∆+]| ≤ b. We are choosing δ′ small such
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that C(b+ κ(δ′), δ′′′m−1) < KC(b, δ
′′′
m−1) and C˜(b+ κ(δ
′), δ′′′m−1) < KC˜(b, δ
′′′
m−1) for some
K > 0. The constant A(b, δ′)→ 0 as δ′ ↓ 0. We are choosing δ′ small enough such that
A(b, δ′) +KC(b, δ′′′m−1)ν < A(b)ν for some A(b) > 0. The constants C and C˜ are those
from the statement of Lemma 3.3.
9. Now the lower estimate follows from a backward induction: we are choosing at
each step C˜(b, δ′′′m−1) small enough compared to C˜(b, δ
′′′
m) − C˜(b, δ′′′m−1), and we choose
KC˜(b, δ′′′N ) < ν. We have
P{|ĤN∆ − ϕN∆| < δ′′′N , ..., |Ĥ∆ − ϕ∆| < δ′′′1 }
≥ exp(−ε−1∆
N∑
m=1
(L(ψ(m−1)∆, χ˙(m−1)∆+) +A(b)ν)− ε−1
N∑
m=1
KC˜(b, δ′′′m−1))
≥ exp(−ε−1(
∫ T
0
L(ψs, χ˙s)ds+A(b)νT +KC˜(b, δ′′′N )))
≥ exp(−ε−1(S0T (ϕ) + ν(A(b)T + 2)))
as ε ↓ 0.
(We recall that our choice of parameters has the order ν, δ 7→ b 7→ δ′ 7→ ∆, δ′′ 7→
δ′′′N 7→ ... 7→ δ′′′1 7→ ε.)
10. Second part of the proof. The upper bound (II). This part is similar to that of
[7] based on our proof for the lower bound and we omit it. 
4 Metastability
This section is devoted to the description of metastability of multi-well systems.
Due to the stochasticity of the limiting process at interior vetices of the graph Γ, the
metastability phenomenon in our case will be metastability of probability distributions
rather than metastability of single states (as in the classical Freidlin-Wentzell theory
, see [5, Ch.6] and compare with [1]). We will explain below what this is through an
example.
We consider generic case when all the width and depth of the wells are different.
Consider two vertices E1 and E2 of our graph Γ (see Fig.1). The vertices E1 and E2
might be exterior vertices (like V1, V2, V3, V4 in Fig.1) or interior vertices (like O5, O6, O7
in Fig.1). We suppose that the energy levels corresponding to E1 and E2 are HE1 and
HE2 , and HE2 > HE1 . Let us first assume that E1 and E2 can be joined by one edge
IN(E1,E2). Here N(E1, E2) is the number of the well that has energy level between HE1
and HE2 (recall that under our convention every well has a highest and lowest energy
level). Recall that the well N(E1, E2) has width DN(E1,E2). Let
21
V (E1, E2) = inf{SN(E1,E2)0T (ϕ) : HE1 ≤ ϕt ≤ HE2 , 0 ≤ t ≤ T <∞, ϕ0 = HE1 , ϕT = HE2} ,
(4.1)
and
V (E2, E1) = 0 . (4.2)
Here the functional S
N(E1,E2)
0T is defined by
S
N(E1,E2)
0T (ϕ) =
∫ T
0
LN(E1,E2)(ϕt, ϕ˙t)dt
if ϕ is absolutely continuous and +∞ otherwise.
The function
LN(E1,E2)(h, α) = sup
β
(αβ −HN(E1,E2)(h, β)) , (4.3)
where α, β ∈ R and h ≥ 0 is the Legendre transform of the function
HN(E1,E2)(h, β) =
√
2h
2DN(E1,E2)
lnE exp(−β(ξ(N(E1,E2)) + η(N(E1,E2)))) . (4.4)
(If we are at some ”small” well, i.e., it contains no smaller wells we makeHN(E1,E2)(HE1 , β) =√
2HE1
2DN(E1,E2)
lnE exp(−β(ξ(N(E1,E2)) + η(N(E1,E2))))1(ξ(N(E1 ,E2)) < 0, η(N(E1,E2)) < 0) .)
In particular, we see that our function V (E1, E2) depends on the width DN(E1,E2)
of the N(E1, E2)-th well, the energy levels HE1 and HE2 of the N(E1, E2)-th well and
properties of the random variables ξ(N(E1,E2)) and η(N(E1,E2)) which give perturbations
at the left and right walls when the particle is in the N(E1, E2)-th well.
One can verify that V (E1, E2) and V (E2, E1) define the ”quasi-potential” for all
adjacent vertices E1 and E2 (with HE2 > HE1) on our graph Γ. To do this, we shall
notice that by similar arguments as we did in Section 3, the action functional for the
perturbed dynamical system Ŷ εt = (Ĥ
ε
t ,K(Ĥ
ε
t , q
ε
t )) on the graph Γ shall be defined by
S0T (ϕ,K) =
∫ T
0
L(ϕs,K(s), ϕ˙s)ds where L(ϕs,K(s), ϕ˙s) = sup
β
(ϕ˙sβ −H(ϕs,K(s), β)).
Here ϕ : [0, T ] → [H0,H] is absolutely continuous (otherwise the action functional is
+∞ and H > Ĥεt for 0 ≤ t ≤ T ). The function K(s) : [0, T ]→ {1, 2, ..., N} where N is
the number of edges of graph Γ. The function
H(h,K, β) =
√
2h
2DK
lnE exp(−β(ξ(K) + η(K)))
whenever (h,K) does not correspond to the bottom of a ”small” well and it isH(h0,K0, β) =√
2h0
2DK0
lnE exp(−β(ξ(K0) + η(K0)))1(ξ(K0) < 0, η(K0) < 0) when (h0,K0) corresponds to
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the bottom of a ”small” well. Since we assume that E(ξ+η) > 0, we find (compare with
the example given in Section 3) that the minimum in the definition of the quasi-potential
between E1 and E2 is achieved within the class of functions that satisfy HE1 ≤ ϕt ≤ HE2
for 0 ≤ t ≤ T , as defined in (4.1).
Now for any two vertices F1 and F2 on the graph Γ, let
V (F1, F2) = min
(E1,...,Em)
m−1∑
i=1
V (Ei, Ei+1) . (4.5)
Here (E1, ..., Em) is a path of Γ for which E1 = F1, Em = F2 and each pair Ei ,
Ei+1 can be joined by an edge of the graph Γ.
One can verify that the function V (F1, F2) defines the ”quasi-potential” between
F1 and F2 , as was defined in [5, Ch.6].
In particular, one can easily check that for any interior vertex Ol, there is an exterior
vertex Vk such that V (Ol, Vk) = 0. Therefore interior vertices are unstable (compare
with [5, Ch.6, Lemma 6.4.3]).
Now let us consider the example given in Fig.1. We suppose that, after using (4.1)-
(4.4), we have the following: V (V1, O5) = 2, V (V2, O5) = 1, V (O5, O6) = 1, V (O6, O7) =
1, V (V3, O6) = 6, V (V4, O7) = 5 and V (O7, O6) = V (O6, O5) = V (O6, V3) = V (O5, V1) =
V (O5, V2) = V (O7, V4) = 0.
Suppose our process Ŷ εt = (Ĥ
ε
t ,K
ε
t ) starts from a point (H0, 7) with H0 large
enough. Here the process Ĥεt is the piecewise linear modification defined at the beginning
of Section 2 and Ŷ εt = Y (Ĥ
ε
t , q
ε
t ) is the identification map introduced in Section 1.
Let Yt be the (weak) limiting process of Ŷ
ε
t as ε ↓ 0 on the graph Γ. It is a
Markov process on Γ which is a deterministic motion within each edge and only has
stochasticity at the interior vertices (see Theorem 2.1 and Theorem 2.2). In particular,
let the branching probabilities at vertex O7 be given by p6 (for entering I6) and p4 =
1 − p6 (for entering I4); the branching probabilities at vertex O6 be given by p5 (for
entering I5) and p3 = 1− p5 (for entering I3); and the branching probabilities at vertex
O5 be given by p1 (for entering I1) and p2 = 1− p1 (for entering I2).
After long enough finite time, as ε ↓ 0, the position of the process Ŷ εt will be
given by a probability distribution which is approximately (p1p5p6, p2p5p6, p3p6, p4) =
(p1p5p6, (1− p1)p5p6, (1− p5)p6, 1− p6) among the exterior vertices (V1, V2, V3, V4). Let
us denote the distribution (p1p5p6, p2p5p6, p3p6, p4) by U0.
Let us now consider behavior of the process Ŷ εt at exponentially long time scale
t = t(ε) ≍ exp(Cε−1). To this end we first remind the reader of some classical results in
[5, Ch.6]. Consider a set of Ki’s, i = 1, ..., l, which are equilibriums of a deterministic
dynamical system, say Zt. Suppose the corresponding stochastic dynamical system Z
ε
t ,
which is a small random perturbation of Zt, satisfies a large deviation principle with
normalizing factor
1
ε
and the quasi-potentials betweenKi andKj are given by V (Ki,Kj).
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We decompose the set of Ki’s into hierarchy of cycles pi
(0), pi(1), ..., pi(s), unified into the
last cycle of maximal rank. For any cycle pi(k), 0 ≤ k ≤ s, we define
C(pi(k)) = A(pi(k))− min
i∈pi(k)
min
g∈G
pi
(k){i}
∑
(m→n)∈g
V (Km,Kn) , (4.6)
where
A(pi(k)) = min
g∈G(L\pi(k))
∑
(m→n)∈g
V (Km,Kn) . (4.7)
Here L is the set of indices for the points K1, ...,Kl. The set G(L\pi(k)) is the col-
lection of all L\pi(k)-graphs and the set Gpi(k){i} is the collection of all i-graphs restricted
to pi(k) (see [5, Ch.6, Section 6]).
Then for sufficiently small ρ > 0 we have,
lim
ε→0
ε lnEεxτpi(k) = C(pi
(k)) , (4.8)
uniformly in x belonging to some ρ-neighborhood of the set
⋃
i∈pi(k) Ki, where τpi(k) is
the first exit time for the system Zεt to exit from pi
(k) (see Theorem 6.6.2 of [5, Ch.6]).
Also, the asymptotic as ε ↓ 0 exit position Zετ
pi
(k)
in L\pi(k) for the system to exit
from pi(k) is given by one of the Ki’s which is the end of the chains of arrows in an L\pi(k)
graph that minimizes the sum in (4.7) (see Theorem 6.6.1 of [5, Ch.6]).
Now let us turn back to our example. We start from the distribution U0 =
(p1p5p6, p2p5p6, p3p6, p4). The cycles of rank 0 are just the vertices V1, V2, V3, V4 and we
call them pi(i−1) = {Vi} , i = 1, ..., 4. We calculate C(pi(0)) = 2, C(pi(1)) = 1, C(pi(2)) = 6,
C(pi(3)) = 5. Therefore by using (4.8), we see that at time scale t = t(ε) ≍ exp(ε−1), our
system will be jumping out from V2 first. By determining the {V1, V3, V4, O5, O6, O7}-
graph minimizing the sum in A(pi(1)), the first vertex that it approaches will be V1 (to be
precise, it will be O5 but O5 is unstable). Taking into account that there is a branching
probability at vertex O5, we see that one such transition will make the distribution be
(p1p5p6 + p1p2p5p6, p
2
2p5p6, p3p6, p4)and n times such transitions will make the distri-
bution be (p1p5p6 + p1p2p5p6 + p1p
2
2p5p6 + ...+ p1p
n
2p5p6, p
n+1
2 p5p6, p3p6, p4). Therefore
after many such transitions, when n is very large, the distribution will be approximately
U1 = (p5p6, 0, p3p6, p4). The distribution U1 will be the ”metastable distribution” over
time scale t = t(ε) ≍ exp(ε−1) (compare with [1, Theorems 4.1 and 4.2]).
We increase our time scale. Since C(pi(0)) = 2, C(pi(2)) = 6, C(pi(3)) = 5, at
time scale t = t(ε) ≍ exp(2ε−1), the system begins to jump out from V1 and transit
to V2, which makes the distribution U1 = (p5p6, 0, p3p6, p4) be (p1p5p6, p2p5p6, p3p6, p4),
(p21p5p6, p2p5p6+p2p1p5p6, p3p6, p4), ... ,(p
n+1
1 p5p6, p2p5p6+p2p1p5p6+...+p2p
n
1p5p6, p3p6, p4),
and so on. But notice that one such transition happens at time scale t = t(ε) ≍
exp(2ε−1), within which transitions from V2 to V1, as described in the above para-
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graph, will happen many times. Therefore over time scale t = t(ε) ≍ exp(2ε−1),
U1 = (p5p6, 0, p3p6, p4) will still be the metastable distribution of our system.
Over time scale t = t(ε) ≍ exp(2ε−1), our system has already formed a cycle
{V1, O5, V2}, which we call pi(4). We calculate C(pi(4)) = 3 < C(pi(3)) ∧ C(pi(2)). That
means, at time scale t = t(ε) ≍ exp(3ε−1), jumping out from cycle pi(4) happens first.
By determining the {V3, V4, O6, O7}-graph minimizing the sum in A(pi(4)), we will first
jump to V3 (again, it is actually O6 but O6 is unstable). Taking into account of the
branching probabilities, this will make the distribution be finally U2 = (0, 0, p6, p4). The
distribution U2 is the metastable distribution over time scale t = t(ε) ≍ exp(3ε−1).
We now consider the cycle {V1, O5, V2, O6, V3} and we call it pi(5). We calculate
C(pi(5)) = 7. Since C(pi(2)) = 6, C(pi(3)) = 5, by the same reasoning above, over time
scale t = t(ε) ≍ exp(5ε−1), transition from V4 to V3 happens first and that leads to a
new metastable distribution U3 = (0, 0, 1, 0).
Over time scale t = t(ε) ≍ exp(6ε−1), transition from V3 to V4 happens. By the
same reasoning above, we see that this leads to the fact that the metastable distribution
over time scale t = t(ε) ≍ exp(6ε−1) is still U3. After that time scale, although new
transition might still happen, the metastable distribution will remain to be U3.
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