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Abstract
We study the Hosoya index of trees with m-matchings and characterize the trees with m-matchings and the fourth and fifth
minimal Hosoya index respectively.
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1. Introduction
The Hosoya index of a graph, abbreviated as H -index, was first defined by Hosoya [1] in 1971. It is a
topological parameter to study the relation between molecular structure and physical and chemical properties of
certain hydrocarbon compounds. Many related results and the latest progress can be found in [2–14]. All graphs
considered here are simple, finite and undirect. Undefined notation and terminology conform to those in [15].
Let G be a graph with the edge set E(G). Two edges of G are said to be independent if they possess no vertex
in common. Any subset of E(G) containing no two mutually incident edges is called an independent edge set of G.
H -index of a graph G is defined as the total number of independent edge set of G, denoted by Z(G), that is,
Z(G) =
∑
k=0
m(G, k),
where m(G, k) denotes the number of ways in which k mutually independent edges are selected in G. In addition,
m(G, 0) = 1 and m(G, 1) = |E(G)|. Note that if m(G, k) = 0, then m(G, k + 1) = 0. Furthermore, m(G, k) = 0 for
k > n2 , where n = |V (G)|.
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Fig. 1. S(14, 5, 3) and R(14, 5, 3).
Fig. 2. T (14, 4, 3), U (15, 6, 2) and V (14, 6, 1).
It proved that the path Pn and star Sn have maximal and minimal H -index in [4,6], respectively, that is, for any tree
T with order n, we have
n = Z(Sn) ≤ Z(T ) ≤ Z(Pn) = Fn+1,
where Fn+1 is the (n + 1)th Fibonacci number. The author characterized the trees with m-matchings and the minimal
and second minimal H -index in [7]. The trees with m-matchings and the third minimal H -index were characterized
in [13]. In this paper, we shall characterize the trees with m-matchings and the fourth and fifth minimal H -index.
Let k and r be two non-negative integers and let n = 2k + r + 1. The tree S(n, k, r) is defined as follows [7]:
S(n, k, r) is the graph obtained from star Sk+r+1 by attaching a pendent edge to k non-central vertices. Note that
S(n, k, r) has a matching of m = k + r ′ edges, where r ′ = 0 if r = 0 and r ′ = 1 if r > 0, and the center of S(n, k, r)
is the center of the star Sk+r+1. For n ≥ 3, let R(n, k, r) denote the graph obtained from S(n−2, k−1, r) by attaching
a path of length 2 to one vertex of degree 2. For example, Graphs S(14, 5, 3) and R(14, 5, 3) are the graphs shown in
Fig. 1.
It is obvious that R(n, k, r) also has an m = k + r ′ matchings, where r ′ = 0 if r = 0 and r ′ = 1 if r > 0. The
center of R(n, k, r) is the center of S(n − 2, k − 1, r). Now we define three new families of graphs: T (n, k, r) is the
graph obtained by attaching one vertex of degree 1 of P3 to the pendant vertex of S(n − 2, k, r) that is not adjacent
to the center, U (n, k, r) is the graph obtained from R(n − 2, k − 1, r) by attaching one vertex of degree 1 of P3 to
one vertex of degree 3 which is adjacent to the center, and V (n, k, r) is the graph obtained from R(n− 2, k − 1, r) by
attaching one vertex of degree 1 of P3 to one vertex of degree 2 which is not adjacent to the center. As some examples,
T (14, 4, 3), U (15, 6, 2) and V (14, 6.1) are the graphs shown in Fig. 2.
2. Preliminaries
Let T be a tree with n vertices and A its adjacent matrix. Let B(T ) = A + I , where I is unit matrix of order n.
Recall the definition of permanent of a matrix B = (bi j ):
per(B) =
∑
σ
n∏
i=1
biσ(i),
where the summation is taken over the symmetric group of order n.
Lemma 1 ([16]). Let T be a tree. Then
Z(T ) = per(A + I ).
Let M denote a matching of graph, v ∈ M means that the vertex v is incident to an edge of M and v 6∈ M means
the vertex v is not incident to any edge of M .
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Lemma 2 ([7]). Let T be a tree with a perfect matching. Then T has a pendant edge which is incident to a vertex of
degree 2.
Lemma 3 ([7]). Let T be a tree of n vertices with an m-matching, where n > 2m. Then there exists an m-matching
M and a pendant vertex v such that v 6∈ M.
Lemma 4 ([7]). Let T be a tree of n vertices with an m-matching, where m ≥ 1. Then
Z(T ) ≥ 2m−2(2n − 3m + 3),
where the equality holds if and only if T = S(n,m − 1, n − 2m + 1).
Lemma 5 ([13]). Let T be a tree of n vertices with an m-matching, where m ≥ 1. If T 6= S(n,m − 1, n − 2m + 1),
then
Z(T ) ≥ 2m−4(10n − 15m + 9),
where the equality holds if and only if T = R(n,m − 1, n − 2m + 1).
Remark. There is an error in the original version of Lemma 5 in [7], that is Z(T ) ≥ 5 · 2m−4(2n − 3m).
Lemma 6 ([13]). Let T be a tree of n vertices with an m-matching, where m ≥ 1, T 6∈ {S(n,m − 1, n − 2m +
1), R(n,m − 1, n − 2m + 1),U (n,m − 1, n − 2m + 1), V (n,m − 1, n − 2m + 1)}. Then
Z(T ) ≥ 2m−4(10n − 15m + 11),
where the equality holds if and only if T ∼= T (n,m − 2, n − 2m + 1).
Lemma 7 ([13]). Z(T (n, k, r)) = 2k−2(5k + 10r + 11).
Lemma 8 ([13]). (i) Z(U (n, k, r)) = 2k−3(6k + 12r − 2);
(ii) Z(V (n, k, r)) = 2k−3(6k + 12r − 1).
Lemma 9 ([13]). Let T be the graph obtained from G by attaching one vertex of degree 1 of P3 to a vertex
of G, where G ∈ {S(n − 2,m − 2, 1), R(n − 2,m − 2, 1),U (n − 2,m − 2, 1), V (n − 2,m − 2, 1)} and
T 6∈ {S(n,m − 1, 1), R(n,m − 1, 1),U (n,m − 1, 1), V (n,m − 1, 1)}. Then
Z(T ) ≥ Z(T (n,m − 2, 1)).
Lemma 10 ([13]). Let T be the graph obtained from G by attaching one vertex of P2 to any vertex of G, where
G ∈ {S(n − 1,m − 1, n − 2m), R(n − 1,m − 1, n − 2m),U (n − 1,m − 1, n − 2m), V (n − 1,m − 1, n − 2m)},
n ≥ 2m+1 and T 6∈ {S(n,m−1, n−2m+1), R(n,m−1, n−2m+1),U (n,m−1, n−2m+1), V (n,m−1, n−2m+1)}.
Then
Z(T ) ≥ Z(T (n,m − 2, n − 2m + 1)).
Lemma 11. Let T be the graph obtained from G by attaching one vertex of degree 1 of P3 to any vertex of G, where
G ∈ {S(n−2,m−2, 1), R(n−2,m−2, 1), T (n−2,m−3, 1)} and T 6∈ {S(n,m−1, 1), R(n,m−1, 1), T (n,m−2, 1)}.
Then
Z(T ) ≥ Z(U (n,m − 1, 1)).
Proof. From the conditions of the lemma, we know that n = 2m. We distinguish the following cases:
Case 1. G = S(n − 2,m − 2, 1). In this case, T is the graph obtained from G by attaching one vertex of degree 1 of
P3 to the pendant vertex of which is adjacent to the center of G. By direct calculation, we obtain
Z(T ) = 2m−4(12n − 18m + 8).
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Fig. 3. H1.
According to
Z(U (n,m − 1, 1)) = 2m−4(12n − 18m + 4).
Z(T )− Z(U (n,m − 1, 1)) > 0.
We know that the result holds.
Case 2. G = R(n − 2,m − 2, 1). In terms of Lemmas 5 and 7, we have
Z(R(n,m − 1, 1)) = 2m−4(10n − 15m + 9),
Z(U (n,m − 1, 1)) = 2m−4(12n − 18m + 4).
By the definition of R(n − 2,m − 2, 1), we have m ≥ 4, R(n − 2,m − 2, 1) = R(6, 2, 1) = S(6, 2, 1) if m = 4.
In the light of the former discussion, we know that the result holds. When m ≥ 5, we label the vertices of T by the
following order: the vertex of P3, which is not attached to R(n − 2,m − 2, 1), is labeled v1, the vertex of degree 2 of
P3 is labeled v2 and the last vertex of P3 is labeled v3. Then B(T ) = A + I =
1 1 0 On−3
1 1 1 On−3
0 1
OTn−3 OTn−3 B(R(n − 2,m − 2, 1))
 ,
where On−3 denotes the zero vector of length n − 3 and OTn−3 is the transpose of On−3. By the theory of matrix, it
follows that
per B(T ) = 2per B(R(n − 2,m − 2, 1))+ per B(T ′),
where T ′ is the tree obtained from T by deleting v1, v2 and v3. From the conditions of the lemma and the structure of
R(n − 2,m − 2, 1), we deduce that dT (v3) = 2, dT (v3) = 3 or dT (v3) = 4. The following subcases are discussed:
Subcase 2.1. dT (v3) = 2.
Then T ′ is the tree with n − 3 vertices and (m − 2)-matchings. From Lemma 4, we have
per B(T ′) ≥ 2m−4(2n − 3m + 3).
Since
per B(R(n − 2,m − 2, 1)) = 2m−5(10n − 15m + 4),
then
per B(T ) ≥ 2m−4(12n − 18m + 7),
per B(T )− per B(U (n,m − 1, 1)) ≥ 3 · 2m−4.
So we arrive at
per B(T ) ≥ per B(U (n,m − 1, 1)).
Subcase 2.2. dT (v3) = 3.
If m = 5, then T = V (10, 4, 1). If m = 6, then T = V (12, 5, 1) or T is the graph shown in Fig. 3.
By direct calculation, we have Z(H1) = 165 > per B(U (12, 5, 1)) = 160. If m > 6, then T ′ is the union of K1
and the tree with n − 4 vertices and (m − 2)-matchings. By Lemma 4, it follows that
per B(T ′) ≥ 2m−4(2n − 3m + 1).
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Fig. 4. H2.
So
per B(T ) ≥ 2m−4(12n − 18m + 5),
per B(T )− per B(U (n,m − 1, 1)) ≥ 2m−4.
We arrive at
per B(T ) ≥ per B(U (n,m − 1, 1)).
Case 3. G = T (n − 2,m − 3, 1).
By Lemma 6, we have
Z(T (n,m − 2, 1)) = 2m−4(10n − 15m + 11).
According to the definition of T (n − 2,m − 3, 1), we have that m ≥ 4. If m = 4, then G = P6, which implies
T = T (8, 2, 1) or P8 or the graph H2 shown in Fig. 4.
By direct calculation, we have Z(H2) = 32 > per B(U (8, 3, 1)) = 28. Now we prove the lemma for m ≥ 5. We
label the vertices of T by the following order: the vertex of P3, which is not attached to T (n− 2,m − 3, 1), is labeled
v1, the vertex of degree 2 of P3 is labeled v2 and the last vertex of P3 is labeled v3. Then B(T ) = A + I =
1 1 0 On−3
1 1 1 On−3
0 1
OTn−3 OTn−3 B(T (n − 2,m − 3, 1))
 ,
where On−3 denotes the zero vector of length of n − 3 and OTn−3 is the transpose of On−3. By the theory of matrix, it
follows that
per B(T ) = 2per B(T (n − 2,m − 3, 1))+ per B(T ′),
where T ′ is the tree obtained from T by deleting v1, v2 and v3. From the conditions of the lemma and the structure of
T (n − 2,m − 3, 1), we know that dT (v3) = 2 or 3.
Case 3.1. dT (v3) = 2.
Then T ′ is the tree of n − 3 vertices with (m − 2)-matchings. By Lemma 4, we arrive at
per B(T ′) ≥ 2m−4(2n − 3m + 3).
Since
per B(T (n − 2,m − 3, 1)) = 2m−5(10n − 15m + 6),
then
per B(T ) ≥ 2m−4(12n − 18m + 9),
per B(T )− per B(U (n,m − 1, 1)) ≥ 5 · 2m−4,
per B(T ) ≥ per B(U (n,m − 1, 1)).
Case 3.2. dT (v3) = 3.
Then the following subcases are considered:
Subcase 3.2.1. T ′ is the union of K1 and the tree with order n − 4 and (m − 2)-matchings. In terms of Lemma 4, we
have
per B(T ′) ≥ 2m−4(2n − 3m + 1),
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which leads to
per B(T ) ≥ 2m−4(12n − 18m + 7),
per B(T )− per B(U (n,m − 1, 1)) ≥ 3 · 2m−4,
thus
per B(T ) ≥ per B(U (n,m − 1, 1)).
Subcase 3.2.2. T ′ = S(n − 5,m − 4, 2)⋃ K2.
We have that
per B(T ′) = 2per B(S(n − 5,m − 4, 2)) = 2m−4(2n − 3m + 2),
per B(T ) ≥ 2m−4(12n − 18m + 8),
per B(T )− per B(U (n,m − 1, 1)) ≥ 4 · 2m−4,
thus
per B(T ) ≥ per B(U (n,m − 1, 1)).
Subcase 3.2.3. T ′ = S(n − 6,m − 4, 1)⋃ P3.
We have that
per B(T ′) = 3per B(S(n − 6,m − 4, 1)) = 3 · 2m−5(2n − 3m),
per B(T ) ≥ 2m−5(26n − 39m + 12),
per B(T )− per B(U (n,m − 1, 1)) ≥ 2m−5(2n − 3m + 4),
thus
per B(T ) ≥ per B(U (n,m − 1, 1)). 
Lemma 12. Let T be the tree obtained from G by attaching one vertex of P2 to any vertex of G, where
G ∈ {S(n − 1,m − 1, n − 2m), R(n − 1,m − 1, n − 2m), T (n − 1,m − 2, n − 2m)}, n ≥ 2m + 1 and
T 6∈ {S(n,m − 1, n − 2m + 1), R(n,m − 1, n − 2m + 1), T (n,m − 2, n − 2m + 1)}. Then
Z(T ) ≥ Z(U (n,m − 1, n − 2m + 1)).
Proof. Case 1. G = S(n − 1,m − 1, n − 2m).
By the definition of G = S(n − 1,m − 1, n − 2m) and comparing with U (n,m − 1, n − 2m + 1), we need only
prove the lemma for m ≥ 4.
First of all, we have
Z(S(n,m − 1, n − 2m + 1)) = 2m−2(2n − 3m + 3),
Z(U (n,m − 1, n − 2m + 1)) = 2m−4(12n − 18m + 4).
We label the vertices of T by the following order: one vertex of P2, which is not attached to S(n− 1,m − 1, n− 2m),
is labeled by v1 and the other is labeled by v2. Then B(T ) = A + I = 1 1 On−21
OTn−2 B(S(n − 1,m − 1, n − 2m))
 ,
where On−2 denotes the zero vector of length of n − 2 and OTn−2 is the transpose of On−2. By the theory of matrix,
we know that
per B(T ) = per B(S(n − 1,m − 1, n − 2m))+ per B(T ′),
where T ′ is the tree obtained from T by deleting v1 and v2. From the conditions of the lemma and the structure of
S(n − 1,m − 1, n − 2m), we know that dT (v2) = 2 or dT (v2) = 3.
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Subcase 1.1. dT (v2) = 2.
Then T ′ is the tree of n − 2 vertices with (m − 1)-matchings. By Lemma 4, we have that
per B(T ′) ≥ 2m−3(2n − 3m + 2).
Since
per B(S(n − 1,m − 1, n − 2m)) = 2m−2(2n − 3m + 1),
then
per B(T ) ≥ 2m−3(6n − 9m + 4),
per B(T )− per B(U (n,m − 1.n − 2m + 1)) ≥ 4 · 2m−4,
per B(T ) ≥ per B(U (n,m − 1, n − 2m + 1)).
Subcase 1.2. dT (v2) = 3.
Then T ′ is the union of K1 and the tree with order n − 3 and (m − 1)-matchings. From Lemma 4, it follows that
per B(T ′) ≥ 2m−3(2n − 3m).
So
per B(T ) ≥ 2m−4(12n − 18m + 4),
per B(T ) ≥ per B(U (n,m − 1, n − 2m + 1)).
Case 2. G = R(n − 1,m − 1, n − 2m).
By the definition of G = R(n − 1,m − 1, n − 2m), we have m ≥ 3. By calculation, we have
Z(R(n,m − 1, n − 2m + 1)) = 2m−4(10n − 15m + 9).
We label the vertices of T by the following order: the vertex of P2, which is not attached to R(n− 1,m − 1, n− 2m),
is labeled by v1 and the other is labeled by v2. Then B(T ) = A + I = 1 1 On−21
OTn−2 B(R(n − 1,m − 1, n − 2m))
 ,
where On−2 denotes the zero vector of length of n − 2 and OTn−2 is the transpose of On−2. By the theory of matrix,
we have
per B(T ) = per B(R(n − 1,m − 1, n − 2m))+ per B(T ′),
where T ′ is the tree obtained from T by deleting v1 and v2. In terms of the conditions of the lemma and the structure
of R(n − 1,m − 1, n − 2m), we arrive at dT (v2) = 2 or 3 or 4. The following subcases are considered:
Subcase 2.1. dT (v2) = 2.
Then T ′ is the tree of (n − 2) vertices and (m − 1)-matchings. From Lemma 4,
per B(T ′) ≥ 2m−3(2n − 3m + 2).
Since
per B(R(n − 1,m − 1, n − 2m)) = 2m−4(10n − 15m − 1),
then
per B(T ) ≥ 2m−4(14n − 21m + 3),
per B(T )− perU (n,m − 1.n − 2m + 1) ≥ 2m−4(2n − 3m − 1).
From n ≥ 2m + 1, we know that
per B(T ) ≥ per B(U (n,m − 1, n − 2m + 1)).
Subcase 2.2. dT (v2) = 3.
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Then T ′ is the union of K1 and the tree with n − 3 vertices and (m − 1)-matchings. From Lemma 4, we get that
per B(T ′) ≥ 2m−3(2n − 3m).
So
per B(T ) ≥ 2m−4(14n − 21m − 1),
per B(T )− per B(U (n,m − 1, n − 2m + 1)) ≥ 2m−4(2n − 3m − 5).
Thus we arrive at
per B(T ) ≥ per B(U (n,m − 1, n − 2m + 1)).
Subcase 2.3. dT (v2) = 4.
When m = 4 and n = 9, then T = R(9, 3, 2). When m ≥ 5 or m = 4 and n ≥ 10. Then T ′ =
S(n − 5,m − 3, 1)⋃ K1⋃ P2. By Lemma 4 and the property of H−index, we have
per B(T ′) ≥ 2m−4(4n − 6m − 2).
So
per B(T ) ≥ 2m−4(14n − 21m − 3),
per B(T )− per B(U (n,m − 1, n − 2m + 1)) ≥ 2m−4(2n − 3m − 7).
Some n ≥ 2m + 1, then
per B(T ) ≥ per B(U (n,m − 1, n − 2m + 1)).
Case 3. G = T (n − 1,m − 2, n − 2m).
By the definition of G = T (n − 1,m − 2, n − 2m), we have m ≥ 3 and
Z(T (n,m − 2, n − 2m + 1)) = 2m−4(10n − 15m + 11).
We label the vertices of T by the following order: one vertex of P2, which is not attached to T (n− 1,m− 2, n− 2m),
is labeled v1 and the other is labeled v2. Then B(T ) = A + I = 1 1 On−21
OTn−2 B(T (n − 1,m − 2, n − 2m))
 ,
where On−2 denotes the zero vector of length of n − 2 and OTn−2 is the transpose of On−2. By the theory of matrix,
we know that
per B(T ) = per B(T (n − 1,m − 2, n − 2m))+ per B(T ′),
where T ′ is the tree obtained from T by deleting v1 and v2. From the conditions of the lemma and the structure of
T (n − 1,m − 2, n − 2m), we arrive at dT (v2) = 2 or 3.
Case 3.1. dT (v2) = 2.
Then T ′ is the tree of (n − 2) vertices and (m − 1)-matchings. In terms of Lemma 4, we have
per B(T ′) ≥ 2m−3(2n − 3m + 2).
Since
per B(T (n − 1,m − 2, n − 2m)) = 2m−4(10n − 15m + 1),
then
per B(T ) ≥ 2m−4(14n − 21m + 5),
per B(T )− perU (n,m − 1.n − 2m + 1) ≥ 2m−4(2n − 3m + 1),
per B(T ) ≥ per B(U (n,m − 1, n − 2m + 1)).
Case 3.2. dT (v2) = 3.
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Fig. 5. H3.
Then we distinguish the following subcases:
Subcase 3.2.1. T ′ is the union of K1 and the tree with n − 3 vertices and (m − 1)-matchings.
From Lemma 4, it follows that
per B(T ′) ≥ 2m−3(2n − 3m).
So
per B(T ) ≥ 2m−4(14n − 21m + 1),
per B(T )− per B(U (n,m − 1, n − 2m + 1)) ≥ 2m−4(2n − 3m − 3),
per B(T ) ≥ per B(U (n,m − 1, n − 2m + 1)).
Subcase 3.2.2. T ′ = S(n − 4,m − 3, n − 2m + 1)⋃ K2.
per B(T ′) = 2per B(S(n − 4,m − 3, n − 2m + 1)) = 2m−3(2n − 3m + 1),
per B(T ) ≥ 2m−4(12n − 21m + 3),
per B(T )− per B(U (n,m − 1, 1)) ≥ 2m−4(2n − 3m − 1).
So
per B(T ) ≥ per B(U (n,m − 1, n − 2m + 1)).
Subcase 3.2.3. T ′ = S(n − 5,m − 3, n − 2m)⋃ P3.
per B(T ′) = 3per B(S(n − 5,m − 3, n − 2m)) = 3 · 2m−4(2n − 3m − 1),
per B(T ) ≥ 2m−4(16n − 24m − 2),
per B(T )− per B(U (n,m − 1, n − 2m + 1)) ≥ 2m−4(4n − 6m + 6).
So
per B(T ) ≥ per B(U (n,m − 1, n − 2m + 1)). 
3. Main results and proof
Theorem 1. Let T be a tree of n vertices with m-matchings, where m ≥ 1 and T 6∈ {S(n,m−1, n−2m+1), R(n,m−
1, n − 2m + 1), T (n,m − 2, n − 2m + 1)}. Then
Z(T ) ≥ 2m−4(12n − 18m + 4)
with equality holds if and only if T ∼= U (n,m − 1, n − 2m + 1).
Proof. Since T has an m-matching, then n ≥ 2m. We first suppose n = 2m, that is, T has a perfect matching. We
prove the theorem by induction on m. When m = 1, T = P2 = S(2, 0, 1); when m = 2,T = P4 = S(4, 1, 1); when
m = 3, T = S(6, 2, 1) or T = P6. By calculation, we have that Z(P6) = 13. So the theorem holds for m = 3. When
m = 4, T is P8 or S(8, 3, 1) or R(8, 3, 1) or T (8, 2, 1) or the graph shown in Fig. 5.
By calculation, we obtain that Z(H3) = 32 > Z(U (8, 3, 1)) = 28.
When m = 5, from the reference [8], we know that the trees with perfect 5-matching are
P10, S(10, 4, 1), R(10, 4, 1), T (10, 3, 1), V (10, 4, 1),Gi (1 ≤ 10).
By calculation, it is not hard to see that the result holds. We now suppose that m > 5 and proceed by induction. From
Lemma 2, it follows that T has a pendant edge uw such that d(u) = 1 and d(w) = 2. Furthermore, there exists
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only another wv such that we obtain the graph T ′ with 2(m − 1) vertices (m − 1)-matching, by deleting u and w. If
T ′ ∈ {S(n − 2,m − 2, 1), R(n − 2,m − 2, 1), T (n − 2,m − 3, 1)}, in terms of Lemma 10 and the conditions of the
theorem, we have that
Z(T ) ≥ 2m−4(12n − 18m + 4).
If T ′ 6∈ {S(n − 2,m − 2, 1), R(n − 2,m − 2, 1), T (n − 2,m − 3, 1)}, by the induction hypothesis, we have
Z(T ′) ≥ 2m−5(12(n − 1)− 18(m − 1)+ 4) = 2m−5(12n − 18m + 10)1 (1)
with equality holds if and only if T ′ = U (2m − 2,m − 2, 1).
Labeling the vertices by the order of u, w and v, we have
B(T ) =

1 1 0 0
1 1 1 0
0 1 1 X
0 0 XT C

B(T ′) =
(
1 X
XT C
)
Z(T ) = per B(T ) = perC + 2per B(T ′) = perC + 2Z(T ′). (2)
Since T ′ has perfect (m − 1)-matching, we label the vertices except for u, w and v such that
C =

1 1
1 1 ∗
. . .
1 1
∗ 1 1
1
 ,
where there are m − 2 blocks
(
1 1
1 1
)
in C . Now we state the following facts about the matrix C .
Fact 1. The entries in ∗ of C are not all 0, or else, the two entries in XT of B(T ′) which have the same rows as some
block
(
1 1
1 1
)
in C are not all 1 or 0. If they are all 1, then T contains cycle. If they are all 0, then T is not connected.
Hence, one of them is 1 and the other is 0. Noting that the label of T ′, we have
B(T ′) =

1 1 0 1 0 1 0 . . . 1
1 1 1
0 1 1
1 0 0 1 1
0 0 0 1 1
1
0
...
1 1

obviously, T ′ = S(2m − 2,m − 2, 1), which is impossible. So the number of 1 in ∗ of C is at least 2.
Fact 2. The sub-matrix with order 4, which is defined by any two blocks
(
1 1
1 1
)
in C , contains at most two 1’s besides
two blocks
(
1 1
1 1
)
, or else, T contain cycle.
Fact 3. The sub-matrix with order 6, which is defined by any two blocks
(
1 1
1 1
)
in C , contains at most four 1’s, or
else, T contain cycle.
If the last column of C contains i 1’s besides 1 lying in the diagonal, we expand C along the last column and obtain
that
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perC ≥ 2m−2 + i2m−3 = (8+ 4i)2m−5.
i > 1, Z(T ) > 2m−4(6m + 4) = Z(U (n,m − 1, 1)).
Thus we only consider the C whose last column(last row) only contains one 1 or contains all 0 except the elements
of diagonal. The following cases are discussed:
Case 1. The last column (the last row) of C only contains one 1 besides the elements of the diagonal.
Subcase 1.1. The elements in ∗ are all 0 except the last column and the last row. Then T is obtained from S2m−3 by
joining the center of S2m−3 with the vertex of degree 2 of P3 or T is obtained from S2m−3 by joining the center of
S2m−3 with a pendant vertex of P3. If T is the former, then the number of matchings is less than n2 . If T is the latter,
then Z(T ) = 2m−3(6n − 9m + 4) > Z(U (n,m − 1, 1)).
Subcase 1.2. The elements in ∗ only contains one 1 except the last column and row.
Subcase 1.2.1. The last of X and XT is 1, then T is obtained from Sn−5 by joining the center of Sn−5 with a
pendant vertex of P5 or joining the center of Sn−5 with the pendant vertex which is adjacent to the center of
S(5, 1, 2). If T is the former, then Z(T ) = 2m−4(16n − 24m + 2) > Z(U (n,m − 1, 1)). If T is the latter, then
Z(T ) = 2m−4(14n − 21m + 3) > Z(U (n,m − 1, 1)).
Subcase 1.2.2. The 1 lying in ∗ and the 1 lying the last column ofC lie in the two rows in which some block
(
1 1
1 1
)
lies.
Then T is constructed as follows: we join the center of Sn−5 with any vertex of P4 by an edge, then join P1 with any
vertex of P4 by an edge. But this tree T has no perfect matching.
Subcase 1.2.3. The elements in ∗, which lie in the two rows in which the block
(
1 1
1 1
)
lies, which has the same row
the element 1 lying in the last column are all 0. Expanding C along the last column, we have
perC = 5 · 2m−4 + 5 · 2m−5 = 15 · 2m−5.
Thus
Z(T ) = perC + 2Z(T ′) = 15 · 2m−5 + 2 · 2m−5(6m − 2) = 2m−5(12m + 11) > Z(U (n,m − 1, 1)).
Subcase 1.3. There are four 1’s in ∗ besides the last column of C . From Fact 3, we have that the number of blocks(
1 1
1 1
)
is the same in principal minor as the four 1’s. By D we denote the matrix defined by principal minor. By the
symmetry of C , we obtain that the number of kinds of D is 16. The graph meaning of each form is that the tree
is obtained from the three path P2 with defined vertex label joined by two edges. Obviously, eight forms of D are
isomorphic to P6, the others are isomorphic to S(6, 2, 1). The two representations of D are the following:
1 1 0 0 0 0
1 1 1 0 0 0
0 1 1 1 0 0
0 0 1 1 1 0
0 0 0 1 1 1
0 0 0 0 1 1


1 1 1 0 0 0
1 1 0 0 0 0
1 0 1 1 0 1
0 0 1 1 0 0
0 0 0 0 1 1
0 0 1 0 1 1
 .
Thus, per D = 13 or per D = 12. Expanding perC along the six rows where D lies, we have
PerC ≥ per Dper E,
where E is obtained from C by deleting the columns and rows in which the elements of D lie. It is obvious that
per E > 2m−5, thus
Z(T ) ≥ perC + 2Z(T ′) > 2m−4(6m + 4) > Z(U (n,m − 1, 1)).
If the element 1, which is not in the diagonal of the last column in C , lies in some row where D lies, then
perC ≥ per Dper E +
∑
per Diper Ei ,
where Di is defined by other of D, Ei is the sub-matrix obtained from C by deleting the columns and rows in which
Di lies and per Ei ≥ 2m−5, furthermore, there is at least one Di such that per Di > 0. Thus
perC > per Dper E ≥ Z(U (n,m − 1, 1)).
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Case 2. The last column of C are all 0 except the elements in the diagonal.
If the two of elements in ∗ of C are 1, by the symmetry of C and the reference [17], we have T = T (n,m − 2, 1)
which is impossible. Thus there are at last four 1’s in ∗ of C . With the same discussion as that of Case 1.3, we have
PerC ≥ per Dper E . (3)
perC ≥ per D2m−4. (4)
Z(T ) ≥ perC + 2Z(T ′) ≥ per D2m−5 + 2 · 2m−5(6(m − 1)+ 4)
≥ 12 · 2m−5 + 2 · 2m−5(6(m − 1)+ 4)
= 2m−4(6m + 4). (5)
The equality holds if and only if Z(T ′) = 2m−5(6(m−1)+4), that is, T ′ = U (2m−2,m−2, 1) and perC = 12·2m−5.
So there are only one D in C , which implies that the elements in ∗ only have two 1’s, the others are 0, furthermore, T ′
contains subgraph S(6, 2, 1). Thus T is a tree and the six elements of XT, which have the same row as D, only have
one 1, the others are all 0. Since T ′ = U (2m − 2,m − 2, 1), then the vertex of degree 3 of S(6, 2, 1) is adjacent to v.
Thus T is the tree U (n,m − 1, 1) with center v.
Suppose that n > 2m, we prove the theorem by the induction on the vertices of T . From Lemma 3, we
thus have an m-matching M and a pendant vertex v such that v 6∈ M . Let w be the adjacent vertex of v in T
and T ′ be the graph obtained from T by deleting v. Then T ′ is the tree of n − 1 vertices with m-matching. If
T ′ ∈ {S(n − 1,m − 1, n − 2m), R(n − 1,m − 1, n − 2m), T (n − 1,m − 2, n − 2m)}. From the conditions of
the theorem and Lemma 12, we have that
Z(T ) ≥ 2m−4(12n − 18m + 4).
If T ′ 6∈ {S(n− 1,m − 1, n− 2m), R(n− 1,m − 1, n− 2m), T (n− 1,m − 2, n− 2m)}. By the induction hypothesis,
we arrive at
Z(T ′) ≥ 2m−4(12(n − 1)− 18m + 4) (6)
with equality holds if and only if T ′ = U (n − 1,m − 1, n − 2m).
Labeling the vertices by the order of v,w, . . . , we have
B(T ) =
1 1 01 1 X
0 XT C

B(T ′) =
(
1 X
XT C
)
.
By expanding the permanent along the first row, we have
Z(T ) = per B(T ) = per B(T ′)+ perC.
As analogue to the above proof, we can obtain
perC ≥ 12 · 2m−4, (7)
Z(T ′) ≥ 2m−4(12(n − 1)− 18m + 4). (8)
So
Z(T ) ≥ 12 · 2m−4 + 2m−4(12(n − 1)− 18m + 4) = 2m−4(12n − 18m + 4). (9)
If the equality holds in (9), so does it in (8) and (7). As an analogue to the case n = 2m, it is not difficult to get
T = U (n,m − 1, n − 2m + 1).
This completes the proof. 
Using a similar method, we can prove the following theorem:
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Theorem 2. Let T be a tree of n vertices with m-matching. Where m ≥ 1 and T 6∈ {S(n,m−1, n−2m+1), R(n,m−
1, n − 2m + 1), T (n,m − 2, n − 2m + 1),U (n,m − 1, n − 2m + 1)}. Then
Z(T ) ≥ 2m−4(12n − 18m + 5)
with equality if and only if T ∼= V (n,m − 1, n − 2m + 1).
From the main results obtained in this paper and [7], [13], we have determined the order of trees with m-matchings
by their Hosoya indices. That is, trees S(n,m − 1, n − 2m + 1), R(n,m − 1, n − 2m + 1), T (n,m − 2, n − 2m +
1),U (n,m − 1, n − 2m + 1) and V (n,m − 1, n − 2m + 1) take, respectively, the first five positions which may be a
tool to study the properties of the chemical trees (trees which have no vertices with degrees >3) with an m-matching.
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