Abstract. In [14, 8] Kurtz and Protter resp. Jacod and Protter specify the asymptotic error distribution of the Euler method for stochastic differential equations (SDEs) with smooth coefficients growing at most linearly. The required differentiability and linear growth of the coefficients rule out some popular SDEs as for instance the Cox-Ingersoll-Ross (CIR) model, the Heston model, or the stochastic Brusselator. In this article, we partially extend one of the fundamental results in [8] , so that also the mentioned examples are covered. Moreover, we compare by means of simulations the asymptotic error distributions of the CIR model and the geometric Brownian motion with mean reversion.
Introduction
We consider the d-dimensional Itô stochastic differential equation (SDE) dX(t) = m j=0 f j (X(t)) dW j (t), X(0) = x 0 , (1.1) where x 0 ∈ R d , f 0 , . . . , f m : R d → R d are continuous functions, W 0 is the identity on R + (i.e. W 0 (t) = t), and W 1 , . . . , W m are independent one-dimensional Brownian motions. SDE (1.1) and all other equations and processes in the sequel are restricted to a fixed time interval [0, T ]. We assume that (1.1) has a unique strong solution, and we denote by X n Euler's "polygonal" approximation of this solution, i.e.
dX n (t) = m j=0 f j (X n (η n (t))) dW j (t),
Here η n (t) is defined to be the largest element of N 0 /n = {0, 1/n, 2/n, . . . } which is smaller than or equal to t. For background on the Euler scheme and other numerical schemes for SDEs see e.g. [13, 16] .
This article was written while A. Neuenkirch was a member of the DFG-project "Pathwise numerics and dynamics of stochastic evolution equations" at the Johann Wolfgang Goethe-Universität Frankfurt am Main.
In this article, we focus on the asymptotic distribution of the error process X n − X. It follows from results in [8] that if the functions f j are continuously differentiable and have at most linear growth, then the process √ n(X n − X) converges in law to the unique solution of the d-dimensional SDE dU i (t) = m j=0 ∇f ij (X(t)) ′ U (t) dW j (t) (1.3)
∇f ij (X(t)) ′ f l (X(t)) dB lj (t), U (0) = 0.
Here ∇f ij is the gradient of the i-th component f ij of f j , B lj (1 ≤ l, j ≤ m) are independent one-dimensional Brownian motions being independent of W 1 , . . . , W m , and v ′ denotes the transpose of a vector v. The specified assumptions on the functions f j exclude some popular models as for instance the Cox-Ingersoll-Ross (CIR) model and the Heston model in finance, or the stochastic Brusselator used in the modeling of chemical reactions, cf. Section 3. Indeed, the mapping x → |x|, which appears in the CIR model as well as in the Heston model, is not differentiable at 0, while the equation for the stochastic Brusselator contains polynomial coefficients. The purpose of this article is an extension of the fundamental results in [14, 8] to cover also the mentioned examples. We assume that the solution of (1.1) never leaves a given open set D ⊂ R d , and that the functions f j are continuously differentiable on D. Our main result (Theorem 2.1) shows that under these assumptions the weak convergence of √ n(X n − X) to the solution of (1.3) still holds, where we use the convention ∇f ij (x) = 0 for all i = 1, . . . , d, j = 0, . . . , m and x ∈ R d \ D. The key for the proof is a localization procedure, similar to the one in [5, 10] , where pathwise convergence rates for the approximation of SDEs have been derived.
Numerical results for the asymptotic error distribution are given in Section 4, where we compare the CIR model and the geometric Brownian motion.
Main result
Let (Ω, F, P) be a probability space, and W = (W 1 , . . . , W m ) be an m-dimensional Brownian motion on (Ω, F, P). As indicated in the Introduction, we assume that (A) SDE (1.1) has a unique strong solution X w.r.t. {(Ω, F, P); W }.
The definition of solutions of SDEs is recalled in the Appendix A. We further assume that X never leaves a given open set
Finally, we assume that
where f j | D refers to the restriction of f j to D. For k, l ∈ N and an open set G ⊂ R k , we denote by C(G; R l ) the space of all continuous functions from G to R l . A superscript p ∈ N ∪ {∞} refers to the subclass of all p-times continuously differentiable functions of C(G; R l ).
The rigorous meaning of the continuous time Euler scheme (1.2) is given by the stochastic integral scheme
We now turn to the main result, whose proof will be carried out in Section 5. We equip C([0, T ]; R m ⊗ R d ) with the supremum norm, and we use the symbol "=⇒" for weak convergence. 
The continuous time Euler scheme X n is indeed not an implementable approximation scheme since it requires complete knowledge of the sample paths of the driving Brownian motions. However, in practice one is often only interested in the values of X n at the sampling points 0, 1/n, 2/n, . . . , i.e. in the discrete time Euler scheme. For the latter we can derive from Theorem 2.1 the following weak convergence result: Corollary 2.2. Let X and f 0 , . . . , f m satisfy assumptions (A), (B) and (C). Then 2) where N n (T ) = max{i ∈ N : i/n ≤ T }.
Proof. Theorem 2.1 implies in particular weak convergence of 
|X n (η n (t)) − X(η n (t))| converges weakly to the right-hand side of (2.2). 
and π : R d → D is measurable. Such projected Euler methods have been originally introduced for the approximation of SDEs with reflecting boundaries, see e.g. [15, 17] . Of course, the reflection function π should be chosen appropriately, i.e. according to the structure of the SDE. However, we obtain the analogue of Corollary 2.2 also for the projected Euler scheme regardless of the choice of π: Corollary 2.3. Let X and f 0 , . . . , f m satisfy assumptions (A), (B) and (C), let N n (T ) be as in Corollary 2.2, and let π :
Proof. In the proof of Lemma 5.3 below it is implicitly shown that for P-almost all ω ∈ Ω there exists some n 0 (ω) ∈ N, such that X n (., ω) does not leave D for all n ∈ N with n ≥ n 0 (ω). Thus, since X (π) n (., ω) coincides with X n (., ω) as long as the latter takes values only in D, we have X (π) n (., ω) = X n (., ω) for all n ∈ N with n ≥ n 0 (ω). In particular, we obtain (M n − M (π) n ) → 0 as n → ∞ P-almost surely, where 
Examples
In this section, we illustrate our main result by means of four examples. The first example (Subsection 3.1) is also covered by the fundamental results in [14, 8] , but the other three examples are not.
Geometric Brownian motion
The geometric Brownian motion with mean reversion, which is given by the unique solution of the one-dimensional SDE
with κ, λ, θ > 0, is a popular model for the dynamics of asset prices. Note that the solution of (3.1) remains strictly positive for all time, so that the process is indeed suitable to model the dynamics of asset prices. Clearly, Theorem 2.1 applies here for D = R and we have
which gives
where Φ is the unique solution of the one-dimensional linear SDE
3) in Subsection 5.1. Of course, the solution of the latter SDE is given by
Since the solution of (3.1) has the representation
the expression for (3.2) can be rewritten as
Cox-Ingersoll-Ross model
The Cox-Ingersoll-Ross (CIR) process is given by the unique solution of the onedimensional SDE
with κ, λ, θ > 0. It is well known that if 2κλ ≥ θ 2 , then the solution remains strictly positive for all time (cf., e.g. [21, Section 3] ). Since this is a desired property for interest rates, Cox et al. ([3] ) proposed this process in 1985 as a model for short-term interest rates. A further advantage of the CIR process in the context of short rates is that it admits closed-form formulae for bond prices. The strict positivity of the solution ensures that Theorem 2.1 applies for D = (0, ∞) and we have
see again (5.3) in Subsection 5.1. The solution of the latter SDE reads as
Note that if the condition 2κλ ≥ θ 2 is violated, then the solution of (3.3) can still be approximated weakly by the Euler scheme (cf. [20, Section 4]) but it may obtain the value zero. (It will even obtain the value zero with probability one if the time horizon is infinite, cf. [21, Section 3]). Thus in this case our results do not apply.
Heston model
A popular stochastic volatility model in finance is the Heston model ( [6] ), i.e. 
where
Stochastic Brusselator
An example for an SDE with polynomial coefficients is the stochastic Brusselator
where α, β, σ > 0. Although the coefficients of this SDE have polynomial growth, this equation admits a unique strong solution, see e.g. [19, 2] . Here Theorem 2.1 for
dB 11 (t).
Numerical examples
Here we compare the asymptotic error processes of the geometric Brownian motion with mean reversion (3.1) and the CIR model (3.3). We set T = 1 and focus on the distribution of the random variable
We consider two different settings: For both settings 1) and 2) we simulated 10.000 paths of U for both A and V , where we used the representations (3.2) and (3.4). Figure 1 shows the empirical densities of M in either case. We used a kernel density estimator with Gaussian kernel and bandwidth choice by cross-validation. The following Surprisingly, in both cases the empirical densities for the geometric Brownian motion are broader than the densities for the CIR process. (See also the corresponding means and variances in the above table.) In particular, the non-Lipschitz coefficient in SDE (3.3) does not lead to a badly shaped asymptotic error distribution as one might expect.
Proof of Theorem 2.1
The proof of Theorem 2.1 is organized as follows. First, in Subsection 5.1 we discuss the existence and uniqueness of solutions to equation (1.3) . Second, in Subsections 5.2 and 5.3 we carry out the proof of (2.1). Finally, in Subsections 5.4 and 5.5 we give the proofs of two lemmas, which are omitted in Subsection 5.2.
Unique solution of (1.3)
Note that equation (1.3) can be rewritten as
where H and S are R d -resp. R d,d -valued continuous semi-martingales:
Here ∂ k f ij denotes the k-th partial derivative of f ij . For the precise meaning of equation (5.1) 
where Φ(s) −1 denotes the inverse of the matrix Φ(s).
Proof of (2.1) (Step 1)
We now turn to the proof of (2.1), which avails a localization procedure similar to that of [5, 10] . We start with introducing a truncated version of SDE (1.1). For every q ∈ N, we set D q = {x ∈ D : |x| < q and dist(x, ∂D) > 1/q} with ∂D the boundary of D, and dist(x, ∂D) = inf{|x − y| : y ∈ ∂D}. Moreover, denote q 0 = min{q ∈ N : x 0 ∈ D q }. In particular, we then have ∪ q≥q 0 D q = D. For every q ∈ N there exists a function ϕ q ∈ C ∞ (R d ; R) such that 0 ≤ ϕ q (x) ≤ 1 and
We use these functions to truncate the coefficients of SDE (1.1), i.e. we set
for all j = 0, . . . , m and q ∈ N. The corresponding SDE reads as follows:
Clearly, we have f j,q ∈ C 1 (R d ; R d ) and the derivative of f j,q is bounded. Therefore the functions f j,q are Lipschitz continuous, so the standard theory ensures that the truncated SDE (5.5) has a unique strong solution X (q) . On the other hand, the truncated coefficients also satisfy the assumptions of the following theorem. 
Here the extension (Ω,F,P) may be chosen to be independent of f 0 , . . . , f m .
Proof. 
However, since the limit (W, B, U ) is continuous, the weak convergence also holds in
Therefore we obtain for U (q)
n − X (q) ), Z n and {B lj } as in Theorem 5.1 that
n is the continuous time Euler scheme for the approximation of SDE (5.5), and U (q) is the unique strong solution of SDE (1.3) with X and f j replaced by X (q) and f j,q , respectively. Note that we may and do assume that all limits (W, B, U (q) ), q ∈ N, are defined on the same extension (Ω,F,P) of the original domain, since the extension (Ω,F,P) in Theorem 5.1 depends only on B (i.e. is independent of q). Further, we denote by U the unique strong solution of (1.3) with respect to ((Ω,F,P), {W j }, {B lj }).
Now, our objective is to derive (2.1) by means of (5.7). This will be done in Subsection 5.3, for which we need some further preparation. We define
for every q ∈ N, where we use the convention inf ∅ = ∞. The stopping times τ q and τ
q specify the first exit times of X and X (q) from the set D q . Note that we have q coincide, and that X and X (q) coincide up to this exit time. The second one shows that the two Euler schemes X n and X (q) n coincide on the set {τ q = ∞} for n sufficiently large, and the last one says that the processes U and U (q) coincide also up to the first exit time τ q . The first lemma is more or less obvious. Therefore we omit its proof. The proofs of the other two lemmas are postponed to Subsections 5.4 and 5.5.
Lemma 5.3. Let q ≥ q 0 . For P-almost all ω ∈ Ω there exists some n 0 (ω) ∈ N such that for all n ∈ N with n ≥ n 0 (ω),
(5.9)
Proof of (2.1) (Step 2)
In order to prove (2.1), we have to show
for all bounded and continuous functions g :
Since we havē P ≡ P on (Ω, F, P), we will always writeĒ instead of E in this subsection. For every q ≥ q 0 + 1, let
be the event that X leaves D q−1 and never leaves D q . Moreover, set A q 0 = {τ q 0 = ∞}. With the help of (5.8), Lemma 5.2, the dominated convergence theorem (recall that g is bounded), and by introducing a telescoping sum, we obtain
Now note that 1 Aq is measurable with respect to W := σ(W (s) : s ∈ [0, T ]). Thus, by the factorization lemma there exists a W-measurable (and bounded) function F q : 
Along with Hölder's inequality we thus obtain
Since g is bounded, this convergence is uniform in n ∈ N. Consequently we can exchange the limits and we obtain by (5.7) that
for every fixed q ≥ q 0 . For the latter step one can proceed as in (5.11). On the other hand, by Lemma 5.3 the integrand of S 2 (n, q) converges P-almost surely to 0 as n → ∞, so that dominated convergence yields S 2 (n, q) → 0 as n → ∞ for every fixed q ≥ q 0 . Thus, using the dominated convergence theorem once again, we obtain
Since Lemma 5.4 implies
we reach (5.10).
Proof of Lemma 5.3
We first show that there are Ω 1 , Ω 2 ∈ F with P(Ω 1 ) = P(Ω 2 ) = 1, such that for every ω ∈ Ω 1 ∩ Ω 2 ∩ {τ q = ∞} there are ε(ω) > 0 and n 0 (ω) ∈ N satisfying
for all n ≥ n 0 (ω), where dist(x, ∂D q ) = inf{|x − y| : y ∈ ∂D q }. To show (5.12) we may pick by Lemma 5.2 some Ω 1 ∈ F with P (Ω 1 ) = 1 such that X(. ∧ τ q (ω), ω) = X (q) (.∧τ q (ω), ω) for all ω ∈ Ω 1 . Thus we have X(., ω) = X (q) (., ω) for all ω ∈ Ω 1 ∩ {τ q = ∞}. Then, since D q is an open set, there exists for every ω ∈ Ω 1 ∩ {τ q = ∞} an ε(ω) > 0 satisfying (5.12). We next show (5.13). From [5] it follows that there exists a set Ω 2 ∈ F with P (Ω 2 ) = 1 such that
for all ω ∈ Ω 2 . Thus for all ω ∈ Ω 2 there exists an n 0 (ω) ∈ N such that (5.13) holds. From (5.12) and (5.13) it now follows that for all ω ∈ Ω 1 ∩ Ω 2 ∩ {τ q = ∞} there exists an n 0 (ω) ∈ N such that
for all t ∈ [0, T ] and all n ≥ n 0 (ω).
To complete the proof of Lemma 5.3, we point to the following representation of the continuous time Euler scheme X n :
for t ∈ (k/n, (k + 1)/n]; an analogous representation holds for X (q)
n . Thus, since P (Ω 1 ∩Ω 2 ) = 1, it obviously remains to show that for every ω ∈ Ω 1 ∩Ω 2 ∩{τ q = ∞} and all n ≥ n 0 (ω) we have
However, due to X n (0, ω) = x 0 = X (q) n (0, ω), (5.14), and f j,q ≡ f j on D q , this follows straightforwardly by induction.
Proof of Lemma 5.4
i . Using the SDEs for U and U (q) , we obtain by Lemma A.4 in the Appendix A that
Since f ij,q (x) = f ij (x) for x ∈ D q , and X(. ∧ τ q ) = X (q) (. ∧ τ q ) by Lemma 5.2, the latter two summands vanish. So we have
or equivalently,
with S q = S1 {s≤τq} and S defined as in (5.2). Thus Z(. ∧ τ q ) satisfies a linear SDE with zero initial value, and Lemma A.3 in the Appendix A now implies Z(. ∧ τ q ) ≡ 0 P-almost surely.
A. Auxiliaries
Here we give some auxiliaries. We start with the definition of strong solutions of SDEs driven by Brownian motion.
Definition A.1. Let (Ω, F, P) be a probability space, and W = (W (t) : t ∈ [0, T ]) be an m-dimensional Brownian motion on (Ω, F, P). Moreover, let F 0 t be the σ-algebra generated by W up to time t, and (F t ) be the usual augmentation of the filtration (F 0 t ).
|σ j (X(s))| 2 ds < ∞ P-a.s. The solution is said to be (strongly) unique if any two strong solutions with respect to {(Ω, F, P); W } are P-indistinguishable.
In this article, we also deal with affine SDEs driven by certain semi-martingales: Definition A.2. Let (Ω, F, P) be a probability space, and S = (S(t) : t ∈ [0, T ]) and H = (H(t) : t ∈ [0, T ]) be R d,d -resp. R d -valued continuous semi-martingales on (Ω, F, P). Moreover, let F 0 t be the σ-algebra generated by S and H up to time t, and (F t ) be the usual augmentation of the filtration (F 0 t ). Then, a d-dimensional (F t )-adapted continuous process U = (U (t) : t ∈ [0, T ]) is called solution of the SDE dU (t) = dH(t) + dS(t) U (t), U The solution is said to be unique if any two solutions w.r.t. {(Ω, F, P); S; H} are Pindistinguishable.
Note that the order of dS(s)U (s) in (A.3) and (A.4) is not a mistake. Alternatively we could have written (U (s) ′ dS(s) ′ ) ′ . The same applies to (A.5) below. SDE (A.3) always has a unique solution which can be represented as follows (this result can be found e.g. in a more general setting in [7] ): In Subsection 5.5 we need the following stopping rule for Itô-integrals. For its proof see e.g. Proposition III.2.10 and the remark on page 147 in [12] . 
