Abstract-Accurate and efficient eye gaze estimation is important for emerging consumer electronic systems, such as driver monitoring systems and novel user interfaces. Such systems are required to operate reliably in difficult, unconstrained environments with low power consumption and at minimal cost. In this paper, a new hardware friendly, convolutional neural network (CNN) model with minimal computational requirements is introduced and assessed for efficient appearancebased gaze estimation. The model is tested and compared against existing appearance-based CNN approaches, achieving better eye gaze accuracy with significantly fewer computational requirements.
I. INTRODUCTION
T HE POTENTIAL of eye gaze tracking and gazebased human computer interactions in modern consumer devices is currently an active topic for exploration. Eye gaze has been used to derive human behavioral cues, as an input modality and for achieving immersive user experiences in virtual and augmented reality systems. However, applications of gaze in consumer devices operating in real world conditions face tough challenges in terms of accuracy and reliability.
A. Gaze Tracking in Consumer Devices
After decades of research on desktop-based gaze estimation techniques, the focus has recently shifted to building eye gaze applications for dynamic platforms such as driver monitoring systems [1] and handheld devices [2] . For an automobile driver, eye-based cues such as levels of gaze variation, speed of eyelid movements and eye closure can be indicative of a driver's cognitive state. These can be useful inputs for intelligent vehicles to understand driver attentiveness levels, lane change intent, and vehicle control in the presence of obstacles to avoid accidents [3] . Handheld devices like smartphones and tablets form unique platforms for gaze tracking applications wherein gaze may be used as an input modality for device control, activating safety features and novel user interface (UI) designs [4] .
The most challenging aspect of these modern gaze applications includes operation under dynamic user conditions and unconstrained environments. Further requirements for implementing a consumer-grade gaze tracking system include real-time high-accuracy operation, minimal or no calibration, and robustness to user head movements and varied lighting conditions. Therefore accurate and reliable gaze tracking typically demands high quality cameras and special equipment like narrow angle lenses, external illumination, and stereo setups for capturing eye region features with sufficient details. As a result, gaze estimation systems frequently become costly with complicated setups, which are unsuitable for generic and consumer applications.
Therefore a major challenge of gaze based consumer electronics design involves maximizing system performance while reducing costs and system complexities.
B. Deep Learning for Eye Gaze
In this paper, we introduce a calibration-free method for appearance-based gaze estimation that is suitable for consumer applications and low cost hardware with real time requirements, using a Convolutional Neural Network (CNN). CNNs were popularized by LeCun et al. [5] , who used them successfully for handwritten digit classification. These networks are inspired by the organization of the visual cortex and allow spatial information to be more efficiently learned. Convolutional Neural Networks can be used on input with any number of dimensions, but due to their success in pictures, are most popularly implemented for 2D input plus color channels. Other popular types of CNNs include 1D CNNs, which are commonly used for time series, and 3D CNNs, which can be used for volumetric data or time series data where the third dimension represents either spatial frames or temporal frames [6] . Although CNNs have become ubiquitous for most computer vision tasks, they have yet to become popular for eye gaze estimation.
Neural network implementations are particularly important for embedded and low-power consumer imaging systems because hardware based CNNs can provide significant improvement in power efficiencies over CPU/GPU based solutions. A useful comparison of the performance gains of Tensor Processing Units (TPU), a custom Application Specific Integrated Circuit (ASIC) running deep neural networks, with conventional GPU arrays is given in [7] . The TPU is on average about 15X -30X faster than its contemporary GPU or CPU, with TOPS/Watt about 30X -80X higher depending on the percent usage of the TPU. While the use case described in [7] is for applications running in a cloud datacenter, equivalent embedded and mobile ASICs are expected to emerge in the next 1-2 years with the capability to operate multiple, parallel CNN-networks with equivalent levels of power efficiency to the TPU.
C. Contributions of This Work
From the perspective of developing a deep learning model for gaze estimation, the task can either be considered as a regression task or a classification task. Although both are useful, regression provides the greatest predictive flexibility and thus this paper treats the eye gaze estimation task as a regression problem with the goal of finding a gaze angle (φ, θ ) that corresponds with a low resolution eye image such as one taken from a distance with a simple RGB webcam mounted on a dashboard.
In this paper, a hardware optimized network is implemented with demonstrated suitability for deployment on such consumer devices in terms of memory requirements and speed. This network achieves superior accuracy using a dual channel input technique when compared to other state-of-the-art CNNbased gaze tracking methods for unconstrained, low resolution eye tracking.
II. RELATED WORK
In this section a review of conventional gaze tracking techniques, studies on using low resolution data, and the application of deep learning in gaze estimation are discussed.
A. Contemporary Methods for Eye Gaze Estimation
Gaze tracking algorithms can be broadly classified into model-based methods and appearance-based methods [8] . Appearance-based methods operate directly on the eye images. Model-based methods include 2D and 3D models that use near infrared (NIR) illumination to create corneal reflections to estimate the gaze vector.
Contemporary research on gaze tracking measures accuracy in a wide variety of ways [9] - [12] . It is the view of the authors that angular resolution is most reliable and in this work it is used as the metric of accuracy for the proposed algorithm and results are only compared directly with other works that employ the same metric.
These require polynomial or geometric approximations of the human eye to obtain the gaze direction or the point of gaze. Appearance-based methods use eye region images to extract content information such as local features, shape, and texture of eye regions, to estimate gaze direction.
1) 2D Models: 2D models utilize polynomial transformation functions for mapping the gaze vector (vector between pupil center and corneal glint) to corresponding gaze coordinates on a device screen. A number of related works discuss the use of artificial neural networks to perform this mapping [13] - [15] . Early papers on this topic proposed support vector machines (SVM) [16] and non geometric methods [17] . Although the approach proposed in this paper differs, we share a similar goal: head pose invariant gaze tracking without a geometric model while treating the eye gaze estimation task as a 2D regression problem.
2) 3D Models: 3D model-based methods typically use a geometrical model of the human eye to estimate the center of the cornea, and the optical and visual axes of the eye [18] - [21] . Gaze coordinates are estimated as points of intersection of the visual axes with the scene. These methods achieve high accuracy (1 degree) but require elaborate system setups and knowledge about geometric relations between system components like LEDs, monitors and cameras.
Although such methods achieve high degrees of accuracy, they are not suitable for the use case investigated in this paper because they require high resolution images of the eye and precise geometric measurements. Such models represent current state-of-the-art in AR/VR systems [22] .
3) Appearance-Based Methods: Appearance-based methods utilize cropped eye images of a subject gazing at known locations to generate gaze point coordinates. A variety of machine learning methods, using the eye images as input, have been suggested for this task. For the interested reader there is a detailed discussion of appearence based models by Kar and Corcoran [9] . Recently, appearance-based methods implemented using deep learning (DL) and convolutional neural network (CNN) approaches have gained momentum. In contrast the other methods discussed in this subsection, CNN methods, learn the features directly from the data rather than employing a preliminary feature detection step and are described in detail in Section II-C.
B. Gaze Estimation From Low Resolution Images
To facilitate gaze tracking in everyday settings, the use of cheap, compact and easy-to-integrate webcams is common but results in poor gaze estimation accuracy. Low resolution images have strong noise effects [23] , and distortions in the eye region contours and features become indistinguishable under varying illumination levels, user distance, and movements.
C. Eye Gaze Estimation Using CNN's
Deep learning (DL) techniques have been successfully used in challenging conditions such as those with variable illumination, unconstrained backgrounds and free head motion. For example George and Routray [24] describe a calibrationfree real-time CNN-based framework for gaze classification. Two CNNs, for the left and right eyes, are then trained independently to classify the gaze in seven directions.
Zhang et al. [25] describes a novel appearance-based gaze estimation method in which a CNN utilizes the full face image as input with spatial weights on the feature maps to suppress or enhance information in different facial regions. It achieves high accuracy and robust performance under varied illumination and extreme head poses. Deng and Zhu [26] achieves head pose invariant, 3D gaze tracking using two separate head pose and eye movement models with two CNNs, connected via a gaze transform layer. Finally, Zhang et al. [27] builds a CNN to learn the mapping between 2D head angle, eye image and gaze angle (output) using a small LeNet-inspired CNN. For testing, an extensive database is built with more than 200,000 images under variable illumination levels and eye appearances. This database (called MPII Gaze) is also used in this work and its further details are provided in the next section.
Several of the CNN-based works are specifically targeted towards gaze tracking in consumer/handheld devices [28] , [29] . Krafka et al. [28] presents a CNN-based real time, calibration-free gaze estimation algorithm. It is trained using a large and diverse dataset of eye images taken under variable lighting, head pose, and backgrounds captured from users through a smartphone app. Inputs to their CNN model include eye and face images. The location of the faces in the images are obtained through a face grid, which is used to infer relative eye and head poses. Park and Kim [29] present a calibration-free method using Deep Belief Networks which classify gaze into a grid of nine gaze locations under various head-poses and viewing directions. Zhang et al. [30] developed a nine directional CNN-based gaze classifier for a screen typing application, robust to false detections, blinks, and saccades (rapid, abrupt changes in fixation).
D. Related Work Utilizing the MPII Gaze Dataset
Models for eye gaze estimation often have radically different errors on different datasets and this can make comparisons between claimed accuracies meaningless without knowing the accuracy on a common dataset. In this subsection, works that use the same dataset used in this paper are outlined to facilitate such comparison.
The MPII Gaze dataset [27] is large and challenging, containing images collected under a wide range of realistic scenarios, such as varied illumination levels, eye appearances and head poses. Use of MPII gaze dataset for training and testing gaze estimation algorithms can be found in their own papers [25] , [27] and also in works by Wu et al. [31] , Iyer and Ramasangu [32] , and Nie et al. [33] .
Zhang et al. [27] , which introduces the MPII Gaze dataset, uses a multimodal CNN for gaze estimation and reports a cross dataset test error of 6.1 degrees. Zhang et al. [25] uses full face (instead of eye only and multi-region) images with a CNN and achieves a person independent error of 4.8 degrees on MPII Gaze while being robust to illumination variations and extreme head poses. Wu et al., tracks gaze location using a CNN, and tests cross-subject performance on MPII Gaze in addition to that authors' own dataset [34] - [36] .
Works by Wood et al. [34] , [35] , and Weidenbacher et al. [37] describe the utilization of the MPII Gaze dataset for comparing face models and other synthetic datasets.
Wood et al. [34] presents a method for synthesizing a large set of eye region images with a generative 3D eye region model. Then a gaze estimation method using the k-NearestNeighbour algorithm) is tested on the synthetic data and the MPII Gaze dataset to achieve an error of 9.95 and 9.58 degrees respectively. The same authors describe another method for synthetic, labelled photo-realistic eye region image creation using head scan geometry [35] . The generated dataset, along with MPII gaze, is used to test and compare the accuracy of a CNN based gaze estimation method. The CNNs are then tested on the MPII gaze dataset to achieve an error of 7.8 degrees.
E. Discussion
The previous sections summarized relevant work in the field of eye gaze estimation using regression, 3D models, CNNs, and low quality images. The purpose of the detailed review on these methods is to provide the reader with an understanding of the motivation and significance of the work described in this paper. While many papers have been written on conventional polynomial regression-based techniques for gaze estimation, these typically suffer from inaccuracy resulting from head movements and are not as accurate as 3D model-based methods. 3D model-based methods, on the other hand require complicated calibration, arrangement of the physical space, and intensive model calculations, which are often not suitable for implementation in consumer electronic devices. While CNNs have recently been used for gaze estimation, their accuracy is often insufficient and most implementations require powerful and expensive hardware such as graphic processing units (GPUs) due to large network sizes.
The work described in this paper builds on these techniques to achieve superior accuracy while using consumer grade hardware and inexpensive simple setups, which, as can be seen from the literature review, is an essential but relatively new direction of development in eye gaze research.
III. METHODS
The CNN-based gaze estimation methods in this work were evaluated on state-of-the art graphic processing units using python 2.7 and caffe 1.0 with accuracy and Euclidean loss layers modified to calculate angle difference in radians. Person-exclusive, leave-one-out cross-validation was used in all experiments.
In eye gaze tracking literature it is common to use the word "accuracy" and "error" interchangeably and this can sometimes cause confusion. For this reason we use the word "error" in any case where the meaning could be unclear. All angles are reported in degrees. Although most deep learning papers will use just one training, testing, and validation set, such methods are not recommended in cases where there are few individuals in the dataset. For this reason we use a "leave one out" training and testing strategy. Besides being the most appropriate testing method for a dataset with only 15 individuals, it is also necessary for comparison with the other published works that use this dataset as any other training and testing methodology would produce incomparable results. This type of leave-one out cross validation is a special case of k-fold cross validation where the number of folds is the same as the number of distinct entities.
In this paper, error was determined as the average Euclidean distance between the ground truth and predicted angles on the left-out, person-exclusive test set as follows.
1) For persons 0 to n (where n is the number of distinct individuals in the dataset). a) Train a model on images and labels from all identities except for the one chosen above such that the model outputs predicted gaze directions (φ, θ ). b) Test model using eye images from selected ("leftout") identity. c) For each prediction (φ, θ ) and ground truth (φ,θ ) above calculate the Euclidean distance between them. d) The mean value of the above distances is the error for this fold.
2) The sum of all the errors is divided by the number of folds to find the mean error -The error reported for a given neural network architecture is the mean error for all the folds. Multiple deep neural networks were compared for eye gaze estimation. The publicly available MPII Gaze dataset was used for all experiments except for the first, where the UT Multiview dataset is also used.
A. Conventions for CNN Diagrams and Figures
A number of conventions for describing the layers of neural networks have arisen in deep learning literature. The authors of this paper choose to follow a common variant of these conventions. In general, the convention is that the type of layer is followed by the number of output parameters in parentheses. For example Conv(40) would indicate a convolutional layer with 40 output layers. When it is necessary to know the kernel size, this is also indicated by an @ symbol followed by the kernel size. For example, Conv(40@3×3) would indicate a convolutional layer with 40 outputs and a 3×3 kernel size.
When a layer type is followed immediately by a number, this number indicates the relative position of the layer compared to previous and subsequent layers of the same type. For example, conv1 indicates that this is the first convolutional layer, whereas conv2 would be the second convolutional layer.
The input layer is a special type of layer that describes how raw data is organized. In the case of this paper, the input layers take either eye crops or head poses. For input layers that take eye crops, the following format is used: Input(
[number of channels]×[image width]×[image height]).
Head pose inputs are not images but are instead simply angle values represented as floating point numbers. Input(φ, θ ) means that the phi and theta values are being passed to the network at that point in the figure.
In the case of pooling operations the output size is determined by the input size divided by the size of the pool parameter. Max Pool(2×2) would indicate a 2×2 max pooling operation on the previous layer.
RELU is defined as max(0, ×) where × is the input. In all cases the size of the output of a relu layer is equal to the size of the output of the preceding layer.
Dropout layers are a regularization technique that helps prevent over-fitting and also increases the resiliency of a network. It is only used during training. Dropout randomly sets a percent of the weights in the network to zero. For example, dropout(0.5) indicates that 50% of the weights in the preceding layer should be set to zero in a random fashion. The output of dropout is always the same size and shape as the layer on which it operates.
FC or fc indicates a fully connected layer and fc(100) would indicate a fully connected layer with 100 outputs. In such layers, every "neuron" or unit is connected to every neuron of the previous layer. It is common to use such a layer after all the convolutional layers. For more detailed information about these layers, the reader is encouraged to consult the reference section, particularly [38] , which contains a detailed description of the common types of layers used in modern deep learning approaches.
B. MPII Gaze Dataset Details
The MPII gaze dataset is a large collection of 213,659 images captured under unconstrained conditions from 15 subjects over several days. The images are collected under multiple illumination conditions. Some of the subjects wear spectacles and some do not. The images were captured at various gaze angles, recorded by software running on the participant's laptops. In each session, the subjects were asked to look at random sequences of 20 onscreen positions and to confirm their attentiveness, the subjects were asked to press the space bar once the onscreen target was disappearing.
The dataset contains eye and head features and target (gaze angle) values for every participant. To use MPII Gaze, the authors suggest mapping their reported vector to angles using a Rodrigues transformation, and this has been done for all reported experiments. The Rodrigues transformation is given by the Rodrigues rotation formula which provides a rotation matrix from which roll, pitch, and yaw can be generated [39] .
IV. EXPERIMENTS AND RESULTS
In this section, multiple experiments are described to provide insight on 4 primary research questions. These are tested on multiple CNN architectures and are discussed in this section. One of the first research goals was to achieve state of the art test error on a network that could perform inference within 3-15 ms on a typical single proprietary low power consumer embedded device.
The specific research questions are: 1) How does an architecture that uses both eyes compare to one that uses one eye in terms of accuracy? 2) How does simulated camera distance impact eye gaze accuracy for the proposed model? 3) Can augmentation be used to reduce any negative impacts? 4) Can the proposed hardware-friendly architecture perform with sufficient accuracy and speed? First, the intra-dataset, person-exclusive experiments from Zhang et al. [27] were duplicated. The same procedure to estimate accuracy was used except the altered accuracy layers were modified to eliminate not a number (NaN) errors by replacing undefined values of the arc cosine function with the largest or smallest valid values, as appropriate.
A. Approach 1: Analysis of Eye Flipping
In Zhang et al. [27] , one network is used for both eyes (with one inference per eye) and one of the eyes is flipped so that the gaze angle is roughly correct. An experiment was designed to see if this flipping had an impact on model accuracy. Six experiments were performed using the UT and MPII-Gaze datasets to see if training on both eyes or just one eye impacted accuracy. By doing experiments with combined and non combined datasets, it was also possible to determine weather they had similar distributions, and thus, if combining the two would be helpful for future experiments.
As shown in Table I , the method of individually classifying eye images and simply adjusting the right eye and angles as used in Zhang et al. [27] is a limiting factor in accuracy for that method. In both datasets, the performance was increased exclusively using left eyes or right eyes. This suggests that simply flipping the eye as suggested by Zhang et al. [27] may be a source of error in their model. These results also indicated that the distribution of MPII Gaze and UT-Multiview are sufficiently different that combining the two for training gives no, or very little, improvement. Because of this, it was decided to use only MPII Gaze for the remaining experiments in this section as UT-Multiview had no significant influence on error.
B. A New Approach: Dual Eye Channels
Given the problems identified in the previous subsection with flipping one of the eyes, and not wanting to use two different networks for reasons of efficiency, a new approach involving using both the left and right eyes in separate input channels was investigated. Specifically, the left eye and right eye images are passed to the network in channels 0 and 1 respectively, and the gaze and pose information are averaged between the left and right eye images to create a single gaze and pose vector. Due to the results in the previous section, which indicated that data from UT did not significantly impact the results, only the MPII Gaze dataset was used. In contrast to previously published approaches, the right and left eye crops are input to the network simultaneously along with a single head pose vector. The output of the network is a single predicted pitch and yaw angle for both eyes, as if it were a single eye located exactly between the right and left eyes looking at the same object. This network was used for the experiment in Section IV-B and it was found to increase accuracy over previously published models. Please see Section III-A for a description of what the text in each of these layers means.
This modified, two channel architecture resulted in a significant increase in accuracy, averaging 4.63 degrees of error between the target and predicted values on unseen individuals. A diagram of this network can be seen in Fig. 1 .
C. Efficiency: Can We Reduce the Number of Parameters?
Deep neural networks can often be made more efficient by reducing the number of parameters but this can sometimes come at the cost of accuracy. To see if reducing the number of parameters was possible without harming accuracy, an experiment was performed to halve the size of all output parameters. This experiment was not allowed to run for the full duration because the exact angle accuracy did not matter, only evidence that the network complexity could be reduced to a point where it would be small enough if necessary. This resulted in an average error of 4.980% on an unseen individual from the MPII Gaze dataset and indicates that reducing the number of parameters had little impact on accuracy.
D. Multi Resolution Experiments
Eye gaze systems in consumer devices must be able to maintain accuracy at a large range of distances. Although MPII Gaze has some variability in distance from the camera, the distances are not realistic for the conditions expected in, for example, a driver monitoring system or a distant cell phone camera. An experiment was conducted to determine if the network was able to perform under an expectedly wide range of subject distances.
Specifically, the goal was to accommodate realistic distances between the camera and the subject in situations that would be typical in commercial eye trackers that utilize low cost, low resolution cameras. To simulate the loss of information caused by distance, down-sampling using nearest neighbor interpolation was performed on the eye images in MPII Gaze as follows.
• Input image 60 × 36 ->Downscale to 52 × 31 ->Upscale to 60 × 36 ->CNN Eye gaze angle. Table II , the network learned a narrow range of distances, and performance deteriorates when the subject is further from the camera than those in the training set. As a sanity check, an experiment was done to see if the downscaling algorithm was at fault for the poor results, so in addition to nearest, we also tried bicubic, linear, and LANCZOS using open source computer vision software. The experiment showed that the downscaling algorithm used had no influence on the results.
This demonstrates that the model is sensitive to changes in distance. In the next section, an experiment is performed to see if data augmentation can be used to improve upon this.
E. Impact of Random Resizing as Augmentation
Data augmentation has been shown in many studies [40] to have a large impact on model performance but augmenting to increase accuracy of on a wide range of distances appears to be neglected in literature on eye gaze. To further improve accuracy, the dataset was augmented with multiple randomly chosen resolutions to match the full range of desired distances. To help reduce the chance that the network would learn the specific interpolation method used, Nearest is used in the training set, but Lanczos filtering is used in the testing set.
These results indicate that augmenting the images with distances that are likely to be encountered in real world usage situations is an effective way to increase accuracy and succeeds in achieving some invariance to subject distance.
F. A Quest for Hardware Efficiency and Even Better Accuracy
It was shown by Simonyan and Zisserman [41] that two stacked layers of 3 × 3 convolutions have the same receptive field as a single 5×5 layer, with fewer multiplications. Because the efficiency of a convolutional neural network is primarily dependent on the number of multiplications, and thus the number of convolutions, stacked 3×3 convolutions were chosen for this experiment and the network was redesigned accordingly. Several experiments involving architectures with stacked 3 × 3 kernels were performed using different parameters. The best two architectures were further evaluated, and the best models from each of them were chosen and evaluated on multiple resolutions as shown in Table III . A diagram of the final architecture used can be seen in fig. 2 , and a comparison with other published works can be seen in Table IV . fig. 1 , this network takes both right and left eye image crops as input, using 2 channels and uses the same method to merge the left and right eye gaze vectors for the ground truth data. Another difference is the stacked 3 × 3 convolutions replacing the 5×5 convolutions and the addition of RELU nonlinearities The error of this network is compared with the error from other experiments in this paper in Table III . Please see Section III-A for a description of what the text in each of these layers means.
In order to maximize efficiency on a particular proprietary DSP, it was necessary to alter the output sizes of this network to be powers of 2. This is the explanation for why the output sizes are increased for this network compared to the others evaluated previously.
G. Runtime Analysis of the Used Networks
In this section, the execution time of the 5 networks used in this paper are evaluated on commodity processors. The result of these experiments are shown in Table IV. Network 1 is the "one channel" approach used in [27] which we compare with. In contrast to the new approaches, this method performs a separate inference for each eye and flips the right eye.
Network 2 is the two channel improvement discussed in experiment 2 and shown in figure 1.
Network 3 is the variation of network 2 with half as many outputs per layer which was used in experiment 3.
Network 4 is a version of network 2 with 3×3 kernels but with the same number of units per layer as network 2. It is included to allow the reader to differentiate runtime that resulted from increasing the number of outputs from runtime that resulted from the change in network architecture. Network 5 is the proposed model that has the best accuracy and utilizes the 3×3 kernels instead of 5×5 kernels. A diagram of this network is shown in figure 2 .
The embedded processor is a typical 64 bit processor used in embedded and mobile systems, and available on a wellknown embedded prototyping platform. Tests used only one core of this processor. The second processor is a popular high end workstation central processing unit (CPU). For a fair comparison, only one thread was used for tests. Lastly the GPU used is a popular high end consumer GPU targeted at video gamers. As can be seen in Table IV , network 3 is significantly faster than the other networks while network 5 provides a good balance between speed and accuracy. In some cases network 3 may be preferred due to increased speed and competitive accuracy.
H. Contributions
When deploying eye gaze solutions for consumer devices there are two important aspects to consider: Accuracy and efficiency. This paper contributes to addressing both issues by demonstrating improved accuracy and also by reducing the number of multiplications needed for predictions, thus increasing efficiency. It should be noted that the total number of matrix multiplications needed to obtain predictions from a convolutional neural network is determined by the size of the convolutional kernels, the step size, the number of nodes in each layer, and the number of layers [38] . These multiplications are often measured in multiply-accumulate operations (MACs).
For a digital signal processor (DSP) that primarily performs deep learning inference, the power consumption requirements are directly related to the number of MACs required per inference [43] - [45] .
A variant of the proposed algorithm is now operating effectively on a hardware CNN SoC (system-on-chip) engine with 32 megabytes of random access memory, demonstrating that this approach is viable for low-resource consumer electronic devices.
At the beginning of this section we followed Zhang et al.'s approach [27] in Section IV-A. In Section IV-B, we found that by changing the network architecture to accept two eye crops, one for the left and one for the right eye in two input channels, and merging the gaze vectors and the position vectors, we were able to improve accuracy over that reported in Zhang et al. [27] . It was then shown in Section IV-C that the architecture introduced in Section IV-B could be made more efficient by halving the number of nodes in each layer with a negotiable decrease in accuracy.
Section IV-D demonstrated that the error more than doubles when the network is exposed to images that have been artificially resized to simulate a wide range of distances between the subject and the camera. This problem had not been addressed in previous work. It was then shown in Section IV-E that this increase in error could be nearly eliminated by use of data augmentation. Finally, the results of the experiment conducted in Section IV-F suggest a new network architecture that outperforms previously published works while reducing the number of multiplications and thus increasing efficiency.
V. CONCLUSION
Our results show that using information from both eyes in the neural network can increase accuracy. This is demonstrated in Section V, where adding additional eye information from the opposite eye enabled improved results over individual eyes, helping the network make sense of low quality images with ambiguous gaze. As expected, in all cases, the deeper network had the best performance. This research demonstrated the sensitivity of such models to variations in distance and how data augmentation can be used to overcome this. Most importantly, a new compact hardware-friendly architecture designed for use in small consumer electronics has been introduced and evaluated on the eye gaze task.
When evaluated on MPII Gaze, the proposed model performs favorably (see Tables IV and V) even when compared with much larger networks in the literature.
Running an optimized CNN based algorithm, as described in this paper can provide a high-performance, low-energy solution for continuous eye-tracking in next generation consumer electronic products such as ultra-lightweight smartphones and augmented reality glasses.
Since augmentation resulted in a significant improvement in accuracy, it may be fruitful to try other types of augmentation such as Generative Adversarial Networks (GANS) with landmarks, [46] and Smart Augmentation (SA) [40] in future work.
This will either require modifying such methods to work on regression problems, or translating the eye gaze problem into a classification task for the purpose of generating augmented data and then back to a regression task. Additionally, there are plans to investigate whether temporal information [47] can be used to further increase the accuracy without sacrificing the need for performance, as it has been shown to increase performance in DMS systems.
