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Abstract The paper is concerned with the quasi-invariance of probability measures µ under
probability measure valued flows. Typically, solutions to non-linear PDEs modeling spatial
development as time progresses generate such flows. In particular, it is shown that under
additional conditions on µ, Fre´chet differentiability of the solution map of the PDE is sufficient
for the quasi-invariance. This result is applied to the Boltzmann equation of cutoff type. The
second application is a PDE related to the asymptotic behavior of a Fleming-Viot type system.
Here it is demonstrated how the quasi-invariance result can be used to establish a corresponding
integration by parts formula.
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1 Introduction
Equivalence of sets of differentiable measures and related Radon-Nikodym derivatives have
been studied from different points of view in [2], [4], [7], [11], and [20]. A very comprehensive
presentation of the actual state of the subject has been given in [6] where the particular
importance of the paper [20] is emphasized.
In the present paper we are interested in sets of differentiable measures which can be
compared to differentiable measures under solution flows of non-linear PDEs. At first glance
one may be attempted to adjust the situation to the known theory in [20] and [6]. However
we have decided to provide a direct treatment. This makes it possible to focus on conditions
which come up naturally in the proof of quasi-invariance of differentiable measures under
solution flows of non-linear PDEs. In accordance with this, we would like to refer to Subsec-
tion 1.2 on the one hand, and to conditions (j)-(jjj) of Subsection 2.1 as well as Proposition
2.3 on the other hand.
Solutions V +(h) to a non-linear PDE with initial value h ∈ Lv describing, for example,
the dynamics of a particle density are often of type t → V +t (h) ∈ L
v for t belonging to a
certain interval of time and some Lv-space over some manifold. At time 1 one may observe
or wish to control the distribution over the particle density V +1 (h). It is also of interest to
follow the change of this distribution backward and forward in time along the solution V +.
We go one step further. We look at V +t (h) ·λ as a probability measure valued solution to
the underlying PDE where λ is some reference measure. We consider a probability measure
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µ over the solution V +1 (h) · λ to the PDE at time 1. This measure µ is formally a Borel
measure on the metric space (E, pi) of all probability measures over the state space of the
PDE, with pi denoting the Prokhorov distance. We are now interested in the change of
the distribution µ when moving along the solution to the PDE, this solution regarded as a
probability measure valued path.
The σ-algebra on {h ∈ Lv : h ≥ 0, ‖h‖L1 = 1} generated by the open sets relative to the
distance in Lv is finer than the σ-algebra on {h · λ : h ∈ Lv, h ≥ 0, ‖h‖L1 = 1} generated
by the open sets relative to the Prokhorov distance. The quasi-invariance result for µ in
Theorem 2.2 provides a Radon-Nikodym derivative which is measurable with respect to
the σ-algebra generated by the open sets relative to the Prokhorov distance. The Radon-
Nikodym derivative is thus independent of the Lv-space. On an intuitive level, Theorem 2.2
reads as
dµ ◦ ν−t
dµ
= exp
{
−
∫ t
s=0
δ(Af)(ν−s) ds
}
µ-a.e., 0 ≤ t ≤ 1,
for a certain vector field δ(Af) to be explained below and a certain map ν−t corresponding
to V +1 (h) · λ→ V
+
1−t(h) · λ.
The sections and subsections contain individual introductory paragraphs motivating,
explaining, and discussing the actual subject. In addition there is a number of remarks within
the text focusing on technical issues. The notation used in the paper follows the common
standard. However since we just concentrate on flows with time independent generators we
ease the notation of flows by just giving the time difference as subindex or argument. The
superscript + indicates the general direction in time.
The present article is the second in a series of three, see [16] and [17]. These papers are
dedicated to Mosco-type convergence and weak convergence of particle systems. The quasi-
invariance result below is of independent interest. However, together with partial integration
as in Section 4 it is also an important technical tool.
1.1 Notation and Basic Hypotheses
Let (D, ρ) be a separable locally compact metric space. Let B denote the Borel σ-algebra
on D. For the background of this choice, see the first paragraph of Section 2 and Remarks
(1) and (2) of Section 2. Let λ be a measure on (D,B). A measure without any adjective is
always finite and non-negative.
Denote Lv(D) ≡ Lv(D,B, λ), 1 ≤ v ≤ ∞. Let F denote the set of all finite signed
measures on (D,B) endowed with the topology of narrow convergence. That is, a sequence
νn ∈ F , n ∈ N, is said to (narrowly) converge to ν ∈ F if
lim
n→∞
∫
f dνn =
∫
f dν for all f ∈ Cb(D)
where Cb(D) is the set of all bounded and continuous real functions f on (D, ρ). To avoid
confusion we will solely use the notation narrow convergence in the paper, although for
probability measures νn, n ∈ N, and ν, the above definition is often referred to as weak
convergence, see [19].
Let E ⊂ F denote the subset of all probability measures, and B(E) the Borel σ-algebra
on E relative to the Prokhorov metric pi on E. Since (D, ρ) is a separable metric space,
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convergence in (E, pi) is equivalent to narrow convergence of probability measures, cf. the
Portmanteau theorem in the form of [13], Theorem 3.3.1.
For ν ∈ F with ν = h · λ and h ∈ Lv(D) for some 1 ≤ v ≤ ∞ and g ∈ Lw(D) where
1/v+1/w = 1 we may write (ν, g), (g, ν), (h, g), or (g, h) instead of
∫
g dν or
∫
gh dλ. Here
we set w :=∞ if v = 1.
Formal definition of flows and trajectories generalizing solutions to PDEs - a
motivation. Below, we introduce two flows, a function valued one V +t , t ∈ [0, S + 1], and
a measure valued one W+(t, ·), t ∈ [0, S + 1], where S ≥ 1.
Consider a PDE of type d
dt
ht = Aht where A is an operator independent of time t ≥
0. Assume that it is known that this PDE has a unique solution on some time interval
t ∈ [0, S + 1] for all initial values h0 = h belonging to a certain set V. At some fixed
time t ∈ [0, S + 1] there may exist more solution paths of the PDE than just those giving
{ht ≡ V˜
+
t (h) : h ∈ V}. Indeed, if {hu ≡ V˜
+
u (h) : u ≤ S + 1 − t, h ∈ V} is not a subset
of V then at time t there may also exist solution paths with initial values belonging to
{hu ≡ V˜ +u (h) : u ≤ S + 1− t, h ∈ V} \ V. Those solution paths may not exist on the whole
time interval [0, S + 1]. But at least they exist on the time interval [0, t].
To indicate that we now also consider solution paths hu that may just exist on time
intervals [0, t] with t ∈ (0, S + 1] we drop the ˜ from the notation, i. e. we use the symbol
V +u (h).
In order to state a flow property of type V +t ◦ V
+
s = V
+
t+s, s, t ∈ [0, S + 1] with s + t ∈
[0, S+1], we need to carefully define the domains of the operators V +t , t ∈ [0, S+1]. The just
outlined observation is the reason for the definition of D(V +t ), t ∈ [0, S+1], below. See also
Remark (1). Adequately we define a measure valued flow by W+(t, ν) := V +t (h) · λ , t ∈
[0, S + 1], ν = h · λ and select the respective domains of definition.
Furthermore, we recall that, at time t = 1, we observe or wish to control a probability
measure µ over probability measures V +1 (h) ·λ. Recall in addition that the quasi-invariance
formula of Theorem 2.2 looks backward in time. In contrast, to prove this formula, one must
also look forward in time, cf. conditions (iv) and (v) or the calculations in (2.5)-(2.7). This is
motivation to introduce the trajectory U+(t, ν) on reasonably selected domains D(U+(t, ·)),
t ∈ [−1, 1], following W+(t+ 1, ·) from time one t units of time back and forth.
The flow V +t , t ∈ [0, S + 1]. In this paragraph we provide a certain formalization /
generalization of the solution flow to a non-linear PDE of the form d
dt
ht = Aht where A is a
time independent operator.
Let 1 ≤ v < ∞, 1 ≤ S < ∞, and r > 1. Denote Bv(r) := {f ∈ Lv(D) : ‖f‖Lv(D) ≤ r}.
Suppose we are given an open set V ⊆ Lv(D) with Bv(r) ⊆ V and, for all t ∈ [0, S + 1], an
injective map V˜ +t : V → L
v(D). Suppose also that, for all t ∈ [0, S + 1], there is a unique
extension V +t : D(V
+
t ) :=
⋃
s∈[0,S+1−t]{V˜
+
s (h) : h ∈ V} → L
v(D) of (V˜ +t ,V) such that
• V +0 is the identity in D(V
+
0 ) and
• for all s, t ∈ [0, S + 1] with s+ t ∈ [0, S + 1] and h ∈ V, which yields V˜ +s (h) ∈ D(V
+
t ),
we have
V +t ◦ V˜
+
s (h) = V˜
+
s+t(h) . (1.1)
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We note that the map
(
V +t , D(V
+
t )
)
is injective, t ∈ [0, S + 1]. Furthermore, we observe
D(V +s ) ⊇ D(V
+
t ) ⊇ D(V
+
S+1) = V ⊇ B
v(r) 0 ≤ s ≤ t ≤ S + 1. (1.2)
By the definition of D(V +t ), t ∈ [0, S + 1], and (1.1) we have for s ∈ [0, S + 1] with
s + t ∈ [0, S + 1]
{h ∈ D(V +s ) : V
+
s (h) ∈ D(V
+
t )} ⊇ D(V
+
s+t) . (1.3)
Any h˜ ∈ D(V +s ) has the representation h˜ = V˜
+
u (h) for some h ∈ V and some u ∈ [0, S + 1]
with u+s ∈ [0, S+1]. From (1.1) we obtain for all u, s, t ∈ [0, S+1] with u+s+t ∈ [0, S+1]
and h˜ = V˜ +u (h) ∈ D(V
+
s+t) for some h ∈ V the identity
V +t ◦ V
+
s (h˜) = V˜
+
u+s+t(h) = V
+
s+t(h˜) . (1.4)
Conversely, relations (1.3) and (1.4) define the type of function valued flow
(
V +t , D(V
+
t )
)
,
t ∈ [0, S + 1], we are dealing with in the paper.
Remark (1) For a more figurative description of the set D(V +t ), t ∈ [0, S + 1], we look at
all solution paths V˜ +s h, s ∈ [0, S + 1], with values in L
v(D) where h ∈ V. Then D(V +t ) is
the set of all functions V˜ +s h ∈ L
v(D) such that the corresponding function valued solution
path is, after time s, at least t units of time “alive” before terminating at time S + 1.
The flow W+(t, ·), t ∈ [0, S + 1], and the trajectory U+(t, ·), t ∈ [−1, 1]. The goal
is to follow non-random measure valued trajectories νt ≡ U+(t, ν), t ∈ [−1, 1], describing
the dynamics of certain phenomena over time. The time range has been chosen to be
t ∈ [−1, 1] since a change of measure formula will be established which naturally requires to
look backward in time.
Set D(W+(t, ·)) := {h · λ : h ∈ D(V +t )}, t ∈ [0, S + 1], and introduce W
+(t, ·) by
W+(t, ν) := V +t (h) · λ , ν ≡ h · λ ∈ D(W
+(t, ·)), t ∈ [0, S + 1].
Since (V +t , D(V
+
t )) is injective, (W
+(t, ·), D(W+(t, ·))) is injective as well for all t ∈ [0, S+1].
In addition, if s, t ∈ [0, S + 1] with s + t ∈ [0, S + 1] we have the relation{
ν ∈ D(W+(s, ·)) :W+(s, ν) ∈ D(W+(t, ·))
}
⊇ D
(
W+(s+ t, ·)
)
(1.5)
and for all ν ∈ D(W+(s+ t, ·)) it holds that
W+(t, ·) ◦W+(s, ν) = W+(s+ t, ν) . (1.6)
Recalling the just mentioned injectivity, for t ∈ [−1, 0] and ν ∈ {W+(1, ν) : ν ∈
D(W+(1, ·))} letW+(t, ν) be the element in D(W+(−t, ·)) satisfyingW+(−t, ·)◦W+(t, ν) =
ν. Furthermore introduce D(U+(t, ·)) := {W+(1, ν) : ν ∈ D(W+(2, ·))} and
U+(t, ν) :=W+(t, ν) , ν ∈ D(U+(t, ·)) , t ∈ [−1, 1]. (1.7)
We remark that relations (1.3)-(1.7) are the defining properties of the type of measure
valued trajectory (U+(t, ·), D(U+(t, ·))), t ∈ [−1, 1], we are working with in the paper. Below,
we will also use the notation νt ≡ U+(t, ν), ν ∈ D(U+(t, ·)), t ∈ [−1, 1].
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Lemma 1.1 (a) Let v = 1. For any sequence m ≡ (m1, m2, . . . ) of strictly decreasing
positive numbers with limn→∞mn = 0, there exists a set S1m ⊆ E∩{h ·λ : h ∈ L
1(D)} which
is complact in (E, pi) with the following properties.
S1 := E ∩ {h · λ : h ∈ L1(D)}
≡
{
h · λ : h ∈ L1(D), ‖h‖L1(D) = 1, h ≥ 0
}
=
⋃
all sequences m
S1m .
Furthermore, for any finite measure ν on (E,B(E)) with ν(S) = ν(E) for some S ⊆ S1,
S ∈ B(E), and any ε > 0 there exists a sequence m(ε) with the above properties satisfying
ν
(
S1m(ε)
)
≥ ν(E)− ε.
(b) Let 1 < v < ∞. There exists an increasing sequence Svm, m ∈ N, of compact subsets of
(E, pi) such that
Sv := E ∩ {h · λ : h ∈ Lv(D)}
≡
{
h · λ : h ∈ Lv(D), ‖h‖L1(D) = 1, h ≥ 0
}
=
⋃
m∈N
Svm .
For the proof see Subsection 1.4. As a consequence, each Svm is closed in (E, pi); note
that, for v = 1, m is a certain sequence and, for 1 < v <∞, we have m ∈ N. This yields
Svm ∈ B(E) for each m
and, for 1 < v <∞,
Sv = E ∩ {h · λ : h ∈ Lv(D)} ∈ B(E) .
The measure to follow along the trajectory U+. Identify {V +1 (h) : h ∈ D(V
+
2 )
with V +t h ≥ 0 and ‖V
+
t h‖L1(D) = 1 for all t ∈ [0, 2]} with G := {ν ∈ D(U
+(0, ·)) : ν−t ∈ E
for all t ∈ [−1, 1]}. Choose G ⊆ G such that G ∈ B(E) and let µ be a probability measure
on (E,B(E)) with
µ(G) = 1.
Remark (2) In applications, cf. Sections 3 and 4, the choice of G may depend on the
solvability of the underlying PDE. For the verification of G ∈ B(E) in case of v = 1 we may
proceed similar as in the proof of Lemma 1.1 in Subsection 1.4.
In case of 1 < v < ∞ it may be useful to find out whether sets of type {h · λ ∈ G :
a ≤ ‖h‖Lv(D) ≤ b} are closed in (E, pi), 0 ≤ a < b <∞.
The following hypotheses will be important in the paper. We recall that G ⊆ G which
in particular implies that ν−t ∈ E whenever ν ∈ G.
(a1) If B ∈ B(E), B ⊆ G, and t ∈ [−1, 1] suppose {ν−t : ν ∈ B} ∈ B(E). Furthermore, if
t ∈ [−1, 1], A ⊆ {ν−t : ν ∈ G}, and A ∈ B(E) assume {νt : ν ∈ A} ∈ B(E).
Thus, for t ∈ [−1, 1] the measure µ ◦ ν−t is well-defined on (E,B(E)) by
µ ◦ ν−t(A) := µ({ν−t : ν ∈ A}) , A ∈ B(E), A ⊆ {νt : ν ∈ G}.
In order to appropriately define directional derivatives in Section 2, cf. (jv) and (v)
therein, we assume that
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(a2) for µ-a.e. ν ≡ h · λ ∈ G, the function
h is for all t ∈ [0, 1] an inner point in D(V +t )
with respect to the topology of Lv(D).
Remark (3) Recall V ⊆ D(V +t ) by (1.2) and that V is an open subset of L
v(D). In case of
v = 1, we get from the hypothesis B1(r) ⊆ V ⊆ L1(D) that
E ∩ {h · λ : h ∈ V} = E ∩ {h · λ : h ∈ L1(D)} .
For v = 1, the measure µ is thus concentrated on some Borel subset G of E∩{h ·λ : h ∈ V}.
Consequently, condition (a2) is always satisfied if v = 1. In this sense, in the application of
Section 3, the derivatives of conditions (jv) and (v) turn out to be well-defined.
For 1 < v < ∞ it follows from the proof of Lemma 1.1 that E ∩ {h · λ : h ∈ Bv(r)} is
compact in (E, pi) and hence closed. Thus, if 1 < v <∞,
E ∩ {h · λ : h ∈ Bv(r)} ∈ B(E).
In applications, it may be meaningful to choose V to be the open ball in Lv(D) about the
origin with radius q for some q ∈ (r,∞] if 1 < v <∞. In this case, V is the countable union
of closed balls Bv(p) which implies
E ∩ {h · λ : h ∈ V} ∈ B(E).
For the general setup, let us assume E ∩ {h · λ : h ∈ V} ∈ B(E) if 1 < v <∞, from now on.
Sufficient for condition (a2) in case of 1 < v <∞ would be by (1.2) µ(E∩{h·λ : h ∈ V}) = 1.
However, in the application of Section 4, h with ν ≡ h ·λ ∈ G is immediately an inner point
in D(V +t ) for all t ∈ [0, 1] with respect to the topology of L
v(D) by the choice v = 2,
V = L2(D) which implies V = D(V +t ) = L
2(D), recall (1.2).
The generator of the flow W+ and the trajectory U+. In this paragraph, for
ν ∈ G we will use the notation νt ≡ ht · λ, t ∈ [−1, 1]. Let us assume
(a3) the existence of the limit
lim
s→0
1
s
(hs+t − ht) in L
v(D) for µ-a.e. ν ≡ h · λ ∈ G and all t ∈ [−1, 1].
(1.8)
Here we use the convention s ≥ 0 if t = −1 and s ≤ 0 if t = 1. For those ν ≡ h ·λ ∈ G we set
Afνt := lims→0
1
s
(hs+t − ht) ·λ. The operator Af maps for µ-a.e. ν ∈ G and t ∈ [−1, 1], the
element νt to some element A
fνt belonging to F . We remark that, according to the above
definition of the flow W+ and trajectory U+, the operator Af is independent of t ∈ [−1, 1].
In other words, we shall assume that µ-a.e.
d
dt
νt ≡ lim
s→0
1
s
(hs+t − ht) · λ = A
fνt , ν ≡ h · λ ∈ G, t ∈ [−1, 1]. (1.9)
The superscript f in Af indicates the generator of the f low W+. Conversely, given a vector
field Afν, ν ∈
⋃
t∈[−1,1]{ν˜t : ν˜ ∈ G}, and some initial value ν ≡ ν−1 ∈ {ν˜−1 : ν˜ ∈ G} or
ν ≡ ν0 ∈ G, relation (1.9) typically becomes a PDE with solution νt, t ∈ [−1, 1].
The continuity in Lv(D) of [−1, 1] ∋ t→ ht for µ-a.e. νt ≡ ht · λ, ν ∈ G, resulting from
(1.8) will be used in the proof of the following lemma, cf. Subsection 1.4.
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Lemma 1.2 The sets Svm of Lemma 1.1 can be chosen in such a way that, for any η > 0,
there exists m(η) with
µ ◦ ν−t
(
Svm(η)
)
≥ 1− η for all t ∈ [−1, 1] .
Remark (4) We remind of the different meanings of the subindex m in the notation Svm
depending on v = 1 or 1 < v < ∞, cf. Lemma 1.1. According to Lemma 1.1, for all
t ∈ [−1, 1], the measure µ ◦ ν−t is tight in E endowed with the Prokhorov metric pi. Lemma
1.2 says now that even the set of measures {µ ◦ ν−t : t ∈ [−1, 1]} is tight in (E, pi). In other
words, for any ε > 0 there is a compact subset K of (E, pi) such that µ ◦ ν−t(K) ≥ 1− ε for
all t ∈ [−1, 1].
The objective. The paper is concerned with a certain class of smooth probability
measures µ on (E,B(E)) for which we are interested in Radon-Nikodym derivatives [0, 1] ∋
t→ r−t := dµ ◦ ν−t/dµ. The proof of the change of measure formula
r−t(ν) = exp
{
−
∫ t
s=0
δ(Af )(ν−s) ds
}
µ-a.e., 0 ≤ t ≤ 1, (1.10)
where δ(Af) denotes a certain divergence of the vector field Af , is the main goal of the paper.
The crucial condition to verify is Fre´chet differentiability of the map ν → νt embedded in
suitable Banach spaces, cf. conditions (jv) and (v) in Section 2 and Proposition 2.3. Since
the Fre´chet differentiability of the map ν → νt is obvious for linear PDEs, the paper is
mainly directed to non-linear PDEs.
The importance of (1.10) is illustrated by the following abstract example. We have∫
1
s
(
f(νs)g(νs)− fg
)
dµ =
∫
fg ·
1
s
(
r−s − 1
)
dµ . (1.11)
Under appropriate conditions on f and g this calculation may yield an integration by parts
formula relative to (U+(t, ·), D(U+(t, ·))), t ∈ [−1, 1], and the measure µ by letting s > 0
tend to zero and applying of a product rule to the left-hand side.
1.2 Related Work
The change of measure formula (1.10) is known from [20], [4], and [6]. Furthermore, it
appears already in the note [11] and is stated in [7]. Let us discuss why the hypotheses under
which the formula is derived there are not or not directly verifiable under the assumptions
of this paper.
Reference [4]. In the survey paper [4], the theorems Theorem 9.2.2 – Theorem 9.2.4
focus on Gaussian measures µ. The conditions under which these theorems are derived refer
to this. However the proof of Theorem 9.2.4 provides one of the main ideas how to proof
our Theorem 2.2.
References [6] and [20]. A major part of Subsection 11.2 in [6] is based on the paper
[20]. A class of topologies is introduced under which µ ◦ νt is assumed to be differentiable
with respect to t. In addition, Theorem 11.2.7 in [6] and Theorem 3.3 in [20] require a certain
integrability of the derivative d
dt
µ ◦ νt in advance, while Theorem 11.2.13 in [6] assumes a
certain invariance of a class of test functions under the map ν → νt.
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The only form of differentiability of the measure under which we will follow the flow is (jj)
in Subsection 2.1. This condition does not take into consideration any temporal evolution.
It is weaker than the usual notion of differentiability of a measure, cf. Remark (6) of Section
2. The condition (jj’) formulated there is independent of the flow.
However part (b) of our Theorem 2.1 together with condition (jjj) of Section 2 and (2.4)
says that t → µ ◦ νt is, in the terminology of [20] and [6], τBb-differentiable on t ∈ (−1, 0].
Related to this, recall also our basic condition (a1) which has to be verified in applications.
In other words, to some extend we get compatibility with [20] and [6], Subsection 11.2, as
one result of our work.
Reference [11]. Proposition 1 and Theorem 1 in the paper [11] suppose that t→ µ◦νt
is continuously τBb-differentiable. This is what we obtain but not assume. The change of
measure formula in Theorem 2 of [11] is not compatible with our formula (1.10). This
formula investigates change of measure under a certain class of maps in the state space
independent of time. Theorem 2 of [11] is remarkable since the crucial condition is Fre´chet
differentiability of a map similar to our ν → νt.
Reference [7]. The first goal of the paper [7] is to give conditions that provide
the existence of flows along a certain class of vector fields over a Hausdorff locally convex
space X . The second goal is the quasi-invariance of a class of differentiable measures under
such flows with state space X . For these purposes a sophisticated set of conditions is
given referring particularly to a certain finite dimensional projection technique which is
applied. The construction of the flows and the proof of quasi-invariance are carried out
simultaneously. In particular it is shown that the Radon-Nikodym process has a measurable
modification with continuous paths.
The flows exhibit a certain property, (4.9) in [7], which for t = 0 is comparable with our
Theorem 2.2 (b). Based on (4.9) in [7] and the already proved quasi-invariance, including
the just mentioned property of the Radon-Nikodym process, the formula (1.10) is derived.
In contrast, we assume the existence of a flow which is, for example, the solution flow
of some non-linear PDE modeling a particle density as in Sections 3 and 4. In the present
paper, the state space of the flow is some subset of E, the space of all probability measures
on the separable locally compact metric space D. Since E is not a locally convex space, our
framework is not directly compatible with that of [7].
Moreover, once we have demonstrated quasi-invariance including measurability and con-
tinuity of the Radon-Nikodym process by the construction (2.17) and (2.18) below, the
proof of the formula (1.10) is quite similar to the proof of Theorem 4.4 (i) in [7]. In [7], the
underlying idea is referred to as Bell’s method.
Reference [2]. In a simpler linear setting formula (1.10) has already been derived in
[2]. D. Bell’s paper [2] may have been the first contribution toward the formula (1.10).
1.3 Organization of the Paper
For a certain class of smooth measures we show quasi-invariance under flows related to PDE
like equations of type (1.9). Furthermore, we prove the related change of measure formula
(1.10), cf. Theorem 2.2 (a). As already mentioned, Theorem 2.2 (b) contributes to the
verification of the τBb-differentiability. This gives the link to [20] and [6], Subsection 11.2.
Theorem 2.2 contains the two technical conditions, (jv) and (v), which can be eliminated
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by Fre´chet differentiability of the map ν → νt embedded in suitable Banach spaces, cf.
Proposition 2.3.
Section 3 is devoted to the Boltzmann equation of cutoff type. Subsection 3.1 contains
existence and uniqueness of the solution. Similar statements are considered standard. How-
ever, in order to verify Fre´chet differentiability of the solution map in Proposition 3.4 (c)
of Subsection 3.2, we need all the estimates provided in Subsection 3.1. Furthermore, we
provide an explicit representation of the Fre´chet derivative.
To the authors best knowledge, the Fre´chet derivative of the solution map of the particu-
lar form of the Boltzmann equation of Section 3 has not been calculated before. Proposition
3.4 (c) implies the Fre´chet differentiability of Proposition 2.3 in order to verify conditions
(jv), (v) of Section 2.
The second application to the quasi-invariance result in Theorem 2.2 is related to the
asymptotic behavior of a Fleming-Viot type n-particle system. In Section 4 we investigate
the corresponding PDE and its solution. We are mainly interested in integration by parts
relative to the generator of the limiting system as n→∞.
1.4 Proofs of Lemma 1.1 and Lemma 1.2
Proof of Lemma 1.1 For a comprehensive presentation of the background material, we
refer to [5], Subsection 4.5 and Supplements to Chapter 4.
Step 1 Let v = 1. For any sequence m ≡ (m1, m2, . . . ) of strictly decreasing positive
numbers with limn→∞mn = 0 let us show that
S1m :=
{
h · λ ∈ E ∩ {k · λ : k ∈ L1(D)} :∫
A
h dλ ≤
1
n
for all A ∈ B with λ(A) < mn and all n ∈ N
}
is a compact subset of (E, pi). Let hn · λ ∈ S1m, n ∈ N, be an arbitrary sequence. We shall
demonstrate that it has a subsequence with a limit belonging to S1m.
In fact, hn, n ∈ N, is uniformly integrable by the definition of S1m. Furthermore, hn,
n ∈ N, converges weakly in L1(D) on some subsequence (nk) of indices by the just mentioned
uniform integrability, ‖hn‖L1(D) = 1, n ∈ N, and the Dunford-Pettis theorem. Summing up,
there exists h ∈ L1(D) such that hnk −→k→∞ h weakly in L
1(D).
The bound 0 ≤ h λ-a.e. on the limiting element can be verified by checking 0 ≤∫
ϕhnk dλ −→k→∞
∫
ϕh dλ for all ϕ ∈ L∞(D) with ϕ ≥ 0 λ-a.e. That ‖h‖L1(D) = 1 follows
from 1 =
∫
hnk dλ −→k→∞
∫
h dλ. In addition, for anyA ∈ B, it holds that
∫
χAhnk dλ −→k→∞∫
χAh dλ. Thus h · λ ∈ S1m.
Consequently, there is a subsequence hnk · λ, k ∈ N, converging narrowly to h · λ ∈ S
1
m
which is equivalent to convergence with respect to the metric pi, cf. [13], Theorem 3.3.1. We
have shown that S1m is a compact subset of (E, pi).
Now, let ν be a finite measure on (E,B(E)) with ν(S) = ν(E) for some S ⊆ S1,
S ∈ B(E), and let ε > 0. For any n ∈ N, there is a sufficiently small m′n(ε) > 0 such that
Sn :=
{
h · λ ∈ E ∩ {k · λ : k ∈ L1(D)} :∫
A
h dλ ≤
1
n
for all A ∈ B with λ(A) < m′n(ε)
}
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satisfies ν (Sn) ≥ ν(E) − 2−nε. Thus, for any strictly decreasing sequence m(ε) ≡ (m1(ε),
m2(ε), . . . ) with mn(ε) ≤ m′n(ε), n ∈ N, and limn→∞mn(ε) = 0 it holds that
ν
(
S1m(ε)
)
≥ ν
(⋂
n∈N
Sn
)
≥ ν(E)− ε .
Step 2 For 1 < v <∞, set
Svm :=
{
h · λ ∈ E ∩ {k · λ : k ∈ Lv(D)} : ‖h‖Lv(D) ≤ m
}
.
For any sequence hn · λ ∈ Svm, n ∈ N, there is a subsequence hnk , k ∈ N, converging weakly
in Lv(D) to some h ∈ Lv(D) by the boundedness of ‖hn‖Lv(D). For the limiting element we
have ‖h‖Lv(D) ≤ lim infk ‖hnk‖Lv(D) ≤ m. Furthermore, hnk , k ∈ N, converges also weakly
in L1(D) to h. For the remainder use the same arguments as in Step 1. ✷
Proof of Lemma 1.2 Let η > 0. We keep in mind the definition of Svm from the proof of
Lemma 1.1. Furthermore, we recall the notation of Subsection 1.1. Let us also recall that
the function [−1, 1] ∋ t → νt ≡ ht · λ is for µ-a.e. ν0 ≡ ν ≡ h · λ ∈ G continuous in Lv(D)
by (1.8).
Let v = 1. By the just mentioned continuity of [−1, 1] ∋ t → νt ≡ ht · λ in L1(D), for
µ-a.e. ν ∈ G, we get the equicontinuity of the set of real functions [−1, 1] ∋ t → νt(A),
A ∈ B. Therefore, for fixed ν and δ > 0, the function [−1, 1] ∋ t → sup{νt(A) : λ(A) < δ,
A ∈ B} =: ϕν,δ(t) is continuous. Furthermore, for fixed ν, ‖ϕν,δ‖ → 0 as δ → 0 by the
uniform integrability of each induvidual νt and Dini’s theorem. We set
m′ν,n := sup
{
δ : ‖ϕν,δ‖ ≤
1
n
}
, n ∈ N.
By this construction, we have νt ∈ S
1
mν for all t ∈ [−1, 1], for any strictly decreasing
sequence mν = (mν,1, mν,2, . . . ) with mν,n ≤ m′ν,n, n ∈ N. Moreover, for all n ∈ N there is a
sufficiently small m(η)′n > 0 such that
µ
(
ν ∈ G : m′ν,n ≥ m(η)
′
n
)
≥ 1− 2−nη .
It follows that there exists a strictly decreasing sequence m(η) = (m(η)1, m(η)2, . . . ) of
positive real numbers with limn→∞m(η)n = 0 such that
µ
({
ν ∈ G : m′ν,1 ≥ m(η)1, m
′
ν,1 ≥ m(η)2, . . .
})
≥ 1− η .
Accordingly, for all t ∈ [−1, 1], we have
µ ◦ ν−t
(
S1m(η)
)
= µ
({
ν ∈ G : νt(A) ≤
1
n
if λ(A) < m(η)n, A ∈ B, n ∈ N
})
≥ 1− η .
Furthermore, for 1 < v <∞, the function [−1, 1] ∋ t→ ‖ht‖Lv(D) is continuous for µ-a.e.
ν ≡ h ·λ ∈ G. Thus, for those ν, there exists mν ∈ N such that νt ∈ S
v
mν for all t ∈ [−1, 1]. It
follows that there is a sufficiently large m(η) ∈ N such that µ (ν ∈ G : mν ≤ m(η)) ≥ 1− η.
Thus, µ ◦ ν−t(Svm(η)) = µ(ν ∈ G : νt ∈ S
v
m(η)) ≥ 1− η for all t ∈ [−1, 1]. ✷
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2 The Change of Measure Formula
Let C0(D) denote the space of all continuous functions on D such that for each ε > 0 there
exists a compact set K ⊆ D with |f(x)| ≤ ε on D \K. Let h1, h2, . . . ∈ C0(D) such that the
closed linear span with respect to the sup-norm is C0(D). The existence of such a sequence
is a consequence of the assumption that (D, ρ) be a separable locally compact metric space.
Let Cq,1b (F,E), q ∈ [1,∞], denote the set of all bounded and continuous functions f :
F → R for which
(i) for µ-a.e. ν ∈ E and all h ∈ Lv(D) the directional derivative
∂f
∂h
(ν) := lim
t→0
1
t
(f(ν + th · λ)− f(ν))
exists,
(ii) a measurable map Df : E → Lw(D) exists such that 1/v + 1/w = 1 with w := ∞ if
v = 1 and
(Df(ν), h) =
∂f
∂h
(ν) for µ-a.e. ν ∈ E and all h ∈ Lv(D),
(iii) and Df ∈ Lq(E,µ;Lw(D)).
Define Cq,1b (E) := {f |E : f ∈ C
q,1
b (F,E)}, q ∈ [1,∞].
The next lemma is concerned with the well-definiteness ofD on Cq,1b (E). For f ∈ C
q,1
b (E)
let Φ(f) := {ϕ ∈ Cq,1b (F,E) : f = ϕ|E}. Let I1 denote the constant function on D taking the
value 1. For the subsequent lemma we recall µ(G) = 1. Furthermore, we use the convention
1/p+ 1/q = 1 where p = 0 if q =∞ and p =∞ if q = 0.
Lemma 2.1 (a) Let ψ ∈ Cq,1b (F,E) with ψ = 0 on E. Then it holds for µ-a.e. ν ∈ E
Dψ(ν) = (Dψ(ν) , ν) · I1 . (2.1)
(b) Let A ∈ Lp(E,µ;Lv(D)) be a vector field with (A, I1) = 0 µ-a.e. Then, for fixed f ∈
Cq,1b (E), the expression (Dϕ,A) ∈ L
1(E,µ) is independent of ϕ ∈ Φ(f).
Proof. (a) For µ-a.e. ν and all h ∈ Lv(D) \ {0} with h ≥ 0 introduce
h(ν) · λ := h · λ− (h, I1) · ν .
For h ∈ Lv(D) \ {0} with h ≥ 0 it holds that
ν + t · h(ν) · λ = t · h · λ+ (1− t · (h, I1)) · ν ∈ E , t ∈
[
0, (h, I1)−1
)
,
which implies because of the hypothesis ψ = 0 on E
0 = lim
t↓0
1
t
(
ψ
(
ν + t · h(ν) · λ
)
− ψ(ν)
)
= (Dψ(ν) , h)− (Dψ(ν) , (h, I1) · ν) .
In other words, we have (A.1).
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(b) This is an immediate consequence of part (a). ✷
In the sense of part (b) of the lemma, for f ∈ Cq,1b (E) we define the gradient Df of f as
the equivalence class {Dϕ : ϕ ∈ Φ(f)}.
Introduce Cb(E) as the space of all bounded continuous real functions on E and
C˜2b (E) :=
{
f(ν) = ϕ((h1, ν), . . . , (hr, ν)), ν ∈ E : ϕ ∈ C
2
b (R
r), r ∈ N
}
. (2.2)
Remarks (1) Let us note that any function f(ν), ν belonging to E, has a formal represen-
tation f(ν) = ϕ((h1, ν), (h2, ν), . . . ). For this, recall that the closed linear span with respect
to the sup-norm of h1, h2, . . . is C0(D). The latter implies also that every ν ∈ E is uniquely
determined by (h1, ν), (h2, ν), . . . . In particular the set C˜
2
b (E) separates the points of E.
(2) As mentioned in Subsection 1.1, convergence on E is by the Portmanteau theorem in
the form of [13], Theorem 3.3.1, equivalent to narrow convergence of probability measures.
For this recall also that (D, ρ) is a separable metric space. Thus the functions in C˜2b (E) are
continuous. Moreover by the Stone-Weierstrass theorem and the last sentence of Remark
(1), for each compact set K ⊆ E, the set {f |K : f ∈ C˜
2
b (E)} is dense in the space Cb(K) of
all bounded and continuous functions on K.
(3) Obviously, C˜2b (E) ⊆ C
∞,1
b (E) and for f and ϕ as in (2.2), the gradient of f is given by
Df(ν) =
r∑
i=1
∂ϕ
∂xi
((h1, ν), . . . , (hr, ν))hi .
2.1 Hypotheses and Statements
We aim to prove an absolute continuity result relative to µ under the flow W+. For the
subsequent assumptions, note that the Radon-Nikodym derivative d(Af ·)/dλ ≡ d(Afν)/dλ
is a function of ν ∈ E which by Subsection 1.1 takes values in Lv(D).
(j) There exists p > 1 such that
d(Af ·)/dλ ∈ Lp(E,µ;Lv(D)).
(jj) For p given by (j), 1/p + 1/q = 1, there exists a unique divergence of the vector field
Af relative to µ and the gradient D, that is an element δ(Af) ∈ Lp(E,µ) satisfying∫
(Df,Af) dµ = −
∫
f δ(Af) dµ , f ∈ Cq,1b (E).
For definiteness in (jj), δ(Af) ∈ Lp(E,µ). However, we assume the stronger condition
(jjj)
δ(Af) ∈ L∞(E,µ) .
This is not just motivated by the technical procedure below. Condition (jjj) appears to be
a quite natural condition looking at one of the major applications, namely integration by
parts. An integration by parts formula such as (4.15) may be derived in many concrete
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situations, for example by using (1.11). Applying this idea to f, g belonging to some subset
of L2(E,µ), a reasonable assumption is that the limit limt→0
1
t
(r−t − 1) exists in L∞(E,µ).
According to (1.10) this limit is −δ(Af ).
Hypotheses (j)-(jjj) are the general assumptions on µ in the paper in order to establish
absolute continuity under the flow W+. The subsequent conditions (jv) and (v) can either
be verified directly for the particular PDE as for example in Section 4, or verified using a
certain Fre´chet differentiability, cf. Proposition 2.3 and Section 3.
(jv) For t ∈ [0, 1], g ∈ C0(D), and µ-a.e. ν ∈ G there exists
d
du
∣∣
u=0
(
(ν + u · Afν)t, g
)
and
we have
d
du
∣∣∣∣
u=0
(
(ν + u · Afν)t, g
)
=
(
Afνt, g
)
.
(v) For t ∈ [0, 1], g ∈ C0(D), µ-a.e. ν ∈ G, and h ∈ Lv(D) we have
(r(ν, t, g), h) :=
d
du
∣∣∣∣
u=0
((ν + u · h · λ)t, g) (2.3)
for some r(·, t, g) ∈ Lq(E,µ;Lw(D)) such that ‖r(·, t, g)‖Lq(E,µ;Lw(D)) is uniformly
bounded in t ∈ [0, 1].
Remarks (4) Let us look at the mathematical situation in the following way. For appropri-
ate ν ∈ G, say for ν ∈ G, we are given the trajectory νt := U+(t, ν), t ∈ [−1, 1], according
to Subsection 1.1. Picking up the idea of (1.9) or looking ahead to Sections 3 and 4 of this
paper, one may think of the solution to a non-linear PDE. Furthermore, at time t = 0 we
observe or control the distribution µ over ν ∈ G.
(5) In particular condition (jj) refers to differentiability of µ in the form we need it to prove
Theorem 2.2 below. Conversely, condition (jj) follows from Theorem 2.2 (b) and condition
(jv). In this sense we understand the necessity of condition (jj).
(6) For this remark only, let us assume 1 < v < ∞. Another frequently used way to
approach differentiability of measures would lead to the following more restrictive condition
on µ instead of (jj).
(jj’) For p given by (j), 1/p + 1/q = 1, and all vector fields B belonging to some dense
subset of Lp(E,µ;Lv(D)) containing Af , there exists a constant cp(B) > 0 such that∣∣∣∣
∫
(Df,B) dµ
∣∣∣∣ ≤ cp(B) · ‖f‖Lq(E,µ) , f ∈ Cq,1b (E).
In this case, the gradient (D,Cq,1b (E)) is closable on L
q(E,µ). We denote the closure by
(D,Dq,1(E)). There exists the divergence δ(B) ∈ Lp(E,µ) of the vector field B relative to
µ and the gradient D, and we have∫
(Df,B) dµ = −
∫
f δ(B) dµ , f ∈ Dq,1(E).
For a short introduction to the related calculus we refer to [7], Section 3. A more compre-
hensive exposition one may find in [4] and [6].
13
Theorem 2.2 Assume (j)-(v). (a) All measures µ ◦ ν−t, 0 ≤ t ≤ 1, are equivalent, note
that µ ◦ ν0 = µ. The Radon-Nikodym derivatives have a version
r−t :=
dµ ◦ ν−t
dµ
such that
r−t(ν) = exp
{
−
∫ t
s=0
δ(Af)(ν−s) ds
}
, 0 ≤ t ≤ 1, µ-a.e. (2.4)
(b) For f ∈ L∞(E,µ), we have
d
dt
∣∣∣∣
t=0
∫
f(νt)µ(dν) = −
∫
f(ν)δ(Af)(ν)µ(dν) .
The following proposition shows how to replace the technical condition (jv) and (2.3)
in (v) by Fre´chet differentiability. This proposition becomes in particular meaningful if
v = 1 since in this case the measure µ is always concentrated on some Borel subset of
E ∩ {h · λ : h ∈ V}, recall Remark (3) of Section 1 and Lemma 1.1. Recall also that the
general setting of the paper requires µ(G) = 1 which, by Remark (4) of this section, is the
natural condition on µ. In the application of Section 3, we will choose v = 1 and verify the
Fre´chet differentiability of Proposition 2.3 in order to get Theorem 2.2. In contrast, for the
model considered in Section 4, the choice of v = 2 and the direct verification of conditions
(jv) and (v) gives Theorem 2.2 in an efficient way not requiring µ(E ∩ {h · λ : h ∈ V}) = 1
.
Proposition 2.3 Assume E ∩ {h · λ : h ∈ V} ∈ B(E) and µ(E ∩ {h · λ : h ∈ V}) = 1 in
case of 1 < v <∞. Let h · λ = ν → νt = V
+
t h · λ regarded as a map V ∋ h→ V
+
t h ∈ L
v(D)
be Fre´chet differentiable at every ν ∈ E ∩ {h · λ : h ∈ V} for all t ∈ [0, 1]. Then we have
(jv) and the derivative (2.3) in condition (v) exists µ-a.e. for all t ∈ [0, 1], g ∈ C0(D), and
h ∈ Lv(D).
2.2 Proofs
Proof of Theorem 2.2 (a) Step 1 In this step we verify that for f ∈ C˜2b (E) and t ∈ [0, 1]
we have f ◦ νt ∈ C
q,1
b (E) and we determine the gradient of f ◦ νt. In this step, let t ∈ [0, 1].
Moreover, let f ∈ C˜2b (E) and ϕ be related to f as in (2.2) and define
fF (ν) := ϕ ((h1, ν), . . . , (hr, ν)) , ν ∈ F.
According to condition (jv), for µ-a.e. ν ∈ G we find
d
dt
f(νt) =
n∑
i=1
∂ϕ
∂xi
((h1, νt), . . . , (hr, νt)) ·
d
dt
(νt, hi)
=
n∑
i=1
∂ϕ
∂xi
((h1, νt), . . . , (hr, νt)) · (A
fνt, hi)
=
n∑
i=1
∂ϕ
∂xi
((h1, νt), . . . , (hr, νt)) ·
d
du
∣∣∣∣
u=0
(
(ν + u · Afν)t, hi
)
=
d
du
∣∣∣∣
u=0
fF
(
(ν + u · Afν)t
)
. (2.5)
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With
d
du
∣∣∣∣
u=0
fF ((ν + u · h · λ)t) =
r∑
i=1
∂ϕ
∂xi
((h1, νt), . . . , (hr, νt)) · (r(ν, t, hi), h)
for all h ∈ Lv(D) and all µ-a.e. ν ∈ G by condition (v), we have
D(fF ◦ νt)(ν) ≡ D(f ◦ νt)(ν) =
r∑
i=1
∂ϕ
∂xi
((h1, νt), . . . , (hr, νt)) · r(ν, t, hi) .
Condition (v) yields also
‖D(f ◦ νt)‖Lq(E,µ;Lw(D)) ≤
r∑
i=1
‖r(·, t, hi)‖Lq(E,µ;Lw(D)) ·
∥∥∥∥ ∂ϕ∂xi
∥∥∥∥ <∞ (2.6)
for all t ∈ [0, 1]. In other words, fF ◦ νt ≡ fF ◦ νt(·) ∈ C
q,1
b (F,E) and thus
f ◦ νt ≡ f ◦ νt(·) ∈ C
q,1
b (E) , f ∈ C˜
2
b (E),
with q > 1 given in condition (j).
Step 2 We derive an equation for the measure valued function [0, 1] ∋ t → µ ◦ ν−t with
initial value µ. For this, we follow an idea outlined in the proof of Theorem 9.2.4 in [4]. We
also demonstrate in this step that the measures µ ◦ ν−t and µ are equivalent.
Together with conditions (j) and (jj) relations (2.5) and (2.6) give
d
dt
∫
f(νt)µ(dν) =
∫
d
dt
f(νt)µ(dν)
=
∫
d
du
∣∣∣∣
u=0
f
(
(ν + u ·Afν)t
)
µ(dν)
=
∫ (
D(f ◦ νt), A
fν
)
µ(dν)
= −
∫
f(νt)δ(A
f)(ν)µ(dν) , t ∈ [0, 1], f ∈ C˜2b (E);
where we in particular recall that the interchange of
∫
and d
dt
in the first line is justified
by the fact that the derivative (2.5) exists by (v) and (2.6) in L1(E,µ). Recalling the
hypotheses of Subsection 1.1, from the last relation we obtain
d
dt
∫
f(ν)µ(dν−t) = −
∫
f(ν)δ(Af)(ν−t)µ(dν−t) , t ∈ [0, 1], (2.7)
for all f ∈ C˜2b (E). Now recall (jjj), Remark (2) of this section, and that the set of measures
{µ ◦ ν−t : t ∈ [−1, 1]} can be assumed to be tight. Remark (4) of Section 1 and Remark (1)
of this section yield for any ε > 0 and t ∈ [0, 1] the existence of a compact set K ⊆ E such
that ∣∣∣∣
∫
fχK dµ ◦ ν−t −
∫
fχK dµ+
∫ t
s=0
∫
fχKδ
(
(Af) ◦ ν−s
)
dµ ◦ ν−s ds
∣∣∣∣ < ε .
(2.8)
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Since (D, ρ) is separable, (E, pi) is separable as well. Moreover there exist denumerably
many open balls in E that generate the topology of E. For a finite intersection of these open
balls, B˜, the indicator function χB˜ can be point-wise approximated by continuous functions
on E, for example fn(ν) := (n · infν′∈B˜c pi(ν, ν
′)) ∧ 1 as n→∞.
Recalling Remark (2) of the present section, we may now conclude from (2.8) that for
these open balls and all their finite intersections the indicator function restricted to K can
be approximated boundedly point-wise by functions belonging to C˜2b (E). We obtain
µ ◦ ν−t(B)− µ(B) = −
∫ t
s=0
∫
B
δ(Af )(ν−s)µ ◦ ν−s(dν) ds , t ∈ [0, 1],
first for the open balls and all their finite intersections, B˜ instead of B, and then by using
the monotone class theorem, for all B ∈ B(E).
Set
a(t, B) :=


−
∫
B
δ(Af)(ν−t)µ ◦ ν−t(dν)
µ ◦ ν−t(B)
if µ ◦ ν−t(B) > 0
0 otherwise
, (2.9)
B ∈ B(E). We obtain from the last two relations
µ ◦ ν−t(B)− µ(B) =
∫ t
s=0
a(s, B) · µ ◦ ν−s(B) ds
where we recall that by condition (jjj) and (2.9)
|a(s, B)| ≤ ‖δ(Af)‖L∞(E,µ) <∞ , s ∈ [0, 1], B ∈ B(E) . (2.10)
Therefore
µ ◦ ν−t(B) = exp
{∫ t
s=0
a(s, B) ds
}
· µ(B) , t ∈ [0, 1], B ∈ B(E). (2.11)
In other words, (2.10) and (2.11) say that the measures µ ◦ ν−t and µ are equivalent.
Step 3 Th objective of this step is to show well-definiteness of d
dt
µ ◦ ν−t as a finite signed
measure on (E,B(E)).
For this we shall first demonstrate that for any B ∈ B(E) the function a(t, B) defined
in (2.9) is continuous on t ∈ [0, 1]. If µ(B) = 0 then by the result of Step 2 we have
a(t, B) = 0 for all t ∈ [0, 1]. Assuming µ(B) > 0, by (2.10) and (2.11), µ◦ν−t(B) is positive
and continuous on t ∈ [0, 1]. What we have to verify is that
∫
B
δ(Af )(ν−t)µ ◦ ν−t(dν) is
continuous on t ∈ [0, 1] if µ(B) > 0. Let us recall Remarks (1) and (2) of this section and
Remark (4) of Section 1. We approximate χB˜∩K by f ∈ C˜
2
b (E) as described below (2.8)
where B˜ is a certain finite intersection of open balls as below (2.8). We obtain for s, t ∈ [0, 1]∣∣∣∣
∫
χB(ν) · δ(A
f)(ν−s)µ ◦ ν−s(dν)−
∫
χB(ν) · δ(A
f )(ν−t)µ ◦ ν−t(dν)
∣∣∣∣
=
∣∣∣∣
∫
χB ◦ νs · δ(A
f ) dµ−
∫
χB ◦ νt · δ(A
f ) dµ
∣∣∣∣
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≤ ‖δ(Af)‖L∞(E,µ)
∫
|χB∩K ◦ νs − χB∩K ◦ νt| dµ+ ε
≤ ‖δ(Af)‖L∞(E,µ)
(∫
|χB∩K ◦ νs − f ◦ νs| dµ
+
∫
|f ◦ νs − f ◦ νt| dµ+
∫
|f ◦ νt − χB∩K ◦ νt| dµ
)
+ ε . (2.12)
In other words, a(t, B˜) is continuous on t ∈ [0, 1] for finite intersections of open balls B˜
that generate B(E). In order to demonstrate that the set H of all bounded measurable
functions g for which
∫
g(ν)δ(Af)(ν−t)µ◦ν−t(dν) is continuous on t ∈ [0, 1] contains all χB,
B ∈ B(E), we apply the monotone class theorem. It remains to show that for a sequence
of non-negative functions gn ∈ H that increase to a bounded function g we have g ∈ H.
However this follows as in (2.12) by replacing there χB by g and f by gn.
We have verified that, for all g ∈ L∞(E;µ)∫
g(ν)δ(Af)(ν−t)µ ◦ ν−t(dν) is continuous on t ∈ [0, 1]. (2.13)
This yields now continuity of a(t, B) on t ∈ [0, 1] for any B ∈ B(E).
From (2.11) it follows now that d
dt
µ ◦ ν−t(B) exists for B ∈ B(E). To verify the σ-
additivity of d
dt
µ ◦ ν−t, let B1, B2, . . . be a sequence of disjoint elements of B(E). The
σ-additivity of µ ◦ ν−t implies
∞∑
i=1
d
dt
µ ◦ ν−t(Bi) =
∞∑
i=1
lim
h→0
1
h
(µ ◦ ν−t−h(Bi)− µ ◦ ν−t(Bi))
= lim
h→0
1
h
(
∞∑
i=1
µ ◦ ν−t−h(Bi)−
∞∑
i=1
µ ◦ ν−t(Bi)
)
= lim
h→0
1
h
(
µ ◦ ν−t−h
(
∞⋃
i=1
Bi
)
− µ ◦ ν−t
(
∞⋃
i=1
Bi
))
=
d
dt
µ ◦ ν−t
(
∞⋃
i=1
Bi
)
where the interchange of limes and infinite sum in the second line is due to dominated
convergence relative to the counting measure and the estimate
1
h
|µ ◦ ν−t−h(Bi)− µ ◦ ν−t(Bi)|
=
1
h
∣∣∣∣exp
{∫ t+h
s=0
a(s, Bi) ds
}
− exp
{∫ t
s=0
a(s, Bi) ds
}∣∣∣∣ · µ(Bi)
≤ sup
t′∈[t∧t+h∧0,t∨t+h∨1]
∣∣∣∣∣a(t′, Bi) exp
{∫ t′
s=0
a(s, Bi) ds
}∣∣∣∣∣ · µ(Bi)
≤
∥∥δ(Af)∥∥
L∞(E,µ)
· exp
{∥∥δ(Af)∥∥
L∞(E,µ)
}
· µ(Bi) , i ∈ N, (2.14)
which we have derived from (2.11) and (2.10).
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Step 4 In this step we construct the versions r−t of the Radon-Nikodym derivatives of µ◦ν−t
with respect to µ such that
[0, 1] ∋ t→ r−t =
dµ ◦ ν−t
dµ
is µ-a.e. absolutely continuous on ([0, 1],B([0, 1])).
Let µ ◦ ν−· be the signed measure on the product space ([0, 1]×E,B([0, 1]×E)) defined
by
µ ◦ ν−·((s, t]×B) := µ ◦ ν−t(B)− µ ◦ ν−s(B) , 0 ≤ s < t ≤ 1, B ∈ B(E).
From (2.11) we deduce also the absolute continuity of µ◦ν−· with respect to the product
measure dt× µ, where dt stands for the Lebesgue measure on ([0, 1],B([0, 1])). Looking at
(2.14) and recalling continuity of a(t, B) on t ∈ [0, 1] for any B ∈ B(E), which we have
proved in the beginning of Step 3, we obtain the existence of the limit as h → 0 for every
t ∈ [0, 1] and Bi ∈ B(E).
Because of (2.14) we may select a version ρ−t(ν), (t, ν) ∈ [0, 1]×E, of the Radon-Nikodym
derivative dµ ◦ ν−·/d(dt× µ) such that for all t ∈ [0, 1]
ρ−t is a version of the Radon-Nikodym derivative
d d
dt
µ ◦ ν−t
dµ
(2.15)
with
ρ−t(ν) ≤
∥∥δ(Af)∥∥
L∞(E,µ)
· exp
{∥∥δ(Af)∥∥
L∞(E,µ)
}
, ν ∈ G. (2.16)
With this version we can define
r−t :=
∫ t
0
ρ−s ds+ 1 , t ∈ [0, 1]. (2.17)
We obtain from (2.17) and (2.15)∫
B
r−t dµ =
∫
B
∫ t
0
ρ−s ds dµ+ µ(B)
=
∫ t
0
∫
B
ρ−s dµ ds+ µ(B) = µ ◦ ν−t(B) , (2.18)
t ∈ [0, 1], B ∈ B(E). This means that, for all 0 ≤ t ≤ 1, the function r−t is a version of the
Radon-Nikodym derivative of µ ◦ ν−t with respect to µ.
Step 5 Noting that according to (jjj) and (2.16), (2.17) we have δ(Af) ∈ L∞(E,µ) and
r−t ∈ L∞(E,µ), from (2.7)and (2.18) we get for all f ∈ C˜2b (E)∫
f(ν)r−t(ν)µ(dν)−
∫
f dµ = −
∫ t
s=0
∫
f(ν)δ(Af )(ν−s)r−s(ν)µ(dν) ds
= −
∫
f(ν)
∫ t
s=0
δ(Af )(ν−s)r−s(ν) dsµ(dν) , t ∈ [0, 1]. (2.19)
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Using Remark (4) of Section 1 and recalling Remarks (1) and (2) of the present section, we
obtain that µ-a.e.
r−t(ν)− 1 = −
∫ t
s=0
δ(Af)(ν−s)r−s(ν) ds (2.20)
first for all rational t belonging to [0, 1]. Then, noting that (2.16) and (2.17) show that
t → r−t is µ-a.e. continuous on [0, 1], we get (2.20) µ-a.e. for all t ∈ [0, 1]. An immediate
consequence is (2.4).
Step 6 Using (2.20) we get (2.19) for all f ∈ L∞(E,µ). Part (b) is now a consequence of
(2.19) for f ∈ L∞(E,µ) and the continuity of∫
f(ν)δ(Af )(ν−t)r−t(ν)µ(dν)
in t = 0, cf. (2.13). ✷
Proof of Proposition 2.3 We verify (jv) under the hypotheses of the proposition. To
show the existence of the derivative (2.3) in condition (v) µ-a.e. for all t ∈ [0, 1], g ∈ C0(D),
and h ∈ Lv(D) turns out to be similar. Let Φt : V → Lv(D) be given by ht ≡ Φt(h) := V
+
t h,
t ∈ [0, 1]. Consider also the map h · λ = ν → νt = Φt(h) · λ for h ∈ D(V˜
+
0 ) and t ∈ [0, 1].
Let ν = h · λ ∈ E ∩ {h · λ : h ∈ V}.
Let us use the symbol ∇ for the Fre´chet derivative. On the one hand we have
d
du
∣∣∣∣
u=0
(
(ν + u · Afν)t, g
)
=
(
∇Φt(h)(A
fν), g
)
.
On the other hand, it holds that
(
Afνt, g
)
=
(
d
du
∣∣∣∣
u=0
νt+u , g
)
=
(
d
du
∣∣∣∣
u=0
Φt(hu) , g
)
=
(
∇Φt(h)(A
fν), g
)
by the chain rule for Fre´chet derivatives, see e.g. [1], Proposition 5.3.7. ✷
3 Fre´chet Derivative for the Boltzmann Equation of
Cutoff Type
In this section, we shall focus on the mathematical description of a rarefied gas in a vessel
with diffusive boundary conditions. Let us review the situation outlined in [9]. Let Ω ⊂ Rd,
d = 2, 3, be a bounded open set with smooth boundary, called the physical space. Let
V := {v ∈ Rd : 0 < vmin < ‖v‖ < vmax} be the velocity space and let λ > 0. To distinguish
this λ > 0 from the measure λ of Subsection 1.1, below we will frequently use the phrase
“parameter λ in the Boltzmann equation”. Denote by n(r) the outer normal at r ∈ ∂Ω and
indicate the inner product in Rd by “◦”.
For (r, v, t) ∈ Ω× V × [0,∞), consider the Boltzmann equation of cutoff type
d
dt
p(r, v, t) = −v ◦ ∇rp(r, v, t) + λQ(p, p) (r, v, t) (3.1)
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with boundary condition
p(r, v, t) = J(r, t)(p)M(r, v) , r ∈ ∂Ω, v ◦ n(r) ≤ 0, (3.2)
and initial condition p(0, r, v) := p0(r, v) or its integrated (mild) version
p(r, v, t) = S(t) p0(r, v) + λ
∫ t
0
S(t− s)Q(p, p) (r, v, s) ds , (3.3)
where
(k) J is given by
J(r, t)(p) =
∫
v◦n(r)≥0
v ◦ n(r) p(r, v, t) dv ,
(kk) M is a continuous and positive function defined on the set {(r, v) : r ∈ ∂Ω, v ∈
V, v ◦ n(r) ≤ 0} with positive lower and upper bound satisfying∫
v◦n(r)≤0
|v ◦ n(r)|M(r, v) dv = 1 ,
(kkk) S(t), t ≥ 0, called the Knudsen semigroup, is the solution to the initial boundary value
problem (
d
dt
+ v ◦ ∇r
)
(S(t)p0)(r, v) = 0 ,
(S(t)p0)(r, v) = J(r, t)(S(·)p0)M(r, v) , r ∈ ∂Ω, v ◦ n(r) ≤ 0,
(kw) the collision operator Q is given by
Q(p, q)(r, v, t) =
1
2
∫
Ω
∫
V
∫
Sd−1
+
B(v, v1, e)hγ(r, y)χ{(v∗,v∗
1
)∈V×V } ×
×
((
p(r, v∗, t)q(y, v∗1, t)− p(r, v, t)q(y, v1, t)
)
+
(
q(r, v∗, t)p(y, v∗1, t)− q(r, v, t)p(y, v1, t)
) )
de dv1 dy ,
Sd−1 being the unit sphere, Sd−1+ := {e ∈ S
d−1 : e◦(v1−v) ≤ 0}, v∗ := v+e◦(v1−v) e,
v∗1 := v1 + e ◦ (v− v1) e for e ∈ S
d−1
+ and v, v1 ∈ V , and de referring to the normalized
Riemann-Lebesgue measure on Sd−1+ ,
(w) the collision kernel B is assumed to be non-negative and continuous on V × V ×Sd−1+ ,
symmetric in v and v1, and satisfying B(v
∗, v∗1, e) = B(v, v1, e), v, v1 ∈ V , e ∈ S
d−1
+ ,
(wk) and hγ is a continuous function on Ω× Ω which is non-negative and symmetric, and
vanishes for |r − y| ≥ γ > 0.
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3.1 Some Basic Properties of the Boltzmann Equation
Let L1(Ω × V ) denote the space of all (equivalence classes of) real functions on Ω × V
which are absolutely integrable with respect to the Lebesgue measure on Ω × V . By the
normalization condition in (kk), S(t) given in (kkk) maps L1(Ω × V ) to L1(Ω × V ) with
operator norm one. We observe furthermore that by the definitions in (kw)-(wk), for fixed
t ≥ 0, Q maps (p(·, ·, t), q(·, ·, t)) ∈ L1(Ω× V )× L1(Ω× V ) to L1(Ω× V ) such that∫
Ω
∫
V
Q(p(·, ·, t), q(·, ·, t))(r, v) dv dr = 0 (3.4)
and
‖Q(p(·, ·, t), q(·, ·, t))‖L1(Ω×V )
≤ 2‖hγ‖‖B‖‖p(·, ·, t)‖L1(Ω×V )‖q(·, ·, t)‖L1(Ω×V ) (3.5)
where ‖ · ‖ denotes the sup-norm.
Let T > 0 and let (L1(Ω×V ))[0,T ] be the space of all measurable real functions f(r, v, t),
(r, v) ∈ Ω × V , t ∈ [0, T ], such that Ff (t) := f(·, ·, t) ∈ L1(Ω × V ) for all t ∈ [0, T ] and
Ff ∈ C([0, T ];L1(Ω× V )). With the norm
‖f‖1,T := sup
t∈[0,T ]
‖f(·, ·, t)‖L1(Ω×V )
(L1(Ω× V ))[0,T ] is a Banach space.
Let p0 ∈ L1(Ω× V ) and let q ∈ (L1(Ω× V ))[0,T ]. For (r, v, t) ∈ Ω× V × [0, T ] we set
Ψ(p0, q)(r, v, t) := S(t) p0(r, v) + λ
∫ t
0
S(t− s)Q(q, q) (r, v, s) ds . (3.6)
We have Ψ(p0, q) ∈ (L1(Ω× V ))[0,T ] and according to (3.5)
‖Ψ(p0, q)‖1,T ≤ ‖p0‖L1(Ω×V ) + λT‖Q(q, q)‖1,T
≤ ‖p0‖L1(Ω×V ) + 2λT‖hγ‖‖B‖‖q‖
2
1,T . (3.7)
Moreover, if λ ≤ 1/(16T‖hγ‖‖B‖) and ‖p0‖L1(Ω×V ) ≤ 3/2 then (3.7) leads to
‖q‖1,T ≤ 2 implies ‖Ψ(p0, q)‖1,T ≤ 2 . (3.8)
Using symmetry and bilinearity of Q(·, ·), for p0, p′0 ∈ L
1(Ω × V ) and q1, q2 ∈ (L1(Ω ×
V ))[0,T ] we obtain from (3.5)
‖Ψ(p0, q1)−Ψ(p
′
0, q2)‖1,T
≤ ‖S(t) (p0 − p
′
0)‖L1(Ω×V ) + λT‖Q(q1 + q2, q1 − q2)‖1,T
≤ ‖p0 − p
′
0‖L1(Ω×V ) + 2λT‖hγ‖‖B‖‖q1 + q2‖1,T‖q1 − q2‖1,T . (3.9)
It follows from (kk) and (kkk) that d
dt
∫
Ω
∫
V
S(t) p0(r, v) dr dv = 0. Relation (3.4) gives now
d
dt
∫
Ω
∫
V
Ψ(p0, q)(r, v, t) dr dv = 0 , t ≥ 0. (3.10)
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Lemma 3.1 Let p0 ∈ L1(Ω × V ) with ‖p0‖L∞(Ω×V ) < ∞. There are finite real numbers
p0,min and p0,max such that
p0,min ≤ S(t) p0(r, v) ≤ p0,max for leb-a.e. (r, v) ∈ Ω× V (3.11)
for all t ≥ 0. In particular, if ‖1/p0‖L∞(Ω×V ) <∞ then we may suppose p0,min > 0.
Proof. As the result of [9], Theorem 2.1, there is a non-negative function g ∈ L1(Ω × V )
with ‖g‖L1(Ω×V ) = 1 which is stationary under the the Knudsen semigroup, i. e. S(t)g = g
for all t ≥ 0.
Step 1 In this step we show that ‖g‖L∞(Ω×V ) < ∞ and ‖1/g‖L∞(Ω×V ) < ∞. Without loss
of generality, we may suppose that g : Ω× V → [0,∞] is defined everywhere on Ω× V such
that for every (r, v) ∈ Ω× V there are a ≡ a(r, v) < 0 and b ≡ b(r, v) > 0 with r + av ∈ ∂Ω
and r+ bv ∈ ∂Ω, {r+ cv : c ∈ (a, b)} ⊂ Ω, and g(r+αv, v) = g(r, v), α ∈ (a, b). In addition,
we even may suppose that g(r + av, v) = g(r + bv, v) = g(r, v). For such a boundary point
y = r + bv we set y−(y, v) := r + av.
According to (kkk) we have the boundary condition
g(y, v) = J(y, ·)(g) ·M(y, v) , y ∈ ∂Ω, v ◦ n(y) ≤ 0, y ∈ ∂Ω.
Taking into consideration that according to (kk), there exist constants Mmin,Mmax ∈
(0,∞) such that Mmin ≤ M(y, v) ≤ Mmax, it is sufficient to show that J(y, ·)(g), y ∈ ∂Ω,
has a positive lower and a finite upper bound. From the definition of J(y, ·) in (k) and the
above boundary condition we obtain
J(y, ·)(g) =
∫
v◦n(y)≥0
v ◦ n(y) · g(y, v) dv
=
∫
v◦n(y)≥0
v ◦ n(y) · g(y−(y, v), v) dv
=
∫
v◦n(y)≥0
v ◦ n(y) · J(y−(y, v), ·)(g) ·M(y−(y, v), v) dv .
We verify that J(y, ·)(g) is continuous with respect to y ∈ ∂Ω and has therefore a finite
upper bound. Assuming J(y, ·)(g) = 0 for some y ∈ ∂Ω, the last chain of equations shows
that J(y, ·)(g) = 0 for all y ∈ ∂Ω. The latter would imply g = 0 on Ω×V which contradicts
‖g‖L1(Ω×V ) = 1. Consequently, J(y, ·)(g) > 0 for all y ∈ ∂Ω which by the just mentioned
continuity proves the existence of a positive lower bound for J(y, ·)(g), y ∈ ∂Ω.
Step 2 Let p0 ∈ L1(Ω×V ) with ‖p0‖L∞(Ω×V ) <∞. By the result of Step 1 there exists a > 0
with −a g ≤ p0 ≤ a g leb-a.e. on (Ω × V ). Furthermore, in case of ‖1/p0‖L∞(Ω×V ) < ∞,
there is b > 0 such that b g ≤ p0 leb-a.e. on (Ω × V ). This implies −a g ≤ S(t)p0 ≤ a g
leb-a.e. on (Ω × V ) for all t ≥ 0 and, if ‖1/p0‖L∞(Ω×V ) < ∞, also b g ≤ S(t)p0 leb-a.e. on
(Ω× V ) for all t ≥ 0. The lemma follows. ✷
Furthermore, by (kw)-(wk) it holds for non-negative q ∈ (L1(Ω×V ))[0,T ] with ‖q‖1,T ≤ 1
that
Q(q, q)(r, v, t) ≥ −‖hγ‖‖B‖ · q(r, v, t) , r ∈ Ω, v ∈ V, t ∈ [0, T ].
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This relation together with (3.11) and definition (3.6) imply under the additional assumption
qt,max := sup{q(r′, v′, t′) : r′ ∈ Ω, v′ ∈ V, t′ ∈ [0, t]} <∞
Ψ(p0, q)(r, v, t) ≥ p0,min − λt‖hγ‖‖B‖ · qt,max , r ∈ Ω, v ∈ V, t ≥ 0. (3.12)
Let N denote the set of all everywhere defined p0 ∈ L1(Ω × V ) with 0 < inf{p0(r, v) :
r ∈ Ω, v ∈ V }, sup{p0(r, v) : r ∈ Ω, v ∈ V } <∞, and ‖p0‖L1(Ω×V ) = 1. For all p0 ∈ N , we
may and do assume that p0,min > 0 and p0,max <∞.
Furthermore for p0 ∈ N , let M≡M(p0) be the set of all q ∈ (L
1(Ω× V ))[0,T ] such that
‖q(·, ·, t)‖L1(Ω×V ) = 1 and
1
2
p0,min ≤ q(·, ·, t) ≤ p0,max +
1
2
p0,min a.e. on Ω× V , t ∈ [0, T ]. We
note that M may depend on the choice of p0,min and p0,max.
Lemma 3.2 Fix T > 0.
(a) Let p0 ∈ N and let q ∈ (L1(Ω × V ))[0,T ] with ‖q(·, ·, t)‖L1(Ω×V ) = 1, t ∈ [0, T ]. Let
0 ≤ α < p0,min. If 0 < λ ≤ (p0,min − α)/(T‖hγ‖‖B‖ · qT,max) then
‖Ψ(p0, q)(·, ·, t)‖L1(Ω×V ) = 1
and
α ≤ Ψ(p0, q)(·, ·, t) ≤ p0,max + λT‖hγ‖‖B‖ · qT,max , t ∈ [0, T ].
(b) In particular, for α = 1
2
p0,min, qT,max ≤ p0,max+
1
2
p0,min, and 0 < λ ≤
1
2
p0,min/(T‖hγ‖‖B‖
·(p0,max +
1
2
p0,min)) we have
1
2
p0,min ≤ Ψ (p0, q) (·, ·, t) ≤ p0,max +
1
2
p0,min , t ∈ [0, T ].
(c) Let p0 ∈ L1(Ω × V ) and q1, q2 ∈ (L1(Ω × V ))[0,T ] with ‖q1‖1,T , ‖q2‖1,T ≤ β for some
β > 0. For 0 < λ ≤ δ/(4βT‖hγ‖‖B‖) for some δ < 1 we have
‖Ψ (p0, q1)−Ψ (p0, q2)‖1,T ≤ δ ‖q1 − q2‖1,T .
(d) In particular, let p0 ∈ N and q1, q2 ∈ M. For 0 < λ ≤
1
4
p0,min/(T‖hγ‖‖B‖ · (p0,max +
1
2
p0,min)), we have Ψ (p0, q1) ,Ψ (p0, q2) ∈M and
‖Ψ (p0, q1)−Ψ (p0, q2)‖1,T ≤
2
3
‖q1 − q2‖1,T .
Proof. Parts (a) and (b) of the Lemma are now a consequence of (3.6), (3.10), and (3.12).
Parts (c) and (d) follow from (3.9) and parts (a) and (b). ✷
Let T > 0. Let us iteratively construct a solution p ≡ p(p0) to (3.3) with boundary
condition (3.2) restricted to (r, v, t) ∈ Ω× V × [0, T ]. Set
p(0)(·, ·, t) := p0 , p
(n)(·, ·, t) := Ψ
(
p0, p
(n−1)
)
(·, ·, t) , t ∈ [0, T ], n ∈ N.
We note that with d(q1, q2) := ‖q1 − q2‖1,T , q1, q2 ∈ M, the pair (M, d) is a complete
metric space. Furthermore, Lemma 3.2 (a) and (b) imply that, for λ as in Lemma 3.2 (b),
q ∈M ≡M(p0) yields Ψ (p0, q) ∈M. An immediate consequence of Lemma 3.2 (b) and (d)
and the Banach fixed point theorem is now part (b) of the following lemma. The first part
of (a) is a consequence of Lemma 3.2 (c), (3.8), and again the Banach fixed point theorem.
The continuity statement in the second part of (a) follows from (3.9).
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Proposition 3.3 (a) Fix λ ≤ 1/(16T‖hγ‖‖B‖). Let p0 ∈ L1(Ω × V ) with ‖p0‖L1(Ω×V ) ≤
3/2. There is a unique element p ≡ p(p0) ∈ (L1(Ω× V ))[0,T ] such that
p = Ψ (p0, p) .
The map {q0 ∈ L1(Ω × V ) : ‖q0‖L1(Ω×V ) < 3/2} ∋ p0 → p(p0) ∈ (L
1(Ω × V ))[0,T ] is
continuous.
(b) Assume p0 ∈ N and 0 < λ ≤
1
4
p0,min/(T‖hγ‖‖B‖ · (p0,max +
1
2
p0,min)). There is a unique
element p ≡ p(p0) ∈M such that
p = Ψ (p0, p) .
In other words, for p0 ∈ N , the equation (3.3) with boundary condition (3.2) restricted to
(r, v, t) ∈ Ω× V × [0, T ] has a unique solution p ≡ p(p0). This solution satisfies
1
2
p0,min ≤ p(p0)(·, ·, t) ≤ p0,max +
1
2
p0,min a.e. on Ω× V
and ‖p(p0)(·, ·, t)‖L1(Ω×V ) = 1, t ∈ [0, T ]. Furthermore,
lim
n→∞
∥∥p(n) − p(p0)∥∥1,T = 0 .
Remark (1) Part (b) of Proposition 3.3 gives rise to deal with the set G of Subsection 1.1 in
the context of the solution to the Boltzmann equation in a meaningful way. See also Lemma
3.5 below.
3.2 Differentiability of the Solution Map to the Boltzmann Equa-
tion
Let Ψ : L1(Ω × V ) × (L1(Ω × V ))[0,T ] → (L1(Ω × V ))[0,T ] be the operator defined in (3.6).
For ε > 0 define
N ε :=
{
p0 ∈ L
1(Ω× V ) : ‖p0 − p
′
0‖L1(Ω×V ) < ε for some p
′
0 ∈ N
}
.
Proposition 3.4 Let T > 0.
(a) Let q ∈ (L1(Ω × V ))[0,T ]. The map L1(Ω × V ) ∋ q0 → Ψ(q0, q) ∈ (L1(Ω × V ))[0,T ] is
Fre´chet differentiable. The Fre´chet derivative has the representation(
∇1Ψ(q0, q)(·)
)
(r, v, t) = (S(t)(·))(r, v) , (r, v) ∈ Ω× V, t ∈ [0, T ].
(b) Let p0 ∈ L1(Ω × V ). The map (L1(Ω × V ))[0,T ] ∋ q → Ψ(p0, q) ∈ (L1(Ω × V ))[0,T ] is
Fre´chet differentiable. The Fre´chet derivative has the representation(
∇2Ψ(p0, q)(·)
)
(r, v, t) = 2λ
∫ t
0
S(t− s)Q(·, q) (r, v, s) ds ,
(r, v) ∈ Ω× V , t ∈ [0, T ].
(c) Let 0 < ε ≤ 1/2 and λ ≤ 1/(16T‖hγ‖‖B‖). The map N
ε ∋ p0 → p(p0) ∈ (L
1(Ω×V ))[0,T ]
is continuously Fre´chet differentiable. The Fre´chet derivative has the representation
∇p(p0)(·) =
(
∞∑
k=0
(
∇2Ψ
(
p0, p(p0)
))k
◦ ∇1Ψ
(
p0, p(p0)
))
(·)
where the exponent k refers to k-fold composition. The right-hand side converges absolutely
in the operator norm.
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Proof. (a) The derivative with respect to the first variable of Ψ(·, ·) in direction of h0 ∈
L1(Ω × V ) is ∂1,h0Ψ(q0, q)(r, v, t) = (S(t)h0)(r, v), (r, v) ∈ Ω × V , t ∈ [0, T ], independent of
q0 ∈ N. Thus, Ψ(q0 + h0, q)−Ψ(q0, q)− ∂1,h0Ψ(q0, q) = 0.
(b) We obtain the following derivative with respect to the second variable of Ψ(·, ·) in
direction of h ∈ (L1(Ω× V ))[0,T ],
∂2,hΨ(p0, q)(r, v, t) = 2λ
∫ t
0
S(t− s)Q(h, q)(r, v, s) ds ,
(r, v) ∈ Ω× V , t ∈ [0, T ]. Therefore,
‖Ψ(p0, q + h)−Ψ(p0, q)− ∂2,hΨ(p0, q)‖1,T
‖h‖1,T
= λ
∥∥∥∥
∫ t
0
S(t− s)
(
Q(h, h)(·, ·, s)/‖h‖1,T
)
ds
∥∥∥∥
1,T
which converges to zero as ‖h‖1,T → 0 by (3.5).
(c) Let us regard for a moment p0 as a fixed element of N ε. Note that the choice ε ≤ 1/2
corresponds to (3.8) and thus to the hypotheses of Proposition 3.3 (a). Furthermore, let
p ≡ p(p0) be as above. We are interested in linear continuous solutions f : L
1(Ω × V ) →
(L1(Ω× V ))[0,T ] to
f = ∇1Ψ(p0, p) +∇2Ψ(p0, p) ◦ f . (3.13)
By (3.5) and (3.8), the particular choice of λ, and parts (a) and (b) of the present proposition,
the following expression is a well-defined linear continuous solution f to (3.13),
f(·) =
(
∞∑
k=0
(∇2Ψ(p0, p))
k ◦ ∇1Ψ(p0, p)
)
(·) . (3.14)
In particular, the right-hand side converges absolutely in the operator norm. Uniqueness of
the solution to (3.13) is obtained by assuming the existence of another solution f˜ to (3.13).
Then g := f − f˜ is a non-trivial solution to g = ∇2Ψ(p0, p) ◦ g. In particular, there is a test
function ϕ ∈ L1(Ω× V ) with g(ϕ) 6= 0 in (L1(Ω× V ))[0,T ]. From part (b) we obtain
g(ϕ)(r, v, s) = 2λ
∫ t
0
S(t− s)Q(g(ϕ), p) (r, v, s) ds ,
(r, v) ∈ Ω×V , t ∈ [0, T ]. But taking into consideration the special choice of λ this contradicts
(3.5) combined with (3.8).
Since (3.13) is an equation for the Gaˆteaux derivative
∇Gp(p0) = ∇
GΨ(p0, p(p0)) = ∇1Ψ(p0, p) +∇2Ψ(p0, p) ◦ ∇
Gp(p0)
we conclude that p(p0) is Gaˆteaux differentiable on p0 ∈ N ε with representation of the
derivative ∇Gp(p0) on the right-hand side of (3.14). For the particular chain rule, cf. for
example [1], Proposition 5.3.7. Continuity of the right-hand side of (3.14) with respect to
p0 ∈ N ε in the operator norm follows from parts (a) and (b) of the present proposition,
Proposition 3.3 (a), and (3.5). This implies the statement. ✷
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3.3 Quasi-invariance under the solution flow
In this subsection we aim to demonstrate that a measure µ satisfying conditions (j)-(jjj) of
Section 2 is quasi-invariant under the solution flow to the Boltzmann equation constructed
in Subsections 3.1 and 3.2. Looking at Theorem 2.2 we have to show that (jv) and (v) of
Section 2 are satisfied. We will use Propositions 2.3 and 3.4 for this. In order to verify the
conditions of Theorem 2.2 we need to arrange compatibility to the general framework of
Subsection 1.1.
Let leb denote the Lebesgue measure on (Ω × V,B(Ω × V )). For 0 < m < M < ∞
introduce Nm,M := {p0 ∈ N : m ≤ p0 ≤ M}. Recall that for the σ-algebra B(Nˆm,M) on
Nˆm,M := {p0 · leb : p0 ∈ Nm,M} generated by the open sets with respect to pi we have
B(Nˆm,M ) = {B ∩ Nˆm,M : B ∈ B(E)}. Choose T ≥ 2 and set S := T − 1.
For Lemma 3.5 below, which gives the link to Subsection 1.1, let us assume that the
parameter λ in the Boltzmann equation has been chosen according to Proposition 3.3 (a),
λ ≤ 1
4
m/(T‖hγ‖‖B‖ · (M +
1
2
m)). On the other hand, for the verification of conditions (jv)
and (v) in Corollary 3.6 below, the parameter λ in the Boltzmann equation has been chosen in
a way that it satisfies Proposition 3.3 (a) and Proposition 3.4 (c), i. e. λ ≤ 1/(16T‖hγ‖‖B‖).
We put D := Ω × V and choose the measure λ to be the Lebesgue measure on (Ω ×
V,B(Ω× V )). We set v := 1, r := 3/2, and V := Bv(r). For p0 ∈ V we let
V +t p0 = V˜
+
t p0 := p(p0)(·, ·, t) ≡ pt(p0) , t ∈ [0, S + 1],
given by Proposition 3.3 (a). We mention that reversing (3.1), keeping the boundary condi-
tion (3.2), and recovering all the calculations of Subsection 3.1, shows that V ∋ p0 → pt(p0)
is for all t ∈ [0, S + 1] injective; cf. in particular Proposition 3.3. By the definitions of Sub-
section 1.1 the flow W+ and trajectory U+ can now be introduced. Moreover, the generator
Af of U+ (and W+) can directly be derived from (3.1) with boundary condition (3.2). We
also recall that condition (a2) holds by Remark (3) in Section 1.
Lemma 3.5 Let 0 < m < M < ∞. For the parameter in the Boltzmann equation, let
λ ≤ 1
4
m/(T‖hγ‖‖B‖ · (M +
1
2
m)).
(a) For all B ∈ B(Nˆm,M) and all t ∈ [0, T ] we have {pt(p0) · leb : p0 ∈ B} ∈ B(E).
(b) It holds that
{p1(p0) : p0 ∈ Nm,M} ⊆
{
V +1 (h) : h ∈ D(V
+
2 ) with V
+
t h ≥ 0
and ‖V +t h‖L1(D) = 1 for all t ∈ [0, 2]
}
.
(c) With G := {p1(p0) · leb : p0 ∈ Nm,M}, we have (a1).
Proof. (a) Step 1 We pick up the idea from the proof of Lemma 1.1 to show that Nˆm,M
is compact in (E, pi). Let hn · leb ∈ Nˆm,M , n ∈ N, be an arbitrary sequence. We shall
demonstrate that it has a subsequence converging relative to the metric pi with a limit
belonging to Nˆm,M .
The sequence hn, n ∈ N, is uniformly integrable by the uniform upper bound M . Fur-
thermore, hn, n ∈ N, converges weakly in L1(D) on some subsequence (nk) of indices by
the just mentioned uniform integrability, ‖hn‖L1(D) = 1, n ∈ N, and the Dunford-Pettis
theorem. In other words, there exists h ∈ L1(D) such that hnk −→k→∞ h weakly in L
1(D).
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The bounds m ≤ h and h ≤ M on the limiting element can be verified by checking 0 ≤∫
ϕ(hnk−m) dλ −→k→∞
∫
ϕ(h−m) dλ and 0 ≤
∫
ϕ(M−hnk) dλ −→k→∞
∫
ϕ(M−h) dλ for all
ϕ ∈ L∞(D) with ϕ ≥ 0. The relation ‖h‖L1(D) = 1 follows from 1 =
∫
hnk dλ −→k→∞
∫
h dλ.
Thus h · leb ∈ Nˆm,M . We have in particular shown that hnk −→k→∞ h narrowly. The Port-
manteau theorem in the form of [12], Theorem 3.3.1 says that this is equivalent to the
convergence relative to the metric pi. Thus Nˆm,M is compact.
Step 2 As noted above, Nˆm,M ∋ p0 · leb → pt(p0) · leb is injective. We show that Nˆm,M ∋
p0 · leb → pt(p0) · leb is a continuous map relative to the metric pi in the domain and the
image. What we claim in part (a) is then a consequence of the [5], Theorem 6.9.7.
Let hn · leb ∈ Nˆm,M , n ∈ N, be convergent with respect to pi. For t ∈ [0, T ], pt maps
Nˆm,M into some compact space Nˆm′,M ′, cf. Proposition 3.3 (b) and Step 1 of the present
proof. Therefore, it is sufficient to demonstrate that any two convergent subsequences of
pt(hn), n ∈ N, have the same limit with respect to pi. The present step is devoted to prepare
the just mentioned demonstration.
Let Pt(r
′, v′; r, v) be the transition function of the Knudsen semigroup, i. e. for all
f ∈ L1(Ω× V ) we have
S(t)f(r, v) =
∫
Ω
∫
V
f(r′, v′)Pt(r
′, v′; r, v) dr′ dv′ , r ∈ Ω, v ∈ V, t ∈ [0, T ],
cf. [9], proof of Theorem 2.1. Since S(t) has operator norm one in L1(Ω × V ) and maps
non-negative f to non-negative S(t)f , cf. (3.11), we get for g ∈ L∞(Ω × V ) and gS(t) :=∫
Ω
∫
V
g(r, v)Pt(·, ·; r, v) dr dv the inequality ‖gS(t)‖L∞(Ω×V ) ≤ ‖g‖L∞(Ω×V ), t ∈ [0, T ].
Next we mention that the map
R
2d ∋ (v, v1)→ (v
∗, v∗1) :=
(
v + e ◦ (v1 − v) e , v1 + e ◦ (v − v1) e
)
has for fixed e ∈ Sd−1+ an inverse which we denote by (v
−∗, v−∗1 ). It is given by the relation
R
2d ∋ (v, v1) =
(
v∗ + 1
2
e ◦ (v∗1 − v
∗) e , v∗1 +
1
2
e ◦ (v∗ − v∗1) e
)
.
In addition we mention that the absolute value of the Jacobian determinant of the map
(v, v1)→ (v∗, v∗1) is one.
With the facts of the last two paragraphs in mind it follows from (kw) that for p, q ∈
(L1(Ω × V ))[0,T ] with ‖p‖1,T = ‖q‖1,T = 1 and any non-negative g ∈ L∞(Ω × Rd) with
‖g‖L∞(Ω×Rd) = 1 we have∣∣∣∣
∫
Ω
∫
V
g(r, v)λ
∫ t
0
S(t− s)Q(p− q, p+ q)(r, v, s) ds dr dv
∣∣∣∣
≤ λ
∫
Sd−1
+
∫ t
0
∥∥∥∥
∫
Ω
∫
V
gS(t− s)(r, v
−∗)B(v, ·, e)hγ(r, ·)×
×
(
p− q
)
(r, v, s) dr dv
∥∥∥∥ ds de
+λ
∫ t
0
∥∥∥∥
∫
Ω
∫
V
gS(t− s)(r, v)B(v, ·)hγ(r, ·) ·
(
p− q
)
(r, v, s) dr dv
∥∥∥∥ ds
+λ
∫
Sd−1
+
∫ t
0
∥∥∥∥
∫
Ω
∫
V
B(v, ·, e)hγ(r, ·) ·
(
p− q
)
(r, v, s) dr dv
∥∥∥∥ ds de
+λ
∫ t
0
∥∥∥∥
∫
Ω
∫
V
B(v, ·)hγ(r, ·) ·
(
p− q
)
(r, v, s) dr dv
∥∥∥∥ ds (3.15)
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where B(v, v1) :=
∫
Sd−1
+
B(v, v1, e)χ{(v∗,v∗
1
)∈V ×V } de and all norms in (3.15) are norms in
L∞(Ω× V ). For the finiteness of the L∞(Ω× V )-norms on the right-hand side of (3.15), we
refer to continuity in the hidden variables (·) on Ω× V by the conventions (w) and (wk) in
the introductory part of the present section.
Step 3 We recall the idea from the beginning of Step 2. In particular, let hn · leb ∈ Nˆm,M ,
n ∈ N, be convergent with respect to pi to some h · leb ∈ Nˆm,M . This is equivalent to∫
Ω
∫
V
fhn dr dv −→n→∞
∫
Ω
∫
V
fh dr dv for all f ∈ L∞(Ω × V ). For this, consult the Port-
manteau theorem in the form of [12], Theorem 3.3.1. Note particularly that the limiting
that our limiting measure has a density which implies that every open ball in Ω × V is an
h · leb-continuity set.
Let us follow two convergent subsequences pt(hnk), k ∈ N, and pt(hnl), l ∈ N, with limits
p1t and p
2
t , respectively. On the left-hand side of (3.3) we get as the difference of the two
individual limits∫
Ω
∫
V
g(p1t − p
2
t ) dr dv , g ∈ L
∞(Ω× V ) with ‖g‖L∞(Ω×V ) = 1.
Let C :=
{
sup
∫
Ω
∫
V
g(p1t − p
2
t ) dr dv : ‖g‖L∞(Ω×V ) = 1, t ∈ [0, T ]
}
.
On the right-hand side of (3.3) we estimate the absolute value of the difference of the
two individual limits, using this supremum idea and (3.15), by
4λT‖B‖‖hγ‖ · C ≤
m
M + 1
2
m
· C <
2
3
· C
where we recall the choice of the parameter λ in the formulation of this Lemma. In other
words C = 0. We have reached the goal formulated in the first two paragraphs of Step 2
and therefore proved part (a).
Part (b) follows from Proposition 3.3 (b). Let us demonstrate that part (c) is now a corollary
of (a). Part (a) says that {pt(p0) · leb : p0 ∈ Nˆm,M} ∈ B(E), t ∈ [0, T ], recall that Nˆm,M ∈
B(E) since Nˆm,M is compact in (E, pi) by Step 1 of the present proof.
Replacing in (a) the map p0 → pt(p0) by p1(p0)→ p1+t(p0) for t ∈ [0, 1], we get as in the
proof of (a), {νt : ν ∈ B} = {p1+t(p0) · leb : p1(p0) · leb ∈ B} ∈ B(E) if B ∈ B(E), B ⊆ G,
and t ∈ [0, 1].
In fact as in the proof of (a), the map {p1(q0) · leb : q0 ∈ Nˆm,M} = G ∋ p1(p0) · leb →
p1+t(p0) · leb is for t ∈ [0, 1] continuous with respect to the Prokhorov distance pi in the
domain and the image. This says also that for t ∈ [0, 1], A ⊆ {νt : ν ∈ G} = {p1+t(p0) · leb :
p1(p0) · leb ∈ G}, and A ∈ B(E) imply {ν−t : ν ∈ A} ∈ B(E).
Now let t ∈ [−1, 0]. Here we replace in (a) the map p0 → p−t(p0) by p1+t → p1(p0) and
use the same argumentation as in the case t ∈ [0, 1]. ✷
Remark (2) Condition (a3) of Subsection 1.1 is a consequence of the PDE (3.1)-(3.3) and
Lemma 3.5 (c) if we require that µ is concentrated on {p1(p0) · leb : p0 ∈ Nm,M ∩ C1(Ω ×
V ) satisfying (3.2)}. In this case p0 is in the domain of the generator of the Knudsen
semigroup. Thus S(t)(p0) belongs also to this domain for all t ≥ 0, see e.g. [18], Theorem
2.4 of Chapter 1. By the same source we have (kkk) where the time derivative exists in
L1(Ω × V ). The differentiability with respect to t of the map [0, 2] ∋ t → pt(p0) ≡ p(·, ·, t)
in L1(Ω× V ) follows now from (3.3). The latter yields (a3).
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Corollary 3.6 (to Propositions 2.3 and 3.4.) For the parameter in the Boltzmann equation,
let λ ≤ 1/(16T‖hγ‖‖B‖). The conditions (jv) and (v) of Section 2 are satisfied.
Proof. Step 1 We recall the text prior to Proposition 2.3 and note that the Fre´chet dif-
ferentiability of the solution map to the Boltzmann equation of Proposition 3.4 (c) is even
stronger than the Fre´chet differentiability required in Proposition 2.3. Indeed, by the defi-
nition of the norm ‖ · ‖1,T we have for p0 ∈ N ε for some 0 < ε ≤ 1/2, t ∈ [0, S + 1] = [0, T ],
and h ∈ L1(Ω× V ),
‖pt(p0 + h)− pt(p0)−∇pt(p0)(h)‖L1(Ω×V )
‖h‖L1(Ω×V )
≤
‖p(p0 + h)− p(p0)−∇p(p0)(h)‖1,T
‖h‖L1(Ω×V )
→ 0 as ‖h‖L1(Ω×V ) → 0 .
(3.16)
Here, ∇pt(p0)(h) := ∇p(p0)(h)(·, ·, t) where, on the left-hand side, the symbol ∇ refers to
the Fre´chet derivative N ε → (L1(Ω× V )→ L1(Ω× V )) while, on the right-hand side, the
symbol ∇ refers to the Fre´chet derivative N ε →
(
L1(Ω× V )→ (L1(Ω× V ))[0,T ]
)
. In other
words, we have verified condition (jv) and (2.3) in (v).
As a side-product, from Proposition 3.4 (c) and (3.16) we get the following representation
of the Fre´chet derivative
N ε ∋ p0 →∇pt(p0) ∈
(
L1(Ω× V )→ L1(Ω× V )
)
which we will apply in the next step. Without indicating this in the notation, for the
remainder of this proof we use p(p0) and Ψ (p0, p(p0)) for the actual objects, just constructed
for terminal time t instead of T . Using a test function h ∈ L1(Ω× V ) we have
∇pt(p0)(h) =
(
∞∑
k=0
(
∇2Ψ
(
p0, p(p0)
))k
◦ ∇1Ψ
(
p0, p(p0)
))
(h)(·, ·, t) . (3.17)
Step 2 We still have to complete the verification of (v). For this, we aim to verify that for
g ∈ C0(Ω× V ) and r(p0 · leb, t, g) given by (2.3) it holds that
‖r(p0 · leb, t, g)‖L∞(Ω×V ) is uniformly bounded in p0 ∈ N
ε and t ∈ [0, 1].
(3.18)
We keep g ∈ C0(Ω×V ) fixed and let t ∈ [0, 1] be variable. By the Fre´chet differentiability of
pt(·) : N ε → L1(Ω×V ) we also have Fre´chet differentiability of (νt, g) ≡ (pt(·), g) : N ε → R.
In fact, by (3.17) and Proposition 3.4 (a) and (b) for this Fre´chet derivative it holds that
∇(νt(ν), g)(h) ≡ ∇(pt(p0), g)(h)
=
∞∑
k=1
2λ
∫ t
0
(
S(t− s)Q(·, p(p0)) (·, ·, s) , g
)
ds ◦
◦
(
∇2Ψ
(
p0, p(p0)
))k−1
◦ S(·)(h) +
(
S(t)(h) , g
)
, (3.19)
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h ∈ L1(Ω×V ), ν = p0 · leb, p0 ∈ N ε, where the (left) ◦ in the second line corresponds to the
dot in Q(·, p(p0)). The two dots in the argument (·, ·, s) refer to r, v in the integration in the
inner product with g(r, v). Next we use the definition in (kkk) and the representation of the
Knudsen semigroup via transition probability densities as explained in Step 2 of the proof
of Lemma 3.5. We see that the bounded linear functional L1(Ω × V ) ∋ h → (S(t)(h) , g)
can be represented by γt = gS(t) ∈ L
∞(Ω× V ), i. e.,
(
S(t)(h) , g
)
=
∫
Ω
∫
V
h(r′, v′)gS(t)(r
′, v′) dr′ dv′ = (h, γt) , (3.20)
h ∈ L1(Ω × V ). Furthermore, since ‖gS(t)‖L∞(Ω×V ) ≤ ‖g‖L∞(Ω×V ) =: c, t ∈ [0, 1], cf. again
Step 2 of the proof of Lemma 3.5, we have ‖γt‖L∞(Ω×V ) ≤ c.
We recall from (kw)-(wk) the definition of Q and from the introduction to Subsection
3.1 that for u ∈ [0, t], L1(Ω × V ) ∋ h → S(u)(h) is a bounded operator in L1(Ω × V ) with
norm one. We keep in mind the choice of λ ≤ 1/(16T‖hγ‖‖B‖) and recall Proposition 3.4
(b) as well as (3.5). Recall also that p0 ∈ N ε implies ‖p0‖L1(Ω×V ) ≤ 3/2 and that this, by
p(p0) = Ψ(p0, p(p0)) and relation (3.8), implies ‖p(p0)‖1,T ≤ 2. In this way it turns out that
the second line of (3.19) is also a bounded linear functional on h ∈ L1(Ω× V ) which can be
represented by some Γt ≡ Γt(ν) ∈ L∞(Ω× V ), ν = p0 · leb, i. e.,
∞∑
k=1
2λ
∫ t
0
(
S(t− s)Q(·, p(p0)) (·, ·, s) , g
)
ds ◦
◦
(
∇2Ψ
(
p0, p(p0)
))k−1
◦ S(·)(h) = (Γt, h) . (3.21)
In particular, ‖p(p0)‖1,T ≤ 2, λ ≤ 1/(16T‖hγ‖‖B‖), and (3.5) provide a uniform upper
bound on ‖Γt(ν)‖L∞(Ω×V ) for t ∈ [0, 1] and ν = p0 · leb, p0 ∈ N
ε, i. e. ‖Γt(ν)‖L∞(Ω×V ) ≤ C
for some positive finite C, uniformly in ν = p0 · leb with p0 ∈ N ε and t ∈ [0, 1]. It
follows now from (3.20) and (3.21) that the Fre´chet derivative ∇(νt(ν), g)(·) ≡ ∇(pt(p0), g)
(·) : L1(Ω× V )→ R at ν = p0 · leb, p0 ∈ N
ε, can be represented by γt + Γt ∈ L
∞(Ω× V ).
For the right-hand side of (2.3) we obtain
d
du
∣∣∣∣
u=0
((ν + u · h · λ)t, g) = ∇(νt, g)(h) , h ∈ L
1(Ω× V ).
This means r(·, t, g) represents ∇(νt, g). Summing up, we have verified (3.18) by recalling
that ∇(νt, g) is also represented by γt + Γt and ‖γt + Γt‖L∞(Ω×V ) ≤ c + C, the right-hand
side being independent of t ∈ [0, 1] and ν = p0 · leb where p0 ∈ N ε. ✷
4 Integration by Parts for a Fleming-Viot Type PDE
We consider a system {X1, . . . , Xn} of n particles in a bounded d-dimensional domain D,
d ≥ 2, with smooth boundary ∂D. During periods none of the particles X1, . . . , Xn hit
the boundary ∂D, the system behaves like n independent d-dimensional Brownian motions.
When one of the particles hits the boundary ∂D, then it instantaneously jumps back to
D and relocates according to a probability distribution η (dx) on (D,B(D)). The prob-
ability distribution η (dx) depends on the location of the remaining n − 1 particles in a
way that relocation is more likely close to one of those particles than elsewhere. Such
30
models have their background in the sciences as explained, for example, in [10]. The asymp-
totic behavior of such a system {X1, . . . , Xn} as n → ∞ has been investigated in case of
η (dx) = 1
n−1
∑n
i 6=j δXi(dx) in [8],[14],[15]; here Xj being the particle that jumps and δXi
denoting the Dirac measure concentrated at Xi. The nonlinear PDE describing the limiting
behavior is taken from [14].
4.1 The Asymptotic PDE and Its Solution Flow
We recall that F denotes the set of all finite signed measures on (D,B). In particular let leb
denote the Lebesgue measure on (D,B). Let h1, h2, . . . be the eigenfunctions of the Dirichlet
Laplacian on D corresponding to the eigenvalues 0 > 2λ1 > 2λ2 ≥ . . . , normalized in L2(D)
such that h1 > 0. For t ∈ [0, 1] define the space
H(t) =
{
h · leb ∈ F :
∞∑
n=1
λ2ne
−2tλn · (hn, h)
2 <∞
}
which becomes a Hilbert space with the norm ‖h · leb‖H(t) = (
∑∞
n=1 λ
2
ne
−2tλn · (hn, h)2)1/2,
h · leb ∈ H(t). Abbreviate H ≡ H(0).
Denote by p(t, x, y), t ≥ 0, x, y ∈ D, the transition density function of a Brownian
motion on D killed when hitting ∂D. For h ∈ L2(D) \ {0}, h · leb ≡ ν and t ≥ 0, set
|ν|(D) :=
∫
|h| dx and
u(t, y) :=
∫
x∈D
p(t, x, y) ν(dx) , z(t) ≡ z(ν, t) :=
1
|ν|(D)
∫
y∈D
u(t, y) dy .
In particular, we have z(ν, 0) =
∫
h dx/|ν|(D). For h ∈ L2(D) \ {0}, h · leb ≡ ν, and t ≥ 0
define
v(t, y) :=
1
z(ν, t)
u(t, y) , y ∈ D,
which gives
v(t, y) =
1
z(ν, t)
∫
x∈D
p(t, x, y) ν(dx) . (4.1)
For definiteness, if h = 0 we set u(t, y) = v(t, y) = 0 and z(ν, t) = 1, y ∈ D, t ≥ 0. Now let
ν ∈ E ∩H , t ≥ 0, and x ∈ D. We observe that v(t, x) satisfies

∂
∂t
v(t, x) =
1
2
∆v(t, x)−
z′(ν, t)
z(ν, t)
v(t, x)
v(t, x)|x∈∂D = 0, v(t, ·) · leb =⇒t→0 ν
(4.2)
where ∆ is the Laplace operator on D and =⇒ indicates narrow convergence of finite signed
measures. In particular we mention that, for t = 0, z′(0) is the right derivative. Below, I1
will denote the constant function on D taking the value 1.
Remarks (1) Let t ≥ 0 and ν ∈ E ∩H . Note that
v(t, ·) = (z(ν, t))−1
∞∑
j=1
eλjt(hj, ν)hj .
31
Among other things this shows that ν → v(t, ·) · leb maps E ∩H into E ∩H . Furthermore,
v(t, ·) · leb =
∑∞
j=1 e
λjt(hj, ν)hj · leb∑∞
j=1 e
λjt(hj , ν)(hj , I1)
=
(h1, ν)h1 · leb +
∑∞
j=2 e
(λj−λ1)t(hj , ν)hj · leb
(h1, ν)(h1, I1) +
∑∞
j=2 e
(λj−λ1)t(hj , ν)(hj, I1)
=⇒
t→∞
h1 · leb
(h1, I1)
, ν ∈ E ∩H .
The evolution of the infinite particle system is hence asymptotically directed to the inner
point h1 · leb/(h1, I1) of E in the narrow topology.
(2) For all ν = h · leb ∈ E ∩H , the expression 1
2
∆h =
∑
λi(hi, h)L2(D)hi is well-defined in
L2(D). This is one motivation to take special consideration to the space H . We will also
write ∆ν for ∆h · leb.
Next, we focus on compatibility with the framework of Sections 1 and 2. Let us choose
the exponent v of Subsection 1.1 to be 2 and arbitrary S ≥ 1, r > 1. Let λ ≡ leb be the
Lebesgue measure on (D,B). Moreover set V := L2(D) and V˜ +t h := v(t, ·), t ∈ [0, S + 1],
defined by (4.1) for ν = h · leb and h ∈ V. From (4.1) and (4.2) we obtain that V ∋ ν → νt
is for all t ∈ [0, S + 1] injective.
By the definitions of Subsection 1.1 we are now able to introduce the flow (W+(t, ·),
D(W+(t, ·))), t ∈ [0, S + 1], the trajectory (U+(t, ·), D(U+(t, ·))), t ∈ [−1, 1], and
νt ≡ U
+(t, ν) , ν ∈ D(U+(t, ·)), t ∈ [−1, 1].
Note that the flow property W+(t, ·) ◦W+(s, ν) =W+(s+ t, ν) for ν ∈ D(W+(s+ t, ·)) and
s, t ∈ [0, S + 1] with s+ t ∈ [0, S + 1] is an immediate consequence of (4.1). We recall that
condition (a2) holds by Remark (3) in Section 1.
Remarks (3) Adapting the method of the proof of Lemma 1.1 it turns out that the sets
Gm := {(z(h · leb, 1))−1
∑∞
j=1 e
λj (hj , h)hj · leb : h ∈ L2(D), ‖h‖L2(D) ≤ m, h ≥ 0}, m ∈ N,
are compact in (E, pi). For this, use the Portmanteau theorem in the form of [13], Theorem
3.3.1, and apply ‖hj‖ ≤ (−2λj)d/4, j ∈ N see [3] and [12], in order to prove convergence of
the infinite sum in the definition of Gm with respect to the sup-norm. Thus
G :=
{
(z(h · leb, 1))−1
∞∑
j=1
eλj (hj, h)hj · leb : h ∈ L
2(D), h ≥ 0
}
=
{
ν1 ≡ (h · leb)1 : h ∈ L
2(D), h ≥ 0
}
∈ B(E) .
For the verification of condition (a1) of Subsection 1.1, we note first that in the same way
for all t ∈ [−1, 1] it holds that {νt+1 ≡ (h · leb)t+1 : h ∈ L2(D), h ≥ 0} ∈ B(E).
For t ∈ [−1, 0], the map {νt+1 ≡ (h · leb)t+1 : h ∈ L2(D), h ≥ 0} ∋ ν → ν−t ∈ G is by
the its construction a bijection. This map is moreover continuous with respect to pi. The
latter can be obtained by recalling Remark (1) of this section from
(f, (νn)−t) =
∑∞
j=1 e
−λjt(hj , νn)(f, hj)∑∞
j=1 e
−λjt(hj , νn)(hj , I1)
−→n→∞
∑∞
j=1 e
−λjt(hj, ν)(f, hj)∑∞
j=1 e
−λjt(hj , ν)(hj, I1)
= (f, ν−t)
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for all f ∈ Cb(D) where we have applied the Portmanteau theorem and ‖hn‖ ≤ (−2λn)d/4,
n ∈ N.
If t ∈ [0, 1] similar arguments show that the map G ∋ ν → νt ∈ {νt+1 ≡ (h · leb)t+1 :
h ∈ L2(D), h ≥ 0} is a bijection which is continuous relative to the distance pi. Now (a1)
follows from [5], Theorem 6.9.7.
(4) Let |D| denote the Lebesgue measure of D. For ν = h · leb ∈ E ∩H it follows now that
z′(0) ≡ z′(ν, 0) =
d
dt
∣∣∣∣
t=0
∫
y∈D
∫
x∈D
p(t, x, y) ν(dx) dy
=
∫
y∈D
d
dt
∣∣∣∣
t=0
∫
x∈D
p(t, x, y) h(x) dx dy
=
∫
y∈D
1
2
(∆h)(y) dy
where the interchange of d
dt
∣∣
t=0
and
∫
y∈D
in the second line applies because the derivative
d
dt
∣∣
t=0
∫
x∈D
p(t, x, · ) h(x) dx is a limit in L2(D)
∫
y∈D
d
dt
∣∣
t=0
∫
x∈D
p(t, x, y) h(x) dx dy is the
inner product of this limit with I1 ∈ L2(D). We also obtain
|z′(ν, 0)| ≤
1
2
|D|
1
2 ‖∆h‖L2(D) <∞ .
Recalling how (4.2) has been established we now observe that, for ν = h · leb ∈ E ∩H and
νt = ht · leb, the right derivative
d
dt
∣∣
t=0
ht exists in L
2(D). In this sense, Afν = d
dt
∣∣
t=0
νt is
well-defined. Together with Remark (2) of the present section, this is the actual motivation
to take special consideration to the space H . Under certain circumstances, we also will
follow a trajectory backward in time, cf. Theorem 2.2. For this, we may need to restrict the
space H to H(t), t ∈ [0, 1]. See also condition (l) below.
(5) Keeping relation (4.2) in mind, we obtain the following representations of the generator
Af : E ∩H → L2(D) of U+. We have
Afν =
d
dt
∣∣∣∣
t=0
νt =
1
2
∆ν − z′(0) ν
=
∞∑
i=1
(
λi −
∫ ∞∑
j=1
λj(hj , ν)hj dx
)
(hi, ν) · hi · leb (4.3)
which by Remark (4) exists for every ν ∈ E ∩H in L2(D).
(6) According to Remark (5) of the present section, we have for ν ≡ h · leb ∈ E ∩H(1) such
that ν−1 ≥ 0
∥∥∥∥dAfν−t(·)dx
∥∥∥∥
2
L2(D)
=
∞∑
n=1
(
λn −
∫ ∞∑
j=1
λje
−tλj (hj, ν)hj dx
)2
e−2tλn(hn, h)
2
which is under µ(G) = 1 µ-a.e. finite by
{ν ∈ E ∩H(1) : ν−1 ≥ 0}
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={
h · leb ∈ E ∩H(1) :
∞∑
n=1
e−λnt(hn, h)hn ≥ 0 , t ∈ [−1, 1]
}
=
{
ν = h · leb ∈ G :
dAfν−1(·)
dx
= lim
s↓0
1
s
(hs−1 − h−1) exists in L
2(D)
}
⊆ G .
In fact the sharper condition µ ({ν ∈ E ∩H(1) : ν−1 ≥ 0}) = 1 implies that the limit in
(1.8), (1.9), dAfν−t(·)/dx = lims→0
1
s
(hs−t − h−t), exists in L2(D) for all t ∈ [−1, 1] for
µ-a.e. ν ≡ h · leb ∈ G. In other words, it guarantees condition (a3) of Subsection 1.1.
Furthermore, for t = 1 this limit exists in L2(D) if and only if ν ≡ h · leb ∈ H(1).
4.2 Integration by Parts
Let p = q = 2 in conditions (j) and (jj) and keep the last remark in mind. In order to ensure
the validity of (1.8), (1.9) and to simplify the setup, it is meaningful to suppose
(l) µ is concentrated on {ν ∈ E ∩H(1) : ν−1 ≥ 0}.
Furthermore, for the technical calculations in the remaining part of the paper the assump-
tions
(ll)
‖ν‖2H(1) ∈ L
2(E,µ)
and (z(·, t))−2 ∈ L2(E,µ), t ∈ [0, 1], are appropriate. By µ-a.e. monotony
(lll)
(z(·, 1))−2 ∈ L2(E,µ)
is sufficient for the latter.
Let C2c (R) denote the set of all f ∈ C
2(R) which have compact support. Furthermore
define K to be the set of all non-negative k ∈ C(D)∩L2(D) such that limD∋x→y k(x) =∞,
y ∈ ∂D. Introduce
C˜2b,c(E) :=
{
f(ν) = f1(ν) · ϕ0((k, ν)), ν ∈ E : f1 ∈ C˜
2
b (E), ϕ0 ∈ C
2
c (R), k ∈ K
}
.
(4.4)
We observe that by the requirement k ∈ C(D) ∩ L2(D), k ∈ K, discontinuities of (E, pi) ∋
ν → (k, ν) only can occur when |(k, ν)| → ∞. Thus, the set C˜2b,c(E) is a subset of Cb(E),
the space of all bounded functions on E which are continuous with respect to the Prokhorov
metric pi.
Lemma 4.1 Suppose (l) and (ll). We have (z′(ν, 0))2 ∈ L2(E,µ) and (hi, ·) ∈ L
∞(E,µ),
i ∈ N. Furthermore, for k ∈ K it holds that
(
k, 1
2
∆ ·
)2
∈ L2(E,µ) and (k, ·)2 ∈ L2(E,µ).
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Proof. We recall that
∞∑
n=1
λ2i (hn, ·)
2 ∈ L2(E,µ) (4.5)
is an immediate consequence of condition (ll). Let ν ≡ h · leb ∈ E ∩ H . We obtain from
Remark (2)
(z′(ν, 0))
2
≤ |D|
∥∥1
2
∆h
∥∥2
L2(D)
= |D|
∞∑
n=1
λ2n(hn, h)
2 .
Together with (4.5) we verify (z′(·, 0))2 ∈ L2(E,µ). Furthermore, it holds that |(hi, ν)| ≤
‖hi‖ which immediately yields (hi, ·) ∈ L∞(E,µ), i ∈ N. For k ∈ K we find
(
k, 1
2
∆h
)2
≤ ‖k‖2L2(D)
∥∥1
2
∆h
∥∥2
L2(D)
= ‖k‖2L2(D)
∞∑
n=1
λ2n(hn, h)
2
as well as
(k, ν)2 ≤ ‖k‖2L2(D)‖h‖
2
L2(D) = ‖k‖
2
L2(D)
∞∑
n=1
(hn, h)
2 .
Again (4.5) shows
(
k, 1
2
∆ ·
)2
∈ L2(E,µ) as well as (k, ·)2 ∈ L2(E,µ). ✷
Lemma 4.2 Suppose (l) and (lll). In the context of the present section, conditions (jv) and
(v) of Section 2 are satisfied.
Proof. Step 1 We verify (jv). We observe that by (4.1) and (4.3)
d
du
∣∣∣∣
u=0
(ν + u · Afν)t(dy)
=
d
du
∣∣∣∣
u=0
∫
x∈D
p(t, x, y) (ν(dx) + u · Afν(dx)) dy
z(ν + u · Afν, t)
=
∫
x∈D
p(t, x, y)Afν(dx) dy
z(ν, t)
−
∫
y∈D
∫
x∈D
p(t, x, y)Afν(dx) dy
z(ν, t)
· νt(dy)
=
∫
x∈D
p(t, x, y)
(
1
2
∆ν(dx)− z′(ν, 0) ν(dx)
)
dy
z(ν, t)
−
∫
y∈D
∫
x∈D
p(t, x, y)
(
1
2
∆ν(dx)− z′(ν, 0) ν(dx)
)
dy
z(ν, t)
· νt(dy)
=
1
2
∆u(t, y) dy
z(ν, t)
− z′(ν, 0) ·
u(t, y) dy
z(ν, t)
−
(∫
y∈D
1
2
∆u(t, y) dy
z(ν, t)
− z′(ν, 0)
)
· νt(dy)
=
1
2
∆
(
u(t, y) dy
z(ν, t)
)
−
∫
y∈D
∂
∂t
u(t, y) dy
z(ν, t)
· νt(dy)
=
1
2
∆νt(dy)− z
′(νt, 0) · νt(dy) = A
fνt(dy)
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where, in the last line, the “ ′ ”denotes the derivative with respect to the second argument
of z and we have used the fact that∫
y∈D
∂
∂t
u(t, y) dy
z(ν, t)
=
∂
∂s
∣∣
s=0
∫
y∈D
u(t+ s, y) dy∫
y∈D
u(t, y) dy
= z′(νt, 0) .
Step 2 We verify (v). For h ∈ L2(D) and i ∈ N, we obtain
d
du
∣∣∣∣
u=0
((ν + u · h · leb)t, g)
=
∫
y∈D
∫
x∈D
p(t, x, y) h(x)g(y) dx dy
z(ν, t)
−
∫
y∈D
∫
x∈D
p(t, x, y) h(x) dx dy
z(ν, t)
· (νt, g)
=
(∫
y∈D
p(t, ·, y) g(y) dy
z(ν, t)
, h
)
−
(
eλit(g, ν) ·
∫
y∈D
p(t, ·, y) dy
(z(ν, t))2
, h
)
≡ (r(ν, t, g), h)
where because of (lll)
‖r(·, t, g)‖L2(E,µ;L2(D)) ≤ 2|D|
1
2‖g‖ ·
∥∥(z(·, 1))−2∥∥
L2(E,µ)
<∞ , t ∈ [0, 1].
✷
Remarks (7) In the remaining part of the paper we will suppose (j)-(jjj) and (l)-(lll) where
we, according to the conventions of Subsection 4.1, implicitly assume that p = q = 2. By
Lemma 4.2 we have Theorem 2.2.
(8) We will also use that both sets, C˜2b (E) and C˜
2
b,c(E), are dense in L
2(E,µ). To see this
we introduce the compact set Ec of all probability measures on D and endow Ec with the
Prokhorov metric. It follows from the Stone-Weierstrass theorem and Remark (1) of Section
2 that
C˜2b (E
c) :=
{
f(ν) = ϕ
(
(h1, ν), . . . , (hr, ν),
∫
y∈∂D
g(y) ν(dy)
)
, ν ∈ Ec :
g ∈ C(∂D), ϕ ∈ C2b (R
r+1), r ∈ N
}
is dense in the space C(Ec) of all continuous functions on Ec. Furthermore, we define
C˜2b,c(E
c) :=
{
f(ν) = f1(ν) · ϕ0
(∫
D
k dν
)
, ν ∈ Ec :
f1 ∈ C˜
2
b (E
c), ϕ0 ∈ C
2
c (R), k ∈ K
}
.
As described below (4.4) we observe also here that C˜2b,c(E
c) ⊂ C(Ec). We mention that,
because of (l), for µ-a.e. ν it holds that ν = h · leb with h ∈ L2(D) which gives (k, ν) <∞.
We extend the measure µ to (Ec,B(Ec)) by setting µ(Ec \E) = 0 and obtain that both
sets, C˜2b (E
c) and C˜2b,c(E
c), are dense in L2(Ec,µ). What we claimed in the beginning of this
remark follows now by restriction to E.
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We recall that the superscript f in Af indicates the generator of the flow associated with
(4.1). Below, in contrast, A will denote the generator of the semigroup associated with (4.1)
on the state space E. Let us use 〈· , · 〉 for the inner product in L2(E,µ). For the remainder,
the symbols ‖ · ‖Lp(E,µ) and 〈· , ·〉Lp(E,µ), 1 ≤ p ≤ ∞, will appear in the forms ‖ · ‖Lp and
〈· , ·〉Lp.
Proposition 4.3 Assume (j)-(jjj) and (l)-(lll). (a) Then νt = U
+(t, ν), ν ∈ E ∩H, is on
t ∈ [0, 1] associated with a strongly continuous semigroup (Tt)t≥0 of bounded operators on
L2(E,µ) given by
Ttf(ν) = f(νt) , ν ∈ E ∩H, t ∈ [0, 1], f ∈ L
2(E,µ).
(b) Let A denote its generator. We have C˜2b (E) ∪ C˜
2
b,c(E) ⊆ D(A). If f ∈ C˜
2
b (E) then with
f and ϕ related as in (2.2), µ-a.e.
Af =
r∑
i=1
∂ϕ
∂xi
· (hi, ·) (λi − z
′(·, 0)) .
If f ∈ C˜2b,c(E) then with f and ϕ as well as ϕ0 related as in (4.4), µ-a.e.
Af =
r∑
i=1
∂ϕ
∂xi
ϕ0 · (hi, ·) (λi − z
′(·, 0)) + ϕϕ′0 ·
∞∑
j=1
(hj, k)(hj , ·) (λj − z
′(·, 0))
=
r∑
i=1
∂ϕ
∂xi
ϕ0 · λi(hi, ·) + ϕϕ
′
0 ·
(
k, 1
2
∆ ·
)
−z′(0) ·
(
r∑
i=1
∂ϕ
∂xi
ϕ0 · (hi, ·) + ϕϕ
′
0 · (k, ·)
)
.
Proof. Step 1 (a) We show that (Tt)t≥0 forms a strongly continuous semigroup of bounded
operators in L2(E,µ). The semigroup property of (Tt)t≥0 is a consequence of its definition
via U+. In fact, we have TsTtf(ν) = Tsf(νt) = f(νs+t) = Ts+tf(ν), f ∈ L2(E,µ), ν ∈ E∩H ,
s, t ∈ [0, 1] such that s + t ∈ [0, 1].
By Theorem 2.2 (a) and δ(Af) ∈ L∞(E,µ) (recall (jjj)), we verify that Ttf = f(νt) ∈
L2(E,µ) whenever f ∈ L2(E,µ), t ∈ [0, 1]. In addition we derive the boundedness of Tt in
L2(E,µ), t ∈ [0, 1]. Using the semigroup property we get the boundedness of Tt in L2(E,µ)
for all t ∈ [0, 1]. Let ε > 0. By the same we can choose g ∈ C˜2b (E) such that
‖f − g‖L2 <
ε
2
·
(
sup
t∈[0,1]
∥∥∥∥dµ ◦ ν−tdµ
∥∥∥∥
1
2
L∞
+ 1
)−1
.
Since t → νt is by definition µ-a.e. continuous and Ttg(ν) = g(νt) we may also choose
t ∈ (0, 1] such that ‖Ttg − g‖L2 < ε/2. Now,
‖Ttf − f‖L2 ≤
(∫
(f(νt)− g(νt))
2
µ(dν)
) 1
2
+ ‖Ttg − g‖L2 + ‖g − f‖L2
≤ ‖f − g‖L2 ·
(∥∥∥∥dµ ◦ ν−tdµ
∥∥∥∥
1
2
L∞
+ 1
)
+ ‖Ttg − g‖L2 < ε .
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Step 2 (b) For the representation of Af , f ∈ C˜2b (E), it is sufficient to show that
d
dt
∣∣∣∣
t=0
f(νt) =
r∑
i=1
∂ϕ(ν)
∂xi
· (hi, ν) (λi − z
′(ν, 0)) , ν ∈ E ∩H, (4.6)
and
lim
t→0
∥∥∥∥ ddtf(νt)− ddt
∣∣∣∣
t=0
f(νt)
∥∥∥∥
2
L2
= 0. (4.7)
The representation of f ∈ C˜2b (E) as given in (2.2) implies
d
dt
f(νt) =
r∑
i=1
∂ϕ(ν)
∂xi
·
d
dt
(hi, νt) . (4.8)
In order to verify (4.6), recall Remarks (1),(2) and (4),(5) of the present section. Note in
particular that
z′(ν, t)
z(ν, t)
=
∞∑
i=1
λi(hi, νt)(hi, I1)
and thus by Theorem 2.2 (a)∥∥∥∥∥
(
z′(ν, t)
z(ν, t)
)2∥∥∥∥∥
2
L2
=
∫
(z′(ν, 0))
4 dµ ◦ ν−t
dµ
dµ
≤ ‖ (z′(·, 0))
2
‖2L2
∥∥∥∥dµ ◦ ν−tdµ
∥∥∥∥
L∞
(4.9)
with uniform finite upper bound in t ∈ [0, 1] according to Lemma 4.1 and (jjj). We get
d
dt
(hj , νt) =
(
hj ,
dνt
dt
)
= (hj, νt)
(
λj −
∞∑
i=1
λi(hi, νt)(hi, I1)
)
= (hj, νt)
(
λj −
z′(ν, t)
z(ν, t)
)
∈ L2(E,µ) (4.10)
which, together with (4.8), gives (4.6). Let us verify (4.7). We have
∥∥∥∥ ddtf(νt)− ddt
∣∣∣∣
t=0
f(νt)
∥∥∥∥
2
L2
=
∫ ( r∑
i=1
∂ϕ(ν)
∂xi
·
(
d
dt
(hi, νt)−
d
dt
∣∣∣∣
t=0
(hi, νt)
))2
dµ
≤ r
r∑
i=1
∥∥∥∥∂ϕ(ν)∂xi
∥∥∥∥
L∞
·
∫ (
d
dt
(hi, νt)−
d
dt
∣∣∣∣
t=0
(hi, νt)
)2
dµ
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which says that we need to show d
dt
(hi, νt) −→t→0
d
dt
∣∣
t=0
(hi, νt) in L
2(E,µ), i ∈ {1, . . . , r},
in order to verify (4.7).
Precisely as in step 1, we get ϕ ◦ ν−t − ϕ −→t→0 0 in L
2(E,µ) for all ϕ ∈ L2(E,µ). The
weak convergence in L2(E,µ) of d
dt
(hj, νt) to
d
dt
∣∣
t=0
(hj, νt), i. e.〈
d
dt
(hj , νt), ϕ
〉
−
〈
d
dt
∣∣∣∣
t=0
(hj , νt), ϕ
〉
=
〈
d
dt
∣∣∣∣
t=0
(hj, νt)
(
dµ ◦ ν−t
dµ
− 1
)
, ϕ
〉
+
〈
d
dt
∣∣∣∣
t=0
(hj , νt), ϕ ◦ ν−t − ϕ
〉
−→
t→0
0 , ϕ ∈ L2(E,µ)
follows from Theorem 2.2 (a) and (jjj). Relation (4.7) is finally obtained from the convergence
of
∥∥ d
dt
(hj , νt)
∥∥
L2
to
∥∥ d
dt
∣∣
t=0
(hj, νt)
∥∥
L2
as t → 0 which is also true by Theorem 2.2 (a) and
(jjj).
Step 3 For the representation of Af , f ∈ C˜2b,c(E), we proceed similar to Step 2. We use in
particular (4.9), Lemma 4.1 and (jjj) to show
d
dt
(k, νt) =
∞∑
j=1
(hj , k)
(
hj ,
dνt
dt
)
=
∞∑
j=1
(hj , k)(hj, νt)
(
λj −
z′(ν, t)
z(ν, t)
)
=
(
k, 1
2
∆νt
)
− (k, νt) ·
z′(ν, t)
z(ν, t)
∈ L2(E,µ) .
✷
Lemma 4.4 Assume (j)-(jjj) and (l)-(lll). We have D(A) = D(A′) and A′f = −Af+A′ I1·f ,
f ∈ D(A). Furthermore, we have A′ I1 = −δ(Af ).
Proof. Let us recall relation (2.4). We obtain for f, g ∈ L2(E,µ), and t ∈ [0, 1]
〈g , T ′tf〉 = 〈Ttg , f〉
=
∫
g(νt)f(ν)µ(dν)
=
∫
g(ν)f(ν−t) exp
{
−
∫ t
s=0
δ(Af)(ν−s) ds
}
µ(dν) .
Taking into consideration (jjj) this yields T ′t I1 = exp
{
−
∫ t
s=0
δ(Af)(ν−s) ds
}
∈ L∞(E,µ),
I1 ∈ D(A′), A′ I1 = −δ(Af ), and
T ′tf(ν) = T
′
t I1(ν) · f(ν−t) for µ-a.e. ν ∈ E.
Let A˜ ∈ L2(E,µ). Then
T ′tf − f
t
+ A˜−A′ I1 · f =
T ′t I1 · f ◦ ν−t − f
t
+ A˜− A′ I1 · f
=
(
f ◦ ν−t − f
t
· T ′t I1 + A˜ ◦ ν−t
)
+
((
T ′t I1− I1
t
− A′ I1
)
· f
)
+
(
A˜− A˜ ◦ ν−t
)
.
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We have
lim
t↓0
∥∥∥∥
(
T ′t I1− I1
t
− A′ I1
)
· f
∥∥∥∥
L2
= 0
by (jjj) where we recall A′ I1 = −δ(Af ), and T ′t I1 = exp
{
−
∫ t
s=0
δ(Af)(ν−s) ds
}
. Furthermore,
lim
t↓0
∥∥∥A˜− A˜ ◦ ν−t∥∥∥
L2
= lim
t↓0
(∫ (
A˜− A˜ ◦ ν−t
)2
dµ
)1/2
= lim
t↓0
(∫ (
A˜(νt)− A˜(ν)
)2
· exp
{∫ t
s=0
δ(Af )(ν−s) ds
}
◦ νtµ(dν)
)1/2
= 0
again by (jjj), Theorem 2.2 (a), and Proposition 4.3 (a). As a consequence of the three last
relations,
lim
t↓0
∥∥∥∥T ′tf − ft + A˜− A′ I1 · f
∥∥∥∥
L2
= 0
if and only if
0 = lim
t↓0
∥∥∥∥f ◦ ν−t − ft · T ′t I1 + A˜ ◦ ν−t
∥∥∥∥
L2
= lim
t↓0
∥∥∥∥
(
f − f ◦ νt
t
· T ′t I1 ◦ νt + A˜
)(
exp
{
1
2
∫ t
s=0
δ(Af)(ν−s) ds
})
◦ νt
∥∥∥∥
L2
= lim
t↓0
∥∥∥∥
(
f − f ◦ νt
t
· T ′t I1 ◦ νt + A˜
)∥∥∥∥
L2
= lim
t↓0
∥∥∥∥
(
f − f ◦ νt
t
+ A˜
)∥∥∥∥
L2
= lim
t↓0
∥∥∥∥
(
Ttf − f
t
− A˜
)∥∥∥∥
L2
where, for the transition from the second line to the third line, we have used that T ′t I1 =
exp
{
−
∫ t
s=0
δ(Af )(ν−s) ds
}
−→
t↓0 I1 in L
∞(E,µ). ✷
Lemma 4.5 Assume (j)-(jjj) and (l)-(lll). Both spaces, C˜2b (E) as well as C˜
2
b,c(E), are dense
in the complete space D(A) with respect to the graph norm (〈f , f〉+ 〈Af , Af〉)1/2.
Proof. Step 1 As a preparation for the proof we show that C˜2b (E) as well as C˜
2
b,c(E) belong
to D(A2). We look at the representations of Af as formulated in Proposition 4.3 (b); for
f ∈ C˜2b,c(E) we use the second line of the representation of Af . For the repeated A we aim to
apply A(figi) = limt→∞
1
t
(fi(νt)gi(νt)− fi(ν)gi(ν)) = A(fi) gi+ fiA(gi) on the finitely many
summands of
∑
figi = Af . By the result of Proposition 4.3 (b) it is sufficient to verify
z′(·, 0) ∈ D(A) and
(
k, 1
2
∆·
)
∈ D(A)
in order to conclude C˜2b (E) ⊆ D(A
2) and C˜2b,c(E) ⊆ D(A
2).
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Below we demonstrate that z′(·, 0) ∈ D(A) follows from
d
dt
∣∣∣∣
t=0
z′(νt, 0) =
d
dt
∣∣∣∣
t=0
∞∑
i=1
λi(hi, νt)(hi, I1) =
∞∑
i=1
λi
d
dt
∣∣∣∣
t=0
(hi, νt)(hi, I1)
=
∞∑
i=1
λi(hi, ·)(hi, I1)(λi − z
′(·, 0)) in L2(E,µ) (4.11)
where we treat the infinite sums as
∑∞
i=1 =
∑n
i=1+
∑∞
i=n+1. For the finite sum
∑n
i=1 .. , the
second and third equality sign in (4.11) are a particular case of (4.6) and (4.7).
Next we look at the remaining terms in
∑∞
i=n+1 ... For this, we examine (4.10) and get
sup
t∈[0, 1
2
]
∣∣∣∣ ddt(hj, νt)
∣∣∣∣
≤ sup
t∈[0, 1
2
]
∣∣(hj,∑∞k=1 eλkt(hk, ν)hk)∣∣
z(ν, 1
2
)
·
∣∣∣∣λj −
∑∞
i=1 λie
λit(hi, ν)(hi, I1)
z(ν, t)
∣∣∣∣
≤
(
|λj|+
∑∞
i=1 |λi(hi, ν)(hi, I1)|
z(ν, 1
2
)
)
·
|(hj , ν)|
z(ν, 1
2
)
≤
(
|λj|+
‖ν‖H
z(ν, 1
2
)
)
·
|(hj , ν)|
z(ν, 1
2
)
. (4.12)
It holds that limn→∞
∑∞
i=n+1 .. = 0 in L
2(E,µ) since, for sufficiently large n, we have∥∥∥∥∥ ddt
∣∣∣∣
t=0
∞∑
i=n+1
λi(hi, νt)(hi, I1)
∥∥∥∥∥
L2
≤
∥∥∥∥∥
∞∑
i=n+1
|λi| sup
t∈[0, 1
2
]
∣∣∣∣ ddt(hi, νt)
∣∣∣∣ |(hi, I1)|
∥∥∥∥∥
L2
≤
∥∥∥∥∥
∞∑
i=n+1
(
λ2i + |λi|
‖ν‖H
z(ν, 1
2
)
)
·
|(hi, ν)(hi, I1)|
z(ν, 1
2
)
∥∥∥∥∥
L2
≤
∥∥∥∥∥∥∥
(∑∞
j=n+1 λ
4
j (hj , ν)
2
) 1
2
z(ν, 1
2
)
(
∞∑
i=n+1
(
1 +
‖ν‖H
z(ν, 1
2
)
)2
(hi, I1)
2
) 1
2
∥∥∥∥∥∥∥
L2
≤
∥∥∥∥∥
dµ ◦ ν− 1
2
dµ
∥∥∥∥∥
1
2
L∞
∥∥‖ν‖2H(1)∥∥ 12L2 ·
∥∥∥∥∥
∞∑
i=n+1
(
1 + ‖ν‖H(1)
)2
(hi, I1)
2
∥∥∥∥∥
1
2
L2
−→n→∞ 0 .
Here we have applied ∑∞
j=n+1 λ
4
j (hj, ν)
2
(z(ν, 1
2
))2
≤
∑∞
j=n+1 λ
2
je
−λj (hj, ν)
2
(z(ν, 1
2
))2
=
∞∑
j=n+1
λ2je
−2λj (hj , ν 1
2
)2 ≤ ‖ν 1
2
‖2H(1) ,
similarly ‖ν‖H/z(ν,
1
2
) ≤ ‖ν 1
2
‖H(1),
∥∥∥‖ν 1
2
‖2H(1)
∥∥∥
L2
=
∥∥∥∥∥‖ν‖2H(1)
dµ ◦ ν− 1
2
dµ
∥∥∥∥∥
L2
∥∥∥∥∥
dµ ◦ ν− 1
2
dµ
∥∥∥∥∥
1
2
L∞
∥∥‖ν‖2H(1)∥∥L2 ,
41
and conditions (l) and (ll).
In order to show
(
k, 1
2
∆·
)
∈ D(A) by
d
dt
∣∣∣∣
t=0
(
k, 1
2
∆νt
)
=
d
dt
∣∣∣∣
t=0
∞∑
i=1
λi(hi, νt)(hi, k) =
∞∑
i=1
λi
d
dt
∣∣∣∣
t=0
(hi, νt)(hi, k)
=
∞∑
i=1
λi(hi, ·)(hi, k)(λi − z
′(·, 0)) in L2(E,µ)
we proceed as in the verification of (4.11). We use again (4.12) and replace in the subsequent
calculation (hi, I1) by (hi, k).
Step 2 Let C denote either the set C˜2b (E) or C˜
2
b,c(E). According to Remark (8) C is dense
in L2(E,µ). Let us furthermore recall that {Af : f ∈ C} ⊆ D(A), cf. Step 1. Since
D(A) = D(A′) according to Lemma 4.4, we have
{Af : f ∈ C} ⊆ D(A′) . (4.13)
Assuming that C is not dense in D(A) with respect to the graph norm implies the existence
of h ∈ D(A), h 6= 0, such that 〈h , f〉L2(E,µ) + 〈Ah , Af〉L2(E,µ) = 0 for all f ∈ C. Using
(4.13) we get
〈h , f + A′Af〉L2 = 0 , f ∈ C. (4.14)
Let I denote the identity operator in L2(E,µ). Since A is densely defined and closed, the
operator I + A′A with domain D(I + A′A) = {f ∈ D(A) : Af ∈ D(A′)} is self-adjoint,
positive, and invertible by J. v. Neumann’s theorem. Now the spectral theorem and (4.14)
imply that there is a non-empty linear subset of D(I + A′A) such that for all g belonging
to this subset
〈g + A′Ag , f〉L2 = 〈g , f + A
′Af〉L2 = 0 , f ∈ C.
The set C is dense in L2(E,µ) and the spectrum of A′A+ I defined on D(I +A′A) consists
positive real numbers. The latter says that 〈g + A′Ag , g〉L2(E,µ) = 0 and hence g = 0. In
other words, the above assumption cannot hold. ✷
Proposition 4.6 Assume (j)-(jjj) and (l)-(lll). For all f, g ∈ D(A) it holds that
〈−Af, g〉+ 〈−Ag, f〉 =
〈
δ(Af) · f, g
〉
. (4.15)
Proof. Option 1 Recall the idea (1.11). For f, g ∈ C˜2b (E) formula (4.15) is a consequence
of Theorem 2.2 (b) where we also pay attention to condition (jjj). Lemma 4.5 proves the
claim.
Option 2 Use Lemma 4.4 for formula (4.15). ✷
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