Data are available from Zenodo (DOI: [10.5281/zenodo.3819640](https://doi.org/10.5281/zenodo.3819640)).

Introduction {#sec001}
============

Functional connectivity is a widely-used method to understand brain activity under visual-motor coordination \[[@pone.0231767.ref001]\]. A number of studies have shown that the visual-motor coordination involves the cross-regional correlations of brain cortex \[[@pone.0231767.ref002], [@pone.0231767.ref003]\]. In the work of Roelfsema et.al. \[[@pone.0231767.ref002]\], cats were trained to perform a visual-motor feedback task in response to visual stimulus, and the cortical local field potentials (LFP) of the animals were recorded. They found beta band synchrony between the visual cortex and the parietal cortex during this visual-motor task. A functional magnetic resonance imaging (fMRI) study by Hamzei et.al. \[[@pone.0231767.ref003]\] showed that parietal, lateral, and medial frontal brain areas were activated during visual-motor task in human participants. Mehrkanoon et.al. \[[@pone.0231767.ref004]\] investigated corticomuscular coherence in the dynamical visual-motor task of human participants. They measured the time-frequency coherency between electroencephalography (EEG) and electromyographic (EMG), and found that the EEG signals were synchronous with the EMG in the beta band, while participants were exerting constant force on the object. This study suggested that neural activities in the alpha and gamma bands involve movement prediction and error correction processes.

In order to define functional networks in brain, the most commonly used measurement methods of neural signals are EEG and fMRI. The fMRI signals have a high spatial resolution, while its temporal resolution is low. In contrast, EEG signals can have the lower spatial resolution than fMRI due to the volume conduction, but its temporal resolution is very high, which makes it an ideal signal acquisition to monitor dynamical properties of the brain. With the EEG signals, different measures of interactions have been used to define the functional connections \[[@pone.0231767.ref005]\]. Phase-locking value (PLV) is one of the measures that can be used to define the non-directed functional connectivity \[[@pone.0231767.ref006], [@pone.0231767.ref007]\]. Phase-locking is a state of synchrony characterized by two signals keeping constant phase difference for a certain period \[[@pone.0231767.ref008]\]. It is generally believed that the phase-locking synchrony plays an important role in the neural information transmission process \[[@pone.0231767.ref009]--[@pone.0231767.ref011]\]. It has been found that degrees of phase synchronization are related to the pathological activity of epilepsy patients \[[@pone.0231767.ref008]\].

Dynamical functional connectivity is an extension of the functional connectivity with a focus on time sequence of functional connectivity networks. In the context of neural network, the dynamical functional connectivity represents the evolution of neural activity. Many attempts have been made to reveal the dynamical properties of functional connectivity networks \[[@pone.0231767.ref006], [@pone.0231767.ref012]--[@pone.0231767.ref015]\]. One of the ideas is extending the traditional network analysis by considering time development as an additional dimension of the network. In the work of Mattar et.al. \[[@pone.0231767.ref014]\], virtual links were defined between the nodes on different temporal snapshots of the network. Each snapshot of the network is an instance of the static network, which can be seen as a slice in the network time series. By defining the connections between slices, the dynamical connectivity becomes a 3-dimensional network, with two spatial dimensions and one additional temporal dimension. The community detection methods of static networks can be then extended to this 3-dimensional temporal-spatial network. Another way of introducing dynamical networks relies on partitioning the instances of network into different classes, or states, and then expressing dynamical connectivity as a series of transitions between states. Lehmann et.al. \[[@pone.0231767.ref016]--[@pone.0231767.ref021]\] have introduced the EEG microstates which utilize the global field power (GFP). The EEG microstates method characterizes the amplitude of EEG signals over the scalp into unique topological patterns of the GFP, which are known as EEG microstates. EEG microstates method focuses on the alpha band signals, and it requires a fitting of the GFP topographies into pre-determined patterns \[[@pone.0231767.ref018]\].

In this study, we applied the functional connectivity analysis to study the visual-motor coordination \[[@pone.0231767.ref022], [@pone.0231767.ref023]\]. During the visual-motor task, participants were asked to track a moving target with a tracer. This paradigm has also been applied for the investigation of inter-regional interaction patterns of visual-motor behaviour \[[@pone.0231767.ref024]--[@pone.0231767.ref027]\]. In the work of Rilk et. al. \[[@pone.0231767.ref024]\], participants were instructed to track an irregularly fluctuating target shown on the screen through a force sensor held by index finger and thumb. They demonstrated that better performances were associated with higher occipitocentral coherence, while high tracking errors were associated with stronger frontocentral coupling.

We used an eigenvector representation of the dynamical functional connectivity to study the evolutional feature of the neural activity. By investigating the eigenvectors associated with the largest eigenvalues of the adjacency matrices, we demonstrated the existence of a meta-stable states structure of the EEG network in the behavioural tasks. First, we applied the new dynamical method on a simulated data set, and next, to our EEG data set. At the same time, the standard topological analysis of the functional connectivity network was also applied to compare with the results of dynamical analysis. Our results showed that the eigenvector-based dynamical analysis method was able to extract the evolving patterns of the neural functional connectivity.

Materials and methods {#sec002}
=====================

Principle of the eigenvector-based method {#sec003}
-----------------------------------------

The eigenvector-based analysis focuses on detecting the phase-locking state of oscillators. In this study, the phase-locking state is defined as a state where the phase difference of two oscillators keeps the same for a certain period: $$\begin{array}{r}
{\phi_{m,t} - \phi_{n,t} = \phi_{m,t + 1} - \phi_{n,t + 1}} \\
\end{array}$$ where *ϕ*~*m*,*t*~ is the phase of oscillator *m* at time *t*, and Δ*ϕ*~*m*,*n*,*t*~ is the phase difference between oscillator *m* and *n* at time *t*. From [Eq (1)](#pone.0231767.e001){ref-type="disp-formula"} we can easily obtain $$\begin{array}{r}
\begin{aligned}
{\phi_{m,t + 1} - \phi_{m,t}} & {= \phi_{n,t + 1} - \phi_{n,t}} \\
{\overset{˙}{\phi}}_{m,t + 1} & {= {\overset{˙}{\phi}}_{n,t + 1}} \\
\end{aligned} \\
\end{array}$$ In practise, we consider two oscillators to be phase-locked if the difference between their angular speeds is smaller than a certain threshold.

It can be also learned from [Eq (1)](#pone.0231767.e001){ref-type="disp-formula"} that phase-locking is a continuous state which can not be defined within a single time instance. Thus, the moving time window technique was applied. We calculated the first order differentiation of phases to obtain the instantaneous angular speed and defined a vector for each instance which is called instantaneous angular speed vector. Each entry of the angular speed vector represents the instantaneous angular speed of the corresponding oscillator, as shown on the left side of [Eq (3)](#pone.0231767.e003){ref-type="disp-formula"}. The moving time window (width = 40 ms, step = 5 ms) was then applied on the angular speed vector time series, and the column angular speed vectors were aligned as following: $$\begin{array}{r}
{\begin{bmatrix}
\text{e}^{\text{i}{\overset{˙}{\phi}}_{1,t_{1}}} \\
\text{e}^{\text{i}{\overset{˙}{\phi}}_{2,t_{1}}} \\
 \vdots \\
\text{e}^{\text{i}{\overset{˙}{\phi}}_{n,t_{1}}} \\
\end{bmatrix}\mspace{360mu}\begin{bmatrix}
\text{e}^{\text{i}{\overset{˙}{\phi}}_{1,t_{2}}} \\
\text{e}^{\text{i}{\overset{˙}{\phi}}_{2,t_{2}}} \\
 \vdots \\
\text{e}^{\text{i}{\overset{˙}{\phi}}_{n,t_{2}}} \\
\end{bmatrix}\cdots\begin{bmatrix}
\text{e}^{\text{i}{\overset{˙}{\phi}}_{1,t_{w}}} \\
\text{e}^{\text{i}{\overset{˙}{\phi}}_{2,t_{w}}} \\
 \vdots \\
\text{e}^{\text{i}{\overset{˙}{\phi}}_{n,t_{w}}} \\
\end{bmatrix}\rightarrow\begin{bmatrix}
\text{e}^{\text{i}{\overset{˙}{\phi}}_{1,t_{1}}} & \text{e}^{\text{i}{\overset{˙}{\phi}}_{1,t_{2}}} & \cdots & \text{e}^{\text{i}{\overset{˙}{\phi}}_{1,t_{w}}} \\
\text{e}^{\text{i}{\overset{˙}{\phi}}_{2,t_{1}}} & \text{e}^{\text{i}{\overset{˙}{\phi}}_{2,t_{2}}} & \cdots & \text{e}^{\text{i}{\overset{˙}{\phi}}_{2,t_{w}}} \\
 \vdots & \vdots & \ddots & \vdots \\
\text{e}^{\text{i}{\overset{˙}{\phi}}_{n,t_{1}}} & \text{e}^{\text{i}{\overset{˙}{\phi}}_{n,t_{2}}} & \cdots & \text{e}^{\text{i}{\overset{˙}{\phi}}_{n,t_{w}}} \\
\end{bmatrix}} \\
\end{array}$$ where *t*~*w*~ is the time window width. Within each time window, the row vectors represent the phase trajectories of corresponding EEG channel. Instead of averaging, we calculated the Euclidean distance between each row vector, as shown in the following equation: $$\begin{array}{r}
{d_{mn} = \left\| \overset{\rightarrow}{v_{m}} - \overset{\rightarrow}{v_{n}} \right\|_{2}} \\
\end{array}$$ where $\overset{\rightarrow}{v_{m}}$ and $\overset{\rightarrow}{v_{n}}$ stand for the row vectors for channel *m* and *n* respectively. The 2-norm of vector difference equals the Euclidean distance between those two vectors. The distance *d*~*mn*~ suggests their phase-locking value. Comparing with the moving window averaging, this method preserves all the instantaneous information of the phase time series. By calculating this distance-based PLV for all channel pairs, we obtain an adjacency matrix describing the phase-locking functional connectivity within this time window. After that, a threshold was applied on the adjacency matrix to determine if certain channel pair is phase-locked, which was determined through the visual inspection. At this stage, an evolving functional connectivity of brain signal was obtained, which was a time series of binarised adjacency matrix.

This PLV measurement is similar to another widely-used technique called phase coherence \[[@pone.0231767.ref028]\], which is defined as $\text{PLV}_{m,n} = \frac{1}{T}\left| \sum_{t = 1}^{T}e^{i(\phi_{m,t} - \phi_{n,t})} \right|$, where *T* is the time window size. However, there are several differences between the phase coherence and the PLV based on the Euclidean distance used in this study. First, the main difference is that phase coherence measures the mean phase difference while our method measures the angular speed difference, which could be more sensitive to synchronization changes than the former in some cases. The other difference is that the projections with the opposite directions of the complex phase difference vector would be offset by each other, and those with the same directions would be enhanced during the calculation of phase coherence, while the Euclidean distance always add the angular speed differences up. For example, an intersection of two phase time series could be incorrectly identified as phase-locked, because the imaginary parts of complex phase difference vector before and after the intersection point would be offset by each other while the real parts would be added up, therefore the final PLV becomes a relatively high value. However, the Euclidean distance is not normalized, which makes it always require a threshold as the benchmark.

The threshold used in this study was determined through visual inspection. We reviewed the raw time series of the angular speed, and calculated the phase locking value for the pair-wise signals which were found to be phase-locked in the raw time series. [Fig 1](#pone.0231767.g001){ref-type="fig"} shows a segment of angular speed time series from the actual EEG data, which further demonstrate the selection of the threshold. The two arrow pairs in the figure indicate two example segments of phase-locking. The segments of channel F1 (blue triangles in the figure) and FZ (yellow triangles in the figure) between the magenta arrow pairs are very close to each other during this certain period of time, so they are identified as phase-locked during this period of time. The segments of channel P1 (purple hexagon) and PZ (green hexagon) between red arrows provide another example of the phase-locking channel pairs. With a large number of samples having been reviewed and calculated, the proper threshold (4 × 10^−4^) for the binary functional connectivity matrix was determined (Varying the threshold did not affect the significance of the differences in the following measures. Please refer to the supplementary material [S1 File](#pone.0231767.s001){ref-type="supplementary-material"} for more information). At this stage, a time series of binarised adjacency matrix was obtained, which represents the evolving functional connectivity of brain signal.

![An example of time series of angular speed, where each curve represents the angular speed calculated from one EEG channel.\
The legend shows the location of each electrode in 10-20 system. Phase-locking synchrony suggests the angular speeds of two signals are very close in a certain time period. Therefore in the figure, two signals are considered in a phase-locking synchrony state if those values are within a certain range during that certain time period. Two arrow pairs give two examples of phase-locking synchrony. Channel P1 (purple hexagon) and PZ (green hexagon) are synchronized between two red arrows. Channel F3 (blue triangle) and FZ (yellow triangle) between two magenta arrows give another example of synchronization.](pone.0231767.g001){#pone.0231767.g001}

We call the eigenvector associated with the largest eigenvalue of the adjacency matrix the prime eigenvector. From the time series of binary adjacency matrix, we calculated the prime eigenvector of each time window, generating a time series of prime eigenvectors $\overset{\rightarrow}{\Phi}\left( t \right)$. We conjecture that the evolution of $\overset{\rightarrow}{\Phi}\left( t \right)$ in time represents a trajectory in an N-dimensional dynamical system with a set of at least M attractors given by the stable phase vectors ${\overset{\rightarrow}{\Phi}}^{1},{\overset{\rightarrow}{\Phi}}^{2},\ldots,{\overset{\rightarrow}{\Phi}}^{M}$, to be found experimentally. For this picture to be true, even approximately, the system must display a number of testable features: The system must spend most of its time close to one of the attractors. Thus, the inner product $\left\langle \overset{\rightarrow}{\Phi}\left( t \right),\overset{\rightarrow}{\Phi}\left( t + 1 \right) \right\rangle \simeq 1$If the system undergoes longer excursions away from the attractor, possibly moving into another attractor's basin, self-correlation will decrease $\left\langle \overset{\rightarrow}{\Phi}\left( t \right),\overset{\rightarrow}{\Phi}\left( t + 1 \right) \right\rangle \ll 1$In the latter case it will return to the proximity of (the same, or another) attractor.

Therefore, investigating the inner product time series of the successive prime eigenvectors can reveal the dynamical feature of the network. We expected that the time series would be a flat line that very close to 1 when the network stay mostly unchanged, and large decreases would take place when major changes of the network happens. In the next section, we set up simulation experiments which provide examples of how this method works, in comparison with other dynamical methods.

Simulated network {#sec004}
-----------------

The simulated phase-locking network was built by auto-regression of phase. The phase of an oscillator in the network demonstrates a sinusoidal oscillation with the following rule: $$\begin{array}{r}
{{\overset{˙}{\phi}}_{m,t} = {\overset{˙}{\phi}}_{m,t - 1}} \\
\end{array}$$ We implemented the phase-locking between oscillators as follows: If one oscillator M is phase-locked with another oscillator N, then the phase increment of M would also affect the phase increment of N. The effect depends on the difference of phase increments, which can be expressed as $$\begin{array}{r}
{{\overset{˙}{\phi}}_{m,t} = {\overset{˙}{\phi}}_{m,t - 1} + a_{mn}\left( {\overset{˙}{\phi}}_{m,t - 1} - {\overset{˙}{\phi}}_{n,t - 1} \right)} \\
\end{array}$$ where *a*~*mn*~ is the strength of the phase-locking. With this method, a phase-locking synchronous network can be simulated. Phases of oscillators were expressed in complex phaser form, then [Eq (6)](#pone.0231767.e014){ref-type="disp-formula"} becomes $$\begin{array}{r}
{\text{e}^{\text{i}\phi_{m,t + 1}} = \text{e}^{\text{i}{({\overset{˙}{\phi}}_{m,t - 1} + \phi_{m,t})} + \text{i}a_{mn}{({\overset{˙}{\phi}}_{m,t - 1} - {\overset{˙}{\phi}}_{n,t - 1})}}} \\
\end{array}$$

By defining the initial phase increment and changing the phase-locking strength *a*~*mn*~ over time, we are able to simulate a dynamical phase-locking network. In this work, the initial phases are set randomly, and the phase-locking strength *a*~*mn*~ is uniformly set as 0.1. The initial phase increment determines the initial position of the oscillator in the angular speed time series, which would be described specifically in each simulation scenario. In the result section, we will describe two different scenarios in order to show the properties of the eigenvector-based method. In each scenario, there were several clusters composed of synchronous oscillators, which would merge or separate from each other during the network evolution. In the following sections, we will show that decreases of the successive prime eigenvector inner product time series occur when clusters merge or separate.

Comparison with other dynamical clustering methods {#sec005}
--------------------------------------------------

Apart from the proposed eigenvector method, two dynamical clustering methods, hierarchy clustering and modularity clustering, were also applied on the simulation data for comparison \[[@pone.0231767.ref029], [@pone.0231767.ref030]\]. The same time series of adjacency matrix which were based on the phase difference were fed into these two clustering methods. For hierarchy clustering, the entries in the adjacency matrix were defined as the distances between the oscillators, and the bifurcation tree was generated from those distances. Then, a threshold of the branches depth was applied on the bifurcation tree, which means that all the bifurcation happened above the threshold would be recognized as different clusters. The value of the threshold was the same as the one applied in the eigenvector analysis.

For modularity clustering \[[@pone.0231767.ref030]\], we applied two different inputs, one is the weighted adjacency matrix, the other is the unweighted adjacency matrix with threshold. For every time window, a cluster's partition of the network was generated by the clustering method, and then, the cluster's evolution of the network was reconstructed by identifying the overlapping of clusters from different time window.

Participants of the behavioural experiments {#sec006}
-------------------------------------------

Twelve healthy right-handed participants took part in this experiment. They were all students of the University of Reading, aged between 19 and 24 years old, 4 males and 8 females. The protocol of this experiment was approved by the Ethics Committee of the School of Systems Engineering, University of Reading. All the methods were carried out in accordance with the relevant guidelines and regulations. All the participants were given an introduction to this research and signed a consent form before participating the experiment. The individuals in this manuscript have given written informed consent (as outlined in PLOS consent form) to publish these case details.

Behavioural task {#sec007}
----------------

In the visual-motor tracking paradigm \[[@pone.0231767.ref023]\], three experimental conditions were included in this study: the Tracking condition (Tra), the Motion Only condition (MO), and the Vision Only condition (VO). In the Tra condition, participant sat comfortably in an office chair, using their dominant hand (right hand) to hold a haptic device to control a green tracer on the display (See Figs [2](#pone.0231767.g002){ref-type="fig"} and [3(a)](#pone.0231767.g003){ref-type="fig"}. Informed consent has been obtained from the participant for the publication of identifying images in an online open-access publication). Participants were asked to track a red target, which moved along a circular trajectory with a constant speed (1Hz).In the MO condition, participants were asked to move the tracer in a circular trajectory at an arbitrary, but constant speed. The target was not shown on the screen ([Fig 3(b)](#pone.0231767.g003){ref-type="fig"}).In the VO trials, participants were not taking control of the tracer but passively observing a pre-recorded trial with both target and tracer in the display. The pre-recorded trials were Tra trials that the same participant performed earlier in the experimental session.

![Photo of the experimental paradigm.\
Participant was holding the haptic device to control the tracer in order to track the target. The individual in this manuscript has given written informed consent (as outlined in PLOS consent form) to publish these case details.](pone.0231767.g002){#pone.0231767.g002}

![Display of the experimental conditions.\
(a) In Tra trials, participants tracked the red target with the green tracer to minimize the angle *δ* between target and tracer. In VO trials, participants passively received the same visual information which were recorded Tra trials. (b) In MO trials, participants were asked to move moved the tracer in a circular trajectory without tracking any target. The black circular trajectory is not visible in the actual experiment.](pone.0231767.g003){#pone.0231767.g003}

The two reference conditions, MO and VO, were designed to decompose the visual and motion components, respectively, from the visual-motion feedback loop. In the MO condition, no target was shown on the display so that participants did not perform tracking activity, while the motion of participants was the same as in the Tra condition and participants received the same sensory feedback as in the Tra condition, which indicates that participants did not have the visual-based minimization control on their motion. It is necessary to remark the difference between the tracking control in Tra condition and motion control in MO condition.

In the Tra condition, participants were engaged with an intense visual-motor feedback control loop in order to minimize the distance between the target and the tracer, while in the MO condition, the requirement for precision was significantly lower, which resulted in a relatively loose motion control in the MO condition. In the VO trials, participants received exactly the same visual stimulation as in the Tra condition but did not perform any motion control.

By comparing the functional connectivity networks of the Tra condition with those two reference conditions, we were able to separate the neural features related to the vision feedback and the motion control.

Each participant took 20 trials for each condition, which was 60 trials in total. 10 trials made up a set. Each trial lasted for 40 seconds, while a short break of 10 seconds was inserted between individual trials. Participant first performed the Tra trial, then followed by the MO, and finally the VO.

Signal recording and pre-processing {#sec008}
-----------------------------------

Electroencephalography (EEG) was recorded through the whole session of the experiment with a 1kHz sampling rate. 32 electrodes (F3, F1, Fz, F2, F4, FC5, FC3, FC1, FC2, FC4, FC6, C5, C3, C1, Cz, C2, C4, C6, CP3, CP1, CPZ, CP2, CP4, P3, P1, PZ, P2, P4, PO3, POz, PO4, Oz) plus 1 reference electrode (FCz) and 1 ground electrode (AFZ) (g.tec) were applied in the experiment. The electrodes were connected to 2 g.BSamp 16-channel amplifiers (g.tec). Each amplifier output the signal to an A/D board (CONTEC CO., Ltd) in order to digitalize the signal, then the digital signal was sent to a PC with xPC-Target (The MathWorks, Inc) running on it. A haptic arm with two encoders, corresponding to the X and Y coordinates of the tracer, respectively, was used for participants to control the tracer. The signals of the two encoders went to a counter board (CONTEC CO., Ltd), which integrated the angle to give the current position of the tracer. Outputs of the counter board were also sent to the target PC. This target PC synchronized the EEG signal and the behaviour signal, then sent to the main PC through an ethernet cable. The programme running on the main PC operated on MATLAB and Simulink (The MathWorks, Inc). The programme read and recorded data received from target PC, and showed the animation on the display.

MATLAB and EEGLAB (Swartz Center for Computational Neuroscience, La Jolla, CA) were applied to process the EEG data. EEG data were recorded for every experimental trials set. First of all, the datasets were feed into a broad band-pass filtering (0.1-50Hz, all the filtering process in this study applied EEGLAB embedded FIR filter), then the filtered time series were cut into trials. Then an independent component analysis (ICA) was performed on the data in order to remove the eye blinking and other artefacts. We used the EEGLAB embedded function ("runica") to perform ICA. The independent components (ICs) which were recognized as artefacts were selected through visual inspection. There are toolboxes for EEGLAB that automatically perform IC rejection, but they failed to give satisfying result as we tried.

In the manually selection process, the ICs with random occurred stand-alone peaks source from the frontal (blink pattern) and the high frequency jitters (electromyographic pattern) would be considered as artefacts. The whole trial would be rejected if more than 50% ICs were recognized as artefacts. After the ICA pruning, the data were processed with the Laplacian operator through the CSD toolbox \[[@pone.0231767.ref031]--[@pone.0231767.ref033]\]. This processing was aimed to avoid the phase synchronization resulted from both electrodes sharing a common source.

Statistical topological properties {#sec009}
----------------------------------

We calculated the connection density, mean efficiency and cluster coefficient for each time window \[[@pone.0231767.ref034]\], and performed time averaging on the series. Instead of the mean path length, we calculated the mean efficiency, which is defined as the averaging of the reciprocal of the shortest path length of channel pairs. The reason for this choice is that the unweighted networks of the EEG functional connectivity were very sparse, with many disconnected nodes, while the shortest path length is not well defined for the isolated nodes. The network efficiency is a generalized metric that describes the same characteristic of network as the shortest path length while it can be applied on the disconnected network. We performed statistical comparisons between the three conditions were performed on the topological properties of all the 12 participants, the result of which is shown in [Fig 9](#pone.0231767.g009){ref-type="fig"}.

In order to directly assess the structure of the functional connectivity, the time-averaged functional connectivity (a single network calculated from the dynamical network series) was defined, the connections of which were weighted with their averaged recurrent probabilities. First, the recurrent probability of each connection was estimated within each individual trials. Then the probability networks of all the trials from the same experimental condition were averaged, which made a single representation of the functional connectivity for every condition. In order to demonstrate the network structure in [Fig 11](#pone.0231767.g011){ref-type="fig"}, a threshold has been applied to the averaged network. The threshold was chosen to make the most visual differences between conditions.

Eigenvector based dynamical analysis {#sec010}
------------------------------------

In order to extract the mono-frequency oscillators, the narrow band-pass filtering was performed on the data before the Hilbert transform. 4 frequency bands were selected, which are 8-12Hz, 18-22Hz, 26-30Hz, 38-42Hz \[[@pone.0231767.ref035], [@pone.0231767.ref036]\]. After the Hilbert transform, we calculated the PLVs between each oscillators as shown in Eqs ([3](#pone.0231767.e003){ref-type="disp-formula"}) and ([4](#pone.0231767.e004){ref-type="disp-formula"}) with a moving time window (width = 40 ms, step = 5 ms), and generated an adjacency matrix time series. After that, the matrices were binarized with a visual-based threshold. In order to determine the threshold, we have reviewed the raw phase signal, and calculated the phase locking values for the signal pairs which were found to be phase-locked in the raw signal, as the phase-locking is defined by constant phase difference. With a large number of samples, we determined the proper threshold (4 × 10^−4^) for the binary functional connectivity matrix. Finally, the time series of prime eigenvectors was extracted from the time series of adjacency matrix.

We then calculated the prime eigenvectors inner product of two successive in the time series, and compared its distribution between three experimental conditions. The distribution of the inner product time series was found to follow a bimodal distribution, with most of the events fell into either 0 or 1. As discussed in the previous section, the number of 0 in the time series of inner products suggests the number of transitions in the state space. In order to identify the transition frequency, the number of events where the inner product of eigenvectors were \< 0.01 and \> 0.99 were counted. Events that \< 0.01 can be interpreted as prime eigenvector transition between states, and events that \> 0.99 stand for the situation where prime eigenvector is considered to stay in the same state. The normalized frequency of the two events, \< 0.01 and \> 0.99 from each experimental conditions were compared by the Wilcoxon signed-rank test, results of which are shown in [Fig 14](#pone.0231767.g014){ref-type="fig"}. Then the distribution of the meta-stable states duration was also investigated.

In order to demonstrate the temporal cluster structure and show the attractors in eigenvector space, we calculated inner product of the prime eigenvectors from all the time windows in the same trial, which generated a correlation matrix. Each entry of this correlation matrix was the inner product of eigenvectors from the corresponding two time windows. To clarify, only a 3-second segment of the whole inner product correlation matrix is shown in [Fig 13](#pone.0231767.g013){ref-type="fig"}.

Results {#sec011}
=======

Simulation of oscillators for validation of eigenvector based method {#sec012}
--------------------------------------------------------------------

The simulated network was set up as described in the Method section. From the simulation results, we found that sharp spikes of inner product correspond to the changes of the largest cluster in the network, such as merging and separation. In order to illustrate how the inner product reacts to the changes of the largest cluster, we present two special scenarios where the changes of the angular speeds of oscillators were set manually, so that the changes of the clusters structure happened instantaneously. After that, we compared the proposed eigenvector-based method with other commonly-used dynamical clustering methods. The phase-locking strength is set uniformly as 0.1. In order to simulate the experiment condition which has a sample rate of 1kHz, each time step is considered as 1 ms.

### First simulation scenario {#sec013}

In the first scenario, we present a simple scenario to show the effect of merging and separation of the largest cluster. Two clusters first merged at 500 time step, and then separated at 1500 time step, which is shown in [Fig 4](#pone.0231767.g004){ref-type="fig"}. The cluster 1 (marked in blue, 3Hz) had 3 oscillators, while the cluster 2 (marked in red, 5Hz) had 5 oscillators. The simulated network was analyzed with the method described previously, the time window was 40 time step wide, and moved 1 time step each step. The threshold of the adjacency matrix was 4 × 10^−4^. Observing the inner product time series in [Fig 4(b)](#pone.0231767.g004){ref-type="fig"}, it can be seen that two spikes in the inner product time series appeared at the time step corresponding to the merging and the separation of the clusters, respectively.

![The evolution and dynamical analysis of the first simulation scenario.\
(a) Angular speed time series of oscillators as a function of time. In this simulation, there were two clusters. The oscillators in each of these clusters were shown in the same color. Cluster 1 (blue) had 3 oscillators. Cluster 2 (red) had 5 oscillators. The red arrows in the figure indicate the largest cluster in the network of the moment. At 500 time step, the two clusters were merged. At 1500 time step, the two clusters were separated. (b) The inner product time series of the successive prime eigenvectors has two spikes which correspond to the two network structure changes, respectively. (c) Absolute value of the entry of two prime eigenvectors. The blue line is the entry value of prime eigenvector selected from the time period of 0-500, while the red line is the entry value of prime eigenvector selected from the time period of 500-1500. During each of these periods, the prime eigenvectors were exactly the same. The prime egenvectors between 1500 and 2000 completely overlap with the blue eigenvector in the figure.](pone.0231767.g004){#pone.0231767.g004}

To further illustrate how the spikes correspond to the changes to the largest cluster, we showed the prime eigenvector entries in [Fig 4(c)](#pone.0231767.g004){ref-type="fig"}. In the prime eigenvector before the first spike, the entry indices corresponding to the oscillators in cluster 2 had non-zero absolute values. After the first spike, when the two clusters merged, all the entries had non-zero absolute values. The prime eigenvector after the second spike had exactly the same entries as the prime eigenvector before the first spike. Since the cluster 2 was the largest cluster during 0-500 and 1500-2000, the changes of entry value indicate that the indices of non-zero entries of the prime eigenvector correspond to the indices of oscillators in the largest cluster of the network.

In fact, the work of Allefeld \[[@pone.0231767.ref037]\] showed that the eigenvectors of the adjacency matrix correspond to the clusters in the network, and their entries indices indicate which oscillator belongs to which cluster. Our finding in this simulation confirmed that the entries of the prime eigenvector provide the information of the oscillator memberships related to the largest cluster of the network. In our analysis, the prime eigenvector was normalized, so the values of the non-zero entries were identical and adopted to the total number of those non-zero entries. Therefore, the inner product of the successive prime eigenvectors drops from 1 if one or more oscillators join or leave the largest cluster.

### Second simulation scenario {#sec014}

In the second scenario in [Fig 5](#pone.0231767.g005){ref-type="fig"}, we show a case where a group of oscillators separated from one cluster and instantaneously merged with another cluster. There were two clusters in the beginning of the simulation. Later at 1000 time step, a part of the largest cluster, which is marked in red in the figure, separated from the the green part, and then joined the blue part. Before the changing event, the cluster 1 (marked in blue, 3Hz) had 3 oscillators, and the cluster with a mixture of red and green included 12 oscillators (5Hz). Among them, cluster 2 (marked in red) had 5 oscillators, and it later joined the blue cluster 1. The residual green part which is named cluster 3 had 7 oscillators.

![The evolution and dynamical analysis of the second simulation scenario.\
(a) Angular speed time series of oscillators as a function of time. In this simulation, there were three clusters. The oscillators in each of these clusters were shown in the same color. Cluster 1 is in blue has 3 oscillators. Cluster 2 is in red and has 5 oscillators. Cluster 3 is in green and has 7 oscillators. The red arrows in the figure indicate the largest cluster in the network of the moment. In the beginning, cluster 2 and 3 were synchronized while cluster 1 stands alone. At 1000 time step, cluster 2 was separated from cluster 3 and was merged with cluster 1. (b) The inner product time series of the successive prime eigenvectors has double spikes near 1000 time step. (c) Absolute value of the entry of two prime eigenvectors. The blue line is the entry value of the prime eigenvector selected before the changing event. The green line is selected after but close to the changing event. The red one is selected long after the event.](pone.0231767.g005){#pone.0231767.g005}

The simulated network was analyzed with the method described previously, and the parameters were the same as those in the first scenario. The time window was 40 time step wide and moving 1 time step each step. The threshold of the adjacency matrix was 4 × 10^−4^. It can be seen that there were two spikes, a smaller one followed by a large one, around 1000 time step in [Fig 5(b)](#pone.0231767.g005){ref-type="fig"}. These two spikes indicate two changes of the largest cluster in the network. Before 1000 time step, the largest cluster in the network was the combination of cluster 2 and 3. The first event was that the cluster 2 separated from the cluster 3. The second event was that cluster 2 joined into the cluster 1. In the actual network evolution, these two events would happen in sequence.

In this simulation, where no relaxation existed, these two events happened simultaneously. However, a time window effect took place which recognized these two events separately and showed two spikes in sequence as an inner product time series. This time window effect can be explained by investigating the PLV which is defined as an Euclidean distance in [Eq (4)](#pone.0231767.e004){ref-type="disp-formula"}. When a time window covers both parts, before and after the event, the PLV of this time window becomes $$\begin{array}{r}
\begin{array}{cl}
d_{mn} & {= \sqrt{\|\overset{\rightarrow}{v_{m,\alpha}} - \overset{\rightarrow}{v_{n,\alpha}}\|^{2} + \left\| \overset{\rightarrow}{v_{m,\beta}} - \overset{\rightarrow}{v_{n,\beta}} \right\|^{2}}} \\
 & {= \sqrt{d_{mn,\alpha}^{2} + d_{mn,\beta}^{2}}} \\
\end{array} \\
\end{array}$$ where $\overset{\rightarrow}{v_{m,\alpha}}$ is the row vector of oscillator *m* before the change, while $\overset{\rightarrow}{v_{m,\beta}}$ is the row vector of oscillator *m* after the change. From the above equation it can be seen that the square of overall PLV is the square sum of two part, one is the oscillator distance before the change *d*~*mn*,*α*~, the other is the oscillator distance after the change *d*~*mn*,*β*~. Before the instantaneous change, the cluster 2 is far from the cluster 1, which means *d*~21,*α*~ is large. After the change, however, the cluster 2 is fairly far from the cluster 3, which means *d*~23,*β*~ is large. Therefore, during a certain period when the time window includes both parts around the event, both *d*~21,*α*~ and *d*~23,*β*~ could be large enough to pass the threshold, and the algorithm would identify the cluster 2 as a separate cluster from both cluster 1 and 3. The length of this period is affected by multiple factors, including the length and overlapping of the time window, the threshold of PLV, and the actual relaxation time if the network is not manually manipulated. This feature of the algorithm enables us to separate the two events as if they happened subsequently.

After the separation of cluster 2 and 3, cluster 3 remained the largest cluster in the network, so the actual effect of this event was the largest cluster lost a certain number of members, which leads to a relative small spike. After the merging of cluster 1 and 2, the new combination became the largest cluster in the network, and the cluster 3 was not the largest cluster any more. This change of identity of the largest cluster caused a large spike in the inner product time series. Comparing these two spikes, we found that the depth of the spike in the inner product time series of the prime eigenvector is related to how many different oscillators were in the largest clusters of two different moments, before and after the event.

To further illustrate this point, in [Fig 5(c)](#pone.0231767.g005){ref-type="fig"} we show the entries of 3 prime eigenvectors which were selected from different time steps. The blue line is selected from time point that before the network changing event. The green line is selected from time point that after but close to the changing event, where *d*~21,*α*~ and *d*~23,*β*~ are both large. The red line is selected from time point that long after the changing event. It can be seen that the entries with high value correspond to the oscillators in the largest cluster, as we discussed above. In the prime eigenvector before the change, the entries corresponding to cluster 2 and 3 have high values. During the period between the spikes, the high-value prime eigenvector entries correspond to cluster 3 only, because cluster 2 was recognized as a separate cluster. The plateaus of the blue and red line have a certain overlapping, which resulted in a smaller spike in the inner product time series. The merging of cluster 1 and 2 made them the largest cluster, as we can see that the non-zero entries of the prime eigenvector after the double spikes correspond to the oscillators in those two clusters. The non-overlapping shift of the plateau in the prime eigenvector made the inner product 0.

### Benchmark comparison with the dynamical clustering methods {#sec015}

With the understanding of the nature of the inner product spikes, we then compared our method with the dynamical clustering methods on a simulated dynamical network. [Fig 6](#pone.0231767.g006){ref-type="fig"} shows the angular speed trajectory of the simulated network. The network started with 4 clusters, and there were several merging and separations between these clusters. The oscillators in each of the 4 initial clusters always stay connected during the whole simulation.

![The angular speed time series of the oscillators demonstrate the network evolution.\
In this simulation, there were three non-splittable clusters. The oscillators in each of these non-splittable clusters were shown in the same color. Cluster 1 is in blue and has 3 oscillators. Cluster 2 is in red and has 5 oscillators. Cluster 3 is in green and has 9 oscillators. Cluster 4 is in yellow and has 10 oscillators. At time step 500, clusters 1 and 2, and clusters 3 and 4 were synchronized. At time step 1000, cluster 3 went out of synchrony with cluster 4, but started to synchronize with cluster 2 instead. At time step 1500, clusters 2 and 3 stopped synchronizing with cluster 1 and merged with cluster 4. The red arrows indicate the largest cluster at the moment.](pone.0231767.g006){#pone.0231767.g006}

The four clusters were named as cluster 1 to cluster 4 from bottom up. Cluster 1 is in blue and has 3 oscillators (3Hz); cluster 2 is in red and has 5 oscillators (4Hz); cluster 3 is in green and has 9 oscillators (5Hz); and cluster 4 is in yellow and has 10 oscillators (7Hz). Oscillator 1-3 belonged to cluster 1; oscillator 4-8 belonged to cluster 2; oscillator 9-17 belonged to cluster 3; oscillator 18-27 belonged to cluster 4.

At time step 500, clusters 1 and 2, clusters 3 and 4 merged together, respectively. At time step 1000, clusters 3 and 4 stopped interacting with each other, while a connection established between clusters 2 and 3. This connection made clusters 3 join the combination of cluster 2 and 3. Finally at time step 1500, clusters 2 and 3 stopped synchronizing with cluster 1 and merged with cluster 4.

[Fig 7](#pone.0231767.g007){ref-type="fig"} shows the time series of the successive prime eigenvector inner product. The parameters of the analysis were the same as previous simulations. It can be seen that the spikes of the inner product correspond to each of the structural changes of the largest cluster in the network. At 500 time step, the largest cluster, cluster 4, merged with cluster 3, caused a small spike in the inner product time series. At 1000 time step, along with the change of network structure, two spikes appeared in the inner product time series. At 1500 time step, cluster 1 separated from cluster 2 and 3, and connected with cluster 4, which caused a single spike in the inner product time series. The generation of the double spikes near 1000 time step is a result that both of the separation and the merging involved the largest cluster. After the separation between cluster 3 and cluster 4, cluster 4 remains to be the largest cluster until cluster 3 merged with cluster 1 and 2. Therefore the separation caused the first smaller spike. The combination of cluster 1, 2, and 3 became the largest cluster after the merging, so the identity change of the largest cluster from cluster 4 to the 1-2-3 combination results in the second larger spike. Also at 1500 time step, The separation of cluster 1 made a small spike and the merging with cluster 4 created a larger spike.

![The inner product time series of successive prime eigenvectors.\
The spikes correspond to the cluster changes in the network. At 500 time step, the merging between cluster 3 and 4 caused a spike. At 1000 time step, the change of cluster 3, which separated from cluster 4 and joined cluster 1 and 2, caused double spikes because both of the separation and merging involved the largest cluster. At 1500 time step, clusters 2 and 3 stopped synchronizing with cluster 1 and merged with cluster 4. The separation of cluster 1 made a small spike and the merging with cluster 4 created a larger spike.](pone.0231767.g007){#pone.0231767.g007}

[Fig 8](#pone.0231767.g008){ref-type="fig"} shows the results of the dynamical clustering methods. The vertical axis refers to the indices of oscillators, while the horizontal axis refers to the time step. The colors indicate the indices of different clusters. Subplot (a) shows the result of hierarchical clustering, while subplot (b) and (c) show the results of the modularity clustering. In (b), the modularity clustering was applied on the weighted adjacency matrix. In (c), the modularity clustering was applied on the thresholded adjacency matrix, the same one used in the prime eigenvector analysis. It can be seen that the hierarchical clustering and the modularity clustering with the thresholded matrix successfully captured the cluster changes of the simulated network. However, with the weighted adjacency matrix, the modularity clustering method did not detect the correct cluster structure in the network. [Fig 8(b)](#pone.0231767.g008){ref-type="fig"} shows that the modularity clustering method could only distinguish the large gaps before the 1500 time step, such as the gap between cluster 4 and other clusters between 0 and 500, as well as the gap between two hyper-clusters during 500-1500. After the 1500 time step, the clustering algorithm only recognized the isolated cluster 1. Cluster 2 was also recoginised at the very end, as it drifted away from the large after stopping synchronize with the hyper-cluster at 2000 time step.

![The evolution of the simulated network structure detected by the dynamical clustering methods.\
(a) the result of hierarchical clustering. (b) the result of the modularity clustering applied on the weighted network; (c) the result of the modularity clustering applied on the unweighted matrix. The vertical axis refers to the index of oscillators, while the horizontal axis refers to the time step. Different colors identify different clusters.](pone.0231767.g008){#pone.0231767.g008}

However, for the hyper-cluster which consists of cluster 3 and 4, the clustering algorithm could not recognize them as a whole cluster, but singled out every oscillator. Two indications can be made from this result. First, we learned that the modularity clustering algorithm shows some "soft threshold" that could be automatically adjusted with the connection weights distribution. The existence of the large gap makes the soft threshold rather large before the 1500 time step, while the reducing of the gaps after the 1500 time step also reduces the soft threshold that distinguishes different clusters. However, this soft threshold does not perform well in this simulated network, which brings us to the second indication. From the result, it can be concluded that a fixed threshold is preferred in this situation.

From the results of the dynamical clustering methods shown in [Fig 8](#pone.0231767.g008){ref-type="fig"}, small strips can be observed when the cluster structure changes. These strips are the result of relaxation during the change, where the cluster separating and merging events could cause discontinuity of the cluster recognition. In a complex network where several structural changing events are taking place, it would be hard to track the network dynamics with those clustering algorithms. By comparing the two prime eigenvectors from different moments, however, the changes of the largest cluster can be recovered in detail without losing continuity, as the prime eigenvector always correspond to the largest cluster in the network. In addition, the simple eigenvector representation of the prime cluster enables easy and direct comparison between the networks at different time instants by performing the inner product. For the hierarchical and modularity clustering, however, the complicated clustering information prevents the direct temporary comparison, which makes them not suitable for the analysis of long time series.

The simplified representation of neural signals is not uncommon. One example is the Event-Related Desynchronization (ERD), which is known as the decreasing of the EEG power spectrum intensity around 10Hz, and has been reported to be as the most common neural signature of attention and motor intention \[[@pone.0231767.ref035], [@pone.0231767.ref038], [@pone.0231767.ref039]\]. Even though Fourier spectrum itself over frequency range can provide a wide range of cognitive information, ERD, which is a single scaling parameter, has been used as an indicative parameter for motor and cognitive functions. Our eigenvector-based method is designed to provide a single parameter in the temporary domain which can indicate the most prominent feature of the dynamical changes in cluster structure for a given network. The secondary, tertiary clusters can also be tracked based on analysis of primary eigenvectors. In future works, we will explore how to efficiently extract information from multiple eigenvectors.

Topological analysis {#sec016}
--------------------

Before applying the dynamical analysis on the neural functional connectivity, we first performed standard topological analysis to establish the baseline. The time-averaged topological properties of the functional connectivity network have been systematically compared between three different conditions: Tracking condition (Tra), Motion Only condition (MO), and Visual Only condition (VO). Three topological properties, network density, mean efficiency, and global clustering coefficient, were calculated for each trial of motor coordinations. Efficiency is defined as the reciprocal of the shortest path length. It is a generalization of the shortest path length which can be used on the disconnected graphs. Here, we use the efficiency instead of the shortest path length to characterize the network.

These calculations were performed for four different frequency bands of EEG signals, 8-12Hz, 18-22Hz, 26-30Hz, and 38-42Hz \[[@pone.0231767.ref035], [@pone.0231767.ref036]\]. The statistical test was performed on the time averaged topological properties for all the 12 participants. The results are shown in [Fig 9](#pone.0231767.g009){ref-type="fig"}. The paired Wilcoxon signed-rank test (*α* = 0.05) were performed on the data with significant pairs marked with stars.

![The box and whisker plot of three statistical topological properties of functional connectivity network.\
The values which are more than 1.5 times the interquartile range from the box are marked with red + sign. Each row represents the measurements of one frequency band, while three columns show the three different topological properties of the functional connectivity network. The horizontal bars with stars indicate pairs showing significant difference (paired Wilcoxon signed rank test, *α* = 0.05).](pone.0231767.g009){#pone.0231767.g009}

The common feature found in all the frequency bands was, the three topological properties showed similar patterns in the same frequency band, which means clustering coefficient and the network efficiency are strongly related with the network density. This could result from the sparse network topology. Looking at each frequency band, it can be observed that alpha band (8-12Hz) and the two beta bands (18-22Hz and 26-30Hz) show similar patterns of the topological properties. In these three bands, the VO condition has significantly higher topological properties. From the figure, it can be seen that the differences between VO condition and the other two condition in the alpha band are the most significant. In the gamma band (38-42Hz), although the differences between Tra trials and MO trials in the clustering coefficient (*p* = 0.064) and network efficiency (*p* = 0.052) is not very significant, the trend that MO condition has higher topological properties than the other two conditions can be clearly observed from the figure.

In order to test whether the clustering coefficient and the network efficiency is only related to the network density, we compared these two properties between the functional connectivity networks calculated from the EEG signals and random networks. We generated random networks whose have the same network density as the EEG functional connectivity. [Fig 10](#pone.0231767.g010){ref-type="fig"} shows topological property distributions of the functional connectivity of tracking trials in alpha band and the random networks with the same density. It can be found from the figure that distributions of both network efficiency and clustering coefficient are different between the functional connectivity and the random network.

![Distributions of network efficiency and clustering coefficient of EEG functional connectivity and random networks.\
(a) Distribution of mean network efficiency of EEG network; (b) Distribution of mean network efficiency of random network; (c) Distribution of mean clustering coefficient of EEG network; (d) Distribution of mean clustering coefficient of random network. The distributions of network efficiency and clustering coefficient were estimated from the tracking trials (Participant ID = dx, 8-12Hz). The random networks were generated with same density of the functional connectivity networks of those trials. The shape of the distributions are different between the EEG networks and random networks. The distribution of network efficiency of random network has fatter tail than that of the EEG network, while the distribution of clustering coefficient is more symmetric than that of the random network. These distributions imply that the connections of the EEG network are more likely to form cliques than the random network, which leads to higher clustering coefficient. That also cause more isolated nodes in the EEG network and lower network efficiency.](pone.0231767.g010){#pone.0231767.g010}

The fact that connections are randomly placed in the random network explains that the mean clustering coefficient of random network is smaller than the EEG functional connectivity. It also suggests that there are more isolated nodes in the EEG functional connectivity, which leads to lower efficiency than in the random network, as shown in [Fig 10(a)](#pone.0231767.g010){ref-type="fig"}. This result shows that although the clustering coefficient and the network efficiency are strongly related with the network density, the EEG functional connectivity network has its own topological structure different from the random network.

In addition to the statistical differences between the global topological properties reported above, we also found differences in the topological structure of functional connectivity network in alpha and gamma bands, which is shown in [Fig 11](#pone.0231767.g011){ref-type="fig"}. In order to find the differences of topological structure, we defined an overall representative network for each condition. The connections of these representative networks were weighted by the recurrency probability of each connections in all the trials. For the better demonstration, a threshold was applied on the weighted networks to binarize them.

![A comparison of functional connectivity structure in alpha and gamma band between conditions.\
(a) The functional connectivity network of alpha band (b) The functional connectivity network of gamma band. The probability of each link was calculated for each trial, then the trial-wise averaging was made, which generated a single representative network for every condition. For the purpose of better demonstration, a threshold was applied to the averaged network and it was tuned in the way so that difference of network structure can be clearly shown.](pone.0231767.g011){#pone.0231767.g011}

It is clearly shown in [Fig 11](#pone.0231767.g011){ref-type="fig"} that one of the conditions has a significantly different structure from the other two in each frequency band. In the 8-12Hz band, the VO trials had much denser connections in the occipital part of the scalp. In the 38-42Hz band, the MO trials had more connections than the Tra and VO trials on the right hemisphere and occipital part. In the networks having lower network density, such as the Tra and MO conditions in the alpha band, we found that their connectivity structures were close to that of the lattice network, which could result from the neighbouring effect of electrodes. Two electrodes may receive the signal from a common source, which then contributes the same component to both channels, which would ultimately result in this channel pair's higher phase-locking value.

Eigenvector analysis {#sec017}
--------------------

In order to get an insight into dynamics of the functional connectivity, the evolution of the prime eigenvector of the binary adjacency matrix of the phase-locking network was studied. Following the conjectures made in the Introduction section, we expect that a plot of inner product of successive prime eigenvectors $\left\langle \overset{\rightarrow}{\Phi}\left( t \right),\overset{\rightarrow}{\Phi}\left( t + 1 \right) \right\rangle$ will be composed of long plateaus of high values close to one, punctuated by short transient dips. The set of the average values of $\overset{\rightarrow}{\Phi}\left( t \right)$ over each stable period will be the attractors.

Therefore, we calculated the inner product of successive prime eigenvectors. [Fig 12(a)](#pone.0231767.g012){ref-type="fig"} shows the inner product time series of an example trial. This figure indicates that the inner products tend to be either 0 or 1, and their distribution is shown in [Fig 12(b)](#pone.0231767.g012){ref-type="fig"}. The results shown in these figures are compatible with the noisy attractor dynamics we assumed in the Introduction section. To investigate further, we next investigated the correlations between all eigenvectors in the same time series to see if the attractor structure can be explicitly shown. [Fig 13](#pone.0231767.g013){ref-type="fig"} shows the inner product matrix of a time series segment of the trial in [Fig 12](#pone.0231767.g012){ref-type="fig"}, which shows a block structure. The blocks of high value suggest the prime eigenvectors with the similar directions, which can be seen as temporal clusters of the eigenvector trajectory.

![Time series of successive prime eigenvector inner product.\
(a) Example time series of successive prime eigenvector inner product. The figure shows the data from a single tracking trial in alpha band. (b) Distribution of successive prime eigenvector inner product (Tra, alpha band). It is obvious that the distribution follows a bimodal distribution with most of the event counts fall in 0 and 1.](pone.0231767.g012){#pone.0231767.g012}

![Inner product matrix of a short segment from the experimental trial shown in [Fig 12](#pone.0231767.g012){ref-type="fig"}.\
A segment (from 0 s to 3 s) of eigenvector time series was selected, and then inner product was calculated for every possible eigenvector pair in the segment so that each entry in the matrix is the inner product of the corresponding two eigenvectors. It can be observed from the figure that there is a block structure. Two plateaus of the successive eigenvectors inner product time series make a block of high value in the matrix. We can learn that each block refers to a temporal cluster, or an attractor in the eigenvector space. This structure suggests a natural state partition of the meta-stable states.](pone.0231767.g013){#pone.0231767.g013}

Remarkably, the high value blocks on the diagonal stand for the meta-stable states, which correspond to the plateaus of high values in the inner product time series. [Fig 13](#pone.0231767.g013){ref-type="fig"} proves that it would be possible to identify attractors in the prime eigenvector space experimentally. Learning the overall picture of the eigenvector evolution, let us revisit the time series of successive eigenvector inner product. As we assumed previously, $\left\langle \overset{\rightarrow}{\Phi}\left( m \right),\overset{\rightarrow}{\Phi}\left( n \right) \right\rangle \ll 1$ suggests a transit a transition between meta-stable states while $\left\langle \overset{\rightarrow}{\Phi}\left( m \right),\overset{\rightarrow}{\Phi}\left( n \right) \right\rangle \simeq 1$ can be viewed as holding the same state during that time window. Therefore, the number of event '0' in the inner product time series suggests the number of transitions happened in the state space.

In order to identify the transition from one state to another, we counted the events where the product of eigenvectors were \< 0.01 and \> 0.99 (which would be noted as 'Event 0' and 'Event 1' in the following texts) and estimated their frequencies, while events that \< 0.01 can be interpreted as the prime eigenvector transits between different states, and events that \> 0.99 stand for the situation where prime eigenvector stays in the same state. We performed significance tests (paired Wilcoxon signed rank test, *α* = 0.05) on the normalized frequency of the two events between different conditions, and the results are shown in [Fig 14](#pone.0231767.g014){ref-type="fig"}.

![Comparison of probability of events that *d* \< 0.01 (Event 0) and *d* \> 0.99 (Event 1), where d is the successive prime eigenvector inner product.\
The values which are more than 1.5 times the interquartile range from the box are marked with red + sign. The horizontal bar with star indicates the pair that is significantly different (paired Wilcoxon signed-rank test, *α* = 0.05). This result is highly consistent with the result of topological properties (Comparing to [Fig 9](#pone.0231767.g009){ref-type="fig"}).](pone.0231767.g014){#pone.0231767.g014}

Comparing with the topological properties shown in [Fig 9](#pone.0231767.g009){ref-type="fig"}, it can be seen that Tra-VO pair in the alpha (8-12Hz) and Tra-MO pair in the gamma (38-42) are significantly different in terms of both topological and dynamical properties. In the alpha band, frequency of Event 0 of VO trials is significantly smaller than that of Tra and MO trials, while the frequency of Event 1 of VO trials is significantly larger than the that of Tra and MO trials.

These results indicate that the prime eigenvector in VO condition has significantly less transitions than the prime eigenvector in Tra and MO condition in the alpha band. In the gamma band, it can be observed that the MO condition has significant larger Event 0 frequency and smaller Event 1 frequency than those of the Tra and VO conditions, which means that the prime eigenvector of MO condition has significantly more transitions than the other two conditions.

Discussion {#sec018}
==========

In this paper, we applied the eigenvector-based dynamical method to study the EEG functional connectivity network of visual-motor coordination. We first examined the dynamical network analysis method on the simulated network, whose result showed that this method successfully detected the change of the largest cluster in the network. By investigating the inner-product time series of the neural functional connectivity network, we discovered the meta-stable states structure of the network evolution in the EEG functional connectivity. We estimated the mean frequency of transitions between meta-stable states. By comparing the conditions with respect to the mean meta-stable state transition frequencies, we found that the VO condition in the alpha band had significantly smaller transition frequency between different meta-stable states than the other conditions. In the gamma band, it was also found that the MO condition had significant higher transition frequency than the other two conditions.

Interestingly, significant differences of the topological properties were also found between these conditions in the corresponding bands. We found that mean network density, mean efficiency, and mean cluster coefficient, were able to distinguish VO condition from the other conditions in the alpha band, as well as MO condition from the other conditions in the gamma band. The significantly differences of the functional connectivity networks found across different frequency bands of EEG, especially in alpha and gamma band, indicate that the visual-motor coordination involves information transmission in multiple frequencies. The results also suggest that the eigenvector-based dynamical method is able to distinguish different experimental conditions by revealing the dynamical differences of the network evolution.

[Fig 9](#pone.0231767.g009){ref-type="fig"} provides an overview of the topological properties differentiating between conditions within different frequency bands. In the alpha band (8-12Hz), the VO condition was significantly different from the other two conditions in all the topological properties, which indicates that the alpha band neural activity correlates to the motor control. In the gamma band (38-42Hz), the MO condition was significantly different from the other two conditions, in term of all topological properties as well, which indicates that the gamma band activity correlated to the visual processing and tracking behaviour. The spatial differences of the connections in the functional connectivity network between conditions were also found in both alpha and gamma band, which is shown in [Fig 11](#pone.0231767.g011){ref-type="fig"}. The beta band (18-22Hz and 26-30Hz) showed similar patterns of the topological properties as the alpha band, but no significant difference of the topological network structure was found (not shown).

By comparing the topological properties between the EEG functional connectivity and random networks, we showed that the EEG functional connectivity has a special topological structure which is different from random networks, which also implies that the topological properties are not only related to the network density. [Fig 9](#pone.0231767.g009){ref-type="fig"} shows that Tra condition had a lower density of connections in both frequency bands, while the VO condition in the alpha band and the MO condition in the gamma band had a higher connection density. If we consider the VO condition in the alpha band and the MO condition in the gamma band as two baseline conditions for the open visual-motor loop, we can conclude that the closing of the loop during tracking task, Tra, led to desynchronization in both frequency bands. This desynchronization could be related to ERD, which has been reported to be related to the motion control \[[@pone.0231767.ref038], [@pone.0231767.ref039]\]. During the continuous visual stimulus, a series of signals that were time-locked with different instants of visual stimulus were generated, but due to the nature of the continuous events, these signals were not synchronous with each other, which resulted in the desynchronization of EEG.

In this study, we found the inter-channel desynchronization, which may have resulted from the same mechanism: the real-time visual-motor coordination requires intensive communications to establish the fine control, and the neural signals of the communications could be asynchronous due to the random nature of disturbance. Therefore, the time averaged synchrony measurement showed lower value of synchrony.

In the gamma band (38-42Hz) in [Fig 11](#pone.0231767.g011){ref-type="fig"}, the MO showed different network structures and topological properties from the other two conditions. In order to interpret this difference, let us revisit the behaviour conditions. In the MO condition, participants were asked to perform a circular motion of the tracer while the target was not shown on the display. In the VO condition, participants were asked to passively watch a pre-recorded tracking trial with both target and tracer shown on the display. As the VO trials exhibited the exactly same visual input as Tra trials, we can conclude that the differences of functional connectivity structures between MO and the other conditions in the gamma band resulted from the different visual inputs from the display. There are two possible explanations of the gamma band neural activity.

One explanation is that participants applied different levels of attention on the moving objects which generated different gamma band connectivity networks. A number of studies have demonstrated that the visual attention is related to the gamma oscillation \[[@pone.0231767.ref040]--[@pone.0231767.ref042]\]. In the Tra and VO trials, multiple moving objects were shown on the display, which could be more likely to catch participant's attention than showing a single moving object which was under the control of participants.

Another possible explanation is that the different intentions of participants resulted in the differences of functional connectivity in the gamma band. As the participants watching both target and tracer, either with control (in Tra trials) or without control (in VO trials), participants would start to visually measure the distance of the two objects and activated the relative neural circuits. The gamma band functional connectivity features will be further studied in our future work.

From our analysis, we discovered the attractor structure in time domain of functional networks in the prime eigenvector space. As the scale of the eigenvector can always be normalized, its direction is the only property that carries information. So the inner product between two prime eigenvectors can measure the topological difference of the network from different instances. The inner product would have a high value if the network only had minor changes between the two instances, while major changes of the network structure would result in low inner product values. [Fig 13](#pone.0231767.g013){ref-type="fig"} gives a glance at the eigenvector trajectory, which shows many blocks of high values. These blocks are temporal clusters composed of prime eigenvectors with similar directions, which indicates that the network has similar topological structure at these instances. This block structure also suggests that the prime eigenvector trajectory follows a meta-stable dynamics, while the temporal clusters can be interpreted as attractors in the prime eigenvector space. The attractor structure provides a natural partition of the brain states. The continuous 1 series separated by 0 can be viewed as a series of meta-stable states separated by quick but infrequent transitions. The concept of defining state space on the brain signal analysis has been proposed a long time ago. Lehmann and his colleges have proposed the concept of EEG microstates, which is based on different EEG power spatial distribution patterns \[[@pone.0231767.ref016], [@pone.0231767.ref017]\]. There are also other methods based on the clustering of network topological properties \[[@pone.0231767.ref043], [@pone.0231767.ref044]\]. However, the prime eigenvector is a representation of the instantaneous network which preserves the majority of network structure, so it may provides a better way of defining brain signal state space.

By calculating the inner product between the successive prime eigenvectors (i.e., between neighbouring time windows), we can learn how much the network changes between successive instances, and characterize how smoothly the network evolves. As the distribution of inner product follows a bimodal distribution, our focus was on the two major events, corresponding to inner products equal to 1 and 0. Distribution with more Event 1 and fewer Event 0 means that the prime eigenvector has smaller probability to jump between attractors, which suggests that the network is more likely to preserve its structure during the evolution.

From the results ([Fig 14](#pone.0231767.g014){ref-type="fig"}), we learned that the VO condition had fewer transition events than the Tra and MO condition in the alpha band, while the MO had larger transition probability between the meta-stable states than that of the Tra and VO condition in the gamma band. It also shows that the network in the lower frequency bands always has lower transition frequency than the network in the high frequency bands. This observation could result from the fact that the phase-locking synchrony changes slower in the low frequency bands, which makes the functional connectivity based on the phase synchrony evolves slower as well.

In addition, it was interesting to find that the condition-pairs showing differences in eigenvector inner-product also showed differences in the topological properties. Comparing [Fig 14](#pone.0231767.g014){ref-type="fig"} with [Fig 9](#pone.0231767.g009){ref-type="fig"}, it can be found that trials with significantly different transition frequencies also had significantly different topological properties. This indicates correlations between the network dynamics and static properties of functional connectivity.

The idea of studying the network evolution by the prime eigenvector analysis has been applied before \[[@pone.0231767.ref045]\]. Cabral et. al. discovered the states transitions in the rest functional connectivity of fMRI signal by similar prime eigenvector representation of the network \[[@pone.0231767.ref046]\], and showed that the state transitions are related to the cognitive performance of older adults. However, to our knowledge, this is the first study that applied the prime eigenvector method on the EEG dataset, and demonstrates the relation between the meta-stable states of EEG functional connectivity and the visual-motion coordination of human. There are also a number of differences between their techniques and ours. In the paper of Cabral et. al. \[[@pone.0231767.ref046]\], they used cosine of phase difference as the phase-locking measurement, which can only detect in-phase and anti-phase synchrony.

In our study, we applied Euclidean distance of angular speed vector to measure the phase synchrony by which any constant phase lag would be recognised as phase-locking. As we discussed in the Method section, the angular speed difference could be more sensitive than the phase coherence in some cases, and the property of the Euclidean distance is able to prevent certain type of miss-recognition of synchrony event.

Furthermore, the inner product time series analysis used in this study could be potentially applied on the online processing of Brain Computer Interface (BCI) \[[@pone.0231767.ref047], [@pone.0231767.ref048]\] as a monitoring method to detect meta-stable states. BCI is a system, for example, which can capture brain signals to assist subjects who have movement or communication disability. Therefore, it requires an online brain signal analysis method. While Cabral's work \[[@pone.0231767.ref046]\] studied each and every eigenvector of network snapshot through the whole time scale, by focusing on the transitions on the diagonal our technique can be easily adopted as an online processing method. In [Fig 15](#pone.0231767.g015){ref-type="fig"} we showed the accumulated event frequency time series of the three experimental conditions, demonstrating the online-adopted analysis. This figure shows that the three conditions follows the same quantitative relations as the statistical results shown in [Fig 14](#pone.0231767.g014){ref-type="fig"}, which could be used to identify different visual-motor states.

![Accumulated event frequency time series of 3 random selected trials with different experimental conditions.\
(a) Accumulated Event 0 frequency; (b) Accumulated Event 1 frequency. All the 3 trials are selected from the alpha band and the same participant (ID = dx). The accumulated Event 0 frequency in the VO condition is smaller than the other two conditions, and its Event 1 accumulated frequency is larger than the other two conditions, which is identical with the statistical results shown in [Fig 14](#pone.0231767.g014){ref-type="fig"}.](pone.0231767.g015){#pone.0231767.g015}

Conclusion {#sec019}
==========

In this study, we applied the eigenvector-based dynamical network analysis method on the EEG functional connectivity, and successfully distinguished different conditions in visual-motor coordination by studying their meta-stable states dynamics. The dynamical method based on eigenvectors was first tested with simulated phase-locking networks, and the results showed that the inner product time series was able to characterize the member changes of clusters in the network. Second, our dynamical method was applied on the EEG data sets of a visual-motor behavioural experiment. Both standard topological analysis and our dynamical method were able to distinguish different experimental conditions. In the alpha band, all the three topological properties (mean network density, mean cluster coefficient, and mean efficiency) were found significantly different between the Tra and VO condition, which indicates that the alpha band connectivity was related to the motion control part of the visual-motor coordination. In the gamma band, all the topological properties showed significant difference between the Tra and MO condition, which may imply that gamma band functional connectivity was related to visual input processing and the intention of tracking.

With the eigenvector-based dynamical analysis, we demonstrated the existence of a meta-stable states structure underlying the network dynamics, and could inspect the instantaneous transition of the prime eigenvector between different attractors. We found that the transition frequencies of the prime eigenvector were different across different experimental conditions. In the alpha band, the transition of prime eigenvectors were less often when participants were not involved with motor coordination, while the gamma band showed more frequent transition between different attractors, when participants performed the MO trials in which they observed the tracer, but were not engaged with any tracking process.

Our results showed that in the alpha and gamma band, the transition frequency of prime eigenvector between different meta-stable states could distinguish the characteristics of participant behavioural conditions as well as static topological properties. Thus, our results imply that there should be a significant correlation between the static and dynamical properties in the functional connectivity.

This study gives rise to new questions. Currently, the dynamical analysis method could only monitor dynamics of the largest cluster in the network using the prime eigenvector. In future works, we will study the other eigenvectors, and monitor evolution of minor clusters in the network. Also, we will further explore the attractor structure in prime eigenvector space, identify individual attractors, and reconstruct a full picture of the meta-stable state space.

Supporting information {#sec020}
======================

###### Parameter sweep of threshold.

In the Supplementary Information, we performed systematic analysis for a range of threshold to define functional connectivities in the alpha and gamma band.

(PDF)

###### 

Click here for additional data file.
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Reviewer \#2: In this paper, Li and colleagues present a method to infer dynamical

transitions in network connectivity, and apply it to simulated and experimental

data. In simulation, the proposed method is able to detect changes in coupling

between the simulated oscillators. In a visuomotor experiment involving a

simple tracking task, the method detects some differences between tracking,

motor-only, and visual-only conditions. While my expertise is not on motor

neuroscience, and I am therefore unable to put these results into a specialised

neuroscientific context, I am confident in my assessment of the statistical and

computational aspects of the work.

The paper is interesting, and the method seems to work well in simulation.

However, I have three major concerns: (1) The experimental paradigm used is not

suitable to evaluate the proposed method; (2) the proposed method (or very

similar variants of it) have been presented before in the literature; and (3)

key elements of the technical description in the paper are ambiguous or

misleading, in a way that casts doubt on the interpretation of the results.

These concerns, in addition to a few minor comments and suggestions for

improvement, are described in more detail below.

\#\# Major concerns

1\) Fundamentally, the experimental paradigm used is an ill-suited application

of the proposed method. The method is presented as a technique to detect

dynamical transitions in network synchronisation, but \*there are no transitions

in the experimental paradigm\*. Subjects are instructed to track a target in

continuous circular motion \-- what kind of transition do we expect to see here?

The choice of experimental paradigm is odd and, if the authors had any

particular hypothesis for investigating synchronisation transitions in this

setting, it should be clearly stated. The paper would make a much stronger case

if the key results related to the proposed method (that there are some

differences in transition frequencies between TRA, MO, and VO) were more

adequately interpreted and put into context.

While the method is interesting and potentially useful, I fail to see how it

reveals any neural signature of visuomotor coordination in the context of this

particular experimental paradigm. Describing precisely what the underlying

hypothesis about brain function was, and how the method sheds light on that

hypothesis, would make the paper much more accessible to the neuroscience

community.

2\) Using eigenvectors to find structure in networks in a well-known field of

research. More than 10 years ago, it was already explored in the work of Newman

\[1\] and many other network scientists. More recently, and more directly

relevant to this paper, this technique was applied by Cabral and colleagues \[2\]

to the analysis of dynamical connectivity of fMRI data. Cabral\'s method is

virtually identical to the one presented here: compute the phase of the Hilbert

transform of each channel, compute some form of functional connectivity (phase

coherence in Cabral\'s work, pseudo-PLV here), and take the inner product

between leading eigenvectors of these time-varying connectivity matrices.

The authors need to make clear what the novel elements of their method are, and

cite the relevant literature. If there are any new elements in the proposed

method, they should be clearly stated, and the benefits of introducing them

should be assessed. If there aren\'t, the authors should spend less space

explaining the method and simply refer to the literature.

3\) There are four major statistical or analysis errors that cast doubt on the

validity of the results. They are listed here in no particular order:

\- The study claims to study synchronisation in 8 Hz oscillations using a window

of 40ms. \*That is less than a third of a single period\* of the oscillation,

so phase-locking values are likely to have a very strong bias. This is also

an issue (although less dramatic) for the other frequency bands. The authors

should take this bias into account for their analyses, as well as investigate

(and report) the effect of different window sizes.

\- The results of the topological analysis in Fig. 8 do not seem properly

controlled. Naturally, a denser network will have both a higher clustering

coefficient and shorter path lengths \-- not necessarily because of

fundamentally different properties of the network-generating process, but

\*simply because the network is denser\*. To make the findings interpretable

and unambiguous, the results for clustering coefficient and efficiency should

be compared against suitable null models (for example, random Erdos-Renyi

networks of the same density). Also, there is no mention whatsoever of

corrections for multiple comparisons, which need to be applied when

conducting an analysis on several measures in several frequency bands.

\- In line 281, the authors say that the matrix was binarised \"with a

visual-based threshold.\" I can\'t emphasise enough how important the

consequences of this threshold choice are. There is also an extensive

literature on the impact of such choices, see for example Ref. \[4\] among many

others. If thresholding is absolutely necessary, then authors should conduct

extensive parameter sweeps and controls to ensure that the results are

genuine and not an artefact of the \"visual-based threshold.\"

\- The quantity in Eq. (4) is not an actual phase-locking value. The PLV is

related to the average difference between the phases (as correctly described

in Eq. (1)), while Eq. (4) i) takes the difference between complex

exponentials instead of raw phases, and ii) takes the square of these

differences for each timestep. Both of these could dramatically change the

behaviour of the measure. Why not simply take the actual PLV, using the

standard formula?

PLV(m,n) = (1/T) \| \\\\sum\_{t=1}\^T e\^{i (\\\\phi\_{m,t} - \\\\phi\_{n,t}) } \|

This would make the paper\'s results much easier to interpret, and it would be

much less confusing for readers. The dynamical connectivity matrix can be

defined using the same sliding window method that is currently used, and the

method should be just as applicable.

\#\# Minor comments

\- Overall, the language in the paper is understandable and gets the point

across, but the paper could substantially benefit from some more thorough

language editing. Text is excessively verbose, and it takes the reader a

long time to get through simple concepts. There are occasional typos and

misused articles.

\- I recommend the term \"prime eigenvector\" introduced by the authors is

replaced by the standard nomenclature of \"leading eigenvector.\"

\- The details of the simulations could be more clearly specified. For example

the coefficients a\_{m,n} or the initial angular velocities \\\\dot{\\\\phi}\_{n,0}

are not specified. Also, given that this is a non-standard model, it would

be very informative for the reader to see some time series of the phases

themselves to build a better mental image of the system. Alternatively, the

authors could use a more well-known oscillator model, such as coupled

Kuramoto oscillators. For example, one particularly attractive domain of

application would be metastable chimera states \[4\].

\- In the discussion of analysis results in line 564, what does it mean for \"the

frequencies of 0 event and 1 event\" to be \"highly consistent with the

topological properties\"? The topological properties make no statement about

network dynamics, and no null model or hypothesis is presented to compare

those two.

\- Regarding the financial disclosure: please write, as indicated in the

submission guidelines, \"The authors received no specific funding for this

work.\"

\- The quality of the figures could be substantially improved. They are very

clearly the default Matlab settings, which are not of publication quality.

There are also a few particular issues in some figures, for example: in Figs.

3 and 4, it is very confusing that the X-axis for two subplots is time, but

in the third plot it is entry index; Fig. 7 has a continuous colour bar but

discrete values; Fig. 9 has tiny fonts and no subfigure labelling.

\- Given that PLoS ONE does not apply any copyediting to the paper, the authors

should spend significant effort on it (for example, positioning of figures

5,6,8, font sizes in figures 9,10).
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\[2\] Cabral, J., Vidaurre, D., Marques, P. et al. Cognitive performance in healthy

older adults relates to spontaneous switching between states of functional

connectivity during rest. Sci Rep 7, 5135 (2017) doi:10.1038/s41598-017-05425-7
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comments. I appreciate that most of the comments have been resolved, in

particular those regarding font sizes in the figures, simulation and analysis

details, and relation to prior work. While the eigenvector method itself is not

fully novel (and, accordingly, it is not presented as such in the paper), the

analyses of simulated and real data seem valid and worthy of publication.

I have one particular remaining comment about the threshold: in the revised

manuscript, the authors describe how they chose their visual-based threshold.

This is useful, although it does not in any way address my earlier comment of

how sensitive the results can be to this choice (and no parameter sweep was

carried out). This could potentially have a big impact in the results (for

example, in the example in Fig. 1 a slightly higher threshold could mean P1 and

PZ remain \"phase-locked\" for the entire duration of the example).
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hinder the authors\' credibility. I would still recommend the authors perform

a parameter sweep and check the results hold for a broad range of thresholds,

perhaps including these results as supplementary material.
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