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DEFINITION
Probability smoothing is a language modeling technique that assigns some non-zero probability to events that
were unseen in the training data. This has the effect that the probability mass is divided over more events, hence
the probability distribution becomes more smooth.
MAIN TEXT
Smoothing overcomes the so-called sparse data problem, that is, many events that are plausible in reality are not
found in the data used to estimate probabilities. When using maximum likelihood estimates, unseen events are
assigned zero probability. In case of information retrieval, most events are unseen in the data, even if simple
unigram language models are used (see N-GRAM MODELS): Documents are relatively short (say on average
several hundreds of words), whereas the vocabulary is typically big (maybe millions of words), so the vast majority
of words does not occur in the document. A small document about “information retrieval” might not mention the
word “search”, but that does not mean it is not relevant to the query “text search”. The sparse data problem is
the reason that it is hard for information retrieval systems to obtain high recall values without degrading values
for precision, and smoothing is a means to increase recall (possibly degrading precision in the process). Many
approaches to smoothing are proposed in the field of automatic speech recognition [1]. A smoothing method
may be as simple so-called Laplace smoothing, which adds an extra count to every possible word. The following
equations show respectively (8) the unsmoothed, or maximum likelihood estimate, (9) Laplace smoothing, (10)
Linear interpolation smoothing, and (11) Dirichlet smoothing [3]:
PML(T = t|D=d) = tf (t, d) /
�
t′
tf (t′, d)(8)
PLP (T = t|D=d) = (tf (t, d) + 1) /
�
t′
(tf (t′, d) + 1)(9)
PLI (T = t|D=d) = λPML(T = t|D=d) + (1−λ)PML(T = t|C)(10)
PDi(T = t|D=d) = (tf (t, d) + µPML(T = t|C)) / ((
�
t′
tf (t′, d)) + µ)(11)
Here, tf (t, d) is the frequency of occurrence of the term t in the document d, and PML(T |C) is the probability
of a term occurring in the entire collection C. Both linear interpolation smoothing (see also the entry
LANGUAGE MODELS) and Dirichlet smoothing assign a probability proportional to the term occurrence in
the collection to unseen terms. Here, λ (0 < λ < 1) and µ (µ > 0) are unknown parameters that should be
tuned to optimize retrieval effectiveness. Linear interpolation smoothing has the same effect on all documents,
whereas Dirichlet smoothing has a relatively big effect on small documents, but a relatively small effect on bigger
documents. Many smoothed estimators used for language models in information retrieval (including Laplace and
Dirichlet smoothing) are approximations to the Bayesian predictive distribution [2].
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