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Abstract

Strip thickness, a key quality variable in rolling process, must be controlled to with
narrow tolerance to meet the increasingly commercial demand for more accurate and
consistent dimensional requirements. Therefore, a great variety of automatic gauge
control systems have been introduced to rolling process since the mid-fifties, among

which, the gaugemeter control plays an essential and critical role, since all other ga
controls are normally applied in conjunction with the gaugemeter control to obtain
accurate quality.

The gaugemeter control has been successfully applied in industry to satisfy the thickn

requirements to a certain extent, particularly when it is implemented in combination w

other controls. However, the competitive markets request so ever-increasingly stringen

thickness quality that the conventional gaugemeter control can not catch up. This is d

to the fact that the conventional gaugemeter control is based on linear models whereas

rolling is so complex that it can not be described as a linear process with a satisfie
accuracy.

This study proposes an intelligent control by using neural networks and fuzzy systems
improve the thickness control performance. Back-Propagation (BP) neural networks are

investigated and applied to model the non-linear relationship between roll gap, rollin

force and exit thickness, which replaces the linear gaugemeter equation employed in th

iv
gaugemeter control. Meanwhile, a newly adaptive fuzzy controller is developed to

produce control signals. This fuzzy controller dynamically approximates the relationshi

between the exit thickness error and the required roll gap adjustment control signal by

adapting itself based on the evaluation of its previous control performance, rather tha
requiring accurate values of mill elastic modulus and material plastic modulus.

A computer simulation based on a dynamic mathematical model of rolling process

verifies the feasibility of this neurofiizzy control scheme. The simulation also confir

that an application of neural networks and fuzzy systems to a rolling process is feasib

extended ways by investigating an integral neural control and an integral fuzzy control

The neurofiizzy control is developed on an experimental rolling mill to embody a real-

time application, which is fully implemented in C/C++ Language. To provide an intuitive
input and output interface for this system, an interactive graphical user interface is
developed.

Experiments are conducted to test the neurofiizzy control and to compare its
performance with the gaugemeter control. Experiments with the gaugemeter control
confirm that the control performance is improved as the compensation coefficient C
increases, but over-compensation will occur when C = 1.0, which might result in an
unstable control. Experiments with the neurofiizzy control indicate that this control

scheme improves strip quality significantly in terms of exit thickness standard deviati
compared with the gaugemeter control. From the experimental results with different
values to adaptation coefficient for the adaptive fuzzy controller, the following
conclusions are obtained.

V

• The neural model possesses the non-linear capability to estimate exit
thickness more accurately.

• The adaptive fuzzy controller successfully determines the relationship
between the exit thickness error and required roll gap adjustment by adapting
itself to produce an accurate control signal.

The above two mechanisms are beneficial to the improvement of thickness control.
Therefore, combining them, the neurofuzzy control is an improved control scheme which
is demonstrated both by theory and experiments.
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Chapter 1 Introduction

Chapter 1
Introduction

1.1

IMPORTANCE OF THIS RESEARCH PROJECT AND ITS MAIN

OBJECTIVE

Steel is widely used in most fields of our life. More than ninety percent of steel m
through rolling processes before shipment to customers or further processed. Rolled

steel products consist of plate, strip, bar, rod and wire, etc. To achieve high qual

products in the present competitive market, strip thickness, a key process variable
be limited to within a narrow tolerance by a dimensional control.

Significant developments have been achieved in thickness control, or gauge control f

both hot rolling and cold rolling in the last 30 years, when great advances of compu
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technology and control theory have been made. But the nature of rolling is so complex,
with many basic parameters not fully understood, that further stringent quality
requirements are difficult to achieve by current conventional control technologies.

Coupled with increased complexity and stringent performance requirements, the drive fo
automation and inherently in-built intelligence in manufacturing requires more

sophisticated control systems. These so-called intelligent controllers have the capac

cope with ill-defined, complex dynamics, and deal with non-linear relationships over a
wide range of control plants. Intelligent controllers are adaptive or self-organizing
controllers that automatically learn by interacting with their environments based on
experiential evidence.

Relevant to Intelligent Control (IC), current developments in connectionist and lingu

based learning systems offer potential opportunities for radical innovation in control
system design and management. Neural Networks (NNs) are developed in connectionist
systems to emulate the human brain's neuron-synaptic mechanisms that store, learn and

retrieve information on a purely experiential basis, while Fuzzy Logic (FL) is develop
to emulate human reasoning, using linguistic expressions.

Currently there are two strands of researchers: those who develop neurofuzzy algorithm
that model the human brain's reasoning and learning capability, and those who derive
neurofuzzy algorithms for specialized applications such as dynamic modelling, pattern
recognition and control [Brown and Harris, 1994]. Following the second strand, the

author of this thesis has developed a particular intelligent control system with neur
algorithms.
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The main objective of this research w a s to develop a neurofuzzy system to control strip

thickness in an experimental rolling mill. This application to a real-time rolling pro
has been successful and it shows the potential of the intelligent control in rolling
for industrial applications.

1.2 OVERVIEW OF THIS STUDY

The intelligent control system for strip thickness in this study is composed of a neur
model and an adaptive fuzzy controller. The neural network is used to model rolling

process and estimate exit thickness; and the adaptive fuzzy controller is developed to
produce control signals to the rolling mill.

As a first step, the neurofiizzy control structure and algorithms are derived for stri
thickness, based on the investigation of rolling theory and gauge control, and a
theoretical approach on neural networks and fuzzy logic systems.

Neural networks are developed to estimate exit width for flat rolling, and tested by

industrial data, which indicates that neural networks provide an advantageous alternat
system to traditional regression models.

To verify the feasibility of intelligent controls with neural networks and fuzzy syst
the strip thickness, a computer simulation is first conducted, which is then followed
implementation of real-time control systems.
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The intelligent control scheme and the algorithms for the neural modelling and the fuzzy
controller are implemented by C/C++ programming. To simplify the input information
form, and present mtuitive rolling results to rolling mill operators, an interactive
Graphical User Interface (GUI) for the system is developed.

Finally, experiments are undertaken to test the intelligent control system. The

experimental results not only prove the feasibility of the neurofuzzy control applicat
to the rolling process, but also indicate that the neurofuzzy control can improve the
thickness in terms of standard deviation, compared with conventional control schemes.

1.3 SCOPE OF THE THESIS

This thesis deals with developing an intelligent control for rolling process. The rese

is to apply artificial intelligence to model the rolling process by using neural networ
and fuzzy systems. Neural network models are utilized to estimate strip exit thickness
and width, and an adaptive controller is developed to dynamically approximate the
relationships between exit thickness error and the roll gap adjustment for producing

control signal. The rolling mill roll gap control system and its parameter optimizatio
beyond the scope of this research, although the performance of roll gap control system
tested in this study for the real-time implementation of the intelligent control.
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ORGANIZATION OF THE THESIS

The thesis is organised into eight chapters which are detailed as follow:

The importance of this research project and its main objective are described in Chapter

This chapter also outlines the thesis scope and summarises the major contributions made
in this study.

In Chapter 2, rolling technology is introduced briefly and the strip thickness control,
gauge control, is reviewed and discussed in detail as this is the theme of this study,

the aimed research object is to develop an integrated intelligent control system for st
thickness.

Chapter 3 surveys the literature regarding existing applications of the artificial int

control, particularly the neural control and the fuzzy control. The survey focuses on t
applications to rolling technology.

The theory of the adaptive neurofuzzy control is developed within Chapter 4. In this
chapter, the intelligent control structure is depicted first, then the neural network

is reviewed and a neural model for rolling process is constructed. Since the most popul

neural network, BP network, is utilized for the modelling, its principles and algorithm
are discussed. Neural network models are developed for both strip exit thickness and
width estimation and subsequently applications of neural networks to width estimation
with industrial data are carried out. Afterwards the fuzzy theory is explained and an
adaptive fuzzy controller for strip thickness in rolling is developed.
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In Chapter 5, a computer simulation is conducted to verify the feasibility of the adaptive
neurofuzzy control developed in Chapter 4, providing a methodology foundation for the

real-time control. An integral neural control and an integral fuzzy control is develop

•and tested by the computer simulation to extend the investigation of neural network a
fuzzy system applications to the gauge control.

Chapter 6 describes the implementation of a real-time intelligent control system for

rolling process. This implementation includes instrumentation selection and calibrati
software environment selection, and programming. The programming for the
implementation is emphasised, in which the system composition, the control logic, and

coding for the algorithms of the neural modelling and the fuzzy controller are include

The programming implementation also includes the intuitive Graphical User Interface. I

this chapter, the experimental rolling mill which is being controlled by the intellige
system and its closed loop hydraulic roll gap control system is also introduced.

Experiments on the experimental rolling mill are carried out in Chapter 7. First the

hydraulic roll gap control system is tested and analysed for its performance. Then ro

tests are conducted to obtain some parameters of the rolling mill and testing material
Finally, extensive experiments are conducted to compare the performance of the
neurofuzzy control with that of the conventional gaugemeter control.

The last chapter, Chapter 8, concludes the thesis by summarizing the research

undertaken and results achieved. Important issues to be considered in future research
also highlighted in the end.
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SUMMARY OF CONTRIBUTIONS

A real-time intelligent system for strip thickness control has been established for an
experimental rolling mill with this study. The contribution in this research can be
summarised as follows:

• This is the first application of the neurofuzzy control that is implemented to a real
time rolling process for the gauge control. This successful application provides a
practical methodology for industrial applications in rolling technology.

• Neural networks are utilized to model the non-linear relationships between the roll

gap, the rolling force and the exit thickness, replacing the linear gaugemeter equation
in the conventional gaugemeter control.

• A dynamically adapting fuzzy controller is developed to produce roll gap adjustment

signal. The fuzzy controller adapts itself to approximate the relationships between the
exit thickness error and the required roll gap adjustment without a knowledge of mill
elastic modulus and material plastic modulus.

• Neural networks are applied for exit width estimation in flat rolling, which are more
accurate than the regression models used in industrial practices.

• Neurofuzzy control has been conducted by a computer simulation, which provides a
new methodology for the real-time rolling mill control.
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A n integral neural control and an integral fuzzy control has been developed and

tested by a computer simulation, which extends the investigation of neural and fuzzy
applications to the strip thickness control.

• A real-time integrated intelligent control system with a neural model and an adapti
fuzzy controller has been developed for an experimental rolling mill, which is fully
implemented in C/C++ language.

• Experiments have been conducted on the Hille Experimental Rolling Mill to test the
intelligent control, and compare its performance in thickness accuracy with
conventional gaugemeter control.

• An interactive graphical user interface has been developed to provide intuitive inp

and output interface for operators. This user interface consists of a series of input
panels, confirmation panels, message panels, and display panels.
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Chapter 2
Rolling Technology and Gauge Control

2.1

INTRODUCTION

Rolling is a dominant metal forming process to obtain near-finished steel products.
most important feature of rolling is that it can not only yield great dimensional

deformation, but also go through microstructure change and obtain desired mechanical

properties. As only the dimensional deformation is considered within this research,

rolling theory and quality control on this aspect will be discussed in this chapter.

Although the rolling technology and quality control with dimensional deformation is

covered in this chapter, the gauge control is focused, as it is the object of this s
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Rolling theory is firstly presented as the theoretical basis. Quality control for rolling
products will be addressed afterwards.

2.2 ROLLING THEORY

Rolling is a process in which a piece of metal such as steel, durninium etc. is sq
between two rotating rolls into a specific desired shape, particularly, a thinner
with a desired thickness as shown in Figure 2.1.

Figure 2.1 Three-dimensional Perspective of Strip Rolling Process

Rolling can be carried out at either high temperature, or normal temperature. The
one is referred to as hot rolling, which involves large thickness reduction. Hot
performed at high temperature 1000-1200°C, when the steel is "soft" with low

deformation resistance. The latter one is referred to as cold rolling, normally p
very thin strips, which will be discussed in detail here.
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2.2.1 Rolling Geometry

In rolling process, the metal goes through the work rolls and is deformed by the ro

pressure. When rolled, the material has plastic deformation in three dimensions, as
in Figure 2.1, so that the material thickness is reduced from H (mm) to h (mm), by

ratio ij = h/ H, which is called draft coefficient. The material width changes from

(mm) to b (mm), with a spread coefficient f$=b IB. The material length increases fr

L (mm) to / (mm), with an elongation coefficient A, -11L. The constant mass flow is
given by

HB -L = h-b-l (2-1)

The reduction y is defined as

H h

~

Y=
1

2.2.2

n ^
(2_2)

H

Material Resistance

As two work rolls plastically deform the metaL there exists a resistance to deform
of the rolled material. The resistance of the material without tension is usually
determined as

".'j3 0009 03256065 3

P-3)
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ac = resistance to deformation (N/mm 2 )

/ = rolling force (N)
Fe = projected area of contact between roll and material (mm2).

The rolling force can be determined if the distribution of pressure px in the def
zone (Figures 2.2 and 2.3) is known.

f = Bm-fcpxdx = Bm-[R-ped0

where

Bm = mean width of material ( m m )

px = normal pressure at distance x from the exit plane (N/mm2)
p0 = normal pressure at the roll angle 9 (N/mm 2 )
Le = projected arc of contact between roll and material (mm).
a = roll bite angle (rad).

Figure 2.2 Distribution of Normal Pressure and Rolling Force

(2-4)
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H

Figure 2.3 Parameters of Deformation Zone

Both entry and exit strip tensions can reduce the rolling force. Therefore, in order

correctly determine the resistance to deformation of the material rolled with tension
Equation (2-3) should be modified as follows [Ginzburg, 1989]:

°-c ="£ + (&«•*+A<>*) (2"5)

where crH, crh = entry and exit strip tension respectively (N/mm)
PH, P, = coefficients for entry and exit strip tension respectively.

There are many factors affecting the resistance to deformation in rolling. The main
parameters include:

• material chemical composition,
• material metallurgical characteristics,
• material temperature,
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• geometry of the deformation zone,
• friction in the deformation zone,
• material work hardening prior to the rolling pass under consideration, and
• strain rate of deformation.

The present state of the art in rolling theory does not allow one to derive a
comprehensive analytical relationship between the resistance to deformation and the
parameters listed above. Practical solutions to the problem are based on empirical
approaches which include [Ginzburg, 1989]:

• laboratory non-rolling tests such as tension, compression and torsion tests,
• tests on laboratory small scale rolling mills, and
• tests on full scale rolling mills.

There are many methods of calculating the resistance to deformation used for differe
rolling conditions. They are given by Sykes [1913], Ekelund [1933], Siebel [1941],
Orowan and Pascoe [1946], Sims [1954], Ride [1960], Green and Wallace [1962], Ford
and Alexander [1963], Schultz and Smith [1965], Tselikov [1967], Wusatowski [1969],
Denton and Crane [1972], Yokoi et al [1981], SKF [SKF*], Ginzburg [1985], etc.

2.2.3 Rolling Force and Torque

With numerous resistance calculating methods, there are many formulae to calculate

rolling force and torque. However, the general equation is normally used to calcula
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rolling force for flat products on smooth roll barrels of equal diameter. The gen

equation is based primarily on the assumption [Roberts, 1965] that where deformat

occurs in the roll bite, the rolling pressure is equal to the resultant resistanc
deformation of the material being rolled. Under these circumstances, the rolling

merely the product of the projected area of contact and rolling pressure. Thus th
force is given by

f = crc-Fe=ac-Bm-Le (2-6)

In the presence of strip tension, Equation (2-6) is written as

f = K •(*, -f3H<jH -J3hcrhyjR-AH (2-7)

where R = radius of work rolls (mm)
AH= absolute reduction (AH= H-h) (mm).

The rolling torque is equal to the total torque required to drive both rolls. Whe
rolls of equal diameter are used, the general equation for the rolling torque is

T = 2-f-a (2-8)

where T = rolling torque ( N • mm)
a = level arm (mm) as shown in Figure 2.2.

The lever arm a is usually expressed as a fraction of the projected arc of contac
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(2-9)

where m = lever arm coefficient.

Defining the lever arm coefficient presents the most difficult part in the c

roll torque. From Equations (2-8) and (2-9), the lever arm coefficient is equ

T
m =

(2-10)
2-f-L.

Formulae for force and torque in hot rolling include Sims' Formulae [1954], C
McCrum's Formulae [1958], Wright and Hope's Formulae [1975], Ford-Alexander's
Formulae [1963], Denton-Crane's Formulae [1972] and Green-Wallace's Formulae
[1962].

In hot rolling, resistance to deformation depends mainly on temperature of t

material and its roll bite geometry. However, the principal parameters affec

resistance to deformation in cold rolling are work-hardening and friction in

contact zone. Roll flattening plays a much more important role in cold rolli

higher resistance to deformation. Also the effect of strip tension becomes mo

substantial as cold rolling is conducted with greater specific tensions in c
those in hot rolling. These and some other features of cold rolling process

taken into consideration to a different degree in the methods for calculatin

and torque. Wusatowski [1969] proposed a method for cold rolling by determin

resistance to deformation from the work-hardening curves. A method for rolli

calculation taking into account the effect of strip tension and work-hardeni
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proposed by S K F [SKF*]. Bland and Ford's general solution [Bland and Ford, 1948] for

rolling force and toque is based on Orowan's general theory of rolling [Orowan, 1943]

considering friction, tension and material yield stress variation in the arc of conta
Graphical methods for calculating rolling force and torque based on Bland and Ford's
general solution was proposed by Ford et al. [1951], using a constant mean value of
yield stress along the roll gap, and assuming that the mean yield stress in a plane

constant along the roll gap. Based on a simplified analysis of deformation during ro

with dry slipping friction, Stone [1953] developed a method for calculation of rollin

force and torque considering the effect of tension and flattening. Roberts [1978] has

derived empirical equations for rolling force and torque calculation in temper rollin
based on experimental data. Alexander has written a Fortran program from Orowan's
formulation which solves Von Karman's equation for rolling force [Alexander et al,
1987].

Fleck et al. [1987, 1992] have derived an accurate model for rolling thin strip where

both the plastic deformation in the strip and the elastic deformation in the roll are

realistically accounted for. Yuen et al. extended this model for a non-constant yield

stress, which occurs due to work hardening and temperature variation in the roll bite
[Dixon and Yuen, 1995], proposed a new approach in modelling the temper rolling

process [Yuen era/., 1995]. Pauskar etal. [1997] developed a microstructure dependent
flow stress model for the accurate prediction of rolling force using finite element

Following is a brief description of a simplified theory developed by Roberts [1965],
which is used for the computation of the mill loads in rolling of steel strip using

18
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coefficients offrictionobtained in the laboratory. With this theory, the rolling force is
given by the expression

f = crc-B

where

DHy

\fD £2pDf(2-r)
+£
E + 2EH(l-y)

(2-11)

D = diameter of work rolls ( m m )

s = dimensionless constant of value 1.08
E = elastic modulus of the work rolls (N/mm2)
p = effective coefficient of friction in the bite.

In the bracket of Equation (2-11), the first term is the length of contact for the cas

perfectly rigid roll, the second term represents the lengthening of contact due to rol

elastic flattening, and the third term accounts for the increased rolling force due t
friction by the mathematical conception of an increased length of contact.

In the absence of tensions and without any reduction being taken, the resistance to

deformation of a material subjected to plane strain is 1.15 times the tensile yield s
a (N/mm2); namely,

(Tc =1.150-,

(2-12)

During the rolling of most metals, work-hardening occurs, so that in the absence of strip

tensions the resistance to deformation of the material increases progressively from t

entry to exit plane in the roll bite in accordance with the stress-strain curve. For t
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purpose of simplification, it is assumed that, for tensionless rolling, the "average'
resistance corresponds to half the reduction taken during the rolling pass, i.e.

cr,. =1.15cr
•HO-/2)

Considering the effect of tensile stresses aH

(2-13)

and ah resulted from entry and exit

tensions, in the reduction range of 20% to 50%, the resistance to deformation crc in th
roll bite is given by

a. =1.15crv
c

y^m

Off + 0*0-/)
(2-Y)

(2-14)

which is based on a simplification that an average tensile stress is the "average" tensile
force exerted o n the strip divided by "average" thickness of the strip.

The torque exerted by each spindle without considering bearing losses is

m

DH

°C

°H-ah
Y 1+- +
V

(2-15)

"e J

It is worth noting that Equations (2-11, 12, 13, 14 and 15) are based o n several
simplified assumptions. They can be used in the design of new rolling mills and
determination of rolling capability limits of existing mills, or used to determine the

coefficient of friction in the roll bite and the compressive yield strength of the str
actual rolling conditions. The accuracy of these equations can not satisfy the
requirements of real time control. In general, the rolling force can be represented as
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function of work roll diameter, strip width, material chemical composition, metallurgical

characteristics, temperature, friction, work hardening, strain, strain rate, reduction,
and exit tensions, etc., which can not be determined by present rolling theory in a

comprehensive analytical equation. Therefore, in practice, the rolling force is measured
by load cells for real-time control.

2.3 GAUGE CONTROL

2.3.1 Dimensional Control in Strip Rolling

Dimensional control is one aspect of the quality control in rolling, while the other as

is mechanical properties control. Dimensional control for section rolling depends on the
specific section shape, while dimensional control for strip and slab mainly includes
thickness control (or gauge control), width control, shape and flatness control.

During rolling process, there exists a width spread as thickness is being decreased. The

spread coefficient /?= b IB is affected by many factors such as material entry thickness
reduction, friction, etc. The width control is implemented by a roughing edger with two

vertical rolls for rough rolling [Yao, 1996, Luo, 1996], or by adjusting the neighboring
inter stands' tensions for tandem continuous rolling [Nakai, 1991].

Shape is defined as the lateral thickness change of rolled strips; it is represented by

cross-width profile. Flatness is the flat view of the strips. The typical defects of fl
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are edge wave and central buckle. The shape andflatnessof rolled strips depend on the
following factors [Yao, 1996]:

• elastic bending of work rolls,
• thermal expansion of work rolls,
• roll wear,
• elastic flattening of rolls, and
• original roll shape.

Corresponding to these factors, the following systems are equipped to control the sh
and flatness [Yao, 1996]:

• hydraulic roll bending control system,
• work roll thermal crown control system
• High Crown (HC) rolling mill,
• Variable Crown (VC) rolling mill,
• Continuously Variable Crown (CVC) rolling mill, and
• Pair Cross (PC) rolls.

Thickness is one of the most important dimensional quality elements of rolled strips
Requirements of high accuracy in thickness of cold rolled strips are becoming more
stringent and automatic gauge control (AGC) systems with high performance are

required for cold rolling mills. The following discussion will be on thickness or ga
control in detail.
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Causes of Gauge Variation

The gauge variation in strip rolling may be analysed from the following well-know
gaugemeter equation.

« = S0+j;

where

(2-16)

h = exit thickness of rolled product ( m m )

S0 = no-load roll gap (mm)
K = rolling mill elastic modulus (N/mm).

It can be seen from the gaugemeter Equation (2-16) that variations of any param

which affect rolling force/and no-load gap S0 will result in exit thickness vari
These parameters may be summarised as follow [Ginzburg, 1989]:

Material Temperature - Variation of material temperature affects exit thickness

as a result of variations of material resistance to deformation and friction in t
rolling bite.

Tensions - Equation (2-14) indicates that tensions affect material resistance to

deformation through the yield criteria. Therefore exit thickness variation appea

Rolling Velocity - Rolling velocity determined by work roll speed affects materia
resistance to deformation, friction coefficient and bearing oil film thickness,

affects exit thickness. Rolling velocity affects material resistance to deformat
via strain rate.
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No-Load Roll Gap - There exist thermal expansion, roll wear and roll eccentricity

during rolling. They produce no-load gap variation, and exit thickness varia

Entry Thickness and Mechanical Properties - Variations of entry thickness an

mechanical properties result in variations of rolling force as shown in Equa
(2-11), and consequently exit thickness variation.

2.3.3

Principle of G a u g e Variation

The gaugemeter Equation (2-16) is graphically shown in Figure 2.4, where the slope

line A is mill elastic modulus K (N/m), or referred to as mill stiffness, which repr
the rolling force required for unit stretch of rolling mill.

£ = —

as
where

(2-17)
J

df= increment in rolling force (N)

SS = increment in roll gap (mm).

The slope of line B is plastic modulus M(N/m) of the material being rolled.

M = ¥oh
where

5h = Increment in exit thickness of rolled material (mm).

(2-18)
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Figure 2.4 Gaugemeter Diagram

The lines A and B intersect at point O, which determines the value of the roll force/and
exit thickness h.

The following analysis for gauge variation is conducted with the gaugemeter diagram in
Figure 2.4 and gaugemeter Equation (2-16).

Effect of Roll Gap Setting - S h o w n in Figure 2.5(a) is the case where the no-load roll

gap is increased from S0 to S0, thus the intersection point of lines A and B changes
O to O at a lower force fQ with a thicker exit thickness h .

The main causes of variations of no-load roll gap are [Ginzburg, 1989]:

roll thermal expansion,
•

roll wear,

•

roll eccentricity and ovality,

• variation in oil film thickness of roll bearing, and
variation in lubricantfilmin roll bite.
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Figure 2.5 Gaugemeter Diagrams for
(a) change in no-load roll gap,
(b) change in rolling mill elastic modulus,
(c) change in strip entry thickness, and
(d) change in material plastic modulus

Effect of Rolling Mill Elastic Modulus - Change in rolling mill elastic modulus from

slope of line A to that of line A produces the new equilibrium in the mill. A d

the mill elastic modulus (i.e. a decrease in the slope of line A) will result i
f0 and a thicker exit thickness h as shown in Figure 2.5(b).
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Variations of mill elastic modulus m a y be due to [Ginzburg, 1989]:

• change of the roll diameters,
• variation in width of strip being rolled,
• change of roll crown, and
• hysteresis due to clearance, backlash and friction.

Effect of Entry Thickness - When entry thickness changes from H to H as shown in
Figure 2.5(c), a new equilibrium in the mill will be achieved at point O . An increase

entry thickness produces a higher rolling force f0, resulting in a thicker exit thickn

Variation of entry thickness is usually due to imperfections of the gauge control in
preceding rolling passes.

Effect of Plastic Modulus of Rolled Material - Figure 2.5(d) shows the change of

plastic modulus of the material being rolled from M (slope of line B) to M (slope of li

B ). An increase of material plastic modulus results in a higher rolling force fQ and a
thicker exit thickness h .

Variations of plastic modulus of rolled material are due to the following factors
[Ginzburg, 1989]:

• Variations of friction conditions - An increase of friction coefficient produces
higher rolling force. Rolling velocity may affect exit thickness by changing
friction coefficient.
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Variations of resistance to deformation - Variation of resistance to

deformation of the material being rolled has the same effect as that of friction
coefficient. Material resistance variations come out from mechanical property
non-homogeneity and material temperature variations.
• Variations of tensions - Tension will decrease rolling force, which makes the
slope of line B lower and exit thickness thinner. This is also the principle of
tension control for exit thickness.

It is worth noting that mill elastic modulus curve is not a straight line as shown i

2.6, where the solid line represents a real curve and the dotted line is the lineari

/

1

Sloped/

fo
/

So

. f/K .

h

h

Figure 2.6 Mill Elastic Modulus Curve

The pronounced non-linear portion of the curve for small forces is caused by the sea
of mating surfaces, such as the backup roll chocks onto the bottom support and the

screw bottom and initial compression of the filler plate surfaces. In practice, a li
approximation in the range of interest is obtained by Equation (2-17).
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Ideally the mill elastic modulus measured during screwing d o w n should be the same as

when screwing up. But there is hysteresis present in practice [Wood 1995]. Backlash an

friction are two basic types of hysteresis because of their potential sources, while o

sources of hysteresis are possible and often occur. The backlash type has horizontal e
on the loop, representing roll gap movement for no force change at screw direction

reversal and is clockwise in direction. The friction type hysteresis has vertical ends
loop representing a force change for a very slight roll gap movement in the opposite

direction and is anti-clockwise in direction. This type of hysteresis arises if a high

force exists between the roll chocks and the housing window liners and this is the rea
for it being termed "friction" hysteresis.

2.3.4 Feedback Gauge Control

Because of the commercial demand for more accurate and consistent dimensions of flat
rolled products, it was inevitable that the gauge of the rolled strip should be
automatically controlled. Accordingly, in the mid-fifties, automatic gauge control

systems were introduced on cold rolling mills [Wallace, 1964] and since that time a gr
variety of such systems have been implemented.

Automatic control of strip thickness is named AGC, Automatic Gauge Control, by
which, the exit strip thickness h is measured by a thickness gauge, and compared with

the reference value href, or referred to as desired exit thickness. The error (Ah = hr^

is fed back to the controller, which produces control signal(s) to change roll gap, st
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tension(s), and/or rolling speed, to maintain the exit thickness within tolerance. Since

only roll gap control is conducted in this study, the following discussion will focus
this control.

Normally, an AGC system is composed of the following components [Ginzburg, 1989]:

• Thickness gauge - Non-contact thickness gauge is widely used for on-line
measurement, such as X-ray or y-ray radiation gauges. Contact thickness
gauge is also used with low speed rolling.

• Controller - This is the core of the AGC system. It calculates the exit
thickness error and produces control signal based on a certain algorithm.

• Actuator - Receiving control signals from the controller, the actuator
implements the adjustment of roll gap to control the exit thickness. Actuators
for roll gap control may be divided into two major groups, mechanical and
hydraulic. Mechanical actuators are usually designed as the electrically driven
mechanical screws with stationary nuts in the housing posts. Hydraulic
actuators, known as the rolling force cylinders are usually installed either
above top backup roll chocks or under bottom backup roll chocks. As
hydraulic technology advances, hydraulic actuators are increasingly popular.

Normally, a closed-loop roll gap control system for one hydraulic actuator is develop
[Dendle, 1978]. There are two modes of this control most frequently used:
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Position control, and
Force control.

O n position control mode, the cylinder position is measured by a position transducer and
compared with its reference signal. The error signal is then amplified and fed into an
electro-hydraulic servo-valve. The servo-valve translates this electrical signal into

flow, either into or out of the hydraulic cylinder, depending on the required directio
movement, as shown in the dotted line block in Figure 2.7.

Figure 2.7 Feedback Gauge Control

Identical closed-loop control systems are equipped for both operating and drive sides. A
common position reference is used for both systems to ensure that the cylinders move
simultaneously.

Chapter 2

Rolling Technology and Gauge Control

31

On force control mode, the rolling force reference is compared with a feedback signal
provided by either a load cell or a pressure transducer.

The force control can eliminate the effect of roll eccentricities, but is unable to

compensate for the exit thickness error resulted from variations of strip entry thickne
and material resistance to deformation. Therefore it is employed in conjunction with a
feedforward control for a compensation of entry thickness variations [Zhang et al.,

1989], or applied in the case that the strip thickness error has been controlled within
satisfactory tolerance in preceding rolling passes [Zhou and Xu, 1995]. On the other

hand, the position control can compensate for the variations of both strip entry thickn
and material resistance to deformation, rather than roll eccentricities, which may be
eliminated by incorporating a separate control function (See Section 2.3.6).

T o compensate for a exit thickness error Ah, an adjustment of no-load gap ASo or a

adjustment of rolling force A/is needed for position control or force control respecti

The relationship between the exit thickness error Ah and the required adjustment of noload gap ASo can be derived from the gaugemeter diagram. For Figure 2.8

Ah = jg=ij/M (2-19)

AS0=eg = ej + jg

= UL = ifZ±*L (2-20)
K

M

KM
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M=tan(3

Figure 2.8 Relationship Between Exit Thickness Error and No-load Roll Gap

Combining Equations (2-19) and (2-20), w e obtain

K

Ah =

ASn

M+K

(2-21)

°

A S 0 = 1 + — Ah

(2-22)

I KJ
Based on this theory, the feedback gauge control is developed as shown in Figure 2.7. Its
block diagram can be described as shown in Figure 2.9, where the transportation

of exit thickness signal is resulted from the distance lg between the exit thick

and the roll bite exit. The exit thickness measurement is associated with a time

delay i\t) which is related to strip exit speed v(f) given as following [Malek-Z
Jamshidi, 1987]:

(2-23)

t(t) =

v(t)
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Figure 2.9 Block Diagram for Feedback Gauge Control

This transportation delay of exit thickness signal will result in difficulties to control the
thickness in compensating for external disturbances

23.5 Gaugemeter Control

During rolling process, rolling force / and no-load roll gap So may be measure

time. Therefore, exit thickness can be calculated with gaugemeter Equation (2-1

replace the delayed signal by measurement. This gaugemeter control was develope
jointly by BISRA and Davy-United [Dendle, 1978], as described in Figure 2.10.

External disturbance
r

fW 'r/d-^i Ah
1J
!_

,
1+M/K

ASo
-

Rolling Mill
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Figure 2.10 Gaugemeter Control
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This gaugemeter control compensates for the mill elastic deformation completely, so the

exit thickness will not vary with the variation in entry thickness or hardness

other external disturbance. However, in order to achieve optimum gauge and str

flatness characteristics, a roll gap compensation coefficient C is introduced,
the gaugemeter control is represented as Figure 2.11 [Wood, 1995].

External disturbance

href

+

/^N

All

—O
ii_

l+M/K
AS„
l+(l-Q(M/K)

Figure 2.11 A Practical Gaugemeter Control

Introducing compensation coefficient C, the relationship between exit thickness error Ah
and no-load gap adjustment ASo, can be represented as

AS„ =

K
M

•Ah

(2-24)

1 + (1-C)

When C = 1, Equation (2-24) is identical to Equation (2-22), with which, the mill elastic

deformation is completely compensated for, the effective mill elastic modulus
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infinite, and the mill stand seems infinite stiff. W h e n C = 0, the no-load gap adjustment

ASo is equal to exit thickness error Ah, partial compensation is obtained, the mill s

becomes less rigid. In tandem mill, the gaugemeter control provides high mill stiffne
earlier mill stands and reduces stiffness for subsequent mill stands.

It is worth noting that compensation coefficient C can not be assigned to 1.0 [Ding,
1986], otherwise, instabilities resulted from over-compensation would happen, due to
the nonlinear mill elastic modulus and material plastic modulus.

2.3.6 Other Thickness Control

In addition to the gaugemeter control discussed above, there exists a variety of cont

schemes for thickness. They are: other types of roll gap control, tension control, sp
control, thickness feedback control, entry thickness feed-forward control and mill
equipment imperfection compensation controls such as roll thermal expansion
compensation, roll eccentricity compensation, and roll bearing oil film thickness
compensation

Spacer Gauge Control - This control method was developed by Achenbach BBC
[Ludenscbield et al., 1976], in which the distance between the backup roll chocks is
measured by a double arrangement to determine the mean value of backup roll chock

tilting. The control deviation between the desired and actual values acts on a hydrau

cylinder via a distance controller and pilot valve on each side of the stand. This me
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resembles the gaugemeter control principle, but is more accurate because only the elastic

deformation between two backup roll chocks is included in the distance sensors, rather
than the non-constant elastic modulus of the entire mill stand. The friction between
chocks and mill housing does not have any effect.

Differential Gauge Control - Developed by Achenbach Buschhutten GmbH [Gtoebs,
1972], the differential gauge control utilises a mill pre-stress concept to eliminate

gauge variation incurred by changes in rolling force. The mill pre-stress force is pr

by the hydraulic cylinders installed between backup roll chocks, so the screw-down for
is equal to the sum of rolling force and pre-stress force. The screw-down force is
transmitted through the roll bite producing the roll force whereas pre-stress force
transmitted between the top and bottom backup roll chocks.

The value of the pre-stress force is selected to be slightly greater than anticipated

variation of the roll force during rolling. The control is designed in such a way that

increase in rolling force will produce an equal decrease in the pre-stress force, so t
screw-down force remains constant. The constant screw-down force means constant mill
stretch and consequently constant roll gap.

Gauge Deviation Control - Thickness feedback control and entry thickness feedforward control are the two gauge deviation controls for a single mill stand. In the

feedback control, the measured exit thickness error is taken as a feedback signal in t
gauge control system, providing a fine correction signal to compensate for some

imperfection of the gaugemeter control. The feed-forward control [Dendle, 1978] is use
to compensate for the thickness error introduced by entry thickness deviation.
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Tension Control - A closed loop tension control is normally used with a roll gap control

[Dendle, 1978]. Equation (2-14) indicates that strip tensions affect material resistan

deformation, thus affect rolling force and exit thickness. Compared with roll gap cont

tension control has its advantage of smaller inertia, faster response and ease of rea

steady state. Therefore, the tension control is often used for fine thickness regulati
the finishing stands.

Tippins Machinery Company proposed a strip tension control combined with a

gaugemeter control [Ginzburg and Snitkin, 1985]. In this control system the variations
in rolling mill stretch are compensated by adjusting the strip tension as long as the

desired tension is within an allowable range. Once there is a demand for strip tension

be beyond this range, any further compensation for mill stretch are made by changing t
roll gap as in the regular gaugemeter control.

Mill Equipment Imperfection Compensation Control - In practice, there exist

imperfections with rolling mill equipment, resulting in exit thickness error. Usually,
correspondent control functions are incorporated to advanced AGC system to

compensate for the error produced by these imperfections. The most important functions
include [Ginzburg, 1989]:

• compensation for roll thermal expansion,
• compensation for oil film thickness variation in oil film type roll bearings,
• compensation for roll eccentricity,
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compensation for friction between moving parts of A G C actuators and

between roll chocks and mill housing posts, and
• compensation for clearance and backlashes.

2.3.7 Discussion of Gauge Control

Gauge control can be achieved by regulating roll gap, strip tension, or rolling speed,

which are referred to as roll gap control, tension control and speed control respecti

But usually only roll gap and strip tensions are the manipulating variables for contr

thickness in industrial practice [Kondo et al., 1988]. This is due to the fact that ro
speed is determined by production rate constraint, and it is difficult to obtain fast

response for rolling speed change because of the inertia of the roll system, motor and
mill transmission system.

Tension control is normally used in combination with a roll gap control since it can n
regulate large amplitude thickness error. Therefore, the following control concept is
employed for tension control. A thickness control reference signal is separated into

reference signals by a reference analysis controller. One is the tension control refe

signal which has high frequency but small amplitude. The other is the roll gap control
reference signal which has low frequency but large amplitude. The reference analysis

control operates by transferring the reference from tension control to roll gap contro

when the tension control reference exceeds a limit as preset [Kondo et al., 1988]. Thi

combination of the tension control and roll gap control has been implemented at Tippin
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Machinery C o m p a n y [Ginzburg and Snitkin, 1985] and W a k a y a m a Steel Works [Kondo
etal, 1988].

Therefore, among these three regulation methods for automatic gauge control, speed
control is rarely employed, tension control is incorporated as one part of the gauge
control system. Only the roll gap control is the indispensable part, which plays an
essential role in automatic gauge control.

Roll gap control, tension control and speed control are identified according to the
regulation method. On the other hand, the gaugemeter control is distinguished from
entry thickness feed-forward control and mill equipment imperfection compensation
control in terms of control algorithms, or to be more exact, in terms of what kind of
deviation the control algorithm compensates for. The gaugemeter control takes into

account all the variations which affect the exit thickness with the gaugemeter Equatio

(2-16). The entry thickness feed-forward control only considers the strip entry thickn
variation, while the mill equipment imperfection compensation control compensates for

the exit thickness error resulted from a certain kind of mill equipment imperfection b
incorporating a corresponding compensation control function.

In theory, the gaugemeter control originally derives from exit thickness feedback con

The difference between them is that the delayed exit thickness signal by measurement i
feedback control is replaced with the calculated value from the gaugemeter equation.

Since the gaugemeter equation is not perfect, as it does not have non-linear capacity
still necessary to incorporate feedback control to produce a fine correction to the

gaugemeter control. But this does not decrease the importance of gaugemeter control in
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the automatic gauge control system, because gaugemeter control overcomes the delay

problem of the exit thickness feedback signal. Therefore the gaugemeter control is ta
as a typical control scheme in industrial applications.

The spacer gauge control is a modification of the gaugemeter control, it just uses th

backup roll chocks distance displacement to replace the roll position displacement fo

representation of the roll gap change, while retaining the gaugemeter control princip

The differential gauge control uses pre-stress force to maintain the mill stretch con

But in this situation the elastic deformation within the roll set still exists, resul

thickness deviation, which needs to be compensated by other gauge controls, typically
gaugemeter control.

In summary, the gaugemeter control is an essential and critical part of automatic gau

control, while other gauge controls are normally combined with the gaugemeter control
to obtain better control performance.

Modification and combination of above gauge controls forms many kinds of complex

automatic gauge controls in industrial applications, particularly in tandem rolling m
such as Davy-Loewy's three-stage AGC for both tandem cold mill and tandem hot mill
[Dendle, 1978], Sumitomo Metal Industries' feedforward AGC for tandem cold mill
[Tajima et al, 1981] and Kobe Steel Corporation's flow-stress feed-forward AGC for
tandem cold mill [Nakada et al, 1982], Sumitomo Metal Industries' non-interactive

AGC for tandem cold mill [Okamoto et ah, 1976], IHI's inter-stand tension control for
hot strip mills [Imai et al., 1978], etc..
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CURRENT RESEARCH ON GAUGE CONTROL

The steel industry is facing the need for increased automation to improve product qualit
and productivity. The processing of steel is becoming more competitive as all the steel
works are upgrading their plants. Hence the quality of steel product, is more important

than ever in the steel industry, as this will affect its market share and reputation. Wi

this trend, the requirements for the high accuracy in thickness of cold rolled strip are
becoming increasingly stringent. It is reported that in addition to revamping mills at
steel works, numerous researches on automatic gauge control have been conducted.

The interaction of roll gap control and strip tension control was conducted by Kondo et
al. [1988]. It was found that the exit thickness is influenced by the response of strip

tension in the case of either controlling strip tension or controlling roll gap, due t

fact that the roll gap control affects not only exit thickness directly but also affec

and exit strip tension which consequently results in further thickness change in the st

In addition, it was also found that the dynamics of the strip tension are affected by th

rolling conditions, and its response to the control signal the reel motor current chang

delayed particularly under the conditions of high rolling speed and thin strip thickness
Based on this consideration, Ueda et al. [1991] developed a new type strip tension
control system (Active Tension Control) using observer method, which has been
incorporated into the AGC system for No. 2 reversing cold mill at Wakayama Steel
Works and operated effectively to provide high accuracy in thickness.
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Miura et al. [1993] presented a gauge and strip tension control system for a hot strip

fmishing mill based on an optimal regulator theory. In hot strip rolling, there exists
interaction between gauge and strip tension control. Since the conventional control
system, which consists of single-input and single-output controllers, is limited in

improving the control performance, multivariable control was introduced in this study.

First, a mathematical model of the gauge and tension control system was derived. Then,
in order to improve the control performance, a multivariable compensator based on the
optimal regulator theory was designed. It was indicated by simulation studies and
experimental results that the new control system with a multivariable compensator is
effective in improving gauge and tension control accuracy.

A new gauge control system was developed by Kikuchi et al. [1993], which was based

on the Observer principle of modern control theory and had the following three feature

a robust control system against the fluctuations in the rolling characteristics; capa

raising the tuning factor of the BISRA Automatic Gauge Control; a system configuration

easily added to the previous system. The effectiveness of this control system had been

confirmed by numerical simulation, and the good thickness accuracy and the stabilisat

of rolling in an unsteady state were assured. As a result of an application of the new

system in a reverse cold-rolling mill at Kakogawa Works, the off-gauge length has been
reduced to less than 50% per coil.

At Dofasco Inc. No. 2 Hot Strip Mill, Ferguson and DeTina [1986] developed an
integration of the automatic gauge control with predictive and adaptive mill set-up
models, which result in a fully coordinated thickness-control system.
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Repetitive control was applied by Garimella and Srinivasan [1994] to compensate for roll

eccentricity disturbances in thickness control of the cold rolling process. A unique a

of the process is that the eccentricity disturbance may be from multiple rolls and hence
may be composed of multiple periodic components whose periods may not be rationally

related to each other. This work presented a multiple repetitive controller structure to
compensate for such a disturbance. The proposed structure was also found applicable to
other tracking and regulation applications involving multiple periodic signals.

Self-tuning control of a cold mill automatic gauge control system was modeled and
simulated by Dutton and Groves [1996] for a single stand, cold reversing mill.

Identification studies to validate the model against real plant using correlation tech
were conducted. An adaptive controller was designed and tested in simulation. A simple
pole-placement algorithm was used to achieve short execution times. The use of U-D
factorization in the parameter estimator, and the Kucera algorithm in the control
synthesis, were tested. It was found the former was necessary while the latter not.

Considerable thickness accuracy had been achieved by a super-coordinated control
system comprising of an adaptive set-up model, a monitor thickness control, an
automatic gauge control, a tension and looper control, a hydraulic gap control etc.
Bhowal and Mukherjee [1996] conducted a simulation research on hydraulic roll gap
control system in the last stand of the finishing mill of a typical hot strip mill. The
simulation results based on the model indicated that the system operated effectively to
provide high thickness accuracy and good response behaviour.
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A simulation was carried out by Hwang et al. [1996] on a robust thickness controller f
a single-stand cold rolling mill to improve the thickness precision while maintaining

prescribed tension for the strip. On the basis of a linearized model of the rolling mi
system, a thickness controller was proposed using an Internal Model Control (IMC)

structure which effectively rejects periodic disturbances. It was also discussed how t
so-called BISRA AGC method could be combined with the proposed thickness
controller in the presence of modelling error. It was illustrated by simulations that
proposed thickness controller yields better performance than existing methods when a

periodic thickness disturbance exists, and that it is robust to deal with the uncertai
the mill modulus.

A solution to the standard H infinity optimal control problem was presented by Grimble

[1995] which is particularly useful in machine control applications where the output t

be controlled is different from the feedback signal. The solution is obtained in polyn
form and the assumed plant structure represents a range of applications in the
manufacturing and process industries. The results had been applied to the design of a

thickness control system for cold rolling mills, subject to a range of disturbance noi
inputs.

Robust multi-variable solution via the H infinity loop shaping method of McFarlane and
Glover was proposed recently by Geddes and Postlethwaite [1998] for the automatic
gauge control problem in tandem cold rolling. This solution, combined with a gain
scheduling technique enables the control of the mill from thread speed to full speed.
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Improvement over a representative industrial controller had been observed from nonlinear simulation results.

Neural networks and fuzzy systems have also been applied for gauge control, which will
be surveyed in detail in Chapter 3. Fechner et al. [1994] proposed a neural filter for

eccentricity; Nose et al. [1993] applied fuzzy system to automatically tune the gain in
predictive thickness control; Sbarbaro-Hofer et al. [1993] investigated application of
neural networks control for strip thickness by computer simulation.

The survey reveals that research on automatic gauge control has always been devoted
much attention, ranging from in-depth investigation of mutual interaction of roll gap
control and tension control, establishing self-tuning and adaptive mechanism, robust

controller, to applying Observer principle of modern control theory, H infinity control
neural networks and fuzzy systems.

2.5 PROBLEMS AND EXPECTATION

Previous discussion indicates that the gaugemeter control is an essential and dispensa
part in automatic gauge control systems. Therefore, although integration of several
gauge controls together can significantly improve strip thickness quality, which is
extensively applied in industrial practice, yet, to increase control performance of
gaugemeter control itself is still of great importance. However, the above literature

survey indicates that no report is found recently regarding improving gaugemeter contr
performance, although numerous researches have been conducted on automatic gauge
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control. This motivated the author to undertake this study concentrating on the
improvement of gaugemeter control.

In Figure 2.11, it can be seen that the control performance of gaugemeter control

depends on the accuracy of the rolling mill model, which is expressed in the gaugemete
equation, and the accuracy of controller, which is the relationship between the exit
thickness error and the roll gap adjustment. The factors, which contribute to the

accuracy of the mill model and the controller, are mill elastic modulus, material plas

modulus, roll gap and rolling force. The accuracy of roll gap and rolling force can be
assured by advanced measurement technology, whereas the accuracy of these two
moduli is difficult to obtain and maintain.

As discussed earlier, the rolling mill elastic modulus is non-linear, and includes

hysteresis. Therefore, linearized values can not represent it accurately. In industria

practice, real curves represented in look-up table data or sets of regression function

used for better accuracy and advanced control. However, the rolling mill conditions ar

ever changing, particularly when mill component replacement has taken place. Therefore
the mill modulus needs to be calibrated regularly. The material plastic modulus is a
product parameter. It is determined not only by material hardness, entry and exit
dimensions, but also by all rolling conditions, such as friction, rolling speed etc.,
interaction of them as well. In fact, there are wide-ranging products and rolling
conditions. Therefore it is difficult to obtain this material plastic modulus for all
products.
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Therefore, an enhanced dynamic adaptive modelling is needed to automatically learn the

non-linear relationships between exit thickness and rolling conditions, and between ex

thickness error and roll gap adjustment by interacting with the environment for thickn

control. This necessitates the development of an artificial intelligent control system
cognitive capacity. Artificial Neural Networks and Fuzzy Logic are two main
methodological developments relevant to intelligent control. These two artificial
intelligent approaches are finding increasing use in complex process control [Barto,
1990, Brown and Harris, 1994], due to their non-linear capabilities.

Since the mill elastic modulus depends on the dimensional and mechanical properties of
the rolling mill, therefore it remains relatively constant within certain conditions.

makes it possible to use neural networks to map the relationship between rolling force

roll gap and exit thickness. The relationship between exit thickness error and roll ga
adjustment is determined by both mill elastic modulus and material plastic modulus,
which depends on product and dynamic rolling conditions. Therefore it is necessary to
establish a dynamically adaptive mechanism to model this relationship.

This study approaches a neurofuzzy system for automatic gauge control in a rolling mil

Within this control, neural networks are used to model non-linear characteristics of t

rolling mill, which replace gaugemeter equation to estimate exit thickness; and a fuzz
controller is developed to dynamically and adaptively approximate the non-linear

relationships between exit thickness error Ah and roll gap adjustment ASo, producing r
gap adjustment signal to the roll gap control system. The aim of this research is to
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develop a practical methodology using artificial intelligence for the control of thickness
in rolling process.

2.6 SUMMARY AND CONCLUSION REMARKS

Rolling theory which assists to understand gauge control is introduced firstly in this
chapter, covering geometry, material resistance, rolling force and torque. Then the
principle of gauge variation is reviewed with the well-known gaugemeter equation and
gaugemeter diagrams. Afterwards, basic gauge controls are investigated. The emphasis

of the investigation is on the gaugemeter control which is a essential and indispensab
part in automatic gauge control systems.

After discussing and comparing these basic gauge controls, some applications with

modification and integration of them in industrial practice, particularly for tandem m
are briefly mentioned.

Current research on automatic gauge control is surveyed. It was found that automatic

gauge control had attracted many researchers, but no report bad been found recently on
improvement of gaugemeter control, which encouraged the author to conduct this study.

Finally, by analysing the problems with gaugemeter control, which frustrate its contro
performance improvement, a neurofuzzy control is proposed, which is composed of a
neural model and an adaptive fuzzy controller.
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Chapter 3
Literature Survey on Applications of
Artificial Intelligence in Strip Rolling

3.1

INTRODUCTION

Control systems are increasingly required to have high dynamic performance and robus
behaviours, and are expected to cope with more complex, uncertain and highly nonlinear dynamic processes. One significant approach in dealing with these non-linear
dynamic processes is through intelligent modeling and control.

Human operators have few difficulties in dealing with the regulation of medium-to-h
bandwidth, non-linear, slowly time-varying dynamic processes, while satisfying a
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complex set of statistic and dynamic constraints. But a human operator can not respond
to fast changing external disturbances with sufficiently high calculation speed and
accuracy. In addition, the human operator can be error prone, suffer from fatigue and

non-repeatability and can generate potentially dangerous situations in safety-critica
systems.

Intelligent control develops systems that incorporate the creative, abstract and adapt
characteristics of a human, while minimising the undesirable aspects such as
inconsistency, fatigue, and temporal instability.

In a broad sense, artificial intelligence (AI) is the study of intelligence using the
the methods of computation to emulate human thinking and decision making and to
predict system behaviour and performance. It is also defined as "the study of mental
faculties through the use of computational models" [Charniak and McDermott, 1985], or
"the study of the computation that make it possible to perceive, reason, and act"
[Winston, 1992]. The central god of artificial intelligence is to make computers
knowledgeable, making them useful and understanding the principles that make
intelligence possible.

The first AI work was exploited by McCulloch and Pitts [1943], by which it was
indicated that any computable function could be carried by some network of connected

neurons, and all the logical connectivity could be implemented by simple net structure.
Hebb [1949] demonstrated how learning takes place. After Von Neumann and Turing
developed the design of the early " stored program" machine, the Electronic Discrete
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Variable Calculator [Shurkin, 1984], Shannon [1950] and Turing [1953] were writing
chess programs for the conventional computers.

In 1950s, the AI research entered into a stage of high expectations, but few of them
turned up by 1970s [Shurkin, 1984]. In this period, Newell and Simon developed a
reasoning program "Logistic Theorist" [Newell, 1980]; McCathy [1963] developed the
main language used in AI, called LISP; Minsky [1975] developed "frame" theory as a

major contribution in the area of knowledge representation; and Buchanan et al. [1969
developed an expert system "DENDRAL". During this time, Winograd and Cowan

[1963] investigated how an individual concept can be represented by a large number of
elements with a corresponding increase in robustness and parallelism; Widrow [1962]
developed Adalines, and Rosenblatt [1958] formulated his perceptrons, which formed
the foundation of neural networks. In 1965, Zadeh published his 'Tuzzy Sets",
established Fuzzy theory.

After 1970, there has been a significant rise in the number of contributions in theo
application of artificial intelligence. With the advanced computer technology, the

application of artificial intelligence has been expanded to such a wide range of are

it is difficult to mention them all. Therefore, the following survey is concentrated
applications of neural control and fuzzy control in rolling mills.
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NEURAL MODELING AND CONTROL

3.2.1 Historical Perspective

The first neural controller was developed by Widrow and Smith in 1963 [Widrow,
1987], by which a simple ADAptive LINear Element (ADALINE) was trained to
reproduce a switching curve to stabilise and control an inverted pendulum. This

ADALINE was one of the first artificial neural networks (the Perceptron being the ot

[Rosenblatt, 1961]) and it has a simple architecture that has been used extensively i
other ANNs. Later, Michie and Chambers [1968] and Barto et al. [1983] used this

problem for evaluating their reinforced learning control systems, the inverted pendu
problem became a standard bench-test for evaluating different learning and adaptive
control schemes [Davison, 1990, Miller et al., 1990a].

During the seventies, Albus [1975a-b, 1979a-c] proposed the CMAC (Cerebellar Model

Articulation Controller) as tabular model of the functioning of the cerebellum and u
to control robotic manipulators. Since the early eighties, the CMAC has been used

extensively to model and control highly non-linear chemical processes [Tolle and Ersu
1992], and in the mid-eighties it was again used in robotics applications [Miller et
1990b]. The CMAC was originally derived from the Perception's architecture, but by
considering the description of the ADALINE given by Widrow [1987], where a binary
encoding of the input space is used, it could be considered as a modified ADALINE
network which generates a pseudo-continuous output.
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Developments and Applications [Brown and Harris, 1994]

During the eighties, many different NNs and IC architectures were proposed for
integrating and extending these algorithms. Reinforcement learning and adaptive critic
schemes have been extensively researched [Miller et al, 1990a] and n e w neural
networks such as the Multi-Layer Perceptrons (MLPs) [Rumelhart and McClelland,
1986], Radial Basis Function (RBF) Networks [Chen and Billings, 1994], Function Link
Networks (FLNs) [Pao et al, 1994], and B-splines [Moody, 1989] have been developed.
Recurrent networks have been used in optimisation schemes [Hopfield and Tank, 1986]
and for plant modelling and estimation fWilliams, 1990]. The major developments of the
neural control are shown in Figure 3.1 [Brown and Harris, 1994].
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3.2.2 Current Applications

Applications of neural networks have been widely found in industry for non-linear
process modelling, monitoring, process control and optimization. For example, neural

networks were used as part of the model predictive control [Saint-Donat et al., 1994] f
a continuous Stirred Tank Reactor for pH control, by nnhimising a quadratic cost

function over a finite time. Identification of waste treatment plants with multiple hol
or settling tanks was conducted by using neural networks [Werbos et al, 1992].

Excellent modelling results were obtained and the plant has been successfully controlle
using a model predictive algorithm.

The nonlinear capabilities of neural networks have been utilised to control aircraft.
Neurofuzzy algorithms are being used for non-linear engine and flight control for
advanced vehicles [White et al, 1992], avoiding the necessity of complex and expensive
wind tunnel testing. The aircraft dynamics are highly nonlinear and multi-variable due
the cross-coupling between lateral and longitudinal motion. This nonlinear flight or

engine control has been achieved on-line by neural networks recognising changes in lift
or load characteristics through the method of labels [Lawrence and Harris, 1992],
whereas the conventional approach to this object is through non-linear scheduling.

Neural networks have found increasing use in rolling mills in 1990s, with applications o

strip thickness control strip shape control, width estimation, rolling force prediction,
temperature and mechanical properties prediction, and fault detection and diagnosis.
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Some work on using neural networks for modeling a rolling mill process were performed
by Tsoi [1992] and Roscheisen et al. [1992], in which neural network models were used
to predict process parameters for a certain task. Tsoi developed a tree based network

viz. MARS for the modeling of the yield strength of a steel rolling plate mill. The in

to the time series model were temperature, strain, strain rate, and inter-pass time, a

output is the corresponding yield stress. The results were compared with those obtaine

by using a Kalman filter based on-line tuning method and classification methods. It wa
found that the neural network method consistently outperforms the other methods.
Roscheisen et al. incorporated a priori knowledge about the rolling process into the

training procedure, achieved a better generalisation in regions in which training dat
insufficient.

A computer simulation of non-linear neural control on strip thickness in a rolling mi

Sbarbaro-Hofer et al. [1993] was the early investigation on application of neural con

in rolling process. The neural control application on strip was based on the assumptio

that the rolling process could be described by several static equations. The neural m

were trained with data gathered from these equations. Different control structures ba
on neural models of the simulated plant were proposed. The results of the neural
controllers, among them internal model control and predictive control, were compared

with the performance of a conventional PI controller. Exploiting the advantage of non-

linear modeling technique, all neural approaches increase the control precision. Among
them, the combination of a neural model as a feedforward controller with a feedback
controller of integral type gives the best results.
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Wang and Tieu developed neural network models for both strip exit thickness estimati
and feedforward control to strip thickness by computer simulation based on their
dynamic model for rolling mills [Wang and Tieu, 1997a, Tieu and Wang, 1997].
Simulation results indicated that the neural networks can model the rolling process
successfully. By combining the applications of a neural model for exit thickness

estimation and an inverse model for feedforward control, the developed integral neura

control has improved thickness quality significantly compared with a simple PI feedb

control. Wang and Tieu [1998] also applied the neural networks for strip exit thickn
estimation in a real-time control process, which indicated that the neural model
estimation is more accurate than the gaugemeter calculation value.

At Pohang Iron and Steel Company, Korea, a corrective neural network model was

proposed as an addition to a mathematical model to improve the accuracy of roll forc

prediction in mill setting [Cho et al, 1997a-b]. The network was fed not only the usu
mathematical model's input but also a set of additional inputs such as chemical

composition of the coil, coil temperature and aggregated amount of processed strips o
each roll. The combined model reduced the prediction error by 34% on average.

Machiral et al. [1995] approached a hybrid system, combining a "bottom-up"
connectionist neural network paradigm with a "top-down" real-time knowledge-based

system. The neural networks were trained on a mixture of experimentally gathered dat
and data generated from mathematical models. Neural networks predicted the
temperature behaviour of a hot-steel slab during run-out cooling. Based on industry

the system predicted the final thickness, rolling force, and the spring-back of the s
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slab. In addition, taking the mill's loading capacity into account, the hybrid real-t
knowledge-based/neural network system generated the rolling schedule needed to
produce a steel strip of a specific gauge from a slab of a given composition, initial
thickness and temperature.

It was found that applications of artificial intelligence had been widely used in str
control. Hitachi Ltd developed a pattern recognition and control techniques which
combined neural networks and fuzzy logic [Hattori et al, 1992, 1993, Morooka, 1995].
Normally, skilled operators recognise and manually control waveform patterns based on
their sense and experience. This system recognises and controls waveform patterns by
means of neural networks and fuzzy logic to realise fully automatic shape control of

rolling mill. The neural network recognises spatially distributed waveform patterns f

sensor signals, and the fuzzy logic operates multiple final control elements for auto
pattern control. This control technique has been applied to automatic shape control

system for a Send^amir Rolling Mill. Tests with an actual rolling system proved that t

new technique achieved more accurate control than the conventional operation by skill
operators. The system has been applied at a few plants with favorable outcomes. In

1992, a shape control system and pre-adjustment of the equipment with the aid of neura
networks was incorporated as a new element into the 7-stand hot strip mill at VoestAlpkte Stahl Linz by Siemens [Ortmann, 1995]. A tried and tested changeover concept
ensured nrinimum down-times and maximum availability during the conversion phase.

It was reported [Gumi, et al, 1994] that a gauge-compensated control for accelerating

and decelerating, an automatic shape control system using neural networks, and a fuzzy
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inference and operating analysis system for collecting high-accuracy data were develo
at Kakogawa Works when the process control computer was revamped in October,
1991. This combined system was used to improve thickness accuracy and flatness for
cold rolling sheets, and quality control and operating conditions for workers.

Artificial neural networks were applied to temper rolling, hot strip rolling and a cl
mill by Leven et al [1995], in which the temper rolling force model hot strip rolling

force model and cold strip flatness prediction were implemented with neural networks i
the program MEFNET. Predicted results with MEFNET were within 2-3% of more

rigorous calculations for temper rolling and within 5% for the hot strip mill and clu
mill

Yao et al. [1995] developed a neural network incorporating expert knowledge to

monitor the shape of the head and tail width of rolled slabs, and to provide decisions
the control system for achieving the optimum head and tail width control.

Wang and Tieu [1996] applied neural networks to estimate exit width for flat rolling

data from industrial real rolling process. It was found that the Back-Propagation (BP)
neural networks are reasonably accurate in estimating the width.

Portmann et al [1995] applied valuable additions of neural networks to process control

systems in the Westfalen hot strip mill. The neural models were combined with classica
algorithmic models as an enhancement. The combination took different structure

according to its intended goals. Neural models of rolling force calculation and rollin

temperature prediction were investigated in this application. The experimental result
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indicated that significant improvements in accuracy had been achieved through an
integration of neural models into classical models.

Neural prediction for rolling force has been proposed in several cases. Larkiola et al.
[1996] integrated physical models and a neural network to a program package to predict

rolling force. Li et al. [1996] applied neural networks to predict rolling force for a
strip finishing mill. Sun et al [1995] presented a new way to identify the load
distribution for hot-strip finishing mill by using neural networks, which had the
advantage of on-line calculation with strong learning function and accurate results.

Neural Networks for identification and compensation of roll eccentricity had been
developed by Fechner et al [1994] and Aistleitner et al. [1996]. Fechner's neural

eccentricity filter provides eccentricity compensation without any information about t

position of the rolls. This application requires fast on-line adaptation of the filter
time-variant behaviour of the process which is provided by a recursive least squares

learning algorithm. Aistleitner et al. presented a solution for identifying roll eccen
by using neural networks, and compared to other methods to show the advantages and

disadvantages for further use in roll eccentricity compensation. The solution was veri
with measured data sets of a cold rolling mill.

Applications of neural networks on rolling mills also included fault detection and

diagnosis of rolling process [Aiordachioaie, et al, 1997], production forecasting [Wang
and Shao, 1996] and optimisation [Xu, et al, 1997], prediction of rolled strip
temperature [Venneulen et al, 1997], and mechanical properties [Myllykoski et al,
1996, Liu, etal, 1996].
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3.2.3 Discussion of NN Applications on Rolling Mills

So far, the history of neural control has been briefly reviewed and the current

applications of neural control have been surveyed focusing on rolling. The survey reveal
that neural networks have increasingly been used in rolling since 1991 and that neural
applications in this area expanded significantly in 1997.

Applications of neural network in rolling can be divided into computer simulations and

practical applications. By computer simulation, the rolling processes are described with
mathematical models; the neural models are trained and tested with the data gathered
from these models. Although the computer simulation can provide methodologies for

practical applications, the feasibility of practical application still has to be verifi

system uncertainties are difficult to simulate, or at least, the reports surveyed above
not included them in the mathematical models.

The applications of neural networks on rolling process cover a broad range of area,

including thickness control shape control, width estimation and monitoring, rolling for
modelling, roll eccentricity identification and compensation, rolling process fault

detection and diagnosis, production forecasting and optimisation, prediction of roll st
temperature and mechanical properties. Among them, a significant number of
investigations have been conducted on shape control and force prediction. Only
Sbarbaro-Hofer et al, Wang and Tieu have dealt directly with thickness control,

although other applications such as force prediction and roll eccentricity may also help
to improve thickness control.
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FUZZY C O N T R O L SYSTEMS

3.3.1 Historical Perspective

Fuzzy logic was first introduced by Zadeh [1965], as a means for handlin

processing vague, linguistic information. Fuzzy logic, by allowing parti

a set, make it possible to represent the smooth transition from one rul

input is varied smoothly, which is a desirable property in modelling an

applications. In contrast, conventional expert systems reason by using h
and are unable to represent a smooth input, output transformation.

The basic fuzzy theory and reasoning algorithms were developed in the l

[Brown and Harris, 1994], and the first control applications were investi

Mamdani [1974]. During the 1970s, Mamdani and his researchers proposed t

organising fuzzy controller [Procyk and Mamdani, 1979], but the potentia

algorithm was not fully realised in the UK. During 1980s, a small amount

continued in the UK and the USA, but many fuzzy logic control applicati

developed in Japan. Fuzzy products ranged from subway and helicopter con

auto-focus camera mechanisms and washing machine controllers [Self, 1990

also found a large product base in the automotive industry. It was repor

1990] that fuzzy systems had achieved a success rate of 80% compared wi

for conventional rule-based systems. But associated with the development

systems, there has been a notable lack of rigorous analysis. This is pos

for the lack of interest shown by the European control researchers durin
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entering 1990s, the European and American research effort has been belatedly increased
[IEEE Fuzzy Systems, 1992, 1993].

3.3.2 Current Applications on Rolling Mills

Fuzzy Systems can be used for many different tasks in intelligent control. They have

used as plant models in predictive control algorithms, as non-linear estimators [Moor
al, 1993, Pacini and Kosko, 1992], to form non-linear controllers [Moore and Harris,
1994, Procyk and Mamdani, 1979], to represent knowledge in PID auto-tuning
algorithms, and also at a supervisory level for plant monitoring, fault detection and

diagnosis [Linkens and Abbod, 1993]. Applications of fuzzy systems on rolling mills ar
surveyed as follows.

Wang and Tieu [1997a, 1997b] developed an enhanced fuzzy control for strip thickness
by a computer simulation, where both a fuzzy controller and a fuzzy model were

incorporated. Simulation results showed that performance of this control is satisfact

Wang and Tieu [1998] also developed an adaptive fuzzy controller for roll gap control
strip thickness on an application of real-time adaptive neurofuzzy control. The
experimental results indicated that the adaptive neurofuzzy control achieved better
deviation of thickness than the traditional gaugemeter control.

In order to obtain higher accuracy of head-end strip thickness, an on-line adaptive
method has been developed at Yahata's hot strip mill [Oda et al, 1995]. The main idea
was based on the improvement of prediction accuracy of rolling forces by means of the
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forward slip measuring system, in order to estimate the coefficient of friction and

deformation resistance independently. Employing fuzzy theory, a correction method was

introduced by finding a certain relationship between predicted rolling force and mea
one. Satisfactory results were obtained and it suggested that this approach was

applicable for a gauge control method under increasingly diversified production style

Nose et al. [1993] investigated an application of fuzzy inference to an automatic tu
problem of control gain in predictive thickness control of multi-high rolling mills.

tuning know-how of the operator was firstly extracted and expressed in fuzzy rules, a
then tuning of the fuzzy rules was carried out through simulation. Finally, the
effectiveness of the proposed method was verified by a rolling test.

As shape quality is becoming more and more stringent, fuzzy control finds wider usage
in this area. In NKK Fukuyama Works, a paired crossed roll mill was installed in No.

hot strip mill [Gondo et al, 1994]. Mathematical models for cross angle setting and a
new method to set each stand cross angle were applied to on-line process computer

system in order to control strip crown and flatness effectively. The mathematical mo
of strip crown were based on a roll deformation, and the accuracy was improved. The

characteristic of the mill setting model was the application of fuzzy membership func
With this control system, the strip crown was controlled accurately.

Nagoya Works of Nippon Steel developed a fuzzy set theory based shape control system

for its No.3 cold strip mill [Hasegawa and Taki, 1991]. The actual shape of strip bei

rolled was detected by a shape meter and was feedback-controlled by work roll bending
screw-down levelling, and coolant zone control. The shape control system was
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characterized by the application of fuzzy set theory in improving control accuracy. It
control performance was satisfied for both complex shapes and simple shapes.

As discussed in Section 3.2.2, the fuzzy system had been utilized with neural networks
for automatic shape control to improve thickness and flatness at Kakogawa Works

[Gumi, et al, 1994], and fuzzy control integrated with neural modelling for strip shap
control had implemented in Hitachi, Ltd [Hattori et al, 1992, 1993, Morooka, 1995].

Jung et al. conducted simulation research on fuzzy control of cross-sectional shape fo

six-high cold rolling mills [Jung et al, 1994, 1995, 1996, Jung and Im, 1997]. In this
research, a fuzzy control algorithm was developed to control the randomly irregular
cold-rolled strip. The fuzzy rules were formulated based on the production data to
control the exit shape at the last stand of a tandem cold mill. In order to simulate
continuous shape control the fuzzy controller was linked with an emulator constructed
by neural network theory based on the same production data. The developed fuzzy

controller and emulator simulated the cold rolling process until the randomly irregula

shape converged to a tolerable range to produce a uniform cross-sectional strip shape.

The results obtained from the simulations were reasonable for various randomly irregul
strip shapes. Thus, the developed fuzzy control system could be useful in controlling
cold rolling process without introducing manual control.

Garcia et al. [1997a-b] proposed a method for diagnosis of roll eccentricity influence

the strip thickness at the exit of a Hot Finishing Mill (HFM) with fuzzy systems. Each
exit strip thickness defect was related to one roll of the HFM, allowing the

implementation of an optimal policy for the substitution and maintenance of the rolls,
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while rnaintaining the required quality level of the strip. This policy allowed a
minimization of roll changes and a concentration of several changes at the same time,
thus reducing production costs. Fuzzy logic was used to compare spectra, looking for
common patterns, which enabled a totally automated diagnostic system. Likewise, as
part of the solution, a novel estimate of roll eccentricity, based on a Least-Squares

algorithm was developed, which provided a higher accuracy than classical algorithms as
well as a drastic reduction in the time required to perform eccentricity tests.

3.3.3 Discussion of Fuzzy Applications on Rolling Mills

As indicated in the above survey, more and more applications of fuzzy systems on rolli

mills have been reported since 1991. Most of the researches by both computer simulatio
and industrial practice have been conducted on shape control. Some investigations on
roll eccentricity diagnosis by fuzzy systems to minimise roll changes for reducing
production costs have been performed.

For thickness control there are four fuzzy application cases. One is using a fuzzy syst

to automatically tune the gain of proportional controller in a predictive thickness co
system [Nose et al, 1993]; an other case is employing a fuzzy system to find a certain
relationship between predicted rolling force and measured one [Oda et al, 1995]. Wang
and Tieu [1997a-b] developed fuzzy systems as both a controller and a process model.
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SUMMARY AND CONCLUSION REMARKS

This chapter briefly reviewed the development of artificial intelligence and concentra

on the survey of applications of neural networks and fuzzy systems on rolling mills. F
the survey the following can be summarized and concluded:

• Both neural networks and fuzzy systems have found ever-increasing use in
rolling mills in 1990s.

• The applications of neural networks on rolling mills cover a broad range of
area, including thickness control shape control width control estimation and
monitoring, rolling force modelling, roll eccentricity identification and
compensation, rolling process fault detection and diagnosis, production
forecasting and optimisation, prediction of roll strip temperature and
mechanical properties. Among them, significant amount of work has been
conducted on shape control and force prediction.

• Fuzzy systems have been applied to thickness control, shape control and roll
eccentricity diagnosis for rninimising roll changes to reduce production costs.
Like neural networks, most applications are on shape controls.

• Few researches have been reported on the applications of neural networks
and fuzzy systems for thickness control, although thickness is an important
quality characteristic of strips.
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• Non-linear capacities of neural networks and fuzzy systems can be applied to
gauge control with potentially significant benefits.
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Chapter 4
Neurofuzzy Adaptive Control and
Application to Strip Rolling

4.1

INTRODUCTION

The discussion on rolling theory and gaugemeter control in Chapter 2 and the liter
survey on the applications of artificial intelligence in rolling mills in Chapter

pointed out the necessity and possibility of applying neural networks and fuzzy sy

to gauge control for rolling mills. This Chapter proposes a neurofuzzy control syst

structure, which can overcome the gaugemeter control's limitations. By investigatin

neural networks and fuzzy systems, neural models for strip exit thickness estimatio
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an adaptive fuzzy controller to produce control signals are developed, which fo
this artificial intelligent control system.

4.2

CONTROL ARCHITECTURE

In gaugemeter control, with the measured rolling force/and no-load roll gap 5b, the exit
thickness h is estimated by the gaugemeter equation

h = SQ+£0
K

(4-1)

The estimation value is compared with the desired exit thickness value, or called

thickness reference href. Corresponding to the error Ah = hre/ - h, the require
adjustment ASo is based on the following expression

A 5 0 = [I+YJAA

(4-2)

In industrial practice, Equation (4-2) is modified to include a compensation coefficient C:

M_ \
K
Ah

1+A50 =

i + o-o£

(4-3)
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From Equations (4-1) and (4-3), it can be seen that the control performance depends on

the accuracy of the mill elastic modulus K, material plastic modulus M and no-load ro
gap 50.

The no-load roll gap SQ is mainly affected by roll thermal expansion, wear and
eccentricity, and bearing oil film thickness variation. These effects are compensated
through incorporation of extra control functions in advanced AGC control systems.

The mill elastic modulus K is the rolling force per mill elastic stretch. The total s

the mill comes from housing stretching and bending, roll bending and flattening, screw

and nut compression etc. Although affected by non-linearity, hysteresis and backlash,
can be linearized in practice. As the requirements for the high accuracy in thickness

rolled strip becomes more stringent, the required gauge control is no longer satisfie
this linearisation. However, neural networks capable of modeling non-linear process
[Barto, 1990, Hormk et al, 1989], can be developed to model the non-linear process,

involving rolling force/and no-load roll gap So, replacing the gaugemeter equation to
estimate exit thickness.

Obviously, the neural model can be used to predict a non-delay exit thickness. The

reason that only the rolling force / and no-load roll gap So are employed as the neur
network's inputs is based on the following consideration:

That the gaugemeter equation can not satisfy the more stringent thickness accuracy

requirements is due to the nonlinearity of the parameters. However, the principle of t

equation remains correct. In fact, all variables affect exit thickness variation via c
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either roll gap or rolling force. Therefore, introduction of more variables to the neura
model's inputs means including more correlated factors, which is not only unnecessary,
but also increases the cost of computation.

Meanwhile, the material plastic modulus M is a product dependent parameter. It is
determined by material resistance to deformation, geometry of roll bite, which includes
the work roll diameter, strip entry thickness, width and reduction, and other rolling
conditions such as friction, rolling speed, roll wear profile, roll material, etc.

Equations (4-2) and (4-3) indicate that it is the two variant moduli, the material plas
modulus M and the mill elastic modulus K, which determine the non-linear relationship
between the exit thickness error Ah and the no-load roll gap adjustment ASb. For this
non-linear problem, a dynamically adaptive controller is required to determine the noload roll gap, which can be implemented by an adaptive fuzzy controller.

External Disturbance

A J,

h^d

"V_

y
1i -

}'

Fuzzy Controller
—

AAAAA

0 1W / /JM\
7 ',/ -J

AS.
1

•

Rolling Mill

<(k.

W

I

s.

Neural Model

h„

-^Cr+'v

Figure 4.1 Adaptive Neurofuzzy Control for Strip Thickness

Chapter 4 Neurofuzzy Adaptive Control and Application to Strip Rolling

72

With the neural model and the adaptive fuzzy controller, the architecture of this ada

neurofuzzy control for strip thickness is depicted in Figure 4.1, where 0 is a dynami
adaptation operator which will be defined in Section 4.4.6.

4.3 NEURAL MODELING

As the most promising branch of Artificial Intelligence, Neural Networks have been

applied to many diverse areas, such as modelling, pattern recognition, knowledge base
signal processing, and computer graphic processing. In this study, Back-Propagation
(BP) neural networks will be investigated and applied as a modelling tool in rolling
gauge control.

4.3.1 Concept of Neural Networks

The concept of neural networks comes from its biological origin. Neural networks are
regarded as mathematical models to simulate the operation of the brain. The simple
arithmetic computing elements correspond to neurons - the cells that perform
information processing in the brain - and the network as a whole corresponds to a

collection of interconnected neurons. For this reason, the networks are called neural
networks.
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Neural networks are artificial models, which try to imitate the way that the brain works
They are composed of a number of nodes, or units, or processing elements (PEs for
short, which will be referred in this thesis) connected by links. Each connection has a
numeric weight associated with it, and the weight is updated throughout the learning
process to attain a desired objective. Some of the PEs connected to the external
environment can be designated as inputs or outputs of the network.

The assignment of a neural network to perform a certain task is carried out through

several steps. It should be decided how many PEs are to be used, what are the inputs and
outputs, what kind of PE is appropriate for a certain unit, and how the PEs are to be
interconnected. Then, the network is trained after initialisation, with all the weights
updated during training. There may be several learning algorithms to be employed.

4.3.2 Neural Network Processing Elements

A processing element (PE) is a simple device which approximates the function of a
biological neuron as shown in Figure 4.2. PEs' basic functions include summation of
input signals and bias, determination of the output value with transfer functions.

Inputs and Outputs - Each PE can receive many input signals simultaneously, but there
is only one output signal which is determined by the input signals, and corresponding
weights and bias for that PE.
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Figure 4.2 Processing Element

Input Summation - A transfer function translates input signals to an output signal

each PE. Different inputs have different importance in terms of contribution to ou

a PE. This difference is represented by a corresponding weight with each input. The
weights are strength of connection between PEs. Normally, the weights and bias are
represented mathematically in terms of vectors Wj = (wi0, wu, wi2, .... win).

Receiving all of its input signals, a PE computes summation of the total inputs and
with correspondent weights.

I

i=Hwij-Inij
j=0

where /, = net weighted input of PE/
wtj = weight on the interconnection from PE, to PE,
In// = input signal from PE, to PE/

(4-4)
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Transfer Functions - The output of a P E has to be calculated with its net weighted

input through a transfer function. A transfer function can be a simple linear functi
more complex functions such as Sigmoid function, hyperbolic tangent function.

The most commonly used function is the Sigmoid function; it is mathematically defined
as:

<p(z) = —^— (4-5)
1 + e-"

where a is the slope parameter of the Sigmoid function. In most cases, a is assigned
value of 1, thus the Sigmoid function becomes

l + e

which is bounded within a specific range (0, 1) and has a continuous first derivative

A notable thing in application of neural networks is that the output of transfer fun

can be in (-1, 1) rather than (0, 1). In such case, a Sigmoid function would be repla
by the hyperbolic tangent function:

cp(z) = tanh(z/2) = ]—^T (4-7)
l+ e
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4.3.3 Neural Network Structure

There are a number of network structures, each of which result in very different

computational properties. In general two classes of network architectures are identif
the feed-forward and recurrent networks. In a feed-forward net work, links are
unidirectional and there are no cycles. In a recurrent network, the links can form
arbitrary topologies.

Usually PEs in neural networks are organised in layers. In a layered feed-forward

network, each PE is linked only to PEs in the next layer; with no links between PEs i

the same layer, no links backward to a previous layer, and no links that skip a layer

A feed-forward network with more than two layers is called multi-layer feed-forward

network. The layers, which receive inputs from outside are called input layers; the l

which produce outputs to outside are called output layers, the layers, which are othe

than input layer and output layer, are called hidden layers. The function of the hidd
layers is to interact between the input and output. With hidden layers, the networks
able to approximate higher-order non-linear models.

4.3.4 Training Algorithms

Learning is the basic feature of neural networks. It is learning which gives the netw
the ability to model by interacting with environment.
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There are many ways of learning, each with a different learning algorithm. As all the

information of a neural network is stored in the weights that interconnect the PEs, th
proper learning algorithm adjusts the weights towards a desired output under specific
inputs for the neural network. The learning algorithms can be classified into three
paradigms. They are supervised learning, reinforcement learning, and unsupervised
learning [Haykin, 1998].

• Supervised learning as its name implies, is performed under the supervision of an
external supervisor, in which the desired network output is given to the learning
algorithm and the difference between this value and the actual output is used for the
adaptive learning.

• Reinforcement learning is the evolving process through trial and error.

• Unsupervised learning is, unlike the former two, performed in self-organised
manner.

4.3.5 Multi-Layer Perceptrons and Back-Propagation

Multi-Layers Perceptions (MLPs) trained using Back-Propagation (BP) are currently the

most widely used artificial neural networks [Brown and Harris, 1994]. This is due to a
variety of reasons: the biological implications are emphasized [Rumelhart and
McClelland, 1986]; the network is a universal non-linear approximator [Hornik et al,
1989]; and the network seems capable of learning poorly understood and multi-
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dimensional functions from only a small amount of training data [Wright, 1991].
Therefore this kind of network is used for modelling the rolling process, thus will be
investigated in detail.

Layered feed-forward networks were first studied by Rosenblatt in the late 1950s under

the name perceptrons [Rosenblatt, 1958, 1962]. The perceptron is the simplest form of a
neural network used for the classification of linearly separable patterns. Perceptron
MLPs had been believed unable to reproduce the basic XOR logical function [Minsky
and Papert, 1969], and were not considered suitable for application to more complex
real-world problems. It was the proposal of Back-Propagation in mid-1980s which
enabled MLPs to learn arbitrary functional mappings, therefore, MLPs with BP
algorithms are often called BP networks.

4.3.5.1 Architecture of Multi-layer Perceptrons

Multi-layers Perceptron networks are multi-layer feed-forward networks. The signals
received by the first layer are the training inputs and the network's response is the
outputs of the last layer. For a suitable arrangement of PEs and layers, and for

appropriate weight vectors and transfer functions, this class of networks can reproduce

logical functions exactly and can approximate continuous non-linear functions to withi
an arbitrary accuracy [Ellacott, 1994].
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Figure 4.3

A Three-layer Perceptrons Network

A three-layer perceptron network with an n-input, ^-output and/? PEs in hidden laye

illustrated in Figure 4.3. Each PE has connections with all the PEs in the previous

plus a bias term. The (p+l)-dimensional weight vector associated with the/ PEs in t

output layer is denoted by w/°! for/ = 1, 2, ..., q, the («+l)-dimensional weight v

associated with the/* PEs in the bidden layer is denoted by w/*1 forj = 1, 2, ..., p
(w+l)-dimensional network's input vector is composed of the bias term plus the n-

dimensional input vector In and is denoted by x''1. The ^-dimensional network's out

vector is denoted by Out. The output of the PEs in the hidden layer is denoted by t

(p+l)-dimensional vector xIhl, and the output of the/* PE in the hidden layer is giv

1
w

x

=

if

j=0
(4-8)

]

<p(lf ) otherwise

where xlf] refers to bias term when./ = 0, and 7 ™ is defined by:
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J™=£xFX?=xB,.wy1 (4-9)
/=o

where xf is the output of the Ith PE in the input layer, wf is the weight on connecti
joining the f* PE in the input layer to the/1 PE in the hidden layer.

The output of the/* PE in the output layer is

Out.-^xf^^x^wf

=<p(x™*wf)

(4-10)

J

/=i

where wlf is the weight on connection joining the /* P E in the hidden layer to the/ 1 P E
in the output layer.

To be more general the following notation set is applied where a superscript in squa
brackets is used to indicate which layer of the network is being considered.

xlp current output of the/ PE in layer s
w^] weight on connection joining the fh PE in layer (s -1) to the/ PE
in layer 5
IjS] weighted summation of inputs to the/ PE in layer s

Thus a PE's output is represented by

w

J1

tf

\<p(I[f]) otherwise

J=0
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where x[f refers to bias term wheny = 0, and Ils]j is defined by:

Equations (4-11) and (4-12) are applied to MLPs with any number of layers.

4.3.5.2 Back-Propagation

The back-propagation algorithm was first described by Werbos in his Ph.D thesis
[Werbos, 1974]. It was rediscovered after 1985 [Rumelhart et al, 1986] and has been
evolving since then.

In back-propagation, network signals proceed forward though the network layer by
layer, and the error is propagated backward layer by layer. As the signals proceed

forward, a set of output is produced as the response of the network with the algorit
represented by Equations (4-11) and (4-12), where the weights of the network are all
fixed. The response of the network is subtracted from a desired response to produce

error signal. Then this error signal is propagated backward through the network - he
the name "error back-propagation". The weights are adjusted in accordance with the

error-correction rule so as to make the actual response of the network closer to the
desired response.
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Back-Propagating the Error

If the output of / PE in the network output layer is denoted by x{f as defined
previously, and the corresponding desired output is denoted by dj, a measure of the
network error is given by

Then an error signal, referred to as scaled "local error" at each P E is defined by

ef=--^

(4-14)

In the output layer, the scaled "local error" is given by

1

dxf dlf
Idj-xfWV?)

(4"15)

Similarly, the scaled "local error" at each P E of the s,h layer is represented by

e™ =

8E
dxf

dxf
dlf
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^=^^ ] )-i^ + i yr)

(4-16)

where the summation term used to back-propagate errors is analogous to the summation

in Equation (4-12) which is used to propagate forward the input. Therefore, as the er

are determined with Equation (4-15) in the output layer, it can be propagated backwar

through the network from the output layer to the input layer using Equation (4-16). T

multiplication of the error by the derivative of the transfer function scales the err

Minimizing the Global Error

The aim of the learning process is to minimise the network global error E by modifying
the weights. Given the current set of weights wf, it is needed to determine h o w to
modify them in order to decrease the global error. This can be done using a gradient
descent rule as follows:
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dE
ji

where p is a learning coefficient. In other words, each weight is changed according to
the size and direction of negative gradient on the error surface.

The partial derivative in Equation (4-17) can be calculated directly from the loc

values discussed in the previous sub-section, because, by the chain rule and Equa
(4-12) and (4-14), it can be obtained:

dE

dwf

dE

dlf

3
dlf dwf = -efx] -"

(4-18)

Combining Equations (4-17) and (4-18) together gives

Awf=p-efx)s-l]

(4-19)

Thus, the weight can be updated in a recursive way which is expressed as

wf=wf+Awf (4-20)

Through the above discussion, the standard BP algorithms can be summarised as
follows:

1. Present an input vector In to the network input layer;
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2. Calculate the summation iffoi each PE of the network by using Equation
(4-12) and then obtain its output JC^1 with Equation (4-11);

3. Calculate the scaled local ef error for output layer as given in Equations (415) and ef for hidden layers as given in Equation (4-16);

4. Calculate the delta weight using Equation (4-19); and

5. Update weight with Equation (4-20).

Modifications on Standard Algorithms

There are many factors affecting the convergence and speed of convergence of the BP
algorithms. Concerning these factors, some modifications of the dgorithm are added.
Following are those which are implemented in this study.

Momentum

One of the problems of a gradient descent algorithm is to set an appropriate learnin
rate. Changing the weights as a linear function of the partial derivative as defined
Equation (4-17) is based on the assumption that the error surface is locally linear,

"locally" is defined by the size of the learning coefficient. But at points of high c
this linearity assumption does not apply and divergence might occur, Therefore, the
learning coefficient has to be kept small in order to avoid divergence.
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But on the other hand, a small learning coefficient result in slow learning. Therefo
concept of "momentum term" is introduced to resolve this dichotomy. Then the delta

weight equation (4-19) is modified so that a portion of the previous delta weight is
the current delta weight [Rumelhart, 1986]:

Awf =p-efx\s-l] +K- Awf- (4-21)

where K is usually a positive number called the momentum constant. The incorporation
of the momentum in the back-propagation algorithm would highly benefit the learning

behaviour of the algorithm and the stability of the network. It also has the effect o

preventing the learning process from terminating in a shallow local minimum on the e
surface.

Batch Mode Training

In a practical application of the back-propagation algorithm, learning results from
presentations of a prescribed set of training examples. One complete presentation of
entire training set during the learning process is called an epoch. Learning can be

out on a sample by sample basis or on epoch by epoch basis. For a particular epoch, t
gloabal error function is defined as the average square error.

where N is the number of training examples within an epoch. In this batch training mo
the weight adjustment is made only after the whole epoch has been presented to the
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network. The use of batch mode of training provides a more accurate estimate of the
gradient vector.

4.3.5.3 Network Initialisation

Before BP learning, all the weights of the multi-layer perceptron have to be given i

values. A good assignment of initial values can shorten the trace of learning for th
network to come to a niinimal point on the error surface.

The wrong choice of initial weights can lead to a premature saturation of the networ
When a training sample is presented to the input layer of a MLP, the network output

calculated through a sequence of forward computations that involves inner products a
Sigmoid or hyperbolic tangent transformations. This is followed by a sequence of

backward computations that involves the calculation of local errors and pertinent sl

of the Sigmoid or hyperbolic tangent transfer function, and weight adjustments. Wron
assignment of initial weight values might result in the net internal activity level

output PE to a large magnitude. Hence the corresponding slope of the transfer functi

for the PE will be very small and the output value for the PE will be close to the l
values (i.e. 0 or +1 for Sigmoid transfer function, -1 or +1 for hyperbolic tangent

function). In such case, the PE is considered in saturation. When a PE comes to satur
the network will move very slow or stop on the error surface.
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In practical application of neural networks, two ways of initialisation are normally
adopted. The first one is to set the weights to random numbers that are uniformly

distributed inside a small range of values. Alternatively, the weights can be set to r
numbers that are Gaussian distributed to a certain range. There is no particular
preference. The selection of initialisation is determined by its performance on the
network.

4.3.6 Neural Modelling for Strip Exit Thickness Estimation

In gaugemeter control the well-known gaugemeter Equation (4-1) is used to calculate
the exit thickness to replace time-delayed measurement signals. However, as discussed

previously, the mill elastic modulus K in the Gaugemeter Equation is not constant, whi

means that the relationship between rolling force and exit thickness is not linear, wh
may not satisfy the increasingly stringent accuracy in thickness. Since BP network is
universal non-linear approximator [Hornik, 1989] and can reproduce a continuous non-

linear function with an arbitrary accuracy [Ellacott, 1994], it is adopted to model th
gaugemeter equation. Thus the non-linear relationships between rolling force, no-load
roll gap and exit thickness are modeled by a BP network.

To implement this network, the following considerations have to be taken:

Number of Hidden Layers and Number of Hidden PEs - The choice of the number of

layers and the number of PEs per layer is an important decision which is related to t
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neural network performance. Most BP networks have one to three hidden layers, with
the number of PEs in the hidden layers falling somewhere between the total number of

input and output PEs [Marshall, 1990]. To avoid over-fitting [Demuth and Beale, 1995],

the number of layers and PEs should be as small as possible to satisfy learning accu
The advantage of fewer layers and fewer PEs per layer also includes savings in

computing time for both training and modelling. Jim Freeman, a Principle Scientist at
Gensym Corporation, suggests to "use only one hidden layer for back-propagation
networks." [Freeman, 1998] There is no fixed rules found for deciding the number,
which is normally done by trial and error.

Based on this consideration, one hidden layer with two PEs has been employed for the

BP network to model the rolling process, as shown in Figure 4.4. No significant trai
improvement has been found when one hidden layer of more PEs, and 2 to 3 hidden
layers were tried both for the simulation data and real experimental data.

S0

•

Figure 4.4 Neural Model for Exit Thickness Estimation
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Data Validity - Data validity has three meanings. Firstly, there should be the right dat

for training, say, proper range distribution over the range. Secondly, the data should b
processed before training. Thirdly, there should an unused data set for testing.

It is required that the data for the neural network training cover the range where the

network is used. In this study, the data range should consider rolling force, roll gap a

exit thickness. To assure this, a separate neural model is trained for each material wit

the data generated by rolling a specific material with a range of data including desired
exit thickness values both during real experiments and a computer simulation.

Before training, the data should be analyzed and preprocessed. The data processing
includes data synchronization to eliminate signal delay, spurious data removal and data
normalization

Before the trained model is used for real-time control, its must be tested by unused dat

for validation, although the final validation can be verified by the results of control
The unused data are obtained by rolling another strip sample.

4.3.7 Application of Neural Networks to Width Estimation in Flat Rolling

In addition to thickness, width is another important quality item in roughing mill roll
The goal of the roughing mill is to reduce the thickness of the work pieces from about
200 mm to about 15-40 mm, that is, from slabs to transfers. A roughing mill can be a
single stand (e.g. Hot Strip Mill of BHP Steel, Port Kembla), or up to six stands (e.g.
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Hot Strip Mill, Indiana Harbor Works). Width control of transfer bars at roughing mill

is achieved by the vertical edger, because it is the only equipment to reduce the widt
effectively by sideways rolling.

A single-stand roughing mill usually consists of a vertical edger and a horizontal ro

as shown in Figure 4.5, where the rougher is used to reduce the thickness of rolling b

and the edger is used to reduce the width. The rolling process on this kind of roughin

mill normally includes several reversing passes (e.g. seven passes at the Hot Strip M
BHP Steel, Port Kembla). In the forward passes, bars are narrowed by the edger and
thinned by the rougher. In the reverse passes the edger usually does not perform much

reduction and the gap setting is mainly to constrain the material spread from the rou

The edger rolling not only reduces the size in the bar width direction, but also crea
"dog-bone" shape in the thickness direction, as shown in Figure 4.6.

Figure 4.5 The Roughing Mill at B H P Hot Strip Mill
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Flat before edging

"Dog-bone" after edging

Figure 4.6 Cross Section of Rolled Bars from a Roughing Mill

Normally, an automatic width control system is equipped with the edger for the roughing
mill which includes three sub-systems: a bar-to-bar width control system, a head and

short stroking system and an in-bar width control system. The bar-to-bar width control

system is used to control the mean width value of transfer bars. The head and tail sho
stroking system is used to reduce the length of "Fish tail" or eliminate 'Tish tail",
is a common defect of transfer bars from the horizontal rougher. The in-bar width
control system is used to control the width variation within a bar.

For the bar-to-bar control a control model is used to estimate the exit width with its

affecting variables of the incoming bar. If the difference between the estimated widt

the desired width is larger than the required tolerance, the edger reduction should be
adjusted adaptively by the model toward the required tolerance. Once a suitable value

the edger is found, it is fed to the edger roll gap control system to achieve the desi
width.

The conventional bar-to-bar width models are mainly based on statistical methods.
Following is the example applied in BHP Steel Port Kembla [Wheway, 1994].
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Exit Width from a Pass = Entry Width into that Pass + Roughing Mill Spread (4-23)

Roughing Mill Spread = (1 + Dog-bone Adaptor) • (Dog-bone Recovery Model)
+ (1 + Horizontal Adaptor) • (Horizontal Spread Model)
+ Pass Adaptor + Class Adaptor + Fast Adaptor (4-24)

where,
^
„
,. ai-(Edger Reduction f2 -(Entry Thickness f3
w
Dog-bone Recovery Model=-i^—2
—
—
(Entry Width)°4
, „ ,,
Horizontal Spread Model=

b,-(Rougher Reduction) 2
^
-—- k
r
b
(Entry Thickness ) > -(Entry Width )*<

,.oc .
(4-25)

,A ~^
(4-26)

where ax, a2, az, a* and b\, b2, bi, b4 are constants which are decided by regression; all

the Adaptors are updated on-line by the difference between the estimated width and th
measured width.

This regression model suffers from slow convergence and low accuracy of estimations.
The results of this kind of performance causes more width deviation for the final
products which may not satisfy the increasingly tighter specifications required for
domestic and overseas markets. In this section, BP networks are applied for width

estimation with the industrial data from BHP Steel Port Kembla, and compared with the
regression model as discussed above.

According to the rolling theory [Tselikov et al, 1981], the key variables which affec

exit width at a roughing mill include entry width B, entry thickness H, edger reducti
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A B , and rougher reduction AH and rolling temperature Tp. Employing these variables as

inputs and the exit width b as output, a three-layer BP network is constructed as s
in Figure 4.7.

Figure 4.7

A Three-layer B P Network for Width Estimation

The B P network for width estimation is applied to the four forward passes on the
roughing mill at BHP Steel, Port Kembla, which are numbered as passl, pass3, pass5

and pass7, while no width control is equipped for the reverse passes which are even

numbered. For each pass, the network is trained with 100 samples and tested by furt

60 samples. The test results indicate that BP network with 20 PEs in one hidden lay

estimates the exit width with a reasonable accuracy as shown in Figure 4.8. The mea
estimation error and the root of mean square (RMS) errors are much less than those
the regression model as shown in Table 4.1. Therefore, it can be concluded that BP
networks can effectively estimate the exit width for strip rolling.
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Table 4.1 Comparison of B P Network with Regression Model for Width Estimation
Pass Number

pass3

passl

pass5

pass7

Mean
Error

RMS

Mean
Error

RMS

Mean
Error

RMS

Mean
Error

RMS

Regression Model

3.40

5.00

1.99

2.95

0.65

0.98

0.47

1.27

BP Network

-0.44

2.62

0.15

2.61

0.08

0.92

0.23

1.11

Model

4.4

ADAPTIVE FUZZY MODELLING AND CONTROLLER

Fuzzy systems have been used for many different tasks within intelligent control sys

because they represent general non-linear relationships which can be initialized usi
expert knowledge [Berenjl 1992, Harris et al, 1993, Lee, 1990].

For a basic plant model or controller, the inputs to a fuzzy system generally contain
discrete measurements of the system's past and present state, and the output is some

non-linear function of these values. The fuzzy rules contain local knowledge about th

relationship between these quantities, and it is the interaction between these rules
determines the type of model produced by the fuzzy system This section investigates

some theory of fuzzy systems, fuzzy modelling and control and develops a new adaptive
fuzzy controller for gauge control in rolling.
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4.4.1 Fuzzy Sets and Membership Functions

Fuzzy systems start with the concept of fuzzy sets. The fuzzy sets are introduced t

represent linguistic terms such as (x is large). A fuzzy set is a set without a cri
defined boundary. It contains elements with only a partial degree of membership.

With an ordinary set, elements are defined as either or not the complete members o

set, which can be described by assigning the value 1 to those elements which are t

members of the set and the value 0 to the elements which are not members of the se

The function which assigns these values is termed the characteristic function of t
The characteristic function has only two possible values: 0 or 1.

With a fuzzy set, elements can be partial members of the set by using a membership

function. The membership function assigns a value between 0 and 1 (including 0 and
to the elements of the set. The membership function is mathematically represented
PA(X) e[0,l], where A is the fuzzy set, x is the element variable of the set.

Each linguistic term is represented by a membership function and a set of all of t
terms determines how an input variable is represented within the fuzzy system.
Therefore, fuzzy membership functions are the mechanism through which the fuzzy

system interfaces with the outside world. The universe of discourse of a membershi
function is the set of possible values for a given variable.

A typical choice for a fuzzy membership function is a piecewise linear trapezoidal

function (triangular shape is a special case for this typical function). Figure 4.9

some examples. Other function shapes, such as Gaussian functions, can also be used,
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these increase the computational cost of the algorithm and provide no noticeable
performance improvement [Welstead, 1994]; such functions typically appear in the
systems used for theoretical analysis, where their analytical properties, such as
differentiability, are needed.

Negative
Large

Negative
Small

IZero Positive
Small

Positive
Large

Figure 4.9 Trapezoidal and Triangular Membership Functions

Fuzzy sets can be classified into Continuous Fuzzy Sets and Discrete Fuzzy Sets

according to their universe of discourse. Only continuous fuzzy sets will be discusse

this study, as discrete fuzzy sets are not involved. A continuous fuzzy set A is defi
a continuous universe of discourse X, and the membership function PA : X-> [0, 1]
assigns to each element xela real value PA(X) in the interval [0,1].

4.4.2

Fuzzy Rules and Fuzzy Algorithms

Fuzzy rules combine two or more input fuzzy sets, called the antecedent sets, and

associate with them an output set, or consequent set. The antecedent sets are combined

by means of operators that are similar to the usual logical conjunctives, such as "and
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"or", etc. Generally, for a w-input (xj, x2, ..., x»)T one-output (y) fuzzy s
rules can be represented in the form:

IF (xi is A'I) AND ... AND (xn is A1*) THEN (y is BJ) (c)

where A\, k - 1, ..., n and Bj are fuzzy sets, c ~ [0,1] the confidence in th
true. A confidence of c = 0 means the rule never fires whereas if c > 0, the rule influences
the output whenever the input is a partial member of the antecedent.

A fuzzy algorithm is defined to be a set of these rules, which describes a ma
between the system's input and output states. Therefore, all the fuzzy rules in a oneoutput fuzzy system compose a fuzzy algorithm. If the fuzzy system has n input (xi, x2,
..., x„)T, and m output states (y},y2, ..., ym)T, it can be written as m fuzzy algorithms
with n inputs and one output.

In general a fuzzy algorithm consists of a set of these fuzzy rules which ar
together (using a union operator or the fuzzy O R ) to form the rule base. Therefore,
considering a two-input fuzzy system the rules of a fuzzy algorithm might have the

1
j
IF (xi is ru
Ali)
: AND (x2 is A i) THEN (y is B ) (cu)
IF (xj is A1]) A N D (x2 is A22) T H E N (vis Bj) (c,,2)
ru : O R

1
9
J
OR JF(x1isArl,q
1)AND(x
2isA 2)THEN(yisB ) (cj,q)
'•

ru :

OR

IF (xi is A2,) A N D (x2 is Ali) T H E N (y is # 0

j
OR IF (xi ris
P4 '•^;) AND (x2 is ^) THEN (y is B ) (cpq)

(c w )
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where rLJ represents rule number, standing for the if fuzzy rule, A11, A21 ... Api, ar
fuzzy sets for X], A 2, A

2

... Ap2, are fuzzy sets for x2, BJ is one of the fuzzy sets

is worth noting that BJ in different rules may stand for different fuzzy sets. It can
that a fuzzy algorithm maps two inputs with p and q fuzzy sets to one output has pq
rules with associated confidences, no matter how many fuzzy sets the output has. In

practice, however, the rules with confidence of 0 will not be included in the rule b
they are never fired. Therefore, the rule number will be less than pq.

The two-input fuzzy system rules can also be represented through the use of a Fuzzy
Associate Memory (FAM) matrix, where each row of the matrix stands for a fuzzy set

for one of the inputs, and each column stands for a fuzzy set for the other input. E

intersection represents a rule, where the sets expressed by the row and the column a
the antecedent sets and the set at the intersection is the consequent set.

These FAM matrices can be extended to dimensions higher than two. The number of

inputs, or antecedents, to the fuzzy rules determines the dimension. Three inputs wo
result in a FAM matrix that looks like a three-dimensional cube. Higher numbers of
inputs produce "hyper-cube" FAM matrices.

Due to its succinctness when representing the rules for two input fuzzy systems, the
FAM matrix representation is adopted in this thesis.
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4.4.3 Defuzzification

Normally the inputs and outputs of engineering systems are real-valued variables. The
inputs are fuzzified just by calculating corresponding membership functions for each

fuzzy set. The reverse process, a transfer of the outputs of a fuzzy system from fuzzy
sets to real values, is known as defuzzification.

The two most popular defuzzification algorithms are the mean of maxima and the centre
of gravity (sometimes called the first moment of area). In the mean of maxima
defuzzification algorithm, the output which has the highest membership of the fuzzy

output distribution is selected, and if this value is not unique then an average is ta
The centre of gravity defuzzification algorithm weighs each possible output value by
corresponding membership in the output distribution and then calculates a normalised
average. Since it generally produces a smoother output than the mean of maxima
method, and it can provide an implementation method which greatly reduces both the

computational cost and the storage requirements, the center of gravity method is appli
to certain continuous fuzzy systems [Brown and Harris, 1994].

The centre of gravity defuzzification algorithm for continuous fuzzy systems is given

Xx) = 7. . .. (4-27)

lusiyyty
Y

Based on this algorithm, most fuzzy system implementations use simplifying assumptions

to reduce computation [Welstead, 1994]. One of the simplifying assumptions is to assig
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specific values, rather than real fuzzy sets to linguistic terms for fuzzy system out

this way, the fuzzy membership function assigns the value 1 to a single point and 0 t

other points. This does not, however, mean that the fuzzy system output is limited to
finite number of values. With this assumption, Equation (4-27) is simplified as

f^(x).w/(5')
v(x) = £ L _ .

(4-28)

IJMX)

where valffl) is the value assigned to the fuzzy linguistic term B'. This simplified

defuzzification algorithm is adopted for this study because of its reduced computatio
which is necessary for real-time control.

4.4.4 Fuzzy Systems

Generally a fuzzy system is configured as shown in Figure 4.10, which consists of the

following four components: Fuzzifier, Defuzzifier, Fuzzy Rule Base and Fuzzy Inferenc
Engine.

As the inputs of the fuzzy system, the variable set x in the universe of discourse X
needed to be transferred into fuzzy sets in A by Fuzzifier. This is implemented by

calculating the membership functions associated with their linguistic terms. Once the

inputs have been fuzzified, the degree to which each part of antecedent has been sati

for each rule is determined. Then the Fuzzy Inference Engine derives the output fuzzy

sets result associated with their degrees using the knowledge (rules) stored in the F
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Rule Base. This process includes applying fuzzy operator such as "AND", "OR" for the

antecedent in each rule, implying the rules to obtain the shape of the consequent, i.e

fuzzy output sets in B with their degrees. Consequently, the Defuzzifier applies a met

such as the mean of maxima, the center of gravity to defuzzify the output fuzzy sets to
real values.

Fuzzy Rule Base

Defuzzifier i

• Fuzzifier
x inX

p.

y in Y
A
^r

— > Fuzzy Inference Engine
Fuzzy i.ets

Fuzzv sets

in A

in B

Figure 4.10 Basic Configuration of a Fuzzy System

Within intelligent control systems, this fuzzy system can be used in plant models, or
linear controllers, or in some other forms. The fuzzy modelling and fuzzy controller
be discussed in the following.

4.4.5 Fuzzy Modelling and Control

A common problem in control engineering is to synthesise an appropriate controller fr
a plant model Control system with a fuzzy controller is referred to as direct fuzzy
control while the control system with a fuzzy model is referred to as indirect fuzzy
control.
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Fuzzy controllers generally use a static incremental process model to relate the error

the calculated control action to the deviation in the desired behaviour of the plant. T

necessary because the desired control signal is never known, and it needs to be inferre
from knowledge about the plant, and the current plants' performance.

The function of fuzzy models in indirect fuzzy control systems is like that of neural

model discussed previously. They are all to be trained with the data collected from the

plants. Their difference is that they are represented in different forms to map the inpu
output relationships and they use different learning algorithms. The BP neural network
trained by modifying its connection weights; the adaptive fuzzy model adapts itself by
modifying rule confidence, rules, membership function parameters.

4.4.6 Adaptive Fuzzy Controller for Gauge Control

Normally, a fuzzy controller operates on the proportional and derivative error input
signals, and produces an output which is either the control action or the calculated
change in control [Brown and Harris, 1994]. This control idea will be implemented when

conducting an extended investigation of fuzzy system applications on gauge control by a
computer simulation, where the output from the fuzzy controller will be used as an
electrical current command to hydraulic servo-valve.

However, for real-time control applications in rolling, there exists a closed-loop roll

control system, which is applicable to most industrial rolling mills, and in particular
experimental rolling mill in this study. Here, the function of the fuzzy controller is
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to produce a no-load roll gap adjustment by approximating the non-linear relatio

between the exit thickness error and the no-load roll gap adjustment for the erro

compensation. As discussed in Chapter 2, this non-linear relationship is difficu

accurately due to the ever-changing rolling conditions and wide range of products

Therefore, dynamically adapting this non-linear relationship by interacting with

process becomes necessary. This section develops an adaptive fuzzy controller wh

dynamically determines this relationship to produce roll gap control signal with
accurate knowledge of mill elastic modulus and material plastic modulus.

Equation (4-3) indicates that the roll gap adjustment ASo is proportional to the

thickness error Ah. The problem is how to determine the proportionality factor i
i

M

equation AS0=T-Ah, where r =
1 + (1-C)—

K

1+ —
. This non-constant gain T varies
v

K
according to the mill elastic modulus K and the ever-changing material plastic m
M, which needs to be dynamically adapted. In order to implement this adaptation,
index 0 to evaluate the previous control performance is developed as follows:

&m

Ah,
.^L

(4-29)

\t-\)

where Ah{t\ and Ah«-i* are the exit thickness errors at time t and (t-1) respectively.

The exit thickness error A/i(t) can be taken as the error remainder at time t with a no-load
roll gap adjustment command ASo o-i) corresponding to the exit thickness error
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at time (t-1). Therefore, ©(r) evaluates the accuracy of the no-load roll gap adjustme

command ASo (/-D at time (t-1), as the percentage of the error remainder Ah(t) at time

against the error Ah(t-i) at time (t-1). When 0(r)=O, the exit thickness error remainde
Ah(t) at time t is zero, so the no-load gap adjustment command AS0(t-i) at time (t-1)

neither more nor less than the desired value, which is the ideal condition. When 0(,)>

the error remainder AA(r) at time / remains in the same side as the error Ah^^ at time

(t-1), either plus or rninus. This means that the amplitude of no-load gap adjustment
command ASo (r-n at time (t-1) is less than the desired value. When 0(o<O, the error

remainder Al\t) at time t jumps to the opposite side of the error Ah\t-1) at time (/results from the excess of no-load gap adjustment command AS0 (r-i > at time (t-1).

Based on the control algorithms that the no-load gap adjustment command ASo is equal

to the exit thickness error Ah multiplied by the non-constant gain T, as shown in Fig

4.11, where the block Q generates the product of its two inputs, the inaccuracy of th
no-load gap adjustment command ASo can completely be blamed on the inaccuracy of
the non-constant gain T. Therefore, the value of the index 0, which evaluates the

accuracy of the no-load roll gap adjustment, indicates the accuracy of the non-const

gain T. As a result, the non-constant gain T can be adapted with the index 0, which i
implemented with a fuzzy system as shown in Figure 4.11.

The fuzzy system produces a current gain T(t) with the inputs of the previous gain F

and the evaluation index ©(,> which indicates the accuracy of T^-i), thus operating t
adaptation mechanism.
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Figure 4.11 Adaptive Fuzzy Control

In fact, there might exit a n e w and unpredicted external disturbance to the gauge control
system during the time from (t-1) to t. In this case, the exit thickness error Ah{t)

includes not only the remainder of Ah(t-\) due to the inaccuracy of AS0(/-i>, but al

contribution of the new disturbance. Therefore, the index ©(,) defined as in Equatio
29) can not account for the accuracy of AS0 (,-n or r(f-i) properly. However, the

mechanical properties of a rolling strip normally vary continuously along its length
direction, and the rolling conditions change continuously with time. Therefore, the

0 changes continuously. Based on this consideration, Equation (4-29) is modified so
a portion of the previous index 0(r-i> is fed through to the current index 0(» by
introducing an adaptation coefficient yr.

Ah,
w + (1-^) •<=>(,-!)
®(t)=V
Ah,C-l)

(4-30)

W h e n ^ = 1 . 0 , Equation (4-30) is identical to Equation (4-29), the index © ( 0 is
completely determined by the change of exit thickness error from time (/-1) to time
W h e n y/= 0.0, the index 0

W

will keep its initial value without any adaptation. The larger
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the adaptation coefficient, the greater the exit thickness error change during the
immediate preceding control time being counted to the index 0(r), and the greater the

external disturbance during this time being weighted for 0W. On the other hand, a small
value of the adaptation coefficient will result in slow adaptation. Therefore,

determination of the value of the adaptation coefficient depends on the severity of th
external disturbance. The more severe the disturbance is, the smaller the adaptation
coefficient should be.

As one of the two fuzzy system inputs, the index ©(r) evaluates the accuracy of the non

constant gain r(,_i) by the change of exit thickness error during a control time inter
Therefore, development of this adaptation mechanism is based on the following

assumption: The control system reaches steady state at time t with the command ASo (/-

from the controller at time (t-1). This requires that the control time interval should
be shorter than the control system settling time ts.

To construct this adaptive fuzzy controller, nine fuzzy sets are defined for the fuzzy
system's input variable r(/_i) and output variable T(t) as follows:

PB: positive big, PM: positive medium, PS: positive small,
PZ: positive zero, ZO: zero, NZ: negative zero,
NS: negative small NM: negative medium; NB: negative big

Three fuzzy sets for input variable 0 are defined as

P T : positive,

Z O : zero,

N T : negative.
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Figure 4.12 Membership Functions of the Adaptive Fuzzy Controller

The membership functions for fuzzy sets which belong to r(,_i) and 0 are shown in
Figure 4.12. They are distributed evenly in their universes of discourse. The
determination of the universes of discourse is based on the knowledge of rolling
technology. The lower limit of the non-constant gain T is defined as 1.0, because

K
T=
1 + (1-C)—

, where M and K are greater than zero, and Ce(0,l). The upper limit
K

of T depends on the rolling mill elastic modulus and the maximum value of rolling str

plastic modulus within the product range, which is assigned with the value of 2.60 in
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study. That the universe of discourse for the index 0 is defined between -1.0 and 1
due to the fact that the amplitude of the exit thickness error remainder at time t

than that of exit thickness error at time (t-1) under control. If the exit thicknes

remainder at time / has the same value and sign as the exit thickness error at time

this means that no control action has occurred at all during the time from (t-1) to

the exit thickness error remainder at time / has the same amplitude and opposite si

the exit thickness error at time (t-1), this indicates that the no-load roll gap ad

ASo(f-i) has been assigned twice its desired value. It is not possible for these tw

conditions to occur under an adaptive control. But if there is an external disturba
Ah(t) Ah(t)
during the time from (t— 1) to t, it may happen that

— > 1.0 or

— < -1.0. In

AVi) AVi)
Ah(n
that case, however, — —

will be taken as 1.0 or -1.0 respectively, thus reducing the

AVi)

negative effect of the external disturbance to the evaluation index 0 by Equation (4

Using a simplified assumption to speed up calculation, specific values are assigned
nine fuzzy sets for the fuzzy system output variable T^y They are:

PB = 2.60, PM = 2.40, PS = 2.20,
PZ = 2.00, ZO = 1.80, NZ = 1.60,
NS = 1.40, NM = 1.20, NB = 1.00.

The fuzzy rules are expressed in a FAM matrix as shown in Table 4
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Table 4.2 Fuzzy Rules for the Adaptive Fuzzy Controller

I V i)
r

M')

0
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SUMMARY AND CONCLUDING REMARKS

An adaptive neurofuzzy control has been developed in theory, which is composed of a

neural network model and an adaptive fuzzy controller. The determination of the contro

scheme and selection of neural modelling and fuzzy controller is based on the analysi
the control problem and characteristics of neural networks and fuzzy systems.

The neural networks have been introduced to provide a general notion about this
intelligent methodological development. Then Multi-Layer Perceptrons with BackPropagation training algorithms are investigated, and a BP network to model rolling

process for strip exit thickness estimation is developed, which provides a theoretical
foundation for both the computer simulation and the real-time control implementation.

BP networks are applied for width estimation to four rolling passes with width contro

an industrial roughing mill. The results indicate that BP networks can effectively es
exit width with a reasonable accuracy. The mean estimation error and the root of mean
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square (RMS) errors are much less than those of the regression model used in industrial
practice.

To develop the fuzzy controller, basic fuzzy theory and fuzzy system have been
discussed. The fuzzy theory is introduced first, then a fuzzy system is discussed with
description for the function of each component of the system and how the components
interact with each other to operate the whole inference system. Afterwards, direct and
indirect fuzzy control is briefly introduced. Finally, a new adaptive fuzzy controller
developed to dynamically approximate the non-linear rolling process characteristics by
introducing an index 0 which evaluates its previous control performance.
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Chapter 5
Simulation of Neurofuzzy Control for
Strip Thickness

5.1

INTRODUCTION

Before implementing the neurofuzzy control to real time rolling process, it was necess

to conduct a computer simulation to investigate whether the neural networks and fuzzy
systems could be applied to the gauge control in rolling process.

To conduct the simulation, there must be a dynamic mathematical model which can

describe the dynamic characteristics of the rolling mill and the hydraulic roll gap c
system when subjected to some artificial external disturbances. There are many
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parameters affecting the rolling mill output, the exit thickness, as discussed in Chapt

Among them, entry thickness variation is an important and significant factor. Therefore,

it is used as an external disturbance to the rolling process for the simulation. Select

entry thickness variation as a disturbance is also due to the fact that this variation i
easily designed.

This chapter describes a dynamic mathematical model for a four-high rolling mill and its

hydraulic roll gap control system in block diagrams, and a program to simulate this roll
gap control system. The methodology of the mathematical modelling and its simulation is
validated with commercial strip products rolled in an industrial rolling mill. By this
methodology, the traditional gaugemeter control and neurofuzzy control are simulated
and analysed.

To extend the investigation of neural network and fuzzy system applications to rolling
process, several additional schemes applying neural networks and fuzzy systems are
developed and tested by a computer simulation.

5.2 MATHEMATICAL MODEL OF ROLLING MILL AND ITS ROLL GAP
CONTROL SYSTEM

This section describes a general methodology of modelling a four-high rolling mill and
hydraulic roll gap control system, and a simulation program in FORTRAN language. For
validation of the modelling and simulation methodology, a rolling process with
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commercial thickness-variable strip products from an industrial mill is simulated. T
simulation results are compared with two product samples.

5.2.1

Mathematical M o d e l for Hydraulic System

The hydraulic system for a rolling mill roll gap control system consists of two servo

valves and two cylinders, each at operating side and drive side, as described in Chap

2. The transfer function of an electro-hydraulic positioning servo system employing a
linear actuator (in this case a cylinder) is of the form [Walters et al, 1967]

G^^M-^Jt! ,

(M)

IM

' 1 i 2i ?
—S+—S+1

where Xc(s) = Laplace transform of a displacement of the cylinder
Ic(s) = Laplace transform of an electrical current of the servo-valve
(On = natural frequency of the valve
£" = damping ratio of the valve
Kg = overall gain of the system.

Ka is determined by the following equation:

Ka=^f
A

where Kv = gain of the servo valve

(5-2)
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A = effective piston area of the cylinder.

Therefore, the transfer function Equation (5-1) can be described in block diagram as

shown in Figure 5-1(a), where Q0(s) is the Laplace transform of the valve flow rate wh

the working pressure is zero. The valve flow rate Q decreases as the working pressure
increases

Q = QoJE±-^L

(5"3)

where Q = flow rate of the valve (m3/s)
Qo = valve flow rate when the working pressure is zero (m /s)
ps = hydraulic system pressure (MPa)
pw = working pressure (MPa).

The working pressure is determined by rolling force/and effective piston area of the
hydraulic cylinders:

P
Pw

= —

2A

(5-4)
V

}

Thus Equation (5 -3) can be modified to

e-ftJi-5^

(M)

Therefore, the mathematical model of the hydraulic system is described as shown in
Figure 5.1(b).
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Figure 5.1 Mathematical Model of a Rolling Mill Hydraulic System

5.2.2

Mathematical M o d e l for Mill Stand

The motion of the rolling mill mechanical elements is of translational and/or rotational
mode. However, within the domain discussed on gauge control only the translational
motion is involved.

Generally, a mechanical system of translational motion can be described as a mass-

spring-damper system [Kuo, 1991], in which the spring represents the elastic behavi

and the viscous friction is represented by the damper as shown in Figure 5.2(a). Ap
the Newton's law of motion, the force equations can be written as:
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Figure 5.2 Mass-spring-damper System

fi(t)=Ki[yi(1)(s)-yi(2)(s)}
2)
(a)
</V
(o,
*,
(o
D
fi(s>m
-B
r

dt

i

(5-6)

dt

where /(/) = force applied to the system (N)
K,= spring constant (N/m)
m, = mass(kg)
Bt = viscous frictional coefficient (N/m/s)
yP\t), yf2)(t) = displacements of the end points of the spring (m).

Taking the Laplace transform on both sides of Equation (5-6), we have

Fi(s) =
Fi(s) =

Ki[Yim(s)-Yi^(s)}
mis2Yi{2)(s)

{2)

+ BisYi (s\

(5-7)
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According to Equation (5-7), the mathematical model of the mechanical system in block
diagram is drawn as shown in Figure 5.2(b).

A four-high rolling mill as shown in Figure 5.3 can be modelled by a five-degree-offreedom mass-spring-damper system [Kong and Yang, 1993], as shown in Figure 5.4, in
which the roll force and hydraulic cylinder are considered as external forces to the
system.

In Figure 5.4, Kx refers to the elastic modulus considering the elastic deformation fr
bottom backup roll to mill housing which includes bearing radial compressive

deformation and hydraulic cylinder axial compressive deformation; K2 and K3 refer to th

elastic modulus considering the roll bending and the flattening between work rolls and

back up rolls; K* refers to elastic modulus considering elastic deformation between th
top backup roll and mill housing which includes the bearing radial compressive
deformation and screw nut axial compressive deformation; K5 refers to mill housing
elastic modulus; mu m2, m3, w4 and m5 are the effective mass for each component as
marked in the figure; Bx, B2, B3, B4 and B5 stand for corresponding damping friction
coefficients. The data values of these parameters for the mill, which is simulated in
chapter, are listed in Appendix I.

From the derived equations and block diagrams representing the hydraulic system and
the mechanical components, the overall block diagram of a four-high rolling mill with

hydraulic roll gap control system is given in Figure 5.5, where the block PI represent
PI controller.
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General Sketch of a Four-high Mill Rolling Process
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Mathematical Model of a Four-high Rolling Mill

120

CN

a
<u
•d-1

Cfl

>^

"o
Vd

O

U
o
3
cfl
»-p

CO

"o
tf

tUO

2

•

>3
O
cd

.5

t-

13
T3
O
p»«
--1

+

a

so

^

CN|3

+

-ra
n

>—
Pd

©

a
6

3

s

cfl
o

1
in
in
cu
3

Chapter 5 Simulation ofNeurofuzzy Control for Strip Thickness

122

5.2.3 Computer Simulation

It is difficult and complicated to achieve a transfer function for a four-high rol

its roll gap control system as described in Figure 5.5. Therefore, a block diagram
oriented computer simulation is carried out.

5.2.3.1 Block Diagram Oriented Simulation Methodology

Any block in Figure 5.5 can be represented as a block as shown in Figure 5.6, or a

interconnection of several blocks of this type, which is referred as a typical bloc

a^ bt, d and d, are parameters which determine the specific characteristics of a bl
Ut(s) and xi(s) are the block input and output respectively.

lti(s)

d+diS

Xi(s)

cti+biS

Figure 5.6 Typical Block for Control Systems

Suppose that U and X represent the vectors for inputs and outputs of all blocks
respectively,

U=[W,,W2, ,Mnf (5-8)

X = [x,,x2, ,x„f (5-9)
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V is the vector for the external inputs to the rolling mill system,

,vmf

(5-8)

,yif

(5-9)

V = [v b v2,

Y is the vector for the mill system output,

Y = [yi, y2,

R(„x m) is the input connection matrix that represents the connections between the m
external inputs and the n block inputs, W(„ x n) is the block connection matrix that
represents the connections between the n block outputs and the n block inputs, and P(/x«)
is the output connection matrix that represents the connections between the n block
outputs and the / outputs of the mill system, w e have

U = RV + WX
(5-10)

Y = PX

Introducing an interim variable z,{s) for the typical block, w e can obtain

(ai+bis)-zi(s) = ui(s)
(5-11)
ui(s) = (ci+dis)-zi(s)

Taking the inverse Laplace transform on both sides of Equation (5-11), and represented
in vector-matrix form, the following equation is obtained

A+BZ = U
,

U = A + BZ

(5-12)
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where Z is interim variable vector, A , B, C and D are block parameter matrices. They
are defined as:

Z = I>1,*2,

a

x

A =

0
0
0
c

i

0
0
0

0
2

0
0

0
0

0

a

0
C

2

0
0

0
0
0

0"
0
0
°n_

,Zn]

i

(5-13)

\bx 0
0
B =
0 0
0 0

o"

0

K.

0
0
(5-14)

o"

4

0
0

0
0

0
0
0

D =

c»_

0
rf2

0
0

0
0

0"
0
0

0

dn_

Combining Equations (5-10) and (5-12), w e have

Z = (B - WD)" 1 (WC - A)- Z + (B - WD)" 1 RV
(5-15)
X = [c+D(B - WD)

-1

(WC - A)]- Z + D • (B - WD)

-1

RV

Let

A = (B-WD)_1(WC-A)
B = (B-WD) _ 1 R
(5-16)
C = C+D-(B-WD)

_1

(WC-A)

D = D-(B-WD) _ 1 R

Equation (5-15) m a y b e rewritten as following equations:
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Z = AZ + BV (5-17)
X = CZ + DV (5-18)

Equation (5-17) is the equation of state of the system. From Equations (5-10) a
18), the system output can be obtained as:

Y = P-(CZ+DV) (5-19)

Solving the state equation (5-17) by the fourth order Runge-Kutta method [Stark,

1971], all the block outputs and the whole system outputs can be obtained by Equ
(5-18) and (5-19).

5.2.3.2 Coding the Simulation Program

From the above discussion, it can be seen that the control system can be simulat

solving Equations (5-17), (5-18) and (5-19) to obtain the relationship between t

system inputs and outputs by coding a computer program according to the flow ch

shown in Figure 5.7. The simulation program is coded in FORTRAN 77, which inclu
the following parts:

• Establishing block parameter matrices A, B, C, D and connection matrices
R,W,P;
• Computing A, B, C and D;
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Setup simulation stop time

Establish Matrices
A, B, C, D and R, W, P

Computing A, B, C and D

Compute initial Values of State
Zo—C Xo

Solving the State Equation
Z=AZ+BV
by Runge-Kutta method

Computing outputs
X=CZ+DV
Y=P(CZ+DV)

Output Computing Results

N
Reach the pre-set stop time

Figure 5.7 Programming Flow Chart for Simulation
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• Solving the equation of state Equation (5-17) by the Runge-Kutta method;
• Computing all the block outputs and the whole system outputs by
Equations (5-17) and (5-18);
• Printing the system outputs, and some block outputs as required;
• Judging if the simulation time reaches the pre-set stop time.

5.2.3.3 Simulation Results and Analysis

To verify the methodology of the mathematical modelling and simulation, a rolling

process of a commercial thickness-variable strip product on an industrial rolling mi

simulated, and the simulation results are compared with two product samples. These t

samples are a commercial product of a taper leaf vehicle spring as shown in Figure 5.
Its aimed thickness profile is symmetric, given by

[21.6

0<5<50.8

h = 1.27V337.8-J 50.8 < s < 293.2

(5-19)

8.5 293.2 < s < 374

where the h is the thickness ( m m ) , and s the distance from the middle section of the strip
(mm). This thickness-variable profile is obtained by rolling strips with a nominal

thickness of 21.6 mm Therefore, only the segments where s > 50.8 mm are of interest i
the mathematical model and simulation validation.
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Figure 5.8 Thickness Profile of a Taper Leaf Vehicle Spring
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Figure 5.9 Comparison of Simulation Results and Rolled Samples
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Figure 5.9(a) shows the strip profiles with aimed thickness, simulated thickness, and
measured thickness of two rolled samples. Figure 5.9(b) shows the thickness errors
between the rolled samples and the aimed thickness (Si/Aimed, S2/Aimed), and between
the roll samples and simulated thickness (Si/Simulated, S2/Simulated). It can be seen

from Figure 5.9 that the rolled samples are always thicker than the aimed profile, whic

is due to the system response performance. According to control theory [Kuo, 1991], the
control system described in Figure 5.5 is a "type 1" system. For a "type 1" system, the
steady-state errors due to a step-function input, ramp-function input and parabolic-

function input are zero, a constant and infinite respectively. The infinite error means
the error increases with time, which occurs in the segment of 50.8<s<293.2 for the
thickness-variable strip. The error decreases to the asymptote of 0 when s>293.2 where
the input is constant. In addition to the "type 1" control system characteristics as
discussed above, the hydraulic servo valve characteristic of flow rate decrease with

working pressure increase is also the contribution to the increasing thickness error in
parabolic segment of 50.8<s<293.2. In fact, when the aimed thickness becomes thinner,
more reduction and rolling force is needed, the servo valve flow rate decreases as

represented in Equation (5-5), thus the control system responses a little bit more slow

The thickness errors between simulation results and measured samples come from rolled
samples which include measurement inaccuracy and mill uncertain factors, and from
simulation where the mathematical model parameter values are not exactly accurate
compared with the real mill. The error causes resulted from the rolled samples are

confirmed from the existence of the positive and negative values of the errors, and the
mathematical model imperfection can be seen from the fact that errors of the two
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samples have similar trends. However, the fact that the thickness errors between

simulation results and measured samples (within 0.10 mm) are significantly smaller t
those between the aimed values and rolled samples (the maximum value is +0.9 lmm)

indicates that the methodology of the mathematical modelling and simulation is valid
the mathematical model is sufficiently close to the real rolling process.

5.3 SIMULATION OF NEUROFUZZY CONTROL

Using the verified methodology of mathematical modelling and simulation, an applicat
of neurofuzzy control and gaugemeter control to the Hille Experimental Mill (its

specifications can be referred to in Chapter 6) is simulated. The simulation is cond
in the software package SIMULINK [MathWorks, 1996], in combination with
MATLAB's Neural Network Toolbox [Demuth and Beale, 1995] and Fuzzy Logic
Toolbox [Jang and Gulley, 1995]. (It is worth noting that this software package was

available to the author when the simulation programining described in Section 5.2 wa
conducted.)

With the mathematical model discussed in the previous section, the practical gaugeme

control as shown in Figure 2.11 and the adaptive neurofuzzy control as shown in Figu
4.1 are presented in block diagrams with SIMULINK. The simulated strip is 100 mm

wide mild steel with a yield stress of 250 MPa, and its nominal entry thickness is 3
with the variation of sine wave, square wave, ramp wave and sawtooth wave, as shown
in Figure 5.10(a). The desired exit thickness is 2.1 mm.
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T o simulate the conventional gaugemeter control, three values 0.0, 0.5 and 1.0 are
assigned to the compensation coefficient C. The adaptation coefficient y/ for the

neurofuzzy control is also given values of 0.0, 0.5 and 1.0. The exit thickness profil
produced by the computer simulation are plotted in Figure 5.10 and Figure 5.11. Using

an index to evaluate the exit thickness quality, the control results are compared as s

in Table 5.1. The evaluation index is defined as the integral of the square error over
unit time [Sbarbaro-Hofer et al, 1993]:

/= °; _ r (5-20)
'max

^0

Table 5.1 Comparison of Simulation Results of Neurofuzzy and Gaugemeter Control
Control Schemes

Gaugemeter Control

Neurofuzzy Control

Compensation coefficient C

Adaptation coefficient y/

Coefficient

0.0

0.5

1.0

4.59e-04 4.43e-04 4.81e-04

4.59e-04

4.37e-04

4.41e-04

0.0
Whole Length

0.5

1.0

Sine W a v e

3.01e-06

1.78e-06

0.86e-06

3.01e-06

0.61e-06

0.49e-06

Square W a v e

3.46e-05

3.41e-05

4.68e-05

3.46e-05

1.45e-05

2.22e-05

Ramp Wave

2.03e-07

1.20e-07

0.59e-07

2.03e-07

0.42e-07

0.34e-07

Sawtooth W a v e

7.55e-06

7.70e-06

12.6e-06

7.55e-06

3.97e-06

5.06e-06

Steady State

1.49e-05

1.45e-05

1.97e-05

1.49e-06

0.62e-05

0.93e-05

Note: The control schemes are compared with the index I defined by Equation (5-20)
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Table 5.1 indicates that with the gaugemeter control, the exit thickness quality imp
when the compensation coefficient C increases from 0.0 to 1.0 for both sine wave and

ramp wave disturbances. For square and sawtooth wave disturbances, the exit thickness
quality improves only when the C changes from 0.0 to 0.5, but deteriorates when C is

1.0. This is due to the fact that as C increases, the controller produces a larger r
adjustment to compensate for an exit thickness error. According to Equations (2-21)
is

(2-24), within one control interval time, only

Ah error will be compensated in

M +K
2K
one control time interval when C = 0 ,

Ah error will be compensated when

M+2K
C=0.5, and the error Ah will be compensated completely when C= 1.0. That is why the

exit thickness quality improves when C increases from 0.0 to 1.0 for sine wave and ra

wave disturbances. However, since the material plastic modulus M is not constant, whe
a sudden exit thickness error exists due to the entry thickness variation, an overcompensation might happen as C increases, particularly when C=1.0. With the over-

compensation, an oscillation might happen, which can be seen in Figure 5.10(c) and (
When C=1.0, the over-compensation and oscillation become more severe, as shown in

Figure 5.10(d), particularly with the large amplitude of roll gap change when the ro

changes from the value of strip nominal entry as the rolling process starts, as show
the left end of Figure 5.10(d).

The same trend can be found with the neurofuzzy control when the adaptation
coefficient ^changes. When ^=0.0, the exit thickness is the same as the one obtained
by the gaugemeter control when C=0.0. This shows that the neural network can
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successfully model the rolling process, which is expressed as the dynamic mathematical

model discussed in the previous section. The fact that using a neural network model to

replace the gaugemeter equation does not improve the exit thickness is due to the reas

that all the elastic deformations of the rolling mill are linearised in the mathematic
model. When ^=0.5, an adaptation mechanism applies, the exit thickness error
correction is accelerated and the thickness control is improved. But when ^=1.0, an
over-compensation occurs, as can be seen from Figure 5.11(d). Because the adaptation
mechanism of the fuzzy controller is based on the evaluation of the previous control
performance, the over-compensation is not as severe as the case of C=1.0 for
gaugemeter control.

Table 5.1 also lists the index values for the whole length strip and for the length af

control reaches the steady state where the index accounts the data from the time /=5.0

These data indicate that the exit thickness quality improves when the C changes from 0

to 0.5, but deteriorates when C is 1.0 for gaugemeter control, and that for neurofuzzy
control the exit thickness quality improves when y/ changes from 0.0 to 0.5, however,
when ^-=1.0 it deteriorates compared with ^=0.5, but improves compared with

y/= 0.0. It also can be seen from Table 5.1 and Figures 5.10 and 5.11 that the neurofu
control obtains better exit thickness than the gaugemeter control.

In summary, the computer simulation verifies that the neural network can successfully
model rolling process, and the neurofuzzy control can produce improved performance
against the gaugemeter control.
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INTEGRAL NEURAL CONTROL

It was discussed in Section 2.3.6 that the feed-forward control has been used to

compensate for the thickness error introduced by entry thickness variations. This sect
applies neural networks to this feed-forward control.

5.4.1

Effect of Entry Thickness Variation

The effect of entry thickness variation on exit thickness has been briefly discussed in
Chapter 2. Here, the relationship between the entry thickness variation and the exit

thickness deviation will be investigated in detail. When the entry thickness changes f
to Hto H' as shown in Figure 5.12, the variation of entry thickness AH results in exit
thickness error Ah - h' - h, i.e. the exit thickness changes from h to h\

\\ M=tanf3

Figure 5.12 Relationship Between A/7 and Ah
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For Figure 5.12,

Ah = ej = —
J
K
AH=eg=ej

(5-21)
+ jg

ij ij K+M
" K + ~M = ij' K-M

(5-22)

Therefore,

(5-23)

M+K

Combining Equations (5-23) and (2-22), we obtain

AS0=^AH

(5-24)

It means that when there is an entry thickness deviation AH, the exit thickness error can

be compensated by the no-load roll gap adjustment ASo given by Equation (5-2

According to this theory, the feed-forward linear control is constructed as
Figure 5.13.

1
•

Mi

M/K - ^ V

Rolling Mill

i — * >

e-Ts

Figure. 5.13 Feed-forward Linear Control

•> h
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5.4.2 Neural Networks for Feed-forward Control

The performance of the feed-forward control depends on the accuracy of the material
plastic modulus M and rolling mill elastic modulus K, as indicated in Equation (5-24).

But unfortunately, it is difficult to obtain these two moduli with sufficient accuracy.
Facing this problem, a neural model which produces control signals according to the
entry thickness and desired exit thickness is developed to implement this feed-forward
control, as shown in Figure 5.14.

H
T
Inverse Network

K(

— p -

So
p>-

Rolling Mill

—

•

•

•

e-Xs

h
+•

Figure 5.14, Feed-forward Control with an Inverse Neural Network

In Figure 5.14, the rolling mill is the control plant, where the strip entry thickness
roll gap So are inputs and the exit thickness is output. A neural network which models
the plant, estimating the plant output according to the plant inputs is referred to as
plant network. On the other hand, a model which takes one of the plant inputs as its

output and the plant output as one of its inputs is referred to as an inverse model [
and Harris, 1994], since it models the relationships of the inverse of the plant. The

inverse neural network model in Figure 5.14 has the inputs of the desired exit thickn
and strip entry thickness and the output of the roll gap control signal.
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Feed-forward control is an open loop control. Obviously, the open loop control structure

can not ensure zero error in steady-state, since there is no feedback signal. Therefo
is incorporated with a feedback control, which can be formulated as shown in Figure
5.15.

H
Inverse Network

*f
p.—

So

PI

Rolling Mill

,-Ts

l

Figure 5.15 Inverse Neural Model and a PI Feedback Controller

H
Inverse Network

+^

^:x>-^?

So

Rolling Mill

Planl Network

rsH

PI

-Xs

V +

Xs _ * Q

Figure 5.16 Integral Neural Control

There is a feedback signal delayed problem in this structure, which would result in
system output oscillation to some extent. To overcome this problem, a plant model is
developed for exit thickness estimation to replace the delayed signal. Therefore, an

integral neural control is formulated as shown in Figure 5.16, where the error betwee
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the plant network estimation and the rolling mill output is also used as a f

and passed to the PI controller, taking into account the imperfection of the

network. The time delay of the rolling mill output is due to the fact that t

thickness gauge has to be installed at a distance from the roll bite exit. T

added to the plant network estimation is to synchronize this estimation with
mill output.

5.5 INTEGRAL FUZZY CONTROL

As discussed in Section 4.4.5, fuzzy systems can be used for control both as

controller, operating on proportional and derivative error input signals and
output for a control action, and as a fuzzy model to estimate plant output.
approaches these two functions to strip thickness control in rolling.

Similar to the plant neural network, the fuzzy model is used to estimate the

h according to the roll gap So and strip entry thickness H, which is taken a

signal. The error between the real process output and fuzzy model estimation
to account for the fuzzy model inaccuracy.

To implement the fuzzy controller, the closed loop hydraulic roll gap contro
broken up. The fuzzy controller, taking the exit thickness error Ah and its
dAh
—— as the inputs, produces control signal to the hydraulic servo-valve.
dt
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Combining the fuzzy controller and the fuzzy model, an integral fuzzy control system is
established as shown in Figure 5.17.

H
'•"{

kf
_i.

n

Fi»^- Controller

"-h.
d/dt

O
-ii

Hydraulic
Valve &
Cylinder

ASa

Rolling Mill

PI

?-Ts

FlKTy Model

,-Ts

Figure 5.17 Integral Fuzzy Control

5.5.1 Fuzzy Controller

dAh
The fuzzy inference controller has two input variables Ah and — — , as stated above, and
one output variable u, the control signal to hydraulic servo-valve.

The two inputs and one output are assigned different fuzzy sets as shown in Figure 5.18,
They are defined as:

PB: positive big;

P M : positive medium;

PS: positive small;

PZ: positive zero; ZO: zero; NZ: negative zero;
NS: negative small; NM: negative medium; NB: negative big.
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With these fuzzy sets, this fuzzy controller utilise Mamdani's fuzzy inference method
[Mamdani and Assilian, 1975], based on the rules represented in Table 5.2.

1

0

0.1

0.2

1.0

2.2

Ah

0.5-

Figure 5.18 Membership Functions for Fuzzy Controller

Table 5.2 Fuzzy Rules for Fuzzy Controller

Ah
u

dAh
dt

NB

NM

NS

NZ

NO

PZ

PS

PM

PB

NB

PB

PB

PB

PM

PS

PZ

ZO

NS

NB

NS

PB

PB

PM

PS

PZ

ZO

NZ

NM

NB

ZO

PB

PB

PS

PZ

ZO

NZ

NS

NB

NB

PS

PB

PM

PZ

ZO

NZ

NS

NM

NB

NB

PB

PB

PS

ZO

NZ

NS

NM

NB

NB

NB
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5.5.2 Fuzzy Modelling

The function of a fuzzy model is similar to that of a neural network. The similarity m
not only in the non-linear modeling capability, but also in the learning ability. The
model is also trained with the data gathered from the plants. The difference between

fuzzy modelling and neural modelling lies on their different forms of describing the p
input-output relationships and their different learning algorithms. A fuzzy model can
tuned by modifying rule confidence, rules, and membership function parameters.

Normally, for fuzzy modelling, a more efficient fuzzy inference method, Sugeno's
method is employed [Terano, et al, 1991]. Sugeno's method [Sugeno, 1985] adopts

singleton spikes to find the weighted average of a few data points, greatly simplifies

computation required to find the centroid of a two-dimensional shape, thus enhances the
efficiency of the defuzzification process and speed up the adaptive learning.

With this rolling process modelling, six membership functions are assigned to each inp

of the fuzzy inference system, roll gap S0 and strip entry thickness H. Therefore, the
are 36 membership functions for the output of the fuzzy inference system, represented
the form of the following equation:

a, =avS0+byH+Cij i, j=l,2, 6. (5-25)

where afJ, bv and cy are parameters optimised by learning.
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5.6 SIMULATION FOR INTEGRAL NEURAL CONTROL AND INTEGRAL
FUZZY CONTROL

To obtain the data for neural model and fuzzy model training, the simulation start

PI feedback control as shown in Figure 5.19 by giving an entry thickness profile as
shown in Figure 5.20(a).

AH
'r
hKf -ry^A/l
*•

TT

ASa

PT

P1

r

Rolling Mill

— • -

e-Xs

Figure 5.19 PI Feedback Control

BP networks are used for neural modelling. One and two hidden layers with up to fi

PEs in each hidden layer have been tried, but no significant improvement was found
more than one hidden layer and two PEs in each hidden layer.

After training, the three neural control schemes which include the feed-forward co

with inverse neural network, the inverse neural model and PI controller, and the i

neural control are simulated with the same entry thickness profile and the same de
exit thickness of 3.5 mm as the PI Feedback control. The exit thickness profiles

produced by these control schemes are plotted in Figure 5.20(c, d and e) respectiv
against the PI control result as shown in Figure 5.20(b). In order to present the
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Figure 5.20 Simulation Results of Different Control Schemes
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simulation results of these different control schemes more clearly, the exit thicknes
profiles are magnified as shown in Figures 5.21 to 5.23. The control performances of

these control schemes are compared with the index defined by Equation (5-20) as shown
in Table 5.3.

Table 5.3 Comparison of Different Control Schemes

PI

Inverse
Feedforward

Inverse
and PI

Integral
Neural

Integral
Fuzzy

Whole length

0.0082

0.0026

0.0102

0.0024

0.0023

Sine W a v e

193e-07

43.9e-07

6.75e-07

0.82e-07

0.13e-07

Square W a v e

139e-06

19.7e-06

29.0e-06

5.28e-06

2.33e-06

Ramp Wave

58.2e-08

33.5e-08

3.30e-08

0.25e-08

0.34e-08

Sawtooth W a v e

42.1e-06

5.97e-06

9.02e-06

1.63e-06

0.80e-06

Steady State

62.7e-06

9.29e-06

12.4e-06

2.24e-06

1.00e-06

Control strategy

Note: The control schemes are compared with the index / defined by Equation (5-20)

Obviously, the results of the feed-forward control with an inverse neural model are much

better that those of the linear PI feedback control, eliminate the oscillation incurr
the transportation delay of exit thickness signal, as shown in Figure 5.2 l(b and c).

addition of a PI controller which receives delayed feedback signal improves the inver
neural model feed-forward control only for sine wave and ramp wave entry thickness
variations, but deteriorates for square wave and sawtooth wave variations, and in the
case where the whole length of the strip or the steady state is considered, as shown
Figure 5.22(b) and Table 5.3. Incorporation of the neural plant model estimating the
thickness signal for feedback signal improves the control performance significantly,
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shown in Figure 5.22(c). This further confirms the feasibility of neural application to
rolling process.

The integral fuzzy control produces better results than the integral neural control for
kinds of entry thickness variations (except for the ramp wave) as shown in Figure 7.20,
Figure 7.23 and Table 5.3. This indicates that the fuzzy system can be used for rolling
process modelling and a normal fuzzy controller can be successfully applied to strip
thickness control in rolling.

So far, the neurofuzzy control developed in Chapter 4, and the integral neural control
and the integral fuzzy control developed in this chapter have been simulated. The
neurofuzzy control will be implemented to real-time control in an experimental rolling

mill. The integral neural control and the integral fuzzy control will be not be tested in

rolling experiment, due to the fact that there is a time delay between the entry thicknes

signal and the roll bite entry and a strip entry speed sensor is not available. A simula

for these two control schemes has been carried out to verify the feasibility of neural an
fuzzy applications on strip thickness control in a wider range.

5.7 SUMMARY AND CONCLUDING REMARKS

This chapter establishes a dynamic mathematical model for a four-high rolling mill with

its hydraulic roll gap control system in block diagrams, derives a block diagram oriented
simulation program for the rolling control system. The methodology of the mathematical
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modelling and simulation was validated by two thickness-variable strips which are
commercial products rolled in an industrial rolling mill.

Based on the validated methodology, a computer simulation for the neurofuzzy control

and the gaugemeter control for strip thickness in rolling mill was conducted. The results
indicate that neural networks can be used for exit thickness estimation to replace the
gaugemeter equation, and the neurofuzzy control improves the control performance

compared with the gaugemeter control. This verifies the application feasibility of neura
networks and fuzzy systems to rolling process.

Extended investigation of neural and fuzzy applications to strip thickness control by a
simulation further proves this feasibility. Application of integral neural control and
integral fuzzy control indicates that the rolling mill and the mill inverse can be
successfully modeled by neural networks. The rolling mill can also be modeled by fuzzy
systems. The normal fuzzy controller is applicable to gauge control.

The proven feasibility of neural and fuzzy applications to rolling process provides a
methodology foundation for real-time rolling mill control.

Chapter 6 Implementation of Real-time Neurofuzzy Control System

Chapter 6
Implementation of Real-time
Neurofuzzy Control System

6.1

INTRODUCTION

So far, we have
• discussed the rolling theory and principle of gauge control,
• analyzed existing problems which affect improvement of gauge control
accuracy,
• introduced the theory of neural networks and fuzzy systems, investigated
neural modelling, fuzzy controller and their algorithms,
• developed a neurofuzzy control scheme, and
• conducted a computer simulation for the neurofuzzy control.
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In this chapter the implementation of neurofuzzy control system on the Hille-100
Experimental Rolling Mill in the Department of Mechanical Engineering is described in
detail.

This chapter will first describe the rolling mill, then introduce instrumentation and
software development environment selection, and afterwards investigate the
programming of the neurofuzzy control scheme. Although instrumentation, hardware

and software selections are critical to the real-time control system, the progrcmiming

the heart of this implementation, as it embodies the idea of intelligent control to th
time system.

6.2 ROLLING MILL AND HYDRAULIC ROLL GAP CONTROL SYSTEM

6.2.1 Description of Rolling Mill

The Hille-100 Experimental Rolling Mill is a laboratory mill, which can be set up as 2
high for both cold rolling and hot rolling and 4-high for cold rolling only. The mill

driven by a hydraulic motor with variable speed. Following is the general specificatio
the mill [Hille Manual]:

Maximum rolling load: 1500 kN
Maximum rolling torque: 13 kN-m
Roll speed: 0-72 rpm, 0-1000 mm/sec
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i II

Roll sizes:
2- high cold rolls d>255 mm x 254 mm
2- high hot rolls <b228 mm x 254 mm
4- high work rolls (j)63.5 mm x 254 mm
4- high backup rolls <|>203 mm x 254 mm
Power: 56 kW
Hydraulic motor: Dowmax Type 3

6.2.2

Hydraulic Roll G a p Control System

As hydraulic technology advances, fast speed response becomes available. Theref

hydraulic aptuators are found more and more popular in gauge control, due to th

that they cap dynamically adjust roll gaps quickly. To implement an automatic g

control system, a cjpsed-loop roll gap control system with two hydraulic cylind

equipped by Moog Australia Pty Ltd for the experimental mill. The hydraulic cyli

are situated under bottom backup roll chocks, one each on the drive side and op
side.

There are two control modes, position control and force control for this contro

Figure 6.1 shows this two-mode control for a hydraulic cylinder on one side from

reference [Moog, 1997]. Identical and separate closed-loop control systems are p
for both operating and drive side hydraulic cylinders.
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Figure 6.1 Hydraulic Roll Gap Control for Hille Experimental Mill

6.3

INSTRUMENTATION AND CALIBRATION

In order to control strip thickness, strip thickness and some mill variables such as
force, roll gap have to be measured by instruments. They will be described in this
section.

6.3.1

Thickness Gauges

An isotope thickness gauge system is employed to measure strip thickness with high
accuracy. This gauge system, DMC 450, supplied by Measurex, USA, consists of two
gauges, installed 230 mm from the rolling mill center at each side to measure strip
thickness and exit thickness.

The basic principle of measurement relies on the fundamental physical property of all

materials in that they absorb or reflect suitably chosen radiation in certain propor
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depending on the nature and thickness of the material. A source of radiation is placed
under the material and a detector above the material. As the thickness of the material
increases, more radiation is absorbed in the product with a consequent reduction in the
radiation received by the detector.

The detected radiation is converted into an electrical signal which is then pro
microprocessor. The instrument is calibrated in terms of the product being measured.

An 80486-based microcomputer is allocated to process the electrical signal into
thickness values. This microcomputer system provides two analog output channels to
send thickness gauge signals to the main control computer.

Some of the system specification is as follows [Measurex, 1996]:

Measuring Range: 6.35 m m maximum for steel
Time constant:

15 m s to 9.9 sec

Statistic Noise:

At the following time constants and thickness, the 2 sigma values
(95% confidence limits) are better than:
Thickness
(Steel)(mm)
0.0
1.0
2.0
3.0
4.0
5.0
6.0
6.5

15
±3.7 pm
±0.58%
±0.45%
±0.48%
±0.58%
±0.72%
±0.96%
±1.12%

Time Constant (ms)
50
100
±1.5pm
±2.1pm
±0.32%
±0.23%
±0.26%
±0.18%
±0.26%
±0.19%
±0.32%
±0.23%
±0.40%
±0.29%
±0.37%
±0.53%
±0.43%
±0.618%

250
±1.0pm
±0.15%
±0.11%
±0.13%
±0.15%
±0.18%
±0.24%
±0.27%

Occasional noise pulse due to uncontrollable external influences (such
as cosmic rays) may be observed.
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Repeatability: ± lpm ±0.1% for steel
Calibration: ± 1.5pm. ±0.1 % for steel relative to samples used for calibration
Passiine
Dependence:

Passiine height variations will cause errors of less than 0.05% per m m ;
Passiine angle variations will cause error approximately equal to the
"cosine" error.

Stability: Between 0.01 % ~ 0.10% per °C according to thickness.

6.3.2 Rolling Force Load Cells

The rolling force is measured by two load cells installed between top backup roll cho
and screws on operating side and drive side.

The two load cells calibration results are shown in Figure 6.2. They are regressed by
following linear equations:

Operating side:
f = 419.18-v + 3.1874 (6-1)
Drive side:
f = 433.21- v-8.6627 (6-2)

where f is load (kN), v voltage output from amplifier (V).
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6.3.3 Roll Position Transducers

On each of the operating and drive sides, there installed a position transducer, LVDT
(Lucos GCD-121-125 Displacement Transducer). The LVDTs are mounted on the
backup roll chocks, by which the distance between the bottom and top backup roll
chocks is measured. With this arrangement, only the elastic deformation of the roll

system affects the exit thickness calculation by the gaugemeter equation. The elastic

stretch of mill housing and screw nuts, and friction between roll chocks and mill hou
do not affect the calculation.

The LVDTs' calibration results are shown in Figure 6.3. They are regressed by followi
linear equations:

Operating side:
d = 0.30529-v-0.0021 (6-3)
Drive side:
d = 0.30794-v-0.0010 (6-4)

where d is displacement of the LVDT against a fixed reference (mm), v voltage output
from amplifier (V).
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6.4 SOFTWARE DEVELOPMENT ENVIRONMENT

Process control can be implemented by either hardware or a combination of

and software. As computer technology advances, software is increasingly uti

implement different control schemes, since the control strategy can be chan

re-programming. In this study, a Pentium computer together with data acqui

and transducers forms the control system. The control ideas and associated
control algorithms are realized by programming.

6.4.1 Software Development Environment Selection

Nowadays, there are tremendous software development environments. The envir
selection depends on the requirements of the object to be programmed.

This application requires coding the complicated intelligent control algori

not easy to be realized with languages other than C/C++. C/C++ is nowadays
powerful language, which has been widely used in all areas. Control panels

push buttons, mode selection buttons, oscilloscopes, digital displays, etc.

are used in engineering control systems. The display of these devices can b

Graphical User Interface (GUI). Since it is intuitive and easy to manipulat

becomes more and more popular. The concept of GUI has now been used for man

software applications which provides function libraries in visually recogn

blocks or icons, such as SIMULINK [MathWorks, 1996], Lab View [NI, 1998]. The
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of GUI in this study is to provide intuitive operating panels which make it easier for
operators to control the rolling mill by computer for both control requirements input
rolling results output. Therefore the software development environment should provide
C/C++ compiler, a GUI editor which includes not only general devices such as buttons
and text message displays, but also virtual instruments such as oscilloscopes.

Real-time control requires that the application monitor its control object while execu
other functions such as conducting control algorithms, sending out control commands,
receiving operator's instructions, etc. This means that the software development
environment must support multi-threading programming.

Based on the above requirements, LabWindows/CVI 5.0 on Microsoft Windows 95 is
selected, which can provide simplified Windows interactive development environment
for C users, and is compatible with Microsoft Visual C++ and other C++ software for
Windows 95.

6.4.2 LabWindows/CVI

LabWindows/CVI is an integrated visual development environment for building
instrumentation systems with GPIB, VXI and RS232 devices along with plug-in data
acquisition (DAQ) boards. LabWindows/CVI combines an interactive, easy-to-use
development approach with the programming power and flexibility of compiled ANSI C
code. 'The interactive development tools and libraries in LabWindows/CVI are designed
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for developers of automated test systems, bench-top experiments, DAQ monitoring

projects, verification tests, and process monitoring and control systems," as National
Instruments product catalogue claims [NI, 1998].

LabWindows/CVI provides integrated I/O libraries, analysis routines, and user interfac
tools that are needed for building advanced test and measurement systems.
LabWindows/CVI simplifies the development tasks for building automated test systems,
monitoring and control applications, or laboratory experiments.

6.4.3 Graphical User Interface

The Microsoft Windows has become enormously popular because it delivers the ease of
graphical computing not possible in character-based DOS systems. Windows offers
intuitive Graphical User Interface (GUIs), access more memory, multi-threading, multitasking, and inter-process communication.

Like Microsoft Visual C/C++ and Borland C/C++, LabWindows/CVI is equipped with
GUI tools to create the Man-Machine Interface with ease. Besides panels, normal push
buttons, text messages and numerical controls, LabWindows/CVI offers Virtual
Instrumentation (such as oscilloscope, sliding regulator, etc.) controls, which saves
significant development time.
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6.5 DATA ACQUISITION BOARDS

In order to implement control, the computer has to be equipped with A/D (AnalogDigital) devices to convert the outside analog voltage or current signals into digital data
which can be recognized by computer for calculation, and D/A (Digital-Analog) devices
to convert computer's digital data to analog signals. Nowadays, there is a plethora of
A/D and D/A modules to be selected.

Selection of data acquisition boards involves consideration of channel numbers, s
rate, sampling method, multiplexing, resolution, range, relative accuracy, differential
nonlinearity, etc. Based on these considerations, PCI-MIO-16E-4 multifunction board
and AT-AO-6 analogue output board from National Instruments were selected. Their
specifications are as follows:

PCI-MIO-16E-4:
Analogue Input
16 single ended, 8 differential channels
12-bit resolution
250 kS/s multi-channel scan rate
500 kS/s single-channel sampling rate
Channel dependent gains and ranges
Analogue Output
2 channels
12-bit resolution
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Digital I/O
8 T T L lines

AT-AO-6.
Analogue Output
6 channels
12-bit resolution
300 kS/s maximum update rate
Unipolar or bipolar voltage range
4-20 mA current sinks.
Digital I/O
8 T T L lines

These two boards support double buffering and use D M A technology, which saves C P U
time and makes data acquisition much faster.

6.6

PROGRAM STRUCTURE

Normally, a program for real-time control includes receiving human control
requirements, collecting variable measurement from control objects, processing and

displaying data, and conducting a series of control algorithms and sending out contr

signals. To achieve these functions, a program should have a structure which include
following components.
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User Interface
•

Program Control

• Control Algorithms
• Data Acquisition
• Data Analysis

The program structure and component interrelationships are as shown in Figure 6.4.

Data Analysis

User Interface
Panels
Menus
Dialog Boxes
Scientific Graphics
Hardcopy Oupul

Control Algorithms

Data Aquisition

Conventional Control
Neurofuzzy Control

Data Acqisition
Instrument Drivers

Formating
Scaling
Signal Processing
Array Operation
Other Analysis

JI

a

Program Control
Con Irol Logic
Dala Storage

Figure 6.4 Structure for a Real-time Control Program

The real-time implementation of the neurofuzzy gauge control as shown in Figure 4.1

can be represented as shown in Figure 6.5, where the dotted line blocks indicate the
covered by each program component of the program. It is worth noting that Figure 6.5

only shows the neurofuzzy control. In fact, the application program has to consider m
situations, which are explained in the following.
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User Interface - The user interface provides a mechanism for acquiring input and

displaying output to the user via menus, panels, controls, scientific graphics and dialog

boxes. The user interface is loaded and displayed by a main program, and all the elements
in the user interface are connected using callback functions.

In this present program, the user interface equips the functions such as acquiring cont

reference, control mode selection, control result display, hardcopy output selection and
pop-up panel reminding. Before the control process starts, the computer needs to know
the control goal and specific control mode (e.g. conventional gaugemeter control,
neurofuzzy control or system testing).

The user interface provides different display modes, as screen display affects sampling
rate and control rate, using some intuitive display will extend specified control time
interval longer than required. When hardcopy of the control result is needed, the data
will be selected by the user via the user interface. Some panels are also provided for
reminding the user to confirm control setting, instrumentation configuration, or giving
the user some instructions.

Control Algorithms - Multiple control schemes are equipped for user selection via user

interface. Within this component, the control algorithms of different control strategies
such as conventional gaugemeter control, neurofuzzy control are represented in C/C++
program Code.

Data Acquisition - This component provides the raw data to be processed, analyzed and
presented by other components of the program. Outputting control signals is also
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included in this part. Therefore, the data acquisition is in broad sense, in
input and output (I/O).

Data Analysis - The raw data acquired from the rolling mill via the A/D boar
processed by a filter and scaled to variables which have physical meanings.

data are stored in an allocated area for use of control algorithms and/or ha

The control signals that are calculated with control algorithms also have to
before being sent to the D/A board.

Program Control - All the functions discussed above are managed by the progr

control. It is this component which brings all the components of the program
reach the control objective. It contains the control logic for managing the
program execution.

6.7 PROGRAM MAIN FLOW

All the components of the program and their functions have been discussed in

previous section part by part. How does this program run in time sequence is
this section and is shown in Figure 6.6.

In the Program Main Flow Chart, the shadowed blocks indicate that the progra

waiting for user's actions. Once the user's command is acquired, the program
to run its consequent procedures.
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Considering the situation that pure data acquisition is required without any control,
data acquisition branch has been set up, in which more detailed display for data
acquisition results are available.

When the program is open, a Main Panel as shown in Figure 6.7 is loaded and displayed
to let user select "Data Acquisition" or "Real Time Control". As well, a "Terminate"
button for quitting the program and an "About" button for loading some introduction of
this program are provided.

When either "Data Acquisition" or " Real Time Control" is selected, the program

proceeds to the next panel, Setup Panel, as shown in Figure 6.8, requesting the user to
make sure that the thickness measurement setting is in accordance with the Thickness
Gauges configuration. This accordance includes: what signals ("Absolute value in
millimeter" or "Deviation in millimeter") are output from the Thickness Gauge
computer; what scale (how many millimeters correspond to 10 Volts) for each gauge is

selected; and what is the nominal thickness value if the "Deviation in millimeter" sig
mode selected.

Sampling rate is to be selected and strip width is to be provided for the rolling proc
the user in the Setup Panel. The choice to save data of a rolling process in a logging

is also decided at this stage. After all these are set up, the program asks the user to

confirm these setting with three panels. If the setting is not correct, the user can se
"Back" to re-set.
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If "Data Logging" is set to "On", the user is requested to select file name for the data
logging file. Consequently, the PCI-MO-16E-4 board is initialized to be ready for data
collection.

Now the point is reached where the program runs either in the "Data Acquisition" mode
or "Real Time Control" mode as selected at the very beginning.

Data Acquisition

If the "Data Acquisition" mode is selected, a panel with four oscilloscopes and relevant

digital displays as shown in Figure 6.9 appears to display strip thickness, rolling for
roll position, and roll speed. The variable scales can be set here, and zero-shift
adjustment is also provided for these variables in this panel.

Now it is ready to collect data. Once the "Start" button is clicked, the data capture
starts. Meanwhile, the buttons "Start" and "Quit" disappear, and "Stop" is pushed out.

During data acquisition, analog data are converted by the multifunction board into digi

numbers; they are filtered, scaled once every sampling interval, and stored into the pre

allocated memories. When requested by the user, the data are displayed on the screen, or

saved to hard disk. It is worth noting that the data are saved to hard disk in binary co
to save the computer CPU time.

Whenever the "Stop" button is clicked, the data acquisition process terminates, with
"Start" button and "Quit" button emerging and "Stop" button invisible. At this stage,
clicking the "Quit" button, the program goes back to the Main Panel as shown in Figure
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6.7. If there are data saved to data logging file, the file is converted from binary co
ASCII code at this time.

Real Time Control

When selecting "Real Time Control" mode, a panel as shown in Figure 6.10 will be
displayed for control use. In this panel, control modes, roll speed and control time
interval can be set, the strip material and desired exit thickness can be entered, and
nominal entry thickness, strip width and data logging file name are displayed for re-

confirmation. Exit strip thickness can be displayed by either an oscilloscope or a digi

indicator, or both of them, when relevant display setting is turned to "On". Time elapse
from the control starting point can also be indicated when user requests.

An "Initial" button is provided for control initialization. This initialization include
initializing the D/A board AT-AO-6 ready to output command, loading parameters

needed for a specific control scheme, and reading current rolling process variable valu
as initial state.

After initialization, the "Start" button can be clicked to commence the control progres
Entering this phase, two threads proceed simultaneously. One of them is data capture,

conducted once a sampling interval, which is the same as previously described in the ite
Data Acquisition. The other thread is control signal outputting once a control time
interval In this thread, the control signals are calculated with the collected data and
based on the control algorithms for a specific control scheme. The calculated signals
need to be scaled before D/A conversion.
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Storage and display of the collected data, visibility of buttons "Start", "Stop" and
and function of "Quit" are identical to those as described before.

6.8 DATA MANIPULATION

The program structure and main flow have been discussed in the previous two sections
From now on, programming for data manipulation, neural network algorithms and fuzzy
system algorithms will be depicted in details.

6.8.1 Data Input/Output (I/O)

Data Input/Output (I/O) is the foundation of computer control. By input, a computer

obtains data from outside to be processed for control use, and the computer controls
object by outputting control signals. Therefore, I/O speed is critical for control
performance. DMA and Double Buffering are two new I/O techniques, which have been
applied in the application of this study.

DMA Transfers

Programmed I/O is a software-intensive method for transferring data between computer

memory and an I/O device, in this study a data acquisition board. For each data poin

the CPU must execute code that transfers data from or to the board. Therefore, the C

is tied up while data is being written to or read from the board. The CPU is free to
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execute other code, including applications, only when it is not writing or reading dat
or from the board. National Instruments' NI-DAQ provides interrupt service to do
background transfers, by which the CPU is interrupted to do data transfers only when

the board asserts an interrupt indicating it is ready for the next data point to be r
written.

In contrast, DMA (Direct Memory Access) transfers use hardware rather than software
to transfer data between computer memory and the board. This is accomplished by
programming the DMA controller chip. The DMA chip performs the transfers between
memory and I/O board independently of the CPU. As a result, the CPU is free from

having to execute code to transfer each individual data point, making it available for
execution of the application.

Double Buffering

Normally, in input operations, a fixed number of samples are acquired at a specified r

and transferred into computer memory. After the data is stored into the memory buffer,

the computer can analyze, or store the data to the hard disk for later processing. Out

operations transfer a fixed number of samples from computer memory at a specified rate
After the data is output, the buffer can be updated with new data. This kind of input

output operations is referred to as single-buffered operation. Although it is very us

for many applications, it apparently has the disadvantage that the amount of data that

be input or output at any one time is limited to the amount of free memory available i

the computer. Therefore this kind of operations is not suitable for applications invo
large amounts of data input and output at high rates.
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Double buffering makes it possible to input and output large amount of data
continuously and uninterruptedly. In double-buffered operations, the data buffer is

configured as a circular buffer. The data acquisition board fills the circular buffer wit

data, or retrieves data from the circular buffer for output. When the end of the buffer is
reached, the board returns to the beginning of the buffer. The process continues ad
infinitum until it is interrupted by a hardware error or cleared by a function call.

With the double buffering technique, the circular buffer is logically divided into two
equal halves, and another transfer buffer is allocated. The data is copied in sequential
halves from the circular buffer to the transfer buffer in input operations, or from the

transfer buffer to the circular in output operations. The data in the transfer buffer can
processed or stored for input operations, and updated between transfers for output
operations.

With DMA transfers and double buffering techniques, the data I/O can be conducted
continuously, and the computer can input or output data at any time immediately without
delay which exists in programmed I/O. The delay is the period between the time an
interrupt is asserted and when the interrupt service routine is activated. In Windows,
system software transfers control to the interrupt service routine, imposing a software
delay.
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6.8.2 Signal Processing and Data Scaling

Analog signals are composed of measured signals by transducers and ambient noises;

they are both converted into integers stored in the transfer buffer. Before scaled to re

valued numbers, the noisy signals have to be filtered. In this application, the noises ar
filtered out by the sorting and averaging method.

The filtered integers are scaled to real-valued numbers with gains set for each channel
and transducer calibration results.

The real-valued outgoing signals calculated with control algorithms also have to be
scaled to integers for D/A conversion

The speeds of signal processing and data scaling depend on the computer which is used
to perform these functions. The integrated response of the control system, taking into

account data sampling, signal processing, data scaling, dynamic characteristics of roll

mill and hydraulic system, can be seen in Section 7.2, as illustrated in Figures 7.1-2 an
Tables 7.1-2.

6.8.3 Data Storage

The basic requirement for storing the data to hard disk is minimizing hard disk-visiting

time, which means reducing both the times of visit and the period of each visit. Reducing
times of visit can be realized by block saving instead of number by number saving. The
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data block can be formed by allocation of a two-dimensional array memory for data to be
filled in. The number of the array columns is the number of variables to be stored, and
the number of its rows determines the size of the block.

The size of the data block should be adequate and reasonable. If the block is too small,

more times of visit will be needed; on the other hand, if the block is too large, the ha

disk visit will be interrupted by other threading, resulting in time spent in servicing

interrupt. When the hard disk visit is interrupted by a data input operation, error will
occur. This is because the input operation needs to put the current data to the block,
which is suspended for block saving. To protect from this error, two identical twodimensional arrays are allocated in the memory, and used sequentially. When one block

is full of data, it is flagged as data full, ready to be saved to hard disk; at this tim

other block starts to be filled. Upon finishing hard disk saving, the filled block is f
ready to be filled until the other block is full.

6.9 NEURAL NETWORKS

As discussed in Chapter 4, BP networks are organized in layers; both their output signal
and error signals propagate layer by layer. Therefore, the programrning is composed of
layer-based functions.

The BP neural network algorithms include network output activation and network
training. The programming is described as follows.
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Network Output Activation

Obtaining neural model estimation means calculating the neural network output

activation. The flow chart for network output activation calculation is shown in Fig
6.11.

Read network structure parameters:
No. of Inputs and Outputs,
No. of hidden layers.
No. of PEs in each hidden layer,
Function type of each layer.

Read network weights

Read an input record

Is'hidden laver activation

3

N

A n y more hidden layer ?

Next hidden layer activation

Output layer activation

End

Figure 6.11 B P Network Output Activation
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Before the output activation is carried out, the network structure parameters such as
numbers of inputs, outputs, hidden layers and PEs in each hidden layer, and transfer

function types for each layer should be read from a file, or by interactive inputs. The
weights that determine a specific model should be read as well.

Afterwards, a record of inputs is read, then the hidden layer output activation is

calculated layer by layer, finally based on last hidden layer's activation, the activat
output layer is worked out.

i = 0;

Weighted summation calculation of i^PE
(Dot product function)

}'

Transfer function calculation

_i '

Y ( i<p (pis N o . of PEs in the layer) ]
v

Figure 6.12 Layer Activation

All the layers use the same "Layer Activation" function to calculate their output
activation. The "Layer Activation" function receives the previous layer activation and
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weights associated with the connections between the current layer PEs and previous
layer PEs. With this information, the activation is calculated PE by PE, by using the
weighted summation Equation (4-12) and a designated transfer function, as shown in
Figure 6.12.

Read: Network structure parameters,
Trainning Samples,
Trainning termination rule
parameters.

Weights initialization

Activation calculation

Obtain max. sample error

A n y more sample ?

'

N

Calculating epoch error
1'

B P and Weight Updating

N

Satisfy termination conditions?

End

Figure 6.13 B P Training
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Network Training

Network training includes calculation of activation and error, and weight updating. T
training process is shown in Figure 6.13, where the "BP and Weight Updating" block
contains the error back-propagating and weight updating, as shown in Figure 6.14.

Enter

Output layer local error calculation

Output layer weight updating

i = N o . of Hidden layers

i* layer local error calculation

1 = 1-1

i* layer weight updating

N
i = l?

Exit

Figure 6.14 Error Back-Propagation and Weight Updating

For a network to be trained, the network structure has to be determined, training sample
data are needed, and training termination conditions should be set. The training
termination condition can be any one or combination of the following items: sample
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error, epoch error and training time. Sample error condition stands for that the global

error for every sample is less than a specified value. Epoch error condition requires t

the global error in an epoch is less than a desired value. Training time condition mean
that the training time reaches a pre-set number.

After the weights are initialized, the network activation for a given sample is calcula

as Figure 6.11. Then the error between the desired output and network activation can be
obtained by using Equation (4-13), which is recorded to obtain the maximum sample
error (referred to as sample error) and epoch global error (Equation (4-22)). When

activation and error calculation have been conducted for all the samples in an epoch, t
error back-propagating and weight updating is undertaken. This process proceeds
continuously until training termination conditions are satisfied.

The error back-propagating and weight updating starts from the output layer, as shown

in Figure 6.14. First, the output local error is calculated by using Equation (4-15); t

this layer's weights are updated with Equations (4-20) and (4-21). Afterwards, the loca
error is back-propagated with Equation (4-16) from the hidden layer next to the output
layer to the hidden layer next to the input layer. Consequent weight updating for the
hidden layers uses the same equations as output layer. The layer-based functions in
Figure 6.14 adopt the same structure as Figure 6.12.

This section deals with the programming implementation of neural network algorithms.

The specifics of the neural modeling and training for the control system can be found i
Sections 4.3.6 and 7.4.
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6.10 FUZZY SYSTEMS

Fuzzy systems, also referred to as fuzzy inference systems, infer results (fuzzy syst
outputs) from the existing facts (fuzzy system inputs) based on their rules. Before
inference, fuzzy systems have to load rules for inference and fuzzy sets for fuzzy
fuzzification and defuzzification. The inference process can be described as follows:

Load: Fuzzy rules,
Fuzzy sets.

Read fuzzy inputs
I
Rule antecedent set
membership calculation

I

Applying FuzzyOperator
}'

Rule consequent set
membership calculation
1

r

Any more rules ?

IN
Defuzzification

f
End

Figure 6.15 Flow Chart of Fuzzy System
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When fuzzy inputs come in, the fuzzy system takes one rule, calculates memberships of

the fuzzy sets for every variable in the rule antecedent, and applies fuzzy operators
as "AND", "OR", and rule implication to obtain the fuzzy set membership for the

variable in the rule consequent. This process is conducted for all the rules one by one
When the fuzzy set memberships for all the rule consequences are worked out, they are
combined, or aggregated. Then the fuzzy system output is calculated by defuzzification

with the aggregation results by using Equation (4-24). The program flow chart for fuzzy
system can be shown in Figure 6.15.

The programming implementation of a fuzzy system is illustrated as above. The specifics
of the fuzzy controller in the control system, such as adaptation mechanism, member
functions and fuzzy rules are detailed in Section 4.4.6.

6.11 ADDITIONAL TOPICS ON CONTROL

The program main structure and principal components have been discussed so far.
However, there are some additional topics needed to be addressed here, which help gain
better understanding about the features of the programming.

Timer Controls

During the control process, the data inputs are collected once every fixed time interv

which is called sampling period; and output control signals are also sent out in a fixe
time interval which is referred to as control time interval.
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LabWindows/CVI provides timer control, which can be used to trigger actions at a

specific time interval. A timer control repeats a given action at a specified time inter
for an indefinite period of time, therefore the data collecting and control signal
outputting can be specified as the actions to be called by timer control functions.

For more flexibility, two timer controls are employed: one is named DaqTimer, which

schedules data collecting, the other referred to as CtrlTimer, triggers control action a

the end of each specific time interval. Two timer controls make it possible to set diffe
time intervals for data acquisition and control.

Controller Function

For program compactness, the concept of controller function is built which allows other

users to access this application with their own control schemes. Controller functions ar
embedded within the CtrlTimer callback function. Therefore, to implement any new

control idea, what is needed to do is to write a function which expresses the control ide
and then embed it into the CtrlTimer call back function.

Control Initialization

For multi-control scheme availability, a procedure, referred to as control initializatio

prepared, which is called by the "Initial" button on the control panel as shown in Figure
6.10.
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This procedure includes D/A board initialization, allocating memories and loading
parameters for the specific control schemes (e.g. structure parameters and weights for

neural models, fuzzy sets and rules for fuzzy controllers), reading inputs as initial s
for control reference, and D/A board zero shift adjustment.

Placement of memory allocation and loading of control parameters at this stage is based
on the following considerations:

Saving Computer Memories: only the to-be-used control parameters loaded and required
memories allocated.

Easy Embedding of New Control Schemes: any required parameters for new control
schemes can be loaded in this way.

6.12 SUMMARY AND CONCLUDING REMARKS

This chapter described the implementation of the computer control system with artifici
intelligence. The implementation includes both hardware and software.

Regarding hardware, the rolling mill and a hydraulic closed-loop roll gap control syste
are described, followed by instrumentation and necessary calibration, and data
acquisition boards.
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Software implementation is the focal point of this chapter. The software development
environment selection and description is introduced. Then program structure and main
flow follows, which provides a whole picture of the program both in space and in time
sequence. Afterwards is data manipulation, which includes data input/output, signal
processing, data scaling, and data storage. Programming for neural networks and fuzzy

systems is then discussed with flow charts. Finally, some additional topics related to
programming for control are mentioned.
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Chapter 7
Analysis of Experimental Results

7.1

INTRODUCTION

This chapter presents the experiments and analysis of the results from the application
an intelligent control scheme on the Hille-100 Experimental Rolling Mill. The
experiments include:

• performance testing of the closed-loop hydraulic roll gap control system,

• determination of the rolling mill elastic stretch modulus and material plastic
moduli, and

• comparison of the neurofuzzy control and the conventional gaugemeter
control.
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PERFORMANCE TESTING OF HYDRAULIC ROLL GAP

CONTROL SYSTEM

The performance of gauge control depends on both the dynamic setting of no-load roll
gap adjustment to compensate for exit thickness deviation and the dynamic response of
the closed-loop hydraulic roll gap control system. In studying the roll gap dynamic

setting, it is important to test and analyse the dynamic response characteristics of th

gap control system, because the roll gap dynamic setting can not be evaluated in isolat

from the response characteristic of the roll gap control system. Some control parameter

particularly the control time interval (referring to the adaptive fuzzy controller in S
4.4.6) are based on the response characteristics of the roll gap control system.

The dynamic response of the closed-loop roll gap control system can be evaluated by the
following characteristics: step-function response, frequency response and phase shift
[Ginzburg, 1989], where the first is time-domain characteristic, and the other two are
frequency-domain ones. In practice the performance of a control system is more
realistically and directly measured by its time-domain response characteristics [Kuo,
1991], since the performance of most control systems is judged based on the time
responses to certain test input signals. In contrast, frequency-domain response
characteristics are of more importance in communication systems, where most of the
signals to be processed are either harmonic or composed of harmonic components.

The step-function response is the characteristic curve or output plotted against time

resulting from a step input function. It is reported that this response has been used b
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Mitsubishi Heavy Industries C o m p a n y to evaluate its hydraulic roll gap control system
[Hayama, et al, 1983]. With reference to the step-function response, the performance
criteria commonly used consist of the following quantities: maximum overshoot, delay
time, rise time and settling time [Kuo, 1991]. The "maximum overshoot" is defined as
the difference between the maximum value and the steady-state value of the unit-step
response when the maximum value is not less than the steady-state value. The "maximum

overshoot" is often represented as a percentage of the final value of the response. The

"delay time" is defined as the time required for the response to reach 50 percent of it

final value. The "rise time" is defined as the time required for the response to rise f

10 to 90 percent of its final value. The "settling time" is defined as the time require
the response to decrease and stay within a specified percentage of its final value. A
frequently used figure is 5 percent.

To obtain the step-function response of the hydraulic roll gap control system, a steel

strip of 3 mm thickness has been rolled with multiple step-reductions, as shown in Fig
7.1(a), where the input is set by the computer and the output is the readings from the
two LVDTs. They measure the relative movement of the upper and lower roll chocks on

each of the drive and operating sides of the rolling mill (refer to Section 6.3.3). Fi

7.1(b) is the corresponding rolling force. The minus values for the roll gap set input
LVDT output in Figure 7.1(a) indicate that the bottom roll is moving downward to
increase the roll gap.

Step response varies depending on the step amplitude. Small amplitude response is often

used with the steady control, during which small amplitude gap adjustment is frequently
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applied to maintain the strip thickness to within a narrow tolerance. Step amplitudes of
0.05 mm and 0.025 mm have been used to evaluate the system in Mitsubishi Heavy

Industries and BHP Steel, Port Kembla respectively. Therefore the response curve wi

step amplitude of 0.02 mm and 0.05 mm for the Hille Experimental Mill is enlarged a

shown in Figure 7.1(c) and 7.1(d) to give a clearer impression. The step responses
amplitude of 0.10 mm, 0.15 mm, 0.25 mm, and 0.50 mm have also been tested in order
to discuss the control performance in subsequent sections within this chapter.

Figure 7.1(a) Response to Step Inputs
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Figure 7.1 (b) Rolling Force Under Response Test
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Figure 7.1 (c) Response to an Input of 0.02 m m
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Figure 7.1 (d) Response to an Input of 0.05 m m

Figure 7.1 Step Response of Hydraulic Roll Gap Control System
(Dr: Drive side; Op: Operating side)

The response characteristics are summarised in Table 7.1, where thefiguresare based on

the averaged values of two LVDT readings. The averaged values indicate the respon

characteristics of the middle part of the rolls, which determine the strip thickn

quality, since strips are rolled in the middle position of the rolls. It can be s

table that when the step-input magnitude is less than 0.15 mm, the system respons

quantities remain relatively constant. No overshoot exists when the step-input is

0.25 mm although there are significant differences of delay time, rise time and s

Chapter 7 Analysis of Experimental Results

198

time between opening and closing the roll gap (corresponding the bottom roll being
down and up) when the step input magnitude is 0.25 mm.

Table 7.1 Step-function Response

Quantities

Step
Amplitude
(mm)

M a x i m u m Overshoot

(%)

Delay Time
(sec)

Rise Time
(sec)

Settling Time
(sec)

Down

Up

Down

Up

Down

Up

Down

Up

0.50

1.7

1.7

0.058

0.093

0.088

0.145

0.102

0.160

0.25

0

0

0.045

0.059

0.053

0.086

0.068

0.096

0.15

0

0

0.040

0.041

0.039

0.050

0.058

0.059

0.10

0

0

0.034

0.040

0.038

0.044

0.058

0.060

0.05

0

0

0.040

0.038

0.037

0.045

0.062

0.061

0.02

0

0

0.038

0.035

0.040

0.038

0.060

0.055

From Equations (2-21) and (5-24), w e obtain

Ah =

K

K+M

ASn

AH = —AS,
M

(7-1)

(7-2)

These two equations express the relationships between roll gap adjustment A5o and the

compensable amount corresponding to exit thickness deviation Ah and entry thickne
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deviation AH. For the Hille-100 Experimental Rolling Mill, the roll system elastic

modulus K = 780 kN/mm, and the plastic modulus of the mild steel at room temperatur

which is used in the experiments is M= 1218 kN/mm (refer to Section 7.3). Therefore,
the exit thickness deviation of 0.098 mm and entry thickness deviation of 0.160 mm
be compensated for by a no-load roll gap adjustment of 0.25 mm. Since the plastic
modulus of the Aluminum used in the test is M= 582 kN/mm, much lower than that of

the steel, the compensatory range for the Aluminum with the no-load roll gap adjustm

of 0.25 mm is wider, with 0.143 mm for exit thickness deviation and 0.335 mm for en
thickness deviation.

These data provide a whole picture about the roll gap control system characteristic
can be described as follows:

Within step amplitude of 0.25 mm, no overshoot exists, with a delay time of less tha

0.059 second, rise time of less than 0.086 second and settling time of within 0.09
second. Based on these data, the control time interval for the control test is set
second.

The response performance obtained from prehminary trials and shown in Table 7.1

indicates that the response speed of this laboratory-use control system is about th
times as slow as the industrial one used in Mitsubishi Heavy Industries fHayama et
1983], which has a settling time of 0.022-0.024 seconds with about 15% overshoot

when roll gap adjustment is 0.050 mm. The reason was due to excessive wear and seve

leakage of the servo-valves in excess of the allowable limits and due to contaminat

the hydraulic oil. In order to make this study more relevant to industry, the servo-

Chapter 7 Analysis of Experimental Results

200

were reconditioned, the oil system was cleaned, and the parameters of the roll gap
control system were adjusted to achieve an optimized performance. Meanwhile, the
computer used for data acquistion and control was upgraded from Pentium 90 to

Pentium II400, which allows the sampling period to be as short as 0.005 second. Befor

the computer upgrade, the sampling period could not be shorter than 0.030 second due

to the computing speed limit of Pentium 90 for software noise filtering, therefore th
step input looks more like a ramp input when the time scale is expanded, as shown in
Figure 7.1(candd).

After the servo-valves recondition, control system parameters optimization and

computer upgrade, the step-function response of roll gap control system (which will b

referred to as "optimized system" in this chapter for convenience) is plotted as show
Figure 7.2, and summarized in Table 7.2.

Comparing Figures 7.1 and 7.2, it is found that the performance of the system improve

greatly after being optimized, as indicated by the faster and identical response of t

drive side and operating side. Figure 7.1 indicates that the two sides differ signifi

response speed to an identical set input, which results in uneven reduction along the

width direction, which can be easily observed by the appearance that the strip is mov

from side to side when rolling. After optimizing, the response of the two sides becom
almost identical, as shown in Figure 7.2.

Table 7.2 indicates that the optimized sy.stem shortens its delay time, rise time and

settling time to almost half of those before optimized, as shown in Table 7.1, when t
step amplitude is less than 0.15 mm Within step amplitude of 0.25 mm, the delay time
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Table 7.2 Step-function Response (optimized system)

Quantities

Step
Amplitude
(mm)

M a x i m u m Overshoot

(%)

Delay Time
(sec)

Rise Time
(sec)

Settling Time
(sec)

Down

Up

Down

Up

Down

Up

Down

Up

1.00

6.9

9.2

0.059

0.089

0.069

0.167

0.178

0.300

0.50

5.6

3.8

0.037

0.033

0.040

0.047

0.062

0.076

0.25

0

4.0

0.034

0.028

0.023

0.016

0.050

0.041

0.15

0

2.9

0.029

0.020

0.013

0.014

0.038

0.033

0.10

0

3.1

0.017

0.017

0.013

0.011

0.029

0.028

0.05

0

3.7

0.020

0.019

0.011

0.007

0.033

0.033

0.02

0

9.5

0.015

0.021

0.008

0.011

0.022

0.033

decreases from less than 0.059 second to less than 0.034 second, the rise time decreases
from less than 0.086 second to 0.023 second, and the settling time decreases from

than 0.096 second to less than 0.050 second, which makes possible to set the contro
time interval to 0.050 second. The overshoot within step amplitude of 0.25 mm only

exists when the bottom roll is moving upward to decrease the roll gap. The "maximum
overshoot" is within 4.0 percent except when the step amplitude is 0.02 mm, which
produces a "maximum overshoot" of 9.5 percent (0.0019 mm).
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The settling time for step amplitude of 0.05 mm has been shortened from 0.062 second
to 0.033 second, which is much closer to the response speed of the roll gap control

system in Mitsubishi Heavy Industries, the settling time of which is 0.022-0.024 seco

7.3

TESTING FOR MILL AND MATERIAL MODULI AND NEURAL

MODELING

To implement gaugemeter control, the mill elastic modulus K is needed to calculate ex
thickness by the gaugemeter equation; and the material plastic modulus M is also

required to calculate the roll gap adjustment to compensate for exit thickness deviat
by the following equation.

i

AS0 =

M

1 + — Ah
K M
1 + (1-C)—
K)

(7-3)

W o r k has been done to determine the elastic modulus of the whole stand of Hille-100
Experimental Rolling Mill [Cardillo, 1994]. But as described in Chapter 6, the roll

position transducers are installed on the roll chocks for this mill, which only includ

elastic stretch within the roll system. Therefore, experiments are needed to obtain t

elastic modulus of the roll system. Meanwhile, the moduli of specimens for test have t
be determined by experiments. Two specimens are used for test. They are aluminum and
mild steel strips with the nominal thickness of 3 mm and the width of 100 mm. The
choice of this width value is due to the fact that this is the minimum width that
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guarantees that the strips will cover the radiation absorption area of the thickness
gauges.

With neurofuzzy control, neural models must be trained with the data which reflect th
rolling process relationships before it is used for exit thickness estimation. These
can be obtained by rolling test.
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To accomplish the above requirements, step reduction tests were conducted for each o
the specimens. The roll gap was initially set to the nominal entry thickness of 3 m m , then
decreased 0.20 m m for every step until the roll gap was d o w n to 1.4 m m for aluminum
strip and 1.6 m m for steel strip. A s the roll gap decreases, the rolling force goes up;
therefore this test is referred to "Force-Up" test. Meanwhile, "F^rce-Down" test is also
carried out, where the initial roll gap is set to 1.4 m m for aluminum and 1.6 m m for steel,
and the rolling force goes d o w n w h e n the roll gap increases 0.20 m m in step. Figure 7.3
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and Figure 7.4 show the testing results with the aluminum strips, where the former is for
"Force-Up" test and the latter for "Force-Down" test.

The material plastic modulus curves are acquired by processing the experimental data

each specimen. The exit thickness and rolling force are averaged in each step, and th

Rolling Force (mm)
io
£
g> oo
0 8 8 8 8

the data are plotted in Figure 7.5 as the plastic curves.
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To obtain the mill elastic modulus with these experimental results, the gaugemeter
equation was used again in the following form:

h-S0 =

(7-4)

K

The elastic modulus can be expressed with following equation.

K =

J_
h-S0

(7-5)
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where the value of ( h - So) represent the elastic stretch of the roll system (mm).

Using the same method as that for material plastic moduli, the elastic curves of the
system are plotted in Figure 7.6.

The elastic modulus of the roll system and the material plastic moduli can be calcul
by linear regression, as listed in Table 7.3.

Table 7.3 Roll System Modulus and Material Moduli (kN/mm)
Steel

Aluminum
Test Conditions

Up

ForceDown

Average

582

1206

1230

1218

780.5

788

770

779

ForceUp

ForceDown

Average

Plastic Modulus

584

580

Elastic Modulus

787

774

Force-

Figure 7.6 shows that there does exist a hysteresis for the roll system elastic curves. The

figures in Table 7.3 indicate that the elastic modulus produced from the "Force-Down

test data is slightly smaller than that from the "Force-Up" test data with both alum
and steel specimens, which reflects the existence of the hysteresis. Meanwhile, the

of the roll system elastic modulus with aluminum specimen testing and steel specimen
testing are very close for "Force-Down" and "Force-Up" tests respectively, which

confirms the validation of the testing data. By averaging the four values, the elast

modulus of the roll system is 780 kN/mm Although the linearity of the elastic modulu
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of the roll system is good, the elastic curves in Figure 7.6 still indicate a nonlinear
characteristic. *

The plastic moduli of the two materials are much different; this is due to the fact tha
aluminum and steel have significantly different resistance to plastic deformation. The

resistance of the mild steel used in the tests is 250 MPa, while that of the aluminum i

120 MPa. From Figure 7.5, it can be seen that the plastic curves are not identical with
the "Force Down" test and the "Force Up" test, particularly when the test material is

steel as shown in Figure 7.5(b). This is contributed by both the entry thickness varia
as shown in Table 7.4, and the hysteresis resulted from a difference between "ForceDown" and "Force-Up". The plastic curves also indicate that the plastic modulus varies

according to the exit thickness. The variation is particularly significant for the "Fo

Up" test with the steel specimen, as shown in Figure 7.5(b). In addition, variations of
entry thickness and material resistance along the length direction could also affect
results in the plastic modulus variation.

Table 7.4 Entry Thickness of Moduli Testing Samples ( m m )
Aluminum

Steel

Test Conditions
Force-Up

Force-Down

Force-Up

Force-Down

Average

3.07

3.09

2.92

2.90

Maximum

3.11

3.13

2.95

2.92

Minimum

3.03

3.05

2.90

2.88

Standard Deviation

0.013

0.013

0.013

0.010

Chapter 7 Analysis of Experimental Results

210

The above discussion tells that the rolling tests have confirmed the existence of the n
linearity and hysteresis of the roll system elastic modulus and the inconsistency of

material plastic modulus, even in one rolling strip. This fact further shows the necessi

of the nonlinear model and the on-line adaptive controller when tight thickness accurac
is required.

7.4 NEURAL MODEL TRAINING AND TESTING

The neural network model for exit thickness estimation as described in Figure 4.4 is

trained with the experimental data as discussed in the previous section, and tested wit

data collected from other rolling samples, for each of the two individual materials. Fig
7.7 shows the testing results for each of the aluminum material and the steel material.

The neural network estimation results are very close to the measured values in steady

state. The significant difference between estimation and measured value only exists at t
step reduction transition time, which is due to the radiation measurement method of the

thickness gauge. As introduced in Chapter 6, the thickness gauge detects strip thickness

according to the amount of radiation absorbed by the material. Since the radiation count
on a circular area of about 90 mm diameter, rather than a point, the measured thickness

is an averaging value of the circular area. Therefore, the measurement of a step thickne

variation appears as a sloping change, which does not represent the real point thickness
value.
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Figure 7.7 Neural Network Model Testing Results

Table 7.5 Neural Network Model Testing Results ( m m )
Test Material

Aluminum

Steel

M e a n Error

0.0024

0.0032

RMS

0.0244

0.0066

The difference between the exit thickness measurement and neural model estimation is
summarized in Table 7.5, where the "Mean Error" is defined as the average value of the
errors between the neural model estimation and the measured exit thickness during the
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rolling test, and RMS is the root of mean square counted on these errors. This differen
is contributed by several measurement imperfections, such as the non-linear and

hysteresis problem of the load cells as shown in Figure 6.2, and the statistical noise
passiine dependence problems for thickness gauges. The passiine is defined as the line

where the rolled strip proceeds on during rolling. The thickness gauge is calibrated o

the basis that the strip is level led at a particular position relative to the thicknes

The height variations and angle variations of the strip will affect the accuracy of th

thickness measurement, the former will cause errors of less than 0.05% per mm, and the

latter will cause errors approximately equal to the "cosine" error [Measurex, 1996]. Th
effect of the height variations and angle variations of the passiine to the thickness
measurement accuracy is defined as "passiine dependence". Since no coiler has been
used to apply tensions on the strips in the test, these two variations occurred
significantly. The variations are more severe with aluminum samples than with steel
samples because aluminum is softer and tends to wave up and down more than steel.
Therefore, the neural model estimation error for aluminum rolling is more significant

than that for steel rolling, which can be seen in Table 7.4. Roll eccentricity and mil
linearity are also the causes of this estimation error.

7.5 CONTROL EXPERIMENTS

A series of experiments were carried out to verify the feasibility of neurofuzzy contr
for real-time rolling control and the performance of the neurofiizzy control was
compared to that of the conventional gaugemeter control.
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In order to obtain the general conclusions for the feasibility and performance
comparison, the experiments were conducted under the following conditions:

• two materials, aluininium and steel,
• different values of desired exit thickness,
• three rolling speeds, and
• before and after the optimisation of the roll gap control system.

For each particular condition, the conventional gaugemeter control was tested with the
compensation coefficient C of 0.0, 0.5 and 1.0, and the neurofuzzy control with the
adaptation coefficient y/ of 0.0, 0.5 and 1.0. The experimental results are plotted in

Figure 7.8 through Figure 7.19. Tables 7.6 to 7.11 summarise their statistical analysis

results of the steady state data, for the case when the first exit thickness error is w

0.02 mm. It is noted that the href in the bracket in these tables indicates the desired
thickness, or reference exit thickness, and v the rolling speed.

From these results, it can be seen that the mean exit thickness varies with different

control schemes and different coefficients. As either the compensation coefficient C fo
the gaugemeter control or the adaptation coefficient y/ for the neurofuzzy control
increases, the mean exit thickness decreases. When C = 0.0, or ^=0.0, the roll gap
adjustment under-compensates the exit thickness error, with which, the exit thickness
decreases from the entry thickness of the strip to the desired exit thickness, as its

asymptote. Therefore, the exit thickness is greater than the desired value. When C = 1.0

the roll gap must be adjusted to reduce the strip from the entry thickness to the desir
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exit thickness. But due to the overshoot for "Force-Up" conditions, which occurs when

the roll gap decreases, the exit thickness decreases to less than the desired value. Si
no overshoot exists for the "Force-Down" conditions when the roll gap adjustment is
within 0.25 mm, the exit thickness can not be controlled to greater than the desired

value. The situation of y/= 1.0 with neurofuzzy control is similar to that of C = 1.0 w
gaugemeter control. The difference is that it takes one control time interval to adapt
the neurofuzzy control.

It is easy to understand that the mean exit thickness with C = 0.5 falls between the v
with C = 0.0 and C = 1.0 for gaugemeter control, and the mean exit thickness with y/ =
0.5 falls between the values with y/= 0.0 and y/=l.Q for neurofuzzy control.

The mean exit thickness is also affected by roll eccentricities. One roll eccentricity
in a sinusoidal change of roll gap. With two or four roll eccentricities, the roll gap
change according to a function which is composed of two or four sinusoidal

components. During the test, it is difficult to maintain all the rolled strips to be dr

the roll bite by the work rolls at the same roll circumferential position. Therefore, t

exist phase shifts of the roll eccentricities between different rolling passes, which p

mean exit thickness differences. Measurement indicates that the eccentricities of top r

and bottom roll are about 0.01 mm, and their phase shift is about 100°. Because of thi

effect, it is difficult to obtain a general conclusion regarding the relationships betw
the mean exit thickness and control schemes.
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Table 7.6 Comparison of Control Results
(Aluminum, /*„,/= 2.10 m m , v = 800 mm/s, system before optimized)
Control Schemes

Gaugemeter Control

Neurofuzzy Control

Compensation coefficient C

Adaptation coefficient y/

Coefficient

0.0

0.5

1.0

0.0

0.5

1.0

M e a n exit
thickness(mm)

2.148

2.103

2.079

2.130

2.094

, 2.064

Standard
deviation(mm)

0.0234

0.0198

0.0524

0.0212

0.0186

0.0407

Table 7.7 Comparison of Control Results
(Aluminum, href= 2.50 m m , v = 800 mm/s, system optimized)
Control Schemes

Gaugemeter Control
Compensation coefficient C

Neurofuzzy Control
Adaptation coefficient y/

Coefficient

0.0

0.5

1.0

0.0

0.5

1.0

M e a n exit
thickness(mm)

2.526

2.513

2.489

2.531

2.509

2.477

Standard
deviation(mm)

0.0159

0.0132

0.0203

0.0150

0.0125

0.0203

Table 7.8 Comparison of Control Results
(Aluminum, href = 2.50 m m , v = 1000 mm/s, system optimized)
Control Schemes

Gaugemeter Control

Neurofuzzy Control

Compensation coefficient C

Adaptation coefficient y/

Coefficient

0.0

0.5

1.0

0.0

0.5

1.0

M e a n exit
thickness(mm)

2.512

2.483

2.471

2.509

2.492

2.472

Standard
deviation(mm)

0.0236

0.0201

0.0243

0.0218

0.0178

0.0226
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Table 7.9 Comparison of Control Results
(Aluminum, /ire/= 2.72 m m , v = 400 mm/s, system optimized)
Control Schemes

Gaugemeter Control

Neurofuzzy Control

Compensation coefficient C

Adaptation coefficient y/

Coefficient

0.0

0.5

1.0

0.0

0.5

1.0

M e a n exit
thickness(mm)

2.726

2.719

2.716

2.728

2.723

2.712

Standard
deviation(mm)

0.0158

0.0139

0.0193

0.0150

0.0134

0.0163

Table 7.10 Comparison of Control Results
(Steel, href= 2.48 m m , v = 800 mm/s, system optimized)
Control Schemes

Gaugemeter Control

Neurofuzzy Control

Compensation coefficient C

Adaptation coefficient y/

Coefficient

0.0

0.5

1.0

0.0

0.5

1.0

M e a n exit
thickness(mm)

2.492

2.483

2.467

2.499

2.485

2.467

Standard
deviation(mm)

0.0162

0.0157

0.0186

0.0155

0.0137

0.0160

Table 7.11 Comparison of Control Results
(Steel, hTef= 2.70 m m , v = 800 mm/s, system optimized)
Control Schemes

Gaugemeter Control

Neurofuzzy Control

Compensation coefficient C

Adaptation coefficient y

Coefficient

0.0

0.5

1.0

0.0

0.5

1.0

M e a n exit
thickness(mm)

2.709

2.695

2.691

2.701

2.698

2.686

Standard
deviation(mm)

0.0132

0.0127

0.0161

0.0125

0.0105

0.0155
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It is worth to note that entry thickness varies from sample to sample in terms of mean
value and deviation along the length direction, due to the fact that the consistency

sample strip thickness could not be guaranteed. These sample-to-sample variations af
the mean value and deviations of exit thickness for each sample.

The experimental results indicate that the gaugemeter control with compensation

coefficient C of 0.5 produces better performance than with coefficient C of 0.0 in ter

of exit thickness standard deviation, but the situation becomes worse when the value o

1.0 is assigned to the compensation coefficient. This phenomenon is the same as that i

computer simulation, which can be explained as follows: as C increases, the controller
will produce more roll gap adjustment to compensate for an exit thickness error, thus
improving the thickness quality. Ideally, C = 1.0 will compensate for exit thickness
100% assuming that accurate values of mill elastic modulus K and material plastic

modulus M are obtained, but this is not true, as M varies according to rolling conditi
and K is not linear. In this case, an over-compensation is likely to happen.

The experimental results also indicate that neurofuzzy control produces strips with a
smaller exit thickness standard deviation, while no significant improvement for mean
exit thickness being found.

It is found that even when the adaptation coefficient y/ is 0.0, the strip exit thickn
standard deviation is improved compared with gaugemeter control with the

compensation coefficient C of 0.0. Actually, when y/is 0.0, no adaptation is conducted

and the roll gap adjustment control signal is just equal to the exit thickness deviati

which is equivalent to the situation of C = 0.0 for gaugemeter control. In this case t
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difference between the neurofuzzy control and gaugemeter control is the use of the

neural network model to replace the gaugemeter equation for exit thickness estimation.
Therefore, it can be concluded that application of neural network models to estimate
the exit thickness can improve exit thickness in terms of standard deviation.

For the case y/= 0.5, the relationship between the exit thickness deviation and the ro
gap adjustment control signal is adapted, which accelerates the exit thickness error
correction. When y/ = 1.0, the previous control performance will count only on the
immediate preceding control time interval, by which the exit thickness error resulted

from sudden changes of external disturbance will cause a severely incorrect evaluatio

the previous control performance. Thus an improper adaptation may happen, resulting in
either an over-compensation or under-compensation.

It is worth noting that during the control tests the roll gap is set to the value of
exit thickness. Therefore the strip exit thickness at starting point is

h

'-H-ih(H-h^

(7 6)

"

A s the control proceeds, the exit thickness approaches the desired thickness href. The
length of the strip from the starting end point to the point where the thickness is

the desired exit thickness is referred to as "transition length". Since the exit thi
measured by the thickness gauge counts on a circular area of about 90 mm diameter,

rather than a point, the exit thickness of the strip at the starting end point expre
Equation (7-6) can not be obtained. The maximum value of the exit thickness measured
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by the thickness gauge falls within half of the diameter of radiation circular area from the
starting point. The amount of the maximum depends on the thickness-decreasing rate

along the length direction of the strip. With the same control performance, the thic

decreasing rate and the transition length depend on rolling speeds. Lower speeds will

produce steeper thickness decreases and shorter transition length. If the transition

is very short, it will not be indicated on the exit thickness curves due to the radia
measurement, as shown in Figures 7.14 and 7.15, where the rolling speed is 400 mm/s.

Figures 7.8 through 7.19 indicate that the transition length becomes shorter as eith

compensation coefficient C for gaugemeter control or the adaptation coefficient y/ fo

neurofuzzy control increases. This is due to the fact that an increase of C results i

increase of the roll gap adjustment to the same exit thickness error in the relation

described in Equation (7-3), which accelerates the error correction, and thus shorten

the transition length. However, Table 7.2 indicates that when the roll gap adjustment

changes from 0.50 mm to 1.00 mm, its rise time and settling time will change from 0.0
second and 0.076 second to 0.167 second and 0.300 second respectively. That means

that the increase of the roll gap adjustment can not shorten the transition length w

roll gap adjustment is large, say over 0.50 mm. No significant change of the transiti

length with different values of the coefficient C or y/ in Figures 7.8, 7.9, 7.16 and
can be explained by this limitation of the hydraulic roll gap control system.

Mill chatter is a complex problem in rolling process, which occurred during the tran

time and post transition time in some tests as shown in Figures 7.10 through 7.15. Th
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chatter is more severe when the rolling speed reached 1000 mm/s as shown in Figures
7.12 and 7.13.

Because steel is stiffer than aluminum, the passiine variations are smaller. Therefor
exit thickness curves of the steel samples are smoother than those of the aluininum
samples, as shown in Figures 7.16 through 7.19, where the sinusoidal shape of the
thickness profile is obvious. This reflects the existence of roll eccentricities.

The smoothness of the exit thickness curves in Figure 7.8 and 7.9 for aluminum is du

the fact that the data were collected once every 0.030 second before the computer fo

data acquisition and control was upgraded, while the sampling period can be shortene
to 0.005 second with the upgraded computer.

From the above discussion, it can be concluded that neurofuzzy control produces bett
performance than gaugemeter control in terms of strip exit thickness deviation. The

neural network models estimate the exit thickness more accurately than the gaugemete
equation due to their non-linear approximation capability, thus improving the strip
thickness quality. The fuzzy controller dynamically adapts the relationship between
exit thickness deviation and roll gap control signals, giving an accurate roll gap

adjustment to compensate for the exit thickness error. The integral neurofuzzy contro
which combines the neural models and the adaptive fuzzy controller, improves the
control significantly.
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7.6 SUMMARY AND CONCLUSION REMARKS

This chapter describes the rolling experiments from roll gap control system characteri
measurement, roll system elastic modulus and material plastic moduli deterrnination,
neural model training to control tests.

The hydraulic roll gap control system performance testing provides the control time

interval for the control tests, which is 0.095 seconds for the roll gap control system
optimised, and 0.050 seconds for the current roll gap control system optimised.

The control experiments include gaugemeter control and neurofuzzy control with two

different materials on six rolling conditions. The testing results indicate that neuro

control is not only an applicable control approach, but also demonstrates its advantages:

• Neurofuzzy control produces smaller exit thickness deviation than gaugemeter
control;

• The neural models estimate exit thickness more accurately with their non-linear
capability;

• Adaptive detennination of the relationship between exit thickness deviation and
roll gap control signals by the fuzzy controller produces the exit error correction
more accurately.
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It is also worth noting that the adaptation coefficient should have an optimum range
large values will cause an improper adaptation when sudden changes of external
disturbance occur, resulting in either an over-compensation or under-compensation.
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Chapter 8
Conclusions and Recommendations

8.1

SUMMARY OF RESEARCH UNDERTAKEN

The main conclusions of the thesis are:

(1) The neurofuzzy control system developed in this thesis provides a methodology fo

industrial applications for strip thickness control which can improve the strip exit
thickness standard deviation
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(2) B P neural networks with one hidden layer of 2 P E s can model the non-linear
relationships between roll gap, rolling force and exit thickness with a reasonable
accuracy.

(3) Using neural network model estimation to replace exit thickness calculation by
gaugemeter equation for thickness control can produce smaller exit thickness
standard deviation.

(4) A new fuzzy controller is successfully developed to dynamically adapt the nonlinear relationships between exit thickness error and required roll gap adjustment to
compensate for the exit thickness error, by evaluating previous control
performance.

(5) With the adaptive fuzzy controller, determination of material plastic modulus
becomes less important, the relationship between exit thickness error and required
roll gap adjustment is obtained by dynamic adaptation, rather than mathematical
calculation with rolling mill elastic modulus and material plastic modulus.

(6) The adaptation coefficient of fuzzy controller should be determined adequately
ranging from 0.0 to 1.0. Too small value (close to 0.0) of adaptation coefficient
can not take full advantage of this adapting mechanism, whereas too large value
(close to 1.0) will result in instability. Experimental results indicate that taking
adaptation coefficient of 0.5 achieves a satisfactory result. Optimisation of this
value has not been approached in this thesis. Determination of this value in
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industrial application should take into account of the characteristics of mcoming
strips.

(7) Integration of the neural model estimation and the adaptive fuzzy controller to
form the neurofuzzy control can acquire better quality strip thickness in terms of
thickness standard deviation.

(8) Feed-forward control to compensate for entry thickness deviation has been
conducted by a computer simulation based on dynamic mathematical model of
rolling process. With this approach, an integral neural control and an integral fuzzy
control are developed. Simulation results indicate that these two control schemes
can compensate for entry thickness effectively.

(9) Application of neural networks to width estimation in strip rolling with industria
data indicates that neural models are more accurate than the regression models
used in industrial practice.

8.2

RECOMMENDATION FOR FUTURE RESEARCH

Rolling is a complex process. There is a wide perspective to apply neural networks and
fuzzy systems to strip thickness control. Therefore, the following suggestions are
recommended for further research in this area:
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(1) The application of neural networks and fuzzy systems in this study was based on
the analysis of gaugemeter control problems. Although the gaugemeter control is
the essential and dispensable part of automatic gauge control system, other
controls such as feedforward control, tension control, roll eccentricity
compensation control, thermal expansion compensation etc. play a critical role in
advanced control. Therefore, further research can approach the application of
artificial intelligence to these controls.

(2) Neural model and fuzzy model on-line training is necessary. On-line learning can
make most of their works. By on-line learning, non-linear dynamic characteristics
can be modelled and adapted to compensate for many variations as oil film
thickness, friction condition, roll thermal expansion, etc.. To implement on-line
learning, signal synchronisation is needed, which needs not only new sensors, but
also algorithms.

(3) Application of neural and fuzzy technology to consider the effect of speed and
some other factors on thickness might benefit solving head and tail thickness
problem.

(4) Research on application of neural networks and fuzzy systems can be extended to
tandem mill by modelling inter-stand relationships.

(5) Deeper investigation on rolling theory and incorporate rolling knowledge to neura
networks are needed, which not only simplify the network structure, but also
enhance their effectiveness.
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(6) Installation of a strip entry speed sensor will allow implementation of the feed
forward control with neural networks and fuzzy systems as simulated in this study.
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Appendix I
Data Values for Mill Parameters

A four-high rolling mill can be modeled by afive-degree-of-freedommass-spring-damper

system, as shown in Figure 5.4. The data values of the parameters, which
system for the mill simulated in Chapter 5, are as follows:

7/1,= 350 kg

£i = 2 5 4 3 M N / m

5i=170N/m/s

m2= 240 kg

£2=2108MN/m

B2= 20N/m/s

m3= 240 kg

^3 = 2108MN/m

£3= 20N/m/s

m* = 310 kg

£4=2687MN/m

£4=165N/m/s

w5 = 2150kg

£5=871QMN/m

55=377N/m/s.

