Georgia State University

ScholarWorks @ Georgia State University
Physics and Astronomy Dissertations

Department of Physics and Astronomy

Spring 5-7-2011

Mechanisms of Multistability in Neuronal Models
Tatiana Malashchenko
Georgia State University

Follow this and additional works at: https://scholarworks.gsu.edu/phy_astr_diss
Part of the Astrophysics and Astronomy Commons, and the Physics Commons

Recommended Citation
Malashchenko, Tatiana, "Mechanisms of Multistability in Neuronal Models." Dissertation, Georgia State
University, 2011.
doi: https://doi.org/10.57709/1955449

This Dissertation is brought to you for free and open access by the Department of Physics and Astronomy at
ScholarWorks @ Georgia State University. It has been accepted for inclusion in Physics and Astronomy
Dissertations by an authorized administrator of ScholarWorks @ Georgia State University. For more information,
please contact scholarworks@gsu.edu.

MECHANISMS OF MULTISTABILITY IN NEURONAL MODELS

by
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Under the direction of Gennady S. Cymbalyuk

ABSTRACT
Multistability is a fundamental attribute of the dynamics of neuronal systems under
normal and pathological conditions. The mechanism of bistability of bursting and silence is not
well understood and to our knowledge has not been experimentally recorded in single neurons.
We considered four models. Two of them described the dynamics of a leech heart interneuron:
the canonical model and a low-dimensional model. The other two models described mammalian
pacemakers from the respiratory center.
We investigated the low-dimensional model and identified six different types of
multistability of dynamical regimes. We described six generic mechanisms underlying the coexistence of oscillatory and silent regimes. The mechanisms are based either on a saddle
equilibrium or a saddle periodic orbit. The stable manifold of the saddle equilibrium or the
saddle orbit sets the threshold between the regimes. In the two models of the leech interneuron

the range of the controlling parameters supporting the co-existence of bursting and silence is
limited by the Andronov-Hopf and homoclinic bifurcations (Malashchenko, Master Thesis
2007). The bistability was found in a narrow range of the leak currents' parameters. Here, we
introduced a propensity index to bistability as the width of the range on a bifurcation diagram;
we investigated how the propensity index was affected by modifications of the ionic currents,
and found that conductances of only two currents substantially affected the index. The increase
of the conductance of the hyperpolarization-activated current, Ih, and the reduction of the fast
Ca2+ current, ICaF, notably increased the propensity index. These findings define modulatory
conditions under which we suggest the bistability of bursting and silence could be
experimentally revealed in leech heart interneurons. We hypothesize that this mechanism could
be commonly found in a large variety of neuronal models. We applied our techniques to models
of vertebrate neurons controlling respiratory rhythm, which represent two types of inspiratory
pacemakers of the Pre-Bӧtzinger Complex. We showed that both types of neurons could exhibit
bistability of bursting and silence in accordance with the mechanism which we described.
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1

1.

INTRODUCTION
Multistability of oscillatory and silent regimes is a ubiquitous phenomenon exhibited by

excitable systems such as neurons and cardiac cells (Fuentealba et al., 2005; Egorov et al., 2002;
Hounsgaard et al., 1989; Loewenstein et al., 2005; Jalife and Antzelevitch, 1979). As a feature it
appears particularly advantageous for neurons that are part of multifunctional central pattern
generators (Marder, 1994; Getting, 1989; Briggman and Kristan, 2008; Venugopal et al., 2007;
Shilnikov et al., 2008). In motor control, coexistence of silent regime and tonic spiking activity is
found in spinal motoneurons of the cat, rat, turtle and frog (Hounsgaard et al., 1984; Hounsgaard
and Kiehn, 1989; Conway et al., 1988; Eken and Kiehn, 1989; Kiehn and Eken, 1998; Perrier
and Hounsgaard, 2000). This multistability is involved in posture maintenance (Eken and Kiehn,
1989; Kiehn and Eken, 1998). Some mechanisms underlying bistability- for example, the
coexistence of tonic spiking and silence and the coexistence of tonic spiking and bursting - have
been intensively studied and are well understood (Rinzel, 1978; Guttman et al., 1980; Gutkin et
al., 2009; Fröhlich et al., 2006; Shilnikov et al., 2005; Channell et al., 2007; Shilnikov and
Cymbalyuk, 2004). Surprisingly, there is a gap in our knowledge of dynamical mechanisms
supporting the bistability of bursting and hyperpolarized silence, bursting and subthreshold
oscillations, and multistability of bursting, subthreshold oscillations and silence. The
classification of mechanisms supporting the multistability of oscillatory and silent regimes is yet
incomplete, and remains a fundamental problem for both neuroscience and the theory of
dynamical systems.
Bursting activity is the result of an interplay of ionic currents which are voltage-gated on
various time scales. We envisage a neuron as a slow-fast dynamical system. The qualitative
theory of dynamical systems provides a rigorous description of scenarios producing the co-
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existence of different attracting regimes, i. e., multistability, in the system’s dynamics.
Exemplary studies by Rinzel (1978) and by Guttman, Lewis and Rinzel (1980) formulated and
answered a set of questions which describe a basic scenario of bistability of tonic spiking and
silence. It is based on the presence of a saddle periodic orbit separating the basin of attraction of
the tonic spiking periodic orbit from the equilibrium representing the silent regime. The scenario
also describes the modulation of the neuron’s dynamics in response to variations of a bifurcation
parameter. According to this scenario, the saddle periodic orbit emerges through a subcritical
Andronov-Hopf bifurcation and disappears through a saddle-node bifurcation for periodic orbits;
these two bifurcations define the boundaries for the bistability region. This scenario describes
hysteresis and catastrophe-like, fast and nonreversible transitions between silence and tonic
spiking as the bifurcation parameter is varied. Guttman, Lewis and Rinzel (1980) showed that a
switch between these regimes can be executed by a pulse of current in experiments on the squid
giant axon in saline with low calcium concentration.
This study is precipitated by our keen interest in the dynamics of the leech heart
interneuron, which constitutes the core of the leech heartbeat timing network. They are found as
pairs of mutually inhibitory neurons located in ganglia 3 and 4 (Calabrese et al., 1995). This
preparation provides a unique opportunity for studying cellular and network mechanisms of
bursting. A leech heart interneuron can be decoupled from the network with bicuculline (Schmidt
and Calabrese, 1992); its endogenous and network activities are well described by the canonical
model (Hill et al., 2000; Cymbalyuk et al., 2002). This model has been instrumental in predicting
that these neurons have endogenous dynamics supporting bursting activity in a single cell, and
has showed the high sensitivity of the bursting regime to variations of the leak current. This
sensitivity explained why these interneurons show bursting activity while recorded
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extracellularly, and tonic spiking while recorded intracellularly. Biophysically, the leak current is
mediated by multiple channels. Channels with mixed ionic permeability to Na+, Cl-, K+ and Ca2+
ions, channels pervious to K+ such as TASK channels, or channels with primarily Na+
permeability such as NALCN are examples of leak channels that control neuronal resting
membrane potential (Bayliss et al., 2003; Lu et al., 2007; Koizumi et al., 2010). Depending on
the membrane composition of these channels, neuromodulations targeting this type of channel
can reduce or augment leak conductance. For example, TASK leak channels are pH-sensitive
and an increase of the extracellular pH up-regulates leak conductance (Larkman and Perkins,
2005). Neurotransmitters including serotonin and noradrenalin close TASK channels leading to
the decrease of total leak conductance (Sirois et al., 2002; Perrier et al., 2003).
The model of the leech heart interneuron is a system of 14 ordinary differential equations
with variables operating on different time scales. In a previous study by Cymbalyuk et al. (2000),
a two-parameter bifurcation diagram has been numerically obtained, mapping oscillatory and
stationary regimes on the plane of the leak current’s parameters, which are the conductance and
the reversal potential of the leak current (gleak, Eleak). It shows the borders describing transitions
from silence to bursting and from bursting to silence, bounding the zone where bursting and
silence coexist (Cymbalyuk et al., 2002). A rigorous analysis of the canonical model of a leech
heart interneuron is a difficult subject. Therefore we developed a low dimensional model and
carried out the analysis of this model (Malashchenko, Master Thesis, 2007; Chapter I). In the
master thesis we have described two types of multistability; here, a detailed bifurcation analysis
allows us to describe four more types of multistability and dynamical mechanisms underlying
them (Chapter I).
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Our approach toward this aim is to simplify the canonical model so that the core
mechanisms could be thoroughly studied while similar changes of the dynamics still could be
implemented experimentally. Thus, in addition to a commonly used slow-fast dissection, we
designed the model so that it would represent a pharmacologically achievable reduction through
a removal of certain ionic currents. This approach maintains possibilities for experimental
validation of the obtained results. It proved fruitful in previous theoretical studies by Cymbalyuk
et al. of a minimal model of the leech heart interneuron under a blockade of Ca2+ currents along
with a partial block of outward currents (Shilnikov et al., 2005; Cymbalyuk et al., 2001;
Cymbalyuk and Calabrese, 2001; Shilnikov and Cymbalyuk, 2008). This simplified model,
describing the dynamics of the transient sodium current, INa, and non-inactivating slow
potassium current, IK2, is given by a system of three differential equations with slow and fast
time scales. The inactivation of INa and membrane potential constitute the fast subsystem; and the
activation of IK2 is the slow variable.
The reduced model introduced here is based on INa; the slow, low-threshold calcium
current, ICaS; and the leak current, Ileak. We have the following rationale for this choice of
currents. ICaS provides the slowest variable of the 14D canonical model of the leech heart
interneuron. It has been suggested for the 14D model that ICaS underlies the bursting activity
(Cymbalyuk et al., 2002). Also, it was demonstrated that ICaS introduced through dynamic clamp
can reinstate the bursting activity of a tonically spiking leech heart interneuron having all Ca2+currents blocked and being isolated from other neurons by the application of saline containing
Mn2+ (Olypher et al., 2006). The significance of this achievement is apparent in light of past
experiments showing that these neurons are sensitive to the leak current’s parameters, so that
bursting activity of a neuron pharmacologically singled out from the network could not be
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intracellularly recorded. Olypher et al. showed that an intrinsic mechanism for regulating burst
duration might be based on the kinetics of ICaS inactivation, and we further corroborated that
assertion in this study (Chapter I). This model makes a complementary study to previous works
of Cymbalyuk and Calabrese (2001) on simplified models, since it employs the same fast
subsystem, but differs in terms of its slow variable (Shilnikov et al., 2005; Cymbalyuk and
Shilnikov, 2005; Shilnikov and Cymbalyuk, 2005; Shilnikov et al., 2008; Channell et al., 2007).
It allows us to focus the investigation on the potential roles of ICaS in the dynamics of a leech
heart interneuron. We have previously constructed a simplified model described by the set of
ionic currents and their kinetics ICaS, INa (Malashchenko, Master Thesis, 2007). Here, we further
tune the model; we sweep the parameters determining the kinetics of the currents and choose one
set which produced activity with temporal characteristics close to those recorded experimentally
from leech heart interneurons (Chapter I). In Chapter I we describe the mechanisms supporting
multistability in the simplified model under variation of parameters of the leak current.
We show that the simplified model can exhibit six different types of multistability. We
focus on five types, involving the co-existence of 1) tonic spiking and silence, 2) tonic spiking
and subthreshold oscillations, 3) bursting and subthreshold oscillations, 4) the co-existence of
bursting, subthreshold oscillations and silence and 5) the-coexistence of bursting and silence.
Two types of bistability, the bistability of bursting and silence and the bistability of tonic spiking
and bursting, have been shown for the low-dimensional model in our previous work
(Malashchenko, Master Thesis, 2007). We show that all these five different types of
multistability occur due to a presence of a separating regime that is either a saddle periodic orbit
or a saddle equilibrium. We found that the parameter range wherein multistability is observed is
limited by the parameter values, at which the separating regimes emerge and terminate (Chapter
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I). The knowledge of the dynamical mechanism allowed us to investigate the ranges of
parameters supporting multistability. In the following section 1.2 we applied this approach to the
canonical leech heart interneuron (Malashchenko, Master Thesis, 2007).

1.1 Bistability of Bursting and Silence in the 14D Model
We studied the dynamics of the canonical leech heart interneuron model. Bistability of
bursting and silent regimes had been demonstrated previously (Cymbalyuk et al., 2002), but the
mechanism supporting it was not determined. The model contained nine voltage dependent
currents and is described by a system of 14 differential equations (Hill et al., 2001). The
parameters of the 14D model were tuned to produce activity with a waveform close to the one
experimentally observed (Hill et al., 2001; Cymbalyuk et al., 2002). The trajectories of this
model were obtained using the Matlab ODE solver, ode15s. Absolute tolerance and relative
tolerance were 10−9 and 10−8. The integration and bifurcation analysis were performed using the
software

package

CONTENT

which

is

freely

available

at

http://www.staff.science.uu.nl/~kouzn101/CONTENT/ (Khibnik et al., 1993). The integration of
equations was done using the Runge-Kutta method of the 4-th order with the tolerance of
integration set as 10−9.

Bistability was reported in the model with elevated conductance of the leak current, g leak .
We were able to elicit a switch from silence to bursting activity by applying a square pulse of
current. The switch could be triggered by either a negative or a positive pulse (Figure 1). The
duration of the pulse was 0.03 sec. All parameters including Eleak were fixed to the canonical
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values, but g leak was set to 10.7 nS; the canonical value is 9.9 nS (Hill et al., 2001; Cymbalyuk
et al., 2002). The initial conditions of voltage and gating variables were set so that the model
initially exhibited silence. In Figure 1 A a hyperpolarizing pulse of current with the amplitude of
-0.05 nA switched the activity from silence to a bursting regime. By trying different amplitudes
of the pulse, we found that negative pulses within the range -0.0213 nA <Iinj < 0.0 nA did not
switch silence into the bursting regime, while negative pulses with an amplitude larger than
0.213 nA switched the activity into the bursting regime. Perturbations of the initially silent
neuron by the depolarizing square pulse of current showed that only a pulse with an amplitude
larger than 0.0175 nA could switch the activity from silence to bursting. Figure 1.1B shows the
example of perturbation by a positive pulse with the amplitude Iinj = 0.05 nA. The critical values,
Iinj = -0.0213 nA and Iinj = 0.0175 nA, set two thresholds, negative and positive, for the
amplitude of the pulse of current for the switch from silence to bursting. The previous study of
the leech heart interneuron model showed that the bistability of bursting and silence is associated
with the Andronov-Hopf bifurcation (Cymbalyuk et al., 2002). These results suggest that the
separating barrier between the two attractors, bursting and silent is the stable manifold of a
saddle periodic orbit.
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Figure 1: Switching the regime of activity from silence into bursting by a square pulse of current. A) A
negative, hyperpolarizing pulse of current Iinj= -0.05 nA switches activity from silence to bursting. The
minimum magnitude of Iinj which can induce the switch is -0.02131 nA. B) A positive, depolarizing pulse
of current Iinj= 0.05 nA also initiates the bursting activity. To switch the activity, Iinj has to be larger than
the value of 0.0175 nA. The parameters of the leak current are Eleak = -0.0635 V and g leak = 10.7 nS.

1.2.1 The Unstable Orbit Disappearing at a Homoclinic Bifurcation

We analyzed the stability of the equilibria of the model for E leak = -0.0635 V. Evolution
of the equilibria and their stability were analyzed with gleak being varied as the bifurcation
parameter in the CONTENT software. The plot of the membrane potential associated with each
equilibrium versus the bifurcation parameter gleak exhibited a Z-shaped curve of the equilibria
branches. This curve has two branches representing the equilibria, which are the hyperpolarized
and depolarized rest states, separated by the saddle. First, we set a large value of gleak, so that the
model stayed at the stable hyperpolarized stationary state. We examined how the stability of the
hyperpolarized equilibrium changed in response to a decrease in the bifurcation parameter gleak
(Figure 2). The hyperpolarized equilibrium lost its stability through the sub-critical Andronov-
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AH
Hopf bifurcation. For Eleak = -0.0635 V, the bifurcation occurred at g leak
= 10.67 nS; and the

stable rest state became a saddle-focus. The sub-critical Andronov-Hopf bifurcation (AH) gave
rise to an unstable periodic orbit with zero amplitude and period of 3.05 sec. As the bifurcation
parameter gleak was increased, the amplitude of the unstable orbit grew proportionally to
AH
. As the parameter g leak was
g leak  10.67 while gleak was close to the bifurcation value g leak

increased further, the unstable orbit approached the saddle located on the middle branch of the Zshaped curve. To depict this evolution of the orbit, we plotted the minimum, maximum and the
average values of the membrane potential of the unstable orbit against g leak together with the Zshaped curve. In the vicinity of the saddle, the period of the orbit grew logarithmically fast. For
the range of g leak from 10.85 nS to 10.873 nS (Figure 2 B) the period of the orbit grew rapidly
from 7 sec to 100 sec. The graph was fitted by the function -1.198∙ln(|10.873 – g leak |). Near g leak
= 10.873 nS the amplitude of the oscillations stayed constant while the period grew. At the value

g leak = 10.873 nS the homoclinic bifurcation (Hom) occurred in the system. For g leak > 10.873
nS, the stable rest state was the only attractor.
Concerning the unstable subthreshold oscillations this analysis suggests that they could
be recorded experimentally. In the model, we could compare the unstable periodic orbit obtained
using the bifurcation analysis software CONTENT with that recorded after a square pulse of
current is applied with an amplitude very close to the threshold value. Let’s consider again the
canonical model with Eleak = -0.0635 V and g leak = 10.7 nS. We set the initial conditions, which
corresponded to the bursting regime. With these initial conditions the model would exhibit
bursting indefinitely; to confirm that the bursting regime is the attractor, the system was
integrated for several thousand seconds. To perform the switch from bursting to silence, we
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applied a negative pulse of current near the first spike of a burst. Pulses with an amplitude of the
current pulse close to -0.010445 nA revealed unstable subthreshold oscillations for several
periods (Figure 3 B,D). Now we plotted together the saddle periodic orbit obtained with the
parameter continuation software CONTENT for g leak =10.7 nS and the subthreshold oscillations
recorded after the pulse (Figure 3 E,F). The unstable periodic orbit is presented in red. The
trajectory of the unstable subthreshold oscillations is extracted from the trace in Figure 3 B
between two vertical lines and is shown in blue in the inset Figure 3 E,F. Minimum and
maximum voltages of the unstable periodic orbit are also plotted in Figure 3 B and Figure 3 D.
The two trajectories appeared very close to each other when projected on the plane created by the
state variables gating the conductance of the slow calcium current (Figure 3 E) and also plotted
as membrane potentials versus time (Figure 3 F). Figure 3 illustrates the position of the unstable
periodic orbit relative to the rest state and the bursting trajectory projected onto the plane (mCaS,
hCaS). Figure 3 allows one to observe how a pulse of current brings the phase point of the
bursting trajectory into the basin of attraction to the rest state, which is separated by the stable
manifold of the saddle periodic orbit. To summarize, the unstable periodic orbit appears through
the sub-critical Andronov-Hopf bifurcation and disappears at the homoclinic bifurcation; and it
corresponds to unstable subthreshold oscillations, which could be revealed by a pulse of current.
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Figure 2: Bifurcation diagram of the stationary states and hyperpolarized subthreshold oscillations of the
model. A) The solid green line represents the stable hyperpolarized equilibrium (EP1). Subcritical
Andronov-Hopf bifurcation (AH) occurs at g leak =10.67 nS (marked by the left vertical dashed line,
Eleak=- 0.0635 mV) where the equilibrium loses its stability and gives rise to the unstable periodic orbit.
For the values of g leak smaller than this critical value the equilibrium is unstable (dashed blue line). The
dashed blue line located above it depicts the saddle equilibria (EP2). The curve of the depolarized
equilibrium has a membrane potential near 0.01 V and is not shown. The unstable periodic orbit
corresponds to the unstable subthreshold oscillations (USTO). It is marked by the two dashed red curves
and the dashed brown curve locating the minimum, maximum, and average values of the membrane
potential of the oscillations correspondingly. The unstable orbit disappears at the homoclinic bifurcation
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(Hom), marked by the dashed vertical line at the right, g leak = 10.873 nS. B) Red dots graph the values
of the period of USTO as the g leak is varied between the two bifurcation values. As the unstable periodic
orbit approaches the homoclinic bifurcation, the period grows as -1.198∙ln(|10.873- g leak )| as shown by
the blue curve. C) Inset shows the part of the graph in B) taken in the vicinity of the homoclinic
Hom
bifurcation, where b=1.198, g leak
=10.873 nS.

We numerically computed a two-parameter bifurcation diagram of oscillatory and
stationary regimes (Figure 4). The range of the parameters of the leak current (gleak Eleak)
supporting bursting activity has a banana shape and is surrounded by a large area supporting
tonic spiking activity on the left side and a silent regime on the right side. The borders between
regimes are associated with bifurcations in the system. Here, we explored the transition from
bursting into silence and the mechanism supporting bistability of these two regimes. Based on
the knowledge that the range of parameters where unstable subthreshold oscillations exist is
bounded between the Andronov-Hopf and homoclinic bifurcations, first, we computed the AH
curve in (gleak, Eleak) parameter space. Then, in order to locate the homoclinic bifurcation curve
(Hom), we increased g leak while following the saddle periodic orbit. We started at the
Andronov-Hopf bifurcation where the orbit appeared and followed the orbit until its period
became very large, 100 sec, near the homoclinic bifurcation. CONTENT software allows
tracking the periodic orbit with the given value of the period; we used g leak and Eleak as the two
parameters to find the curve with a fixed period of 100 sec. This curve gives a good estimation
for the bifurcation values determining the homoclinic bifurcation. The estimated bifurcation
values are shown by the red circles in Figure 4. One can see that the detected points representing
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the homoclinic bifurcation of the unstable periodic orbit match well with the border between
bursting and silence calculated previously by numerical simulations (Cymbalyuk et al., 2002).

Figure 3: Co-existence of bursting and silence. The negative square pulse of Iinj perturbed the bursting
activity. Bursting is shown in dark blue. A,C,E) 2D projection reveals unstable oscillation (red circle)
along with the two attractors: the bursting and the hyperpolarized equilibrium (green dot). A,B) A pulse
with the amplitude of -0.01044 nA moved the phase point towards the unstable periodic orbit (in red), and
allowed recording the subthreshold oscillations for eight periods, but did not switch the activity from
bursting into silence. C,D) The pulse with the amplitude -0.01045 nA again allowed recording the
subthreshold oscillations for a few periods, and moved the phase point into the basin of attraction of the
equilibrium, thus producing the switch from bursting into silence. The red dashed lines in plots B) and D)
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mark the minimum and maximum values of the membrane potential of the unstable orbit obtained with
the bifurcation analysis. E,F) This is the part of the trajectory with the unstable oscillations revealed by
the perturbation (in blue) plotted together with the unstable periodic orbit (in red). The parameters of the
leak current were the same as in Figure 1.

Figure 4: Bifurcation diagram of the oscillatory and stationary regimes. The green curve is composed of
numerically found points where the transition from bursting activity into silence occurs. The sub-critical
Andronov-Hopf bifurcation (AH) of the hyperpolarized rest state (silent regime) is shown by the blue
curve and marks the boundary where the silent regime loses stability, giving rise to unstable subthreshold
oscillations. The red circles correspond to the homoclinic bifurcation (Hom) of the unstable subthreshold
oscillations. The area between these two curves (the blue and the red dots) marks the parameter regime
where unstable subthreshold oscillations exist. The grey curve marks the period-doubling bifurcation
(PD) of large amplitude periodic spiking and marks the transition from tonic spiking to bursting activity.
The area of bursting activity is located between the PD and Hom curves.
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Hence, the transition from bursting activity into silence was associated with the
homoclinic bifurcation, and the range of bistability in leak current parameter space was limited
by the sub-critical Andronov-Hopf and homoclinic bifurcations for the saddle periodic orbit. The
properties of perturbation switching between bursting and silence in a single neuron we
investigate in Chapter II. We also showed that similar switches could be induced in and in a halfcenter oscillator (Chapter II).
1.2 Multistability Induced by Currents Modulation
The ability of networks to function in more than one regime can be induced through
neuromodulation by affecting the cellular membrane dynamics. For example, in motoneurons
bistability results from cellular membrane dynamics, and synaptic input plays the role of a
toggle-switch between two regimes (Kiehn and Eken, 1998). Such cellular bistability is an
endogenous property of motoneurons that can be recruited when necessary by neuromodulators
targeting the dynamics of intrinsic ionic currents (Hounsgaard and Kiehn, 1985; Conway et al.,
1988). Numerous studies concentrate on studying the ionic basis for inward and outward currents
supporting multistability (Hounsgaard and Kiehn, 1989; Hsiao et al., 1997; Hughes et al., 1999;
Williams at el., 2002). The questions we address in Chapter III are: Can different currents be
evaluated with respect to the propensity of a neuron to multistability? Which ionic current affects
multistability, and how could it be regulated to induce neuronal multistability?
The mechanisms underlying multistability specify the unstable regimes that form barriers
between attractors. Defining the unstable regimes and the bifurcations bounding the existence of
these regimes in the parameter space are the key parts of the description of the mechanisms
supporting multistability in neuronal models. For example, in cardiac pacemakers and the squid
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giant axon such an unstable regime is a saddle orbit, which appears through Andronov-Hopf
bifurcation. A saddle orbit represents unstable subthreshold oscillations (Rinzel, 1978; Guttman
et al., 1980; Landau et al., 1990). A saddle orbit has also been detected in the mechanism
supporting the bistability of tonic spiking and bursting in a neuronal model (Shilnikov and
Cymbalyuk, 2005; Shilnikov et al., 2005). Biological systems which were initially exhibiting a
single regime, could turn bistable after the modulation of membrane ionic currents. For example,
for the narrow range of the leak current parameters, the model of the leech heart interneuron
exhibits bistability of bursting activity and silence (Cymbalyuk et al., 2002). We suggest that the
interval of this range can be used as an index evaluating a neuronal propensity for bistability.
Since the bistability is observed within a small range of the leak conductance, we look for the
conditions that expand this range.
Here we use the knowledge about the mechanism supporting the bistability of bursting
and silence described in the Master Thesis by Malashchenko (2007). In Chapter III, we
investigate how every voltage-gated ionic conductance affects the propensity of a neuron to
bistability and how it changes the saddle periodic orbit with leak current parameters varied. We
suggest that this is a generic approach for the analysis of the dynamics of bistable neurons that
highlights the role of identified currents. We found that only two currents substantially affects
the index of the propensity to bistability. These data suggests that under conditions reported here
the coexistence of bursting and silence in an isolated leech heart interneuron could be revealed
experimentally (Chapter III).
We hypothesize that the mechanism of bistability of bursting and silence described in this
work would be commonly found in the parameter space near the transition from bursting to
silence in a large variety of neuronal models. In Chapter IV, we investigate two models of
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vertebrate neurons controlling respiratory rhythm, which represent two types of inspiratory
pacemakers of the Pre-Bötzinger Complex. They are described as Cd2+ sensitive and Cd2+
insensitive endogenous pacemakers. As a basis for these models we use the model of a
respiratory neuron developed by Rybak et al. (2003). We incorporate Ih current into both models,
and two types of Ca2+ currents into the model of the Cd2+ Sensitive pacemaker, so that the
activity of the models is similar to the experimentally recorded ones (Peña et al., 2004). We
apply the techniques developed in the previous chapters and show that both types of neurons
could exhibit bistability of bursting and silence in accordance with the mechanism which we
described.

2.

RESULTS

2.1 Chapter I: Coexistence of Oscillatory and Silent Regimes in a Simplified Model of a Neuron
Bursting is a primary oscillatory activity of neurons associated with the control of
rhythmic movements. We have developed a low-dimensional model typifying the dynamics of a
single leech heart interneuron (Malashchenko, Master Thesis, 2007). The model describes the
dynamics of the interneuron under pharmacological conditions, which limit membrane ionic
currents to the transient Na+ and the slow inactivating, low threshold Ca2+ currents. We carry out
a bifurcation analysis of the model and show that it is susceptible to six different types of
multistability of dynamical regimes. Two types of multistability described here have been
reported for this model under a different parameter regime (Malashchenko, Master Thesis,
2007). All data presented here are newly obtained for this model, being better tuned to
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experimentally recorded characteristics of the bursting activity. Also, four more types of
multistability are found and described.
2.1.1 Model {ICaS INa}
We present a simplified leech neuron model containing only the fast sodium (INa) and
slow calcium (ICaS) voltage-dependent currents and the leak current (Ileak). We refer to it as model
{ICaS INa}, according to the set of voltage-gated ionic currents which it contains. This model is
described by the system of the following four equations:
I Na
I CaS
I leak

 

 

dV
3
2
C
 [ g Na f  (150,0.028, V )hNa [V  E Na ]  g CaS mCaS hCaS [V  E CaS ]  g leak [V  E leak ]  I inj ],
dt
dhNa f  (500, Bh, V )  hNa

,
dt
0.0405
dmCaS f  (420,0.0472, V )  mCaS

,
dt
 m CaS

dhCaS f  (360, BhCaS , V )  hCaS

,
dt
 h CaS

The conductance and reversal potential of ICaS were fixed to the values of gCaS=80 nS and
ECaS=0.135 V, correspondingly. The conductance and reversal potential of INa were chosen as
gNa=250 nS and ENa=0.045 V, correspondingly. Parameters describing the leak current (gleak
Eleak) were varied and used as the bifurcation parameters in system analysis. Parameter C is the
capacitance of the neuron and its value was set to 0.5 nS. Iinj is the injected current which takes
on a certain value when a pulse is applied. The pulse duration is set to 0.03 sec. The pulse
amplitude is varied during numerical experiments. The other three equations describe the
dynamics of a corresponding gating variable of activation and inactivation, where f  (A,B,V ) is
a steady state activation (inactivation) function of an ionic current given by f  (A,B,V ) = 1/[1 +
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eA(V +B)]. Here B is the half-activation (half-inactivation) membrane potential at which f  =1/2.
In the model, the activation of INa is considered to be instantaneous, so that mNa = m∞Na ≡ f 
(−150, 0.028, V). The voltage-dependent time rates for the activation and inactivation variables
of the calcium current are taken from Hill et al. 2001:

 m CaS  0.005 

0.134
- 400(V+ 0.0487)

1+ e
5.25
 h CaS  0.2 
,
- 250(V+ 0.043)
1+ e

,

One can see that the inactivation of the calcium current, hCaS, is the slowest variable in the
model.
Bifurcation analysis was performed using the parameter continuation software
CONTENT

(Kuznetsov

et

al.,

1996)

freely

available

at

http://www.staff.science.uu.nl/~kouzn101/CONTENT/. The solutions of this model were
obtained using the Runge-Kutta method of the 4th order and a variable-order method based on
numerical differentiation formulas, implemented as the ode15s solver in Matlab (MathWorks,
Inc.). Absolute and relative tolerances were set to 10−8 and 10−9, respectively. Because the model
is based on a subset of inward currents and hence lacks all outward currents except for the leak
current, the balance of inward and outward currents has to be restored. It is achieved in the sense
that we tune up the available parameters so that the model produces activity with the temporal
characteristics of bursting measured experimentally (Cymbalyuk et al., 2002); the instance of
such a model found here we call the canonical model. We take into account basic temporal
characteristics of bursting waveforms such as the spike frequency, the burst duration, the
interburst interval, the period, the number of spikes and the duty cycle. By spike frequency we
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mean the average frequency of spikes in a burst. The burst duration is measured as the time
between the first spike and the last spike in a burst. The interburst interval is the time between
the last spike of a burst and the first spike of the following burst. The period of bursting is
measured as the time between the first spike of a burst and the first spike of the consecutive
burst, which is the sum of the burst duration and the interburst interval. The duty cycle is the
fraction of the period occupied by the burst duration, i.e. the ratio of the burst duration to the
period. To explore the waveforms of the bursting we swept values of the half-inactivation
voltages Bh and BhCaS of the two voltage-gated currents. Then, the parameters determining the
leak current, gleak and Eleak, were used as the bifurcation parameters following Cymbalyuk et al.,
2002.
2.1.2 Canonical Parameters of {INa ICaS}
A considerable concern about the usability of this model was whether we could tune it up
to produce bursting with experimentally observable characteristics. The targeted characteristics
were experimentally measured (Cymbalyuk et al., 2002): the burst duration was to be between
3.2 and 6.0 sec, the interburst interval was within 1.5 and 3.0 sec, the duty cycle was between
65.8 and 75.5%. The spike frequency ([6.6 14.7] Hz) was not expected to be achievable since the
fast potassium currents affecting the shape of spikes, and thus an appropriate spike frequency,
were eliminated from the model. The model parameters satisfying these conditions were easily
attained in three steps. First, we varied the maximum conductances, and the inactivation kinetics
for INa and ICaS. Relative to the 14D model, we set larger values for gNa = 250 nS, and gCaS = 80
nS to make the corresponding currents more accentuated. Tuning the kinetic parameters Bh and
BhCaS was motivated by the notion of the window mode of a voltage-gated ionic current
(Hughes et al., 1999; Cymbalyuk and Calabrese, 2001). In this mode an inactivating current
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exhibits the properties of a persistent, non-inactivating current in the interval of membrane
potentials where the steady-state activation and inactivation curves overlap. In the 4D model, the
“window” mode of INa could play a role similar to that of the sodium persistent current, which
supports burst duration in the canonical 14D model (Hill et al., 2001; Cymbalyuk et al., 2002). A
similar role would be played by the “window” mode of ICaS. From the studies of the 14D model
we can infer that in the 4D model the activation of ICaS would be responsible for the inception of
a burst, while the inactivation of ICaS would control the burst termination. This mechanism of
burst termination is similar to the one shown for the dynamics of a half-center oscillator
assembled from two heart interneurons (Hill et al., 2002; Olypher et al., 2006).
Second, we examined the activity of the model in response to variations of the halfinactivation voltage of INa, Bh, in the function h∞Na≡ f  (500,Bh,V) = 1/[1+e500(V +Bh)]. As Bh is
increased, the curve h∞Na shifts towards the more hyperpolarized values, closing the window
voltage interval. This manipulation of Bh directly affects the steady-state conductance g∞Na,
which produces the window current supporting the burst phase of the bursting activity. The
overall decrease of g∞Na decreases the period, the burst duration and the duty cycle of the model.
The bursting activity occurs within the range of Bh [0.02888 0.03692] V (Figure 1.1). For some
range of values of Bh smaller than 0.02888 V, the model shows the tonic spiking activity. In the
range of Bh between 0.03692 V and 0.03790 V, the model exhibits stable subthreshold
oscillations; and it is silent for Bh > 0.03790 V. The parameters, gleak=15.7 nS, Eleak=-0.0505 V
and BhCaS=0.06 V, fixed for this sweep, were chosen so that the model exhibits coexistence of
bursting and silence. This sweep of Bh allowed us to adjust the burst duration so that it falls
within the experimentally measured range, marked by the grey rectangle in Figure 1.1 A, while
the interburst interval and spike frequency were not attained. The discontinuity of the graphs of
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the interburst interval (Figure 1.1 B) and the spike frequency (Figure 1.1 C) near Bh=0.36 V is
due to the integer-number difference in the number of spikes.

Figure 1.1: Evolution of temporal characteristics of the bursting activity with half-inactivation
voltage of the fast sodium current, Bh, varied. (A) Burst duration, (B) interburst interval, and (C) spike
frequency. This sweep of Bh allowed us to adjust the burst duration so that it falls within the
experimentally measured range, marked by the grey rectangle in A. The leak current parameters are
gleak=15.7 nS and Eleak=-0.0505 V.
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Third, to adjust the interburst interval, we swept the half-inactivation voltage of ICaS,
BhCaS. The increase of BhCaS prolongs the interburst interval of the bursting activity. The
interburst interval grows monotonically from 0.53 sec to 3.77 sec as BhCaS is swept from 0.048
V to 0.06 V (Figures 1.2 and 1.3). The graph also shows the effect of variation of BhCaS on the
spike frequency within a burst (Figure 1.3).
Our parameter sweeps of the model were concluded with the following parameters Bh =
0.031 V, BhCaS = 0.06 V. This adjusted model exhibits bursting activity with a burst duration of
4.5 sec, an interburst interval of 3.8 sec, the period 8.3 sec, and the duty cycle around 54.6%; the
number of spikes per burst is 26, and the spike frequency is 5.59 Hz (Figure 1.2D). The leak
current parameters are gleak = 15.7 nS and Eleak = -0.0505 V. We further tuned the model by
setting gleak = 15.2 nS, so that the temporal characteristics of bursting activity fit well to the
experimental data (Figure 1.4).

2.1.3 Equilibria and Oscillatory Regimes: The (gleak Eleak)-Parameter Bifurcation Diagram
Parameters of the leak current are remarkable targets for modulation of neuronal
excitability. At small values of the leak conductance the neuron is overexcited, and stays silent at
the depolarized equilibrium. On the other hand, for large values of the conductance the neuron
stays silent at the hyperpolarized equilibrium. For different intermediate values of the
conductance, it exhibits a plethora of oscillatory regimes such as various bursting, tonic spiking,
and subthreshold oscillations. These regimes represent different levels of excitability. To
inventory this rich variety of neuronal dynamics, we created a two-parameter (gleak Eleak)
bifurcation diagram for equilibria and oscillatory regimes, which is shown in Figure 1.5.
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Figure 1.2: Transition from tonic spiking into bursting and evolution of the bursting waveforms in
response to the increase of the half-inactivation voltage of the slow calcium current, BhCaS. Such a
change of BhCaS shifts h∞CaS towards more hyperpolarized values of VM, changing the activity from tonic
spiking (A) to bursting (B-D). (A) For BhCaS=0.047V the model exhibits a periodic tonic spiking
activity. (B-D) The increase of BhCaS up to 0.048V shifts h∞CaS towards the hyperpolarized value of VM,
thus changing the activity from tonic spiking to bursting. (C) The increase of BhCaS to 0.056 V expands
the interburst interval. (D) BhCaS=0.06 V brings the value of the interburst interval close to the targeted
value. The leak current parameters are the same as in Fig. 1.1 Bh was 0.031 V.
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Figure 1.3: Dependence of the burst duration, interburst interval and spike frequency of the bursting
activity on BhCaS. Dependences of these characteristics on BhCaS are depicted in panels A, B and C,
correspondingly. The shaded areas limit the values of BhCaS corresponding to the temporal
characteristics of the activity measured experimentally. There are two ranges of values of BhCaS, where
the interburst interval falls within the scopes measured experimentally (the two grey rectangles in (A)).
Other parameters are Bh = 0.031 V, gleak = 15.7 nS, Eleak = -0.0505 V.
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Figure 1.4: Bursting activity of the canonical 4D model. Parameters of the model are BhCaS=0.06 V,
Bh=0.031 V, gleak=15.2 nS and Eleak=-0.0505 V. Burst duration is 6.0 sec, interburst interval is 3.0 sec,
duty cycle is 66.4 %, number of spikes is 35, frequency is 5.7 Hz.

The insert from the 2D diagram allows us to take a close look at the bifurcation that has
occurred in the system (Figure 1.6). On the 2D diagram we map the areas of the hyperpolarized
and depolarized silence (equilibria), and the areas of tonic spiking (a stable periodic orbit),
bursting activity, and various types of multistability. These areas are determined by these four
types of codimension-one bifurcations: the Andronov-Hopf, the saddle-node and homoclinic
bifurcations of equilibria, and the saddle-node bifurcations of periodic orbits.
The stable depolarized equilibrium loses stability through the supercritical AndronovHopf bifurcation. At the critical value, it gives rise to the stable periodic oscillations, see Figures.
1.5, 1.7 and 1.8. This periodic orbit represents the tonic spiking activity of the neuron. The
bifurcation occurs at the curve labeled AH1 in the (gleak, Eleak) diagram in Figure 1.5. At the
bifurcation, the periodic orbit is born with zero magnitude and a nonzero frequency ω,
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determined by the imaginary part of the characteristic exponents of the equilibrium state. The
sign of first Lyapunov coefficient determines the stability of the new-born periodic orbit
(Shilnikov et al., 1998, 2001). It is negative for the supercritical Andronov-Hopf bifurcation. The
corresponding bifurcation curve corresponds to the transition from depolarized silence into tonic
spiking activity.

Figure 1.5: The (gleak,Eleak)-parameter bifurcation diagram for the oscillatory and stationary regimes of
the model. The dark blue curve AH1 marks the supercritical Androvov-Hopf (A-H) bifurcation of the
depolarized equilibrium. To the left of AH1, the equilibrium is stable. To the right, it becomes unstable,
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giving rise to stable tonic spiking. The orbit of spiking loses stability at the period doubling bifurcation,
the green curve PD. Followed further, the tonic spiking periodic orbit disappears through a homoclinic
bifurcation of an equilibrium marked by the red curve H1. The A-H bifurcation curve (AH2) for
hyperpolarized equilibrium is shown in light blue. On this curve, the two points AHG1 and AHG2 mark
the Bautin bifurcations (’⋄’). They bound the section of the curve where the A-H bifurcation is
supercritical and gives rise to stable subthreshold oscillations. The outer sections, above AHG1 and below
AHG2, mark the subcritical A-H bifurcation, giving rise to the saddle orbit. The range where the saddle
orbit exists is bounded by the homoclinic bifurcation of the saddle equilibrium, the light brown curve H2.
Passage through the supercritical section leads to the onset of stable subthreshold oscillations. These
oscillations vanish through a saddle-node bifurcation of periodic orbits on the dashed black curve SNo2.
The area supporting bursting is obtained numerically (mapped in orange, light-blue, and partially in pink)
and its border is marked by ’+’s. This border is bounded by the curves PD and H2. In the pink zone there
coexist bursting and stable subthreshold oscillations (Figure 1.8). The bright blue patch corresponds to the
bistability of bursting and silence; it is bounded by the curves AH2, H2 and H1. The yellow area between
the curves AH2 and PD corresponds to the coexistence of the tonic spiking and the hyperpolarized silent
regime. The dotted lines indicate the four levels of Eleak used in the diagrams: -0.048 V (1, Figure. 1.7), 0.04938 V (2, Figure. 1.7), -0.04958 V (3, Figure 1.8), and -0.0505 V (4, Figure 1.8). The dark brown
curve, SNe corresponds to the saddle-node bifurcation at which the hyperpolarized equilibria disappear
(Figures 1.7 and 1.8). The green ’⋆ ’ locates a point of tri-stability (gleak = 15.4 nS, Eleak= -0.0502 V)
illustrated in Figure 1.10. The red ’⋆ ’ locates a point of bistability gleak= 15.70 nS, Eleak= -0.0505 V)
shown in Figure 1.11.
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Figure 1.6: Inset from the (gleak Eleak)-parameter bifurcation diagram for the oscillatory and stationary
regimes of the model. The notations are the same as in Figure 1.5.
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Figure 1.7: The gleak-bifurcation diagrams for two values of the leak reversal potential. Parameter Eleak
=−0.048 V in panel (1) and Eleak = −0.04938V in panel (2). The solid green and dashed red curves
represent the membrane potential at the equilibria, stable and unstable, correspondingly. Upper and lower
branches correspond to the depolarized and hyperpolarized states of the interneuron. The branches are
bridged by the middle saddle equilibrium, bounded by two folds corresponding to the saddle-node
bifurcations. The tonic spiking emerges through a supercritical Andronov-Hopf bifurcation, AH1, that
makes the depolarized branch unstable (dashed). Solid violet branches depict the minimum and maximum
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membrane potential values of the tonic spiking oscillations. The solid brown curve between them
corresponds to the average membrane potential of tonic spiking oscillations. Tonic spiking oscillations
double the period after the period doubling bifurcation, PD (vertical green line), and disappear through
the homoclinic bifurcation, H1. The hyperpolarized equilibrium loses stability through the AndronovHopf bifurcation (AH2): subcritical in (1) and supercritical in (2). (1): The unstable periodic orbit
increases and terminates through a homoclinic bifurcation (H2). (2): The magnitude of stable oscillations
increases as gleak is decreased up to the saddle-node bifurcation, SNo2. After the fold, the branch of
unstable subthreshold oscillations is continued as gleak is increased until a homoclinic bifurcation (H2)
where it terminates. The pair of dashed blue curves depicts the minimal and maximal values of the
membrane potential of the unstable subthreshold oscillations. In both (1) and (2), the yellow rectangle
indicates the range of bistability of tonic spiking and hyperpolarized quiescence. In (2) SNo2 and AH2
bound the range of bistability of tonic spiking and the stable subthreshold oscillations (pink area).
Numbers 1 and 2 correspond to the dashed lines 1 and 2 in Figure 1.5.
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Figure 1.8: Bifurcation diagram showing the evolution of equilibria and oscillatory regimes for two
values of the leak reversal potential. Parameter Eleak = −0.04958 V in panel (3) and parameter Eleak =
−0.0505 V in panel (4) plotted against the bifurcation parameter gleak. Labeling is the same as in Figure
1.7. Numbers 3 and 4 correspond to the dashed lines 3 and 4 in Figure 1.5. Here, the blue rectangles
determine the range of bistability of the bursting and hyperpolarized equilibrium. In (3) the pink rectangle
marks the range of the coexistence of bursting and the stable subthreshold oscillations. The critical values
for the Andronov-Hopf bifurcation (AH2) and the saddle-node bifurcation SNo1 are very close to each
other and marked by the single vertical line AH2|SNo1.
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A large area in the middle of the bifurcation diagram corresponds to the tonic spiking regime of
the model. As the parameter gleak is increased from the bifurcation value, the magnitude of the
stable periodic orbit increases. The orbit loses its stability through a period-doubling bifurcation
on the curve PD in Figure 1.5. With gleak increased further, the unstable orbit disappears through
the homoclinic bifurcation. At this value the orbit becomes a homoclinic loop of the saddle
equilibrium. The bifurcation occurs with critical values of gHleak and EHleak which are marked by
the curve H1 on the diagram (Figure 1.5). More precisely, to obtain this curve we exploited the
fact that the period of the orbit grows as −ln |gleak – gHleak| near the homoclinic bifurcation, thus it
can be arbitrarily large in the vicinity of the bifurcation (Shilnikov et al., 1998, 2001). The curve
H1 marks the parameters’ values corresponding to tonic spiking with a 25 second period. The
area between the curves AH1 and PD supports the periodic tonic spiking in the model.
Depending on the level, i.e., the value of the other parameter Eleak, a further increase of gleak
beyond the border H1 rightward leads to a transition from tonic spiking into either
hyperpolarized silence or bursting (Figure 1.5).
At a large value of gleak the neuron stays silent at the hyperpolarized equilibrium, which is
a stable focus. Lowering gleak makes it unstable through another Andronov-Hopf bifurcation
defining the curve AH2 in the parameter plane in Figure 1.5. For the most part, the bifurcation is
a subcritical one which means that it gives rise to an unstable, subthreshold periodic orbit of a
saddle type. However, the segment on the curve AH2 bounded by the points labeled AHG1 and
AHG2 corresponds to a supercritical Andronov-Hopf bifurcation, giving rise to the stable
subthreshold oscillations. At these two points the first Lyapunov coefficient is zero. Each point
identifies a Bautin bifurcation, which locates the birth of the saddle-node periodic orbit with a
zero amplitude and a non-zero frequency and a codimension 2. The feature of such a bifurcation
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is that its unfolding includes a bifurcation curve of saddle-node periodic orbits that originates
from the codimension 2 point. These two points lay on the intersection of the Andronov-Hopf
bifurcation AH2 and the saddle-node bifurcation for periodic orbits SNo1 (Figure 1.5 and Figure
1.6). On the curve SNo1, two subthreshold periodic orbits, stable and saddle, coalesce and vanish.
Outside the interval between AHG1 and AHG2, the periodic orbit emerges unstable through the
subcritical Andronov-Hopf bifurcation at AH2. With gleak increased, it terminates at the
homoclinic orbit of the saddle equilibrium. This event defines the curve H2 (Figure 1.5, Figure
1.6).
The bursting activity is observed in the model for quite a large range of the leak current
parameter values (orange and blue areas in Figure 1.5). Of special interest here are the
boundaries of the area, which are marked with +’s. The onset of bursting appears to be in
association with a rapid period doubling cascade leading to chaos in the model (Terman, 1992).
The final event of the scenario involves a homoclinic bifurcation of an unstable periodic orbit
becoming the homoclinic loop of the saddle equilibrium. The reduced 4D model also
demonstrates the coexistence of long-period, irregular bursting with chaotic tonic spiking
oscillations. This bistability is observed in the narrow stripe bounded by the curves PD and H1.
This type of transition has been described for the Hindmarsh-Rose model (Shilnikov and
Kolomiets, 2008). The model shows six types of multistability: (1) tonic spiking and the
hyperpolarized silent regime; (2) tonic spiking and subthreshold oscillations; (3) tonic spiking
and bursting; (4) bursting and subthreshold oscillations; (5) bursting and the hyperpolarized
silent regime; (6) bursting, subthreshold oscillations, and silence.
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In other words:
(1) The basin of tonic spiking and the hyperpolarized silent state are separated by the stable
manifold of the saddle equilibrium. In the diagram the zone of this bistability is bounded by the
subcritical Andronov-Hopf bifurcation curve AH2, and the period-doubling bifurcation curve PD
(Figure 1.5, Figure 1.7 (1) for Eleak = -0.048 V).
(2) The tonic spiking and subthreshold oscillations are separated by the stable manifold of the
saddle equilibrium. This bistability area is determined by the range of parameter values
supporting the stable subthreshold oscillations, i.e. it is limited by the saddle-node bifurcation
curve for the periodic orbits, SNo2 and the supercritical Andronov-Hopf bifurcation curve AH2
(Figure 1.6, Figure 1.7 (2) for Eleak = -0.04938 V).
(3) The tonic spiking and bursting coexist near the transition border between them (Figure 1.5).
We leave this phenomenon outside the scope of this paper for future investigation (Figure 1.9 CD).
(4) The bursting and subthreshold oscillations are separated by the stable manifold of the
unstable subthreshold oscillations. Similarly to (2), the area of this bistability is determined by
the range of parameter values supporting the stable subthreshold oscillations, and hence is
bounded by the saddle-node bifurcations’ curves for the periodic orbits, SNo2 and SNo1 (Figure
1.6, Figure 1.8 (3) for Eleak = -0.04958 V, Figure 1.9 A-B).
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Figure 1.9: Voltage traces of the coexistence of bursting and subthreshold oscillations and the coexistence of bursting and tonic spiking. A-B) Co-existence of bursting and subthreshold oscillations for
gleak=12.96 nS and Eleak=-0.04958 V. C-D) Co-existence of bursting and tonic spiking for gleak=12.13195
nS and Eleak=-0.0505 V.

(5) The bursting and the hyperpolarized silent regime are separated by the stable manifold of the
unstable subthreshold periodic orbit similar to (4). The corresponding zone is bounded by the
range of parameters’ values supporting the unstable subthreshold oscillations, i.e. the area is
bounded by the subcritical Andronov-Hopf bifurcation curve AH2, and the homoclinic
bifurcation curve H2 (Figure 1.6, Figure 1.8 (4) for Eleak = -0.0505 V, Figure 1.11).
(6) The bursting, subthreshold oscillations and silence are separated by the stable manifolds of
the two saddle orbits. One saddle orbit appears through the subcritical Andronov-Hopf
bifurcation and disappears through a saddle-node bifurcation for orbits SNo1. At SNo1 the stable
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subthreshold oscillations appear (the stable periodic orbit). In turn they disappear at a saddle
node bifurcation SNo2, for a smaller value of the bifurcation parameter, where the second saddle
orbit appears, which creates the barrier between the bursting and the stable subthreshold
oscillations. The second unstable orbit disappears at the homoclinic bifurcation. Thus the tristability is bounded by either the Andronov-Hopf bifurcation or the second saddle-node
bifurcation SNo2 on one side and by the first saddle-node bifurcation on the other side SNo1. We
illustrated the three regimes by switching the neuron’s activity from the subthreshold oscillations
in either bursting or silent regimes (Figure 1.10).
2.1.4 Switching Between Bursting and Silent Regimes by a Pulse of Current
In the previous section, we applied the bifurcation analysis to find the range of parameters’
values where bursting and silent regimes co-exist. That analysis predicts that a model with
parameters taken from this range starting with different initial conditions would demonstrate one
regime or the other. These results alone leave a concern as to whether these regimes would be
observable. It might be difficult to demonstrate both regimes if the basin of attraction of one of
them is too small. For example, for Eleak=-0.0505 V, the coexistence is determined for gleak
between 15.466 nS and 15.776 nS. If gleak is picked in the vicinity of the Andronov-Hopf
bifurcation, the basin of attraction to the equilibrium is small, and it is hard to achieve the switch
from bursting into a silent regime. If gleak is picked close to the homoclinic bifurcation, then the
situation reverses and it is harder to switch from the silent regime into bursting. With the
following few numerical experiments we seek to test whether it is feasible to demonstrate both
regimes. For this section, we have chosen a somewhat intermediate parameter value for the leak
conductance gleak=15.7 nS, with Eleak=-0.0505 V.
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Figure 1.10: Stable subthreshold oscillations coexist with bursting and silent attractors. By a pulse of
current one can switch the activity from the subthreshold oscillations into either of the coexisting regimes.
The parameters are gleak= 15.4 nS and Eleak= -0.0502 V (marked by the green ⋆ on Figures 1.5 and 1.6).
Initial conditions leading to the stable subthreshold oscillations presented are [V mCaS hCaS hNa]=[0.04671933 0.5275212 0.01250879 0.9996319]. The pulses were delivered at 38.9 sec with the
amplitudes -0.07 nA (A) and -0.047 nA (B).

The question is, how to test for multistability? Although we address this question using a
rather abstract model, we have a preference for those perturbations which can be easily
implemented in an experimental set up, so that the predictions made could be tested in living
neurons. A procedure of this sort has been utilized by Guttman, Lewis and Rinzel (1980).
Following their approach, we used perturbations of the model made by ”injection” of a square
pulse of current into the neuron. We tested whether such perturbation could be used to switch
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from one regime to the other. The duration of the pulses was set to 0.03 sec, which is close to the
effective width of a synaptic current pulse in the leech heart interneuron. We tried different
amplitudes of the pulse. To switch from the silent regime into bursting, one needs to provide a
pulse of current with sufficiently large amplitude. The pulse can be either depolarizing or
hyperpolarizing. For each polarity the critical value of the pulse which is just sufficient for the
switch is different. Thus, there are two thresholds for the switch from silence into bursting. The
description is more complicated for the switch from bursting into silence; and one more
parameter of stimulation has to be taken into account. It is a phase within the period of bursting.
Interestingly enough, for the parameters chosen one could switch from bursting into silence
again by either a hyperpolarizing or depolarizing pulse of current (Figure 1.11).
An important question for experimental testing is whether these unstable oscillations
could be recorded. The model study predicts that it might be possible. A projection of a
trajectory onto (mCaS, hCaS)-plane before and after a pulse was injected into the neuron showed
that the phase point oscillated in the vicinity of the unstable subthreshold orbit sufficiently long
to trace a few cycles of the unstable oscillations. Here, the green dot represents the stable
hyperpolarized equilibrium, whose basin of attraction is bounded by the stable manifold of the
unstable periodic orbit. The orbit is shown in red. Application of a hyperpolarizing Iinj = -0.029
nA disturbs the neuron but the state is still in the basin of attraction of the equilibrium. However,
application of a pulse of a larger magnitude Iinj = -0.03 nA moves the model outside of the basin
of the silent attractor away into bursting (Figure 1.12). These two values specify a threshold in
terms of the critical amplitude of the hyperpolarizing pulse of current.
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Figure 1.11: Examples of switching between bursting and silence produced by square pulses of injected
current. The switch from silence to bursting is depicted in panel (A,B) and the switch from bursting to
silence is shown in panel (C,D). Stimulation of the neuron in the silent regime by a pulse of either
depolarizing current, Iinj = 0.61 nA (A) or hyperpolarizing current, Iinj= -0.42 nA (B), switched the
regimes. For this parameter regime, application of either a depolarizing (Iinj = 0.05 nA) (C) or
hyperpolarizing pulse (Iinj = -0.05 nA) (D) of the current could produce a switch from bursting into
silence. The parameters of the model are BhCaS = 0.06 V, Bh = 0.031 V, gleak = 15.7 nS, Eleak = -0.0505
V. The two red dashed lines mark maximal and minimal membrane potentials of the subthreshold
oscillations.
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Figure 1.12: Revealing of the unstable oscillations. A pulse of current with a critical value of amplitude
applied to a neuron in the silent regime allows us to record oscillations in close proximity to the saddle
periodic orbit. The parameters are the same as in the figure 1.10 except for gleak=15.55 nS and Eleak=0.0505 V. The grey dot represents the stable equilibrium point. The grey dotted curve marks the unstable
periodic orbit. Shown on the right are the corresponding traces after the pulses of magnitudes Iinj=-0.029
nA and Iinj= -0.03 nA. The vertical dashed lines mark the time interval where the frequency of the
unstable subthreshold oscillations and resonant frequency of the rest state are calculated.
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2.1.5 Conclusion I
Summing up, we observed up to six types of multistability in {INa,ICaS} model. The separating
regimes are based on a saddle orbit and on a saddle equilibrium. The mechanisms supporting
multistability are described among five different types of multistability and are presented in
Table 1. (Malashchenko et al., submitted to PloS One).
Table 1: Different types of multistability in {ICaS INa} model; separating regimes and mechanisms
supporting multistability.

Type of multistability

Separating regime

Regime appears

Regime disappears

Tonic
silence

spiking

&

Saddle equilibrium

Limited by AndronovHopf

Limited by Homoclinic

Tonic
spiking
subthreshold
oscillations

&

Saddle orbit

Andronov-Hopf

Saddle-node

Tonic
spiking
bursting

&

NA

Bursting
subthreshold
oscillations

&

Saddle orbit

Andronov-Hopf

Saddle-node

Bursting
&
subthreshold
oscillations &silence

Two saddle orbits

Andronov-Hopf
Saddle-node

Bursting & silence

Saddle orbit

Andronov-Hopf

or

Saddle-node

Homoclinic
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Chapter II: Similarity Between the Half-Center Oscillator and the 14D Models Dynamics
Multistability is ubiquitously observed in neuronal networks and in single neurons. In
such systems several observable regimes coexist without change to any biophysical properties.
The activity of a bistable neuron or neuronal network can be switched from one state to another
by a transient perturbation such as a pulse of synaptic current or random noise. The mechanisms
supporting bistability are important to understand from the perspective of its functional roles and
the diseases in which it plays a role. The functional role of bistability is implicated in controlling
locomotion (Carlin et al., 2000; Perrier and Hounsgaard, 2000) and short and long-term
memories (Tahvildari et al., 2007; Durswewitz and Seamans, 2006; Marder et al., 1996). On the
other hand, bistability of neuronal networks can accompany pathological conditions such as
epilepsy (Hahn and Durand, 2001; Foss and Milton, 2003; Fröhlich and Bazhenov, 2006;
Takeshita et al., 2007). It still remains unknown how bistability occurs in biological systems, and
what are the controlling factors, and what are the mechanisms supporting it. Preparations with
invertebrates provide the advantage of gaining insights into the dynamics of a bistable system on
the cellular level. The existence of bistability was predicted theoretically in various cells and
later confirmed there experimentally. Classic examples are the theoretical studies that revealed
the bistability of tonic spiking and silence in the squid giant axon (Rinzel 1978; Best, 1979) and
bistability of tonic spiking and bursting in Aplisia (Canavier et al., 1994).
We have shown the bistability of the bursting and silence for the canonical model of the
leech heart interneuron (Malashchenko, Master Thesis, 2007). Here we address two questions
which were left unanswered before. First, we investigate the strength-duration properties of the
current pulses switching silence into bursting. Second, we explore whether the half-center
oscillator configuration would protect normal pattern generation against perturbations.
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2.2.1 14D Model of Leech Heart Interneuron
A leech heart interneuron model is represented by a 14D system of ordinary differential
equations. It describes a single isopotential compartment with eight voltage-gated membrane
conductances and a leak current. Voltage-gated conductances are represented in terms of the
Hodgkin and Huxley formalism (Hodgkin and Huxley, 1952). The sum of currents passing
though the membrane is described by the equation

C

dV
 ( I Na  I P  I CaF  I CaS  I h  I K 1  I K 2  I KA  I leak  I inj (t )) ,
dt

where C is the total membrane capacitance (0.5 nF), Iion is an intrinsic voltage-gated current, Iinj
is the injected current and Ileak is the leak current. The voltage-gated currents are given by
3
I Na  g Na mNa
hNa (V  E Na );

2
2
I P  g P mP (V  E Na ); I CaF  g CaF mCaF
hCaF (V  ECa ); I CaS  g CaS mCaS
hCaS (V  ECa );

2
I K1  g K1mK2 1hK1 (V  E K ); I K 2  g K 2 mK2 2 (V  E K ); I KA  g KA mKA
hKA (V  E K );

I h  g h mh2 (V  Eh ); I leak  g leak (V  Eleak ); I inj (t )  I inj f (t inj );

where g ion is the maximal conductance, and Eion is the reversal potential of a specific ionic
current. These currents include: fast calcium current-ICaF, slow calcium current-ICaS, fast sodium
current-INa, delayed rectifier-potassium current-IK1, persistent potassium current-IK2, fast
transient potassium current-IKA, hyperpolarization activated cationic current-Ih, persistent sodium
current-IP, and leak current- Ileak. The value of function f (t inj ) is 1 when the pulse is injected;
otherwise f (t inj ) is 0, and m and h are the activation and inactivation gating variables,
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respectively. These variables describe the dynamics of ionic channels and are governed by the
following equations
dm K 2
f  ( 83, 0.02, V )  m K 2

,
dt
 200, 0.035, 0.057, 0.043,V 
dm P
f ( 120, 0.039,V )  m P
 
,
dt
 ( 400, 0.057, 0.01, 0.2,V )
dm Na
f ( 150, 0.029, V )  m Na
 
,
dt
0.0001
dhNa
f (500, 0.030, V )  hNa
 
,
dt
 hNa (V )
dmCaF
f ( 600, 0.0467, V )  mCaF
 
,
dt
 mCaF (V )
dhCaF
f (350, 0.0555, V )  hCaF
 
,
dt
 ( 270, 0.055, 0.06, 0.31, V )
dmCaS
f  ( 420, 0.0472, V )  mCaS

,
dt
 ( 400, 0.0487, 0.005, 0.134, V )
dhCaS
f  (360, 0.055, V )  hCaS

,
dt
 ( 250, 0.043, 0.2, 5.25, V )
dm K 1
f  ( 143, 0.021, V )  m K 1

,
dt
 (150, 0.016, 0.001, 0.011, V )
dhK 1
f  (111, 0.028, V )  hK 1

,
dt
 ( 143, 0.013, 0.5, 0.2, V )
dm KA
f  ( 130, 0.044, V )  m KA

,
dt
 ( 200, 0.03, 0.005, 0.011, V )
dhKA
f  (160, 0.063, V )  hKA

,
dt
 ( 300, 0.055, 0.026, 0.0085, V )
f h  (V )  mh
dmh

dt
 ( 100, 0.073, 0.7, 1.7, V )

where the steady-state activation and inactivation functions f  ( A, B, V ) are given by a function
f  (a, b,V ) 

1
except for the function of the steady-state activation of Ih which is
1  e a (V b )

described by f h (V ) 

1
1  2e

180(V  0.047)

 e 500(V 0.047)

. Time constants of the gating variables are
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governed by the function,  (a, b, c, d ,V )  c 

d
. The exception includes the
1  e a (V b )

inactivation time constant of INa and the activation time constant of ICaF, which are described by
the following functions.
0.006
0.01

500(V  0.028)
cosh(300(V  0.027))
1 e
0.024
 mCaF (V )  0.011 
cosh(330(V  0.0467))

 hNa (V )  0.004 

The parameter values of the 14D model are chosen from Cymbalyuk et al. (2002). The reversal
potentials are ENa= -0.045 V, ECaS= 0.135 V, EK= -0.07 V, Eh= -0.021 V, and the maximal
conductances for a single neuron are g Na = 200 nS, g P  7 nS, g CaF  5 nS, g CaS  3.2 nS,

g K1  100 nS, g K 2  80 nS, g KA  80 nS, g h  4 nS. The conductance and reversal potential of
leak current, g leak and Eleak, were varied since these parameters were used as the controlling
parameters in bifurcation analysis of the model.

2.2.2 Switching Between Bursting and Silent Regimes
Previously we investigated a mechanism supporting the bistability of bursting and silence
in the model of the leech heart interneuron (Malashchenko, Master Thesis, 2007). By performing
a bifurcation analysis of the model, we have shown that for a specific set of parameters of
conductance and reversal potential of a leak current (gleak, Eleak) a silent regime coexists with
bursting regime, and the result was mapped on a 2D diagram of stationary and oscillatory states
in the model (Figure 4). An example of bistability shown in Figure 2.1 illustrates the switch
between attractors by an appropriately timed perturbation with a negative square pulse of current.
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The bistability of bursting and silence is based on a saddle periodic orbit. The stable manifold of
this orbit separates two basins of attractions and represents a threshold between them. The saddle
orbit is shown in red on a 3D projection of the phase space (mCaS, hCaS, V) in Figure 2.1 A,C. The
unstable subthreshold oscillations could be recorded for several seconds if the phase point was
placed very close to this saddle orbit by a pulse of current (Figure 2.1 B,D). These oscillations
approximate the saddle orbit. The perturbation by a negative pulse of current moved the phase
point of the system across the threshold into the basin of attraction of the stationary state, and the
bursting activity was annihilated (Figure 2.1 A,B). The switch was done by a pulse of current
with amplitude 0.1044 nA. If during the perturbation, the phase point did not cross the threshold,
the system exhibited transient subthreshold oscillations and then resumed bursting. To
demonstrate this, the amplitude of the negative square pulse was slightly increased to 0.1045 nA
(Figure 2.1 C,D).
Perturbations of the initially silent neuron by the depolarizing and hyperpolarizing square
pulses of current, Iinj, showed that there are two thresholds for the amplitude of the pulse of
current for the switch from silence to bursting by the negative and positive Iinj. Repeating this
analysis we found the two thresholds for pulses with different durations (Figure 2.2). The longer
the duration of the pulses was the smaller the two thresholds were. The two curves obtained were
fitted to the Lapicque formula strength-duration curve I thresh 

I rheobase


1- e

t inj

(Brunel and Rossum,

tm

2007), where Irheobase is the asymptotic current's threshold value for the infinitely long pulse, tinj is
the pulse duration, tm is a time constant characterizing the process of charging cell's membrane.
The leech heart interneurons are organized in an oscillatory neuronal network, a central
pattern generator. Within it, the interneuron pairs, located in ganglia 3 and 4, form half-center
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oscillators that pace the rhythmic activity of the central-pattern generator. Therefore our finding
raises the question of whether bistability can be observed in a half-center oscillator under the
condition that single neurons are bistable. We considered the model of a half-center oscillator
that consists of two identical neurons coupled through synaptic inhibitory connections. The
synaptic currents are introduced by two components: graded and spike-mediated (Cymbalyuk et
al., 2002). Each neuron had g leak = 11.3 nS, so that it would exhibit bistability. The equations
describing the membrane potential of each neuron and the synaptic currents coupling neurons are
provided in the Appendix. Interneurons of the half-center oscillator produce alternating bursting.
We expected that if the activity of one bistable neuron is switched into a silent regime during the
burst phase, the second bistable neuron being inhibited at that time could turn into silent regime
as well. Thus, the regime of the half-center oscillator could be switched from bursting to silence
by a perturbation applied to just one neuron. To test this hypothesis, first we chose the initial
conditions of the membrane potential and gating variables of both neurons that led to the
bursting activity of the half-center oscillator. We integrated the activity for 1000 seconds to
confirm that bursting activity was the attracting regime. For g leak = 11.3 sec the bursting activity
was the attractor, but small irregularity of temporal characteristics of the activity was noticed.
For example, the period of the bursting activity in both neurons was around 7.2 ± 0.24 sec, and
the spike frequency was 8.37 Hz ± 0.419 Hz. A pulse of current was applied during the spiking
phase of the first neuron (labeled as HN(L) in Figure 2.3). Figure 2.3 shows that the perturbation
of a single neuron by a negative pulse with the amplitude 0.03 nA and the duration of 0.03 sec
switched the regime of activity from bursting to silence. The switch of activity from bursting to
silence depends not only on the characteristics of the pulse and the timing when the pulse is
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applied, but also on the dynamics of the synaptic currents such as the strength of coupling and its
time constants.

Figure 2.1: Unstable sub-threshold oscillations recorded after the perturbation by a pulse of current.
Bursting is shown in dark blue. The 3D projection shows unstable oscillations (red circle) located
between two basins of attraction: bursting mode (dark blue trace) and silent mode (green dot). A)B) The
switch from bursting into silence is performed by a negative pulse of current with the amplitude 0.1044
nA C)D) A negative pulse with the amplitude of 0.1045 nA does not produce the switch from bursting to
silence. Parameters of the model were kept the same as in Cymbalyuk et al (2002), except for gleak=10.7
nS. The pulse of current was applied near the first spike of a burst.
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Figure 2.2: The strength-duration relationship of the minimum depolarizing (grey) and hyperpolarizing
(black) square pulses of current switching the silent regime into bursting regime. To toggle the switch the
pulse amplitude must be larger than the thresholds determined by the curves. The parameters of the leak
current are the same as in the figure 2.1 (Malashchenko et al., submitted to PRE).
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Figure 2.3: The switch of bursting into silence in the half-center oscillator (HCO) by a pulse of current
delivered to one neuron from the pair. Stimulation of one neuron by a hyperpolarizing pulse of current
seized the activity of both neurons. The amplitude of the negative pulse was 0.03 nA. Parameters of the
leak current were gleak=11.3 nS, Eleak=-0.0635 V. Initial conditions of HCO are given in the Appendix.

2.2.3 Transient Bursting Activity
At the border of the transition from bursting to silence the canonical model of the leech
heart interneuron exhibited long-lasting transient bursting activity. In order to locate the area of
bistability in the (gleak, Eleak) bifurcation diagram, we needed to detect the exact border indicating
the transition from bursting to silence while changing the gleak and Eleak parameters. For values of
gleak larger than 10.84 nS the neuronal model exhibited only hyperpolarized silence, the value
10.84 nS indicated the transition point from bursting to silent regimes. In order to calculate the
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parameter values corresponding to the transition from bursting to silence, we took into account
that the system is bistable. Its activity depends on the choice of initial conditions of all state
variables. In the (gleak, Eleak) bifurcation diagram each point indicating the transition from
bursting activity to silence was found by numerical integration of the system for successive
parameter values. We performed the following steps. The initial conditions and gleak
corresponding to bursting activity were picked and, in order to confirm that bursting activity is
the attractor, the system was integrated for 2000 seconds. If bursting was the attractor, we picked
the initial conditions corresponding to the last point from the newly integrated trajectory. Then,
we slightly increased gleak and performed integration for 2000 seconds again. If bursting was still
the attracting regime, we increased gleak and the procedure was repeated until the transient switch
from bursting to silence occurred. The detected gleak was mapped in the 2D diagrams as a
transition point from bursting to silence. We assigned to different values Eleak and, by using the
described procedure, calculated the corresponding gleak values for the transition from bursting to
silence. The border was located next to a homoclinic bifurcation curve that limited the range of
parameter values of the existence of the saddle orbit in (gleak, Eleak) parameter space. It is
noteworthy that the model of the interneuron can exhibit bursting activity for several hundreds of
seconds and then bursting suddenly falls into silence if the parameters' values are close to the
homoclinic bifurcation values. In Figure 2.4 (left panel) the neuronal model exhibits bursting
activity for 500 sec and after 500 sec the activity ceases (Malashchenko, Master Thesis, 2007).
The transient bursting activity can be induced again by application of a perturbing pulse of
current. The similar behavior was observed in the model of HCO (Figure 2.4, right panel). If

g leak was set to 11.6 nS, the activity of HCO ceased after around 500 sec but was reiterated by
the perturbation (Figure 2.4).
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Figure 2.4: Long-lasting transient transitions from bursting to silence. The left panel shows an example
of the spontaneous transition from the bursting activity to silence occurring in the single interneuron after
about 500 sec. The leak current parameters were gleak=10.8337 nS, Eleak=-0.0635 V. At this value of gleak
the system is located near the homoclinic bifurcation for the saddle periodic orbit. Homoclinic bifurcation
appears at gleak=10.87 nS. The right panel depicts the transient bursting activity of the half-center
oscillator. The bursting activity terminates in both neurons, HN(L) and HN(L), after about 500 sec. The
leak current parameters are gleak=11.6 nS, Eleak=-0.0635 V.
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2.2.4 Conclusion II
We investigated the strength-duration properties of the current pulses switching silence
into bursting in the 14D model of the leech heart interneuron. We showed that strength-duration
dependence could be curve fit into Lapicque's formula. We showed that the switch by a pulse of
current from bursting to silence could be toggled not only in the isolated leech heart interneuron
model but also in the half-center oscillator model. In addition to previously reported long
transient activity in the model of the single leech heart interneuron (Malashchenko, Master
Thesis, 2007), here, we demonstrated that the model of the half-center oscillator also exhibited
transient bursting activity in vicinity of the gleak parameter where the transition from bursting to
silence occurred.

Chapter III: Propensity to Bistability of Bursting and Silence of the Leech Heart Interneuron
Here, we focused on a specific type of bistability: the co-existence of bursting activity
and silence in a single neuron. In (Malashchenko, Master Thesis, 2007) we predicted that the
leech heart interneuron can exhibit bistability of bursting and silence under conditions with
elevated leak conductance, although the range of parameters leading to bistability is very narrow.
In this chapter we explored the conditions that could increase the propensity of a neuron to
bistability. We developed a general method that allows one to identify how up- and downregulations of currents affect neuronal bistability. Such analysis predicted that under
pharmacological conditions reported in this section the bistability of bursting and silence can be
revealed in a single leech heart interneuron.
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2.3.1 Current Conductances Differently Affect Bistability
The bifurcation analysis of the bistable system demonstrated that the range of bistability
is limited by values of gleak corresponding to the Andronov-Hopf and homoclinic bifurcations at
which this saddle orbit originates and terminates (Malashchenko, Master Thesis, 2007). We used
this knowledge to explore the effect of each ionic current on evolution of this orbit. We traced
the Andronov-Hopf and homoclinic bifurcations and mapped them on 2D diagrams. gleak and a
maximum conductance of an ionic current were used as bifurcation parameters. The purpose was
to examine the relative position of the sub-critical Andronov-Hopf (AH) and homoclinic (Hom)
bifurcation curves while changing gleak and one maximum ionic conductance at a time. In this
way, we evaluated how up- and down-regulation of an ionic conductance affected the range of
the leak conductance where the unstable orbit existed. On the diagrams we mapped the curve of
the transition from bursting to silence (BSi), calculated according to the procedure described in
session 2.2.3. For a given ionic conductance value, the difference between gleak, corresponding to
the transition from bursting to silence (BSi), and gleak, corresponding to the sub-critical
Andronov-Hopf bifurcation (AH), determined the gleak interval where bistability of bursting and
silence was observed. We suggested that the interval of the gleak range between the BSi and AH
curves can be used as an index the evaluate the neuronal propensity for bistability. The curve of
the transition from bursting to tonic spiking activity (BTs) was also calculated.
We calculated the 2D bifurcation diagram using CONTENT obtained for successively
changing parameters in a parameter space A) (gleak, gP), B) (gleak, gNa), C) (gleak, gCaF) and D)
(gleak, gCaS), where g p , g Na , g CaF , g CaS are maximum conductances of the persistent Na+, the
fast Na+, the low-threshold fast Ca2+ and the low-threshold slow Ca2+ currents (Panels A-D in
Figure 3.1). For bifurcation analysis we set the upper and lower boundaries of the ionic
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conductances so that the maximum of an ionic conductance did not exceed double the canonical
value, and the minimum was set to zero nS. If the bursting regime disappeared at a value smaller
(larger) than the established maximum (minimum), this value was considered as the upper
(lower) boundary.
Panel A of Figure 3.1 shows sub-critical Andronov-Hopf and homoclinic bifurcation
curves in (gleak, gP) parameter space; the saddle orbit exists for the range of parameters
determined by these curves. The corresponding gleak width (horizontal slice) for the given g p
values was very narrow and stayed relatively constant as g p was up- or down-regulated from its
canonical value of 7 nS. It predicts that the index of propensity is not noticeably affected by the
change of g p conductance. To locate the range of bistability, we calculated the transition from
bursting to silence (BSi) and thus defined the right-side border of the bistable area. The BSi
curve passes very close to the homoclinic curve. The left border of the bistable range is defined
by the AH curve. The area of bistability in the 2D diagram was approximately located between
Andronov-Hopf and homoclinic curves, and more precisely it was determined by AndronovHopf and BSi curves. The change in g p parameter slightly affects the bursting area that is
observed for the range of parameters between BTs (transition from tonic spiking to bursting) and
BSi curves. The model exhibited only tonic spiking activity with gleak values smaller than
determined by the BTs curve.
Let us now consider the role of the fast Na+ current in the model. The increase of g Na
from the canonical value of 200 nS up to 400 nS slightly decreased the gleak interval between the
Adronov-Hopf and homoclinic curves (Figure 3.1 B). Similar to the analysis performed for g p
in Figure 3.4 A we calculated the BTs, AH, BSi, and Hom curves. According to the diagram in
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Figure 3.1 B the bursting area and the area of bistability were little altered with the change of
g Na . The effect of up- or down-regulation of Ca2+ currents on the AH and Hom bifurcation is

shown in Figure 3.1 C,D. The down-regulation of g CaF increased the gleak interval between the
two bifurcation curves, whereas the down-regulation of g CaS produced the opposite effect.
Considering the gleak interval between the AH and BSi curves, the range of bistability increased
as g CaF decreased, and in contrast the range of bistability decreased as g CaS decreased.
Furthermore, we investigated the effect of four other currents. Figure 3.2 shows 2D
bifurcation diagrams in a different projection of the parameter space A) (gleak, gK1), B) (gleak, gK2),
C) (gleak, gKA) and D) (gleak, gh), where g K1 , g K 2 , g KA and g h are maximum conductances of the
delayed rectifier K+, fast K+, transient K+, and hyperpolarization activated cationic currents,
respectively. The increase of g K1 from 0 to 200 nS had almost no effect on the interval of gleak
values between the AH and Hom bifurcation curves (Figure 3.2 A); yet the range of (gK1, gleak)
parameters supporting the bursting regime in the model increased drastically as g K1 decreased
from the canonical value of 100 nS to 0 nS. This range is located between the BTs and BSi
curves. Panels B-C in Figure 3.2 show that the changes of g K 2 and g KA conductances had no
significant effect on the gleak interval between AH and Hom bifurcation curves. Similarly, we
investigated the effect of g h . The elevation of g h strongly affected the gleak interval between the
AH and Hom bifurcation curves. For instance, the increase of g h from the canonical value of 4
nS to 8 nS expanded the gleak interval between bifurcations by a factor of 3.2 (Figure 3.2 D).
Moreover, the area between the AH and BSi curves and the area between the BTs and BSi curves
increased with the elevation of g h .
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Let us sum up the data presented in Figure 3.1 and Figure 3.2. The value of the
propensity index (Δindex) for the canonical set of parameters corresponds to the width of the range
of g leak equal to 0.17 nS. The bifurcation diagrams in Figure 3.1 and 3.2 are difficult to analyze
visually in terms of the change of the propensity index. Therefore data from these diagrams were
used to construct graphs showing the dependence of the propensity index on the maximum ionic
conductances (Figure 3.3 and 3.4). A value of Δindex larger than the canonical one (0.17 nS)
indicates that the corresponding voltage-gated conductance increases the range of bistability of
bursting and silence. For example, let us consider the dependence of the propensity index Δindex
on g P (Figure 3.3A). The value of Δindex stays relatively constant near its canonical value and
decreases if g P is up- or down-regulated. A similar analysis established that the increase of g Na
from 100 nS to 400 nS decreased the propensity index (Panel B in Figure 3.3). The similar
analysis showed that the calcium currents affected the propensity to bistability differently. The
propensity index had local maximum near a g CaS value of 5 nS. The index was elevated as well
by the complete elimination of g CaF (Panels C and D in Figure 3.3).
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Figure 3.1: Effect of the variation of the maximum conductances of IP, INa, ICaF, and ICaS currents on the
propensity index to the bi-stability of bursting activity and silence. For each value of gi an index of
propensity was calculated. The blue curves mark the sub-critical Andronov-Hopf bifurcation (AH), the
red curves represent the homoclinic bifurcations (Hom). Between these two bifurcation curves the saddle
periodic orbit exit. The dashed yellow curves mark the transition from bursting to silence (BSi). The
green curves mark the transition from bursting to tonic spiking (BTs). The horizontal dashed black lines
plotted across the diagram correspond to the canonical value of a voltage-gated current conductance. A)
B) D) Some effect on the propensity index is detected. C) 2D diagram in parameter space of (gCaF, gleak)
shows that the decrease of gCaF increased the index of propensity. Eleak is fixed to -0.0635 V.
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Figure 3.2: Effect of the variation of the maximum conductances of IK1, IK2, IKA, and Ih currents on the
propensity index for bi-stability of bursting and silence. The meanings of colors and types of lines are
described in Figure 3.4. A) B) C) No significant change of the propensity index was detected. C) The 2D
diagram in parameter space of (gh, gleak) shows that the increase of gh increased the index of propensity.
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Figure 3.3: Dependence of the propensity index on gP, gNa, gCaF and gCaS. The dashed grey vertical line
corresponds to the canonical value of a parameter in the model. A) Manipulation of gP almost did not
affect the index of propensity. B) The decrease of gNa to 100 nS slightly increased the index of propensity
from 0.17 to 0.2. C) The complete reduction of gCaF increased the index from 0.17 to 0.23. D) The
increase of gCaS almost did not affect the propensity index.
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A similar procedure was used to analyze the effects of different values of maximum
conductances of g K1 , g K 2 , g KA and g h on the propensity index. The index of propensity varied
with the increase of g K1 from 0 nS to 200 nS, and the dependence was presented by a jagged
curve (Panel A in Figure 3.4). The index of propensity was larger near the canonical value of

g K1 . The increase of g K 2 slightly decreased the propensity index, whereas the increase of g KA
almost did not affect the propensity index (Figure 3.4 B,C). Panel D in Figure 3.4 shows the
increase of g h from 2 to 8 nS elevated significantly the index of propensity to bistability. Notice,
the increase of g h , compared to other conductances, had the biggest effect on the relative
distance between the AH and Hom bifurcation curves. The data presented in Figures 3.3 and 3.4
are summarized in Table 2. It contains the maximum (indexMax) and the minimum (indexMin)
values of the propensity index for a given conductance and difference between these values
(Δindex).
To sum up, we sorted currents into three groups based on the magnitude of the propensity
index Δindex: small, intermediate, and significant. Comparing the data in Table 1 we may
conclude that the increase of Ip and IKA caused the smallest effect on the index of propensity.
Manipulation of the maximum conductances of currents ICaS, ICaF, IK1, IK2, and INa produced an
intermediate effect on the propensity index and the up-regulation of Ih led to a significant
increase of the propensity index for bistability of bursting and silence. These results leave the
question of how ionic conductance modulation would be reflected on 2D diagrams in the leak
current parameter space. Here, we suggest that the larger the area within the leak current
parameters, the more probable it is to find these neurons bistable.
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Figure 3.4: Dependence of the propensity index on gK1, gK2, gKA and gh. The dashed grey vertical line
corresponds to the canonical value of a parameter in the model. A) The canonical value of gK1 was near
the local maximum of the propensity index. B) C) The change of gK2 and gKA did not lead to a significant
increase of the index of propensity. D) The increase of gh significantly increased the propensity index.
The change of gh from 4 nS to 8 nS increased the propensity index from 0.17 nS to 0.31 nS.
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Table 2: Minimum and maximum values of the propensity index for the different voltage-gated
conductances. Minimum and maximum values are marked in the table by indexmin and indexmax.
Corresponding conductances to indexmin and indexmax are marked by g(indexmin) and g(indexmax). Values
of indexes and conductances were taken from the diagrams in Figures 3.3 and 3.4. The symbol Δindex
corresponds to the difference between minimum and maximum values of indexes Δindex =indexmaxindexmin. Based on the magnitude of Δindex the ionic conductances were classified by effectiveness using
the following criteria: small effect if Δindex < 0.05 nS, (grey), intermediate effect if 0.05 nS ≤ Δindex<0.2
nS (bold) and significant effect if Δindex ≥ 0.2 nS (underlined bold). The index of propensity for the
canonical parameters corresponds to 0.17 nS.

gNA, nS

gP , nS

gK1, nS

gK2, nS

gKA, nS

gCaF, nS

gCaS, nS

gh, nS

(100-400)

(4 -14)

(0-200)

(30-140)

(0-160)

(0-10)

(2-6.5)

(2-8)

indexmin

0.1366

0.1366

0.0997

0.1054

0.1571

0.1347

0.1223

0.0751

g(indexmin)

400

14

200

120

160

10

2

2

indexmax

0.1993

0.17

0.1834

0.1832

0.1803

0.2337

0.1929

0.3200

g(indexmax)

100

7

85

40

0

0

5

8

Δindex

0.06

0.03

0.08

0.08

0.02

0.10

0.07

0.24

2.3.2 Changes in 2D Bifurcation Diagram of Stationary and Oscillatory States When Ih and ICaF
are Modified
The parameters (gleak, Eleak) defining the AH and Hom bifurcations limit the range of
parameters (gleak, Eleak) where the bistability of bursting and silence can be observed (Figure 4).
The area of bistability defined in the (gleak, Eleak) bifurcation diagram for the canonical set of
ionic current parameters was used as the control. We compared the ranges of bistability under
different ionic current conditions. We assumed that if up- or down-regulation of ionic currents
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modifies the area of bistability such that it becomes larger than the control, then it is the more
probable to observe bistability in an experimental setting.
We computed the bifurcation diagrams in leak current parameter space for the value of

g h fixed to 8 nS (Figure 3.5 B) and compared it with the control diagram (Figure 3.5 A). Both
diagrams map the areas of parameter values supporting bursting activity and bistability of
bursting and silence. These diagrams also depict the sub-critical AH and Hom bifurcation curves.
The diagram in Panel B indicates that the elevation of g h significantly increases the area of
bistability of bursting and silence in (gleak, Eleak,) parameter space.
From the data presented in Table 1 there were five currents characterized as
intermediately effective, and the strongest impact among conductances of ICaS, ICaF, IK1, IK2, and
INa currents on the propensity index was made by g CaF . Therefore, we investigated whether the
superposition of the two modulatory conditions could further increase the range of bistability.
We calculated the bifurcation diagram in (gleak, Eleak,) parameter space with the g CaF = 0 nS and

g h = 8 nS. As a result, Figure 3.6 shows that the range of bistability is further increased
compared to the diagrams in Figure 3.5 A and B.
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Figure 3.5: Bifurcation diagrams of the oscillatory and rest regimes in the parameter space (gleak, Eleak) for
different gh. The red dots are numerically found points where the transition from bursting activity into
silence occurred. The sub-critical Andronov-Hopf bifurcation of the hyperpolarized rest state (silent
regime) is shown by the light blue curve and marks the boundary where the silent regime loses stability,
giving rise to unstable subthreshold oscillations. The green curve corresponds to the homoclinic
bifurcation of the unstable subthreshold oscillations. The area between these two curves (the blue and the
red curve) marks the parameter regime where unstable subthreshold oscillations exist. The red curve
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locates a period-doubling bifurcation of the large amplitude periodic spiking and detects the transition
from tonic spiking to bursting activity. A) The diagram is computed for gh = 4 nS. B) gh = 8 nS, the
increase of conductance of Ih increased the index of propensity and the area of bistability. The width of
the bi-stable area was increased by a factor 1.8 for the canonical value of Eleak=-0.0635V.

Figure 3.6: Bifurcation diagrams of the oscillatory and rest regimes in parameter space (gleak, Eleak) as gh
and gCaF are varied. The boundaries between different oscillatory and stationary states are defined as in
Figure 8. The diagram was calculated for parameters gh=8 nS and gCaF=0 nS. The elimination of fast Ca2+
current and the increase of Ih current expanded the width of the bistable area.
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2.3.3 Conclusion III
We introduced a propensity index to bistability as the width of the range of gleak
supporting the co-existence of the bursting and silence regimes for a given Eleak We investigated
the effect of modulation of conductances of ionic currents on the propensity index. The analysis
was performed determining the bifurcations that characterize the appearance and the
disappearance of the separating regime. These factors impact the range of parameters where
bistability can be observed. Only two currents were highlighted that increased the propensity
index bistability of bursting and silence: the hyperpolarization-activated cationic current, Ih, and
L-type low threshold fast Ca2+ current, ICaF.

2.4 Chapter IV: Modeling of Respiratory Center Neurons and Revealing Bistability by Current
Modulation
Previously, we described a mechanism underlying the bistability of bursting and silence
(Malashchenko, Master Thesis, 2007). It appears to be generic and we hypothesized that it would
be commonly found in many different models of bursting neurons. We applied our techniques to
models of vertebrate neurons from the central pattern generator controlling respiratory rhythm in
mice and rats (Ramirez et al., 2007; Smith et al., 2000). We analyzed two models, which
represent two types of inspiratory neurons of the Pre-Bӧtzinger Complex. These two types are
determined through analysis of a neuron's activity in isolation from the network. Neurons of both
types are endogenously bursting neurons. The neurons of the first type are shown to be
dependent on the persistent Na+ currents, since the blockade of this current by a specific blocker,
riluzole, annihilates the neuronal rhythmic activity. The Ca2+ currents are not necessary for
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producing bursting activity because the Ca2+ currents blockers such as Cd2+ do not abolish
bursting activity. The neurons of the second type produce bursting activity that does not require
the persistent Na+ current, but does require Ca2+ currents. The bursting activity persists if riluzole
is applied, but vanishes in the presence of Cd2+. The first type of neuron is called Cd2+ insensitive (CI) and the second type of neuron is called Cd2+-sensitive (CS) (Ramirez et al.,
2004; Peña et al., 2004). It has been shown that both types of pacemakers generate bursting
activity during normoxia, but under the hypoxic conditions only the Cd2+ -insensitive
pacemakers are active and continue to drive the respiratory rhythm. The Cd2+ -insensitive
pacemakers are critically important for generation of gasping. If these neurons fail to generate
rhythm during hypoxia, it might be fatal for the animal. Dysfunction of the CI neurons could
cause such pathological conditions as SIDS (Peña et al., 2004; Doi and Ramirez, 2010). In this
chapter, we investigate whether the pacemaker neurons of these types could exhibit bistability of
bursting and silence.
2.4.1 Model of the Cd2+ - Insensitive Pacemaker
The Cd2+ -insensitive pacemaker produces bursting activity as a result of its endogenous
dynamics. The primary feature of a Cd2+ -insensitive (CI) neuron is the ability to generate
bursting that is dependent on the dynamics of the persistent Na+ current and not Ca2+ currents. It
continues bursting activity with Ca2+ currents blocked and ceases with a blockade of the
persistent Na+ current (Peña et al., 2004). The period of bursting activity of the CI pacemaker
was recorded in the range 0.7 sec and 3 sec (Peña et al., 2004). The hyperpolarization-activated
cationic current, Ih, has been found in this type of neuron; and this current plays an important
role in determining the period of respiratory neurons (Thoby-Brisson et al., 2000). The blockade
of Ih with Cs+ or ZD 7288 does not annihilate bursting activity. The CI pacemaker model was

70

assembled based on the model previously developed by Rybak et al. (2003). We incorporated
into it Ih current. The gating variable and time constant of Ih were taken from Amini et al. (2005),
and the value of the reversal potential was obtained from Thoby-Brisson et al. (2000). The
model’s dynamics are described by four voltage-gated currents: the fast Na+ current, INaf, the
persistent Na+ current, INap, the delayed rectifier K+ current IK, Ih, and the leak current, Ileak. The
system is described by the following equations:
I

Ih
IK
I Nap
Naf



 
 




 
dV
3
C
 [[ g Naf m Naf
h Naf [V  E Na ]  g Nap m Nap h Nap [V  E Na ]  [ g K m K4 [V  E K ]  [ g h m h2 [V  E h ]
dt
I leak


 g leak [V  E leak ]  I inj ],

dm Naf



f  (0.0438,0.006, V )  m Naf

 (0.0009,0.0438,0.014, V )
dh Na f  (0.0675,0.0108, V )  h Naf

,
dt
 (0.0352,0.0675,0.0128, V )
dt

dm Nap



f  (0.0471,0.0031, V )  m Nap

 (0.001,0.0471,0.0062, V )
f  (0.057,0.006, V )  h Nap

,
dt
 (7,0.059,0.006, V )

dt
dh Nap

,

,

dm K f  (0.0445,0.005, V )  m K

,
dt
 (0.004,0.0445,0.01, V )
dm h f h (V )  m h

,
dt
 h(V )

where capacitance of the cell membrane, C, is 0.0362 nF, the parameters of conductances and
reversal potentials of ionic currents are gNaf= 150 nS, gNap= 4 nS, gK= 50 nS, gh= 2 nS, gleak= 1.2
nS, ENa= 0.05865 V, EK= -0.080 V, Eh= -0.0414 V, and Eleak= -0.0635 V.
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The steady-state activation and inactivation curves are functions of the membrane potential, V,
described by f  ( A, B, V ) 

1
VA
1  exp(
)
B

Time constants of gating variables except for the time constant of the Ih current are described by
the function  ( A, B, C , V ) 

 h (V )  0.02 exp(
f h (V ) 

A
, and the time constant of Ih is presented by
V B
cosh(
)
C

(V  0.04) 2
)  0.09.
0.0016

The

steady-state

function

of

m h,

1
, where mx is the constant that was used to modify the curve of
V  0.075
1  mx  exp(
)
0.006

activation. The steady-state activation curves of Ih for two values of mx 1 and 1.5 appear as
shifted (Figure 4.1); the curve corresponding to mx= 1.5 is moved towards the hyperpolarized
membrane potential. The mechanism underlying bursting in this model is mostly based on the
interplay of activation and inactivation of the Ip. This current inactivates during the burst phase
and slowly activates during the interburst interval (Butera et al., 1999; Rybak et al., 2003). The
steady-state conductance of Ip has its maximum value, 0.32 nS, at the potential of -0.046 V. To
tune the activity of the CI model satisfying the characteristics obtained experimentally,
parameters of the leak current were tuned, and gh was set to 2 nS. Bursting activity of the CI
model of period 2.17 sec is shown in Figure 4.2; parameters were fixed to gleak=1.2 nS, and Eleak=
0.0635 V. The blockade of Ip terminated the bursting activity of the model and led to silence. A
blockade of Ih modulated the bursting activity in the following way: if the model exhibited
irregular bursting, the blockade of Ih decreased the period of activity and bursting became more
regular. This effect is similar to the experimental observation (Thoby-Brisson et al., 2000) and it
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can be demonstrated with parameters gleak = 1.1 nS and wx=1.5. If the CI model produced
regular bursting activity the decrease of Ih increased the period of activity.

Figure 4.1: The steady-state curves of the activation gating variable (black) and steady-state conductance
(blue) of Ih of the Cd2+ -insensitive pacemaker. The dashed grey curve corresponds to the activation curve
mh shifted towards hyperpolarized membrane potential, mx=1.5.

Figure 4.2: Bursting activity exhibited by the model of Cd2+ -insensitive pacemaker. The period of the
bursting activity is 2.17 s. The leak current parameters were gleak =1.2 nS, Eleak=-0.0635 V.

73

2.4.2. Bistability of Bursting and Silence of the Cd2+ -Insensitive Pacemaker with Ih Modulation
Following the techniques described in the previous chapters we computed a one
dimensional bifurcation diagram for stationary and oscillatory states using gleak as the bifurcation
parameter. First, we set the gleak value so that the model exhibited the hyperpolarized rest state.
By successively decreasing this parameter, we found that the stable rest state lost its stability at
the super-critical Andronov-Hopf bifurcation (AHB) characterized by the negative sign of the
first Lyapunov coefficient. The AHB gave rise to stable sub-threshold oscillations (Figure 4.3).
Starting from the gleak value corresponding to AHB, we traced the evolution of the stable periodic
orbit as we decreased gleak. At the critical value gleak = 2.0285 nS the stable orbit underwent a
saddle-node bifurcation for periodic orbits, LPc (Figure 4.3). At this bifurcation value the stable
and unstable orbits coalesce and disappear. After we detected this bifurcation, we were able to
trace back the unstable orbit. As we increased gleak, the unstable periodic orbit rapidly grew in
size and then terminated at the homoclinic bifurcation gleak = 2.02851 nS, HB, located in close
vicinity to LPc (Figure 4.3). We found that the bursting could co-exist with the subthreshold
oscillations in the tiny range between the critical values for gleak of LPc and HB bifurcations. The
range of gleak supporting stable oscillations is limited by two bifurcations: the saddle-node
bifurcation for periodic orbit (LPc) and the super-critical Andronov-Hopf bifurcation (Figure
4.3). The transition from the stable oscillations to silence appeared as a smooth transition as gleak
crossed the value of 2.02856 nS. The range of gleak parameters from the interval [1.130 2.0285]
nS supports the bursting activity (Figure 4.3). The initial CI pacemaker model did not exhibit
bistability of bursting and silence. It left the open question of whether this CI pacemaker model
could exhibit bistability of bursting and silence under a different parameter regime.
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Since Ih was commonly found to be a target of modulation, we explored whether a
change of the kinetics of this current could give the model a propensity for multistability of
bursting and silence. We took into consideration the knowledge from Chapter III that and Ih
current increases the propensity index of a neuron to bistability. The dynamics of the Ih current
were shown to be controlled by intracellular cAMP or Ca2+ concentration and neuromodulators
such as serotonin. For example, the change of the intracellular cAMP in neurons shifts the
activation curve and affects its slope (Robinson and Siegelbaum, 2003; Lüthi and McCormick,
1999). We modulated the steady-state activation curve of mh as it is shown in Figure 4.1 (the
dashed grey curve) by setting mx = 1.5. We repeated our analysis (Figure 4.4) and constructed
the one-dimensional diagram using gleak as a controlling parameter. The diagram showed that the
hyperpolarized rest state lost its stability at the Andronov-Hopf (AHB) bifurcation. This time it
was the sub-critical bifurcation and gave rise to the saddle periodic orbit. As gleak was increased
to back-trace the orbit, the saddle orbit approached the saddle equilibrium and terminated at the
homoclinic bifurcation (HB). On the other hand, the range of gleak supporting the bursting
activity was determined between the values 1.099 nS and 2.005 nS (Figure 4.4). This way, we
detected the bistability of bursting and silence exhibited by the model within the range of gleak
from 2.00503 nS to 2.00511 nS. This range of bistability is bounded by two bifurcations: the
sub-critical Andronov-Hopf and homoclinic. Thus, we found the same mechanism of bistability
of bursting and silence that was described in the simplified and canonical models of the leech
heart interneuron.
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Figure 4.3: The gleak-parameter bifurcation diagram of the oscillatory and stationary states of the Cd2+ insensitive pacemaker. The solid green line identifies the hyperpolarized stationary state. This rest state
represents the silent regime. The rest state loses stability at the Andronov-Hopf bifurcation, AHB, the
value of gleak = 2.02856 nS marked by the dashed vertical line. The AHB gives rise to the stable periodic
orbit. The orbit represents the stable subthreshold oscillations. The dashed blue curve depicts the saddle
stationary state; the depolarized branch of the saddle stationary states is not shown. The stable periodic
orbit terminates at the saddle-node bifurcation for periodic orbits (LPc). The unstable periodic orbit
appears at LPc corresponding to the value of gleak 2.02851 nS and disappears at the homoclinic
bifurcation, marked by the vertical line. The blue rectangle indicates the partial range of gleak
corresponding to the bursting activity. The yellow and white rectangles indicate the range of stable
subthreshold oscillations and the silent regime.
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Figure 4.4: The gleak-parameter bifurcation diagram of the oscillatory and stationary states of the Cd2+ insensitive pacemaker when the activation of current Ih is changed (mx=1.5). The green curve represents
the rest state. The Andronov-Hopf bifurcation (AHB) occurs at gleak= 2.00503 nS (marked by the vertical
dashed line), where the rest state loses stability and the saddle periodic orbit appears. The blue dashed
curve depicts the saddle equilibria. The saddle orbit that corresponds to the unstable subthreshold
oscillations is shown by two red curves; they locate the minimum and maximum values of membrane
potential of the saddle orbit. The saddle orbit terminates at the homoclinic bifurcation, HB, gleak=
2.005113 nS. The blue rectangle indicates the part of the range where bursting activity is observed. The
white rectangle indicates the range of the silent regime.

To confirm with numerical experiments that the model has an observable bistability of
bursting and silence, we picked a value for gleak from the range between 2.00503 nS and 2.00511
nS, which located AHB and HB, correspondingly. We were able to elicit a switch from bursting
to silence by brief hyperpolarizing pulses of current. An example of perturbation by a negative
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pulse of current with the amplitude 0.2 pS and the duration 0.01 sec is shown in Figure 4.5A. On
the other hand, the switch from silence to bursting activity could be also toggled by a
perturbation by a pulse of current. For this switch pulses of either polarity, negative or positive,
could be used (Figure 4.5 B-C). Hence, bistability of bursting and silence was demonstrated in
the model of the CI pacemaker when the dynamics of the Ih current were modified.

Figure 4.5: Switches between bursting activity and silence in the model of the Cd2+ - insensitive
pacemaker. A) A hyperpolarizing pulse of current Iinj switches the activity from bursting to silence. A
negative pulse with the amplitude of 0.2 pA and the duration of 0.01 s was applied. B) The same pulse as
in (A) switches the activity from silence to bursting. C) A positive, depolarizing pulse of current with the
same amplitude as in (A) and (B) initiates the bursting activity. The parameters of the leak current were
gleak = 2.00511 nS, Eleak =-0.0635 V, and mx = 1.5.
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2.4.3 Model of the Cd2+ - Sensitive Pacemaker
We designed this model to mimic the dynamics of the Cd2+-sensitive pacemaker. We
tuned the CS model to satisfy the following constraints. The period of bursting activity was 1.5
sec - 4.5 sec (Peña et al., 2004). The blockade of the persistent Na+ current does not annihilate
bursting activity of the CS pacemaker although it slightly increases the period. The blockade of
Ca2+ currents makes these neurons silent. The blockade of hyperpolarization-activated nonselective cationic current (Ih) does not annihilate bursting activity (Thoby-Brisson et al., 2000).
We built the CS pacemaker model based on the CI pacemaker model by incorporating Ca2+
current into it. We used the kinetics of Ca2+ currents measured by Elsen and Ramirez (1998):
high-voltage activated (ICaH) and low-voltage activated (ICaL). The half-maximum activation of IK
was shifted from the original value of -0.0445 V to -0.050 V.
This model contained six voltage-gated ionic currents: INaf, INap, IK, ICaL, ICaH, and Ih.
They are described by a system of 11 differential equations:
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dhNa f  (0.0675,0.0108,V )  hNaf

,
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f (0.05,0.005,V )  mK
 
,
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 m Nap (0.004,0.0445,0.01,V )
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,
dt
 m h (V )
dmCaL f  (0.05905,0.00236,V )  mCaL

,
dt
0.2
dhCaL f  (0.08072,0.00531,V )  hCaL

,
dt
1.0
dmCaL f  (0.02782,0.00569,V )  mCaH

,
dt
0.05
dhCaH f  (0.05221,0.00523,V )  hCaH

dt
0.5

where C is 0.0362 nF, parameters of the conductances and reversal potentials of ionic currents
are gNaf= 150 nS, gNap= 4 nS, gK= 10 nS, gCaL= 15 nS, gCaH= 20 nS, gh= 4 nS, gleak= 2.28 nS, ENa=
0.060 V, EK= -0.080 V, ECa= 0.060 V, Eh= -0.0414 V, Eleak= -0.0634 V, and mx=1.
The steady-state activation and inactivation functions and time constants of gating variables were
described previously in the CI pacemaker model.
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To achieve the bursting activity of the CS model with a period close to the
experimentally recorded value (Peña et al., 2004), the conductance and reversal potential of the
leak current were tuned, gleak = 2.28 nS and Eleak = -0.0634 V; and the model exhibited the
bursting activity with a period of 4.17 s (Figure 4.6 ). The blockade of the Ip current did not
terminate bursting, yet slightly increased the period of activity, which was in accordance with the
experimental constraints. The reduction of gh slightly increased the period of the bursting
activity. The complete removal of Ih (gh=0) did not terminate the bursting activity. The bursting
activity was driven by Ca2+ currents; if we set gCaLto zero, the model exhibited hyperpolarized
silence.

Figure 4.6: Bursting activity of the model of the Cd2+ - sensitive pacemaker. The period of the bursting
activity is 4.17 s. The leak current parameters were gleak=2.28 nS and Eleak=-0.0643 V.

We investigated how variation of gleak affected the oscillatory activity of the CS
pacemaker model (Figure 4.6). The model with gleak chosen within the interval [1.95 3.478] nS
exhibited bursting activity. At the critical value of gleak = 1.95 nS the model underwent the
transition from bursting to tonic spiking, whereas the value of gleak= 3.487 defined the transition
from bursting to silence. We showed in Chapters I and II that near transition from bursting to
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silence the models could exhibit bistability of these two regimes. To investigate whether the CS
model could be bistable, we again constructed a one-dimensional bifurcation diagram using gleak
as the bifurcation parameter. Following our procedure, we detected that at the critical value gleak
=3.4782 nS the sub-critical Andronov-Hopf bifurcation occurred characterized by the positive
sign of the first Lyapunov coefficient. At this bifurcation the first saddle orbit emerged. As the
parameter gleak was successively increased from the AHB bifurcation, the first saddle orbit was
back traced until it underwent the saddle-node bifurcation (LPc) at the parameter gleak = 3.4808
nS. At LPc, two saddle orbits merged and disappeared. The bifurcation LPc happened in close
proximity to the Andronov-Hopf bifurcation (Figure 4.7). With gleak decreased further from the
LPC bifurcation, the second saddle periodic orbit traced until it disappeared at the homoclinic
bifurcation, HB (Figure 4.7). For values of gleak close to the parameter value for AHB the period
of bursting activity was very long. For example, at gleak = 3.478 nS the period of bursting activity
reached 3500 sec. The bistability of bursting and silence was not detected in the initial CS
pacemaker model.
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Figure 4.7: The gleak-parameter bifurcation diagram of oscillatory and stationary states of the Cd 2+sensitive pacemaker. The diagram is obtained for Eleak = −0.0634 V. The solid green and dashed blue
curves represent the membrane potential of the equilibria, stable and unstable, correspondingly. The
saddle periodic orbit emerged at the sub-critical Andronov-Hopf bifurcation, AHB, where the rest state
loses its stability (dashed). The dashed red curves depict the minimum and maximum membrane potential
values of the saddle periodic orbits, first and second. The first saddle orbit emerged at the Andronov-Hopf
bifurcation and disappeared at the saddle-node bifurcation for periodic orbit, marked by the two blue dots
LPc. The second saddle orbit appeared at LPc, and terminated at the homoclinic bifurcation, HB. The blue
and the white rectangles indicate the ranges of the bursting activity and silent regime, respectively.
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2.4.4 Bistability of Bursting and Silence of the Cd2+ - Sensitive Pacemaker Induced by
Blockade of Ip
The analysis of the first CS model’s dynamics did not reveal the bistability of bursting
and silence. We tested whether it would produce bistability under conditions that are
pharmacologically achievable. We investigated the effect of the blockade of the persistent Na+
current. The persistent Na+ current can be blocked by riluzole and under this condition the
bursting activity of the CS neuron would not terminate. To reproduce the blockade in the model,
the gp parameter was set to 0 nS. We constructed the gleak-parameter bifurcation diagram (Figure
4.8). The analysis showed that the model exhibited bursting activity for the range of gleak
parameters located within the interval [1.882 2.293] nS. The bistability of bursting and silence
was detected in the interval of gleak [2.270 2.293] nS. The area of bistability is limited by the
Andronov-Hopf and homoclinic bifurcations. The mechanism supporting bistability is based on
the saddle periodic orbit, which is the same as the one described in the simplified 4D and 14D
models of the leech heart interneuron (Malashchenko, Master Thesis, 2007).
We also examined the activity of the model in response to perturbations by either a
negative or positive pulse of current. For example, a negative pulse of current with the amplitude
0.5 pA and the duration 2 sec switched the activity from bursting to silence (Figure 4.9 A). The
switch of the activity from a silent regime to bursting could be triggered by the negative or
positive pulses of currents, as it is shown in Figure 4.9 B C.
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Figure 4.8: The gleak-parameter bifurcation diagram of oscillatory and stationary states of the Cd2+ sensitive pacemaker, with Ip blocked. The solid green and dashed blue curves represent the membrane
potential of the equilibria, stable and unstable, correspondingly. The lower branch corresponds to the
hyperpolarized stationary state. The saddle periodic orbit emerges at the sub-critical Andronov-Hopf
bifurcation, AHB, that turns the hyperpolarized branch unstable (dashed). Dashed red curves depict the
minimum and maximum membrane potential values of the saddle periodic orbit. The dashed brown curve
between them corresponds to the average membrane potential of the saddle orbit. The saddle orbit
terminates at the homoclinic bifurcation, HB. The blue and white rectangles indicate the range of the
bursting activity and silent regime, correspondingly.
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Figure 4.9: Bistability of bursting activity and silence in the model of the Cd2+ -sensitive pacemaker with
gp = 0 nS. The parameters of the leak current are gleak = 2.289 nS and Eleak= -0.0634 V. The amplitude of
the pulse was 0.5 pA for all traces. The duration of the pulse was 2 s. A) A hyperpolarizing pulse of
current Iinj

was applied to switch the activity from bursting to silence. Hyperpolarizing (B) and

depolarizing (C) pulses of the current switched the activity from silence to bursting.
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2.4.5 Conclusion IV
In this chapter we developed models of two types of inspiratory neurons using as a basis
the model of a respiratory neuron developed by Rybak et al. (2003), Cd2+ -sensitive and Cd2+ insensitive. By applying bifurcation analysis we found that both types of models can exhibit the
bistability of bursting and silence under certain modulations of ionic currents. A shift of
activation of Ih towards hyperpolarized membrane potential induced the bistability of bursting
and silence in the Cd2+ -insensitive pacemaker. The blockade of persistent Na+ current caused
bistability in the model of the Cd2+ -sensitive pacemaker. The mechanism supporting bistability
in these models is in accordance with the mechanism of bistability in the simplified and
canonical models of the leech heart interneuron (Malashchenko, Master Thesis, 2007).

3. DISCUSSION
In a single neuron, interplay between different ionic currents can lead to the coexistence
of different regimes of activity, such as tonic spiking, bursting, silence, and subthreshold
oscillations. The documented types of bistability include the coexistence of bursting and tonic
spiking (Lechner et al., 1996; Canavier et al., 1994; Cymbalyuk et al., 2002; Fröhlich and
Bazhenov, 2006), of depolarized and hyperpolarized silent states (Hounsgaard and Kiehn, 1989;
Crunelli et al., 2005), of two tonic spiking regimes (Cymbalyuk and Shilnikov, 2005), of tonic
spiking and silence (Guttman et al., 1980), and of different patterns of bursting (Canavier et al.,
1994; Cymbalyuk et al., 2002; Butera, 1998). Although bistability as a phenomenon has been
shown in many different neuronal systems, the biophysical mechanisms supporting bistability are
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largely not known. Studying neuronal dynamics on the cellular level allows one to investigate
the mechanisms supporting bistability which have been the focus of numerous experimental and
theoretical studies. One of the most studied types of bistability is the coexistence of tonic spiking
and silence (Rinzel, 1978; Guttman et al., 1980). In contrast, the coexistence of bursting and
silence has not previously been the focus of any theoretical or experimental study of the
dynamics of a single neuron. Here we filled this gap in part, by describing multiple scenarios of
such coexistence in the dynamics of neuronal models.
The subject of our study was the dynamics of endogenously bursting neurons. We
considered neurons controlling the leech heart beat and neurons controlling respiratory rhythm in
mice and rats. First, we developed a low-dimensional model of the leech heart interneuron and
we detected that the model is capable of producing six types of multistability. We further
elaborated the study of neuronal bistability in a high-dimensional neuronal model of the leech
heart interneuron that is based on the dynamics of nine voltage-dependent currents. Then, we
investigated the effect of current modulation on a propensity to bistability. Such analysis allowed
us to predict conditions causing a neuronal propensity to bistability of bursting and silence in the
leech heart interneuron. We also analyzed the dynamics of two models of respiratory
pacemakers, the Cd2+ - sensitive and the Cd2+ - insensitive. We showed that both types of
neurons could exhibit the bistability of bursting and silence under modulation of certain ionic
currents.
The co-existence of tonic spiking and silence in particular has been extensively
studied (Rinzel, 1978). It was detected in various types of neurons, from spinal motoneurons to
neuronal networks of the entorhinal cortex, and the thalamocortical network (Egorov et al., 2002;
Fuentealba et al., 2005; Hounsgaard and Kiehn, 1989; Williams et al., 2002). Bistability has been
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found to occur spontaneously or to be induced by neuromodulators. For example, spontaneous
bistability was demonstrated in Purkinje cells in the rat and guinea pig (Loewenstein et al.,
2005). Turtle and cat motoneurons become bistable after modulation of membrane properties by
serotonin (Hounsgaard and Kiehn, 1989; Perrier and Hounsgaard, 2000). Analysis of neuronal
Hodgkin-Huxley type models exhibiting coexistence of tonic spiking and silence suggests two
main types of mechanisms. First, the depolarized tonic spiking regime and rest state are
separated by the stable manifold of a saddle equilibrium (Izhikevich, 2007). For example, this
mechanism supports bistability of tonic spiking and silence observed in the simplified model of
cerebellar Purkinjie neurons (Loewenstein et al., 2005; Fernandez et al., 2007). The second type,
the trajectory of the tonic spiking of larger amplitude goes around the hyperpolarized rest state so
that the states are separated by the stable manifold of a saddle periodic orbit (Guttman et al.,
1980; Gutkin et al., 2009; Hahn and Durand, 2001; Rinzel, 1978). The regimes of activity that
are separated in phase space by the stable manifold of the saddle type regime, either periodic
orbit or equilibrium state, have also been shown in previous studies by Cymbalyuk and Shilnikov
(2005) in a 3D reduced model of the leech heart interneuron. The presence of a saddle type
separating regime was detected in four types of bistability under different parameter regimes: (1)
tonic spiking and bursting; (2) tonic spiking and tonic spiking; (3) tonic spiking and
hyperpolarized silence; (4) bursting and depolarized silence (Cymbalyuk and Shilnikov, 2005;
Shilnikov et al., 2005; Shilnikov et al., 2008). A saddle periodic orbit is a generic component of a
number of mechanisms supporting bistability in the dynamics of single neurons (Guttman et al.,
1980; Hahn and Durand, 2001; Rinzel, 1978; Fröhlich and Bazhenov, 2006; Cymbalyuk and
Shilnikov, 2005; Cressman et al., 2009; Shilnikov et al., 2005). Its stable manifold acts as a
threshold between the two regimes; and different perturbations of the state of the model could
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induce crossing the threshold and a switch from one regime to the other. Analysis of the process
of switching between regimes of activity with noise or pulses of injected current applied to a
bistable neuron or network is a valuable tool for the investigation of bistability (Guttman et al.,
1980; Gutkin et al., 2009; Hahn and Durand, 2001; Paydafar et al., 2006).
After the separating regime is identified, an essential part of the description of a
mechanism supporting bistability is the description of the appearance and disappearance of the
regime under variation of a controlling parameter. This description allows one to identify the
factors which cause the bistability and the range of the parameter values supporting it. The
choice of parameter is usually dictated by the topic of study. Bifurcation theory provides
appropriate tools for this task. For the Hodgkin-Huxley model, the Rinzel mechanism determines
that the unstable orbit appears through the Andronov- Hopf bifurcation and disappears through
the saddle-node bifurcation for periodic orbits as the polarizing current is varied (Rinzel, 1978).
The Hodgkin-Huxley model was also analyzed under variation of the concentration of K+. This
analysis was motivated by the hypothesis that the elevation of external K+ concentration can
induce seizures. The analysis shows the same mechanism of bistability (Hahn and Durand,
2001).
We investigated the mechanisms supporting multistability of the leech heart interneuron.
Due to the complexity of the model's dynamics, we simplified the high-dimensional model. As a
result, a low dimensional model was developed, which exhibits temporal characteristics close to
those recorded from leech heart interneurons. Although the model is simple, it maintains a
number of biophysical correspondences to the living counterpart. With this model we explored
and accentuated the role of the low threshold slowly inactivating calcium current, as one
sufficient to support a plethora of different mechanisms supporting the coexistence of different
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regimes of activity. It shows six types of multistability: (1) tonic spiking and the hyperpolarized
silent regime; (2) tonic spiking and subthreshold oscillations; (3) tonic spiking and bursting; (4)
bursting and subthreshold oscillations; (5) bursting and the hyperpolarized silent regime; and (6)
bursting, subthreshold oscillations, and silence. We illustrated some of these mechanisms by a
series of numerical experiments to show that they are sufficiently robust to be observed.
In this study we used the leak conductance as the controlling parameter. It was singled
out as such due to the following rationale: in contrast to the other conductances, the leak
conductance does not depend on membrane potential, yet can be modulated. Its variation has a
strong effect on the oscillatory properties of leech heart interneurons (Cymbalyuk et al., 2002).
By using slow-fast decomposition techniques, the universality of leak current parameters has
been exploited in analysis of neuronal dynamics in a variety of models. Typically, low
dimensional systems that are based on Hodgkin-Huxley formalism can be dissected in different
time scales, slow and fast (Rinzel, 1985; Bertram et al., 1995). Such decomposition allows
considering the slow variable as constant in the fast time scale and using it in turn as a
controlling parameter.
It has been shown in neuronal models containing slow currents that the leak current could
be used as a tool to classify the dynamic regimes of a model, since slow currents could be
approximately considered as constant in a fast time scale, and the slow currents can be lumped
together as a component of the leak current (Guckenheimer et al., 2005). Guckenheimer et al.
(2005) applied this idea to describe the neuronal dynamics in several models for which the Na+
current is the dominant fast current. The authors considered models of the Aplisia neuron, the
thalamic relay neuron, a simplified model of the leech heart interneuron, and a neuron from the
respiratory center. They detected bifurcations of a fast subsystem that describe the transitions
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between spiking and silent phases. The analysis was presented in forms of 2D bifurcation
diagrams depicting the regions of oscillatory and stationary states.
The leak current plays an important physiological role in controlling the excitability of
the cell. For example, it has been shown that neuronal activity of leech heart interneurons is
highly sensitive to the leak current. The notion of such sensitivity is supported by experiments
showing that the activity of the leech heart interneuron depends on the method of recording. The
pharmacologically isolated heart interneuron produces tonic spiking activity if the recording is
made intracellularly, whereas it exhibits bursting activity when the recording is performed
extracellularly (Cymbalyuk et al., 2002). It has been suggested that the damaged interneuron
introduces an additional inward leak current that provides a shunting component to the leak
current. Similarly, sensitivity to the method of recording has also been reported in Xenopus
neurons (Aiken et al., 2003). The intracellular recording shows that Xenopus neurons fire a
single short burst or single spikes in response to a depolarizing pulse of current, whereas the
whole-cell recording shows tonic spiking activity in response to stimulation.
In this work, the leak current is described as a non-selective cationic current primarily
driven by K+ ions. We used leak current parameters to describe five different mechanisms of
multistability detected in a low-dimensional model of the leech heart interneuron. We detected
separating regimes supporting different types of multistability as leak conductance varied. Then,
we described their evolution in terms of bifurcations that occurred in the system. These
bifurcations limit the range of leak current parameters where different types of multistability can
be observed. We focused on bistability of bursting and silence since this type had not been
detected in isolated neurons experimentally. We thoroughly studied the mechanism in the lowdimensional model as well as in the 14D model of the leech heart interneuron (Malashchenko,
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Master Thesis, 2007). Similarly to the Rinzel mechanism, the mechanism supporting bistability
of bursting and silence requires the existence of an unstable periodic orbit allowing separation of
the stable rest state (silence) and bursting activity. By applying the bifurcation analysis to models
of the leech heart interneuron, we showed that for a given value of E leak the stable hyperpolarized
equilibrium and bursting regime co-existed in a certain range of values of gleak. For a smaller
gleak, this range is limited by the sub-critical Andronov-Hopf bifurcation at which the unstable
periodic orbit appears. In this regard, the orbit appears in accordance with the Rinzel mechanism
of the coexistence of tonic spiking and silence. For a larger gleak, the range of bistability is
limited by the homoclinic bifurcation of a periodic orbit. The latter distinguishes the mechanism
presented here from the Rinzel mechanism, which has the unstable orbit ceasing at the saddlenode bifurcation for periodic orbits. Outside of the above-mentioned range, bistability of bursting
and silence was not observed. We performed a two-parameter bifurcation analysis to trace the
Andronov-Hopf and homoclinic bifurcations, using the leak current parameters as the bifurcation
parameters. These curves were placed together with the numerically integrated borders of
bistability on the bifurcation diagram in the (gleak Eleak) parameter space. On the diagrams for the
low dimensional model and for the 14D model, we showed that the transition from bursting to
silence coincides with the two-parameter curve of the homoclinic bifurcation (Malashchenko,
Master Thesis, 2007).
This type of analysis of biophysically realistic models could provide help establishing the
origin and roles of bistability in the functioning of the nervous system. Similarly to electronic
and other technical devices, in neuronal networks the bistable neurons could play the roles of
switch, relay, logic, and memory elements (Marder et al., 1996). In the realm of motor control,
bistable neurons appear to be a natural choice as elements of multifunctional central pattern
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generators so that the same network can generate several behavioral patterns (Briggman and
Kristan, 2008; Venugopal et al., 2007; Shilnikov et al., 2008). For example, Brigman and Kristan
(2008) suggest that crawling and swimming CPGs of the leech could be an example of a
multifunctional network. The authors show that the vast majority of neurons are involved in both
behaviors when swimming or crawling is produced. In contrast to multifunctional central pattern
generators, for the leech heartbeat central pattern generator bistability in the leech heart
interneurons seems to be a pathological, life-threatening phenomenon. This study predicts the
existence of bistability of the leech heart interneuron under conditions leading to elevated
conductance of the leak current.
Here, we used the range of leak current parameters leading to bistability as a marker
characterizing a neuronal propensity for bistability. In Figure 4 the range of bistability of
bursting and silence was detected as relatively narrow, bringing difficulties to detecting this type
of bistability experimentally. Therefore, the next question we addressed here is which biological
conditions can affect this range. In this study we introduced a new measure characterizing the
bistability of bursting and silence, called the propensity index. It was defined as the range of leak
conductance leading to bistability. Since the neuron is isolated, we analyzed how up- or downregulations of ionic currents affect the propensity index.
Regulation of ionic current can be controlled by neuromodulators. Moreover, in some
neurons it has been shown that neuromodulators could lead to multistability. For example,
serotonin induces bistability of spinal motoneurons in different animals. Hounsgaard and Kiehn
(1989) found bistability of tonic spiking and silent regimes in the presence of serotonin in an in
vitro preparation of the spinal cord of the turtle. They showed that serotonin supports the
depolarized silent regime, plateau potential, and the Na+-dependent tonic spiking activity.
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Specifically, the plateau potential is maintained by an L-type calcium current and a Ca2+dependent mechanism. It can be revealed by the blockade of Na+ current with TTX. The
perturbation of the neuron by a brief pulse of current switches the activity between the
hyperpolarized and depolarized states (Perrier, Majia-Gervacio, Hounsgaard, 2000; Perrier and
Hounsgaard, 2000). In the leech heart interneuron two L-type Ca2+ currents are described, slow
and fast. Our analysis of the model indicated that these currents had different influences on the
propensity to bistability. Data analysis showed that the increase of slow Ca2+ conductance
increased the propensity to bistability of bursting activity and silence, whereas the increase of
fast Ca2+ conductance reduced it.
Neuromodulators play an important role in controlling motor behavior. In the leech,
endogenous peptide myomodulin has been shown as a modulator of bursting activity of heart
interneurons. The myomodulin decreases the period of interneuron activity through the
enhancement of the conductance of h-current (Tobin and Calabrese, 2005). Based on our
prediction that h-current leads to bistability, the question of whether myomodulin could induce
bistability in an interneuron naturally arises. In other biological systems the role of h-current in
bistability is alternative depending on the cell type and on the mechanism supporting bistability.
An example is the bistability of tonic spiking and silence of cerebellar Purkinje neurons observed
in vitro. Some studies show the blockade of this current induces bistability (Williams et al.,
2002) whereas others reported bistability of Purkinjie neurons in the presence of h-current
(Loewenstein et al., 2005). The ionic mechanism of Purkinjie cell bistability is suggested to rely
on non-inactivating inward currents such as the persistent Na+ current that initiates the
depolarized tonic spiking regime (Williams et al., 2002). Our data indicated that persistent Na+
current plays an insignificant role in bistability of bursting and silence of the leech heart
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interneuron. We also showed that in the model of the Cd2+ - sensitive inspiratory pacemaker, the
blockade of the persistent Na+ current induced the bistability of bursting and silence. Whereas in
the Cd2+ - insensitive pacemaker model of the respiratory center it was the change of kinetics of
h-current that caused the bistability. These findings might shed light on differences in the roles of
h-current and persistent Na+ current in bistability of Purkinjie cell and the neurons described
here.
We investigated the effect of up- or down-regulation of each current on the bounds
limiting the separating regime and the propensity index. Only two currents were shown to
increase significantly the propensity index: fast Ca2+ current and hyperpolarization-activated
cationic current. Based on our modeling study, we predicted that by manipulating these currents
experimentally one could reveal the bistability of bursting and silence in a single neuron
experimentally. The methods described in this work allow one to investigate the effect of
currents in bistability and can be applied to other neuronal models if the mechanism and the
separating regime supporting bistability are known.
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5. APPENDICES
5.1 Model of Half Center Oscillator

A half-center oscillator was modeled by 38 first-order differential equations system. It
represents the dynamics of two identical leech heart interneurons coupled through inhibitory
synapses. The changes of the membrane potentials on both neurons are described by the
following equations:

dV1
1
1
1
1
1
1
1
1
1
1
1
 ( I Na  I P  I CaF  I CaS  I h  I K 1  I K 2  I KA  I leak  I inj (t )  I SynS  I SynG );
dt
dV
2
2
2
2
2
2
2
2
2
2
2
C 2  ( I Na  I P  I CaF  I CaS  I h  I K 1  I K 2  I KA  I leak  I SynS  I SynG ),
dt
C

where C is membrane capacitance and INa, IP, ICaF, ICaS, Ih, IK1, IK2, IKA are voltage-gated currents.
Currents are modeled based on Hodgkin-Huxley formalism as Iion=gion*miion*hjion (V-Eion).
Equations describing currents are the same as for the model of the isolated leech heart
interneuron that was described in Appendices 5.1. Parameters such as capacitance, maximum
ionic conductances and reversal potentials were also presented in Appendices 5.1.
Synaptic currents are given by the sum of the spike-triggered and graded components, which are
determined by the following equations:
I SynS  g synS M 1 (V1  E syn ) FSY1
1

I SynS  g synS M 2 (V2  E syn ) FSY2
2

I SynG 
1

I SynG 
2

g synG (V1  E syn ) P23
P23  Co
g synG (V2  E syn ) P13
P13  Co

,
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where gsynS = 150 nS and gsynG = 30 nS are the maximum conductances of the spike-triggered and
graded synaptic currents, correspondingly. Esyn is the synaptic reversal potential (Esyn = -0.0625
V), and Co = 10-32 [C3].
Dynamical variables FSX and FSY represent activation and inactivation of the spike-triggered
synaptic current and M is the modulation variable of the current. Fast synapse variables are
described by the following equations:

dM 1 tau (1000,0.04,0.1,0.9, V2 )

dt
0.2
dM 2 tau (1000,0.04,0.1,0.9,V1 )

dt
0.2
dFSY1 FSX 1  FSY1

dt
0.011
dFSY2 FSX 2  FSY2

dt
0.011
dFSX 1
f (1000,0.01, V2 )  FSX 1

dt
0.002
dFSX 2
f (1000,0.01,V1 )  FSX 2

dt
0.002

where

f ( A, B,V )  (1  e A(V  B ) ) 1

tau ( A, B, C , D,V )  C 

and

the

time

constant

tau

is

described

by

D
.
1  e A(V  B )

Graded synapse IsynG is governed by the dynamical variables P and A. P depends on Ca2+
currents and a dynamical threshold A. P and A variables are given by the following equations:
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dP1
 max( 0,( I CaF  I CaS )10 9  A1 )  10 P1
dt
dP2
 max( 0,( I CaF  I CaS )10 9  A2 )  10 P2
dt
dA1 10 10 f (100,0.02, V2 )  A1

dt
0.2
10
dA2 10 f (100,0.02,V1 )  A2

dt
0.2
Function max( 0,( I CaF  I CaS )10 9  A1, 2 ) yields value of  ( I CaF  I CaS )109  A1, 2 for the
condition  ( I CaF  I CaS )109  A1, 2 ≥0, otherwise the value of the function is zero.
Bistability of HCO was demonstrated under the condition with elevated leak conductance.
Figure 3.2 demonstrates the switch of the half-center oscillator activity from bursting to silent
regime triggered by a negative pulse of current. Pulse was applied at the time 20.3 sec. The
duration of the pulse was 0.03 sec and the amplitude was set to 0.3 nA. The initial conditions for
the activity presented in Figure 3.2 are given in Table 5.1.

Table 5.1: Initial conditions of HCO model.
coordinates

Neuron 1- HN(L)

Neuron 2- HN(R)

V

-0.043285962477163

-0.057036910025725

mCaF

0.932234202216838

0.001725626832112

hCaF

0.006921199822378

0.638046881080213

mCaS

0.916151724457494

0.013972029923988

hCaF

0.187029801239018

0.700079996523472

mK1

0.075217838683608

0.005500600080519

hK1

0.752177336656006

0.961186533947848

mK2

0.231118880189264

0.044830626059398

mKA

0.581580647828857

0.150536165542992

hKA

0.028618531911801

0.281637973529545

mh

0.278261391037481

0.545500724334109

110
mP

0.402773326824277

0.106159406948084

mNa

0.105008802133364

0.014684695603250

hNa

0.967575377360531

0.999998833416576

FSX

0

0.000000001506794

FSY

0

0.011974737168553

M

0.100003371291043

0.454000702006309

P

0.000000000009250

0

A

0.000000000002402

0.000000000016832

