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1．まえがき
現実世界には宇宙空間や深海，被災地など人間では作業し難い環境が多々ある．そのような環境でロボッ
トに人間の代わりとして作業させることを目的とした研究が現在盛んに行われている5)19)．ロボットのほ
とんどは設計者によって与えられた制御則に従って行動する．この制御則をロボットに与えることは設計者
がその環境を熟知していることが前提である．しかし，設計者がその前提を満たすことは困難である場合
が多い．そこで設計者がロボットに制御則を与えるのではなく，ロボットが環境に適応した制御則を自律的
に獲得する手法として強化学習(ReinfbrcementLeaming)7)8)9)10)13)14)15)17)18)が注目を集めている．
強化学習は，学習者(エージェント）が試行錯誤を通して環境に適応する学習制御の枠組みである．従来
扱われてきた強化学習の問題はマルコフ決定過程(MafcovDecisionPfocessMDPs)1)であり離散的な環境が多かった．しかし，現実世界のほとんど問題は非ＭＤＰで連続的な環境である．ロボットを扱う環境は現
実世界であるため，強化学習をロボットに適用するためには非ＭＤＰｓの問題を対象とした手法が必要不可
欠であると考えられる．強化学習の手法として環境同定型と経験強化型が提案されている．代表的な手法
として環境同定型のQ-lealningl6）と経験強化型のProfitSharing2)12)が知られている．
本研究は，超小型移動ロボット(Kheperall)に強化学習を適用し，ロボットが環境に適応した制御則を自
律的に獲得することを目標としている．実ロボットの学習には多大な時間が必要であるため，実機を用い
る前段階としてシミュレータ(Webots:Kheperallを高い水準でシミュレートする）を用いる．本論文では，
シミュレータを用いてエージェントに強化学習の代表的な手法であるQ-learnmgとProntSharingを適用し，迷路問題を対象として両学習法を比較検討する．
本論文は，第２章を強化学習の概要，第３章を強化学習手法の紹介，第４章をエージェントに強化学習
手法を適用した実験，第５章をむすびとする．
2．強化学習
強化学習とは，エージェントは図ｌのように環境との相互作用を繰り返し，環境に適応する学習制御の枠
組である．教師付き学習とは異なり，状態入力に対する正しい行動出力を明示的に示す教師が存在しない．
エージェントは教師のかわりに報酬というスカラーの情報を手がかりに学習するが，報酬にはノイズや遅
れがある．そのため，行動を実行した直後の報酬をみるだけでは，エージェントはその行動が正しかったか
どうかを判断できないという困難を伴う．
ここでは，強化学習の学習の主体となるエージェントとマルコフ決定過程について説明する．
２１学習者(エージェント）
エージェントは予め環境に関する知識を持たず，状態遷移を繰り返し，やっと目標にたどり着くような段
取り的な行動を行う．
エージェントは図２のように３つのモジュールにより構成されている．状態認識器はエージェントが現
在存在する状態を認識する．そして状態認識器から学習器に現在の状態`情報を渡す．学習器は強化学習を適
用するモジュールである．学習器には各状態における行動の重みが蓄えられている．そして学習器から行動
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選択器に重みを渡す．行動選択器はエージェントの次の行動の選択をする．
／Ｙ、
卜川！ tｅＲｅｖｖ色rＣ
図２エージェントの構成図１エージェントと環境の関係
２２マルコフ決定過程(MarkovDecisionProcessMDPs）
マルコフ決定過程(MaIkovDecisiollPmocessMDPs)とは，現在の状態s(（)が－つ前の状態s(（＿l）と行
動α(t-l)にのみ依存し，それ以前の過去の状態と行動に依存しないことである．グリッド環境を例に挙げ
て詳しく説明する．グリッド環境とは図３のように格子状(マス)で区切られた空間のことある．エージェ
ントは図３で上下左右に移動できるとする．ＭＤＰｓの場合，図４のようにエージェントが現在いるマスに
移動する以前のマスは必ず上下左右のマスのうちのどれかである．しかし，図５のようにエージェントが
風の影響を受け次の状態が予測できない状況などは非ＭＤＰｓである．要するにＭＤＰｓではエージェントの
現在の状態とエージェントの行動則から前の状態が予測できるが，非ＭＤＰｓではエージェントに他の影響
が加わり現在の状態とエージェントの行動則から前の状態が予狽Ｉできないということである．また，エー
ジェント自身において摩擦や認識のずれなどがある場合も非ＭＤＰｓになる．すなわち，エージェントが移
動するような現実世界の問題の多くは非ＭＤＰｓであると考えられる．
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3．強化学習手法
ここでは，強化学習の手法である環境同定型と経験強化型，そして強化学習でよく用いられる行動を選
択する手法について説明する．
3.1環境同定型
環境同定型は環境をすべて探索することで最適解を導き出す．しかしその前提としてＭＤＰｓを満たして
いなければならない．また最適解を導くには環境すべてを探索する必要があるので学習時間は膨大となる．
環境同定型に属する手法としてＴＩ)学習，そしてＴ、学習を発展させたQ-leaTningとActor-CTiticなど
がある．次の節よりそれらの手法について説明する．
ＴＤ学習
ＴＤ学習(Te、[)oralDi[merellc肌燈arning)は，経験から直接学習し，目標到達しなくても次の状態の行動
価値1/似+,)により現在の行動価値(/い)を更新する．以下の更新式を用いて行動価値{/(８t)を更新する．
ｖ(s')←(１－α)ｖい`)＋α(rj+]＋Ｗ(sf+,)）
ここでｔは現在の時間，ｓｆは現在の状態，ｓ`+1は次の状態，ｒ$は環境から得られる報酬，α(Ｏ＜α三ｌ）
は学習率，γ(０三７＜l)は減衰率である．
Q-1earning
Q-lcamngは，現在の行動価値Ｑ(Ｍ)を現在の状態から遷移可能な状態の最大行動価値を減衰した値を
反映させ強化する手法である．環境との試行錯誤による相互作用の繰り返しを通して行動価値Ｑ(Ｍ)を推
定する．次式を用いて行動価値Ｑを更新する．
ＣＭ←'1-｡MＭ１+･(叶卿，ｗ)）
ここでｓは現在の状態，αは現在の状態における行動，ｓ'は次の状態，α'は次の状態における行動の候
補，’･は環境から得られる報酬，ｲﾙ(0＜α三］)は学習率，７(０三７＜ｌ)は減衰率である．
Actor-Critic
ActoT-Critic6)'１）は，行動を司るActor部と評価を司るCritic部に分かれている．Actor部で行動を選
択し，Critic部で行動の評価を行う．以下の更新式を用いてActor部で行動優先度Ｐ(ｓＭｕｌ)，Critic部で
状態評価値Ｗｓｔ)を更新する．行動優先度及び状態評価値の更新はエージェントが行動する度に行われる．
Actor-Crlticの学習モデルは図６である．
行動優先度
７，－ルバ"－r`＋γ1/(st+,)－１/い）
Ｐ(ＳＭＩ）←Ｐ(ｓｈｕｌ)＋αＴＤ－ルツⅣ
状態評価値
ｖ(s`)←(ｌ－ａＷ低)＋α(r`+,＋Ｗ(s`+,)）
ここでs`は状態,剛士環境から得られる報酬,α`は選択された行動,ｇａｍｍｑ(ｏ三γ＜ｌ)は減衰率,α(０＜α二ｌ）
は学習率，Ｐ(ｓｍａｌ）は行動優先度，Ｖ(s`）は行動前の状態評価値，Ｉ/(s`+]）は行動後の状態評価値，ＴＤ－
Ｅ'γ０１．はＴＤ誤差である．行動優先度は，状態s`で行動ａｔのそれぞれを選択する(優先させる)傾向を与
える値である．Ｔ、誤差は，選択された最新の行動ａｔを評価するのに使われる．ある行動に対しＴＤ誤差
が正の場合ならその行動を選択する傾向を強め，負の場合ならその行動を選択する傾向を弱める．
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動
図６AcLor-Criticのモデル
3.2経験強化型
報酬を獲得できる行動を優先して選択するため最適`性は保障されない．ただし，環境同定型に比べて非
ＭＤＰｓの場合でも学習しやすく，学習速度が速い．
ProfitSharing
ProfitSharingは，報酬を得たときにそれまでに使用した状態行動対８t,ａｔを一括して強化する手法であ
る．次式を用いて行動価値Ｗを更新する．
Ｗ(sぃａｔ)←ｗ(５Ｍ,)＋ノ(t,け,Ｔ）
ノ(t,，勘T,Ｔ)＝βT-`-1,丁
ここでノは強化関数と呼ばれる関数であり，γは報酬，β(０二β二ｌ)は減衰率，Ｔは報酬が発生した時
刻である．
3.3行動選択法
行動選択法とは，エージェントの行動選択器を司る部分である.上述したQ-learIli''９とPTofitShariIlg
にはよく用いられる行動選択法がある．ここではその行動選択法を説明する．
E-greedy選択法
Q-leamingでは,行動選択法としてE-greedy選択法がよく用いられる．E-greedy選択法とは,Ｅ(Ｏニビニ，）
の確率でランダムに行動を選択し,それ以外の(ｌ￣()の確率では，現在の状態のおいて最大の評価値を持
つ行動を選択する方法である．
ルーレット選択法
ProfitSharingでは，行動選択法としてルーレット選択法がよく用いられる．ルーレット選択法は，ある
状態ｓにおける各行動価値Ｗ(Ｍｊ）を全行動価値の合計ＥａＷ(Ｍ)で害||り，確率を求め，その確率により
行動を選択する方法である．
Ｐ(αmls)＝ｗ(５，α,i)/z"ｗ(s,('）
4．実験
本実験の目的は，エージェントによく研究で用いられるQ-learningとProfitSharingを適用し，シミュレー
タを用いて迷路問題を対象とし両学習法を比較検討することである．以下ではKheperallの説明，WGbots
の説明，実験環境(実験問題)，実験設定，実験結果と考察の順に説明する．
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4.lKheperalI
KheperalIは，強化学習の研究においてよく用いられるロボットである．３)4）
エージェントとして扱うロボットＫ}leperaIIについて述べる．Khel)erallを図７に示す．KheperaIIの仕様は,直径70[mm]，高さ30[mln]，重さ80[g],ＣＰＵモトローラ68331プロセッサ24[MHz]，ＲＡＭ512[Kbyte]，Flashメモリ512[Kbyte]を搭載している．また、ＤＣモータ(速度2～60[cｍ/sec])を２つ，赤外近接センサ
と光センサが一体化したものを図８の８箇所に装備している．赤外線センサの有効範囲は70[mm]である．
鰯
図７Kheperall図８Kheprallのセンサ位置
4.2Webots
Webotsは，知能ロボット研究者や教育者，技術者のための高機能シミュレータであり，Kheperallのシ
ミュレートでよく用いられる．ロボットの自律動作技術，進化ロボット技術などの知的ロボット技術一般の
実験や，コンピュータ視覚系，人工知能技術などの研究に適した研究開発ツールである．
４３実験環境(実験問題）
問題として迷路問題を扱う．迷路問題はスタートおよびゴールが与えられ，ゴールまでの道には複数の壁
が存在する．実験で用いた迷路は，図９のような強化学習で頻繁に使われる迷路１０）を用いる．しかし，迷
路はグリッド環境ではなく連続的な環境となっている．迷路のサイズは縦60[cm]横90[cm]とする．スター
トとゴールは図９に示す通りである．
4４実験設定
エージェントの設定は，KheperalIの外形及びセンサの設定と同一である．ｌ状態における移動方向の候
補を図１０に示す．１回の行動選択につき，移動可能ならば25[mm]移動する．状態認識と行動選択と移動
を１ステップとする．スタートからゴールまで到達することをｌ学習とする．Q-learnlngの設定は，各初
期状態行動評価値を０１，学習率を０１，減衰率を0.95,報酬を１０，Ｅを０．１とする．ProfitSharingの設定は，各初期状態行勤評価値を０．１，減衰率を0.95,報酬を１０とする．両学習法の学習回数は１００００回とす
る．また，ｌ学習は50000ステップを超えると終了し，次の学習に移る．
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図９実験問題で使用する迷路 図1０ 1状態における移動方向の候補
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4.5実験結果と考察
図１１にQ-learning，図１２にProfitSharingの実験の結果を示す．縦軸はｌ学習におけるステップ数，横
軸は学習回数を示す．図11から，Q-learningは学習を進めてもステップ数は収束は見られない．それに対
し，図１２から，Pro6tSllaringは学習回数を重ねる毎にステップ数の収束が見られる．実験で用いた環境
では，ProfitSharingはQ-1eal．､ingよりも適していると言える．このような結果になったのは，Ｑ－Ｍ･IIiIlg
では環境すべてを探索するため報酬の値が全体の行動価値に分散し，Ｉ〕TofitShaTingでは報酬の値が有効な
行動価値に振り分けられ集中したためと考えられる．最終的にＰｒｏｎｔＳ},aringは図］３のような壁伝いに移
動するという行動をエージェントが獲得し，ゴールにたどり着くようになった．
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図1３ProhtSharingによって最終的に得た行動
5．むすび
本論文では，Kheperallに強化学習を導入する前段階としてシミュレータを用い，強化学習手法の代表例
であるQ-learningとＰ]GofitSharingをエージェントに適用し比較実験をした．迷路問題を対象とした結果，
ProfitSharingの方がQ-learnlngより適していることを示した．
本論文で用いた連続的な環境の迷路問題においてＫ},eperallに環境同定型のQ-leanlingと経験強化型の
ProfitSharingをエージェントに適用したが，１００００回の学習ではQ-learningのステップ数の収束は見られな
かった．今後の課題として，環境同定型で連続的な環境に適応する可能性のある第３章で述べたActor-Critic
をエージェントに適用し，Q-learningやProfitSharingの結果と比較検討する．
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Reinfbrcementlearningisknowntobeafiameworkofthelearningcontrolbywhichanagentadapts
himselftoenvironmentthfoughtrialandelToLThetypicalrein化rcementleal･ningmethodsareQ-
learningandProfitSharinglnthispaper,weconlparethereinlbrcementlearnillgmethodsofQ-leal･ning
andProfitSharingusingamicromoverobotKheperaILTheexperimentfbrreinfbrcementlearingusing
arealrobotisimpracticaLTherefbre，theprece(lelltsinlulationisveryllnporta11t，aI1dweuseasimulator
calledWebotｓｓｏｔｈａｔｔｈｅｒｅａｌｒｏｂｏｔＫｈｅｐｅｒａＩＩｅｆficientlylearnsanenvironmellt．Asalearingproblem，
weadoptamazepmoblem、ThecomparisonresultsshowthatProfitSharingoutperfbrmsQ-learingim
termofthelearningspeed．
