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With the ever increasing traﬃc demands in the networks, it has
become essential to design networks that are robust to diﬀerent traﬃc
conditions. The common approach of proceeding by over-provisioning
to accommodate traﬃc change, or events such as link failures, leads
to a massive waste of resource and energy. On the other hand, it is
challenging to provide solutions which are robust to traﬃc change due
to unpredictable nature of the traﬃc. This thesis focuses on providing
robust optimization models for power eﬃcient and resilient networks
with traﬃc uncertainty.
In the first part of the thesis an optimization model for power
eﬃcient networks with traﬃc uncertainty is introduced. Most of the
studies nowadays pertaining to the field of green communications are
based on estimates of real traﬃc matrix. However predicting the traf-
fic matrix is a diﬃcult task for network operators. These models may
not be fully applicable in a context where the traﬃc often fluctuates.
The optimization approach presented in the thesis, which is named
the hose model with bound of link traﬃc (HLT), is extended from the
hose model. By using HLT, the knowledge of the exact traﬃc infor-
mation is not required. The model is constructed by specifying the
total outgoing and incoming amount at each node and the total traﬃc
going through each link. The power eﬃciency problem is formulated
as a mixed integer linear programming (MILP) problem, with an ob-
jective to reduce the flow through each link and allow the links to be
put to sleep mode. To mitigate the complexity of solving the MILP
formulation, an heuristic based on a linear programming formulation
of HLT is presented. Simulation results show that the scheme, while
being robust to traﬃc uncertainty, achieves power eﬃciency compa-
rable to the models where the knowledge of the traﬃc information is
required.
In the second part of the thesis, the optimization model based
on HLT for resilient networks, is presented. The spare capacity as-
signment problem is investigated. Preplanned link restoration pre-
allocates protection resources during the configuration phase of the
networks. The technique involves over-provisioning of the network
resources to provide enough spare capacity in order to route the traf-
fic on backup paths in case of failure in the primary network. As a
consequence, this induces extra-costs for the operators. Minimizing
the toll incurred by the protection techniques is desirable for them.
Most of the link protection techniques nowadays are either designed
to provide along the backup path(s) the same capacity as the primary
failed link, or by taking into account exact values of the traﬃc de-
mands. While it is possible to reconsider the capacity requirement,
it is worth recalling the diﬃculty for the operators to know the exact
traﬃc matrix (set of traﬃc demands) in the network. We provide
a mathematical formulation to minimize the capacity requirements
of the backup networks, which considers the traﬃc uncertainty. The
design of a backup network, which exclusively reroutes the traﬃc in
case of a link failure in an existing primary network, is considered. We
formulate a linear programming problem for the design and capacity
provisioning of backup networks with traﬃc uncertainty under HLT.
From the simulation results, a reduction ranging from 29.75% to 70%
is achieved in the spare capacity required for the backup networks.
“My son, if you accept my words and store up my commands within
you, turning your ear to wisdom and applying your heart to
understanding — indeed, if you call out for insight and cry aloud for
understanding, and if you look for it as for silver and search for it as
for hidden treasure, then you will understand the fear of the Lord
and find the knowledge of God. For the Lord gives wisdom; from his
mouth come knowledge and understanding. He holds success in store
for the upright, he is a shield to those whose walk is blameless, for he
guards the course of the just and protects the way of his faithful
ones.” (Proverbs 2:1-8 NIV)
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How to reduce the energy consumption has recently become a major concern
for industries due to economic and also environmental reasons. The information
and communication technology (ICT) sector only has been reported to contribute
to the worldwide power consumption by 2% to 10% [3] [4], and the volume of
CO2 emission produced estimated to be approximately 2% of the total man-made
emissions [3]. The huge power consumption in ICT derives from the traditional
approach used to design and dimension networks. In order to assure robust-
ness againts peak hours traﬃc and accommodate unexpected events such as fail-
ures, one common approach is to proceed by over-provisioning and redundancy.
Namely, these techniques involve providing the network with more capacity than
needed, and duplicating some devices for the only purpose of taking over the
tasks in case of device failure. This unfortunately results in links underutilization
during low-traﬃc periods [5] (30-40%) and also power waste [6]. Increasing the
network utilization operation allows to reduce the energy consumption by turning
oﬀ or putting on standby the unused resources, however at a cost of compromising
the network performance and quality of service (QoS).
There has been ongoing research to reduce the energy consumption of networks
based on Open Shortest Path First (OSPF) protocol [7][8][9]. In OSPF the traﬃc
is routed through predetermined shortest paths determined by Dijkstra algorithm.
From the load balancing view point, OSPF performs poorly because routing the
traﬃc through predetermined paths can lead a part of the network to be congested
whereas the other one is underutilized.
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Multi Protocol Label Switching (MPLS), however, oﬀers more flexibility by
explicitly selecting the route for each flow or traﬃc demand. Traﬃc engineering
through MPLS has also been widely used in order to face the challenges of green
networking. The approaches encountered in the literature related to this field are
mainly divided into the following categories: i) optimization-based approaches,
and ii) algorithms & heuristics. As for their intrinsic nature, heuristics result
from the diﬃculty of solving mathematical formulations in practical time or for
larger topologies.
When all the works have a common objective of reducing the resource usage in
the networks, they generally diﬀer in the level of abstraction made on the elements
that should be powered on or oﬀ. In some works, the objective is to turn oﬀ or
put on sleep nodes and links, while in others it is to turn oﬀ chassis and line
cards. This points out the diﬃculty of having unified power models to describe
the power consumption in the networks. Further, the integration of technologies
such as dynamic voltage scaling and adaptive link rate in latest networking devices
would allow to achieve the best performance of these approaches. For a survey
on the strategies and the taxonomy of green networking research, we would like
to refer the reader to the survey paper of Bianzino et al. [10].
Aside from reducing the power consumption in networks, it has also become
crucial to opt for eﬃcient link protection mechanisms to limit the impact of fail-
ures. Nowadays, with the transmission rate exceeding 10 Gbits/s in the backbone
networks [11], any link failure can lead to the loss of a huge amount of data.
Link protection mechanisms are mainly divided into two categories: the ones
which allocate the ressources on demand, upon request, and the others referred
as preplanned link restauration or spare capacity assignment, which pre-allocate
the resources during the configuration phase of the network [11][12][13][14][15].
The former method has the advantage of using eﬃciently the spare capacity, but
has a weakness on the connection set-up time. The latter, however, insures a fast
recovery time because the spare capacity assignment is performed in advance to
tackle any link failure pattern. This approach, nevertheless, leads to an over-
provisioning of the protection resources, thus to non-negligible extra-costs for
network operators.
2
1.1 Uncertainty of the traﬃc
How to reduce the spare capacity for preplanned link restauration is considered
in the last part of the thesis. Inspired by the previous works in [16][1], we consider
the design of a backup network built from a primary network to exclusively reroute
the traﬃc in case of failure of the primary links. Single link failure is considered.
The term robust is used in this thesis to qualify networks whose energy per-
formance is not highly influenced by changing traﬃc conditions. In the second
problem considered (spare capacity assignment), the robustness is related to the
network ability to handle the traﬃc uncertainty in case of single link failure, for
the amount of spare capacity provisioned.
1.1 Uncertainty of the traﬃc
In Internet Protocol (IP) networks a traﬃc demand is defined as the traﬃc volume
that a source node requests to send to a destination node, whereas the link
capacity is the maximal volume of traﬃc that a link can accommodate. The traﬃc
demands and link capacities are expressed in bits per seconds (bps). The set which
describes all the demands between every source-destination pair in the network is
called the traﬃc matrix. It is diﬃcult for network operators to know the actual
traﬃc matrix, especially when the network size is large, since every traﬃc demand
between source and destination nodes easily fluctuates; depending on the users’
needs. Dealing with the uncertain nature of the traﬃc is a challenging work for
network operators.
Most of the studies on minimizing the network energy consumption nowadays
assume the knowledge of the exact traﬃc matrix [2][17][18][19]. This limits their
application due to the fact that the schemes are designed only considering given
values of the traﬃc demands. There are many works on estimating the traﬃc
matrix [20][21][22][23]. However, it remains a diﬃcult and exhaustive task for
network operators. For instance, in IP networks, to measure the demand dpq at
source node p, the node checks all the destination addresses in each IP packet
header and counts the number of packets destined to node q. This, as a conse-
quence, makes the processing load of node p increase. Apart from the diﬃculty
of traﬃc estimation, it is more desirable for operators to avoid frequent dynamic
route changes to accommodate any traﬃc fluctuation.
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Figure 1.1: Measurement of traﬃc demand
Figure 1.2: Fluctuation of traﬃc demand
1.2 Related works
1.2.1 Power eﬃcient networks
Several works on how to reduce the networks power consumption were presented
in the literature. Most of them are built under the assumption that the traﬃc
matrix is given. We call this model where the traﬃc information is known, the
pipe model. These works generally achieve a high performance, however they may
not guarantee enough flexibility in face of traﬃc uncertainty.
Bianzino et al. by proposing a green routing as an optimization problem [2],
aim to achieve energy savings by shutting oﬀ links and nodes inside the network.
They formulated a mixed integer problem, whose objective is to find the network
configuration (loads and on/oﬀ status of the nodes and links) that minimizes the
total network energy consumption. They assumed the knowledge of the traﬃc
matrix and used several power models to evaluate the energy savings. In their
simulations it was possible to achieve up to 52% energy savings depending on




On the same order, Chiaraviglio et al. [17] provided an integer linear pro-
gramming (ILP) formulation to reduce the number of nodes and links that need
to be powered on in order to reduce the power consumption in the network under
connectivity and QoS constraints. Then, they predented heuristics to alleviate
the NP-hardness of the problem. Depending on the policies of the heuristics (ran-
dom, least-link, least-flow etc.) they could switch oﬀ up to 50% of the nodes and
30% of the links for Oﬀ-peak scenarios. In their extended work [18], they derived
more complex formulations than the original formulation [17], but that can scale
up to middle-sized networks. Further, they considered synthetic topologies.
In an attempt to build a scheme which is independent of the traﬃc matrix
information, GRIDA [24] was introduced as an algorithm for reducing power con-
sumption in Internet Backbone Networks. The algorithm, under QoS constraints
and reports from Link-State Advertisement (LSA) messages, selects for each node
the best configuration (set of incident links to be switched on or oﬀ). However,
as the algorithm mainly runs on trial and error basis to validate or discard a node
configuration, severe violations may occur in the network.
As for another scheme which can adapt to several traﬃc situations, ElasticTree
[25] was presented for data center (DC) networks. In their work the authors
used three kinds of optimizers (Mixed-ILP formal model, greedy bin-packing and
topology aware heuristic) to achieve energy savings. The traﬃc models considered
in the experiments are: uniform, random, sine-wave (to reflet the day and night
traﬃc pattern in DC) traﬃc demands. They also used realistic traﬃc model from
traces collected from a production data center hosting an e-commerce application.
From their experiments it was possible to save up 50% of the energy in DC
networks.
As an extension from Fisher et al. [19] work, and to take account of traﬃc
uncertainty, the hose model was applied to networks with bundled links in [26].
The hose model sets bounds on the traﬃc, rather than considering exact values
of the traﬃc matrices, to accommodate traﬃc change. In the work in [19] the
power savings achieved are a function of the number of cables in each link that
can be powered oﬀ. The enabling technology was particularly discussed in [27].
Compared to other approaches such as those based on shortest-path routing, it
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was possible to achieve a significant power eﬃciency. The hose model is robust
to highly changing traﬃc conditions. However, compared to the pipe-model for-
mulation, the energy eﬃciency is still limited.
The most related work, that shares the common objective of reducing the
network power consumption by considering the uncertainty of the traﬃc, is the
one presented by Addis et al. [28]. In their work they considered the uncertainty
of traﬃc estimation and introduced a method based on predicted values of the
traﬃc. Their approach is based on robust optimization [29] that assumes the value
of each traﬃc demand can vary with a uniform distribution inside a symmetric
interval centered on a nominal predicted value. While it is possible for them to
achieve up to 60% of energy savings, it is worth pointing that the scheme involves
traﬃc prediction and requires careful settings of the diﬀerent parameters. The
scheme introduced in this thesis diﬀers by its simplicity on establishing the bounds
on the traﬃc to achieve robustness.
1.2.2 Spare capacity assignment problem
Banner et al. [16] show that the resource provisioning overhead, in designing
the backup networks, is limited when the following practical considerations are
taken into account: the hop-count limitation of the bypass paths, the rerouted
traﬃc splitting among a bounded number of bypasses, and the constraint that the
backup network should be a subgraph of the primary network. They formulate
the backup design problem as an integer linear programming (ILP) problem and
provide several heuristics to reduce the computational complexity of the optimal
ILP formulation. In the work of Johnson et al. [1], which is an extension of
the previous work, multiple link failures are considered. The authors further
consider the failure probability of the primary links and apply the results of the
robust optimization [30][31][29] field to design backup networks that are robust
to the uncertainty in link failure. They provide an ILP formulation of the backup
network design problem and present a heuristic based on the simulated annealing
approach to solve the problem for large-scale networks. Both works in [16][1] lower
the capacity provisioning when designing backup networks. From our observation,
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the operator can still reduce the provisioning requirements by adding the bounds
on the traﬃc as an input to the design problem.
Koster et al. consider the uncertainty aspect of the traﬃc in designing surviv-
able networks in [32]. In the design problem, the capacity is shared between the
working and protection paths. Consequently, both working and protection paths
share the same risk of link failure. It is desirable to reduce the risk of failure
of the protection paths by separating the resources aﬀected to the working and
protection elements, respectively. The principle of the spare capacity assignment
problem is illustrated in Fig. 1.3.
Figure 1.3: Backup network example shown as solid directed links over bidirec-
tional primary network (dotted links) [1]
1.3 Problem statement
Based on the preceding works relating to power eﬃcient networks, using the for-
mulations based on the knowledge of the exact traﬃc information (pipe model)
makes it possible to achieve significant energy performance in green networking.
However, these approaches, apart from the diﬃculty of traﬃc prediction for op-
erators, have weaknesses in face of traﬃc fluctuation, because they mostly apply
to one traﬃc pattern at a time. A scheme applying the hose model on the other
hand, provides robustness against traﬃc uncertainty, but meager energy perfor-
mance compared to the first ones. The limitation with the hose model, which is
highly conservative, is due to the wide range of traﬃc specification considered.
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Being able to provide an energy eﬃciency comparable to that of the pipe model,
while guaranteeing robustness against traﬃc uncertainty is desirable for network
operators. This is the objective in this thesis.
Most of the approaches to assign spare capacity in the networks rely on given
values of the traﬃc demands or over-provision the network to accommodate traﬃc
change. While the design of backup networks based on predefined values of the
traﬃc demands may not be fully applicable in real-life applications due to traﬃc
change, it also constitutes a technical challenge to take into consideration the
uncertainty of the traﬃc without over-provisioning the networks.
1.4 Contributions
This thesis introduces optimization models for the design of power eﬃcient net-
works, and the design of reliable networks through the spare capacity assignment
problem, under uncertain traﬃc conditions.
The optimization approach presented in this thesis is based on a model ex-
tended from the hose model. The hose model was introduced by Duﬃeld et al.
[33] as a flexible service model for virtual private networks (VPN). Altin et al.
[34] presented several MILP formulations in the network design problem encoun-
tered when provisioning VPNs, under the assumption that traﬃc is unsplittable.
The case where each traﬃc demand can be split and routed along several paths
was considered in [35]. The hose model was also applied to the field of link weight
optimization [36]. OSPF link weights were optimized to improve network per-
formance and QoS under the hose demand uncertainty scheme for the first time
in [37]. In the hose model, contrary to a pipe model, the exact traﬃc matrix
does not need to be specified by the operators. They can however from their
experience set bounds on the total outgoing and incoming traﬃc at each node.
Modeling the traﬃc in this way allows the design of an optimization scheme that
can accommodate any traﬃc matrix that fits within these bounds. The hose
model is robust against traﬃc uncertainty. However, the authors in [34] pointed
out the necessity of having a less conservative traﬃc uncertainty model that may
exploit the available network statistics.
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We introduce green HLT a robust green optimization scheme to achieve power
savings in MPLS networks under traﬃc uncertainty. We attempt to achieve a
comparable energy eﬃciency that the schemes based on the knowledge of the
exact traﬃc information. We further enhance the performance of hose model-
based optimization in green research. Our scheme is based on an extended version
of the hose model called hose-model with bound of link traﬃc (HLT) [38]. The
HLT model is obtained by adding tighter bounds to the traﬃc, bounds which
are derived from the measurement of the total traﬃc going through each link.
The principle of HLT is illustrated in Fig. 1.4. Additionally, we use a power
model to describe the energy consumption and formulate a mixed integer linear
programming (MILP) problem, with an objective to reduce the flow through
each link and allow the unnecessary links to be put to sleep mode. Hereafter,
we denote the total power consumption as the sum of all the amounts consumed
by the links taken individually. While being robust against traﬃc uncertainty,
simulations show that our model is able to achieve comparable performance to the
models that require the exact traﬃc matrix information. Due to the complexity
for solving the MILP formulation, we present a heuristic for green HLT that
achieves satisfactory performance in practical time.
We apply the robust model of HLT to the preplanned link restoration field by
proposing a mathematical formulation for the spare capacity assignment problem.
We lower the over-provisioning overhead by providing the backup network with
the strict necessary capacity to ensure the rerouting of the traﬃc in case of single
link failure in the primary network, by taking into account the uncertainty of the
traﬃc. We consider the design of a backup network built from a primary network
to exclusively reroute the traﬃc in case of single failures of the primary links.
While the related work in [1] presents a scheme that is robust to the uncertainty
in link failures, our approach is to design a scheme that minimizes the required
capacity in the backup network and that is robust to the uncertainty of the traﬃc.
We present a linear programming (LP) problem for the spare capacity assignment
considering the traﬃc uncertainty.
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Figure 1.4: Hose model with bound of link traﬃc (HLT)
1.5 Organization of the thesis
The organization of the thesis is shown in Fig. 1.5. The power eﬃciency of the
networks is considered in Chapter 2 to 4. The network reliability is considered
through the spare capacity assignment problem in Chapter 5. Chapter 6 con-
cludes the thesis.
Chapter 2 presents the mathematical model for power eﬃcient networks con-
sidering the traﬃc uncertainty. The power model used to build the model is first
introduced. Then the steps, which lead to the MILP formulation of green HLT
are explained in details. These steps include the formulation for known traﬃc
demands (pipe model) and the introduction of the hose model.
The performance of green HLT is extensively evaluated in Chapter 3. Several
aspects of the model performance are investigated: the power savings achieved
in the networks, the influence of the power model settings, the influence of QoS
parameter and the topology dependency, the eﬀect of variation of traﬃc measure-
ment and the eﬀect of unexpected variation of traﬃc demands.
In order to mitigate the complexity of solving green HLT MILP formulation
presented in Chapter 2, a heuristic based on the LP formulation of HLT is pre-
sented in Chapter 4.
In Chapter 5, the robust model of HLT is extended to the spare capacity as-
signment problem. A mathematical formulation for the design of backup networks
considering the uncertainty of the traﬃc is introduced. The model is evaluated
and the performance is discussed.
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1.5 Organization of the thesis
Chapter 6 concludes the thesis by summarizing the findings and showing the
direction for future work.









The power model used in this research assumes that the links power consumption
is a function of their usage (energy aware). As depicted in Fig. 2.1, the consump-
tion gradually evolves from a value E0, when a link is turned on, to a maximal
value EM when it is used at its fullest capacity. Most of the devices nowadays
are energy agnostic, which means that they consume the same amount of power
EM once they are turned on; regardless of their usage. This represents a worst
case scenario. In the figure it is represented by the dotted line. The ideal case
is represented by the dashed line, which is denoted as fully proportional or fully
energy aware model. Dynamic voltage scaling [39] and adaptive link rate tech-
nologies were introduced as proportional computing techniques [40] [10] to adapt
the network devices power consumption to their actual load. Fully proportional
devices may not exist today and constitute a technological challenge for device
makers.
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Figure 2.1: Power model [2].
2.2 Terminologies
The network is represented as a directed graph G(V,A), where V is the set of
vertices (nodes) and A is the set of links. Let Q ⊆ V be the set of edge nodes
through which traﬃc is admitted into and going outside the network. Let an
edge-node pair of p ∈ Q and q ∈ Q, where p ̸= q, be denoted by (p, q) ∈ W ,
where W is the set of edge-node pairs (p, q). A link from node i ∈ V to node
j ∈ V \ {i} is denoted as (i, j) ∈ A, i ̸= j. cij and uij are the capacity and the
flow on (i, j) ∈ A, respectively. Full duplex links are considered and deactivating
a link between node i and node j means deactivate both directions (i, j) and
(j, i). Similarly, both directions are powered on when there is traﬃc in one
direction. The binary variable used to reflect the on/oﬀ status of the links is bij .
Both directions (i, j) and (j, i) are powered on or oﬀ simultaneously, but their
orientation remains distinct in the mathematical formulation. As in [2] we use a
power model where the power consumption of (i, j) ∈ A is an aﬃne function of
its usage (ratio between its load and capacity). Efij is the slope of the function
and E0ij is the constant term. When a link is powered on and does not hold any
traﬃc, the consumption is equal to E0ij . T = {dpq} represents the set of traﬃc
demands. xpqij , where 0 ≤ x
pq
ij ≤ 1, is the portion of the traﬃc from p ∈ Q to




Table 2.1: Summary of notations.
Parameters Description
G(V,A) Directed graph G with |V | nodes and
|A| links
cij Capacity of link (i, j) ∈ A
dpq Traﬃc demand from node p to q
T = {dpq} Traﬃc matrix (set of traﬃc demands)
Efij , E0ij Power model parameters
M Large positive number, at least twice
the maximum capacity in the network
αp Total outgoing traﬃc from node p ∈ Q
βq Total incoming traﬃc at node q ∈ Q
apqij Portion of traﬃc from node p ∈ Q to node
q ∈ Q through (i, j) ∈ A (initial routing)
yij Maximum rate of traﬃc measured on
(i, j) ∈ A
Variables Description
uij Traﬃc flow on (i, j) ∈ A
bij Binary variable used to designate the state
of (i, j)
xpqij Portion of traﬃc from p ∈ Q
to q ∈ Q \ {p} routed through (i, j) ∈ A
πij(p), λij(p), ξij(s, t) Variables introduced by dual transformation
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2.3 Formulation for known traﬃc demands
We first introduce a formulation where the knowledge of the traﬃc matrix is
assumed, as in [2]. This model, which is referred as green pipe, is used as a
reference to evaluate the performance of green HLT in Section 3.




























ij = uij , ∀(i, j) ∈ A (2.1d)
uij ≤ cij, ∀(i, j) ∈ A (2.1e)
Mbij ≥ uij + uji, ∀(i, j) ∈ A (2.1f)
xpqij ≥ 0, ∀(p, q) ∈ W, (i, j) ∈ A (2.1g)
bij ∈ {0, 1}, ∀(i, j) ∈ A (2.1h)
The objective in Eq. (2.1a) is to minimize the power consumption in the
network by deactivating links. In other words, the flow through each link is min-
imized so that the links without any flow can be put into sleep. The summation
is divided by 2 in order to avoid counting the power consumption twice (we as-
sume that values of cij and cji are the same). Eqs. (2.1b) and (2.1c) are the
flow conservation constraints at the source and intermediary nodes, respectively.
Note that the flow conservation at the destination node is achieved if these two
constraints are respected, thus the constraint does not need to be added to the
formulation [41]. Eq. (2.1d) sums the traﬃc over link (i, j) and Eq. (2.1e) is the
capacity constraint. Eq. (2.1f) is used to force the link to be on when there is a
traﬃc in one direction of the link. M is a large positive number chosen at least
twice bigger than the highest capacity in the network.
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2.4 The hose model
In the hose model the traﬃc is specified as only the total outgoing/incoming
traﬃc from/to each node. Let Q be the set of edge nodes through which traﬃc
is admitted into and going outside the network. Q is a subset of V , which is the
node set; Q ⊆ V . Let an edge-node pair of p ∈ Q and q ∈ Q, where p ̸= q,
be denoted by (p, q) ∈ W ; W = {(p, q), p, q ∈ Q, p ̸= q}. Let dpq, which has a
non-negative value, be the traﬃc demand between nodes p and q, p ̸= q. In the
hose model the traﬃc at each node p is bounded as in the following:
∑
q:(p,q)∈W
dpq ≤ αp, ∀p ∈ Q,
∑
q:(q,p)∈W
dqp ≤ βp, ∀p ∈ Q,
where αp and βp are the maximum amount of outgoing and incoming traﬃc at
node p, respectively. The hose model is robust against highly variable traﬃc
conditions. However, in previous studies the hose model showed lower routing
performance in comparison to the pipe model in term of minimizing the network
congestion ratio (maximum link utilization over all the links in the network)
[42][43], and minimizing the network energy power consumption [26][27].
2.5 The hose model with bound of link traﬃc
(HLT)
HLT, which is an adjustment of the hose model by incorporating more information
into the uncertainty set definition, uses the total traﬃc passing through links
as an additional bound to the model. This leads to a less conservative design
that narrows the range of the traﬃc condition specified, making it closer to the
pipe model, which is a deterministic one. In HLT the traﬃc volume passing





ij dpq ≤ yij. yij is the maximum rate of traﬃc measured on link
(i, j) and apqij is the portion of traﬃc from node p to node q routed through link
(i, j). The information of apqij is determined by the network operator from an
initial routing. In the following the shortest-path routing is assumed as an initial
routing and the value of apqij is either 0 or 1 depending on the fact that link (i, j)
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is on the shortest path from node p to q. yij is obtained by the measurements on
the links. The value of yij is less or equal to the link capacity.
By setting HLT bounds appropriately, the operators can build a scheme that
is robust against traﬃc uncertainty, as the optimization problem considers any




dpq ≤ αp, ∀p ∈ Q (2.2a)
∑
p:(p,q)∈W
dpq ≤ βq, ∀q ∈ Q (2.2b)
∑
(p,q)∈W
apqij dpq ≤ yij, ∀(i, j) ∈ A (2.2c)
αp is the total amount of traﬃc that can be sent by node p in the network, and βq
the amount of traﬃc that can be received by bode q. yij is the maximum amount
of traﬃc measured on link (i, j). apqij is the initial portion of traﬃc from node p
to q that uses link (i, j). The information of apqij is known as it is derived from
an initial routing determined by the operator (i.e. shortest-path routing). The
parameter apqij is diﬀerent from the variable x
pq
ij in that x
pq
ij reflects the routing
after solving the optimization problem. Determining the values of xpqij implies a
change in the routing information.
2.6 Formulation
Let {T} be a set of traﬃc matrices that satisfy the conditions specified by
Eqs. (2.2a)-(2.2c). The objective of green HLT is to determine an appropri-
ate routing to minimize the network power consumption, while accounting for
the traﬃc variation within the range of {T}. For a stable network operation,
network operators do not wish to change the routing according to any variation
of the traﬃc matrix. Therefore, an approach similar to the one in [44][45][38] is
used to find an optimal routing for green HLT that minimizes the network power
consumption for a case where the maximum traﬃc under HLT bounds is carried
over the network (worst-case traﬃc scenario).
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An optimal formulation for green HLT can be represented as in Eqs. (2.1a)-
(2.1h). However, due to the real values taken in Eq. (2.1d) by dpq, which is
bounded by Eqs. (2.2a)-(2.2c), the range of T = {dpq} is infinite and it is not
possible to repeatedly solve the problem for every valid combination. The duality
theory is applied to overcome this diﬃculty.
The worst-case traﬃc scenario for green HLT is obtained by solving the fol-
lowing optimization problem. The routing {xpqij } is assumed given and dpq is a
decision variable. The problem finds T = {dpq} that maximizes link load on
(i, j) ∈ A for the given routing {xpqij }. From the operator point of view, the ob-
jective is to estimate the maximum traﬃc load on (i, j) ∈ A for each of the traﬃc








dpq ≤ αp, ∀p ∈ Q (2.3b)
∑
p:(p,q)∈W
dpq ≤ βq, ∀q ∈ Q (2.3c)
∑
(p,q)∈W
apqst dpq ≤ yst, ∀(s, t) ∈ A (2.3d)
dpq ≥ 0, ∀(p, q) ∈ W (2.3e)
According to the duality theory, the optimal objective function value of a pri-
mal problem is the same as its dual. By following Chu et al.’s discussion on the
hose-model routing optimization problem [46][36], we adopt the same strategy
in green HLT. Therefore, the previous formulation can be replaced by its dual
described in Eqs. (2.4a)-(2.4d), as in the following. The transformation is de-
scribed in the Appendix A. The newly produced variables by this transformation












s.t. πij(p) + λij(p) +
∑
(s,t)∈A
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∀(p, q) ∈ W (2.4b)
πij(p),λij(p) ≥ 0, ∀p ∈ Q (2.4c)
ξij(s, t) ≥ 0, ∀(s, t) ∈ A (2.4d)
πij(p) is the ratio of traﬃc on (i, j) outgoing from node p. λij(p) is the ratio
of traﬃc on (i, j) incoming to p. ξij(s, t) is the portion of traﬃc on (i, j) passing
through (s, t). During the dual transformation, the information of the variable
dpq in the primal is solely described using the information of the bounds αp, βq,
and yst. Therefore, solving the problem to maximize the link load on (i, j) is
equivalent to finding the appropriate portion of the total traﬃc going out of p,
the portion of the total traﬃc going into q, which both use (i, j), added to the
contribution obtained from the traﬃc measurements yst. Given source-destination
pair (p, q), the contributions (ratios) from these three sources should at least be
equal to the ratio of traﬃc xpqij from p to q on (i, j) determined by the routing
information (Eq. (2.4b)). To derive the formulation of green HLT, Eq. (2.1d) is
replaced by the objective of the dual Eq. (2.4a), and the constraints Eqs. (2.4b)
- (2.4d) are added as constraints Eqs. (2.5f), (2.5h), (2.5i) to the problem in

































ξij(s, t)yst = uij, ∀(i, j) ∈ A (2.5d)
uij ≤ cij, ∀(i, j) ∈ A (2.5e)
πij(p) + λij(q) +
∑
(s,t)∈A
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∀(i, j) ∈ A, (p, q) ∈ W (2.5f)
Mbij ≥ uij + uji, ∀(i, j) ∈ A (2.5g)
πij(p),λij(p) ≥ 0, ∀(i, j) ∈ A, p ∈ Q (2.5h)
ξij(s, t) ≥ 0, ∀(s, t), (i, j) ∈ A (2.5i)
xpqij ≥ 0, ∀(p, q) ∈ W, (i, j) ∈ A (2.5j)
bij ∈ {0, 1}, ∀(i, j) ∈ A (2.5k)
2.7 Optimality of pipe formulation
In this section we show the optimality of the pipe model over HLT formulation
and the hose model.
Let Z be the objective function to be minimized as in Eq. (2.1a), Tex be the
exact traﬃc matrix in the pipe model and x ∈ X be the routing in the network,
where X is the set of routing elements. We would like to minimize Z for Tex by




Tex is included in the traﬃc matrix set specified in the HLT model, Tex ∈ {THLT},
where {THLT } is the set of traﬃc matrices defined in HLT. {THLT} is included
in the traﬃc matrix set specified in the hose model, {THLT} ⊆ {Those}, where
{Those} is the set of traﬃc matrices defined in hose.
Tex ∈ {THLT} ⊆ {Those} (2.7)
We would like to find an optimal routing that minimizes Z for x ∈ X , and
maximizes the minimal Z in term of T ∈ {THLT } and T ∈ {Those} for HLT
and the hose model, respectively. To find the optimal Z and x, first an optimal
routing problem to obtain minx∈X Z is considered, under the condition that T is


















Z(x, T ). (2.8c)




Evaluation of the mathematical
model
3.1 Simulation settings
We compare the energy savings achieved by green HLT against a model where
the traﬃc matrix information is provided as in [2]. Hereafter this model is called
green pipe. The networks used in the evaluation, as shown in the Fig. 3.1, are
used as referenced typical backbone networks in [36] (Networks 1-3). Network 4
is a random network generated using the Waxman’s probability model [47]. In
Waxman model the probability for interconnecting two nodes u and v is given
by,
P (u, v) = αexp−
d
βL , (3.1)
where 0 ≤ α, β ≤ 1, d is the Euclidian distance between two nodes, and L is
the maximum distance between any two nodes. The Waxman model is used to
generate topologies similar to Internet networks. When the number of nodes
and distances are decided, the random nature of the network is described by the
probability of any two nodes to be connected with each other, as described in
Eq. (3.1). The nature of the generated topology is not assumed to be (randomly)
changing according to the time. We use an energy model where the link power
consumption is an aﬃne function of its usage, as describe in Eq. (2.5a). The
values of Efij and E0ij are deduced from the aﬃne function used in [2] to describe
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the power consumption of 1 Gbps links. For the purpose of the simulation,
traﬃc demands dpq are randomly generated with a uniform distribution in the
range of (0,150) and the link capacities in the range of (800,2800). Other link
capacity ranges are further considered for comparison. For other values of link
capacities the power consumption parameters Efij and E0ij (and maximum link
power consumption EM) are not changed. Since we analyze the power savings
ratio rather than the absolute value of the power consumption, this does not
aﬀect the general nature of the results in real settings. In simulation, the traﬃc
demands and link capacities are normalized by some unit of traﬃc volumes, which
are expressed in bits per second (bps), so that we focus on the relative relationship
between traﬃc demands and link capacities. In real-time settings, the traﬃc
demands and link capacities are expressed in [bps]. The traﬃc demands are
uniformly distributed in space (across the source-destinations pairs (p, q)), which
does not depend on time. That is to say, the value of each generated traﬃc
demand dpq is fixed. HLT bounds are set as follows: αp =
∑
q:(p,q)∈W dpq, ∀p ∈
Q, βq =
∑




ij dpq, ∀(i, j) ∈ A. The
information of apqij is obtained by the initial routing which is shortest-path routing.
In green pipe the traﬃc matrix T = {dpq} is used. The simulation program is
written in C language and the optimization problem solved by using CPLEX,
version 12.6.1. We use a Linux-based computer with Intel R⃝CoreTMi7-3770 CPU
@ 3.40GHz and 32GB of memory.
Table 3.1: Characteristics of networks.
Network type No. of nodes No. of birect. links
Network 1 12 18
Network 2 12 22
Network 3 15 27
Network 4 16 32
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Figure 3.1: Network models
3.2 Power savings
The power savings achieved by green HLT are compared with that of green pipe
in Fig. 3.2. We also include in our evaluation the savings obtained with a green
formulation based on the hose model. Let us recall that under the hose model,
the traﬃc specification is delimited by the bounds only described in Eq. (2.2a)





where TotPwr is the total power consumed by the links when no link is deacti-
vated, and RedPwr the links power consumption after running the optimization
problem. We reported in Table 3.2 the number of links deactivated for each
network.
In Fig. 3.2 it can be observed that the power reduction achieved by green
HLT is ranging from 40.9% to 29% for the examined networks. The results
between green HLT and green pipe only diﬀer from 1% to 11%, whereas a green
formulation based on the hose model diﬀers from 12 to 43%. In Table 3.2 the
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number of deactivated links for green pipe and green HLT is the same for Networks
1 and 2. However this value diﬀers by 1 unit for Networks 3 and 4.
The data in Table 3.2 allows us to asses the contribution of the link propor-
tional power consumption to the total power consumption. In green HLT the
number of deactivated links in Networks 1-4, which is 6, 10, 9, and 14, respec-
tively, represents power savings of 33.3%, 45,6%, 33.3%, and 43.8%. However
this value is respectively equal to 29%, 40.1%, 28.7%, and 37.8% in Fig. 3.2,
which represents at most a 6% gap from the savings derived from the data in
Table 3.2. This diﬀerence is the maximal contribution of the proportional power
consumption in the four observed networks.
Fig. 3.3 shows the simulation results obtained for the link capacity range of
(800,1800). For smaller link capacity values, the formulation based on the hose
model performs significantly worse than the two other schemes. It is noticeably
not possible to achieve any power savings for Network 3 and the simulation leads
to infeasibility for network 1. The poor performance of the hose model is due
to the wide range of traﬃc conditions specified by the model. For smaller link
capacity values, the solution of the hose model formulation worsens. However,
for Network 4 we notice that it was possible to retrieve a solution for the capacity
range (800,1800) in Fig. 3.3, whereas no solution was reported in Fig. 3.2 for
the range of (800,2800). In this last case a solution may exist due to the fact
that solver is running for more than two hours before exiting. The simulation
environment (memory etc.) and settings may influence on the ability of the hose
formulation to return a solution.
When the network is provided with large link capacity, as in Fig. 3.4, the power
savings are improved for all the three schemes. The savings increase from 41.3%,
40.9% and 36.2%, respectively for green pipe, green HLT, and the hose model in
Network 2, to roughly 45% in Fig 3.4. When the link capacity is large, the traﬃc
is aggregated on a fewer number of links and more power savings are achieved
consequently. The hose model, which is the most conservative scheme among
the three schemes, requires more capacity due to the higher level of uncertainty
in the traﬃc specifications. However, the more the traﬃc is aggregated due to
larger link capacity, the more the uncertainty is reduced and the results become
closer to the green pipe model. The same applies for green HLT, which is less
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conservative than the hose model, but more than green pipe. This explains the
change in relative performances of HLT and the hose model in Fig. 3.4.
In Network 2, which is highly connected, the performance of green HLT and
the hose model is very close to that of green pipe. The relative increase in the
power savings performance is explained by the fact that more traﬃc aggregation
is achieved due to the higher path diversity between the nodes. With higher
value of the capacity, there is more flexibility to select an appropriate routing
to aggregate the traﬃc. The aggregation eﬀect is increased and the uncertainty
in green HLT and the hose model decreased. On the other side, as observed in
[27] the pipe model uses shortest paths to achieve power savings when each link
has a suﬃciently large capacity in the network. With the shortest-path routing,
the traﬃc is not fundamentally aggregated. Although green pipe achieves the
best power savings performance, the result of green HLT and the hose model
is relatively increased due to the improvement on their ability to aggregate the
traﬃc by the flexible routing capability with suﬃciently large link capacities.
This explains in Fig. 3.4 the very close performance of green HLT and the hose
model to that of green pipe in Network 2.
The results confirm that green HLT in face of traﬃc uncertainty is able to
achieve a comparable power eﬃciency that the models built on the knowledge
of the traﬃc matrix. When the exact traﬃc matrix is known, the use of the
pipe model is recommended as it provides the optimal power savings. However,
in realistic scenarios it is diﬃcult for the operators to know the nominal traﬃc
matrix. The results further validates the eﬀectiveness of the HLT model addi-
tional bounds in green communication research. Green HLT is a valid solution
for network operators who wish to enhance the energy eﬃciency of their net-
work without having to go through the complex process of traﬃc estimation and
prediction.
3.3 Influence of the power model settings
The values of the link proportional power consumption Efij and fixed power
consumption E0ij are chosen in the simulations by referring to the power model
used in [2] for the consumption of 1 Gbps links. The values are fixed to 0.3 W
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Figure 3.2: Power saving, capacity range (800,2800)
Figure 3.3: Power saving, capacity range (800,1800)
Figure 3.4: Power saving, capacity range (800,3800)
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Table 3.2: Number of deactivated links
Network type Green pipe Green HLT Hose No. links
Network 1 6 6 4 18
Network 2 10 10 9 22
Network 3 10 9 6 27
Network 4 15 14 - 32
and 1.7 W, respectively, for a maximal link power consumption of EM = 2 W.
We note that the general nature of the results in the simulations depends on the
relative magnitudes of these two parameters. For a fixed maximal link power
consumption, we observe the influence of the magnitude of Efij and E0ij on the
power savings. The results are summarizes Tables 3.3-3.6 (Networks 1, 2).
The case Efij = 0 and E0ij = 2 and the case Efij = 2 and E0ij = 0 represent
the energy agnostic and fully proportional link power models, respectively, as
described in Fig. 2.1. In the former model, the link power consumption is the
same regardless of the traﬃc. Green HLT and the two other schemes aggressively
try to deactivate as many links as possible to save power. In the latter model,
the power consumption is solely related to the amount of traﬃc on the links and
there is no motivation to switch oﬀ links. Similarly, when the value of Efij is
dominant compared to E0ij , less links need to be deactivated in the network. We
note that for larger value of Efij the hose model achieves better power savings
than green pipe. When fewer links need to be deactivated, the routing in the
pipe model, where the demands are explicitly described, originally follows the
shortest-path routing. As observed in [27], the shortest-path routing does not
achieve any traﬃc aggregation. If there is not a strong motivation to deactivate
links due to small E0ij , the behavior of green pipe is rather to keep the links active
to avoid the inconvenience due to path alteration. The hose model, on the other
hand, achieves more traﬃc aggregation that allows to deactivate links and saves
more power than green pipe in this specific case. This explains the better power
savings of the hose model compared to green pipe for Efij = 1.8 in Tables 3.3-3.6
and for Efij = 1.8, 1.6 in Tables 3.5-3.6. This observation is also made for green
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HLT for Efij = 1.8, 1.6 in Tables 3.3-3.4. In networks with fully proportional
power model links it is not necessary to deactivate links to save power. However,
this is not yet the case with today’s link technology, whose model is not fully
proportional.
Table 3.3: Power savings (%) for diﬀerent Efij and E0 (Network1)
Efij E0ij Green pipe Green HLT Hose
0 2 33.33 33.33 22.22
0.1 1.9 32.02 31.92 21.05
0.3 1.7 29.31 29 18.73
1 1 18.76 18.05 10.81
1.6 0.4 5.6 7.6 4.26
1.8 0.2 0.75 1.98 1.6
2 0 0 0 0
Table 3.4: Number of deactivated links for diﬀerent Efij and E0 (Network1)
Efij E0ij Green pipe Green HLT Hose
0 2 6 6 4
0.1 1.9 6 6 4
0.3 1.7 6 6 4
1 1 6 6 4
1.6 0.4 4 6 4
1.8 0.2 1 3 3
2 0 0 0 0
3.4 Influence of QoS parameter and topology
dependency
The evaluations in section 3.2 assume that each link capacity can be fully used.
However, network operators usually impose a limitation on the link usage to en-
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Table 3.5: Power savings (%) for diﬀerent Efij and E0 (Network2)
Efij E0ij Green pipe Green HLT Hose
0 2 45.45 45.45 40.9
0.1 1.9 44.12 44 39.38
0.3 1.7 41.26 40.92 36.2
1 1 28.86 26.1 23.55
1.6 0.4 7.89 4.76 9.6
1.8 0.2 1.81 0.9 2.6
2 0 0 0 0
Table 3.6: Number of deactivated links for diﬀerent Efij and E0 (Network2)
Efij E0ij Green pipe Green HLT Hose
0 2 10 10 9
0.1 1.9 10 10 9
0.3 1.7 10 10 9
1 1 10 10 9
1.6 0.4 5 3 8
1.8 0.2 2 1 4
2 0 0 0 0
sure a suﬃcient quality of service level. The field of the green communications,
whose main purpose is to increase nowadays underutilized network facilities uti-
lization rate to allow energy savings, therefore faces a dilemma between energy
savings and quality of service. We evaluate in this section the impact of setting
a limitation on the link utilization rate, on the achieved power savings.
Setting a usage rate limitation below 65% resulted in infeasibility for network 1
in our case. Adding a QoS constraint to the problem results in writing the
capacity constraint of Eq. (2.5e) as follows:
uij ≤ γcij, ∀(i, j) ∈ A,
where γ is the QoS parameter. To assess the influence of the QoS parameter on
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the energy savings, we show in Fig. 3.5 the results obtained by setting the value
of γ ∈ {0.7, 0.8, 0.85, 0.9, 1}. The number of deactivated links for each value of γ
is reported in Table 3.7.
From the results it can be seen that the power savings are decreasing in the
networks with lower values of γ, as expected. Network 1 achieves the worst per-
formance. For γ = 0.85 the power savings in Network 1 equal 24.1%. This value
is equal to 40.7%, 25.5% and 32.6% for networks 2, 3 and 4, respectively. The re-
sults in Fig. 3.5 suggest that there is a topology dependency of the achieved power
savings. We note that, among the three networks, Network 1 which achieves
smallest power eﬃciency, has the smallest average node degree. More generally,
the results in Figs. 3.2-3.5 reveal that the power eﬃciency in the networks grad-
ually decreases with the average node degree, and the variation is pronounced
for smaller value of the QoS parameter γ. This assumption is confirmed by the
inability for the hose-based scheme to achieve any savings in networks 1 and 3 in
Fig. 3.3.
The reason that the networks with a higher average node degree achieve higher
power savings can be explained by the fact that mesh-like networks oﬀer more
path-diversity between the nodes. This provides more room to save power by
removing the unnecessary paths. Due to the fact that the on/oﬀ decision in
green HLT applies for the flow in both directions of the same arc, it is relevant to
calculate the average nodes degree in an undirected manner. In that regard, the
value is equal to 1.5, 1.83, 1.8, and 2 for the Networks 1-4, respectively, and the
value ranges from 1 to 1.2 in the resulting topologies after deactivating some links.
This means that the resulting topology is slightly more dense than a tree. This
raises several design concerns in real life applications such as network reliability
and availability, with a fear that the network gets disconnected upon a single link
failure.
As observed in [48], the best energy performance in the field of green net-
working is achieved when the network resources are perfectly tailored to the traf-
fic level. However, this does not guarantee any level of resiliency in most of the
cases. Therefore, it is necessary to consider several other aspects such the network
survivability when designing green approaches. The authors in [48] analyzed the
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trade-oﬀ between energy cost and level of protection and robustness. They intro-
duced optimization models to reduce the power consumption of IP networks, by
taking into account the network survivability to failures and robustness to traﬃc
variation. Two types of link protection mechanisms are considered in their work:
dedicated and shared protection. In their results, up to 30% of power savings
could be achieved when survivability and robustness are both guaranteed. Fran-
cois et al. [49] considered the use of backup paths for distributed energy-aware
traﬃc engineering in MPLS networks.
Figure 3.5: Green HLT power savings for diﬀerent values of γ
Table 3.7: Number of deactivated links for diﬀerent γ
Network type γ = 1 γ = 0.9 γ = 0.85 γ = 0.8 γ = 0.7
Network 1 6 6 5 3 1
Network 2 10 10 10 9 8
Network 3 9 8 8 6 5
Network 4 14 13 12 11 9
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3.5 Eﬀect of variation of traﬃc measurement
The performance achieved by green HLT is highly dependent on the proper setting
of the model bounds, especially the maximum amount of traﬃc measured on link
(i, j), as expressed by yij. While the simulations in the previous sections assume
a proper measurement by the network operator, the following two situations may
occur. First, reporting lower values of yij (i.e. measurements during low-traﬃc
period) can lead to infeasibility of the optimization model. Second, the lack of
information on yij or setting higher values (i.e. due to measurement errors) will
reduce the model performance.
We evaluate the power savings achieved by green HLT for a case where the
traﬃc measurements deviate from the initial HLT model bounds. For this pur-
pose, we introduce the parameter δ, which adds uncertainty to yij the measured
traﬃc on each link. The performance is evaluated when yij varies from its orig-
inal value to yij(1 + δ) for diﬀerent values of δ, which can be represented as an
increase in the initial value of yij due to measurement errors or a margin set by
the operator. Figure 3.6 illustrates the power savings achieved in Networks 1-3.
Figure 3.6: Green HLT power savings for diﬀerent values of δ
Figures 3.6 shows that the power savings are reduced for increasing values of
δ. For δ = 0.5, 0.3, 0.8, the power savings of green HLT equal the results of the
green formulation based on the hose model in Networks 1, 2, and 3, respectively.
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The hose model constitutes a lower bound on the power savings in each network.
This lower bound provided by the hose model is to be expected, since setting
a high value on yij in Eq. (2.2c) relaxes the constraint, leaving us only with
Eqs. (2.2a)-(2.2b), which are the bounds for the hose model.
3.6 Eﬀect of deviation in traﬃc demands
We compare the traﬃc violations on the link capacites in green pipe and green
HLT for deviated values of the traﬃc demands. Diﬀerent traﬃc matrices are gen-
erated from the initial traﬃc matrix T = {dpq} used in green pipe, assuming that
each traﬃc demand dpq randomly increases/decreases with a uniform distribution
in a predefined range. The following assumptions are made:
• green pipe: the resulting routing {xpqij } and the network configuration after
running the green pipe optimization in Eqs. (2.1a)-(2.1h), for the original
T = {dpq}, are given.
• green HLT: the resulting routing {xpqij } and the network configuration after
running the green HLT optimization in Eqs. (2.5a)-(2.5k) are given. In
green HLT the knowledge of the traﬃc matrix is not assumed. The infor-
mation of T = {dpq} is rather used in the simulations to build the bounds
of green HLT, as described in Section 3.1.
Under the above assumptions, the traﬃc matrices, where each value of the
traﬃc demand is susceptible to a random variation, are injected in the network
for the fixed routing. We define the number of violations as the number of links,
in which the assigned flow exceeds the link capacity. The number of violations
in green pipe and green HLT are evaluated and reported in Table 3.8, for a
uniformly-distributed random variation of the traﬃc demands in the range of
1%, 5%, 10 − 50%, which we call a deviation range. Network 1 with the link
capacity range (800,1800) is considered.
The results in Table 3.8 suggest that green HLT is able to reduce the violations
incurred in the network as compared to green pipe, for an unexpected deviation
of the traﬃc matrix. Green pipe is more sensitive than green HLT to traﬃc
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Table 3.8: Number of violations for deviated traﬃc








variations due to the fact that the network resources are set for an exact traﬃc
condition. Green HLT, however, has to pay a cost of 5% power savings reduction
in Network 1 to provide more tolerance to traﬃc uncertainty. Having suﬃcient
margin to respond to traﬃc change is desirable, as violations incurred in the
network can result in delay, packet loss and degradation of service level agreement
(SLA) with users.
3.7 Summary
We showed the simulation results for green HLT MILP formulation in comparison
with the formulations based on the pipe and hose models. The results show that
green HLT is able to reach a power eﬃciency comparable to the model where the
information of the exact traﬃc matrix is required (green pipe). For the networks
used in the evaluation, the performance of green HLT is close to that model by 1%
to 11%, depending on the network. Further, green HLT by narrowing the range
of traﬃc conditions specified in the hose model, performs better than a scheme
based on the hose model. We discuss the challenge of green communications
research, as reducing the power usage in networks may also be followed by a
degradation of the quality of service.
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Chapter 4
Heuristic for power eﬃcient
networks with traﬃc uncertainty
4.1 Algorithm
Due to the nature of the green HLT MILP formulation, it faces diﬃculties to
scale for larger networks in practical time. Therefore, we present a heuristic to
mitigate this limitation. The logic behind the heuristic is to deactivate as many
links as possible in the network, while ensuring that any traﬃc matrix defined
within the HLT model bounds can be routed. An intuitive approach is to first
look for the links carrying the least flows or eventually having the most spare
capacity and try to deactivate them first. Therefore, the approach adopted by
the heuristic for Green HLT is as follows:
1. Under HLT constraints, we run a linear programming (LP) problem, whose
objective is to minimize the flows in the network.
2. We initially deactivate the links that do not carry any flow.
3. We deactivate the link with least traﬃc.
4. We run the LP problem of the HLT model. When the link deactivation
leads to infeasibility of the LP problem, the choice is discarded and the
program goes back to step (3).
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5. The program terminates when all the links have been considered for deac-
tivation.



























ξij(s, t)yst = uij, ∀(i, j) ∈ A (4.1d)
uij ≤ cij, ∀(i, j) ∈ A (4.1e)
πij(p) + λij(q) +
∑
(s,t)∈A
apqst ξij(s, t) ≥ x
pq
ij ,
∀(i, j) ∈ A, (p, q) ∈ W (4.1f)
πij(p),λij(p) ≥ 0, ∀(i, j) ∈ A, p ∈ Q (4.1g)
ξij(s, t) ≥ 0, ∀(s, t), (i, j) ∈ A (4.1h)
xpqij ≥ 0, ∀(p, q) ∈ W, (i, j) ∈ A (4.1i)
4.2 Results and discussions
Table 4.1 shows a comparison between the performance achieved by the green
HLT MILP formulation and the heuristic. The computation time is reported in
Table 4.2. We include the results for larger random networks, which are generated
using the Waxman’s probability model. BRITE [50][51] is used to generate the
topologies. Network sizes of N = 16, 20 for an average node degree of 2 and 3,
each, are considered.
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Tables 4.1 and 4.2 show that the heuristic reduces the computation time at a
cost of reducing the number of deactivated links.
The results obtained in Tables 4.1 for Networks 1-3 and Waxman 1, shows
that the gap between the MILP, or the percent degradation of the heuristic in
term of number of deactivated links as compared with the MILP, does not exceed
16.67%.
Table 4.1: Deactivated links
Network type MILP Heuristic Total No. of links
Network 1 6 5 18
Network 2 10 9 22
Network 3 9 9 27
Waxman 1, N = 16, Av. = 2 14 12 32
Waxman 2, N = 16, Av. = 3 - 26 48
Waxman 3, N = 20, Av. = 2 - 11 40
Waxman 4, N = 20, Av. = 3 - 28 60
Table 4.2: Computation time [sec]
Network type MILP Heuristic
Network 1 39 3
Network 2 2.18× 103 4
Network 3 5.11× 103 34
Waxman1, N = 16, Av. = 2 3× 104 216
Waxman2, N = 16, Av. = 3 − 265
Waxman3, N = 20, Av. = 2 − 3.77× 103
Waxman4, N = 20, Av. = 3 − 9.59× 103
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4.3 Computation complexity
The heuristic for green HLT, which reduces the diﬃculty of solving the MILP
formulation, repeatedly solve the LP problem of the HLT model to deactivate
links in the networks. The computation time to solve an LP problem generally
depends on the number of variables and the algorithm used to solve the problem.
In the case of the the interior point projective algorithm presented by Karmarkar
[52], the overall complexity of the algorithm is O(n3.5L2·lnL·lnlnL). n is the num-
ber of variables and L the number of bits in the input. The computation time
complexity to solve the LP problem of HLT model is O(|V |7|A|3.5L2·lnL·lnlnL)
[38]. The heuristic for green HLT, which tries to deactivate each link in the
network, solves the LP problem O(|A|) times. Since the computation time com-
plexity of solving the LP problem is dominant over the other computational op-
erations, the overall computation time complexity of the heuristic of green HLT
is O(|V |7|A|4.5L2·lnL·lnlnL). The heuristic faces a diﬃculty on the computation
time complexity to solve for large-scale networks. An extension of green HLT
heuristic needs to be addressed in future work to overcome the diﬃculty.
4.4 Observations on the MILP solution conver-
gence
When the MILP formulation in Eqs. (2.5a)-(2.5k) is solved by the LP solver, the
solution converges to an optimal solution by reducing the gap between upper and
lower bounds with an increase of time. The convergence behavior is observed in
this section.
By appropriately setting the options of the solver, it is possible to observe
the evolution of the objective function value according to the time. With this
setting we are also able to observe the solution convergence at the first stages for
the three networks which were not tractable in Tables 4.1 and 4.2. The solution
convergence for the diﬀerent networks is illustrated in Figs. 4.1-4.7.
The graphs in Figs. 4.1-4.7 show a common pattern for the solution conver-
gence. At the first stages, the gap between the upper and lower bounds rapidly
decreases and the solver takes time to reach the optimality. This behavior makes it
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Figure 4.1: Solution convergence, Network 1
Figure 4.2: Solution convergence, Network 2
41
4. HEURISTIC FOR POWER EFFICIENT NETWORKS WITH
TRAFFIC UNCERTAINTY
Figure 4.3: Solution convergence, Network 3
Figure 4.4: Solution convergence, network Waxman 1
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Figure 4.5: Solution convergence, network Waxman 2
Figure 4.6: Solution convergence, network Waxman 3
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Figure 4.7: Solution convergence, network Waxman 4
possible for the operator to considerably reduce the computation time in real-life
settings by setting a tolerance for the gap between the upper and lower bounds
of the optimal solution. For instance, in the network Waxman 1, which takes
3.7× 104 s to reach the optimality, it is possible to reduce the computation time
to 5×103 s for a 13.5% gap in Fig. 4.4. In the network Waxman 4, it is possible to
have a 11.25% gap after 3.72× 103 s (Fig. 4.7), whereas it is diﬃcult to estimate
the time to the optimality. An example of output file for Network 1 is shown in
Appendix B.
In Network 1 we can notice that the value of the objective function value from
t = 11.55 s does not change until the optimality is reached. The behavior of the
solver during this time can be explained as follows. After the solution is reached
at t = 11.55 s, which corresponds either to the lower or upper bound, the solver
continues to search for an improved value of the other bound until both values
match and the gap becomes equal to 0.
4.5 Summary
We developed a heuristic for green HLT. The heuristic presented provides the op-
erators an alternative to significantly reduce the computation time, while keeping
a satisfactory energy performance.
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4.5 Summary
We investigated the solution convergence of green HLT MILP formulation.
From our observations it is possible to considerably reduce the computation time
when solving the MILP by setting a tolerance for the gap between the upper and
lower bounds of the optimal solution.
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Mathematical model for the
spare capacity assignment
problem with traﬃc uncertainty
In this chapter the robust model of the hose model with bound of traﬃc link
(HLT) is extended to the design of reliable networks through the spare capacity as-
signment problem. The problem investigated is to mitigate the over-provisioning
in the design of backup networks by providing a scheme which takes account of
the uncertainty nature of the traﬃc.
5.1 Terminologies
Let the primary network be represented as a directed graph G(V,A), where V
is the set of vertices (nodes) and A is the set of links. Let Q ⊆ V be the set of
edge nodes which are sources and destinations of the traﬃc in the network. An
edge-node pair of p ∈ Q and q ∈ Q, where p ̸= q, is denoted by (p, q) ∈ W , where
W is the set of edge-node pairs (p, q). A link from node i ∈ V to node j ∈ V
is denoted as (i, j) ∈ A, i ̸= j. CPij and uij are the capacity and the flow on
(i, j) ∈ A, respectively. xpqij , where 0 ≤ x
pq
ij ≤ 1, is the portion of the traﬃc from
p ∈ Q to q ∈ Q\{p} routed through (i, j) ∈ A. dpq is the traﬃc demand between
nodes p and q, p ̸= q. We want to provision the backup network GB(V,AB),
which is built over the node set V , with enough capacity to reroute the traﬃc
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in case of any single link failure in G. The backup network uses distinct links
from the ones used in the primary network. Let AB be the set of links in the
backup network. As we consider a single link failure at a time, the backup paths
for diﬀerent links in the primary network may share the same resources in the
backup network. We assume that a link lB ∈ AB connecting nodes i and j exists
only if there is a link l ∈ A in the primary network connecting i and j. The
capacity of link (s, t) ∈ AB in the backup network is denoted as CBst . fst(i, j)
is the flow on link (s, t) in the backup network in case of the primary link (i, j)
failure.
5.2 Formulation
5.2.1 Formulation for known traﬃc demands





the backup network. The decision variables are CBst , x
pq
ij , uij, fst(i, j). The given
parameters are CPij and dpq. The formulation in Eqs. (5.1a)-(5.1k) optimizes the
routing in the primary network and provisions the capacity of the backup network
based on the knowledge of the traﬃc demands. The formulation for known traﬃc






















ij = uij, ∀(i, j) ∈ A (5.1d)
uij ≤ C
P
ij , ∀(i, j) ∈ A (5.1e)∑
t:(s,t)∈AB








fts(i, j) = 0,
∀(i, j) ∈ A, s ̸= i, s ̸= j (5.1g)∑
(s,t)∈AB
fst(i, j) ≤ C
B
st , ∀(i, j) ∈ A (5.1h)
fst(i, j) ≥ 0, ∀(s, t) ∈ A
B, (i, j) ∈ A (5.1i)
CBst ≥ 0, ∀(s, t) ∈ A
B (5.1j)
xpqij ≥ 0, ∀(p, q) ∈ W, (i, j) ∈ A (5.1k)
Eq. (5.1a) minimizes the total capacity in the backup network. Eqs. (5.1b) and
(5.1c) are the flow conservation constraints in the primary network, at the source
and intermediate nodes, respectively. Eq. (5.1d) sums the flow over link (i, j).
Eq. (5.1e) is the capacity constraint in the primary network. Eq. (5.1f) is the flow
conservation constraint in the backup network at the source node. The constraint
states that for the failure of the primary link (i, j), the total rerouted traﬃc
from node i is at least equal to the amount of traﬃc uij that was sent through
(i, j). Eq. (5.1g) is the flow conservation constraint in the backup network at the
intermediate node (any node in the rerouted path from node i to j, except i and
j). Note that if the flow conservation constraints at the source and intermediate
nodes are satisfied in Eqs. (5.1b), (5.1c), (5.1f), (5.1g), the flow constraints at the
destination node are satisfied and do not need to be added [41]. Eq. (5.1h) is the
capacity constraint in the backup network.
5.2.2 Formulation for uncertain traﬃc
Similarly to the process used to build the formulation of green HLT in chapter 2,
the complete formulation for the design of the backup network considering the
uncertainty of the traﬃc defined by HLT is derived by incorporating the problem
in Eqs. (2.4a)-(2.4d) in the formulation in Eqs. (5.1a)-(5.1k). The dual objective
in Eq. (2.4a) replaces the left term in Eq. (5.1d) and Eqs. (2.4b)-(2.4d) are added
as constraints Eqs. (5.2f),(5.2l),(5.2m). The decision variables are CBst , x
pq
ij , πij(p),
λij(p), ξij(s, t), uij, fst(i, j). The given parameters are CPij , αp, βq, yst and a
pq
st . The
formulation in Eqs. (5.2a)-(5.2n) optimizes the routing in the primary network
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ξij(s, t)yst = uij, ∀(i, j) ∈ A (5.2d)
uij ≤ C
P
ij , ∀(i, j) ∈ A (5.2e)
πij(p) + λij(q) +
∑
(s,t)∈A
apqst ξij(s, t) ≥ x
pq
ij ,
∀(i, j) ∈ A, (p, q) ∈ W (5.2f)
∑
t:(s,t)∈AB






fts(i, j) = 0,
∀(i, j) ∈ A, s ̸= i, s ̸= j (5.2h)
∑
(s,t)∈AB
fst(i, j) ≤ C
B
st , ∀(i, j) ∈ A (5.2i)
fst(i, j) ≥ 0, ∀(s, t) ∈ A
B, (i, j) ∈ A (5.2j)
CBst ≥ 0, ∀(s, t) ∈ A
B (5.2k)
πij(p),λij(p) ≥ 0, ∀p ∈ Q (5.2l)
ξij(s, t) ≥ 0, ∀(s, t) ∈ A (5.2m)
xpqij ≥ 0, ∀(p, q) ∈ W, (i, j) ∈ A (5.2n)
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5.3 Results and discussions
5.3.1 Simulation settings
We assess the reduction achieved by the formulation in Eqs. (5.2a)-(5.2n) when
provisioning spare capacity for backup networks. The traﬃc demands dpq are ran-
domly generated with a random distribution in the range of (0,150), whereas the
links capacities are generated in the range of (800,1800). Once the demands











st is obtained from an initial
routing which is the shortest-path routing. In this case the value of apqst is either
equal to 0 or 1 depending on the fact that link (s, t) belongs to shortest path
from node p to node q, or not. The simulation program is written in C language.
The optimization problem is solved by using the version 12.6.1 of CPLEX. A
Linux-based computer with Intel R⃝CoreTMi7-3770 CPU @ 3.40GHz and 32GB
of memory is used for the simulation. The networks used in the simulation are
shown in Fig. 5.1. The characteristic of the networks are summarized in Ta-
ble 5.1. Networks 1-3 are typical backbone networks used in [36]. Networks 4-5
are random networks generated by BRITE [50] using the Waxman probability
model [47].
Table 5.1: Characteristics of networks.
Network type No. of nodes No. of birect. links
Network 1 12 18
Network 2 12 22
Network 3 15 27
Network 4 16 32
Network 5 20 40
5.3.2 Simulation results
The results in Table 5.2 show the capacity provisioning ratio for the backup
networks under the uncertainty model of HLT. The double capacity, where the
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Figure 5.1: Network models
operator provides along a primary link a backup link with the same capacity,
is taken as a reference in this evaluation. According to [32], telecommunication
companies, on the top of predicted demands, usually set a safety factor of 300%
and more when installing the link capacities to cope with the traﬃc fluctuations.
The provisioning under the hose model is also reported in Table 5.2. With the
hose model only the bounds described in Eqs. (2.2a) and (2.2b) are considered in
the design problem. In Table 5.3, the computation time is reported.
The LP formulation in Eqs. (5.2a)-(5.2n) is able to reduce the required spare
capacity to build a backup network which considers the uncertainty of the traﬃc.
From the results in Table 5.2, the capacity provisioning of the backup network
under HLT requires 30% to 70% less than the reference model. The hose provi-
sioning, on the contrary, requires 13% to 32% more capacity than HLT, for the
networks 2-4 where a feasible solution could be retrieved. There was no feasible
solution for the hose model in networks 1 and 5. The hose model, which covers a
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wide traﬃc specification range, requires more resources.
The designed network guarantees to reroute the traﬃc in case of a single link
failure in the primary network, for any traﬃc matrix that fits within the HLT
bounds. In other words, by appropriately exploiting the bounds used by the model
(total outgoing/incoming traﬃc at each node, total traﬃc measured through each
link), the operator is able to build a backup network with less capacity than the
primary network, which is robust to traﬃc uncertainty and protects against link
failures. Further, by providing a better specification of the uncertainty range of
the traﬃc in the network, the model reduces the provisioning requirements as
compared to the hose model.
Table 5.3 indicates that it is possible to solve the optimization problem in less
than one minute in four of the five examined networks.
Table 5.2: Capacity provisioning (ratio).
Network Double cap. HLT Hose
Network 1 1 0.47 -*
Network 2 1 0.3 0.46
Network 3 1 0.5 0.82
Network 4 1 0.46 0.59
Network 5 1 0.7 -*
* : No feasible solution.
Table 5.3: Computation time (s).
Network HLT Hose
Network 1 < 1 -*
Network 2 1 3
Network 3 3 26
Network 4 40 31
Network 5 395 -*
* : No feasible solution.
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5.4 Computation complexity
The computational time to solve an LP problem is generally related to the number
of variables and the algorithm used to solve the optimization problem. The
number of decision variables for the LP problem in Eqs (5.2a)-(5.1k) is listed in
Table 5.4. If the interior point projective algorithm presented by Karmarkar [52]
is used, the overall complexity of the algorithm is O(n3.5L2·lnL·lnlnL), where n is
the number of variables and L the number of bits in the input. Table 5.4 indicates
that the LP problem has O(|V |2|A|) decision variables. Therefore, the overall
computational time complexity of the LP problem is O(|V |7|A|3.5L2·lnL·lnlnL).
Table 5.4: Decision variables for the LP problem
Decision variables Number of decision variables
xpqij , ∀(i, j) ∈ A, p, q ∈ V |V |
2|A|
πij(p),λij(p), ∀(i, j) ∈ A, p ∈ V |V ||A|
ξij(s, t), fst(i, j), ∀(i, j), (s, t) ∈ A |A|2




We presented a mathematical formulation for the spare capacity assignment prob-
lem to built a backup network to reroute the traﬃc in case of single link failures
in the primary network, by taking into account the uncertainty of the traﬃc.
Most of the approaches pertaining to the preplanned link restoration field rely on
over-provisioning, which induces high costs for the network operators. Another
traditional approach in the research is the design of backup networks by relying
on exact values of the traﬃc demands. However, in real-life applications it is
hard for the network operators to know or predict the exact traﬃc matrix. By
applying the robust model of hose model with bound of link traﬃc (HLT) we
formulated an LP problem that allows the provisioning of the backup network
with the strict necessary capacity to accommodate any traﬃc matrices described
by the model bounds. The bounds in HLT are set by the network operators based
on their experience, by defining the total amount of outgoing and incoming traﬃc
at each node, and the traﬃc measured on each link. We assessed the capacity
reduction for a given traﬃc condition in five sample networks. Our model is able
to design a backup network with less physical links than the primary network.
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Chapter 6
Conclusions and future works
6.1 Conclusions
We introduced optimization models for the design of power eﬃcient networks,
and the design of reliable network through the spare capacity assignment problem,
under the assumption of unknown traﬃc demands. The merit of our optimization
approach which is built over the hose model with bound of link traﬃc (HLT) is
to be able to achieve a comparable performance that the schemes based on the
knowledge of the exact traﬃc demands, while providing robustness against traﬃc
change. By appropriately using the available network statistics, the operators
set the bounds on the traﬃc, leading to the construction of a model with is less
conservative than the classical hose model. The bounds are the total incoming
and outgoing traﬃc at each node and the maximum amount of traﬃc measured
on each link.
In the first part of the thesis we built green HLT for the design of power eﬃ-
cient networks under the robust model of HLT. The achieved power savings, which
diﬀer by at most 11% from the approach were the value of the traﬃc demands
is known, confirm the validity of the scheme. Several aspects of the schemes
were evaluated through simulations. We discussed the necessity to consider the
resiliency of the network when designing power eﬃcient networks, because the
optimized network, which uses less resources, is less resilient to failures. Due to
the diﬃculty of solving the problem MILP formulation, we presented an heuristic
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based on the LP formulation of the HLT model. The heuristic significantly re-
duces the computation time as compared to the MILP formulation, while keeping
a comparable performance.
In the last part of the thesis, we considered an extension of the robust model
of HLT for the design of the backup networks. The objective is to mitigate
the over-provisioning for the spare capacity assignment problem by providing
the strict necessary capacity to reroute the traﬃc in case of primary link failures,
while considering the unknown nature of the traﬃc. We provided a mathematical
formulation for the problem to reduce to capacity over-provisioning.
6.2 Future work
The work presented in this thesis opens the ways to several directions for future
work.
A common limitation encountered with the introduced formulations is the
computation time complexity. An investigation on how to build an eﬃcient
heuristic to solve the formulations based on the HLT model is needed to leverage
the computation time complexity.
In the design of power eﬃcient networks, the reliability and availability aspect
of the networks could be considered into the problem design. The best energy per-
formance in the field of green networking is achieved when the network resources
are perfectly tailored to the traﬃc level. However, this does not guarantee any
level of resiliency in most of the cases. Considering the reliability in the design
of green networks, robust to the traﬃc uncertainty, may lead to more diﬃcult
mathematical models to solve. This diﬃculty can be leveraged when an heuristic
for the uncertain traﬃc model is devised.
In the spare capacity assignment problem, link capacity can be considered a
discrete value, since a logical link typically consists of multiple physical links [27].
Future work can consider, under the traﬃc uncertainty condition, to reduce the




Finally, the design of reliable networks with traﬃc uncertainty can consider
the path-protection approach, where the resources used by the working paths and
backup paths are shared. The MIN-SUM problem can be considered.
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Appendix A
Derivation of Eqs.(4a)-(4d) for
HLT Model
We show the transformation from the primal problem in Eqs. (2.3a)-(2.3e) to
the dual problem in Eqs. (2.4a)-(2.4d) by expressing them in a matrix form.
Equations (2.3a)-(2.3e), the LP problem of finding T = {dpq} that maximizes
link load on (i, j) are represented as matrix expressions by,
max XTijd (A.1a)
s.t. Ad ≤ C (A.1b)
d ≥ 0, (A.1c)
where
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C = [α1α2 · · ·αN |β1β2 · · ·βN |y11 · · · y1N | · · · |yN1 · · · yNN ]. (A.2c)
N is the number of nodes. d is an NN × 1 matrix. Xij is an NN × 1 matrix. A
is a (2N +NN) ×NN matrix. C is a (2N +NN)× 1 matrix. The dual of the
LP problem represented by Eqs. (A.1a)-(A.2c) for (i, j) is given by,
min CTzij (A.3a)
s.t. ATz ≥Xij (A.3b)




ij = [πij(1)πij(2) · · ·πij(N)|λij(1)λij(2) · · ·λij(N)|
ξij(1, 1)ξij(1, 2) · · · ξij(1, N)]. (A.4a)
zij is a (2N +NN)× 1 matrix. Equations (A.3a)-(A.3c),(A.4a) and Eqs. (A.2a)-
(A.2c) form the matrix expression of Eqs. (2.4a)-(2.4d).
In HLT model, for A and C, while the first 2N rows, which correspond to
Eqs. (2.3b) and (2.3c), are the same as those of the hose model, the next NN
rows, which correspond to Eq. (2.3d), are newly introduced. For zij, while the
first 2N rows are the same as those of the hose model, the next NN rows are also
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newly introduced. As a result, the introduced NN rows in zij produce the term
of
∑




st ξij(s, t) in Eq. (2.5f).
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Appendix B
CPLEX Solver output file for the
Network 1
CPLEX 12.6.1.0: mipdisplay=2
MIP Presolve eliminated 37 rows and 1 columns.
MIP Presolve added 72 rows and 0 columns.
MIP Presolve modified 36 coefficients.
Reduced MIP has 7632 rows, 6984 columns, and 39564 nonzeros.
Reduced MIP has 36 binaries, 0 generals, 0 SOSs, and 0 indicators.
Probing time = 0.01 sec. (1.16 ticks)
Reduced MIP has 7632 rows, 6984 columns, and 39564 nonzeros.
Reduced MIP has 36 binaries, 0 generals, 0 SOSs, and 0 indicators.
Probing time = 0.02 sec. (0.89 ticks)
Clique table members: 4.
MIP emphasis: balance optimality and feasibility.
MIP search method: dynamic search.
Parallel mode: deterministic, using up to 8 threads.
Root relaxation solution time = 0.71 sec. (424.65 ticks)
Nodes Cuts/
Node Left Objective IInf Best Integer Best Bound ItCnt Gap
* 0+ 0 41.4000 -0.0000 100.00%
0 0 18.0219 34 41.4000 18.0219 6908 56.47%
* 0+ 0 35.0237 18.0219 48.54%
* 0+ 0 30.1870 18.0219 40.30%
0 0 22.5274 32 30.1870 Cuts: 789 10189 25.37%
* 0+ 0 28.8172 22.5274 21.83%
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0 0 23.1494 28 28.8172 Cuts: 267 12411 19.67%
0 0 23.1733 28 28.8172 Cuts: 39 12948 19.59%
0 0 23.1763 28 28.8172 Cuts: 11 13073 19.57%
0 0 23.1763 28 28.8172 Cuts: 3 13074 19.57%
* 0+ 0 24.9767 23.1763 7.21%
0 2 23.1763 28 24.9767 23.1763 13074 7.21%
Elapsed time = 11.55 sec. (6328.55 ticks, tree = 0.00 MB)
2 4 23.4673 28 24.9767 23.1763 15049 7.21%
4 6 23.6619 26 24.9767 23.1906 19463 7.15%
7 9 24.0162 23 24.9767 23.1906 26304 7.15%
9 11 23.8363 18 24.9767 23.1906 32880 7.15%
10 12 23.3309 16 24.9767 23.2481 33386 6.92%
11 13 24.5953 19 24.9767 23.2481 35819 6.92%
14 16 24.1169 16 24.9767 23.2481 41595 6.92%
18 20 24.3715 19 24.9767 23.2481 52569 6.92%
20 22 23.5160 11 24.9767 23.3309 59872 6.59%
26 20 24.4415 24 24.9767 23.3309 77107 6.59%
Elapsed time = 25.02 sec. (15396.94 ticks, tree = 0.00 MB)
44 18 cutoff 24.9767 23.5162 118385 5.85%
52 24 24.2317 18 24.9767 23.5162 141814 5.85%
66 31 24.3932 18 24.9767 23.5162 169137 5.85%
81 34 24.4991 18 24.9767 23.6339 197648 5.38%
82 35 24.4451 19 24.9767 23.6339 201190 5.38%
90 37 24.6307 21 24.9767 23.6339 231944 5.38%
106 33 24.7539 20 24.9767 23.6339 265612 5.38%
118 31 24.8909 15 24.9767 23.6339 290812 5.38%
* 121+ 30 24.9725 23.6339 5.36%
142 10 cutoff 24.9725 24.1271 319438 3.38%
154 2 cutoff 24.9725 24.1271 345327 3.38%
Elapsed time = 47.12 sec. (29866.57 ticks, tree = 0.00 MB)
Cover cuts applied: 1
Implied bound cuts applied: 465
Flow cuts applied: 82
Mixed integer rounding cuts applied: 23
Flow path cuts applied: 1
Gomory fractional cuts applied: 2
Root node processing (before b&c):
Real time = 11.51 sec. (6320.13 ticks)
Parallel b&c, 8 threads:
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Real time = 35.66 sec. (23850.55 ticks)
Sync time (average) = 15.27 sec.
Wait time (average) = 15.32 sec.
------------
Total (root+branch&cut) = 47.18 sec. (30170.68 ticks)
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