We investigate bilateral currency pressures against the U.S. dollar for three currencies: the Japanese yen, the Chinese yuan, and the U.K. pound during the period 2000:Q1 to 2009:Q4. We employ a model-based methodology to measure exchange market pressure over the period. Conversion factors required to estimate the pressure on these currencies are computed using a time-varying coefficient regression. We then use our measures of currency pressures to assess deviations of exchange rates from their market-equilibrium levels. For the yen, our measure of currency pressure suggests undervaluation during the initial part of our estimation period, a period during which the Bank of Japan sold yen in the foreign exchange market. We find persistent undervaluation of the yuan throughout the estimation period, with the undervaluation peaking at about 20 per cent in 2004 and 2007. For the pound, the results indicate low pressure --suggesting a mainly free-floating currency --throughout the sample period. These results appear consistent with the policies pursued by the central banks of the currencies in question.
Introduction
The issue of currency misalignment has long been a focus of empirical research in international finance. Empirical studies have applied a fairly-wide variety of models, ranging from fairly simple Purchasing Power Parity (PPP) approaches to more complex models, in an attempt to compute misalignment. Most studies specify misalignment as a prolonged difference between the actual real exchange rate and its "fundamental equilibrium" level (Williamson 1985 , Edwards 1989 , Clark and MacDonald 1998 , the latter level of which is typically estimated on the basis of a particular model (e.g., the exchange rate that corresponds to PPP, the exchange rate that yields a cyclicallyadjusted current account equal to "normal" capital flows). In this paper, we employ the exchange market pressure (EMP) methodology pioneered by Girton and Roper (1977) and further developed by Weymark (1998) to derive a measure of currency misalignment. The model-consistent EMP approach is based on a small macroeconomic set-up. Consequently, when it is implemented empirically it is inevitably subject to problems of oversimplification, including the problems of incorrect functional form and omitted variables. As a result, previous research has been marked by a tendency to produce implausible estimates of the underlying structural parameters of the GirtonRoper model. In contrast to previous studies, we use a time-varying-coefficient (TVC) regression to compute conversion factors, dealing with these misspecifications. As we demonstrate below, by implementing the model using TVC methodology, we are able to correct these specification errors and derive consistent estimates of the relevant elasticities, thereby providing consistent estimates of the degree of currency misalignment.
The motivation underlying the use of the EMP to compute currency misalignment is as follows. Under a pure floating regime, any departure of the exchange rate from its market-equilibrium level should be normally short-lived; it should be absorbed by the exchange rate itself, eliminating the disequilibrium.
1 Therefore, the degree of exchange regimes disequilibrium may arise because of the monetary authorities' intervention in the exchange market. Consequently, if the currency deviates from its market-equilibrium rate, we would expect pressure on the exchange rate towards its equilibrium level and an offsetting actions from the authorities through foreignexchange intervention or other measures (e.g., capital controls), which counteract this pressure; the greater the disequilibrium in the exchange market, the greater will be the pressure on the exchange rate and the greater will be the required strength of action from the authorities. As a result, at least two fundamental questions arise. In what follows, we aim to determine the extent of such pressure during the period 2000:Q1-2009:Q4. We focus on the bilateral exchange rates against the U.S. dollar of three currencies: the Japanese yen, the Chinese yuan, and the U.K. pound sterling. All three currencies are major players in the international financial arena. However, during the period under consideration they operated under different exchange-rate regimes.
Japan operated a floating regime but, nonetheless, the Bank of Japan tended to occasionally intervene in the foreign exchange market; in 2003, that intervention turned "massive", as the Bank of Japan sold 177 billion yen, buying dollars, in an effort to depreciate the yen (Fatum and Hutchinson, 2010; see, also, Fatum, 2009 ). China operated a mainly pegged regime, which involved significant intervention in the foreign exchange market. During the 2000s, its exchange-rate regime moved from a rigid peg against the U.S. dollar to a peg with elements of flexibility, especially beginning in 2005 (Goldstein and Lardy, 2008) . The large-scale intervention continued into early
2004. The Bank of England did not typically intervene in the foreign exchange market;
its regime was essentially a free-floating regime.
The remainder of the paper is organized as follows. The next section describes the exchange-market-pressure model used and its time-varying conversion factors. Section 3 presents the empirical findings. Section 4 concludes.
Exchange Market Pressure
In their seminal paper, Girton and Roper (1977) introduced the concept 'exchange market pressure'. Their aim was to provide a measure of excess demand for domestic currency, or, alternatively, the degree of misalignment between the actual real exchange rate and the level of the exchange rate in the absence of central bank intervention, keeping all other factors unchanged.
To understand the notion of exchange market pressure (EMP), suppose that any incipient pressure on the currency is relieved by allowing the exchange rate to adjust towards its equilibrium value, leaving the foreign reserves of the central bank unaffected. This situation corresponds to the case of a floating exchange rate regime. By contrast, under a managed regime the pressure on the exchange rate to move towards its equilibrium value can be relieved through either a discrete change in the exchange rate, a change in foreign reserves, or a combination of both. In an attempt to measure the degree of EMP, Girton and Roper posited that EMP can be estimated by using two Girton and Roper (1977) include the foreign reserves of the second economy by specifying:
This equation is justified on the grounds that the large economy can shift all exchange rate stabilization efforts to the smaller country (see Girton and Roper, 1977) . 4 Equation 1 differs from the original Girton and Roper definition as EMP is measured in the opposite direction and the exchange rate we use here defines a rise in the rate as depreciation. We have defined things in this way to be consistent with the rest of this paper.
floating regime,
. More generally, a depreciation of the domestic currency (an increase in t e ∆ ) and/or a loss of international reserves will increase the EMP index.
As mentioned above, some researchers (e.g. Calvo and Reinhart, 2002) use the interest rate as a separate, third component of the EMP. The idea here is that, since interest-rate hikes have been part of central banks' responses to speculative attacks, interest rates are one way of capturing pressures in the foreign-exchange market.
However, as pointed out by Willett, Kim, and Bunyasini (2012) , inclusion of the interest rate in an evaluation of responses to currency crises would imply that all interest-rate changes are intended to defend the currency, which is a highly questionable assumption. 5 Consequently, in what follows we focus on two components of the EMP --the bilateral nominal exchange rate and foreign exchange reserves.
It is, of course, unrealistic to expect these two components to have equal weights.
Therefore, in subsequent research, Roper and Turnovsky (1980) , motivated by an optimal intervention policy for domestic income stabilization, generalized the above model to have different weights. Moreover, Weymark (1998) pointed out that the reserve component should be converted into corresponding exchange rate units.
Utilizing a standard monetary model, that author derived a conversion factor for reserves. Using that conversion factor, the EMP can be determined as:
where η is a conversion coefficient (or factor), which is assumed to be constant and negative.
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Although there is a general agreement that the 'ideal' measure of EMP should be derived from an exchange rate determination model (see, e.g., Eichengreen, Rose and Wyplosz, 1997) , empirical studies show that all such models do not fully explain exchange rate behaviour. As a result, the conversion coefficient leads to an inconsistent index of the currency pressure. Therefore, a second approach to estimating EMP --known as a model-independent approach --incorporates weights to standardize the variances of each component instead of using conversion coefficients; see for example Sachs, Tornel and Velasco (1996) ; Eichengreen, Rose and Wyplosz (1997); and Kaminsky, Lizondo and Reinhart (1998) . Nonetheless, the model-based approach remains the most widely-used method, reflecting its potential ability to capture specific factors affecting currency pressure.
The EMP methodology has been applied to a wide range of countries, with most studies focusing on the bilateral exchange rate misalignment against the U.S. dollar. For example, Girton and Roper (1977) , Burdekin and Burkett (1990) , and Hallwood, MacDonald and Marsh (1996) applied the EMP to assess the degree of misalignment of the Canadian dollar against the U.S. dollar. Connoly and DaSilvera (1979) Under the TVC set-up used in this paper, the coefficients represent total effects of the regressors on the dependent variables, including the omitted-variable and measurement-error biases. Consistent estimates of the partial derivatives of the dependent variable with respect to the regressors in a structural model can be found by removing these biases from the total effects. The decomposition of the total effects into bias-free and bias components is provided in section 2.4.
Our basic model is the following. (All variables are in log form, unless specified otherwise.)
The demand for money in this economy is given by
where d t m is the log of money demand at time t, t p is the log of the domestic price level, t y is the log of real domestic output and t i is the domestic nominal interest rate.
The domestic price level is represented by
where t fp is the log of the foreign price level and t e is the log of the exchange rate, defined as a domestic price of one unit of foreign currency (so that an increase in t e is a depreciation of the domestic currency); thus, both changes in the foreign prices and changes in the exchange rate affect the domestic price level.
The nominal interest rate is given by 1 ( | ) 
where t ρ is the parameter denoting the time-varying response of policy by the central bank to a change in the exchange rate. Eq. (7) captures the impact of the central bank's exchange rate policy on the foreign reserves. While the policy response is not the central concern of this paper, it is an interesting aspect of the model and is obviously related to the measure of exchange market pressure we develop. If there is no pressure on the exchange rate this implies a free float and, hence 0 = ρ ; if pressure is high then this implies that the exchange rate is manipulated and so 0 > ρ and large in magnitude.
We present the time-varying evolution of this coefficient for the three countries considered in Appendix A.
A central bank can refrain from intervention in the foreign exchange market and allow the exchange rate to float freely. In this case, the response function in Eq. (7) is zero. However, if the central bank follows a managed exchange regime, the response coefficient can take any value between zero and infinity, implying that the central bank is not committed to a free float, but also avoids the total control over the exchange rate.
The fixed rate policy can be seen as a special case of the managed regime with the response coefficient going to infinity as we approach a fixed rate regime.
Market participants can observe only the current exchange rate and interest rates.
International reserves increase when the central bank purchases foreign currency in response to the local currency appreciation (i.e., a decrease in t e ) and decrease when the central bank supplies foreign currency in response to a depreciation of the domestic currency.
Substituting Eq. (4) and (5) 
It is possible to combine the difference between current and past values of the products of variables and their coefficients on the right hand side of Eq. (9) to identify their impact on a change in the money supply. After rearranging Eq. (10), the exchange rate change can be specified as 
The central bank's policy is confined to the change in the exchange rate through the response coefficient t ρ .
Exchange market pressure index
In what follows, we employ the following general definition of the EMP, given by Weymark (1998, p. 278) : "exchange market pressure measures the total excess demand for a currency in international markets as the exchange rate changes that would have been required to remove this excess demand in the absence of exchange market intervention [both unilateral and coordinated], given the expectations generated by the exchange rate policy actually implemented."
As shown in Eq. (2) above, the pressure on this currency can be specified as follows: 
The first term on the right hand side shows how reserves may affect other variables in the economy and how these other variables, in turn, may affect the exchange rate. The second term shows the direct effect of reserves on the exchange rate.
Since the second term in Eq. (14) is assumed to convert the reserve changes into equivalent changes in the exchange rate (see Spolander and Poso 1997) 
(As noted in the discussion following the presentation of equation (2) above, η is a conversion factor that is negative. This assumption underlies the negative coefficient of t r ∆ ). Negative values of EMP are associated with appreciation pressure and vice versa for positive values, since the exchange rate is given as the domestic price of a unit of foreign currency.
Derivation of Conversion Factor
Most previous studies that utilized a model-dependent approach to evaluate EMP employed two-stage least squares (2SLS) to compute the conversion factor, reflecting the simultaneity in the structural form of the model. 9 In a recent paper, Swamy, Hall and
Tavlas (2009) Hall (1987) reports, that exchange rate models do not perform well in predicting the exchange rate movement compared to more complex models (a similar conclusion was by Goodhart, Hall, Henry and Pesaran, 1993). However, it is difficult --perhaps not even possible --to construct a full economic model to accurately predict exchange rate behaviour.
To obtain a consistent estimator of the conversion factor we need to remove the specification biases from the coefficients of Eqs. (3)- (7). The next section provides a method that aims to remove such biases using a time-varying-coefficient model. 10 The appealing feature of the TVC model is that it can be used in the case of unknown functional form, omitted variables, and measurement errors. Therefore, it helps to overcome the problems caused by omitted variables and mis-specified functional forms, described in Hall (1987) , and, at the same time, acts as a reliable alternative to the 2SLS technique.
9 See for example Spolander (1999, p. 60) .
The Time-Varying-Coefficient (TVC) model
In this section we provide a largely intuitive account of the novel estimation strategy used. A more formal exposition is provided in Appendix B.
TVC estimation proceeds from an important theorem that was first established by Swamy and Mehta (1975) , which has subsequently been confirmed by Granger (2008 (Swamy, Tavlas, Hall and Hondroyianis, 2010) . This technique builds on the Swamy and Mehta (1975) Some parametric assumptions are needed to make TVC estimation fully operational. We make two key assumptions. First, we assume that the TVCs themselves are determined by a set of stochastic linear equations, making the TVCs functions of a set of variables that we call driver (or coefficient-driver) variables. This is a relatively uncontroversial assumption. Second, we assume that some of these drivers are correlated with the misspecification in the model and some are correlated with the timevariation emanating from the non-linear (true) functional form. With this assumption, we can then simply remove the bias from the TVCs by removing the effect of the set of coefficient drivers that are correlated with the misspecification. This procedure, then, yields a consistent set of estimates of the true partial derivatives of the unknown nonlinear function, which may then be tested by constructing 't' tests in the usual way.
An important difference between coefficient drivers and instrumental variables is that a valid instrument requires a variable that is uncorrelated with the misspecification, which often proves difficult to find. For a valid driver we need variables that are correlated with the misspecification, and we would expect that the latter objective is much easier to achieve.
Data and Estimation Results
As mentioned, we utilize quarterly data spanning 1999:Q1 to 2009:Q4 on the three currencies: the Chinese yuan, the Japanese yen, and the British pound. 
Time-varying conversion factors
Recall that 2t b denotes the interest elasticity of money demand and 1t a denotes the exchange rate elasticity of price given by Eqs. (3) and (4), respectively. The timevarying conversion factors are estimated using the (bias-free) estimates of 2t b and 1t a . Panels B and C of Table 1 present the estimates obtained by OLS regression using levels of the variables and first differences, respectively. We focus our discussion of the results on the estimates of the money demand and price equations. For the estimates in levels, the money demand function and the price equation for Japan have positive coefficients for both the interest rate (0.018) and the exchange rate (0.455). For China, the coefficients on the interest rates and the exchange rate are -0.452 and 0.002, respectively; for the U.K., both coefficients are negative (-0.072 and -0.025, respectively). Consequently, two of the coefficients --those on the interest rate for Japan and the exchange rate for the U.K. --are of the wrong sign. This finding of wrong-signed coefficient is consistent with previous empirical work.
Turning to Panel C, we find that for OLS estimates in first differences, the signs of the coefficients are reversed compared with OLS in levels. This finding with regard to levels and first differences is consistent with the forward premium bias (see, inter alia, Fama, 1984, and Engel, 1995) , where OLS often gives a positive coefficient when the spot rate is regressed on the forward rate, but a negative coefficient when the changes in the spot rate are regressed on the forward rate premium. In our case, the dependent variables are the money supply and price differentials; nonetheless, the results are somewhat similar to the forward premium puzzle. Therefore, we could conjecture that anomalies analogous to the forward premium bias can occur as a result of the specific feature of the mechanism generating the spot exchange and interest rates series.
Exchange market pressure
Using the TVC estimates of the coefficients in Eq. (16), we constructed two measures of exchange market pressure for each of the currencies under consideration.
One measure is based on the quarter-to-quarter values of the coefficients of the variables appearing in Eq. (16). The second measure was computed using the average values over the entire sample period of the (quarterly) TVC coefficients of these variables. That is, for the second measure we used the average of the sum of the TVC coefficients, so that there is only a single coefficient for exchange market pressure; the latter (average) measure produces a smoother pattern of EMP than the former measure.
13 Table 2 reports the main results. Columns (1) through (4) of the table contain data on the average bilateral exchange rate of each currency against the dollar over the sample period, the change in that rate, the log of that rate, and the change in the log of that rate, respectively. Columns (5) and (6) report the two measures of EMP using quarter-to-quarter TVC estimates and average TVC estimates over the entire sample, respectively. Columns (7) through (12) contain information on the number of quarters in which (i) the exchange rates in question depreciated and (ii) the depreciation pressure was predicted by each of the two EMP measures.
From Column 4 it can be observed that, for both the yen and the yuan, the average changes in the respective currencies were negative for the period from 2000 to 2009, implying some appreciation against the dollar. For the pound, there was no change in the bilateral rate against the dollar. However, the table also reveals that all three currencies, on average, experienced negative pressure (i.e., appreciation pressure), although for the pound sterling the values are very small. This latter result is expected, since, on average, in the free floating regime, which is used by the Bank of England,
any pressure on the currency should be absorbed by the exchange rate itself. In case of the managed and fixed exchange regimes, however, the pressure on the currency should increase with the level of the intervention in the exchange market. Therefore, because 13 In reporting TVC results, it is our practice to focus on the average values of the TVC coefficients.
the People's Bank of China resisted appreciation of its currency against the dollar, and aggressively intervened in the foreign exchange market, we can observe substantial pressure on the yuan. Such pressure is also present for the yen but, as expected, much less than in the case of the yuan. There is a substantial difference between the exchange market pressure computed using time-varying conversion coefficients (EMP_TVF) and the exchange market pressure with a constant conversion factor (EMP_CF). In general the constant conversion factors tend to give a more stable picture and we might think of these as better capturing the general situation. The time-varying factors seem to work better at detecting very short-lived events which perhaps do not really represent a fundamental misalignment, such as the U.K. sale of gold in 2000. However, it does not seem to be appropriate to prefer one set of results over the other; both methods of determining conversion factors have an interesting and useful light to shed on the issue of exchange market pressures.
Conclusions
Girton and Roper's (1977) formulation of a measure of exchange market pressure has been widely applied to determine the kind of exchange-rate regime followed by the monetary authorities and to determine the amount of speculative pressure in the foreignexchange market. We used that formulation to measure currency misalignment. An underlying problem that has confronted previous empirical work concerns the underlying structural coefficients of the Girton-Roper model. Typically, these coefficients have been found to be incorrectly signed, reflecting such misspecification problems as omitted variables. For example, a missing variable from the Girton-Roper model is the domestic interest rate, which can be used to influence the exchange rate; indeed, some researchers have expanded the Girton-Roper model to include interest rates. Nevertheless, the problem of specification biases has remained, leading to the development of alternative methodologies for determining EMP that bypass direct estimation of the structural coefficients.
In this paper, we developed a TVC methodology that both (i) r e ρ ∆ = − ∆
Below, we give estimates of ρ , calculated as a seven-period centred moving average For the U.K., there was no significant market intervention over the estimation period and so the estimated values for ρ are very small ( Figure 6 ). A negative value for ρ indicates that reserves were actually moving in a way that would add to the movement in the exchange rate rather than dampen it, that is, reserves were "moving with the wind." This simply emphasises the point that, over this period, reserves were not being used to target the exchange rate at all and were moving for reasons unrelated to an exchange-rate target.
Overall, it is clear that the value of ρ in the case of China during the first half of the period was much higher than for the other two countries considered here, indicating strong market intervention. Even in the second half of the period, the value of ρ for China was around 10, which is higher than for either the U.K. or Japan (although of a more similar order of magnitude with the ρ 's of the other two countries). Substituting the right-hand sides of Eqs. (A6), (A7) and (A8) for the coefficients of Eq. (A5) yields the following 20 See Swamy and Tavlas (2001, pp. 418-423) and Swamy, Tavlas, Hall and Hondroyiannis (2010, pp. 8-10 ) for a formal definition of the coefficient drivers. 
