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We investigate the finite-density phase
diagram of a non-abelian SU(2) lattice
gauge theory in (1+1)-dimensions using
tensor network methods. We numerically
characterise the phase diagram as a func-
tion of the matter filling and of the matter-
field coupling, identifying different phases,
some of them appearing only at finite den-
sities. For weak matter-field coupling we
find a meson BCS liquid phase, which is
confirmed by second-order analytical per-
turbation theory. At unit filling and for
strong coupling, the system undergoes a
phase transition to a charge density wave
of single-site (spin-0) mesons via sponta-
neous chiral symmetry breaking. At fi-
nite densities, the chiral symmetry is re-
stored almost everywhere, and the me-
son BCS liquid becomes a simple liquid
at strong couplings, with the exception of
filling two-thirds, where a charge density
wave of mesons spreading over neighbour-
ing sites appears. Finally, we identify two
tri-critical points between the chiral and
the two liquid phases which are compat-
ible with a SU(2)2 Wess-Zumino-Novikov-
Witten model. Here we do not perform
the continuum limit but we explicitly ad-
dress the global U(1) charge conservation
symmetry.
1 Introduction
Lattice gauge theories lie at the heart of the de-
scription of nature. They provide the theoreti-
cal ground to formulate theories ranging from the
Standard Model in high energy physics [1, 2] to
effective condensed matter models [3, 4], while
being able to to capture superconducting and
topological states of matter. Despite the tremen-
dous success of such theories, our capability of
non-perturbative analysis – which mostly relies
on numerical techniques – has been severely lim-
ited to zero-density scenarios. Indeed, elucidat-
ing the properties of gauge theories at finite den-
sity is notoriously challenging [5, 6] as, differently
from their zero-density counterparts where Monte
Carlo simulations have been tremendously suc-
cessful [7, 8, 9], importance sampling is invali-
dated due to the so called sign problem. Simi-
larly, quantum simulators of lattice gauge theo-
ries [10, 11, 12, 13, 14, 15, 16], despite being ex-
tremely promising platforms, are still in the early
stage of their development [17, 18].
In this work, we investigate the zero-
temperature, finite-chemical-potential phase di-
agram of a SU(2) lattice gauge theory in (1+1)-
dimensions using Tensor Network (TN) methods
[19, 20, 21, 22, 23]. The finite-density phase
diagrams of non-Abelian lattice gauge theories
have been suggested to host paradigmatic sce-
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narios for strongly correlated quantum matter.
In condensed matter settings, SU(2) gauge theo-
ries naturally emerge as a low-energy description
of the Hubbard model [3, 24], where supercon-
ductivity at finite doping represents the equiv-
alent of meson formation at finite chemical po-
tential. In high-energy physics, the large den-
sity regime of quantum chromodynamics (QCD)
has attracted a lot of attention especially in
view of possible exotic superconducting phases
which may appear in regimes close to the in-
terior of neutron stars [25, 26]. Here we focus
on (1+1)-dimensional non-Abelian models, and
specifically on the SU(2) Yang-Mills theory cast
as a quantum link model [27, 28, 29, 30], with
compact gauge fields coupled to Kogut-Susskind
fermions [31]. Firstly, we show how these models
support Bardeen-Cooper-Schrieffer (BCS) liquid
states of matter pairs (mesons), in a wide range
of Hamiltonian parameters, and that the stabil-
ity of this phase is preserved while increasing the
particle density. Since there are no bare inter-
actions between our fermionic fields, this ’color-
like-superfluidity’ is solely driven by the interac-
tions mediated by the gauge fields, very much
akin to suggested scenarios in SU(2) gauge theo-
ries for the Hubbard model [3]. Secondly, we anal-
yse the strong-coupling regime, where we found
that chiral symmetry is spontaneously broken,
but is immediately restored at finite densities,
where a liquid phase with gapless single parti-
cle excitations is present. Finally, we track the
behaviour of the entanglement entropy at the
transition between BCS liquid and the chiral-
symmetry-broken phase. Our results signal that
the transition is of second order, and is compati-
ble with a SU(2)2 Wess-Zumino-Novikov-Witten
model [32, 33, 34], which has been put forward
as a key scenario for gauge theories with SU(2)
gauge invariance [35].
In the last two decades, TNs, and in particular
the matrix-product state methods applied here,
have been widely employed to numerically tackle
strongly correlated, low-dimensional many-body
problems [36, 37, 19, 20, 38, 22]. These wave-
function based methods do not rely on impor-
tance sampling, and thus are unaffected by the
sign problem, so they can be applied to zero- and
finite-chemical potential regimes on equal foot-
ing. Moreover, they can easily give information
about quantum correlations, such as, e.g., entan-
glement entropies, which have recently attracted
an increasing attention in the context of gauge
theories [39, 40, 41]. As such, both in terms
of regimes of applicability and observables, TNs
provide a computational tool which is comple-
mentary to Monte Carlo methods. Recently, TN
methods have been applied to gauge theories,
with investigations ranging from the phase dia-
grams of Abelian theories in (1+1) and (2+1)-d,
to the real time dynamics of U(1) and SU(2) mod-
els [42, 43, 44, 45, 46, 47, 48, 49, 50, 51, 52, 53,
54, 55, 56, 57, 58, 59]. Here, we focus instead on
the effects of finite density of fermions in a non-
Abelian lattice gauge theory in the quantum link
model formalism, which is very convenient for
TN implementations due to its finite-dimensional
Hilbert space on each link. Finally, we employ a
recently developed TN structure which allows to
directly work on the gauge invariant Hilbert space
and to achieve the necessary numerical efficiency
[45, 47].
From a theoretical viewpoint, our study shows
how tensor methods allow to tackle questions,
such as the presence of superfluid phases at fi-
nite density and the restoration of chiral symme-
try in non-Abelian gauge theories, which play a
fundamental role in considerably more complex
theories such as QCD [60, 61]. The analysis pre-
sented here can be extended to other gauge mod-
els, such as SU(3), more complex geometries (lad-
ders, cylinders), while the continuum limit can be
studied along the lines of recent TN results [49].
2 Results
Quantum link formalism for SU(2)− We
characterise the phase diagram of a SU(2) lattice
gauge theory in (1+1)-d, with spin-12 fermionic
matter field c[M ]j,s coupled to non-abelian gauge
fields Uj,j+1;s,s′ within the quantum link formu-
lation of lattice gauge theories [29, 30, 62, 44,
45, 15]. One of the main features of quan-
tum link formulation is that the local Hilbert
space of a quantum link is finite dimensional
and as such it has a finite (fermionic) rep-
resentation. In this language, gauge (tensor)
fields read as compound operators Uj,j+1;s,s′ =
c
[L]
j,sc
[R]†
j+1,s′ , where the ’rishon’ operators c
[τ ]†
j,s (resp.
c
[τ ]
j,s) create (destroy) a fermion at site j ∈
{1..L} and sub-lattice τ ∈ {R,L} with spin
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Figure 1: Left: Phase diagram of the SU(2) lattice gauge model in quantum link formalism in the parameters space
matter-field coupling and matter filling (t, fM ). Two insulating phases (similar to Mott phases in Hubbard models)
appears at large coupling t and fM = 1, 2/3. Right: cartoon states exhibiting the same local order as the insulating
phases: The lattice alternates matter sites (square red wells) where matter (red circles) live, and gauge sites (round
green wells, split in left and right) where rishons (green particles) live. A blue bond between two spin-1/2 particles
represents a spin singlet. Insulator A alternates doubly occupied matter sites and empty matter sites, while insulator
B exhibits bound states involving two adjacent matter sites (each singly occupied) and the quantum link in between,
followed by an empty matter site. Rishons not entangled with matter tend to form a resonant singlet pair in the
quantum link as represented in the bottom right panel. Our simulations explored roughly a dozen of horizontal lines
in the t, fM plane, with hundreds of points each and especially focusing on filling 1 and 2/3, plus a dozen of vertical
lines, with hundreds of points each.
s ∈ {↑, ↓}, with standard anti-commutation rules
{c[τ ]†j,s , c[τ
′]
j′,s′} = δj,j′δs,s′δτ,τ ′ and {c[τ ]j,s, c[τ
′]
j′,s′} = 0.
They are equipped with a group of ‘left’ and
‘right’ transformations, generated by the SU(2)
Lie algebras J [L](µ)j,j+1 = 12
∑
s,s′=↑,↓ σ
(µ)
s,s′c
[L]†
j,s c
[L]
j,s′
and J [R](µ)j,j+1 = 12
∑
s,s′=↑,↓ σ
(µ)
s,s′c
[R]†
j+1,sc
[R]
j+1,s′ respec-
tively, where the coefficients σ(µ)s,s′ are the entries
(row s, column s′) of the Pauli matrix σ(µ) in di-
rection µ ∈ {x, y, z}. Within such quantum link
formulation, the group of left (resp. right) trans-
formations applies solely on the rishon mode L
(R) of the pair, and this guarantees that the two
sets of generators, and thus the two groups, mu-
tually commute [J [R](µ)j,j+1 , J
[L](µ′)
j′,j′+1] = 0.
Notice that, due to the fact that the fermionic
representation of the link operators Uj,j+1;s,s′
and J [τ ](µ)j,j+1 are bilinear operators, there is a lo-
cal conservation of the total number of fermions
within a link [29, 30, 62, 44, 45, 15]. Hence,
we fix the total rishon population at every link
(Lj ,Rj+1), on which the effective many-body dy-
namics will indeed depend. From now on, we
set
(
n
[L]
j,↑ + n
[L]
j,↓ + n
[R]
j+1,↑ + n
[R]
j+1,↓
)
= 2 fermions
per link. Within this selection rule, every sin-
gle quantum link degree of freedom has effective
dimension 6, and, as discussed in Ref. [30] and re-
minded below, the microscopic model has a SU(2)
gauge symmetry.
The local or gauge symmetry allows us to
impose a SU(2)-equivalent Gauss’ law at every
site, which restricts the space of ’physical’ states
|Ψphys〉; in this case, the Gauss’ law translates
into the fact the total spin around every site j
must equal to a spin-0 (see Method’s subsection).
Model − The Hamiltonian of model of in-
terest encodes the microscopical dynamics of a
Yang-Mills theory on a lattice, and is composed
by three terms
H = Hcoupl +Hfree +Hbreak. (1)
The link operators play the role of parallel trans-
porters, and appear in the coupling term between
gauge fields and matter, as [31]
Hcoupl = t
L−1∑
j=1
∑
s,s′=↑,↓
c
[M ]†
j,s Uj,j+1;s,s′c
[M ]
j+1,s′ + h.c.,
(2)
where j ∈ {1..L−1} and the spin s ∈ {↑, ↓}. The
second gauge invariant term in the Hamiltonian
3
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Figure 2: (color online) Main panel: central charges c, fitted according to Eq. (5), for the strong-coupling theory
t = 80, as a function of the filling fM for a chain of L = 90 sites. The cfit values are compatible with c = 1 of the
Luttinger liquid, thus confirming the liquid behaviour of the model, except for fM = 2/3 and fM = 1 where the
system is noncritical (gapped) and thus insulating. The error bars are a conservative estimate of the standard error
from the fit, in addition to the error propagated from the tensor network simulation. Inset: fitted Fermi wave-vector
values kF , extracted via Eq. (5), as a function of the filling fM (purple dots). The orange dashed line represents the
main trend, which is min{pi2 fM , pi(1 − fM )}. Side panels: samples of bipartite entanglement S` = −Tr(ρ` log ρ`)
profiles (blue dots), as a function of the partition point ` along the chain, at different filling fractions fM . Their
corresponding fits according to Eq. (5), calculated after discarding 10% of the system size at the boundaries, are
shown (red curves).
describes the pure-gauge field free energy
Hfree =
g20
2
L∑
j=1
[
~J
[R]
j−1,j
]2
+
[
~J
[L]
j,j+1
]2
= 2g21
L∑
j=1
(
1− n[L]j,↑n[L]j,↓ − n[R]j+1,↑n[R]j+1,↓
)
,
(3)
written in terms of the fermion occupation n[τ ]j,s =
c
[τ ]†
j,s c
[τ ]
j,s, where g1 = g0
√
3/8. If the quantum dy-
namics is ruled only by Hfree and Hcoupl there
is an additional, accidental, local conservation of
the number of fermions
∑
s=↑,↓ n
[R]
j,s + n
[M ]
j,s + n
[L]
j,s
around every site j. As a consequence, the re-
sulting gauge symmetry of the model is SU(2)×
U(1) = U(2) [30]. In order to reduce the sym-
metry of the quantum link model form U(2) to
SU(2) we break the additional U(1) gauge sym-
metry by adding the real part of the determinant
of each link matrix to the Hamiltonian,
Hbreak =

2
L−1∑
j=1
(
detUj,j+1 + detU †j,j+1
)
=
L−1∑
j=1
(
c
[L]
j,↓c
[L]
j,↑c
[R]†
j+1,↑c
[R]†
j+1,↓ + h.c.
)
,
(4)
which allows the total population of every site to
fluctuate. This extra component of the dynamics
moves a fermion pair, which is a total spin-0 due
to anti-commutation rules, from the left Lj mode
to the right Rj+1 model of a quantum link, or
vice versa. It preserves the total spin on every
site since it carries zero spin current, as well as the
total population on the quantum link, keeping the
symmetries previously discussed intact but the
total fermion number over site j and site j + 1.
Finally, from now on we set ~ = 1 and  = 5,
while g1 ≡ 1 sets the scale of energies.
Insulating Phases − Our analysis indicates
the presence of two distinct gapped phases, (yel-
low lines in the phase diagram of Fig. 1): these in-
sulating phases possess a (different) Charge Den-
sity Wave (CDW) order, i.e. a periodic modula-
tion in the matter fermions populations, and thus
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Figure 3: Main plots: charge density wave (CDW) order parameters ζk as a function of the coupling t. A − At filling
fM = 1 and L = 42, 50, 58, 66, 74, 82, 90, 106 (top to bottom, brown to purple). The CDW order emerges at k = pi
(chiral order). B - At filling fM = 2/3 and L = 48, 60, 72, 84, 96, 120, 132, 144 (top to bottom, brown to purple)
where the CDW order emerges at k = 2pi/3. The dot-dashed curves represent the point-by-point extrapolation to
the thermodynamical limit L → ∞. Insets: the coupling t? value at the point of steepest slope, for every curve, is
plotted as a function 1/L (the color code is the same as the respective main plot). The error bars are given by the
discrete grid employed for parameter t. At the thermodynamical limit 1/L→ 0 we extrapolate (grey dashed line) the
transition point t? → tc with a linear fit in 1/L, resulting in tAc = 12± 1 (left) and tBc = 35± 2 (right).
break spontaneously translational invariance in
the thermodynamical limit. The first non-critical
phase (type A insulator) appears only at matter
filling fM = 1, where fM is the total number of
matter fermions divided by the number of sites.
This phase exhibits CDW order at wave-vector
k = pi, i.e. it has effective periodicity of 2 com-
posite sites. The second non-critical phase (type
B insulator) appears at filling fM = 2/3 instead
and it show an effective 3 sites periodicity (wave-
vector is k = 2pi/3). These locally ordered phases
arise at large matter-field coupling t: In the fol-
lowing, we report two independent methods to
identify the transition point tAc (resp. tBc ).
First of all, we pinpoint these phases by
investigating the bipartite entanglement quan-
tified by the Von-Neumann entropy S` =
Tr[ρ` log ρ`] of the reduced density matrix ρ` =
Tr`+1..L[|Ψ0〉〈Ψ0|] for sites {1..`} with ` < L,
where |Ψ0〉 is the ground state we find, given
g1, , t and fM . The scaling of bipartite en-
tanglement is a discriminating property between
critical and non-critical theories in 1 + 1 dimen-
sions [63]: While for critical systems S` ' S0` =
c
6 log(L sin(pi`/L)) + c′ diverges logarithmically
with `, with c being the central charge of the cor-
responding conformal field theory (and c′ a non-
universal constant), for gapped systems S` sat-
urates to a finite value at the thermodynamical
limit. Moreover, since we are performing simula-
tions of fermions at fixed filling fM , one has to
take into account Fermi oscillations as discussed
thoroughly in Refs. [64, 65]. In this extended
framework, S` follows a behaviour according to
SF` ' S0`+b0 cos
(
2kF
(
`− L2
))(
sin
(
pi`
L
))−b1
(5)
where the Fermi wave-vector kF enters in the os-
cillatory contribution. We then use the theoret-
ical expression (5) to fit the simulated bipartite
entanglement S` and estimate the central charge
c, and the Fermi momentum kF of the theory. In
Fig. 2 (side panels) we plot several bipartite en-
tanglement profiles for a strong coupling theory
at various matter filling fractions 0 < fM ≤ 1.
Fermi oscillations are clearly visible, and allow
us to estimate the Fermi wave-vector close to
fM = 0, 1, in particular kF ≈ pi2 fM for fM < 2/3,
and kF ≈ pi(1 − fM ) for 2/3 < fM < 1 as re-
5
ported in the inset of Fig. 2. The two approxi-
mate scalings cross at fM = 2/3, where, indeed,
the fitted central charge c has a sudden drop as
shown in Fig. 2 (central panel), and is compati-
ble with a gapped phase (insulator B). A second
drop is found at fM = 1, another gapped phase
(insulator A), while elsewhere the central charge
is compatible to a constant c = 1 signaling a Lut-
tinger liquid phase (see next section).
The CDW order, emerging in each of the
gapped phases, is signalled by the local order pa-
rameter ζk ∼ 1L
∑
j e
ikj〈n[M ]j − fM 〉0 acquiring
a finite nonzero value at the thermodynamical
limit, for some k (precisely: k = pi for fM = 1,
while k = 2pi/3 for fM = 2/3). To avoid po-
tential problems of symmetry restoration due to
finite-size simulations, we extract the CDW or-
der parameter from the static structure factor, at
wave-vector k, of the matter density-density cor-
relations [66, 67]
ζk=
√√√√∑
j 6=j′
eik(j−j′)
L(L− 1)〈(n
[M ]
j − fM )(n[M ]j′ − fM )〉0
(6)
where the expectation value 〈·〉0 is calculated over
|Ψ0〉. In Fig. 3 we show the typical behaviour of
the relevant order parameter ζk, at filling fM = 1
(fM = 23) in the left (right) panel as a function of
the coupling parameter t. To identify the CDW
ordered phase we compute ζk for different system
lengths L and couplings t and check when the or-
der parameter survives at the thermodynamical
limit limL→∞ ζk 6= 0. From numerical extrapo-
lations (see the dot-dashed curves in Fig. 3), it
appears that the CDW order is established for
large t values, specifically t > tAc (resp. t > tBc )
for fM = 1 (fM = 2/3). The precise identifica-
tion of the transition points tAc and tBc between
the liquid and ordered phases is performed in the
next section.
Transition points − We can employ the
CDW order parameter data to estimate the tran-
sition values tAc and tBc , using various approaches.
A first approach is the steepest slope method,
which locates the transition point by taking the
thermodynamical limit extrapolation limL→∞ t?
of the parameter value t? where the differential
∂ζk/∂t|t? is maximal. This method is known to
provide robust results as long as the critical ex-
ponent β is smaller than 1 [66]. We estimated
βA ' 0.25 ± 0.08 and βB ' 0.13 ± 0.05 for the
transition into insulator A and B respectively, via
a finite-size scaling procedure (not shown) and
thus we can safely apply this procedure, which
results in tAc = 12± 1 and tBc = 35± 2 as shown
in Fig. 3 (insets).
Another independent approach to locate the
critical points is to analyse the central charge of
the model as a function of the system parameters,
obtained from the entanglement entropy S` fitted
via Eq. (5), as reported in Fig. 4. As expected,
as the thermodynamical limit is approached, a
discontinuity is highlighted in the fitted c val-
ues around tA,Bc . Additionally, it appears that
the transition point is described by a critical the-
ory different from the Luttinger phases. Indeed,
the spike survives at increasing system length L
and leads to a two-sided discontinuity in c as a
function of t for increasing `. Specifically, while
c ' 1.0 ± 0.1 for t < tA,Bc and c ' 0 ± 0.1 for
t > tA,Bc , exactly at the transition point we ex-
trapolate respectively c(A) = 1.6 ± 0.1 for the
transition into insulator A (at filling fM = 1) and
c(B) = 1.5±0.1 for the transition into insulator B
(at filling fM = 2/3) (lower insets in Fig. 4). The
extrapolated values c(A) and c(B) have each been
obtained via two independent methods, providing
compatible results: The first method is the one
previously discussed, and expressed by Eq. (5)
(bullet points in the insets of Fig. 4). The sec-
ond method (boxes points) is based on a post-
processing on the entanglement entropy profile, in
order to remove the Fermi oscillations and recover
a simple conformal trend S0` , whose c can be eas-
ily fitted. This post-processing is somewhat tech-
nical and extensively discussed in Ref. [68]. Our
results suggest that eventual logarithmic correc-
tions [69, 70, 71], if present, do not visibly affect
the quality of our fits. (see examples shown in
Fig. 2, obtained via the first method). Moreover,
by extrapolating the position t∗ of the peak it-
self at the thermodynamical limit (upper insets
in Fig. 4), we can locate the transitions points tAc
and tBc . Indeed, this procedure provides results
compatible with the previous method tAc = 12±1
and tBc = 33 ± 2. The values we obtained for
the central charge are compatible with the SU(2)2
WZNW model, which is an expected critical be-
haviour for gauge theories [35].
Liquid phases − Having found a wide region
in the matter filling (fM 6= 23 , 1) where the model
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(1) exhibits a gapless phase with central charge
c = 1, is already a strong signature that such
phase is a band conductor (albeit an interacting
one) and its long-range properties at the ther-
modynamical limit are captured by the Luttinger
liquid paradigm [72, 73]. In this section we aim
to confirm the existence of a mesonic BCS phase,
where the system behaves like a Luttinger liquid
of bound fermion pairs (forming a spin singlet
together) rather than a liquid of single fermion
quasiparticles (simple metal). This is predicted
for small coupling t from a perturbation theory
analysis presented in the methods section. How-
ever, even for strong t we also observe emergence
of BCS behaviour at low fillings: In Fig. 2, look-
ing at the Fermi oscillations in the entanglement
entropy, we clearly detect the shift from a sce-
nario at fM > 1 where the number of oscillations
is equal to the number of matter fermion holes
with respect to insulator A (kf ≈ pi(1− fM ), sin-
gle fermionic quasiparticle liquid), to a scenario
at fM ? 0 where the number of oscillations is
equal to half the matter fermions in the system
(kf ≈ pi2 fM , meson BCS liquid) [74].
We confirm this picture by studying the quasi-
long range order σ−j = c
[M ]
j,↓ c
[M ]
j,↑ of the super-
fluid mesons. Since particle number conserva-
tion cannot be explicitly broken in (1+1)-d due
to the Mermin-Wagner-Hohenberg theorem [75,
76], true long-range order cannot be established.
Therefore, we investigate the correlation length ξ
of the meson superfluid order, defined either as
[77]
ξ =
√∑
` 6=0
(|`| − 1)2C`/
∑
`6=0
C`, (7)
where C` is the bulk average of 〈σ−j σ+j+`〉0 =
〈c[M ]j,↓ c[M ]j,↑ c[M ]†j+`,↑ c[M ]†j+`,↓〉0, or by fitting C` ∼
a0`−ηe−`/ξ. We found that the two methods pro-
vide compatible results: henceforth, we report
those obtained via the first method. Typical re-
sults of the correlation length are shown in Fig. 5,
where we specifically consider the filling values
which allow for insulating phases (fM = 23 , 1):
The correlation length grows linearly with the
system size L inside the whole gapless region
t < tAc (t < tBc ), while it stays finite and scales as
ξ ∝ (t−tA,Bc )νA,B in the insulating phase. That is,
the meson BCS order survives until the insulat-
ing phase is established. An analysis of the criti-
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cal exponent ν when approaching the BCS phase
from the insulators is carried out in Fig. 6. For
other filling fractions we also observed linear di-
vergence of the correlation length, and especially
at high matter filling fM > 1 this occurs only at
small coupling t < t¯, despite the central charge
remaining constant c = 1. This is, again, a clear
signature of the transition from the meson BCS
liquid into a single fermion quasiparticle liquid,
as we previously argued from the entanglement
entropies.
The final phase diagram summarizing all our
findings is sketched in Fig. 1.
3 Discussion
In this manuscript we applied gauge invariant
tensor networks methods to study the finite den-
sity phase diagram of a non-Abelian lattice gauge
theory. This model was built to include the basic
ingredients of the Yang-Mills theory for a SU(2)
gauge symmetry, following a Kogut-Susskind for-
mulation, and it has been recast in a quantum
link formalism. By means of TN numerical ansatz
for quantum link models, we numerically investi-
gated the phase diagram at the thermodynamical
limit. At small matter-field coupling t we con-
firmed the existence of a meson BCS conductor,
a Luttinger liquid phase of matter fermion pairs,
which agrees with an analytical prediction based
on second-order degenerate perturbation theory.
We observed that the meson BCS may not sur-
vive at larger coupling t, depending on the matter
filling fraction fM , eventually in favor of a simple
liquid phase. Moreover, chiral symmetry break-
ing at strong coupling leads to the presence of two
insulating phases, at specific matter filling frac-
tions fM = 23 and fM = 1: Both these insulators
exhibit charge density wave order, respectively at
k = 23pi and k = pi. Finally, using entanglement
entropies, we characterised in detail the transi-
tion points t(A,B)c showing that they are compati-
ble with a SU(2)2 Wess-Zumino-Novikov-Witten
critical theory.
Our work paves the way towards non-
perturbative studies of non-Abelian gauge the-
ories in finite-density regimes where MonteCarlo
simulations are biased by the sign problem. Since
the local Hilbert space dimension only depends
weakly on the symmetry group, it is possible
to extend the present study to SU(3) models,
which promise to host an even richer pairing sce-
nario. In this context, as we have shown above,
while low-dimensional models differ significantly
to their higher dimensional counterparts in many-
respects, they still host several common phe-
nomena, including confinement and the restora-
tion of chiral symmetry at finite chemical po-
tential. The methods applied here can imme-
diately be extended to ladder systems, and po-
tentially to (2+1)-d lattices, providing a comple-
mentary route to recent approaches based on pro-
jected entangled paired states [78, 79]. In partic-
ular, the possibility of directly accessing entan-
glement properties enables the exploration of en-
tanglement properties in gauge theories, a topic
which has recently surged to attention [39, 40]
and where key questions, such as the role of
sub-leading corrections to the area law, promise
to give tremendous insights on both critical and
topological phenomena [80, 81].
In this study we were not interested in the
continuum limit of the theory, but studied the
zero temperature regime of the regularised lat-
tice version. In this sense, our results are di-
rectly related to possible realisation in cold atom
systems, where the lattice theory can be imple-
mented [17, 10, 12]. We foresee a possible study of
the continuum limit of the theory carried out via,
for instance, dimensional reduction. This method
has already given successful results when study-
ing gauge theories with tensor networks, and
showed that continuum limit extrapolations can
be carried out even for moderately small dimen-
sion of the truncated gauge fields [51, 49, 82, 83].
In the future, we plan to investigate this aspect
within the quantum link formulation we used
here.
4 Methods
Gauge symmetry − By definition, gauge in-
variance implies that H commutes with the local
generators J (µ)j of SU(2) gauge transformations
at the site j and the coordinate µ ∈ {x, y, z},
which obey
[
J
(α)
j , J
(β)
j′
]
= iδj,j′αβγJ (γ)j . Gauge
covariance dictates that, under a rotation of an-
gle ~θ at site j, the related matter field operators
transform as
c
′[M ]†
j,s = e−i
~θ· ~Jjc[M ]†j,s e
i~θ· ~Jj =
∑
s′
c
[M ]†
j,s′ e
− i2~θ·~σ
s′,s , (8)
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Figure 5: Main panels: Correlation lengths ξ of the meson superfluid correlators, plotted as a function of the
coupling t and for various system lengths L. A − Filling fM = 1 and L = 34, 50, 66, 82, 106 (bottom to top, orange
to indigo). B − Filling fM = 2/3 and L = 48, 60, 72, 84, 96, 120, 132, 144 (bottom to top, brown to purple). The
phase transition points extracted from Fig. 4 and Fig. 3 are highlighted tAc ' 12 for fM = 1 and tBc ' 34 for
fM = 2/3. Insets: Correlation length rescaled by the total length L of the system, thus ξ/L. In the gapless phases
this quantity tends to a finite nonzero value at the thermodynamical limit, which signals quasi long-range order of
meson superfluidity.
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Figure 6: Main panels: Correlation lengths ξ of the meson superfluid correlators, analogous to Fig. 5, plotted in
double logarithmic scale in the insulating phases near the respective critical point (tAc , tBc ). The region where the
curves follow a main trend highlights where ξ is not heavily influenced by finite-size effects. In this region, ξ is fitted
by a power law ξ ∝ |t− tc|−ν (dashed line), producing a fitted critical exponent ν corresponding to: νA ' 1.24 and
νB ' 0.79 respectively.
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while the gauge field operators possess a left
group of rotations
U ′j,j+1;s,s′ = e−i
~θ· ~JjUj,j+1;s,s′ei
~θ· ~Jj
=
∑
s′′
(
e
i
2
~θ·~σ)
s,s′′
Uj,j+1;s′′,s′
(9)
and a right group or rotations
U ′j−1,j;s,s′ = e−i
~θ· ~JjUj−1,j;s,s′ei
~θ· ~Jj
=
∑
s′′
Uj−1,j;s,s′′
(
e−
i
2
~θ·~σ)
s′′,s′
.
(10)
This suggests that the compound gauge transfor-
mation generator ~Jj at site j can be naturally
decomposed into right-gauge, matter, and left-
gauge components
J
(µ)
j = J
[R](µ)
j−1,j +
1
2
∑
s,s′=↑,↓
σ
(µ)
s,s′c
[M ]†
j,s c
[M ]
j,s + J
[L](µ)
j,j+1 .
(11)
Its commutation relations with the gauge field,
which read respectively[
J
[R](µ)
j,j+1 ,Uj′,j′+1;s,s′
]
= 12δj,j
′
∑
s′′
Uj,j+1;s,s′′σ
(µ)
s′′,s′ ,[
J
[L](µ)
j,j+1 ,Uj′,j′+1;s,s′
]
=−12δj,j′
∑
s′′
σ
(µ)
s,s′′Uj,j+1;s′′,s′ ,
(12)
are rightfully encoded in the quantum link lan-
guage of the rishon modes, where we have[
J
[τ ](µ)
j,j+1 , c
[R]†
j′,s
]
= 12δj+1,j
′δτ,R
∑
s′
c
[R]†
j,s′ σ
(µ)
s′,s ,[
J
[τ ](µ)
j,j+1 , c
[L]†
j′,s
]
= 12δj,j
′δτ,L
∑
s′
c
[L]†
j,s′ σ
(µ)
s′,s ,
(13)
with τ ∈ {L,R}. The Hamiltonian of Eq. (1)
thus commutes with every J (µ)j , hence it is in-
variant under the group of transformations G =
exp(i∑Lj=1 ~θj · ~Jj).
Global symmetries − Having introduced the
gauge symmetry content present in our model,
let us also briefly discuss the global symmetries
as well. The Hamiltonian of Eq. (1) clearly pre-
serves the total amount of matter in the sys-
tem NM =
∑L
j=1 n
[M ]
j,↑ + n
[M ]
j,↓ . Moreover, since
we added no chemical potential, the model is
invariant under full particle-hole inversion Π =
(−1)L∏Lj=1∏τ=R,L,M ∏s=↑,↓(c[τ ]j,s+c[τ ]†j,s ), which is
a Z2 group, since Π2 = 1.
Boundaries − As we simulate a one-
dimensional lattice gauge system in Open Bound-
ary Conditions (OBC), the rishon modes at the
boundaries remain uncoupled, precisely c[R]1,s and
c
[L]
L,s. The quantum state over these modes is
left invariant by the quantum dynamics. Nev-
ertheless, the actual space of ’physical’ states is
affected by the boundary conditions. Through-
out our simulations, we set specific Von-Neumann
boundary conditions such that there is no SU(2)-
charge at the boundaries, or equivalently, no
free-field energy density at the boundaries, e.g.
n
[R]
1,s |Ψ〉 = n[L]L,s|Ψ〉 = 0.
Perturbation theory − When recast in the
fermionic operators c, c†, the model defined by
Eq. (1) reads
H = g21
L∑
j=1
(n[R]j,↑ + n
[R]
j,↓ − 2n[R]j,↑n[R]j,↓
+ n[L]j,↑ + n
[L]
j,↓ − 2n[L]j,↑n[L]j,↓)
+ t
L-1∑
j=1
∑
s,s′=↑,↓
(c[M ]†j,s c
[L]
j,sc
[R]†
j+1,s′c
[M ]
j+1,s′
+ c[M ]j,s c
[L]†
j,s c
[R]
j+1,s′c
[M ]†
j+1,s′)
+
L−1∑
j=1
c
[L]†
j,↑ c
[L]†
j,↓ c
[R]
j+1,↓c
[R]
j+1,↑+c
[L]
j,↓c
[L]
j,↑c
[R]†
j+1,↑c
[R]†
j+1,↓
(14)
with g1 = g0
√
3
8 . This model is exactly solvable
in the case of zero coupling t = 0: Indeed, when
Hcoupl is absent, the remaining Hamiltonian con-
tributions act trivially (as the identity operator
1) upon the matter modes, while every quantum
link (Lj , Rj+1) does not interact with any other
link. Therefore, at zero temperature, every quan-
tum link is in the state |Link0〉 = |0〉j,L|2〉j+1,R−
|2〉j,L|0〉j+1,R = (c[L]†j,↑ c[L]†j,↓ − c[R]†j+1,↑c[R]†j+1,↓)|00〉.
Such a quantum link state, which is also graph-
ically sketched in Fig. 1 (bottom-right panel),
minimises Hfree and Hbreak separately, and its en-
ergy density is −. The full ground state will thus
be a tensor product state where rishon modes
are in |Link0〉 state and matter models are in
any arbitrary state which satisfies the Gauss’ law:
namely, either in |0〉j,M or in |2〉j,M . This ambi-
guity produces a ground state degeneracy of 2L
configurations, each of them with total ground
energy E0 = −(L− 1). Such degenerate ground
space states can be classified as spin-12 chain
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states, according to
|Ψm1...mL0 〉 = (σ+1 )m1 · · · (σ+L )mL | ↓↓ . . . ↓〉
≡ (c[M ]†1↑ c[M ]†1↓ )m1 . . . (c[M ]†L↑ c[M ]†L↓ )mL |0 . . . 0〉M ,
(15)
where {m1..mL} is any binary string and σ−j =
c
[M ]
j,↓ c
[M ]
j,↑ obey the standard Lie algebra of Pauli
lowering operators: [σ−j , σ−j′ ] = 0, [σ
+
j , σ
−
j′ ] =
δj,j′σ
z
j : basically σ
+
j = (σ−j )† creates a pair of
matter fermions at site j, which we will call ‘me-
son’ in analogy to high-energy physics, and pos-
sesses hardcore boson statistics.
For small coupling regimes, t  g21, , it
is possible to develop a degenerate pertur-
bation theory analysis. First order pertur-
bation theory leads to no contribution what-
soever. Second order degenerate perturba-
tion theory allows us to construct an effective
Hamiltonian Heff over the unperturbed ground
space, such that 〈Ψ~m0 |Heff|Ψ~m
′
0 〉 =
∑
ε(E0 −
Eε)−1〈Ψ~m0 |Hcoupl|ε〉〈ε|Hcoupl|Ψ~m
′
0 〉, where the
sum runs over the excited states |ε〉 of the unper-
turbed (t = 0) Hamiltonian. After a lengthy but
straightforward algebra, the resulting Heff can be
rewritten in the spin-12 language introduced be-
fore as an antiferromagnetic Heisenberg model
Heff =
t2
2g21 + 
L−1∑
j=1
(
σxj σ
x
j+1
+σyj σ
y
j+1 + σzjσzj+1 − 1
)
. (16)
As the Heisenberg model is exactly solvable by
Bethe ansatz, a gapless phase is realised in the
limit t→ 0. Finally, exploiting the mapping into
a Hubbard-like Model, we expect – as confirmed
by our numerical analysis – a phase of superfluid
mesons for small matter-field coupling, which can
be equivalently interpreted as a BCS conductor
(since mesons are matter fermion pairs).
Gauge invariant tensor networks − We
simulate numerically the model of Eq. (1) in equi-
librium at zero temperature,i.e. in the ground
state, via variational algorithm based on ten-
sor network ansatz states for lattice gauge mod-
els introduced in Ref. [45]. More precisely, we
adopt a Matrix Product State (MPS) ansatz
[19, 20, 84, 22, 36, 85], with additional embed-
ding of both lattice gauge and global symmetries.
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Figure 7: Entanglement spectrum λq,α of the ground
state, under a partition executed at half the system size
(i.e. performed between sites 72 and 73 in a chain of
L = 144 sites). Here we are considering a simulation
with bond link dimension χ = 300 in the gapless BCS
phase (t = 3.5, fM = 2/3). The 300 values of the en-
tanglement spectrum are resolved in the quantum num-
ber q related to the global symmetry of matter con-
servation. The smallest entanglement spectrum values
we capture with this MPS ansatz are of the order of
∼ 10−11.
Each simulation is performed on OBC, for finite
lattice size L. Numerical convergence is tested as
a function of the various numerical approxima-
tion parameters (e.g. the MPS bond link dimen-
sion χ, see later on). The thermodynamical limit
is then estimated by extrapolations to L→∞ of
the various observable quantities. In conclusion,
the equilibrium properties of Hamiltonian (1) are
studied as a function of parameters g1, t,  and
finally the matter filling fM = NM/L, which we
can control in a canonical fashion.
Hereafter we review and discuss the simulation
details and the approximations involved. We first
introduce the convention for classifying and la-
belling the local (canonical) basis states: we con-
sider the three-mode compound site j of the lat-
tice (precisely, modes Rj , Mj and Lj) as a single
site j for our simulation. Within this space, we
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construct the effective local basis {|b〉j}, which in-
cludes all and only the d = 14 invariant states |b〉j
which satisfy the Gauss’ law |Jj |2|b〉j = 0, where
|Jj |2 = ∑µ=x,y,z J (µ)2j . Starting from this con-
struction of the local basis space, we build a quan-
tum many-body (QMB) tailored wave-function
ansatz based on the Matrix Product State for-
mulation
|ΨQMB〉 =
14∑
b1...bL=1
χ∑
α1...αL−1=1
A[1]b1α1 A[2]b2α1α2A[3]b3α2α3
. . .A[L]bLαL−1|b1 . . . bL〉, (17)
with OBC, where the variational information is
conveniently stored in rank-3 tensors A[j]. The
variational complexity of ansatz (17) is deter-
mined by χ, which plays the role of a refinement
parameter, and is often referred to as bond link
dimension.
Finally, we encode the additional symmetries
within this variational picture: the global parti-
cle conservation, which translates into the selec-
tion rule
∑
j n
[M ]
j = NM , and the link symmetry,
whose selection rule reads n[L]j + n
[R]
j+1 for every
j. This is accomplished by associating quantum
numbers to the auxiliary indices αj [86, 87, 45],
thus considering αj = (qj , `j , tj), where q` tracks
the matter particles number, `j carries informa-
tion on the link symmetry at link (Lj , Rj+1), and
tj contains all the residual information (symme-
try degeneracy index). Using this formalism one
obtains
A[j]bjαj−1,αj = A
[j]n[R]j ,n
[M ]
j ,n
[L]
j
qj−1,`j−1,tj−1;qj ,`j ,tj =
= δ
qj ,qj−1+n[M ]j︸ ︷︷ ︸
global sym.
δ
n
[R]
j ,2−`j−1
δ
n
[L]
j ,`j︸ ︷︷ ︸
link sym.
R[j]n
[R]
j ,n
[M ]
j ,n
[L]
j
qj ,tj−1,tj+1 ,
(18)
where the first Kronecker delta fixes the matter
conservation symmetry (once we set q0 = 0 and
qL = NM ), and the other deltas fix the link sym-
metries. The residual tensors R[j] contains the
variational parameters to be optimised.
To find the ground state of Hamiltonian (1)
within the variational space given by Eqs. (17)
and (18), we adopt an annealing scheme (imag-
inary time evolution) implemented via the Time
Evolved Block Decimation (TEBD) method [38,
88], evolving an initial (random) state |Ψ0〉 in
imaginary time until convergence is reached.
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Figure 8: Error estimation by comparison of two sim-
ulations at different bond links, respectively χ = 250
and χ = 300, carried out for several t values (at fill-
ing fM = 2/3). As relevant physical quantities here
we consider the absolute value of the ground state en-
ergy |E0|(red data) and the CDW order parameter ζ at
k = 23pi (blue data). The filled dots show an average
of the two simuations, while the empty boxes show the
absolute discrepancy between the simulations.
Numerical resources and precision − For
the system lengths that we considered (20 ≤ L ≤
150) we employed a MPS bond link dimension up
to χ ∼ 400. We observed that such dimensions
were sufficient to provide a robust phase analysis.
Specifically, we could reach precisions of the or-
der ∼ 10−11 in the entanglement spectra for gap-
less phases (as shown in Fig. 7), while we easily
hit machine precision (λmin  10−32) for gapped
phases. In turn, this is expected to produce a
precision of the order of
√
λmin ∼ 10−5 or better
in the expectation values of local observables and
correlators, even in the gapless phases. We con-
firmed this estimation by comparing simulations
carried out at different bond links: Fig. 8 shows
such a comparison, between ξ = 250 and ξ = 300,
and highlights that the errors of the quantities in-
volved are of the order ∼ 10−5 or below.
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