Abstract-Multiple input multiple output (MIMO) antenna systems with orthogonal frequency division multiple access (OFDMA) is the most promising combination of technologies for high data-rate services in next generation wireless networks. Performance assessment of multi-cell systems based on these technologies is of crucial importance in the deployment of broadband wireless standards such as WiMAX and 3GPP LTE. In this paper, we define an analytical framework for the assessment of the average error probability of multi-cell bit-interleaved convolutionally-coded MIMO-OFDMA systems. Both coordinated and randomized multi-user access strategies are considered for interference mitigation. In such a scenario, the analytical framework must account for the correlation of the fading channel over the space-frequency domain and possible non-stationary features of the multicell interference (due to subcarrier randomization). The analysis is carried out for different multi-antenna strategies, ranging from beamforming systems for mitigation of out-of-cell directional interference to spatial diversity schemes based on orthogonal space-time coding. Numerical results corroborate the proposed analytical framework for heterogeneous environments and a wide range of system configurations.
gation and channel-aware scheduling algorithms are crucial to maximally exploit their capacity [3] .
Performance assessment is necessary for tuning the system settings but the wide range of possible propagation/interference scenarios and cellular deployments makes this evaluation a very complex task. Analytical models for physical-layer performance (even if for simplified settings) are relevant to reduce the computational burden of extensive simulations. In order to be of any use, the analytical framework must account for the main system settings such as multicell scenarios with practical multi-user access policies and realistic channel/interference models, multi-antenna links with bit-interleaved coded modulation (BICM) and orthogonal frequency division multiplexing (OFDM) over space-frequency selective fading channels [4] . Furthermore, cellular systems are impaired by non-stationary intercell interference due to fluctuations of the traffic load over the cells; performance analysis should include interference mitigation techniques and adaptive modulation coding schemes. Even if performance analysis over MIMO fading channels is fairly well established [5] - [6] , for realistic performance assessment analytical models need to be adapted to take into account such features of practical broadband cellular systems.
A. Background on OFDM performance assessment
The historical roadmap [7] dates back from the early 60s with the idea of using frequency division multiplexing with overlapping subchannels [8] to the OFDM system as we refer to nowadays [9] . During the 80s and 90s coded OFDM (COFDM) has been investigated for Digital Video Broadcasting (DVB) as first massive application [10] - [13] . COFDM for cellular mobile radio systems with pilot based correction has been proposed by [14] . Codeword interleaving over frequency and time was proved to be an effective solution in frequency selective Rayleigh fading channels in [15] . A general framework for performance evaluation of BICM was first given in [16] following an information-theoretical analysis based on channel capacity and cutoff rate. The average and outage performances for a wide spectrum of digital communication systems have been presented in [4] where multi-antenna combining techniques and fading propagation environments have been considered. Furthermore, the effects of impairment fluctuations due to non-stationary noise have been treated in [17] .
Nowadays, COFDM represents the core of the physical 1536-1276/11$25.00 c ⃝ 2011 IEEE layer of many communication standards such as WiFi [18] , WiMAX [1] and LTE [2] . Recently, the research activity has been focused on the derivation of analytical tools for the evaluation of specific system configurations, scheduling strategies and deployments. In [19] the uncoded slot error rate over non-linear frequency-selective fading channels has been derived for DVB systems. In [20] the analytical study [16] has been adapted to provide the bit error rate for DVB coded systems. For frequency-selective channels, the effective signal-to-noise-ratio (SNR) has been introduced in [21] as the SNR of an equivalent frequency-flat additive white Gaussian noise (AWGN) channel yielding the same performance. The idea of the effective SNR is simple but still powerful to adapt modulation and coding to the instantaneous channel conditions (and service requirements), or to assess the average error rate for a given transmission mode [22] . The approach recently evolved into the exponential effective SNR mapping (EESM) that provides a semi-analytical model for link-layer performance of COFDM systems [23] ; extensions to WiMAX and LTE are in [24] - [28] . The EESM and mutual information based ESM methods provide the instantaneous performance of such systems, for a given frequency-selective channel response and interference configuration, without averaging over the fading and interference statistics. In some practical cases they are accurate enough and simple to implement but they still require the simulation chain of the propagation environment and some fine-tuning linked to numerical simulations. In [29] the statistics of the effective SNR has been derived for multiantenna WiMAX systems in fading environments in order to evaluate the average error rate without these heuristic adjustments. This paper extends the analysis to systems with multiple antennas at both links, non-stationary intercell interference and higher order modulations.
B. Original contributions
In this paper we propose a new methodology to assess the performance of MIMO-OFDMA systems over spacefrequency selective channels and non-stationary interference. The performance is evaluated in terms of average bit error probability at the output of the forward error correction (FEC) decoder. We concentrate on convolutional coding since this is the mandatory FEC scheme for the majority of the commercial standards based on OFDM with BICM technology. Nevertheless, the analysis based on the union bound approach is general and can be extended to either convolutional or block codes.
To provide a brief insight in the proposed methodology, let us consider the transmission of a codeword over a set of parallel subchannels (i.e., the OFDM subcarriers). The performance of the coded system can be analyzed by deriving the pairwise error probability (PEP) for the transmitted codeword through the union bound approach. The PEP, say ( ) for the error event , depends on the statistics of the signal-to-interferenceplus-noise-ratio (SINR) variates that are experienced over the subchannels by . Let be the SINR value associated with the th subchannel and = { } the set of all SINRs. Due to multipath propagation and time-varying interference from nearby cells, the SINR values are correlated random variables, whose statistical properties are related to the fading channels ℋ and the interference levels ℐ observed along the subchannels. Contribution of this paper is the derivation of the average error probability as:
taking into account the statistical properties of ℋ and ℐ. The average is first performed with respect to the spacetime correlated channel (E ℋ [⋅]) through the derivation of the effective SINR probability density function (pdf) and then with respect to the interference configuration (E ℐ [⋅]) following the guidelines in [17] . The analysis is cast for MIMO-OFDMA scenarios with various system settings such as transmission modes (e.g., modulation, interleaving, coding, multicell layout, scheduling strategies), multi-antenna processing schemes (e.g., beamforming, diversity) and propagation environments. Following the IEEE 802.16d/e and 3GPP LTE airprotocols, we adopt standard compliant transmission schemes in either coordinated or randomized interference scenarios. The analysis focuses on two relevant fading and interference mitigation strategies: i) closely-spaced apart antennas paired with beamforming processing for attenuation of the out-ofcell impairments, and ii) widely spaced apart antennas with orthogonal space-time block coding (OSTBC) for gaining spatial diversity. The analysis accounts for the correlation of the channel over the subcarriers (due to multipath) and antennas (in case of closely-spaced apart antennas), and for non-stationary intercell interference (due to the multi-user access policy and scheduling strategy adopted by the cells). The paper is organized as follows. The MIMO-OFDMA multi-cell system model is described in Sec. II-A. The multiuser access and the corresponding interference scenario are in Sec. II-B. Signal model and receiver configurations are detailed in Sec. II-C, whereas statistical properties of channel and interference are in Sec.II-D. Specific scenarios used for performance analysis are discussed in Sec. III, the analytical framework is derived in Sec. IV-V. A numerical validation for WiMAX IEEE 802.16d/e and 3GPP LTE systems is presented in Sec. VI.
II. SYSTEM DEFINITION

A. OFDMA cellular layout
We consider a cellular OFDMA communication scenario as the one depicted in Fig. 1 for uplink (reasonings for downlink would be similar, see Sec. VI). In every cell the base station (BS) is equipped with R ≥ 1 antennas and each of the subscriber stations (SSs) has an antenna array of T ≥ 1 elements. The transmission is organized according to the logical frame structure in Fig. 1 with adjacent subcarriers observed over consecutive OFDM symbols. Within each cell, multiple access is handled by dividing the logical frame into frequency-time units (data regions) of × subcarriers each. The BS can assign one or more data regions to each SS. The multi-user scheduling strategy provides the mapping rule from the logical frame onto the physical resource to form the time-frequency physical frame. Since some of the subcarriers might remain unassigned, the traffic load ≤ 1 is introduced to denote the number of active subcarriers out of the total number . Let us consider the link between a subscriber station, say SS 0 , and its own base station, BS 0 , on a single data region associated with the physical subcarrier indexes = { 1 , . . . , }, with ranging over the subcarriers available for data transmission. The transmission from SS 0 to BS 0 is impaired by the interference from SSs in nearby cells that share part (or all) of the time-frequency resources used by SS 0 (see the example in Fig. 1 ). To simplify, all the cells are assumed to adopt the same resource partition in terms of logical frame organization and scheduling strategy. All cells are frame-synchronous (extension to frame-asynchronous cells would be analytically-tedious but conceptually straightforward) so that up to one interferer per cell (denoted as SS for the th interfering cell) can be active on each OFDM subcarrier. The number of users impairing the transmission of SS 0 on each subcarrier is a random variable ranging from 0 up to for fully loaded system with = 1.
B. Multi-user access scenarios
Several multi-user access policies can be adopted to allocate different users' data over the available time-frequency resources. Scheduling defines the mapping rule between the logical data regions and the physical resources to cope with time-varying fading and interference. Conventional scheduling techniques adopted in OFDMA systems (such as IEEE WiMAX 802.16 [30] and 3GPP LTE [31] ) are based on either coordinated or randomized multi-user access policy.
The coordinated access aims at mapping the subcarriers of each logical data region onto adjacent portions of the available spectrum. The mapping rule is the same for each cell, thereby the data region of a user in the cell might be fully overlapped to the data region of another user in a nearby cell if the two BSs schedule the SSs onto the same data-region. Depending on the degree of cooperation among BSs and on the traffic load , every data region can experience up to interferers with constant power over the whole data region. Fig. 2 -a illustrates the concept from the perspective of cell-0: since both BS 1 and BS 3 have independently scheduled the access to the same data region of cell-0, the interference of the two cells is stationary within the whole data region.
Differently from coordinated approach, the interference randomization policy employs a cell-specific permutation of the subcarriers over the OFDMA bandwidth before mapping the logical subcarriers onto the physical resources, for the purpose of randomizing the interference within each data region. The scheduler associates the subcarriers of the logical frame to the physical subcarriers according to a pseudorandom permutation rule known to transmitter and receiver. Fig. 2 -b exemplifies the effect of the permutation for the cellular layout shown in Fig. 1 , highlighting the randomness of the interference generated on the subcarriers of the logical data region 1 for the cell 0. It can be noticed that the set of SSs interfering with SS 0 changes from subcarrier to subcarrier, and the number of the interferers randomly varies from 0 up to for traffic load ≤ 1. This non-stationarity is artificially created to induce diversity against the interference. Similarly to the coordinated access, the randomized approach is assumed to scramble the data only in the frequency domain so that the interference pattern can be assumed as constant over the symbols of the frame.
In this paper we consider both the coordinated and the randomized scheduling policy for the uplink case. Notice that for the former policy the scheduler of each BS could dynamically optimize the assignment of a certain data region to minimize the cross interference. However, since the optimization of the scheduler is beyond the scope of this paper, the assignments of the data regions are here assumed to be random and independent from cell to cell as for a non-optimized scheduler (see [32] for extension with optimized schedulers).
C. Signal model
The block diagram in Fig. 3 shows the structure of transmitter and receiver for the link SS 0 -BS 0 . A sequence { } of bits is coded by a convolutional code (CC) with rate = / . The codeword is then interleaved and mapped onto complex-valued symbols { } that are defined in a modulation set = { 1 , . . . , } of dimension = 2 . The modulated signals ∈ are assigned to the logical data region allocated to the user SS 0 and then mapped over the physical resources of the frame according to the coordinated or randomized scheduling strategy. Each OFDM symbol of the frame is transmitted by the multi-antenna system over a frequency-selective fading channel impaired by AWGN and inter-cell interference. Fading channel and interference are assumed to be constant within one frame but varying from frame to frame (block-fading channels).
Without loss of generality, we now focus on a single OFDM symbol of the frame. The R × 1 baseband signal obtained on the th subcarrier is modelled as
where the transmitting power is indicated with 0 , the R × T MIMO matrix H gathers the complex channel gains and the T ×1 vector x collects the transmitted symbols mapped over the antennas with normalized energy E[∥x ∥ 2 ] = 1. b. a. Fig. 2 . Example of multi-user access policies applied to the cellular layout of Fig. 1 . For the coordination approach (a) each data region is mapped onto a set of contiguous subcarriers, so that the out-of-cell interference can be assumed stationary along the data regions. In case of randomization (b) the subcarriers of each data region are spread all over the bandwidth according to a different pseudo-random permutation rule in each cell leading to non-stationary interference.
The subcarrier index ∈ ranges over the allocated subcarriers.
The R ×1 vector n ∼ (0, Q ) models the background noise and the co-cell interference on the th subcarrier as Gaussian with spatial correlation
Background noise has power 2 bn . The interfering signal from the th cell is characterized by a transmitting power and a spatial covariance Q , that remains the same over a number of frames since it is related to the spatial position of the interfering users. The covariance matrix is normalized with
Let us label with index = 1, . . . , the interfering cells, the set ℐ ⊆ {1, . . . , } denotes the group of cells that are using the same th subcarrier as SS 0 . The cardinality = |ℐ | ∈ {0, 1, . . . , } gives the number of active interferers while the set ℐ depends on the index as the configuration of the interferers varies along the subcarriers according to the adopted interference management policy.
After physical-logical demapping, the received signals y are processed by the multi-antenna combiner (see Fig. 3 ) according to the channel state information (CSI) that includes both channel and interference conditions. The combiner provides the estimatesˆof the transmitted symbols paired with the corresponding SINR values = (H , ℐ ). MaxLog-Map demodulation [33] is carried out to provide the log-likelihood ratios (LLR) to the Viterbi decoder. For LLR computation the instantaneous channels H are assumed to be perfectly known while the interference levels ℐ (that may rapidly vary with due to subcarrier permutation) are known either perfectly or in average only.
D. Channel and interference model
In frequency-selective multipath environment, the R × T channel response H on the th subcarrier can be modelled as the sum of path contributions [34] :
where each path is characterized by mean power , time of arrival (TOA) and matrix A collecting the R × T fading amplitudes. The complex term denotes the frequency response of the cascade connection of the transmitter and receiver filters on the th subcarrier, is the sampling interval and is the DFT dimension. The fading amplitudes ( R , T ) = [A ] R, T are assumed to be Rayleigh distributed and uncorrelated from path to path, according to the wide sense stationary uncorrelated scattering model:
accounts for the spatial correlation of the fading channel, with ⊗ denoting the Kronecker product and with R TX, and R RX, being the spatial covariances among the transmitting and receiving antennas respectively. Following the same reasonings as in [34] , we consider two different models corresponding to different assumptions about correlation (5) and geometry of the antenna arrays: a beamforming model is adopted for antenna arrays with closely spaced apart elements and a diversity model for array elements that are sufficiently far apart.
1) Beamforming (geometrical) model:
For the beamforming case the th path can be described by a direction of departure
and a complex fading term
) denote the response of the SS antenna array to the DOD
is the response of the BS antenna array to the DOA (R) , the beamforming model yields
with correlation matrices
) and A similar model is employed also for the covariance matrix of the interfering signal from the th cell:
Soft bit detection and decoding
which depends on the DOAs { (R)
, } =1 and the fading power profile { , } =1 of the th interferer, here modeled with path contributions. The power profile is normalized to one, i.e. ∑ =1 , = 1. The overall interference covariance Q is obtained according to (3):
by combining the covariances (6) with the powers for those interferers that are active on the th subcarrier according to the scheduling policy ( ∈ ℐ ). 2) Diversity model: For rich scattering environments the received fading signals are uncorrelated among the antennas, so that R , = I R T , Q , = I R and thus Q = 2 I R . The total interference power measured on the th subcarrier
based on the assumption that all the interferers have the same transmitting power = (but they can be active or not according to the scheduling policy). The number of interferers active on the th subcarrier is denoted as = |ℐ |, with ∈ {0, 1, . . . }.
III. SCENARIOS FOR PERFORMANCE ASSESSMENT
In this section we define two specific scenarios for performance assessment. If interference is spatially correlated (Sec. II-D1), the covariance matrix (7) is structured and thus the multi-antenna combiner can exploit this knowledge to mitigate the inter-cell interference by an appropriate beamforming strategy. Inter-cell interference filtering by beamforming is here paired with coordinate scheduling policy as in this case the spatial structure of the interference remains the same over the data region with many practical benefits (e.g., the interference covariance can be estimated with high degree of accuracy). On the other hand, uncorrelated interference, as for the diversity model (Sec. II-D2), is coupled with randomized scheduling policy to maximally exploit the space/time/interference diversity. Even if the noise power is changing subcarrier-bysubcarrier according to (8) , the receiver could realistically estimate the average interference power within the data region ,¯2 = 1 ∑ ∈ 2 , which is the interference level used in soft decoding. Based on these considerations, we define the following two typical scenarios:
• Coordinated interference scenario. In the coordinated strategy, the data regions in all cells are mapped over adjacent, or piecewise-adjacent, subcarriers which make the interference pattern to be constant over the whole data region (i.e., ℐ =Ī) and thus Q = Q, for ∀ ∈ . The stationarity of the interference configuration allows for an accurate estimate of the impairment covariance Q which can be efficiently exploited for interference mitigation. The MIMO-OFDMA system provides two dimensions that can be employed for interference reduction: the frequency domain of the OFDM signalling and the spatial domain offered by the array processing. To enhance the interference rejection capability, we adopt a uniform linear antenna array (ULA) with closely spaced apart antennas and a beamforming processing over each subcarrier. The SINR variate = (H ,Ī) depends only on the channel variations over , whereas the interference patternĪ does not vary along the data region. Assuming the perfect knowledge of {H , Q}, the minimum variance distortionless receiver (MVDR) is used to combine the signals received at different antennas, yielding at the output of the combiner the following SINR [35] 
to be exploited when establishing the branch metric of the Viterbi decoder. The channel H and the interference covariance Q of this scenario are modeled according to the beamforming model described in Sec. II-D1.
• Randomized interference scenario. This scenario is modeled to exploit the maximum diversity provided by the fluctuations of both channel and impairments. Diversity is artificially introduced through the randomized multi-user access approach which provides interference fluctuations over the codeword. In this case, any interference mitigation techniques is unfeasible due to the unpredictability of the impairments configuration (i.e., the highly varying covariance Q cannot be reliably estimated). To exploit the diversity provided by the MIMO channel we adopt an OSTBC with antennas sufficiently spaced apart. The receiver is based on coherent maximum likelihood (ML) OSTBC detector as described in [35] , where the Viterbi decoder exploits the knowledge of the average noise power¯2 over the whole data region (conventional decoder). In this case, the SINR to be used for decoding is
As lower-bound performance reference, we also consider the optimal decoding based on the knowledge of the instantaneous interference power 2 on each subcarrier. For this genie decoder the instantaneous SINR at the decision variable is
The channel and the interference are modeled as described in Sec. II-D2. For analytical purposes, it is convenient to rewrite the SINR as a function of the T R × 1 normalized space-frequency channel vectorh
where the interference covariance is Q = Q defined as in (7) for the coordinated scenario, Q =¯2I R for the randomized one with conventional decoder and Q = 2 I R for the genie decoder. The SINR reduces to:
Properties of this equivalent space-frequency channelh for performance analysis depend on the spatial-temporal dispersion of the multi-path propagation for the MIMO channel H , the spatial configuration of the inter-cell interference from the covariance Q and the fluctuations of the interference power induced by the multiple access policy (i.e., the variations of ℐ ), according to the models in the previous sections.
IV. ANALYTICAL PERFORMANCE ASSESSMENT
In this section we derive the performance of the MIMO-OFDMA system in terms of the average bit error probabilitȳ = Pr(ˆ∕ = ) at the output of the CC. For the sake of clarity, here we focus on BPSK modulation with transmitted symbols ∈ {±1}. Sec. V will extend the analytical methodology to -QAM modulations.
The average bit error probability is evaluated through the union bound as [4] 
where free is the free Hamming distance of the code, ℰ( ) is the set of all error events having Hamming distance from the all-zero codeword, ( ) is the input weight and ( ) is the PEP for the error event . The error probability ( ) is obtained by averaging the conditioned PEP ( | ) with respect to using the approach (1) . Notice that the erroneous bits in the error path are mapped onto different subcarriers ℱ = { 1 , . . . , } of the data region by the sequence of interleaving, physical-logical subcarrier mapping and scheduling. For every value of , we need to consider all possible patterns with erroneous bits in the set ℰ( ), as different arrangements of subcarriers may lead to very different channel correlation values and consequently different error probability values.
For a given frame, the conditioned PEP ( | ) depends on the SINR variates = { 1 , . . . , } that are experienced along the subcarriers ℱ , i.e. with instantaneous correlated fading gains ℋ = {H 1 , . . . , H } and interference configurations ℐ = {ℐ 1 , . . . , ℐ }. This probability can be expressed as [4] 
where the effective SINR eff (ℋ, ℐ) is defined as eff (ℋ, ℐ) = ∑
∈ℱ
. To ease the analysis, it is convenient to write the effective SINR as
as a function of the T R × 1 channel vector
which gathers the channel responses (13) for all subcarriers associated with the error event .
The average of the conditioned PEP, E [ ( | )], with respect to = (ℋ, ℐ) is derived according to (1) , first with respect to the channel ℋ for a given pattern ℐ and then over the possible interference configurations. In particular, the first average (E ℋ [⋅]) is evaluated in Sec. IV-A, taking into account that the SINR variates are generally correlated due to the frequency selectivity of multipath channel. Generally speaking, the more error bits are spread in the frequency domain, the lower is the correlation among SINR variates and the higher is the diversity offered by the channel. The second average over the interference patterns (E ℐ [⋅] ) is discussed in Sec. IV-C.
A. Average over the fading
The average of the conditioned PEP with respect to the fading is
where we used the compact notation eff = eff (ℋ, ℐ) for the effective SINR (16) and ( eff |ℐ) for its probability density function (pdf). This pdf can be obtained from (16) by using the Rayleigh fading assumption and the correlation properties ofh as described below. Based on the Rayleigh multi-path fading model, the spacetime channel is characterized by a spatial-temporal dispersion which directly reflects on the correlation of the spacefrequency channel response. According to the definition (17), the space-frequency channel (evaluated in the positions related to the error event) can be expressed ash ∼ (0, R ) where the covariance matrix is
Here
is the T R × T R spatial cross-correlation for the MIMO channel between the th and ℎth subcarriers, weighted by the interference contributions {Q , Q ℎ } according to (12) . Notice that the cross-correlation of the equivalent channel is evaluated in (19) only among the subcarriers selected by the specific error event .
According to the channel model in Sec. II-D, the correlation matrix of the multipath channel response is:
where the spatial correlation matrixR , is given by:
from the Kronecker model (5) . For the evaluation of the pdf of eff in (16), we introduce the eigenvalue decomposition (EVD) of the covariance matrix (19), R = UΛU H , where Λ =diag{ 1 , . . . , T R } gathers the eigenvalues and U the corresponding eigenvectors. Using the EVD, we can equivalently write the channel vector ash = Ub, with b ∼ (0, Λ) representing the projection of the channel onto the orthonormal basis U. It follows that the effective SINR,
is the sum of T R independent exponentially distributed random variables with mean values { } T R
=1
. The moment generating function (MGF) of such a sum is [4] :
We can evaluate (18) using as ( eff ) the inverse Fourier transform of (23) which yields (see [36] ) the general expression
where = R T ,¯= min { } and the coefficients are obtained recursively, starting from 0 = 1, according to
In case all the R T eigenvalues are different (the eigenvalues are not assuming identical values, i.e. ∕ = for ∀ , with ∕ = ), the pdf can be simplified according to [21] as
where the coefficients are:
Employing (26), we can further approximate (18) adopting the Chernoff bound of the -function (i.e., ( ) ≤ 1 2 exp(− 2 /2)) and integrating over the effective SINR. Hence, after straightforward algebraic manipulations, the average PEP can be written as
Remark 1. The conditioned PEP (18) can be evaluated, as shown in [4, p. 103] , by directly integrating the MGF (23) using the integral definition of the -function obtaining the expression:
Remark 2. The channel model (19)-(21) simplifies when both channel and interference show a space-frequency separable structure (i.e., when their spatial covariances do not depend on the specific subcarrier) allowing to separate in correlation the spatial from the frequency components. In this case, the matrix (19) can be represented as
being R f the × frequency-domain correlation matrix whereas R s represents the T R × T R space correlation matrix. An example of such a model is given in Sec. VI-A where the channel shows a separable cluster-based multipath structure and the interference pattern is stationary over the frequency domain (i.e., Q = Q for ∀ ). Notice that, in this case, the matrix of the eigenvalues of R d is Λ = Λ f ⊗ Λ s where Λ f and Λ s are the eigenvalue matrices for R f and R s , respectively.
Remark 3. The validity of the performance assessment methodology is not restricted to the channel described in Sec. II-D. The derivation can be used for all the channels where it is possible to obtain the correlation (19) and where the non-lineof-sight Rayleigh assumption holds. The channel described in Sec. II-D is reported only for the ease of analytical derivation and it has been chosen to provide the numerical analysis with a model which can be cast to represent a wide range of radio propagation environments.
B. Codeword bound
To evaluate the bit error probability (14) we have to account for all the possible codewords of the set ℰ( ) for a given . The cardinality of ℰ( ) varies with respect to the specific CC and it usually grows for increasing Hamming distance. Notice also that interleaver and scheduler scramble the bits of each codeword in different ways giving rise to a large number of patterns of subcarriers carrying the unmatched bits. Due to the selectivity of the channel, each configuration experiences a different degree of diversity. For example, let us consider the CC with generator polynomials [171, 133] : at the free distance free = 10 the set ℰ( free ) is composed by 11 possible error paths. Hence the computation of (14) requires the evaluation of at least these 11 configurations.
To avoid the exhaustive computation of all the error events for a given set ℰ( ), in the high SINR region we simplify the bound (14) by upper bounding each PEP with the PEP of the codeword w,d associated to the configuration of bits that achieves the minimum degree of diversity (or equivalently, the maximum correlation of the SINR values over ℱ ) at the output of the scrambling process, thus leading to ( ) ≤ ( w,d ). In this way the system performance (14) is further bounded
Hence, the worst error event w,d is the one that yields the highest PEP:
For the maximization we use the expression (29) for the conditioned PEP, upper-bounded with sin 2 ( ) ≤ 1 (see also [37] ), i.e.:
C. Average over interference scenarios
In this section we derive the average of the error probability over the possible interference scenarios ℐ according to the two interference management strategies described in Sec. II-B.
In case of interference coordinated policy, the interference pattern is constant over the whole data region so that ℐ =Ī and Q = Q, ∀ ∈ ; thereby, the average over ℐ is not needed. On the other hand, in the randomized approach the permutation of the subcarriers makes the interference scenario ℐ randomly fluctuate along and the average PEP has to account for all the possible levels of interference. According to the assumptions in Sec. III, the overall noise power depends on the number of interferers = |ℐ | superimposed on the th subcarrier. The interference power pattern over the error event can be fully described by the vector of cardinalities
]. The average of the conditioned PEP can be calculated as
where ( |v) is the PEP conditioned to the interference pattern v and Pr(v) is the probability of the interfering scenario v, depending on the traffic load of the neighboring cells. The number of interferers can be considered as a random variable independent from subcarrier to subcarrier, so that
where each term Pr( ) follows the binomial distribution:
The conditioned PEP ( |v) is obtained through the equations (18) and (24), or directly (29), by averaging over the effective SINR (16) for a given interference configuration. We recall that each component of eff is defined according to (10) or (11) depending on the interference information available at the receiver (either conventional or ideal genie decoder).
The conventional decoder has knowledge only of the average noise-plus-interference power, thereby, for a given interference pattern, the power¯2 in (10) is the average over the error event:¯2
where
is the average number of active users sharing the same frequencies. The expression (34) simplifies to the average over the ( + 1) values of the scalar variable ℱ , employing (35) as the probability Pr( ℱ ) for a scenario v.
On the other hand, the ideal case of a genie decoder is based on the instantaneous interference power knowledge (11) . In this case the computation of the conditioned PEP has to be performed over each of the ( + 1) possible configuration of v. This number is unfeasible for any practical performance assessment. For this reason, in Sec. VI the expectation (34) will be evaluated semi-analytically by Monte-Carlo averaging over a number of random realizations of v generated according to the distribution (36).
V. BIT-INTERLEAVED MULTILEVEL PERFORMANCE EVALUATION
In the sequel we extend the performance evaluation to higher order modulations (see also [38] ). Without loss of generality, we consider a fixed interference scenario, dropping the symbol ℐ in the notation (the average over ℐ can be carried out as described in Sec. IV-C). We focus on a M-QAM modulation, with modulation set = { 1 , . . . , } of dimension = 2 (here ≥ 4) defining the transmitted symbols as = (
is the transmitted waveform energy. We restrict the analysis to BICM with Max-Log-Map demodulation [33] .
Compared to the error probability derivation in Sec. IV, here the average PEP for an error event of Hamming distance depends not only on the subcarriers ℱ = { 1 , . . . , } but also on the symbols of the M-QAM constellation and the positions in the -bit labels that are associated with the erroneous bits in . More specifically, let us consider the th bit ( = 1, . . . , ), the interleaver maps such a bit to a constellation symbol ∈ on the subcarrier and to a position ∈ {1, . . . , } in the modulation label set. We can express the interleaver effect by writing the sets, ℒ = { 1 , . . . , } and = { 1 , . . . , }, as shown in Fig. 4 . We point out that the transmitted symbol ∈ depends not only on the bit in , but also on the remaining − 1 bits of the label. They are selected (by the interleaver) from different positions of the same coded block, thus we can consider the other − 1 bits as independent variables. We further suppose that each bit of the error event is assigned to a different frequency: ∕ = for ∕ = where { , } = 1, ..., . This is a simplification as an interleaver (acting on a finite length coded sequence) can associate to the same frequency two or more erroneous bits of the same error event.
The average PEP can be obtained as [16] :
where ( |ℒ, ) is the PEP conditioned to the set (ℒ, ), while (ℒ) = 1/ is the probability of each label set. Notice that for any coded bit sequence to be modulated and any given label set ℒ, there are 2 ( −1) possible symbol sequences with equal probability ( ) = 1/2 ( −1) . As in the BPSK case, the conditioned PEP ( |ℒ, ) depends on the effective SINR eff that is a linear combination of the SINR values = { 1 , . . . , }. Here, however, each SINR value has to be scaled by a factor to account for the Euclidean distance between the transmitted symbol and its nearest concurrent in the considered symbol constellation, hereinafter denoted as Δ 2 . This factor can vary with and . More specifically, for a QAM modulation, let 0 (and 1 ) be the subset of all symbols whose label has the value 0 (and 1) in position , for = 1, . . . , (see [16] ). It follows that the th bit experiences the SINR:
The modified expression of is used to rewrite the effective SINR (16) as a function of the set of Euclidean distances = {Δ 1 , . . . , Δ }. Thereby the corresponding PEP becomes:
It is worth noticing that each distance Δ can assume only few values. As a matter of fact, for the 16-QAM constellation in Fig. 4 . Since only few distance values are observed, it is convenient to gather in (38) all the configurations of (ℒ, ) that correspond to the same distance set , yielding:
where ( ) is the probability of the distance set . However, in order to avoid the expensive EVD for each configuration of , we propose to approximate the expectation E [⋅] by means of a sample average: we simulate some values of as the outcomes of i.i.d. random variables, having known distribution (see the probabilities above for 16-QAM); for each value, the effective SINR is obtained and its pdf is calculated according to the approach in Sec. IV-A; the estimate of the average bit error probability is then obtained by averaging over some realizations of .
VI. PERFORMANCE ANALYSIS FOR BROADBAND
STANDARDIZED OFDMA SYSTEMS The performance analysis of Sections IV-V is here configured for the assessment of the following standard-based wireless technologies: the WiMAX standard IEEE 802.16-d for fixed or nomadic SSs [39] , the WiMAX standard IEEE 802.16-e [30] for mobility scenarios and the 3GPP LTE recommendations (downlink only) [31] [40] . The analytical performance is validated by Monte-Carlo simulation of the OFDM/OFDMA PHY layer of each standard, whose main parameters are summarized in Table I . Details on the adopted CC are specified in Table II . Both the interference randomization and coordination policies are considered using for simulation the two scenarios described in Sec. III.
As multi-cell environment, we assume the hexagonal cellular layout in Fig. 5 with a cell facet of 600m. In the exemplified uplink scenario only the first ring of interferers is considered and the = 3 interfering SSs are placed at the center of their cells. The performance is evaluated with respect to the average SINR defined as
where SNR = 0 / 2 bn denotes the background signal-to-noise ratio, while
is the signal-to-interference ratio. All SSs are assumed to transmit at the same power level. According to the path-loss law [4] , the SIR depends only on the ratio between the distances SS -BS 0 (ℓ ) and SS 0 -BS 0 (ℓ ), for = 1, . . . , :
For simulation of the coordinated scenario, at the BS we consider an antenna array with inter-element spacing 1.4 (where is the carrier wavelength) according to the optimized antenna array deployment in [41] which provides a spatial resolution of Δ = 3.4deg. Channels are simulated using the beamforming model in Sec. II-D1, with a separable space-time structure defined as follow. The multipath pattern is composed of = paths, grouped into clusters of paths each. All paths within a cluster have the same DOA, which is = ( − ( + 1)/2)Δ + 0 for the th cluster, = 1, . . . , . The TOAs in each cluster are defined as multiple integers of the sampling interval , i.e. = ( −1) with = 1, . . . , . The value of the parameter is chosen so that the resulting channel impulse response duration, ( − 1) , equals the cyclic prefix length in Table I (i.e., the TOAs span the whole maximum allowed channel duration). The power-delay-angle profile is defined as:
with exponential profile over the delays
and Laplacian (double exponential) profile over the angles
Parameters and represent, respectively, the delay and angle spreads, 0 is the main DOA connecting SS 0 and BS 0 , while d (0) and a (0, 0 ) are factors employed to normalize the overall profile so that ∑ =1 = 1. Signals from the three interferers are simulated according to the geometrical layout in For the randomized scenario, the space-frequency channel is simulated according to the diversity model in Sec. II-D2. In this case, the MIMO channel is composed of T R statistically uncorrelated links whose impulse responses are correlated over the subcarriers due to multipath frequency selectivity. Each link shows a multipath structure of = paths, with delays { } =1 chosen as described above (i.e., multiples of the sampling interval ) and exponential PDP = d ( ) defined as in (44). Signals from the three interferers are spatially uncorrelated.
As performance references, for both the coordinated and the randomized scenarios, we adopt also two simplified Rayleighfaded channels that can be seen as extreme cases of the frequency selective model described above:
• the frequency-flat (FF) channel where the channel gains are constant over the whole bandwidth, i.e., H = H, ∀ (as for a frequency-flat channel with delay spread = 0), • the maximum frequency diversity (MaxFD) channel where the channel gains are i.i.d. over the subcarriers (as for the ideal case of a maximum delay spread → ∞).
A. Modeling the WiMAX IEEE 802.16 multi-cell scenario
We first consider the uplink of a WiMAX system conforming to the IEEE 802.16-d standard [39] . This is an OFDM system where the active SS in each cell transmits using all the available subcarriers: = = 192 (full traffic load = 1). We assume a coordinated scenario with each SS employing a single antenna ( T = 1) and the BS using an ULA of R = 4 elements for interference cancellation. The single-input-multiple-output (SIMO) channels are simulated according to the beamforming model described above with = 35 clusters of = 64 multipath components each. Fig. 6 compares the simulated and the analytical BER vs the SINR, for 16-QAM modulation and code WiMAXcc1 in Table II . The user in cell 0 transmits from the main DOA 0 = 5 deg with SNR = 20dB. The analytical BER is evaluated using the union bound (31) with PEP (41) and SINR distribution (26) . The union bound is truncated to either the free distance term = 10 or the two first minimum distances = {10, 12}. The worst error event configurations, w,d , are identified using the specific code and interleaver scheme prescribed by the standard. Multipath channels are simulated with delay spread ∈ {0.1; 0.4; 1} s and angular spread ∈ {1.1; 1.7; 4} deg. The two extreme cases of frequency selectivity MaxFD and FF are evaluated as well to get lower and upper performance bounds. The numerical results in Fig. 6 show that the system performance improves when increasing the channel spread and/or . As a matter of fact the more uncorrelated are the channel gains in spacefrequency, the higher is the diversity gain provided to the BICM. As expected, the best performance is achieved with the MaxFD case (channel gains are uncorrelated over the subcarriers and thus the diversity degree is = 10), while the worst performance is obtained with the FF channel which does not provide any diversity gain (the channel is constant over the whole codeword). In all cases, the analytical BER accurately fits the simulated results over the whole range of SINR values and space-frequency selectivity degrees. Fig. 7 draws the simulated and analytical performance for the same system of the previous simulation but with QPSK modulation and punctured convolutional decoder WiMAXcc2 (see Table II ). Multipath channels are simulated with delay spread ∈ {0.05; 0.2; 0.5; 1; 3} s and angular spread ∈ {0.57; 1.14; 2.3; 4.6; 5.7}deg. Simulated results show that the proposed analytical tool offers a tight performance bound even in this scenario. We point out that, compared to the previous case, here more error events (with = 6, 7, 8) have been included in the computation of the union bound since the path at the free distance is not enough to represent the statistics of the error events.
We now investigate the performance provided by interference randomization simulating the IEEE 802.16-e standard [30] with the PUSC permutation rule [42] . For this scenario we consider a single-input-single-output (SISO) communication link ( T = R = 1) and an ideal genie decoder. The total data subcarriers for each OFDM symbol is = 841. The PUSC approach prescribes a division of the spectrum into 35 subchannels of 6 tiles each. A tile is a group of 4 consecutive subcarriers repeated for 3 OFDM symbols. The data region is formed by a number of subchannels of 48 data subcarriers each. The user SS 0 requests 4 subchannels and adopts QPSK modulation with WiMAXcc1 code (see Table II ). The interleaving and the PUSC permutation rules are applied according to the standard specifications. At the receiver, we assume SNR = 30dB. Fig. 8 draws the simulated and analytical BER vs the SINR for the considered system with traffic load = 1/3 and ∈ {0.05; 0.1; 1} s. Notice that, in this SISO scenario, for decreasing values of the delay spread the analytical curves obtained with only the free distance ( = 10) do not closely fit the performance. The same result has been observed for SISO systems with constant interference pattern. The basic principle behind this behavior is that in a strongly correlated channel (without spatial diversity provided by multiple antenna), an unfavorable channel realization affects the whole codeword, the interleaver is less effective and the error event can be easily longer than the free distance. The analytical performance computation should include error events with longer distances.
An investigation of the analytical performance for varying system load is in Fig. 9 for a selective channel with delay spread = 1 s, average SINR ∈ {12, 16dB} and SNR = 30dB. As expected, performance degradation is experienced as the cell load increases since the interference power grows providing less interference diversity. We can notice that the analytic bound fits all the considered traffic load situations, ranging from light load ( = 0.4) to full load ( = 1, i.e., for constant interference level).
B. Modeling the 3GPP LTE multi-cell scenario
The downlink of a 3GPP LTE system is here simulated in a randomized interference scenario. We consider a MIMO link of R = T = 2 antennas, with Alamouti code and maximum ratio combining (MRC) at the receiver. The diversity channel model is adopted with ∈ {0.5; 1.5} s and channel length = 128 taps. The main 3GPP LTE system parameters are reported in Table I while the subcarrier permutation policy is modeled as described in [31] . The data region assigned to the user of interest is a time-frequency grid composed of 25 subcarriers and 8 consecutive OFDM time symbols, yielding an overall number of = 200 subcarriers. These subcarriers are employed to transmit 400 coded bits, using the LTEcc code in Table II and QPSK modulation. The traffic load is set to = 0.4, while the signal-to-noise ratio is SNR = 20dB. Figures 10 and 11 show the BER performance vs the average SINR for the conventional and the genie decoder, respectively. The analytical BER is evaluated according to the union bound (31) truncated to the first two error events with Hamming distances = {12, 14}, using (34) for the average with respect to the random interference and (24) for the average with respect to the fading channel. Simulation results show that the performance bound is tight over a large SNR range and for different degrees of channel correlation. With this system set up, however, the analytical bound turns out to be less accurate for small delay spread (e.g., for = 0.5 s): this is the most crucial range of operation as error events with large Hamming distance (not taken into account here) are more likely to occur in highly correlated channels. The performance gain of the genie receiver with respect to the conventional one is approximately 1dB. 
C. Performance comparison with the EESM methodology
The performance provided by the proposed method is compared here to the EESM approach [25] . Fig. 12 shows the comparison between the two methods for the IEEE 802.16-d beamforming scenario with QPSK modulation and code WiMAXcc1 in Table II . To test the effectiveness of the two methods over heterogeneous propagation environments, we employ the 3GPP Spatial Channel Model (SCM) III [43] characterized by = 6 paths characterized by deterministic TOAs. We consider two different implementations of the model: Case A assumes (fixed) deterministic DOAs for the multipath components; Case B assumes that DOAs are random variables with Laplacian distribution around the main direction 0 = 50 deg and standard deviation 2 deg. Both the EESM and the proposed analytical methods provide a good matching with the simulated BER performances. However, the two methods require substantially different approaches for implementation as discussed below.
The EESM is an empirical method to assess the performance of the OFDM communication over a given realization of the frequency-selective fading channel. In order to obtain the average performance, we need to average the outcome of the EESM over a number of channel and interference realizations as in a common link level simulator. Therefore, the lower is the BER that we want to assess, the higher is the number of channel and interference realizations that we have to simulate to obtain a reliable performance estimation.
On the other hand, the proposed method provides directly the performance averaged over the fading, using the (18) with (26) which is based on the eigenvalue decomposition of the space-frequency channel covariance R . Monte Carlo averaging is used in (34) only for handling the non-stationarity of the interference (by including all the possible interference structures), and it can also be adopted in case the channel is modelled with a stochastic process. Usually, the number of iterations required for such an average is meaningfully lower than for link level simulators, or EESM method. It is important to notice that numerical averaging is independent on the BER target. Therefore the proposed framework provides accurate performance at any BER values with low computational complexity, and it can be cast easily for a wide range of propagation environments avoiding any kind of empirically tuned parameters.
VII. CONCLUSIONS
This paper proposed an analytical framework for the performance assessment of bit-interleaved coded multi-antenna OFDMA systems over space-frequency selective fading channels with application to practical 4G broadband wireless standards. Since the analysis is fairly complex due to the wide spectrum of system configurations and channel/interference scenarios, some assumptions have been made to narrow the applications. A multicell scenario has been considered for inter-cell interference based on either coordinated or randomized multi-user access. The analytical formulation accounts for the spatial-frequency selectivity of the fading channel and possible non-stationary interference due to subcarrier randomization. Both beamforming and diversity schemes have been considered as multi-antenna systems. The analysis has been carried out for convolutionally coded BICM systems with BPSK modulation, then extended to higher order modulations. Two practical standards have been used as benchmark for the analytical analysis, 3GPP LTE [40] and WiMAX IEEE 802.16d-e [39] . Simulation results proved the validity of the analysis for a wide range of system configurations, propagation scenarios, interference conditions and system loads. Finally, the proposed methodology shows high accuracy with huge computational cost reduction with respect to common link level simulations.
