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izr. prof. dr. Vitomirju Štrucu ter as. Mateju Vitku za njihove kvalitetne
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skupnih seminarskih nalogah.
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Povzetek
Naslov: Destilacija znanja globokih modelov za biometrijo beločnice
Avtor: Matic Bizjak
Destilacija znanja je pristop izdelave lahkih modelov s prenosom znanja iz
globokih modelov, ki imajo veliko število parametrov, so časovno zahtevni in
imajo zelo visoko natančnost. V magistrskem delu ovrednotimo pristop desti-
lacije znanja na področju biometrije očesa. Izdelamo nov postopek pridobitve
lahkega modela za segmentacijo beločnice s kombinacijo dveh pristopov, de-
stilacije znanja in rezanja filtrov, ter pokažemo, da sta oba pristopa ključna
za uspeh našega postopka. S predstavljenim izvirnim postopkom pridobitve
lahkega modela odstranimo 74 % operacij s plavajočo vejico za eno sklepanje
in 73,2 % parametrov ter izgubimo 1,27 % natančnosti, poleg tega pa od-
stranimo 2-krat toliko parametrov kot najsodobneǰsi model in v primerjavi
izgubimo le 1,74 % natančnosti. V luči te primerjave na koncu identificiramo
možne nadgradnje, ki imajo potencial za izbolǰsanje našega pristopa.
Ključne besede




Title: Knowledge distillation of deep learning models for sclera biometrics
Author: Matic Bizjak
Knowledge distillation is a technique for the development of lightweight
models by transferring knowledge from a deep model with high memory foot-
print and high computational complexity. In this work we evaluate knowledge
distillation for eye biometrics. We propose a new algorithm for creating a
lightweight model for sclera segmentation by combining knowledge distilla-
tion with filter pruning and show that both techniques are key to achieving
good results. With the presented algorithm we remove 74% floating point op-
erations needed for one inference and 73.2% parameters and sacrifice 1.27%
of the accuracy. In addition, we remove twice as many parameters as the
current state-of-the-art filter pruning approach and in comparison sacrifice
1.74% of the accuracy. In the light of this comparison, we identify possible
improvements that have a potential to further increase the accuracy of our
algorithm.
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V uvodu v podpoglavju 1.1 predstavimo problematiko, v podpoglavju 1.2
predstavimo glavna dva cilja, ki smo si ju zadali in v podpoglavju 1.3 opǐsemo
strukturo magistrskega dela.
1.1 Oris problematike
V današnjem času vedno več opravkov storimo s pomočjo pametnih telefo-
nov. Uporabljamo jih za mobilno bančnǐstvo, elektronsko pošto, zdravstvene
aplikacije in družbena omrežja. Z vedno večjo uporabo mobilnih naprav pa
se povečuje potreba po zaščiti in varovanju podatkov na mobilnih napra-
vah, med katere spadajo tudi bankomati, prenosni računalniki in naprave za
dovoljenje vstopa v stavbo. Trenutne metode z uporabo gesla (nekaj, kar si
zapomnimo) oziroma fizičnih kartic (nekaj, kar imamo) so ranljive za različne
vrste napadov [26]. Uporaba biometričnih modalnosti se zdi naravna, saj iz-
hajajo iz značilk, ki so stabilne, univerzalne in priročno dostopne za vsakega
posameznika [26]. Najbolj razviti in uporabljeni biometrični modalnosti sta
prstni odtis in šarenica, vendar pa obe modalnosti zahtevata dodatno strojno
opremo. Prstni odtis ponavadi zajamemo z optičnimi senzorji oz. kapacitiv-
nimi stikali, šarenico pa s kamero, ki odseva svetlobo blizu infrardeči sve-
tlobi [32]. Raziskovalci na področju mobilne biometrije se zato nagibajo k
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uporabi že obstoječih kamer, ki so prisotne v današnjih mobilnih napravah,
in ǐsčejo nove modalnosti, ki bi bile primerne za prepoznavanje ljudi. Na
področju očesne biometrije sta to predvsem periokularna regija [1, 41, 46] in
beločnica [3, 26].
Nedavna tekmovanja na področju prepoznavanja ljudi s pomočjo beločni-
ce v okviru priznanih konferenc [16, 17, 18, 24, 48] in javno dostopne podat-
kovne množice [48, 49] kažejo na zanimivost in perspektivnost področja. Na
področju segmentacije beločnice so se najbolje izkazale globoke konvolucij-
ske nevronske mreže (CNN) [16, 17, 18, 48, 49]. Te mreže pa so računsko
in prostorsko kompleksne in imajo velik učinek na mobilne naprave oz. vgra-
jene sisteme z majhno količino prostora in majhno procesorsko močjo [12].
Zato je ključno raziskovati pristope za izdelavo lahkih modelov z natančnostjo
čim bližjo tisti, ki jo dosegajo najsodobneǰse globoke konvolucijske nevronske
mreže.
Destilacija znanja je pristop, kjer je osnovna ideja prenesti znanje kom-
pleksnega modela na lahek model [27]. Kompleksnih modelov, iz katerih
prenašamo znanje, je lahko tudi več, prav tako lahko znanje iz kompleksnega
modela prenašamo na več lahkih modelov, ki si med seboj lahko tudi delijo
prenešeno znanje. Začetki destilacije znanja so temeljili na prenosu znanja
preko zadnjih slojev modelov. Ti sloji so vračali verjetnosti posameznih ra-
zredov. Kasneje se je destilacija znanja začela izvajati tudi na podlagi matrik
značilk vmesnih slojev modela. Na podlagi matrik značilk so različni avtorji
definirali svoje strukture (pozornost, potek iskanja rešitve), s pomočjo katerih
so prenesli znanje med modeloma.
1.2 Cilji naloge
Področje izdelave lahkih modelov je zelo aktivno, poleg tega obstaja že veliko
načinov destilacije znanja in ostalih pristopov k izdelavi lahkih modelov.
Vendar pa v literaturi še ni bilo analize in ovrednotenja destilacije znanja
na področju biometrije beločnice. V našem delu smo si postavili dva glavna
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cilja.
Prvi cilj naloge je ovrednotenje obstoječih načinov destilacije znanja na
področju segmentacije beločnice. Uporabili bomo model, ki temelji na kon-
volucijski nevronski mreži, saj so trenutno ti modeli najbolǰsi na področju
segmentacije beločnice. Za učenje modela bomo uporabili slike očes z oz-
načenimi regijami beločnice, šarenice, zenice in ozadja. Naučene modele z
različnimi načini destilacije znanja bomo med seboj primerjali in tako ovre-
dnotili posamezne načine destilacije znanja. Zanima nas tudi, če kombinacija
različnih načinov destilacije znanja pripomore k izbolǰsanju natančnosti mo-
dela.
Drugi cilj pa je s pomočjo najbolǰsega načina destilacije znanja izdelati
nov lahek model za segmentacijo beločnice.
1.3 Struktura dela
V 2. poglavju najprej predstavimo sorodna dela in teoretično ozadje na po-
dročju biometrije beločnice in kompresije globokih modelov. Največ pou-
darka je na pristopih destilacije znanja in rezanja filtrov, ki sta ključna za
naše delo. V 3. poglavju podrobno predstavimo izbrani arhitekturi, različne
načine destilacije znanja, ki smo jih analizirali in izdelan postopek pridobi-
tve lahkega modela kot kombinacijo destilacije znanja in rezanja filtrov. V
4. poglavju predstavimo podatkovno množico, na kateri smo izvajali ekspe-
rimente in metrike ovrednotenja našega končnega lahkega modela, opǐsemo
uporabljen eksperimentalni protokol in predstavimo izvedene eksperimente.
V 5. poglavju pa predstavimo glavne rezultate za destilacijo znanja in pre-
dlagan postopek pridobitve lahkega modela in izdelamo poglobljeno analizo.
S 6. poglavjem zaključimo naše delo in predstavimo sklepe, nadaljnje delo in
možne izbolǰsave.
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Poglavje 2
Sorodna dela in teoretično
ozadje
V podpoglavju 2.1 predstavimo teoretično ozadje za področje biometrije
beločnice, v podpoglavju 2.2 pa predstavimo področje kompresije globokih
modelov. Poudarek naredimo predvsem na pristopih rezanja filtrov in desti-
lacije znanja, ki sta ključna pristopa za razumevanje predlagane metode v
tem magistrskem delu.
2.1 Biometrija beločnice
Raziskovanje očesne biometrije sega vse do pionirskih del Daugmana [19, 20,
21] na področju razpoznavanja na podlagi šarenice. Kljub temu, da šarenica
omogoča visoko natančnost pri razpoznavanju, pa ima svoje omejitve, če
oseba ne gleda naravnost v kamero ali pa trepalnice zakrivajo del šarenice.
Vsaka biometrična modalnost ima svoje prednosti in slabosti. Da bi povečali
populacijo, na kateri lahko izvajamo biometrično prepoznavanje in dosegli
vǐsjo natančnosti, so se pojavile raziskave dodatnih biometričnih modalno-
sti [42] in njihova fuzija [53]. V [53] so pokazali, da lahko prepoznavanje na
podlagi beločnice doseže primerljive rezultate kot prepoznavanje na podlagi
šarenice. Zaradi teh lastnosti je beločnica zanimiva za raziskovanje za na-
5
6 POGLAVJE 2. SORODNA DELA IN TEORETIČNO OZADJE
mene razpoznavanja, kot kažejo nedavne raziskave na tem področju [2, 4, 48].
Slika 2.1 prikazuje anatomijo očesa.
Slika 2.1: Anatomija očesa.
V [3] so avtorji predstavili celoten sistem za prepoznavo izključno na pod-
lagi beločnice. Za segmentacijo beločnice iz slike, ki je prvi korak v sistemih
za razpoznavanje na podlagi beločnice, so predlagali avtomatizirano nenad-
zorovano metodo z uporabo metode obrisov brez robov, ki je predstavljena
v [9]. Prednost te metode je, da zazna obrise neodvisno od gradientov, kar se
izkaže pri meglenih in neočitnih robovih. Poleg tega pred samo segmentacijo
beločnice najprej ocenijo, če je slika in regija beločnice dovolj kvalitetna za
uporabo.
Nov pristop za segmentacijo beločnice predstavijo avtorji v [23], ki upo-
rabijo izbolǰsan algoritem, opisan v [40]. Njihov pristop izvede segmentacijo
beločnice v dveh korakih. V prvem pridobijo masko za beločnico, šarenico,
obrvi in trepalnice. Nato pa v drugem koraku z algoritmom, opisanim v [40],
in analiziranjem obrisov na sliki izločijo šarenico, obrvi in trepalnice ter tako
pridobijo drugo masko, ki ustreza beločnici na vhodni sliki.
V [45] avtorji predstavijo model za segmentacijo beločnice na podlagi mo-
dela SegNet [6]. Novost je, da se osredotočijo na segmentacijo šestih različnih
očesnih regij (zenica, šarenica, beločnica, trepalnice, obočesna regija in medi-
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alni kantus) in pokažejo, da ima model dovolj visoko natančnost segmentira-
nja različnih regij za uporabo v sistemih za razpoznavanje na podlagi očesnih
modalnosti.
S predstavitvijo nevronske mreže ScleraNet [39] postanejo nevronske mre-
že najsodobneǰsi model na področju segmentacije beločnice in šarenice. Ta
model temelji na arhitekturi kodirnik-dekodirnik in izbolǰsa rezultat tako
na podatkovnih množicah za segmentacijo beločnice kot na podatkovnih
množicah za segmentacijo šarenice.
Na tekmovanju lahkih modelov za segmentacijo beločnice [24] se pojavijo
lahki modeli, kjer zmaga model RITnet [10]. Ta model temelji na kombinaciji
arhitektur UNet [44] in DenseNet [30]. Avtorji so za povečanje robustnosti
modela predstavili nov način bogatenja podatkov, kjer so uporabili zrcaljenje
po vertikalni osi, Gaussovo krivuljo za zameglitev slike, translacijo, dodajanje
naključnih tankih črt in naključno dodajanje vzorca za imitiranje odseva očal.
V [50] avtorji predstavijo globok model ScleraSegNet, ki je izbolǰsan zma-
govalni model na tekmovanju [16]. Avtorji so pokazali, da različni moduli
za pozornost pomagajo modelu UNet [44] izbrati bolj informativne značilke
in izbolǰsati natančnost pri segmentaciji beločnice. Model ScleraSegNet [50]
dokazano izbolǰsa rezultat tudi v primerjavi z modeloma SegNet [6] in Refi-
neNet [36], zmagovalcema tekmovanja SSERBC 2017 [18] in SSBC 2018 [17].
2.2 Kompresija globokih modelov
V literaturi obstaja več pristopov zmanǰsevanja velikosti modela in časa iz-
vajanja. Večina se osredotoča primarno na konvolucijske sloje, saj operacija
konvolucije prinaša zelo veliko računskih operacij in je eden izmed glavnih
razlogov za visoko časovno in računsko kompleksnost globokih modelov.
2.2.1 Razcep na matrike nižjega ranga
Eden izmed pristopov zmanǰsevanja kompleksnosti operacije konvolucije je
razcep na matrike nižjega ranga. Konvolucijsko jedro si lahko predstavljamo
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kot tridimenzionalno matriko. Pri razcepu na matriki nižjega ranga želimo
konvolucijsko jedro razcepiti na dve jedri oz. dve matriki manǰsih rangov in
tako zmanǰsati število matričnih množenj. V [22] je predstavljenih nekaj teh-
nik aproksimacije konvolucijske uteži, s katerimi so avtorji uspeli zmanǰsati
časovno kompleksnost konvolucijskega sloja za faktor 2 in izgubili le 1 % kla-
sifikacijske točnosti. V [31] so na ideji, da so v konvolucijskih filtrih odvečne
uteži, predstavili dva načina razcepa konvolucijskega jedra uteži na matrike
z rangom 1. S tem so uspeli zmanǰsati časovno kompleksnost za faktor 4,5 z
manj kot 1 % izgube v klasifikacijski točnosti. Lastnost pristopa z razcepom
matrike je ta, da se izvaja lokalno na vsakem konvolucijskem sloju posebej in
je ne moremo izvesti globalno. To pa je slabost zato, ker konvolucijski sloji
na različnih globinah hranijo različne informacije.
2.2.2 Kompresija bitov za predstavitev uteži
Vse uteži globokih modelov so v računalniku predstavljene z biti. V lite-
raturi naletimo na stiskanje globokih modelov tudi z zmanǰsevanjem števila
bitov, ki so potrebni za predstavitev posamezne uteži. V [47] so pokazali,
da lahko s predstavitvijo uteži na samo 8 bitih znatno zmanǰsamo časovno
kompleksnost globokega modela z zanemarljivim upadom pri klasifikacijski
točnosti. Najbolj ekstremen primer stiskanja modela z zmanǰsanjem števila
bitov je uporaba binarnih uteži, kjer za predstavitev uteži modela upora-
bimo le en bit. Primer nevronske mreže z binarnimi utežmi je predstavljen
v [14]. Glavna pomankljivost takšnega ekstremnega pristopa pa je velika
izguba natančnosti.
2.2.3 Rezanje filtrov
Rezanje filtrov je pristop, ki sega vse v leto 1990, ko je bil predstavljen
v [15]. Na že naučenem modelu želimo določiti in odstraniti najmanj infor-
mativne uteži s čim manǰso izgubo natančnosti modela. Pomembnost uteži
določimo z različnimi kriterijskimi funkcijami, zelo pogosto uporabljena je
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prva norma, ki je uporabljena v [35]. Pristop je mogoče kombinirati tudi z
drugimi [28]. Glavno vprašanje, ki se pojavi je, koliko filtrov odstraniti, da
bo model še vedno imel visoko natančnost. Kompromis med velikostjo mo-
dela in natančnostjo je navadno zelo težko ugotoviti in zahteva veliko ročnih
eksperimentov. V [13] so predstavili avtomatiziran pristop, ki generira več
različnih arhitektur, ki ustrezajo omejitvi velikosti modela in med njimi iz-
berejo tisto z najvǐsjo validacijsko natančnostjo.
2.2.4 Destilacija znanja
Začetki izdelave lahkih modelov na podlagi kompleksnih segajo v leto 2006,
ko so v [7] uporabili kompleksen model za generiranje novih označenih po-
datkov in na njih naučili lahke modele.
Ideja je bila v [5] predstavljena kot destilacija znanja, ki prenese znanje
iz kompleksnega modela na lahek model, ta pa imitira funkcijo, ki se jo je
naučil kompleksni model.
V [29] so predstavili učenje lahkega modela s tehniko učitelj-učenec, kjer
je učitelj globok, kompleksen model, učenec pa lahek model. V nasprotju
z avtorji v [5], kjer so uporabili predzadnji sloj, so avtorji v [29] uporabili
zadnji sloj, ki so ga ustrezno prilagodili.
Avtorji so v svojem delu [43] destilacijo znanja razširili tako, da so poleg
zadnjega sloja za učenje lahkega modela uporabili tudi vmesne sloje. Za
učitelja so uporabili globok in širok model, za učenca pa ozek in še globlji
model.
V [52] so ugotovili, da po določeni globini pride do izbolǰsav globoke ne-
vronske mreže samo zaradi večjega števila parametrov. Pokazali so, da je
široka 16 slojna nevronska mreža primerljiva z zelo ozko 1000 slojno nevron-
sko mrežo. Z globino pa parametri naraščajo eksponentno. Na podlagi te
ugotovitve so avtorji v [33], nasprotno kot v [43], za lahek model uporabili
manj globok model kot za učitelja. Za izbolǰsanje učenja so uporabili matrike
pozornosti.
V [51] je predstavljen nov način destilacije znanja, kjer se učenec uči na
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podlagi toka informacij med sloji nevronske mreže. Z drugimi besedami,
učitelj uči učenca procesa, ki pripelje do odgovora, in ne odgovora samega.
Destilacija znanja v treh fazah je predstavljena v [37]. Prva faza se iz-
vede na nivoju posameznega slikovnega elementa, kjer se verjetnost razreda
posameznega slikovnega elementa prenese iz kompleksnega modela v lahek
model. Cilj druge faze je poravnati parne podobnosti slikovnih elementov,
ki jih izračunata kompleksni in lahki model. Tretja faza pa se osredotoči na
prenos vǐsje nivojskega znanja in sicer segmentacijskih matrik.
Pregled področja lahko bralec najde v [11, 12].
Poglavje 3
Metodologija
V tem poglavju bo predstavljen postopek, ki smo ga zasnovali za pridobi-
tev lahkega modela. Postopek temelji na destilaciji znanja in rezanju filtrov.
Destilacija znanja, ki smo jo uporabili za pridobitev lahkega modela, temelji
na tehniki učitelj-učenec, predstavljeni v [29]. Za učitelja smo izbrali model
RITnet [10], ki je na nedavnem tekmovanju [24] na področju segmentacije
očesnih modalnosti (šarenica, beločnica in zenica) dosegel najbolǰsi rezultat.
Za model učenca smo analizirali več ročno izdelanih arhitektur. Izbrani arhi-
tekturi modela učitelja in učenca sta opisani v podpoglavju 3.1. Preučili smo
tri različne načine destilacije znanja, ki smo jih prilagodili za naši dve izbrani
arhitekturi. Načini destilacije znanja so predstavljeni v podpoglavju 3.2, upo-
rabljene funkcije izgube pa v podpoglavju 3.3. Postopek pridobitve lahkega
modela s kombinacijo destilacije znanja in rezanja filtrov je predstavljen v
podpoglavju 3.4.
3.1 Izbrani arhitekturi
V našem delu smo se osredotočili na model RITnet, predstavljen v [10].
Model smo izbrali zaradi njegove visoke natančnosti, javne dostopnosti in
preproste arhitekture, ki temelji na arhitekturi kodirnik-dekodirnik. Celotno
arhitekturo modela prikazuje slika 3.1. Kodirnik je sestavljen iz petih blokov,
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Slika 3.1: Arhitektura modela RITnet. Kodirnik (rdeča barva) je sestavljen
iz petih blokov, dekodirnik (modra barva) pa iz štirih. Za dekodirnikom je še
zadnji konvolucijski sloj. ⊕ predstavlja spoj po dimenziji kanalov. Rumena
barva predstavlja sloj s parametri učenja (ostali sloji so znotraj blokov).
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dekodirnik pa iz štirih blokov. Posamezni bloki kodirnika so preko preskočnih
povezav povezani s posameznimi bloki dekodirnika. Za dekodirnikom se na-
haja še zadnji konvolucijski sloj.
Vhod v mrežo je paket n sivinskih slik in sicer 4 dimenzionalna matrika
dimezij n× h×w× k, kjer je n velikost paketa, h vǐsina slik, w širina slik in
k = 1, ker gre za sivinske slike. Izhod je štiridimenzionalna matrika dimenzij
n×h×w× c, kjer c predstavlja število razredov, v katere naš model razvrsti
vsak posamezen slikovni element na sliki. V našem primeru je c = 4, te štiri
vrednosti pa pripadajo štirim razredom, v katere segmentira model, in sicer
šarenica, beločnica, zenica in ozadje. Oznako razreda za posamezen slikovni
element dobimo tako, da vzamemo razred, ki ima največjo vrednost. Te
vrednosti niso omejene in so v množici realnih števil.
Blok kodirnika je sestavljen iz petih konvolucijskih slojev, konča pa se
z normalizacijo paketov. Za aktivacijsko funkcijo se uporablja nelinearna
funkcija ReLU. Arhitekturo bloka kodirnika predstavlja slika 3.2. Blok de-
kodirnika je kraǰsi in vsebuje štiri konvolucijske sloje in dva izpustna sloja.
Arhitekturo bloka dekoderja prikazuje slika 3.3.
Arhitekturo učenca smo izdelali tako, da smo arhitekturi učitelja odstra-
nili dva celotna bloka iz kodirnika (K2 in K4) in dva celotna bloka iz deko-
dirnika (D1 in D3). Iz blokov, ki so ostali v kodirniku, smo odstranili dva
konvolucijska sloja (3.1 in 3.2 na sliki 3.2) in izpustni sloj za njima. Tako
se je rezultat iz drugega izpustnega sloja (po konvolucijskem sloju 2.2) di-
rektno povezal s slojem za normalizacijo paketov. Iz blokov, ki so ostali v
dekodirniku, smo tudi odstranili zadnja dva konvolucijska sloja (2.1 in 2.2
na sliki 3.3) in izpustni sloj za njima.
Med drugim smo za arhitekturo učenca primerjali tudi naslednji dve ar-
hitekturi. Prvo arhitekturo smo naredili tako, da smo iz arhitekture učitelja
odstranili dva celotna bloka iz kodirnika (K2 in K4) in dva celotna bloka iz
dekodirnika (D1 in D3). Drugo arhitekturo pa smo naredili tako, da smo prvi
arhitekturi dodatno odstranili dva konvolucijska sloja iz kodirnika (3.1 in 3.2
na sliki 3.2), izpustni sloj za njima in dva konvolucijska sloja iz dekodirnika
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Slika 3.2: Arhitektura bloka kodirnika, ki je sestavljen iz petih konvolu-
cijskih slojev in treh izpustnih slojev. Za aktivacijsko funkcijo se uporablja
nelinearna funkcija ReLU. Blok se zaključi z normalizacijo paketov. ⊕ pred-
stavlja spoj po dimenziji kanalov. Rumena barva predstavlja sloje s parame-
tri učenja.
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Slika 3.3: Arhitektura bloka dekodirnika, ki je sestavljen iz štirih konvolu-
cijskih slojev, dveh izpustnih slojev, za aktivacijsko funkcijo pa se uporablja
nelinearna funkcija ReLU. ⊕ predstavlja spoj po dimenziji kanalov. Rumena
barva predstavlja sloje s parametri učenja.
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(1.1 in 2.1 na sliki 3.3). Obe arhitekturi sta imeli več parametrov od izbrane
arhitekture učenca in bolǰso natančnost. Pri drugi arhitekturi smo opazili,
da odstranitev dveh konvolucijskih slojev v dekodirniku še dodatno poveča
število parametrov, saj oba konvolucijska sloja zmanǰsata dimenzijo matrike
značilk, ki gre potem v naslednji konvolucijski sloj. Tako smo izbrali arhi-
tekturo z najmanj parametrov in najnižjo natančnostjo, da bi z destilacijo
znanja lažje pridobili čim večjo razliko v natančnosti.
3.2 Destilacija znanja
Vse načine destilacije znanja smo prilagodili našima dvema izbranima arhi-
tekturama. Prvi način destilacije znanja, ki smo ga analizirali, je bil predsta-
vljen v [29] in za prenos znanja uporablja zadnji sloj, ki so ga avtorji ustrezno
prilagodili. Njihov zadnji sloj je sloj z ohlapnim maksimumom, katerega iz-
hod predstavlja verjetnosti in sicer vrednosti med 0 in 1, ki se seštejejo v
1. Novost v njihovem delu je predstavitev t.i. temperature, s katero ustva-
rijo bolj ohlapno verjetnostno porazdelitev med razredi. Nevronske mreže
tipično izračunajo verjetnosti razredov s slojem z ohlapnim maksimumom,





kjer je z vhod in qi verjetnost razreda i.
Za primer lahko vzamemo prepoznavanje števk. Recimo, da imamo na
sliki števko 7. Verjetnost (pri temperaturi 1), da je števka 7 bo zelo visoka,
medtem ko bodo verjetnosti za ostale števke zelo nizke oz. nič. Če pa tem-
peraturo povǐsamo, bomo iz slike 3.4 opazili, da lahko poleg verjetnosti za
vsak razred razberemo še, kako podobne so si števke med seboj. Prednost
modelov z visoko temperaturo je, da vsebujejo to skrito znanje [34].
Arhitektura učitelja v našem primeru na zadnjem sloju ne vrača verjetno-
sti posameznih razredov, zato smo jo prilagodili z uporabo sloja z ohlapnim
maksimumom. Poleg tega pa smo vsak element izhodne matrike na zadnjem
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sloju delili s temperaturo, preden smo uporabili sloj z ohlapnim maksimu-
mom. Ta sloj za vsak slikovni element preslika vrednosti razredov na interval
[0, 1] in s tem dobimo verjetnosti za posamezen razred. Enako smo naredili
pri arhitekturi učenca. Prilagojeno matriko značilk S ∈ [0, 1]h×w×c defini-
ramo kot
S = softmax(F /t), (3.2)
kjer je F ∈ IRh×w×c izhodna matrika značilk, t predstavlja temperaturo in
softmax sloj z ohlapnim maksimumom.
Slika 3.4: Primer uporabe temperature pri računanju verjetnosti števke na
sliki. Pri vǐsji temperaturi so razlike med verjetnostmi različnih razredov
manǰse. Povzeto po [34].
Iz [43] smo vzeli idejo, da namesto destilacije znanja izključno na zadnjem
sloju, dodamo destilacijo znanja tudi na vmesnih slojih naših dveh arhitek-
tur. Ker ima arhitektura učenca manj blokov kot arhitektura učitelja, smo
primerjali izhodne matrike značilk blokov na globinah, kjer so te matrike
enakih velikosti. Te izhodne matrike značilk smo (enako kot na zadnjem
sloju) prilagodili kot prikazuje enačba (3.2). V vsakem paru primerjanih iz-
hodnih matrik značilk učitelj prenese del svojega znanja na učenca s tem, da
18 POGLAVJE 3. METODOLOGIJA
ga kaznuje, če se učenec preveč oddalji od učitelja.
Drug način destilacije znanja, ki smo ga preučili v našem delu, temelji na
matrikah pozornosti [33]. Znanje želimo prenesti na model učenca tako, da
ocenimo, kam se model učitelja najbolj osredotoči na posameznih globinah in
spodbudimo model učenca, da se osredotoči na podobne regije. Podobno kot
pri preǰsnjem načinu destilacije znanja smo tudi pri tem primerjali izhodne
matrike značilk posameznih blokov med seboj. Glavna razlika je ta, da smo
iz izhodnih matrik značilk izračunali matrike pozornosti. Matriko pozornosti




|F i,j,k|2,A ∈ IRh×w+ , (3.3)
kjer je F ∈ IRh×w×m matrika značilk, h vǐsina, w širina in m število kanalov
matrike značilk.
Za tretji način destilacije znanja smo preučili idejo iz [51], kjer so avtorji
predstavili destilacijo znanja preko toka med sloji modela. Na primer, da
izbrana dva sloja modela generirata vsak svojo matriko značilk in sicer F 1 ∈
IRh×w×m in F 2 ∈ IRh×w×n, kjer h in w predstavljata vǐsino in širino matrike
značilk, m in n pa številko kanalov. Tok med dvema slojema je predstavljen







F 1i,j,k ∗ F 2i,j,l
h ∗ w
,G ∈ IRm×n, (3.4)
kjer je G matrika FSP.
Za generiranje matrik FSP smo uporabili matriko značilk (po prvem kon-
volucijskem sloju kodirnika), ki smo jo spustili še čez izpustni sloj in skozi
aktivacijsko funkcijo ReLU, kot so to storili avtorji v [51]. Tako smo upora-
bili tudi matriko značilk zadnjega konvolucijskega sloja kodirnika in matriko
značilk zadnjega konvolucijskega sloja dekodirnika. Za vsako arhitekturo
(učitelja in učenca) smo generirali dve matriki FSP, kot prikazuje slika 3.5.
Ker se vǐsina in širina posameznega para izbranih matrik značilk ne uje-
mata, smo večjo matriko značilk zmanǰsali na vǐsino in širino manǰse matrike
v paru.
3.2. DESTILACIJA ZNANJA 19
Slika 3.5: Shema računanja funkcije izgube pri destilaciji znanja z matrikami
FSP. Za model učitelja in učenca generiramo dve matriki FSP. Prva matrika
FSP predstavlja tok med sloji kodirnika, druga matrika FSP pa tok med
sloji dekodirnika. F s,n in F t,n predstavljata n-to matriko značilk modela
učenca in modela učitelja, Gs,n in Gt,n predstavljata n-to matriko FSP za
model učenca in model učitelja, lf1 in l
f
2 pa predstavljata destilacijsko izgubo
modela učenca.
20 POGLAVJE 3. METODOLOGIJA
3.3 Funkcije izgube
Avtorji so za model RITnet [10] definirali funkcijo izgube kot kombinacijo
štirih različnih funkcij. Prva je prečna entropija lcel (cel – cross entropy
loss), ki je prva izbira za aplikacije z enakomerno porazdelitvijo razredov.
Ker imamo pri slikah očesa neenakomerno porazdelitev razredov (velikost
zenice je manǰsa v primerjavi z velikostjo beločnice in šarenice), so avtorji
vpeljali dodatne funkcije izgube, ki bolje upoštevajo strukturo očesa. Prva
izmed njih lgdl (gdl – generalized dice loss) temelji na koeficientu dice [38],
ki meri prekrivanje med referenčno vrednostjo in napovedanim razredom. V
primeru neenakomerne porazdelitve razredov koeficient dice, utežen s kvadra-
tom inverza frekvence razreda, pripelje do bolǰsih rezultatov v kombinaciji
s prečno entropijo [10]. Funkcija izgube lgdl priskrbi stabilne gradiente za
neenakomerne razmere [10]. Druga izmed dodatnih funkcij izgube lbal (bal
– boundary aware loss) temelji na detektorju robov Canny in maksimizira
pravilnost napovedanih razredov za robne slikovne elemente. Tretja dodatna
funkcija izgube lsl (sl – surface loss) pa temelji na razdalji med slikovnimi
konturami namesto posameznimi regijami na sliki. To izbolǰsa natančnost
predvsem na majhnih delih slike, ki jih funkcije izgube, ki temeljijo na sli-
kovnih regijah, ponavadi ignorirajo [10]. Skupno funkcijo izgube iz [10] lahko
zapǐsemo kot uteženo vsoto vseh štirih funkcij, in sicer




Za vsak način destilacije znanja smo definirali različno funkcijo izgube, ki je
v vseh primerih kombinirana še s funkcijo izgube modela RITnet iz enačbe
(3.5). Destilacijo znanja povzeto po [29, 43] smo izvedli s prečno entropijo,













kjer sta h in w vǐsina in širina matrike značilk, m je število kanalov matrike
značilk, St,n ∈ [0, 1]h×w×m je n-ta prilagojena matrika značilk modela učitelja
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in Ss,n ∈ [0, 1]h×w×m n-ta prilagojena matrika značilk modela učenca (glej
enačbo (3.2)). Za destilacijo znanja z matrikami pozornosti smo uporabili
funkcijo izgube iz [33], ki je definirana kot
lan =






kjer je F s,n n-ta matrika značilk modela učenca, F t,n n-ta matrika značilk
modela učitelja in A(F ) matrika pozornosti izračunana na podlagi matrike
značilk F . V primeru destilacije znanja z matrikami FSP pa smo le-te pri-
merjali s pomočjo funkcije izgube, definirane v [51] kot
lfn =
∥∥G(F t,n,F t,n+1)−G(F s,n,F s,n+1)∥∥2
2
, (3.8)
kjer je F s,n n-ta matrika značilk modela učenca, F t,n n-ta matrika značilk
modela učitelja in G matrika FSP (glej enačbo (3.4)). Končna funkcija
izgube za naš model z destilacijo znanja je utežena kombinacija vseh naštetih
funkcij in sicer
l = lr + α ∗ t2 ∗
∑
n
lhn + β ∗
∑
n








n zgoraj omenjene funkcije izgube ter α,
β in γ uteži posamezne funkcije izgube.
3.4 Rezanje filtrov
Naš izviren postopek pridobitve lahkega modela temelji na postopnem reza-
nju filtrov in učenju modela. Postopek rezanja filtrov začnemo z naučenim
modelom učitelja, ki mu postopoma odstranjujemo filtre. Filtre smo odstra-
njevali slojem za normalizacijo paketov in konvolucijskim slojem. Opera-
cijo konvolucije si lahko predstavljamo kot množenje matrik, kar prikazuje
slika 3.6.
Odstranitev filtra (v konvolucijskem sloju) izvedemo tako, da odstranimo
(vidno na sliki 3.6) filter (W i) in s tem posledično zmanǰsamo število kanalov
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izhodne matrike značilk (d). Poleg tega odstranimo tudi pripadajoči člen pri-
stranskosti (bi). Za vsak odstranjeni filter smo morali spremeniti tudi filtre,
na katere je vplival. Na primer, če smo odstranili en konvolucijski filter in
posledično zmanǰsali število kanalov izhodne matrike značilk, potem smo po-
sredno tudi zmanǰsali število kanalov vhodne matrike značilk v naslednjem
konvolucijskem sloju. Poleg tega pa smo v kodirniku morali preveriti, če
smo odstranili filter zadnjemu konvolucijskemu sloju v bloku, saj smo v tem
primeru morali zmanǰsati tudi število parametrov v sloju za normalizacijo
paketov. Naj omenimo, da sloja za normalizacijo paketov ne moremo re-
zati neposredno brez odstranitve filtra v konvolucijskemu sloju (zato rezanje
vedno začnemo pri konvolucijskih filtrih).
Slika 3.6: Konvolucija kot množenje matrik. Levo imamo vhodno matriko
značilk (modra barva), h in w predstavljata vǐsino in širino vhodne matrike
značilk, c pa število kanalov. Na sredini je d konvolucijskih filtrov (W 1 do
W d), kh in kw predstavljata vǐsino in širino posameznega konvolucijskega
filtra, c je število kanalov filtra, ki ustreza številu kanalov vhodne matrike
značilk. Vsak filter ima tudi svoj člen pristranskosti (b1 do bd). Na desni pa
je označena izhodna matrika značilk (zelena barva) z enako vǐsino in širino
kot vhodna matrika in z d kanali (ki ustrezajo številu konvolucijskih filtrov).
Povzeto po [8].
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Konvolucijske filtre odstranjujemo na podlagi ocene njihove pomembnosti
v modelu. Pomembnost filtra izračunamo s pomočjo pripadajočega kanala v
izhodni matriki značilk. Vsakemu filtru pripada en kanal v izhodni matriki






kjer je I ∈ IRh×w×d izhodna matrika značilk, ki ustreza filtru W k. Izho-
dne matrike značilk za posamezne konvolucijske sloje so različnih velikosti
na različnih globinah modela. Zato izhodne matrike značilk pred izračunom
pomembnosti ustrezno pomanǰsamo na velikost izhodne matrike značilk za-
dnjega bloka kodirnika. Za posamezen konvolucijski sloj dobimo vektor po-
membnosti p, kjer k-ti element vektorja predstavlja pomembnost k-tega filtra
v konvolucijskem sloju. Za odstranitev izberemo filter z najnižjo pomemb-
nostjo.
3.5 Učenje
Za učenje modela z destilacijo znanja uporabimo že omenjeno enačbo iz-
gube (3.9). Za uteži v enačbi (3.5) izberemo najbolǰso kombinacijo iz eks-
perimentalnega dela v [10] in sicer λ1 = 1, λ2 = 20, λ3 = 1 − λ4, utež λ4
nastavimo glede na epoho
λ4(epoha) =
{
1− (epoha + 1)/125; če epoha < 125
0; sicer.
(3.11)
Učenje modela z destilacijo znanja preko matrik značilk in matrik pozor-
nosti smo izvedli v enem koraku, učenje modela z destilacijo znanja preko
matrik FSP pa smo izvedli v dveh korakih, v prvem smo s pomočjo destila-
cije znanja pridobili začetne uteži modela, v drugem koraku pa smo model
naučili brez destilacije znanja.
Za učenje modela med odstranjevanjem filtrov smo tudi uporabili enačbo
izgube (3.9), le da smo uporabili uteži v enačbi (3.5) takšne, kot so defini-
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rane uteži ob koncu učenja, saj odstranjujemo filtre že naučenemu modelu.
Izbrane uteži so torej λ1 = 1, λ2 = 20, λ3 = 1 in λ4 = 0.
Poglavje 4
Eksperimenti
V tem poglavju bomo predstavili izvedeno eksperimentalno analizo različnih
načinov destilacije znanja in izviren postopek pridobitve lahkega modela na
podlagi kombinacije destilacije znanja in rezanja filtrov. Najprej bo v podpo-
glavju 4.1 opisana podatkovna množica, ki smo jo uporabili za eksperimen-
talno analizo, v podpoglavju 4.2 bodo predstavljene metrike ovrednotenja,
na podlagi katerih smo primerjali dobljene rezultate, v podpoglavju 4.3 bo
opisan eksperimentalni protokol in nazadnje bomo v podpoglavju 4.4 opisali
izvedene eksperimente.
4.1 Uporabljena podatkovna množica
Za eksperimentalno analizo smo uporabili 3475 slik iz podatkovne množice
MOBIUS [48]. Uporabili smo samo slike, ki imajo označbe za vse štiri razrede
(zenica, šarenica, beločnica in ozadje), tiste z manjkajočimi označbami vsaj
enega razreda pa smo izpustili. V podatkovni množici so barvne slike očes
35 različnih ljudi, ki gledajo v štiri različne smeri (naprej, levo, desno in
navzgor). Očesa na slikah pripadajo moškim in ženskam bele polti. Slike so
bile zajete s tremi različnimi mobilnimi telefoni (Sony Xperia Z5 Compact,
Apple iPhone 6s, Xiaomi Pocophone F1) v treh različnih okolǐsčinah (zunaj
v dobri svetlobi (N), znotraj v dobri svetlobi (I) in znotraj v slabi svetlobi
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(P )). Uporabljene slike iz množice vsebujejo označbe posameznih slikovnih
elementov v enega od štirih razredov (šarenica, beločnica, zenica in ozadje).
Primer slik in njihovih označb prikazuje slika 4.1.
Slika 4.1: Primer štirih slik in njihovih označb iz podatkovne množice MO-
BIUS. Prvi stolpec predstavlja slike, posnete z mobilnim telefonom, drugi
stolpec predstavlja večrazredno označbo, zadnji trije stolpci pa predstavljajo
enorazredno označbo za beločnico, šarenico in zenico. Sliki v prvih dveh
vrsticah sta bili zajeti zunaj v dobri svetlobi (N), slika v tretji vrstici je
bila zajeta znotraj v dobri svetlobi (I), slika v četrti vrstici pa je bila zajeta
znotraj v slabi svetlobi (P ).
4.2 Metrike ovrednotenja
Za primerjavo natančnosti različnih modelov smo uporabili presek nad unijo.
Za posamezno vhodno sliko smo za vsak razred (šarenica, beločnica, zenica
in ozadje) izračunali presek nad unijo kot
IoUr =
slikovni elementi razreda r ∩
slikovni elementi napovedani v razred r
slikovni elementi razreda r ∪
slikovni elementi napovedani v razred r
(4.1)
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Nato smo izračunali povprečje presekov nad unijo za vse štiri razrede in dobili







kjer r predstavlja razred in sicer ozadje (r = 0), beločnico (r = 1), zenico
(r = 2) in šarenico (r = 3).
Naš postopek pridobitve lahkega modela pa smo primerjali tudi na pod-
lagi števila parametrov modela in števila operacij s plavajočo vejico, ki jih
model izvede za eno sklepanje. Ta metrika ni standardizirana in se v literaturi
pojavlja v zelo različnih oblikah, poleg tega pa je odvisna tudi od implemen-
tacije, zato ponavadi želimo oceno glede na neko referenčno implementacijo.
Ker želimo s to metriko oceniti kompleksnost modela, se lahko osredotočimo
predvsem na tiste sloje, ki so najbolj zahtevni. V našem primeru smo se
osredotočili na konvolucijske sloje, ki so glavni razlog za veliko časovno kom-
pleksnost modela. Za izračun števila operacij s plavajočo vejico, ki jih model
izvede za eno sklepanje, smo uporabili enačbo iz [13]. Vsak konvolucijski sloj
prinese
h ∗ w ∗ c ∗ d ∗ kh ∗ kw (4.3)
operacij, kjer sta h in w vǐsina in širina vhodne matrike značilk, c je število
kanalov posameznega konvolucijskega filtra oz. število kanalov vhodne ma-
trike značilk, d je število konvolucijskih filtrov oz. kanalov izhodne matrike
značilk, kh in kw pa sta vǐsina in širina posameznega konvolucijskega filtra.
Za lažjo predstavo se lahko bralec vrne na sliko 3.6.
4.3 Eksperimentalni protokol
Podatkovno množico smo razdelili na učno, validacijsko in testno množico.
Učno množico sestavlja 2430 slik, validacijsko množico 694 slik in testno
množico 351 slik, kar ustreza približno 70 %, 20 % in 10 %. Posamezne
množice smo uravnotežili tudi glede na tri različne okolǐsčine (zunaj v dobri
28 POGLAVJE 4. EKSPERIMENTI
svetlobi (N), znotraj v dobri svetlobi (I) in znotraj v slabi svetlobi (P )),
v katerih so bile zajete slike, kar prikazuje tabela 4.1. Posamezne množice
smo uravnotežili, da bi dosegli podobno distribucijo podatkov in dobili bolj
realno oceno. Na testni množici brez slik v slabi svetlobi (P ) bi model do-
segel bolǰsi rezultat, vendar bi rezultat odražal natančnost modela samo pri
slikah v dobri svetlobi, pri slikah v slabi svetlobi pa bi imel model nižjo na-
tančnost. V naših eksperimentih smo uporabljali slike enake velikosti, kot
avtorji v [10], in sicer slike z vǐsino 640 slikovnih elementov in širino 400
slikovnih elementov. Iz načinov bogatenja podatkov, opisanih v [10], smo
odstranili naključno dodajanje vzorca za imitiranje odseva očal, saj v upora-
bljeni podatkovni množici ni prisotnih slik, na katerih bi osebe nosile očala.
Ohranili pa smo ostale načine bogatenja podatkov in sicer zrcaljenje po ver-
tikalni osi, Gaussovo krivuljo za zameglitev slike, translacijo in dodajanje
naključnih tankih črt.
Tabela 4.1: Sestava podatkovne množice glede na različne okolǐsčine. N
predstavlja slike zajete zunaj v dobri svetlobi, I slike zajete znotraj v dobri
svetlobi in P slike zajete znotraj v slabi svetlobi.
množica\okolǐsčine N I P skupaj
učna množica 806 825 799 2430
validacijska množica 228 230 236 694
testna množica 116 118 117 351
Vsak postopek destilacije znanja smo izvedli trikrat in v rezultatih poroča-
mo povprečno vrednost rezultatov treh ponovitev in standardni odklon med
rezultati teh treh ponovitev. Model učenca smo učili z destilacijo znanja 200
epoh s stopnjo učenja 0,001 in velikostjo paketa 4. Učenje z večjo stopnjo
učenja (0,01) je prineslo nižjo natančnost. Na velikost paketa 4 pa smo bili
omejeni s strani grafične kartice. Po 200. epohi se natančnost modela ni več
spreminjala, zato smo model učili z 200 epohami.
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Postopek pridobitve lahkega modela temelji na rezanju filtrov. To smo
izvedli tako, da smo modelu v vsakem koraku odstranili eno milijardo ope-
racij s plavajočo vejico in ga na novo učili 5 epoh s stopnjo učenja 0,001
in velikostjo paketa 4. Vsakemu bloku in sloju smo odstranili največ 75 %
parametrov, saj je v primeru odstranitve večjega deleža parametrov v posa-
meznem sloju oz. bloku natančnost zelo padla. Tako pridobljen model smo
v zadnji fazi doučili z 200 epohami. Eksperimente smo izvajali na grafični
kartici GeForce RTX 2070 SUPER z 8 GB delovnega pomnilnika. Eksperi-
mente za predlagan postopek pridobitve lahkega modela smo izvajali na dveh
grafičnih karticah, eksperimente za destilacijo znanja pa na eni.
4.4 Opis eksperimentov
Izvedene eksperimente lahko razdelimo na dva dela, prvi del so eksperimenti
za oceno različnih načinov destilacije znanja, drugi del eksperimentov pa te-
melji na izvirnem postopku pridobitve lahkega modela. Prvi del eksperimen-
tov smo izvedli tako, da smo izdelali tri lahke modele za vsak način destilacije
znanja. Lahki modeli so se na začetku nastavili z različnimi utežmi, poleg
tega pa so se razlikovali tudi v načinih bogatenja podatkov. Rezultat smo
poročali kot povprečje mIoU treh modelov za posamezen način destilacije
znanja.
V drugem delu eksperimentov smo najprej izvedli eksperiment za gene-
ralno oceno našega postopka pridobitve lahkega modela. Izvedli smo izviren
postopek z destilacijo znanja in brez destilacije znanja. Za ta eksperiment
smo uporabili vse metrike evalvacije, mIoU , število parametrov in število
operacij s plavajočo vejico za eno sklepanje. Nato smo izvedli eksperimente
v treh različnih okolǐsčinah, v katerih so bile zajete slike. Na koncu pa smo
modele primerjali med seboj glede na tri različne pametne telefone, s katerimi
so bile zajete slike.
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Poglavje 5
Rezultati z analizo
V podpoglavju 5.1 so predstavljeni rezultati vseh implementiranih načinov
destilacije znanja. V podpoglavju 5.2 predstavimo poglobljeno analizo pre-
dlaganega postopka pridobitve lahkega modela kot kombinacije destilacije
znanja in rezanja filtrov. Kvalitativno analizo pa predstavimo v podpoglavju
5.3.
5.1 Rezultati destilacije znanja
V tabeli 5.1 so prikazani rezultati različnih načinov destilacije znanja. Pri
vsakem načinu destilacije znanja smo naredili eksperimente z različno utežjo
v skupni funkciji izgube. Preliminarna analiza destilacije znanja na podlagi
prilagojenih matrik značilk iz [29] je pokazala, da destilacija znanja doseže
najbolǰse rezultate pri temperaturi 8, zato smo se v naši analizi osredotočili
na to vrednost. V našem primeru se izkaže, da se destilacija znanja najbolje
obnese, če ima destilacija znanja manǰso utež kot osnovna funkcija izgube iz
enačbe (3.5). Pri večjih vrednostih uteži iz enačbe (3.9) se je učenje zaključilo
po parih epohah, ker se je izguba na validacijski množici v dveh zaporednih
epohah povečala, zato teh rezultatov ne poročamo. Poizkusili smo tudi kom-
binacijo dveh najbolǰsih načinov destilacije znanja, ampak se kombinacija ni
izkazala kot bolǰsa od posameznega načina destilacije znanja.
31
32 POGLAVJE 5. REZULTATI Z ANALIZO
Tabela 5.1: Rezultati učenja modela učenca brez destilacije znanja in mo-
dela učenca s tremi različnimi načini destilacije znanja. α, t, β in γ pred-
stavljajo uteži za posamezne načine destilacije znanja in se nanašajo na
enačbo (3.9), mIoU predstavlja povprečen presek nad unijo za vse tri ek-
sperimente in std standardni odklon med temi tremi eksperimenti. Vsi eks-
perimenti so bili izvedeni na testni množici s 351 slikami. V prvem sklopu so
rezultati učenja brez destilacije znanja, v drugem sklopu so rezultati učenja
z destilacijo znanja preko matrik značilk, v tretjem sklopu so rezultati učenja
z destilacijo znanja preko matrik pozornosti, v četrtem sklopu so rezultati
učenja z destilacijo znanja preko matrik FSP in v petem sklopu je rezul-
tat učenja s kombinacijo najbolǰsih dveh načinov destilacije znanja. Model
učenca ima 74788 parametrov in izvede 6148 milijonov operacij s plavajočo
vejico za eno sklepanje.
α t β γ mIoU std
0 / 0 0 68,459 % 0,41 %
0,001 8 0 0 68,780 % 0,48 %
0,0001 8 0 0 68,832 % 0,52 %
0,00001 8 0 0 67,732 % 0,17 %
0,000001 8 0 0 68,498 % 0,49 %
0,0000001 8 0 0 67,304 % 1,00 %
0 / 0,01 0 67,863 % 0,23 %
0 / 0,001 0 68,940 % 0,44 %
0 / 0,0001 0 68,003 % 0,21 %
0 / 0,00001 0 68,325 % 0,64 %
0 / 0 0,001 67,209 % 0,48 %
0 / 0 0,0001 68,684 % 1,02 %
0 / 0 0,00001 68,523 % 0,35 %
0 / 0 0,000001 68,260 % 0,14 %
0,0001 8 0,001 0 68,195 % 0,14 %
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Tabela 5.2: Rezultati učenja modela učenca brez destilacije znanja (učenec)
in učenja modela učenca z najbolǰsim načinom destilacije znanja (učeneca,
kjer smo uporabili α = 0, β = 0, 001 in γ = 0) v oziru na slike, posnete
v različnih okolǐsčinah. N predstavlja slike zajete zunaj v dobri svetlobi, I
slike zajete znotraj v dobri svetlobi in P slike zajete znotraj v slabi svetlobi.
mIoU predstavlja povprečen presek nad unijo za vse tri eksperimente in std
standardni odklon med temi tremi eksperimenti.
mIoUN stdN mIoUI stdI mIoUP stdP
učenec 73,21 % 0,24 % 74,88 % 0,33 % 57,27 % 0,83 %
učeneca 73,86 % 0,53 % 75,54 % 0,46 % 57,40 % 0,71 %
Glede na rezultate modela učitelja, ki je dosegel mIoU 78,38 %, in majhne
razlike v natančnosti modela učenca brez destilacije znanja in modela učenca
z različnimi postopki destilacije znanja (tabela 5.1) ugotovimo, da noben iz-
med treh postopkov destilacije znanja ni znatno izbolǰsal natančnosti modela.
Najbolǰsi način destilacije znanja smo primerjali z modelom učenca (na-
učenega brez destilacije znanja) tudi glede na različne situacije, v katerih
so bile zajete slike. Iz tabele 5.2 lahko razberemo, da je destilacija znanja
najbolj pripomogla pri slikah z dobro svetlobo (slike posnete znotraj v dobri
svetlobi (I) in slike posnete zunaj v dobri svetlobi (N)), rezultati na slikah s
slabo svetlobo (P ) pa so ostali skoraj enaki rezultatom modela učenca, ki je
bil naučen brez destilacije znanja.
Zelo majhne razlike pri uporabi destilacije znanja lahko pripǐsemo ročno
izdelani arhitekturi modela učenca. Možno je, da je destilacija znanja zelo od-
visna od izbrane arhitekture modela, na katerega prenašamo znanje. V našem
primeru to pomeni, da smo z odstranitvijo posameznih slojev in blokov od-
stranili veliko pomembnih uteži. Zato v naslednjem podpoglavju analiziramo
naš izviren postopek pridobitve lahkega modela, ki temelji na kombinaciji de-
stilacije znanja in rezanja filtrov. Pristop rezanja filtrov ima to prednost, da
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lahko odstrani posamezne filtre v konvolucijskih slojih za razliko od ročnega
odstranjevanja celotnih konvolucijskih slojev in blokov. S postopnim odstra-
njevanjem filtrov v konvolucijskih slojih in učenjem lahkega modela želimo
omogočiti, da lahek model obdrži začetno znanje naučenega modela učitelja,
namesto da bi se ga moral naučiti na novo.
5.2 Analiza postopka pridobitve lahkega mo-
dela
Postopek pridobitve lahkega modela smo izvedli tako, da smo naenkrat od-
stranili eno milijardo operacij s plavajočo vejico in model učili s petimi epo-
hami. Pri učenju smo uporabili destilacijo znanja z utežmi α = 0, β = 0, 001
in γ = 0, kar se je (vidno v tabeli 5.1) izkazalo za najbolǰsi način. Tako prido-
bljen model smo v zadnji fazi doučili z 200 epohami (z enakimi utežmi). Da bi
analizirali doprinos destilacije znanja, smo naš postopek pridobitve lahkega
modela ponovili s to razliko, da pri učenju (5 epoh) med odstranjevanjem fil-
trov in učenju (200 epoh) končnega modela, brez odstranjenih filtrov, nismo
uporabili destilacije znanja. Model učitelja, s katerim smo začeli postopek
rezanja filtrov, in končna dva lahka modela, ki sta rezultat našega postopka,
so primerjani v tabeli 5.3.
Tabela 5.3: Primerjava modela učitelja, s katerim smo začeli postopek
pridobitve lahkega modela in končnih dveh lahkih modelov (naučenih z in







učitelj 248.900 16.420.864.000 78,38 %
lahek model z dest. zn. 66.706 4.263.291.000 77,11 %
lahek model brez dest. zn. 68.678 4.268.592.000 74,20 %
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Opazimo lahko, da je destilacija znanja v našem postopku pridobitve
lahkega modela uspešna in pripomore k bolǰsi natančnosti modela, kot če
uporabimo le rezanje filtrov brez destilacije znanja. Modela se razlikujeta
za 2,91 % na naši testni množici. Če primerjamo model učitelja in končni
lahek model, kjer smo za učenje uporabili destilacijo znanja, vidimo, da smo
odstranili kar 73,2 % parametrov in 74 % operacij s plavajočo vejico ter
izgubili 1,27 % natančnosti. To je veliko bolǰse kot le uporaba destilacije
znanja, kjer je model učenca z večjim številom parametrov in večjim številom
operacij s plavajočo vejico za eno sklepanje izgubil kar 9,44 % točnosti modela
(vidno v tabeli 5.1). Naš postopek je s kombinacijo destilacije znanja in
rezanjem filtrom uspešneǰsi tako od same destilacije znanja kot od samega
rezanja filtrov.
Za podrobneǰse ovrednotenje našega postopka pridobitve lahkega modela
smo naredili primerjavo s tremi referenčnimi modeli in s trenutno najsodob-
neǰsim postopkom rezanja filtrov LeGR [13]. Na arhitekturi učitelja smo
postopek LeGR implementirali samo z rezanjem filtrov, saj nam je za imple-
mentacijo destilacije znanja zmanjkalo časa. Referenčne modele smo izdelali
ročno na podlagi arhitekture učitelja (prikazana na sliki 3.1):
• Referenčni model 1 (RM1): uporabili smo arhitekturo modela učenca.
• Referenčni model 2 (RM2): odstranili smo konvolucijska sloja 3.1 in 3.2
vsem blokom kodirnika in konvolucijska sloja 2.1 in 2.2 vsem blokom
dekodirnika (prikazano na slikah 3.2 in 3.3).
• Referenčni model 3 (RM3): odstranili smo bloke K2, K3, D2 in D3.
Vse tri referenčne modele smo učili brez destilacije znanja 200 epoh s sto-
pnjo učenja 0,001 in velikostjo paketa 4. Postopek rezanja filtrov LeGR [13]
smo prilagodili naši arhitekturi učitelja in odstranili 74,22 % operacij s pla-
vajočo vejico za eno sklepanje. Postopek LeGR smo izvedli z utežmi ζl =
4269424640, σ = 1, E = 10, S = 16, υ = 0, 1, P = 64, τ̂ = 50, velikostjo pa-
keta 4 in stopnjo učenja 0,001. Za razlago posameznih uteži napotimo bralca
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na [13]. Model, pridobljen s postopkom LeGR, smo nato učili 200 epoh s
stopnjo učenja 0,001 in velikostjo paketa 4. Rezultate prikazuje tabela 5.4.
Tabela 5.4: Primerjava našega postopka z referenčnimi modeli in najsodob-







naš 66.706 4.263.291.000 77,11 %
LeGR [13] 140.077 4.232.912.000 78,85 %
RM1 74.788 6.148.096.000 68,51 %
RM2 138.724 8.306.688.000 75,01 %
RM3 135.556 11.915.264.000 77,80 %
Tako postopek LeGR kot naš postopek pridobitve lahkega modela se ome-
jita glede na število operacij s plavajočo vejico za eno sklepanje. Oba po-
stopka smo primerjali pri približno 74 % odstranjenih operacij. Opazimo pa
lahko veliko razliko v številu parametrov (pri zelo podobnem številu opera-
cij). Razlago za to lahko najdemo v tabeli 5.5, ki prikazuje število parame-
trov v posameznem bloku. Postopek LeGR v primerjavi z našim postopkom
odstrani veliko več parametrov v bloku K1 in D4. V teh dveh blokih za
en odstranjen parameter odstranimo največ operacij (glej enačbo (4.3)), ker
sta vǐsina in širina vhodne matrike značilk v ta dva bloka največji. Po-
sledično lahko postopek LeGR v ostalih blokih odstrani manj parametrov in
še vedno doseže željeno število operacij s plavajočo vejico za eno sklepanje.
Referenčni model RM1 ima primerljivo število parametrov z našim lahkim
modelom, vendar ima veliko več operacij s plavajočo vejico. Kljub temu pa
ima za kar 8,57 % nižji mIoU . Podobno imata referenčna modela RM2 in
RM3 primerljivo število parametrov z modelom LeGR, veliko več operacij
s plavajočo vejico in nižji mIoU na testni množici. Primerljiv mIoU imata
naš model in referenčni model RM3, ki ima dvakrat več parametrov in skoraj
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trikrat več operacij s plavajočo vejico. Iz teh rezultatov vidimo, da je izbira
metrike zelo pomembna za primerjavo modelov. Število parametrov predsta-
vlja prostorski zahtevnosti modela, medtem ko število operacij s plavajočo
vejico za eno sklepanje predstavlja časovno kompleksnost modela.
Tabela 5.5: Primerjava števila parametrov v konvolucijskem sloju in sloju
za normalizacijo paketov za vsak blok kodirnika in dekodirnika za postopek










blok K1 1124 64 5576 38
blok K2 23752 64 7771 50
blok K3 15931 64 8496 64
blok K4 22049 64 8681 58
blok K5 32992 64 8370 64
blok D1 15208 0 5839 0
blok D2 12737 0 7303 0
blok D3 11981 0 8688 0
blok D4 4171 0 5862 0
Rezultate iz tabele 5.4 smo vizualizirali na sliki 5.1, kamor smo dodali tudi
rezultate modela učitelja. Najbolje se obneseta naš model in model LeGR, ki
imata najmanj operacij s plavajočo vejico za eno sklepanje in hkrati zelo visok
mIoU (levo zgoraj). Poleg tega ima naš model manj parametrov kot model
LeGR. Model učitelja (desno zgoraj) ima prav tako visok mIoU , ampak
izvede največje število operacij s plavajočo vejico za eno sklepanje in ima
zelo veliko število parametrov. Najslabše se obnese referenčni model RM1,
ki sicer potrebuje malo število operacij s plavajočo vejico, ampak ima zelo
nizek mIoU . Referenčni modeli skupaj z modelom učitelja tvorijo vzorec, da
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se s povečanjem števila operacij s plavajočo vejico zvǐsa tudimIoU . Ta vzorec
je podoben obliki logaritemske funkcije, ki na začetku hitro raste, potem pa
se hitrost rasti zmanǰsuje, ko se približujemo številu operacij modela učitelja.
Slika 5.1: Graf mIoU v odvisnosti od števila operacij s plavajočo vejico za
eno sklepanje. Graf je vizualizacija rezultatov iz tabele 5.4 z dodanimi re-
zultati modela učitelja. Radij kroga prikazuje število parametrov. Najbolǰsi
modeli imajo majhno število operacij in parametrov in visok mIoU , kar je
levi zgornji kot.
Naš model smo primerjali z modelom LeGR, modelom učitelja in z refe-
renčnimi modeli tudi glede na različne kategorije slik v testni množici, kar
prikazuje slika 5.2. Med našim modelom, modelom LeGR in modelom učitelja
je največja razlika pri slikah zajetih znotraj v dobri svetlobi (I), najmanǰsa
razlika pa je pri slikah zajetih v slabi svetlobi (P ). Referenčni model RM2 in
naš model imata podoben mIoU pri slikah zajetih v dobri svetlobi (N in I),
ima pa naš model veliko vǐsji mIoU pri slikah zajetih v slabi svetlobi (P ).
To lahko pomeni, da sta se oba modela (naš in RM2) zmožna hitro naučiti
pravilnih označb na lahkih slikah (dobra svetloba - N in P ), na težkih slikah
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(P ) pa se naš model bolj izkaže, saj s predlaganim postopkom prenašamo
znanje na težkih slikah iz kompleksnega modela učitelja, ki ima zelo dobro
natančnost na težkih slikah, na lahek model.
Slika 5.2: Primerjava različnih modelov glede na tri kategorije slik v testni
množici. N predstavlja slike zajete zunaj v dobri svetlobi, I slike zajete
znotraj v dobri svetlobi in P slike zajete znotraj v slabi svetlobi.
Dodatno smo rezultate modelov primerjali še na podlagi treh različnih
pametnih telefonov, s katerimi so bile zajete slike, kar prikazuje slika 5.3.
Opazimo lahko, da so model LeGR, model učitelja, in referenčna modela
RM2 in RM3 dosegli najbolǰso natančnost na slikah, zajetih z pametnim
telefonom Apple iPhone 6s, medtem ko sta naš model in referenčni model
RM1 dosegla najbolǰsi rezultat na slikah Xiaomi Pocophone F1. Vsi modeli so
se najslabše odrezali na slikah, zajetih s pametnim telefonom Sony Xperia Z5
Compact. Rezultati pokažejo, da je pomembno vedeti, s katerim telefonom
so bile zajete slike, saj lahko pri različnih telefonih pričakujemo slabše oz.
bolǰse rezultate.
5.3 Kvalitativna analiza
Dejanske rezultate modelov na slikah iz testne množice v obliki označb pri-
kazuje slika 5.4. Opazimo lahko, da se označbe vizualno najbolj razlikujejo
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na sliki, zajeti v slabi svetlobi (P ). Kot smo že videli (na sliki 5.2), so imeli
vsi modeli na slikah zajetih v slabi svetlobi (P ), opazno nižji mIoU , kot
na ostalih dveh kategorijah (N in I). Na slikah z dobro svetlobo (prve tri
slike) pa lahko opazimo le majhna odstopanja. V glavnem vsi modeli dobro
prepoznajo beločnico, tu se pojavijo največje napake pri slikovnih elemen-
tih, ki so znotraj označene beločnice, vendar so označeni kot ozadje. Večje
razlike pa nastanejo pri prepoznavanju šarenice in zenice. Za zmanǰsanje na-
pake pri klasifikaciji slikovnih elementov bi bilo smiselno uporabiti popravke
podatkovne množice MOBIUS, predstavljene v [25].
Slika 5.3: Primerjava različnih modelov glede na tri kategorije telefonov, s
katerimi so bile zajete slike v testni množici.









Slika 5.4: Primerjava rezultatov našega modela (c), modela pridobljenega
s postopkom LeGR (d), modela učitelja (e), referenčnega modela RM1 (f),
referenčnega modela RM2 (g) in referenčnega modela RM3 (h). Rezultati so
primerjani na štirih slikah iz testne množice (a), pod njimi so označbe (b).
Leva slika je bila zajeta zunaj v dobri svetlobi (N), srednji dve sta bili zajeti
znotraj v dobri svetlobi (I), desna slika pa je bila zajeta v slabi svetlobi (P ).
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Poglavje 6
Zaključek
V tem poglavju predstavimo sklepe naše naloge in izpostavimo glavni do-
prinos. Predstavimo tudi nadaljnje delo in možne izbolǰsave za predstavljen
izviren postopek pridobitve lahkega modela.
6.1 Sklepi
V magistrskem delu smo se ukvarjali z ovrednotenjem pristopa destilacije
znanja za kompresijo globokih konvolucijskih nevronskih mrež. Izbrali smo
arhitekturo globokega modela in izdelali arhitekturo lahkega modela, na ka-
terega smo z različnimi načini destilacije znanja prenašali znanje. Ekspe-
rimente smo izvajali na slikah iz podatkovne množice MOBIUS, ki vsebuje
slike oči in označbe beločnice, šarenice, zenice in ozadja. Primerjali smo 3
različne načine destilacije znanja iz literature, ki smo jih prilagodili našima
dvema izbranima arhitekturama in izbrani podatkovni množici ter pokazali,
da noben od primerjanih treh načinov ni signifikantno izbolǰsal natančnosti
lahkega modela (tabela 5.1).
Arhitekturo lahkega modela, na katerega smo prenašali znanje iz kom-
pleksnega modela, smo izdelali ročno. Glede na rezultate, ki niso pokazali
večjega izbolǰsanja natančnosti lahkega modela, zaključimo, da je uspeh de-
stilacije znanja odvisen od izbire arhitekture lahkega modela ter da ročna
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določitev ene arhitekture ni smiselna, saj se s tem preveč omejimo in lahko
odstranimo zelo pomembne uteži. Zato smo v naslednjem koraku predlagali
izviren postopek pridobitve lahkega modela kot kombinacijo destilacije zna-
nja in rezanja filtrov. Pokazali smo, da je kombinacija teh dveh pristopov
kompresije modelov bolj učinkovita kot sama destilacija znanja, poleg tega
pa smo pokazali tudi, da destilacija znanja znatno izbolǰsa natančnost mo-
dela v primerjavi s samim postopkom rezanja filtrov brez destilacije znanja
(tabela 5.1 in 5.3).
Izdelali smo tudi tri referenčne modele s podobnim številom parametrov
oz. večjim številom parametrov, kot jih ima naš lahek model. Dva refe-
renčna modela sta imela slabše rezultate, tretji referenčni model (s podvoje-
nim številom parametrov in skoraj potrojenim številom operacij s plavajočo
vejico za eno sklepanje) pa je imel primerljivo natančnost z našim lahkim
modelom (tabela 5.4).
Z našim postopkom smo odstranili kar 73,2 % parametrov in 74 % operacij
s plavajočo vejico za eno sklepanje ter izgubili 1,27 % natančnosti. Predlagan
postopek smo primerjali z obstoječim najsodobneǰsim postopkom rezanja
filtrov v literaturi in ugotovili, da se končni mIoU na testni množici razlikuje
za 1,74 % v korist obstoječega najsodobneǰsega modela (tabela 5.4).
S predstavljenim izvirnim postopkom pridobitve lahkega modela smo od-
stranili 74 % operacij s plavajočo vejico za eno sklepanje in 73,2 % parametrov
ter izgubili 1,27 % natančnosti, poleg tega pa smo odstranili 2-krat toliko
parametrov kot najsodobneǰsi postopek in v primerjavi izgubili le 1,74 %
natančnosti.
6.2 Nadaljnje delo in izbolǰsave
Pri ovrednotenju posameznih načinov destilacije znanja bi lahko našo analizo
izbolǰsali tako, da bi posamezne načine destilacije znanja implementirali na
različnih lahkih arhitekturah. Poleg tega bi se, namesto na uteži, osredotočili
na različne implementacije posameznega načina destilacije znanja. To po-
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meni, da bi, če vzamemo za primer destilacijo znanja na podlagi matrik FSP
(slika 3.5), implementirali destilacijo znanja na več načinov (npr. namesto
da bi kodirnik modela učitelja predstavili z eno matriko FSP, bi lahko z eno
matriko FSP predstavili samo dva bloka in imeli skupaj štiri matrike FSP
za model učitelja. Nato bi med seboj primerjali različne implementacije in
ne različnih vrednosti uteži pri eni implementaciji. V tem primeru bi lahko
tudi kombinirali različne načine destilacije znanja med seboj, za kodirnik bi
lahko uporabili destilacijo znanja na podlagi matrik FSP, za dekodirnik pa
bi uporabili destilacijo znanja na podlagi matrik pozornosti.
Možno nadaljnje delo bi bila implementacija postopka LeGR v kombina-
ciji z destilacijo znanja in primerjava s predlaganim postopkom pridobitve
lahkega modela. Pri tem postopku pa bi bila možna izbolǰsava dopolnjen
izračun pomembnosti filtra in sicer tako, da bi pri izračunu pomembnosti
filtra upoštevali še pomembnost filtrov, ki se spremenijo kot posledica od-
stranitve prvega filtra.
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