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Abstract
This thesis investigated the shock compression and fragmentation of geo-
logical materials with application to blast mining. Two geological materi-
als were investigated; Lake Quarry Granite and Gosford Sandstone. Lake
Quarry Granite was fully dense, while Gosford Sandstone was porous. The
composition and microstructure of the materials were quantified and this
information was later used in the analysis of their mechanical properties.
The elastic sound speeds were measured for each material, from which their
elastic moduli were derived. Gosford Sandstone had a reduced sound speed
compared to its component minerals, which was analysed using geometric
grain models and Hertzian contact theory. The shock Hugoniot of each ma-
terial was measured though a series of plate impact experiments using a light
gas gun. The experiments focused on the stress region of interest for blast
mining, 0 to 12 GPa. The, fully dense, Lake Quarry Granite was found to
have a constant shock speed, which agreed with the elastic longitudinal sound
speed measured previously. As the material remained elastic, its Hugoniot
was shown to be predictable using composite theory and the chemical com-
position. The, porous, Gosford Sandstone underwent shock compaction and
resulted in large variations in shock speed. The Hugoniot of Gosford Sand-
stone was found to remain partially porous, even to high stresses, and was
analysed using a P-a shock compaction model. Explosively-driven expanding
ring fragmentation experiments were performed on Lake Quarry Granite to
observed its fracture response under loading similar to those in blast mining.
The experiments established that the fragment size reduced with loading
strain rate until it reached the grain size. After this point the fragment size
remained constant with increasing strain rate, a phenomenon not previously
iii
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observed. The rock was found to be dominated by intergranular fracture, so
the minimum achievable fragment size was the size of the grains with this
failure mechanism.
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Chapter 1
Introduction
Geological materials, or rocks, are naturally occurring aggregates of mineral
grains [1]. Shock compression and dynamic fragmentation of geological ma-
terials are involved in many different applications, including construction,
tunnelling, planetary & space science, defence, seismology and mining. De-
spite their involvement in so many important applications, the behaviour
of geological materials are not well understood. Empirically found relation-
ships and extensive datasets of experimental results are commonly used in
substitute for understanding in applications involving geological materials.
The lack of scientific understanding in this area is partially due to the com-
plex structure and mechanical response of geological materials and complex
loading during these applications.
The motivation of this work was to investigate the shock compression
and dynamic fragmentation of geological materials through a series of highly
instrumented experimental studies and make links between their mechanical
response and their composition and microstructure. This work was part of a
larger effort to understand the fundamental processes in blast mining and a
secondary aim of this work was to generate experimental data to aid in the
development and validation of numerical models of blast mining.
1
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1.1 Rock blasting
Rock blasting is the controlled use of explosives to fragment, excavate or
move bodies of rock and is commonly used in mining, tunnelling, quarry-
ing and construction applications [2, 3]. The process of rock blasting for
mining applications involves the drilling of a pattern of cylindrical boreholes
into the rock which are then filled with explosives and detonated. The det-
onating explosive imparts large stresses, of the order 10 GPa [3], into the
walls of the borehole which fragment the rock. The stress of the loading
wave reduces as it spreads out radially through the rock. Figure 1.1 shows
a schematic of a borehole used in rock blasting and resultant loading. Close
to the borehole wall, the rock is heavily damaged due to the high stresses;
this region is referred to as the crushed zone. Further out the rock fails
from the circumferential tension which causes radial cracking; this region
is referred to as the fractured zone. Far away from the borehole the load-
ing wave will have reduced to a stress which does not cause failure and the
rock responds elastically; this region is referred to as the influenced zone.
Figure 1.2 schematically shows the crushed, fracture and influenced zones
around a borehole. In real blasts, the separation between the regions is not
finite or perfectly circular due to the variation in strength and wave speed
in the rock body. Figure 1.3 shows the reduction in peak speed of the rock
with distance from a borehole detonation.
Blast mining can involve multiple boreholes, normally of the order a hun-
dred [3] per blast, to excavate and move large bodies of rock. The boreholes
can be drilled to different depths or angles and detonated at different times
within the same blast. The arrangements are carefully chosen in order to
damage or move a body of rock in a particular way [3] and involve complex
interactions of waves from multiple sources. Numerical simulation methods
are used to model this complex loading, but these require knowing the be-
haviour of the rock.
The propagation of the loading wave and resultant damage will depend on
two processes; the shock compression and dynamic fragmentation properties
of the geological materials, the focus of this work.
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Radial fracture 
Tensile wave 
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Figure 1.1: Schematic of a borehole used in rock blasting. Upon detonation,
the borehole imparts a compressive wave into the surrounding rock. High
stresses near the borehole wall result the rock failing in compression, this re-
gion is referred to as the crushed region. Further out from borehole the stress
has reduced such that the rock fails from circumferential tension. Spalling
can also occur when the compressive wave reflects off a free surface.
Borehole 
Crushed zone 
Fractured zone 
Influenced zone 
2 m 
Figure 1.2: Schematic of the different zones around a borehole. The stress
of the loading wave from the explosion reduces as it spreads out radially
through the rock [3]. The rock in the crushed zone is heavily damaged due
to the high compressive stress. The rock in the fractured zone fails from
the circumferential tension which causes radial cracking. The rock in the
influenced zone is undamaged as the stress has been attenuated below the
failure stress. Transition between zones in real boreholes are gradual and not
perfectly circular due to variations in strength and wave speed in the rock.
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Figure 1.3: Variation in peak particle speed with distance from the wall
for a detonated ANFO borehole in Granite. The different zones around the
borehole are shown for reference. Taken from [3].
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1.1.1 Blasting agents
Various blasting agents have been used throughout the history of rock blast-
ing, including Black Powder and Dynamite [4]. The most widely used blast-
ing agents in modern rock blasting are Ammonium Nitrate/Fuel Oil (ANFO)
mixtures [3]. ANFO is widely used because of its low cost. It does not re-
quired oxygen from the air to react and detonation can be achieve with small
diameters compared to other commercial explosives [4]. ANFO can also be
transported safely as two separate components, Ammonium Nitrate and Fuel
Oil, then combined on site to form the explosive. The complete chemical re-
action for ANFO during detonation is
(3 z+1 )NH4NO3(s)+CzH2z+2(l) −→ (3 z+1 )N2(g)+(7 z+3 )H2O(g)+zCO2(g),
where z is the number of Carbon atoms in the alkane molecules [3].
Due to the speed of the reaction during detonation it is common for ANFO
to either partially react or form other products, such as Carbon Monoxide
or Nitrogen Oxides [3].
ANFO used in rock blasting is initiated using a detonator and booster at
either the top, bottom or both ends of the borehole [3]. Additives are often
combined with ANFO, such as Aluminium powder to increase energy output
and change the output pressure profile [5] or glass microballoons to increase
sensitivity and reaction [6].
1.1.2 Loading conditions during rock blasting
During blast mining the rock experiences compressive and tensile stresses
ranging from zero up to the detonation pressure of the explosives, depending
on the distance from the borehole [3]. This variation also means the loading
strain rates include quasi-static, dynamic and shock conditions [3, 7]. The
use of explosive sources in rock blasting means the loading is transient and
needs to be considered in terms of wave propagation.
As stated previously, rock blasting in mining applications can typically
involve of the order a hundred boreholes which can each have a different
detonation time, explosive power, depth, angle and spacing [3] in order to
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create the desired fragmentation and movement of the rock. This means the
loading is three dimensional and can involve multiple loadings and unloadings
with the arrival of waves from different boreholes. Free surfaces on the rock
body lead to reflections which can further complicate the loading [3]. The
length scales of the rock bodies are typically of the order 10 to 100 m [3]
which means attenuation of the waves from travelling through the material
is significant as well as geometrical attenuation from spreading out of the
wave fronts. The combination of multiple sources, three dimensional loading,
reflections and attenuation taken together leads to a complicated loading
sequence to which the response the rock needs be understood in order to
accurately predict the fragmentation and optimise the process.
Detonation pressures of mining explosives
As this study was focused on the blast mining applications, the loading con-
ditions during this process needed to be known in order to tailor the ex-
periments to target the correct loading regime. The upper-bound limit of
stresses on the rock during blast loading is the detonation pressure of the ex-
plosive. Using detonation theory [4, 7] and information on the properties of a
typical ANFO blasting agent [8], the achievable detonation pressures can be
calculated. Ideal detonation, the instantaneous conversion of reactants into
reaction products, can be described using Chapman-Jouguet (CJ) theory [4]
and the detonation pressure is described by,
PCJ =
ρ0v
2
D
γ − 1 , (1.1)
where ρ0 is the initial density, vD is the detonation velocity and γ is the ratio
of specific heats for the reaction products.
Non-ideal explosive behaviour, where there is a finite reaction rate, can
be described using the ZND detonation model [4]. Non-ideal behaviour leads
to the explosive being pre-compressed before reacting and produces a higher
pressure at the wave front known as a von Neumann (VN) spike [4]. At the
front of the detonation wave unreacted explosive is compressed with a shock
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speed equal to that of the detonation velocity. The peak pressure of the von
Neumann spike is the pressure associated with a shock speed equal to the
detonation velocity on the Hugoniot of the reactants [4]. If the Hugoniot of
the reactants follows a shock equation of state [7], the von Neumann spike
pressure can be calculated using,
PV N =
ρ0D
s
(vD − c), (1.2)
where c and s are the shock equation of state coefficients of the unreacted
Hugoniot. Using the detonation parameters for ANFO [8], vD = 2.5 → 4.8 km s−1
and ρ0 = 0.8 g cm
3, and the Hugoniot of ANFO [9], the CJ and VN pressures
are
PCJ = 1.25→ 4.61 GPa (1.3)
and
PV N = 3.40→ 12.3 GPa, (1.4)
respectively.
The large range in the detonation velocity of ANFO is due to the varia-
tions in borehole diameter, relative ratio of reactants, confinement and the
presence of sensitisers in different blasting applications.
Summary
These calculations have shown that the maximum potential detonation pres-
sure is 12 GPa. This value is an upper bound and assumed the highest deto-
nation velocity and a non-ideal detonation, but gives a limit of the maximum
possible stress that can occur during blasting. In real boreholes, the deto-
nation velocity will be reduced due a finite borehole diameter and imperfect
confinement due to the compressibility of the rock [4]. The estimate, 0→ 12
GPa, was used as the stress range for the shock compression experiments,
discussed in Chapter 5.
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1.1.3 Motivation & blasting efficiency
The motivation for this research was to gain a greater understand of the
behaviour of rocks during blast loading such that more efficient blasting
arrangements could be designed. The costs associated with transportation
and processing in mining applications are determined by the fragment size
of the rock after blasting. The optimum fragment size to minimise cost is
typically of the order 10 cm [10, 11]. An ideal blast would convert the body
of rock into fragments of uniform optimum size, but real blasts produce a
distribution of sizes. Arrangements have been found empirically for rock
blasting, but could be improved and the effects of changes in the explosives,
geometry or rock are difficult to predict [3]. The scale of the mining industry,
with a global market capitalisation of $766bn [12], also means that modest
improvements in efficiency can result in significant reductions in operating
costs and energy usage.
1.2 Geological materials
Geological materials, or rocks, are naturally occurring and coherent aggre-
gates of one or more minerals [1]. Minerals are defined as naturally occurring
homogeneous solids with a definite chemical composition and a highly ordered
atomic arrangement [1].
Geological materials are divided into three groups based on their forma-
tion process: Sedimentary, Igneous and Metamorphic rocks [13]. Sedimen-
tary rocks are formed by the deposition and compaction of layers of sediment.
Igneous rocks are formed by the crystallisation of cooled molten rock from
the earth’s mantle. Metamorphic rocks are formed by the transformations
of other rocks under high pressure and heat in the earth’s crust. The mi-
crostructure of the rock, as with all materials, will be determined by their
formation process [14].
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1.2.1 Characterisation
In geology, materials are categorised based upon the minerals present [13],
but the terms of the categories for rocks are broad. Geological categorisa-
tions also give no information on the microstructure. This means that two
geological materials within a category, such as granite, can have as much
as 50% difference in terms of mineral composition [13] and dramatically dif-
ferent grain sizes. Geological identification of materials also do not include
information on ionic substitution within minerals. The difference in ionic
composition can significantly effect the strength, stiffness and density of the
crystal lattice, which all affect the bulk response of the geological material
to mechanical loading [15]. There are many examples of shock studies on
geological materials where merely the geological name and origin of a sam-
ple are quoted, discussed in Section 4.3.1 , but this is not sufficient to fully
describe a sample. The lack of certainty in the composition diminishes the
value of the measurements as knowledge of the composition is required for
the application of theory, numerical simulations and comparison of results
from different experiments.
There are shock studies where the chemical composition and microstruc-
ture of the geological material have been fully quantified and these allow
for the bulk response of the rocks to be linked with compositional and mi-
crostructural features. Recognising this point, this work extensively quanti-
fied the composition and microstructure of the geological materials as well
as subjecting them to mechanical testing.
1.2.2 Specimens
Several geological materials, with a variety of microstructure and compo-
sitions, were considered as candidates for this study. The materials were
required to have different compositions and microstructures, so that their
effect on mechanical properties could be studied. Also, materials composed
of only a few different mineral species were preferable as this simplifies the
linking of mechanical response to composition. It was decided that two spec-
imens would be investigated, such that many different experiments could be
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performed to generate large datasets of different physical properties on the
same geological materials.
The two geological materials chosen for this study were:
1. Lake Quarry Granite (LQG)
2. Gosford Sandstone (GS)
Lake Quarry Granite is a fully dense igneous rock originating from a
quarry in Western Australia, Australia, while Gosford Sandstone is a porous
sedimentary rock originating from a coal mine in New South Wales, Australia.
These two samples were chosen because of their different microstructure, one
fully dense and one porous, and the relative simplicity of their composition,
with each sample containing only two different mineral species.
1.3 Aim, methodology & outline
The aim of this study was to experimentally investigate the shock compres-
sion and dynamic fragmentation of geological materials, specifically with ap-
plication to blast mining. Having considered the complex nature of geological
materials and the loading conditions during mining, several decisions were
made on the methodology used in this study:
1. The composition and microstructure of the geological materials should
be fully quantified.
2. The different aspects of the response of the rock (e.g. elastic proper-
ties, shock properties, fracture properties, etc.) should be individually
investigated through separate experiments.
3. The experiments should use simple and well defined sample geometries
and loading profiles.
4. The experiments should to be highly instrumented to generate as much
information as possible on the response of the geological materials.
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5. The shock response of the experiments should cover the stress region
0→ 12 GPa, the region of interest for blast mining.
6. Where possible, theoretical models should be used to link the mechan-
ical response to the composition and microstructure of the rocks.
Each of the points, listed above, are addressed in this thesis. In Chapter 2,
the composition and microstructure of the geological materials are fully quan-
tified using various imaging techniques. The sound speeds, densities and
elastic moduli of the geological materials are measured in Chapter 3 and
contact mechanics and geometric grain models are used to explain the slow
sound speeds in porous materials. Shock physics theory and previous work
on the shock loading of geological materials are reviewed in Chapter 4. The
measured shock Hugoniots of the geological materials and the use of material
models to relate their shock response to their composition and microstruc-
ture are discussed in Chapter 5. The theory of fracture and fragmentation
and previous fracture studies on geological materials are reviewed in Chap-
ter 6. The dynamic fragmentation experiments on the geological materials
and how their response compares with predictions from metal fragmentation
models are discussed in Chapter 7. The conclusions of this thesis and sug-
gested further work on this subject are discussed in Chapter 8 and Chapter 9,
respectively. Appendices A and B contain all the high speed photography
images and measured fragment size distributions, respectively, from the ex-
panding ring fragmentation experiments.
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Chapter 2
Composition & microstructure
A key step in the study of any material is to identify the chemical composi-
tion and quantify the size and shape of the microstructure [16]. Knowledge
of the composition and microstructure is required for in-depth analysis of
measurements of physical properties, the application of theory and numeri-
cal simulation and for comparison with measurements on similar materials.
As geological materials are naturally occurring their composition and mi-
crostructure are unknown and need to be measured.
This chapter documents the characterisation techniques developed for
measuring the composition and microstructure in geological materials. The
compositional and microstructural information of LQG and GS was later
used in the analysis and prediction of their acoustic, shock compression and
fragmentation behaviour, discussed in Chapter 3, Chapter 5 & Chapter 7,
respectively.
2.1 Preliminary optical microscopy
Specimens of each geological material were prepared for microscopy; 2× 2×
2 cm cubes were cut from each material using a diamond tipped saw. Each
cube was cast into a block epoxy resin with one surface of the cube exposed.
The exposed surface was polished using Silicon Carbide paste on a polish-
ing machine to create a flat specimen. Each specimen was viewed under
13
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an optical microscope to preliminarily investigate the composition and mi-
crostructure. Figures 2.2 and 2.1 show optical microscope images of LQG and
GS, respectively. These images show the presence of different colour grains
which are likely to be different crystal species present. The images also show
the disorganised structure and variety of grain shape and sizes present. In
geology, grain morphology can be qualified through two parameters: Spheric-
ity and Angularity [13]. Sphericity is a measure of whether the dimensions of
a grain is equal in all directions or if it is elongated in a particular direction.
Regular shaped grains have a high sphericity and needle shaped grains have
a low sphericity. Angularity is a measure of the roughness of a grain surface.
Cubic or dendritic grains have a high angularity and spherical grains have a
low angularity.
The optical microscope image of GS, Figure 2.1, showed it is predomi-
nantly composed of transparent colourless grains with some red-brown crys-
tals also present. There was a range of grain sizes and there is some porosity.
In terms of grain morphology [13], the crystals were angular and have a high
sphericity. The grains and porosity were randomly arranged and there were
no dominant orientations. These observations were later confirmed though
quantitative analysis of the microstructure, see Section 2.3.
The optical microscope image of LQG, Figure 2.2, showed the granular
structure and two different species present: white crystals and brown opaque
crystals. In terms of grain morphology [13], the white crystals were angular
and had a high sphericity whereas the brown crystals were angular, but
rectangular. Both crystal species were randomly arranged and there were no
dominant orientations.
2.2 Chemical composition
The chemical composition of the different crystal species in the geological
materials were analysed using Energy Dispersive X-ray spectroscopy (EDX)
[17] in an Electroscan 2020 Environmental Scanning Electron Microscope (E-
SEM). The samples were kept at a low vacuum in the E-SEM to avoid surface
charging. In EDX, the electron beam of an E-SEM is used to bombard a sur-
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Figure 2.1: Optical Microscope image of Gosford Sandstone. Two different
colour crystals can be seen (brown and colourless) which are likely to be
different crystal species. There are a variety of grain shapes and sizes and
some porosity can be seen.
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Figure 2.2: Optical Microscope image of Lake Quarry Granite. Two different
colour crystals can be seen (brown and white) which are likely to be different
crystal species. There are a variety of grain shapes and sizes. The material
is fully dense and grains are in full contact around their perimeter.
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face. Electrons in the atoms near the surface are excited to higher energetic
states from inelastic impact of the beam electrons. The excited electrons
drop down to a lower energetic state and emit X-ray photons, which are de-
tected by using a spectrometer near the surface. The associated energy levels
are different for each element and lead to each having unique X-ray emission
spectra. The measured spectrum of samples can be matched to known emis-
sion spectra and the elements present and their relative abundances in a
sample can be identified. The abundances of each element were used to infer
the crystal species by comparing the results with mineral databases [18, 19].
Through this method the crystal species in the geological materials were iden-
tified. It should be noted that Hydrogen cannot be detected using EDX due
to the low energy of the X-rays which are absorbed by the polymer window
protecting the detector [17].
Figure 2.3 shows the X-ray emission spectra for the two crystal species
in GS. Table 2.1 shows the relative abundances of elements in each crystal.
The colour and crystal morphology observed in the optical microscopy was
also used to help identify the crystal species. The transparent colourless
crystals were identified as Silica (SiO2) in the a-Quartz crystal phase and
the red-brown crystals were identified as Muscovite (KAl2(AlSi3)O10(OH)2).
The red-brown crystals have small traces of Iron and Titanium. These metal
impurities can exist either as an oxide or substituted in place of other atoms
in the crystal structure. The presence of impurities can effect the physical
properties of the crystal [13], most notably the colour. The high a-Quartz and
porosity content confirms the identification of this material as a sandstone.
Similarly, EDX was used to measure the chemical composition of the two
crystal species found in LQG. Figure 2.4 shows the X-ray emission spectra
for the two crystal species. EDX detects emitted X-rays from beneath the
surface as well as those from the surface. The inter-mixing of the two crystal
species, as seen in the optical microscopy, makes it is difficult to analyse
a single crystal using EDX as the signal can be contaminated from other
crystal species beneath the surface. Several measurements were taken on
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Figure 2.3: Energy dispersive X-ray spectra of: a. the colourless transparent
crystals and b. the red-brown crystals in Gosford Sandstone. The annota-
tions denote the element responsible for each peak.
Atomic fraction (fa/%)
Element Colourless crystals Red-brown crystals
O 69.7±1.0 65.9±1.0
Si 30.3±1.0 19.8±1.0
Al - 10.2±1.0
K - 3.4±1.0
Ti - 0.2±1.0
Fe - 0.5±1.0
Table 2.1: The atomic fraction of elements present in the two crystal species
in Gosford Sandstone measured using EDX.
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Figure 2.4: Energy dispersive X-ray spectra of: a. the brown crystals and b.
the colourless crystals in Lake Quarry Granite. The annotations denote the
element responsible for each peak.
different areas of the sample and the crystal species were identified. The
colourless crystals were identified as Orthoclase ((K0.86,Na0.14)AlSi3O8) and
the brown crystals were identified as Bronzite((Fe0.55,Mg0.45)SiO3). EDX
also identified low concentrations of Calcium, Carbon, Titanium, Barium
and Sulphur impurities in the sample. The high Orthoclase content confirms
the identification of this material as a granite [13].
The chemical compositions of the geological materials measured in this
section were later used in analysis of the acoustic and shock compression
experiments, discussed in Chapter 3 and Chapter 5, respectively.
20 CHAPTER 2. COMPOSITION & MICROSTRUCTURE
2.3 Microstructure
Geological materials are composed of crystalline grains [13] and their mechan-
ical response, like many materials, will be dependant on the size and shape of
these grains [16]. The shape and size distributions of the two geological ma-
terials were quantifying through image processing optical microscope images
and by analysing X-ray Computed Tomography(XCT) data.
2.3.1 X-ray computed tomography
X-ray computed tomography [20] is an imaging method which can create a
three dimensional image of an object. A series of X-ray images are taken
of the object rotated about its axis, known as a sinogram. Computational
multi-planar reconstruction [20] is used to convert the sinogram into a three
dimensional X-ray image of the sample, known as a tomogram. Differences
in the X-ray absorption characteristics of components result in contrast in
the tomograms. XCT is non-destructive and allows the three dimensional,
undamaged, internal structure of a material to be viewed. XCT was used to
generate tomograms of 1cm3 cubes of each geological material. Figure 2.5
shows the three dimensional reconstructions for LQG and GS and Figure 2.6
shows individual slices through the materials for LQG and GS. The porosity
and distribution of different crystal species throughout the materials can be
clearly seen in the tomograms. The XCT apparatus used had a resolution of
19 mm.
Statistical information of the abundance, size and morphology of the dif-
ferent components can be calculated from tomograms using image processing.
The three dimensional tomograms were converted into a stack of two dimen-
sional image slices for processing. Each image was thresholded to extract the
grains of each component in the materials. The area, perimeter and diameter
of each grain were computed from the thresholded image to produce statis-
tics on the grain structure of each particular component. This process was
repeated for all components of the materials, including the porosity. The vol-
ume fraction of the different crystal species and porosity was also measured.
Table 2.2 shows the measured volume fractions for both geological materials.
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1mm a. b. 
Figure 2.5: X-ray tomograms of 1 cm3 cubes of the geological material sam-
ples: a. Lake Quarry Granite and b. Gosford Sandstone. The different
crystal species in the samples appear as areas of different brightness. Light
areas are areas of high X-ray absorption and dark areas are areas of low
X-ray absorption. The porosity and distribution of different crystal species
throughout the materials can be clearly seen in the tomograms.
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1mm a. b. 
Figure 2.6: Slices though X-ray tomograms of 1 cm3 cubes of the geological
material samples: a. Lake Quarry Granite and b. Gosford Sandstone. The
different crystal species in the samples appear as areas of different brightness.
Light areas are areas of high X-ray absorption and dark areas are areas of low
X-ray absorption. The porosity and distribution of different crystal species
throughout the materials can be clearly seen in the tomograms.
Grain boundaries between like grains (e.g. a-Quartz-a-Quartz boundaries in
GS) were not well resolved in the tomograms. This was partially due to the
resolution of the apparatus, 19mm, but was mainly due to the similar X-ray
absorption properties across the boundaries, which results in a low contrast.
Clusters of like grains could not be distinguished in the tomograms and grain
analysis of the tomograms would not have produced valid results. Greater
contrast tomography can be performed to distinguish between grains, but re-
quires a coherent X-ray source, such as a synchrotron, and can only analyse
small sample sizes (≈1 mm3). However, image processing was successfully
applied to the porosity in GS, due to the high contrast between the X-ray ab-
sorption of the air and the solid. Image processing was also used on crystals
that exist in isolation and were not in clusters (e.g. the Muscovite crystals
in GS). The measured Muscovite grain and porosity size distributions are
shown in figure 2.9.
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Gosford Sandstone
Component Volume Fraction (fV /%)
a-Quartz 77.3± 0.7
Muscovite 1.5± 0.5
Porosity 21.2± 0.2
Lake Quarry Granite
Component Volume Fraction (fV /%)
Othoclase 74.8± 1.1
Bronzite 25.2± 1.1
Table 2.2: Volume fractions of each component found in Gosford Sandstone
and Lake Quarry Granite, measured through image processing of XCT im-
ages.
2.3.2 Optical microscopy
Due to the limitations in resolving grain boundaries between like grains,
an alternative method for quantifying the grain structure in the samples
was required. A series of Optical Microscope (OM) images were taken of
polished surfaces of each sample. A long exposure was used to obtain high
contrast between grains and their boundaries. Image processing, the same as
the XCT analysis, was applied to the images to quantify the grain size and
shape distributions of the grains. The microscope images were thresholded
to generate a mask of the outlines of the grains. The size and area of each
grain was measured from the thresholded images. This process was repeated
for several grains to measure the distribution of size and shape of the grains.
Figure 2.7 shows a typical optical microscope and the mask produced from
the identified grains during image processing; the outline of the grains were
extracted from the original optical microscope image. The image processing
method was applied to OM images of both materials to measure their grain
size and shape distributions.
2.3.3 Image processing
Using image processing, the size and shape distribution of the grains in the
optical microscope and XCT images were analysed. This technique allows
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Figure 2.7: a. High exposure optical microscope image of Gosford Sandstone
grains and b. Mask of grains generated used in image processing. The mask
was generated by thresholding the original image. Image processing was used
to measure the size and shape of the grains in the mask image. This process
was repeated on several grains to measure the distribution of grain size and
shape in the geological materials.
many grains to be analysed giving a representative measurement of the mi-
crostructure. For GS, the porosity and Muscovite grain measurements were
taken from the XCT images and the a-Quartz grain measurements were
taken from the optical microscope images. For LQG, the Othoclase and
Bronzite grain measurements were taken from the optical microscope im-
ages. The number of grains analysed for each component is shown in Table
2.3. The variation in the number of grains analysed is dependant on the
imaging method and the level of manual input required in the analysis. The
XCT produced many more images resulting in more grains being analysed.
Fewer Muscovite grains were analysed due to fewer grains appearing in the
XCT images. Analysis of the LQG optical microscope images required more
manual input in distinguishing between the two components, so fewer grains
were analysed. In this analysis, the porosity in GS was treated like a solid
component and its size and shape distribution was quantified using the same
image processing methods.
2.3. MICROSTRUCTURE 25
Sample Component Imaging
method
Number of grains
analysed
GS a-Quartz grains OM 6245
GS Muscovite grains XCT 129,804
GS Porosity XCT 34,467
LQG Othoclase OM 252
LQG Bronzite OM 200
Table 2.3: Imaging technique and number of grains analysed for each com-
ponent in the geological materials using in image processing grain size and
shape analysis. Fewer grains were analysed for Lake Quarry Granite (LQG)
than Gosford Sandstone (GS) due to requiring more manual input in distin-
guishing the different components.
2.3.4 Grain size distribution
The size of the grains in the geological materials will effect their mechanical
properties. In order to relate the grain size to the mechanical response,
discussed in Chapter 5 & Chapter 7, it must first be quantified.
The Feret’s Diameter was used to quantify the grain size in the image
processing. The Feret’s Diameter is a measure of the size of a polygon and
defined as the distance between the two furthest most points on the perimeter
[21], shown in figure 2.8. The Feret’s Diameter was used as the size parameter
because it is well defined for all shapes and it is the same measurement as
sieving grains, a common sizing method for non-cohesive granular materials
[22].
The grain size distribution is often given in terms of the volume fraction
of each grain size [23], but the area of each grain was measured with image
processing. The volume fraction, fV is defined by
fV =
V
n∑
i=1
Vi
, (2.1)
where V is the volume of the grains. Assuming V ∝ A 23 , the volume fraction
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Feret’s diameter 
Figure 2.8: Diagram demonstrating the Feret’s diameter of a random poly-
gon. The Feret’s diameter is defined as the distance between the two furthest
most points on the perimeter.
can be calculated from the grain area using
fV =
A
2
3
G
N∑
i=1
A
2
3
i
, (2.2)
where AG is the area of the grain.
Figures 2.10 and 2.9 shows the cumulative grain size distributions of LQG
and GS, respectively. It was found that the grain size distributions were
described well by a Weibull distribution [24],
F (y) = 1− e−( yλ )n , (2.3)
where F (y) is the cumulative distribution function, λ is the scale parameter
and n is the shape parameter.
Weibull distributions were fitted numerically to the measured distribu-
tions using a non-linear least squares method. The distributions are shown
in figures 2.9 and 2.10 and the best fit coefficients for each are listed in
Table 2.4.
The grain size distribution for each component were different, which is
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Figure 2.9: Grain size distribution of the components of Gosford Sandstone
measured from image processing of XCT and OM images. Weibull distribu-
tions (solid lines) have been fitted to the measured data sets (dashed lines).
The different components can be seen to have different size distributions.
Sample Component Scale pa-
rameter
(λ/mm)
Shape pa-
rameter (n)
Coefficient
of deter-
mination
(R2)
GS a-Quartz 0.78 2.18 0.98
GS Muscovite 0.44 3.10 0.999
GS Porosity 0.94 2.30 0.997
LQG Othoclase 0.34 2.97 0.994
LQG Bronzite 0.45 2.72 0.994
Table 2.4: Best fit coefficients of Weibull distributions of the measured
grain size distributions in Gosford Sandstone (GS) and Lake Quarry Granite
(LQG).
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Figure 2.10: Grain size distribution of the components of Lake Quarry Gran-
ite measured from image processing of XCT and OM images. Weibull distri-
butions (solid lines) have been fitted to the measured data sets (dashed lines).
The different components can be seen to have different size distributions.
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to be expected as the components will have different mechanical and crystal
growth properties. In GS, the porosity size was larger than the a-Quartz
grains, which were larger than the Muscovite grains. In LQG, the Bronzite
grains were larger than the Othoclase grains. The grain sizes measured in
the geological materials are similar to those seen in other geological materials
[13], although the range of possible grain sizes that can occur is large due to
the variety of different conditions under which rocks can form [13].
The image processing method for measuring grain sizes has systematic
effects from analysing two dimensional XCT or OM cross-sections of the three
dimensional structure. A correction factor for the grain size measurements
was calculated by considering random cross-sections cut through idealised
spherical and cubic grains, shown in Figure 2.11, and calculating the average
Feret’s diameter which would be measured.
For the cubic grain, the average measured Feret’s diameter from the cross-
section will be
√
2dc, whereas the true Feret’s diameter is
√
3dc and means
the cubic correction factor is given by
dT =
√
3
2
dM = 1.22dM , (2.4)
where dT is the true Feret’s diameter and dM is the measured Feret’s diam-
eter.
For the spherical grain model, where the Feret’s diameter varies with
height, the average Feret’s diameter will be pi
4
ds ,whereas the true Feret’s
diameter of the spherical grain is ds and means the spherical correction factor
is given by
dT =
4
pi
dM = 1.27dM . (2.5)
The measured Feret’s diameter of a shape will always be a lower bound of
the true Feret’s diameter of a grain, as it can be made larger by extending it
into the vertical dimension. The spherical and cubic models are upper bound
cases as, assuming the data set is large enough and all grain orientations and
heights have been sampled, an elliptical or cuboidal grain will extend less
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L L 
dc ds a. b. 
x x 
Figure 2.11: Model grains used in systematic error analysis of the image
processing method: a. Cubic grain with side length dc and b. Spherical grain
with diameter ds. By considering a cross-section, shown in red, at a random
height, x, the systematic effects of the image processing were analysed.
into the vertical dimension and require a smaller correction factor. The true
Feret’s diameter resides between the measured data and the largest correction
factor, the spherical grain model.
The cubic correction factor was used to calculate the true grain size dis-
tribution as the optical microscopy and roundness results indicate that the
grains are more cubic than spherical. Figures 2.13 and 2.12 show the grain
size distributions with the cubic correction factor for LQG and GS, respec-
tively. The correction factor only effects the scale parameter, λ, and not the
shape parameter, n, or the goodness of fit of the Weibull distributions. The
corrected Weibull distributions are shown in Figure 2.12 and Figure 2.13 and
the corrected coefficients are shown in Table 2.5.
Normally when investigating the grain size of materials the interest is in
the order of magnitude of the grain size [21]. As the correction factors for
both models are of the order 1 they do not significantly change the order of
magnitude of the results.
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Figure 2.12: Grain size distribution of the components of Gosford Sandstone
measured from image processing of XCT and OM images with the cubic grain
correction factor applied. Weibull distributions (solid lines) have been fitted
to the measured data sets (dashed lines).
Sample Component Scale pa-
rameter
(λ/mm)
Shape pa-
rameter (n)
Coefficient
of deter-
mination
(R2)
GS a-Quartz 0.96 2.18 0.980
GS Muscovite 0.54 3.10 0.999
GS Porosity 1.15 2.30 0.997
LQG Orthoclase 0.42 2.97 0.994
LQG Bronzite 0.55 2.72 0.994
Table 2.5: Best fit coefficients of Weibull distributions of the measured grain
size distributions, with the cubic correction factor included, for Gosford Sand-
stone (GS) and Lake Quarry Granite (LQG).
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Figure 2.13: Grain size distribution of the components of Lake Quarry Gran-
ite measured from image processing of XCT and OM images, with the cubic
grain correction factor applied. Weibull distributions (solid lines) have been
fitted to the measured data sets (dashed lines).
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2.3.5 Grain shape distribution
The shape of the grains in the geological materials will also effect their me-
chanical properties. In order to relate the grain shape to the mechanical
response, discussed in Chapter 5 & Chapter 7, it too must be quantified.
The shape of the grains can be quantified by the roundness, ψ, [21], which
takes a value between 0 and 1 and is defined by
ψ =
4AG
pid2
, (2.6)
where AG is the area of the grain section and d is the Feret’s diameter of the
grain section.
A perfectly circular grain has a roundness of 1 and a flat grain has a round-
ness of 0. Roundness was chosen as the parameter to quantify grain shapes
as it is calculated from well defined grain parameters, area and Feret’s diam-
eter, and it summarises complex grain shapes in a single number. Roundness
also quantifies the contact area between grains as a low roundness indicates
a larger contact area for a given volume.
From optical microscopy of the geological samples, it was clear that the
grains were angular and did not have a roundness of 1. In order to under-
stand the grain shape results it is useful to consider the roundness of specific
geometric shapes. The roundness of a regular q-sided polygon is given by
ψ =
q
pi
sin
(
2pi
q
)
2 + 1+(−1)
(q−1)
2
[
cos
(
pi
q
)
− 1
] , (2.7)
where q is the number of sides.
Equilateral triangle grains have a roundness of ψ =
√
3
2pi
= 0.28, square
grains have a roundness of ψ = 2
pi
= 0.64 and hexagonal grains have a
roundness of ψ = 3
√
3
2pi
= 0.84.
The shape of the grains can be irregular and elongated in a particular
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Sample Component Scale pa-
rameter
(λ)
Shape pa-
rameter (n)
Coefficient
of deter-
mination
(R2)
GS a-Quartz 0.55 4.12 0.995
GS Muscovite 0.58 4.41 0.9995
GS Porosity 0.41 3.22 0.997
LQG Othoclase 0.54 5.88 0.994
LQG Bronzite 0.47 2.87 0.98
Table 2.6: Best fit coefficients of Weibull distributions of the measured grain
shape distributions in Gosford Sandstone (GS) and Lake Quarry Granite
(LQG).
direction. For elliptical grains, the roundness is related to the eccentricity by
ψ =
1√
1− ε2 , (2.8)
where ε is the eccentricity of the ellipse. For rectangular grains the roundness
is given by
ψ =
4
pi
η
1 + η2
, (2.9)
where η is the ratio of the major and minor side lengths.
The roundness was calculated using the area and Feret’s diameter mea-
surements for the grains to give the grain shape distributions, Figure 2.14 and
Figure 2.15. The grain shape distributions were given in terms of the volume
fraction of grains with a specific value of roundness. Weibull distributions
were fitted numerically to the measured distributions using a non-linear least
squares method. The distributions are shown in Figure 2.14 and Figure 2.15
and the coefficients for each fit are listed in Table 2.6. The grain shape dis-
tributions for each component in the same rock were different and there were
no similarities in the scale or shape parameters of the Weibull distributions.
In GS, Muscovite was rounder than a-Quartz, which was rounder than
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Figure 2.14: Grain shape distribution of the components of Gosford Sand-
stone measured from image processing of XCT and OM images. Weibull
distributions (solid lines) have been fitted to the measured data sets (dashed
lines).
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Figure 2.15: Grain shape distribution of the components of Lake Quarry
Granite measured from image processing of XCT and OM images. Weibull
distributions (solid lines) have been fitted to the measured data sets (dashed
lines).
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the porosity. It was expected that the porosity would not be round in a
sandstone as it was created by gaps between interlocking solid grains rather
than grown from a nucleating process [13]. In LQG, the Othoclase grains
were rounder than the Bronzite grains.
In LQG, both components have a low roundness and this will be due to
the grains being elongated. Optical microscopy, Figure 2.2, showed the grains
have a rectangular shape. In GS, the roundness was higher as the grains are
approximately regular polygons, as seen in Figure 2.1. No correction factor
is required as, on average, the shape in a two dimensional slice would be the
same as the shape in the three dimensional volume .
2.4 Conclusions
Understanding the composition and microstructure of the materials is impor-
tant as it adds value to subsequent measurements of mechanical properties.
Compositional and microstructural information allows for greater analysis of
experimental results, numerical simulations of the material and applications
of theory.
A preliminary qualitative understanding of the geological materials was
obtained through optical microscopy. The different crystal species were iden-
tified using energy dispersive X-ray spectroscopy in an environmental scan-
ning microscope. GS was found to be composed of porosity, a-Quartz and
Muscovite. LQG was found to be composed of Othoclase and Bronzite.
Using X-ray computed tomography and optical microscopy, the grains in
the samples were imaged and statistics on the size and shape of each com-
ponent were measured using image processing. The size and shape of the
grains were quantified with the variables; Feret’s diameter and roundness,
respectively. The porosity in GS was treated the same way as solid com-
ponents and the size and shape distributions of the pores were quantified.
Weibull distributions were found to fit well to the measured size and shape
distributions. A correction factor was found to take into account systematic
effects of analysing two dimensional cross-sections of three dimensional mi-
crostructure. The correction required was small, especially when considering
38 CHAPTER 2. COMPOSITION & MICROSTRUCTURE
the grain size in terms of orders of magnitude. The components in the ge-
ological materials had different size and shape distributions and there were
no overall trends.
The composition and microstructure of both geological materials have
been full quantified and this information is used in subsequent chapters to
aid analysis of their mechanical response.
Chapter 3
Acoustic properties
The acoustic properties of geological materials are relevant to blasting ap-
plications as, far from the borehole, the stress waves propagate elastically.
Also, many of the granular effects on the propagation of elastic waves can
effect the propagation of shock waves. For brittle materials, such as rocks,
the loading up to failure and unloading after failure will be elastic [7, 16].
This chapter discusses the acoustic sound speed measurements on the
geological materials and the use of simple spherical models for wave paths
and grain contacts to investigate their effect on wave propagation in granular
materials. The elastic sound speeds measured in this section are also used in
analysis of the shock compression and fragmentation experiments, discussed
in Chapter 5 & Chapter 7.
3.1 Elastic sound speeds
The longitudinal and shear elastic sound speeds for each geological mate-
rial were measured using Olympus Panametric - NDT ultrasonic transducers
and a time of flight method. Figure 3.1 shows a schematic of the appa-
ratus. Transducers were placed across machined plates of each geological
material, with a transmission medium between the surfaces. The delay be-
tween transmitting and receiving the wave was measured on an oscilloscope.
The procedure was repeated for several plates of different thickness and the
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Sample 
Transmitter 
Receiver 
Oscilloscope 
Transmission time 
Sample thickness 
(2.5→60.0 mm) 
Figure 3.1: Schematic of the transducer apparatus used to measure the elastic
sound speeds in the geological materials using a time of flight method. The
pulse from the transmitter travels through the sample to the receiver. The
transmission time through the sample measured on the oscilloscope which
records the output of the transmitter and receiver.
transmission time for each was recorded. The thickness of the plates was
measured using a digital micrometer.
The transmission times were plotted against sample thickness and a straight
line was fitted, the gradient of which gives the sound speed of the material.
The method took into account end effects such as the delay in transmission
through the transducers and allowed the sound speed to be measured to high
precision. The experiment was performed with longitudinal and transverse
moving transducers to measure the longitudinal and shear sound speeds of
the materials, respectively. The shape of the pulse transmitted into the mate-
rial was a decaying sine wave with a frequency of 5 MHz for both transducer
types.
Figure 3.2 shows the transmission time - sample thickness plots for LQG
and GS. The equations of the fitted straight lines, with uncertainties [25],
are shown in each plot. Table 3.1 shows the measured longitudinal and shear
sound speeds for both geological materials from the experiments.
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Figure 3.2: Transmission time and sample thickness plots for Lake Quarry
Granite and Gosford Sandstone measured using longitudinal and shear ultra-
sonic transducers and a time of flight method. Straight lines were fitted to
each data set, the gradients of which give the sound speeds. The equations
of the best fit lines are shown in each plot.
Sample Longitudinal sound
speed (cL/km s
−1)
Shear sound speed
(cS/km s
−1)
Lake Quarry Granite 5.43± 0.02 3.50± 0.02
Gosford Sandstone 2.33± 0.03 1.46± 0.03
Table 3.1: Longitudinal and shear sound speeds of Lake Quarry Granite and
Gosford Sandstone measured using ultrasonic transducers and a time of flight
method.
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Sample Density (ρ/g cm−3)
Lake Quarry Granite 2.666± 0.003
Gosford Sandstone 2.096± 0.015
Table 3.2: Densities found from measuring the dimensions and mass of a
cube sample of each geological material.
3.2 Density characterisation
The density of a material is a key physical parameter and was required for
the analysis of later experiments and for derivation of the elastic moduli from
the sound speeds [26]. The density was found by measuring the dimensions
and mass of 2 × 2 × 2 cm cube samples of each material using a digital
micrometer and high precision balance. The measured densities are shown
in Table 3.2. The values were similar to the densities of other sandstones
[27–29] and granites [30–32].
3.3 Elastic moduli
The elastic moduli for an isotropic solid can be derived from its elastic sound
speeds and density [26] using
E = ρ0c
2
s
(
3c2L − 4c2S
c2L − c2S
)
, (3.1)
K = ρ0
(
c2L −
4
3
c2S
)
, (3.2)
G = ρ0c
2
S (3.3)
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Lake Quarry Granite Gosford Sandstone
Young’s modulus
(E/GPa)
74.7± 0.4 10.5± 0.2
Bulk modulus
(K/GPa)
35.1± 0.4 5.4± 0.2
Shear modulus
(G/GPa)
32.6± 0.4 4.45± 0.16
Poisson’s ratio (ν) 0.146± 0.007 0.18± 0.02
Table 3.3: Elastic moduli of Lake Quarry Granite and Gosford Sandstone
derived from sound speed and density measurements [26].
and
ν =
1
2
1− 1(
cL
cS
)2
− 1
 , (3.4)
where cL is the longitudinal sound speed, cS is the shear sound speed, ρ0 is
the density, E is the Young’s modulus, K is the bulk modulus, G is the shear
modulus and ν is the Poisson’s ratio.
Table 3.3 shows the calculated elastic moduli for the geological materials
using equations 3.1, 3.2, 3.3 and 3.4 and their sound speeds and densities.
Optical microscope inspection of the samples showed there was no preferen-
tial grain direction or texturing, so the samples can be considered isotropic.
3.4 Discussion
The sound speeds in LQG were higher than GS and the derived elastic moduli
were an order of magnitude larger. The density, sound speeds and elastic
moduli in LQG were similar to those measured in other granites [27, 32–35].
LQG is mainly composed of Orthoclase. The longitudinal sound speed in
LQG, 5.43 ± 0.02 km s−1, was similar to the longitudinal sound speed in
single crystal Orthoclase, 6.20± 1.02 km s−1 [36]. In a fully dense geological
material, there are strong contacts between the grains which do not inhibit
transmission across grain boundaries result in the sound speed of the rock
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being comparable to those in single crystals. The relations between the elastic
sound speeds in fully dense geological materials and single crystal minerals
are discussed further in Chapter 5.
Sandstone and other porous rocks have been seen to have low sound
speeds [29, 37]. Here, the longitudinal sound speed in GS was 39.5 ± 0.5%
of the a-Quartz value [38, 39] and similarly the shear sound speed in GS
was 38.9 ± 0.8% of the a-Quartz value [38, 39]. The longitudinal and shear
sound speeds have been similarly affected, which has been seen in other sound
speed measurements of sandstones [27–29]. It is proposed that the reduction
in propagation speed compared to single crystal a-Quartz in GS could be due
to two phenomena: extended propagation path lengths to avoiding porosity
and slow transmission across grain boundaries.
In the remainder of this chapter, these two possible explanations are
investigated with the aid of material models with simplified grain geometries.
3.4.1 Wave paths in porous materials
Porosity can reduce the sound speed in a material by extending the path
the wave has to travel compared to directly across the material [22]. The
wave will travel along paths through the material, normally referred to in
the literature as force chains [22], which carry the load across the material.
In porous geological materials, the sound speed in the solid component is an
order of magnitude faster than the sound speed of air, which means waves will
transmit through the solid and will circumvent the voids rather than traverse
them. The avoidance of voids adds to the length of the wave path and time
taken to cross the material which on the macroscale appears effectively as
a slower bulk sound speed. Figure 3.3 shows a X-ray image taken from the
XCT of GS, see Chapter 2, with a potential path through the material which
a wave could travel. The wave path can be seen to make significant detours
and is longer than the distance straight across the material.
The frequency of the shear and longitudinal waves was 5 MHz and in the
grains, the wave will move at the sound speeds of a-Quartz [38, 39]. The
wavelengths of the longitudinal and shear waves are 1.2 mm and 0.73 mm,
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Wave path 
Figure 3.3: XCT image of Gosford Sandstone with a potential wave path
drawn across the material. The wave path avoids the porosity and causes a
longer transmission time and a slower bulk sound speed compared to a fully
dense material.
respectively. The wavelengths are similar to the grains and pores in GS,
0.4 mm from Chapter 2, so the waves will diffract through the grain structure
and find the shortest route through the solid [40].
The effect of wave path extension to void avoidance was investigated
through a simple geometric model. There numerous models that have been
proposed with varying levels of complexity to describe granular materials
[22, 41–46]. More complex models require a detailed understanding of the
structure and have many parameters, but much of the physics can be cap-
tured within simple models with uniform spheres.
The proposed model to show the effect of wave path extension was a
uniform bed of simply packed grains and pores, shown in Figure 3.4. The
model assumed the pores and grains were the same size, which was realistic
as in GS the pore size and grain size distributions are of similar sizes, see
Chapter 2. It was assumed that the wave path in the model passes through
the solid grains and goes around the pores. Assuming this wave path, the
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L 
D 
Wave path, w 
Spherical grain 
Spherical pore 
Figure 3.4: Sketch of the model geometry used to describe porous granular
materials as spherical grains and pores. The wave path is extended by having
to avoid pores, which gives the material an effectively slower sound speed
compared to the solid.
effective sound speed is given by
vw
c0
=
Ld
w
, (3.5)
where vw is the effective sound speed, c0 is the sound speed of the solid, Ld is
the direct distance across the material and w is the length of the wave path.
The number of spheres across the sample, ns, is given by
ns =
Ld
D
. (3.6)
If the material has a porosity f , the number of pore spheres, np, is given by
np =
Ld
D
f. (3.7)
If the wave has to travel an extra distance δ per pore, the effective sound
speed is given by
vw
c0
=
1
1 + δ
D
f
. (3.8)
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The magnitude of the extra distance, δ, depends on the assumed grain ge-
ometry and wave path. There are a variety of different grain shapes, pore
shapes and paths which could potentially be used to model granular materi-
als. Five different geometries were considered: simply packed spheres, close
packed spheres, spherical pores in a solid matrix, closely packed cubes and
cubic pores in a solid matrix. The wave path was found for each geometry
and used to predict a effective bulk sound speed using the porosity of GS.
Table 3.4 shows the different geometries and their predicted effective sound
speed.
The different grain geometries predicted an effective bulk sound speed for
GS of 70→ 91% the sound speed of a-Quartz. The measured sound speed of
GS was found to be 39.5± 0.5% that of solid a-Quartz; a significantly larger
reduction than predicted by any of the geometric path extension models.
The extension of the wave path is a factor in effectively reducing the sound
speed in porous materials, but the experimental results cannot be explained
by path elongation alone. Interesting, the path extension models suggest the
reduction in sound speed is independent of grain size.
The grain shapes used in the geometric models are simplification of the
true grain shapes, which may mean the models are not representative. The
modelling showed an independence of effective sound speed on grain size
which, if true, means having a distribution of grains can validly be modelled
as uniform grains. As shown in Chapter 2, the real grains in GS are neither
spheres or cubes, but are irregular polygons. However, shape measurements
on the grains in GS, see Chapter 2, showed they were not significantly elon-
gated which means their approximation to spheres and cubes was valid. Also,
the model which used simply packed spheres, is the worst possible arrange-
ment for packed shapes in terms of extending the path length and arrange-
ments of irregular polygons would have lower extension in path length. As
discussed previously, the wavelengths of the pulses were such that the wave
path will find the shortest distance. The model assumed that the pores were
avoided with sharp turns which means the estimated reduction in effective
sound speed are lower bound predictions.
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xi(t) xi+1(t) xi+2(t) xi+3(t) 
xi(t) xi+1(t) xi+2(t) xi+3(t) 
Fi(x,t) Fi+1(x,t) Fi+2(x,t) 
Figure 3.5: Diagram showing a model of granular media as a line of spheres
interacting through Hertzian contacts [58] and the analogous masses and
springs model used to predict the sound speed.
3.4.2 Transmission across grain boundaries
Transmission across grain boundaries can reduce the sound speed of a mate-
rial [22, 47]. The phenomenon has been explored in experiments [48–57] and
theory [22, 47, 58, 59] by considering transmitting waves through a chain of
spheres, an arrangement similar to granular materials. Figure 3.5 shows the
geometry of the model with spheres interacting through Hertzian contacts
[58]. The force-displacement relation of a Hertzian contact [47, 58, 59] is
given by
FH =
3
4
E∗
√
Rx3, (3.9)
where FH is the force, E
∗ is an elastic constant related to the Young’s mod-
ulus and Poisson’s ratio, R is the radius of the spheres and x is the dis-
placement. The force-displacement relationship is not linear and results in a
transmission speed that is dependant on amplitude. By considering a chain
of spheres interacting with this force-displacement relationship [58] the wave
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speed is given by
vw
c0
=
(1− 2ν) 12
1− ν
(
48
125pi2
(1− ν2)σc
E
) 1
6
, (3.10)
where vw is the wave speed, c0 is the speed of sound in the grain material, ν
is the Poisson’s ratio, E is the Young’s modulus and σc is the stress of the
wave.
It should be noted that equation 3.10 is not dependant on the radius
of the spheres, so suggests the grain size does not affect the sound speed.
Equation 3.10 has a weak stress dependence, vw ∝ σ 16 . Using the elastic
constants for a-Quartz [39], equation 3.10 becomes
vw
c0
= 0.2782(σc)
1
6 , (3.11)
where σc is in gigapascals.
For a stress of 1 GPa, vw/c0 = 27.8%. The ultrasonic transducer measure-
ments found the longitudinal speed of sound in GS was vw/c0 = 39.5± 0.5%.
The estimate from the model was of the same order, but a slight overes-
timate compared to the experiment. The point contacts in the model was
the worst geometry for transmission. Optical microscopy showed the grain
contacts in GS were of the order of microns, not point contacts, which re-
sult in stiffer contacts and a higher transmission speed. The prediction is
better than expected given how basic the model was and how significantly
the microstructure of GS differs from chains of spherical grains. Overall,
the Hertzian contact model was significantly closer than previous attempts
to explain the reduced speed of sound through an extension of the wave
path along force chains. The modelling showed the contacts between grains
were partially responsible for the the reduction in the speed of sound in GS
compared to single crystal a-Quartz.
There are obviously many differences between a chain of spheres and a
real granular material. Real grains are not spherical, not uniformly sized
and are bonded to each other. Also, shear waves cannot be transmitted in
the model and waves do not instantly transmit across the grains. Despite
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these differences the simple spherical model did demonstrate some interesting
features:
• The sound speed is dependant on stress.
• The sound speed is independent of sphere radius (grain size).
• The sound speed is dependant on the elastic properties of the grains.
The differences between the model and real granular materials may mean
these statements do not apply, but does demonstrate the difference between
granular materials and homogeneous solids. More complex models of gran-
ular materials have been suggested [22], but require fitting parameters, so
cannot be considered predictive.
3.5 Conclusions
The longitudinal and shear sound speeds of LQG and GS were measured
using ultrasonic transducers and a time of flight method along with their
densities. LQG had a high sound speed which was similar to the sound speeds
found in single crystal minerals. The high sound speed was attributed to the
material being fully dense and the strong binding between grains. GS was
found to have a low sound speed and both the longitudinal and shear sound
speeds were reduced to 39.5 ± 0.5% of the sound speeds in single crystal
a-Quartz, the major solid component of GS. Through the use of models of
simple grain geometries and point contact between spheres, the reduction in
sound speed was attributed to a combination of two phenomena:
• Wave path extension to avoid porosity
• Slow transmission across grain boundaries
Previous work has investigated propagation along lines of spheres interacting
with Hertzian contacts and has found a significant reductions in transmission
speeds [47], similar to those observed in the experiments. Spheres interact-
ing through Hertzian contacts is not an accurate representation of the true
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microstructure of GS, but did demonstrate the effect of the grain boundaries
on transmission. The spherical model predicted an amplitude dependent
sound speed which has been seen in experimental studies on non-spherical
granular media [48–57]. The affects of the two phenomena on elastic wave
propagation in granular materials discussed in this chapter will also affect
shock wave propagation in mining applications and in the shock compression
and fragmentation experiments discussed in Chapter 5 & Chapter 7.
Chapter 4
Shock physics
This chapter details the theory of shock waves in solids, a review of ex-
perimental techniques and the present state of the literature on the shock
compression of geological materials, including shock compaction and other
shock phenomena, as a preface for the plate impact experiments on LQG and
GS, discussed in Chapter 5.
4.1 Shock waves
A shock is a discontinuity in pressure, temperature and density in a material
[7]. A discontinuity propagating through a material is known as a shock
wave. In order to form a stable shock wave, the wave speed in the material
must increase with pressure as it allows for the high pressure components to
catch up with the low pressure components and form an instantaneous step
in the state of the material.
The states across a shock wave can be related using the Rankine-Hugoniot
jump conditions [7]. These consider a one dimensional shock moving at con-
stant speed in a compressible medium and apply conservation of energy,
momentum and mass across the shock front. Figure 4.1 shows the one di-
mensional shock model which the Rankine-Hugoniot relationships are based
on. The material behind the shock front is raised to a different energy,
pressure and density from the initial unshocked state and is moving at the
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particle speed. Using the variables in Figure 4.1, the Rankine-Hugoniot jump
conditions are given by
E1 − E0 = 1
2
(P1 + P0)(V0 − V1), (4.1)
P1 − P0 = ρ0USuP (4.2)
and
V1
V0
= 1− uP
US
. (4.3)
For shock loading of solids, the initial pressure, P0, is small compared to the
shocked pressure, P1, so can be ignored [7].
4.1.1 Hugoniot relationship and equation of state
The Rankine-Hugoniot jump conditions do not fully describe a shock wave
and one more relationship is required, commonly referred to in the literature
as the Hugoniot relationship [7]. The Equation of State (EoS) of a mate-
rial is the relationship between pressure, temperature and volume [7]. It is
important to appreciate the difference between the two terms: the EoS de-
scribes the material under all possible conditions and the Hugoniot describes
a locus of states that can be achieved by shock loading from a specific initial
state [7]. The EoS will vary between materials and the Hugoniot varies with
material and initial state.
4.1.2 Elasticity
Elasticity is the simplest form of compression [7]. The wave speed is constant
and does not vary with pressure in elastic materials. Solid materials behave
elastically as long as the stress remains below the elastic limit [7]. The
range over which elastic behaviour occurs varies between materials, but can
persist up to very high stresses (e.g. the elastic limit of diamond, a geological
material, is 80 GPa [60]). While the material remains elastic, a shock cannot
form as both high and low stress components of the wave move at the same
speed.
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E0 ,P0, V0, ρ0 E1 ,P1, V1, ρ1 
US uP 
Shocked material Unshocked material 
Shock front Piston 
Figure 4.1: Piston model used to derive the Rankine-Hugoniot jump condi-
tions for a shock wave in a material. As the shock wave propagates, material
is converted from the unshocked state to the shocked state. The unshocked
material is stationary and the shocked material is moving at the piston speed,
uP . The shock front is moving at a speed US. E0, P0, V0 and ρ0 are the energy,
pressure, specific volume and density of the unshocked material, respectively,
while E1, P1, V1 and ρ1 are the energy, pressure, specific volume and density
of the shocked material.
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4.1.3 Shock Hugoniot
During shock compression of many materials the shock speed increases with
particle speed [7, 61–64]. The Shock Hugoniot, sometimes referred to as the
Shock EoS [7], is an empirical relationship found to describe the Hugoniot
of many solid materials in experimental studies [61–64] and is given by the
polynomial
US = c+ s1uP + s2u
2
P + . . . , (4.4)
where s1 and s2 are the shock coefficients and c is related to the sound speed.
The Shock Hugoniot has been applied to many materials [61] and nor-
mally only the first two terms, c+s1uP , in the polynomial are used [7, 61–64].
For most materials, the shock speed increases with particle speed. The Shock
EoS has been used to describe many different behaviours, including plastic
flow, hydrostatic compression and compaction [61–64]. As it is an empirical
relationship fitted to experimental data, it is not a predictive tool. The poly-
nomial form of the Shock Hugoniot does not have any theoretical justification
other than the shock speed increases with particle speed.
4.1.4 Mie-Gru¨neisen EoS
The Mie-Gru¨neisen equation of state [65, 66] is a commonly used EoS derived
from the compression of a crystal lattice and is described by
P1 − PR = γG
V1
(E1 − ER), (4.5)
where PR and ER are the pressure and energy of a reference state in the
material, respectively, and γG is know as the Gru¨neisen parameter which is
related to compressibility and thermal properties. It has been shown that the
Gru¨neisen parameter for many crystalline solids does not vary significantly
with temperature and pressure [67]. It has been successfully applied to many
materials and is the most common equations of state used to describe the
shock compression of materials [7].
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4.1.5 Other equations of state
Other equations of state suggested in the literature for shock and high pres-
sure loading include:
1. The Birch-Murnaghan EoS which describes the bulk modulus of a solid
as a polynomial of pressure [68].
2. The Holland-Powell EoS is based on the bulk modulus as a function of
pressure and was developed for geological materials [69].
3. The Porter-Gould EoS which is based on molecular interaction and is
commonly applied to polymers, but has been applied to other materials
[70–72].
4.1.6 Shock phenomena
The high pressures that occur during shock loading can result in a range
of phenomena in geological materials [73]. Common shock phenomena that
occur include: plasticity, shock compaction, pressure-induced phase trans-
formation and shock chemistry [7]. Although geological materials are tradi-
tionally considered brittle, plasticity can occur when in some materials when
they loose strength under high pressure [38, 62–64, 74]. Shock compaction
occurs in porous materials were the pressure causes reorganisation and a re-
duction in porosity [75–80], this is discussed in more detail in Section 4.4.
Pressure-induced phase transformations occur when materials switch to a
more energetically favourable arrangement [7]. Transformations in geological
materials include changing to different lattice arrangements [38, 63, 69, 81–
89] and shock melting [87, 90–94]. Shock chemistry occurs when the high
pressure and temperature of the shock creates the conditions for chemical
reactions. Both synthesis [88, 95–98] and decomposition [84, 89, 98–100]
reactions have been seen to occur in geological materials. Phase transitions
and shock chemistry occur above the stress region of interest for blast mining
applications, see Chapter 1, but plasticity and compaction will occur with
the region of interest in geological materials.
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t 
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U2 
U1 
Tw 
Figure 4.2: Sketch showing a two step wave profile. If the second shock is
moving at a slower speed than the first shock, U2 < U1, then the two step
profile will remain and delay between the two shocks, Tw, will increase as the
wave profile propagates through the material.
These phenomena cause changes in the energetics, deformation mecha-
nism or structure of the materials and multiple equations of states are re-
quired to explain the different regions of a material’s behaviour [7]. The
pressure induced effects can lead to multiple steps in the loading pulse if the
higher pressure state propagates at a slower speed [7], shown schematically in
Figure 4.2. If the shock speed of the second step will increase with pressure
even eventually it will move faster than the primary wave and the shock will
revert to a single step [7].
4.2 Shock and high pressure techniques
This section reviews the several experimental techniques which have been
used to subject materials to high pressures and explains the reasons for the
method chosen for this thesis. Techniques can be divided into two groups;
shock loading and static high pressure loading. Shock loading uses high
speed impact or fast acting energy sources, like explosives, to induce high
pressure shock waves [7] in a material and static high pressure loading uses
mechanical loading to apply large pressures to a material [101]. This work
4.2. SHOCK AND HIGH PRESSURE TECHNIQUES 59
has focused on shock loading as this the process that occurs during blast
mining [3], although it is useful to consider results from static-high pressure
experiments in order to understand the high pressure behaviour of materials.
4.2.1 Plate impact
The most common experimental technique in shock loading is plate impact
[7]. As the name suggests, the technique involves driving one plate of ma-
terial into another at high speed to create a one dimensional shock region.
The impact sends compressive shock waves into the plates from the impact
surface. Figure 4.3 shows a schematic of the shock waves emanating from
the impact surface during a plate impact experiment. The pressure behind
the shock waves can be calculated using the Rankine-Hugoniot relations, dis-
cussed in Section 4.1. The magnitude of the compressive stress caused by
the impact is dependant on the materials and impact velocity [7].
Experimental techniques used to accelerate projectiles to high speed for
plate impact experiments include:
• Light gas guns, which use high pressure gases to accelerate a projectile
along a gun barrel [7, 102, 103].
• Two stage gas guns, which are similar to light gas guns, but have a
preliminary gas compression stage [7, 102, 103].
• Powder guns, which use propellants to drive the projectile [7, 102, 103].
• Explosively-driven plates, which use a planar shock lens to uniformly
detonate a layer of explosive to accelerate a projectile [7, 102, 103].
• Rail guns, which use a large voltage to electromagnetically drive a
projectile [7, 102, 103].
• Laser driven fliers, which use a high intensity laser pulse to vaporise the
rear face of the impactor which expands to drive it forward [7, 102, 103].
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v 0 0 uS Velocity: 
Stress: 0 0 0 0 σ 
Before Impact After Impact 
Figure 4.3: Schematic of a plate impact experiment. A plate is driven into
a second plate at high velocity. After impact shock waves propagate from
the impact surface and briefly subjects plate materials to high compressive
stress.
• Z-pinch machines, which use large current sources to accelerate wires
or plates together with an attractive Ampere force [102, 104]
4.2.2 Other shock loading techniques
Other shock loading techniques that have been applied to geological materials
include:
• Direct explosive loading, which uses a detonating explosive to exert
several gigapascals of pressures onto a sample [7, 102, 103].
• Instrumented mining boreholes, which use seismometers to measure the
stresses in the rock at different distances on real blast mining operations
[3, 105, 106].
• Surveying of meteorite impact craters, which involves characterising
the damage from meteorites impacting at tens of km s−1. The loading
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Figure 4.4: Summary of impact loading methods and their normal impact
velocity ranges [7, 102, 103]. A large variation in operating range can be seen
in the techniques.
reduces with distance from the impact, so the response to different load-
ing intensities can be found be investigating the material at different
radii [7, 88, 89, 91, 99, 107–110].
• Shock waves from nuclear weapons testing, which involved burying ex-
periments near the test sites [7, 61, 62, 103].
The impact velocities of the methods are summarised in Figure 4.4 and
shows the difference in the operating ranges of the techniques. The ranges
shown are from the performances of the techniques demonstrated in the liter-
ature, for most methods the impact velocity can always be reduced through
increasing the mass of projectiles or restricting the energy input.
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4.2.3 Static high pressure techniques
Static high pressure techniques involve holding test materials under constant
high compressive stresses [101] similar to those achieved through shock load-
ing. Although this thesis is focused on the dynamic and shock response of
geological materials it is useful to consider the response to static loading.
Static high pressure techniques include:
• High pressure presses, which uni-axially compress a material between
ultra high strength metal anvils [111].
• Hydrostatic compression testing, which involves surrounding the ma-
terial in a compressible fluid which is pressurised to cause triaxially
loading [112–117].
• Crystal anvil cells, which are similar to hydrostatic compressive test-
ing except the fluid is compressed between high strength single crystal
anvils [101, 118] .
4.2.4 Chosen technique
Plate impact experiments were chosen to measure the shock response of LQG
and GS because of the simple one-dimensional loading geometry and constant
stress level in the shock which is only produced through impact. A single
stage light gas gun was chosen as the launch method as previous shock stud-
ies on geological materials [27] have shown that it can achieve the desired
stress range of 0 to 12 GPa, see Chapter 1. The shock region in gas guns
experiments, of the order of 10−2 m, is sufficiently large to contain several
grains such that the experiments measure the bulk response of the rock. Fur-
ther details on the design of the plate impact experiments on LQG and GS
are discussed in Chapter 5.
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4.3 Shock compression of geological materi-
als
Using the techniques discussed in Section 4.2, previous studies have investi-
gated the shock response of geological materials and minerals.
4.3.1 Geological materials
Several shock studies have measured the Hugoniots of geological materials
using gas gun and explosive loading techniques [7, 27, 28, 30, 30, 31, 38, 60–
64, 74–76, 79, 80, 88–90, 95, 99, 102, 103, 109, 119–128]. The large microstruc-
tural features of geological materials, grains and pores, of the order 1 mm
[13], has meant representative samples often cannot be produced for small
scale techniques, such as crystal anvil cells, laser driven or Z-pinch loading,
so these have not been applied to geological materials. The requirement for
a representative sample size was considered when deciding on the techniques
using in this thesis, discussed in Section 4.2. Shock studies on geological ma-
terials under pressures above those achievable with gun or explosively-driven
experiments have used shock waves from nuclear weapons testing [61, 62].
These studies provide valuable information on a pressure region which would
otherwise be inaccessible, but have focused on a limited number of geological
materials native to the test areas [61, 62]. The loading technique has ceased
to be available since the adoption of the Comprehensive Nuclear-Test-Ban
Treaty [129]. The effect of shock loading on geological materials has also been
investigated by surveying meteorite impact craters [7, 88, 89, 91, 99, 107–
110]. However, the loading is uncontrolled, so the technique is limited to
materials at sites where meteorite impacts have occurred. A comprehensive
model of the cratering process is also required in order to derive the loading
conditions from the crater geometry.
The measured shock Hugoniots in the literature have shown that fully
dense geological materials [27, 61, 62, 122, 123] have high elastic limits, of
the order 10 GPa, under compression due the high strength of the minerals
they are composed of, discussed in Section 4.3.3. Experiments measuring
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lateral and compressive stress during shock loading [27] have shown the com-
pression remains elastic even after loss of shear strength. This phenomena
was attributed to the rock failing at the grain boundaries, but the grains
still having strength, so overall the rock still has compressive strength, but
not shear strength. Geological materials do eventually loose all strength and
afterwards compress hydrostatically [61, 62, 122, 123]. The high sound speed
and strength of fully dense geological materials is due to the high sound speed
and strength of the minerals, discussed in Section 4.3.3, to which they are
composed of. Anisotropy in the compressibility and strength has been seen
in geological materials, which is due to grain texturing from the formation
of the rock [13] and the presence of anisotropic minerals.
There are many examples of shock studies on geological materials where
merely the geological name and origin of a sample are quoted [28, 61, 62,
122, 130–133], but this is not sufficient to fully describe a sample. The lack
of certainty in the composition diminishes the value of the measurements as
knowledge of the composition is required for in-depth analysis. Comparison
between shock studies showed large differences in shock speeds and strength
of geological materials, even within the same geological classifications, and
highlighted the importance of characterising the materials as well as measur-
ing their shock response. Some studies have fully characterised the composi-
tion and microstructure as well as the shock response of geological materials
[27, 134–137]; the materials that have been studied include: Granodiorite,
Tuff, Dolomite, Gneiss, Limestone, Alluvium, Siltstone, Kimberlite, Amphi-
bolitic Gneiss, Sandstone, Biotite Schist, Basalt, Iron Ore, Gabbro, Feldspar,
Garnet, Pyroxene, Marble, Andesite, Taconite, Oil Shale and Anorthosite.
Even with these studies, there are an insufficient number of fully charac-
terised geological materials to make connections between the composition
and shock response. The limited number of fully characterised geological
materials in the literature was one of the motivations for this research.
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4.3.2 Porous geological materials
Shock studies on porous geological materials have shown they undergo com-
paction after their elastic limits are reached [28, 30, 75, 79, 80, 105, 111,
120, 125, 126, 128, 138–142]. These studies also showed that compaction
occurs within the stress region of interest for blast mining and needs to be
considered. The elastic limit in cohesive porous materials, like sandstones,
can be significant as the bonding between grains have to be broken before
the material can reorganise and compact [28, 30, 120, 125, 138, 139]. Non-
cohesive porous materials, like sand, are held together by friction alone, so
compaction can occur at low stresses [75, 79, 80, 111, 126, 128, 143]. In
both cases, compaction has been shown to be a gradual process and mate-
rials form partially compacted states between the onset of compaction and
the fully dense state, where all porosity has been exsponged. Geological ma-
terials form partially compacted states as the grains still have strength, so
reorganise into an arrangement that can carry the load. The theory and mod-
elling of shock compaction in geological materials and other porous media
are discussed further in Section 4.4.
Compaction causes significant changes in the structure of porous ma-
terials and results in an increasing shock speed with stress. In the lit-
erature , it has been found that a linear shock speed-particle speed rela-
tionships fit well to the compaction regions of porous geological materials
[28, 28, 30, 75, 79, 80, 120, 120, 125, 126, 128, 138, 139, 144]. A study on the
shock response of arrangements of glass spheres, a simplified porous material
compared to rock, showed that grains size had only a small effect on the
compaction behaviour [111].
Studies have also looked at the effect of moisture and hydrocarbon content
on the mechanical and shock response of geological materials [80, 139, 145–
147]. The presence of a liquid in the pores can have two effects: At low
moisture content the liquid lubricates the grains and makes compaction easier
and at high moisture content the liquid resists pore compression and inhibits
compaction.
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4.3.3 Minerals
The shock response of minerals, the components that make up geological
materials, have also been studied [61, 62, 64, 64, 73, 74, 82, 87, 94, 99,
100, 119, 148–154]. Studies on minerals commonly use grown crystals as
they can be larger and have higher chemical purity compared with naturally
occurring minerals. Static high pressure experiments have commonly been
applied to minerals to investigate pressure induced phase transitions and the
compressibility. Although static and shock loading achieve different states,
as discussed in Section 4.2, pressure-induced events, such as phase transitions
and loss of strength, have been observed in both. For the stress region of
interest in this study, discussed in Chapter 1, the difference between the static
and shock loaded states due to shock heating will be small [7]. Results from
static experiments can be useful to inform analysis of shock experiments and
some minerals have only been investigated with static techniques, so they
are the only data sets available.
The Shock Hugoniot of minerals has been measured over a large range of
pressures using gun, explosive and laser driven shock experiments [38, 61, 62,
64, 64, 73, 74, 82, 87, 94, 99, 100, 119, 148–154]. Shock Hugoniot measure-
ments on minerals have shown that anisotropy in elasticity and strength is
common due to minerals being single crystals and having directional lattice
structures [13]. Shock and static measurements have shown that minerals
have high sound speeds, up to 12.5 km s−1 [60], and high elastic limits, up
to 80 GPa [60], due to their highly ordered structure, strong bonding and
coordination of atoms [13]. The high strength and sound speed of minerals
is responsible for the high sound speed and strength of fully dense geological
materials under shock loading, discussed in Section 4.3.1. Shock induced
phase transformations and chemistry have also been observed in minerals, as
discussed in Section 4.1.6.
Figure 4.5 shows the shock Hugoniot of a-Quartz, the most common min-
eral found in geological materials [13], which exhibits many of the shock in-
duced phenomena common in geological materials: anisotropic elasticity and
strength, hydrostatic compression and pressure induced phase transition.
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Stishovite Phase 
α-Quartz Phase 
Figure 4.5: The shock Hugoniot of single crystal a-Quartz, taken from
[38], with annotations of shock phenomena common in geological materials:
anisotropic elasticity and strength, hydrostatic compression and pressure in-
duced phase transition. (a). Full pressure range, (b). Low pressure region.
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4.3.4 Conclusions
Previous studies have looked at the shock response of geological materials.
Microstructural features, such as grains and porosity, mean only large scale
shock techniques can handle representative samples. The studies showed
geological materials have high elastic limits, if fully dense, due to the high
strength of their component minerals. Anisotropy in elasticity and strength
can occur due to the texturing during geological processes and anisotropy in
the component minerals. Porous geological materials undergo gradual com-
paction after their elastic limits and can form partially compacted states. The
elastic limits in porous geological materials are dependant on the strength
of their intergranular bonding. There are limited shock studies that charac-
terised these materials and more results are required in order to understand
the effects of composition and microstructure on shock response. No physi-
cally based predictive models have been produced for the shock response of
geological materials, partially due to a lack of experimental results. Some
models have used molecular dynamics to predict the compressibility of min-
erals, but these do not include microstructure so do not accurately predict
the compressibility of geological materials [71, 155, 156].
4.4 Shock compaction
Once the elastic limit has been reached, porous materials undergo compaction
and their porosity reduces. Shock compression can achieve higher stresses
than in quasi-static tests on porous materials and full compaction can be
achieved [61, 62]. The process of elasticity, compaction and reaching full den-
sity is shown schematically in Figure 4.6. In loose powders and granular ma-
terials movement is only resisted through frictional forces and interlocking, so
the elastic limits before reorganisation are low [75, 79, 80, 111, 126, 128, 143].
Ductile porous materials compact through plastic flow of material and brittle
porous materials compact through fracture and reorganisation [7]. In both
cases, compaction is a gradual process over a range of stresses where materi-
als form partially compacted states. If the compaction wave is moving slower
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II. Compaction 
III. Fully compacted 
0 
Figure 4.6: Schematic of the three stages of a shock Hugoniot of a compacting
porous material: I. Elastic, II. Compaction and III. Fully compacted.
than the elastic sound speed then a two step loading shock, as discussed in
Section 4.1.6, can occur. Compaction is a complex process which changes the
microstructure of the porous material. The stress within porous and granular
materials is heterogeneous as porosity and force chains in the material cause
stress concentrations. This means that the stresses in the material can be
significantly different to the applied stresses. The stress field around a pore
or in foams with simple internal geometry in a well characterised material
can be calculated [157], but not for complex geometries.
4.4.1 Porous EoS
The initial volume of a porous material will be greater than a solid material,
so if compressed to the same pressure as a solid material will have undergone
more work and shock heating [7]. The additional shock heating causes ther-
mal expansion and means a porous material will have a larger volume than
a solid material when shocked to the same pressure, shown schematically in
Figure 4.7. The effect of compressing from a larger initial volume can be
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Figure 4.7: Schematic showing the difference in a porous and solid Hugoniot.
The difference in initial volume and loading paths means that porous mate-
rials undergoes greater shock heating and has a larger volume in its shocked
state compared to the solid.
described by the Mie-Gru¨neisen equation of state
P1 =
[2V1 − γ(V0 − V1)]c2(V0 − V1)
[2V1 − γ(V00 − V1)][V0 − s(V0 − V1)]2 , (4.6)
where γ, V0, C and s are the Mie-Gru¨neisen parameter, initial volume and
Hugoniot coefficients of the solid and V00 is the initial volume of the porous
material. Equation 4.6 is normally referred to as the Porous Hugoniot in the
literature [7].
The Porous Hugoniot is the state a material tends to during compaction
and is the Hugoniot a porous material follows after fully compaction is
reached [7]. The scale of this effect on the shock compression of GS is dis-
cussed in Section 5.3.2.
4.4.2 Numerical simulations
Previous studies have attempted to use numerical simulations to describe
compaction [77, 78, 141, 142, 158–172]. The numerical simulations have
been shown to accurately predict compaction for ductile porous materials,
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like metal foams [163], where deformation is caused by plastic flow, but not
for brittle porous materials, like sands. The disagreement for brittle porous
materials is due to simulations assuming simple grain geometries, such as
spheres or ellipsoids, and not including grain fracture, which is important
during compaction. Porous geological materials rarely approximate spherical
grains and the exact shape will effect jamming, friction and contact sizes
[146, 147]. Simulations are often only run in two dimensions and not full
three dimensions to save on computation time, which restricts grains to only
move in two dimensions and will effect the compaction of the material. The
short comings in numerical simulations means that they have limited use in
predicting compaction in brittle porous materials.
4.4.3 Empirical compaction models
The limited progress in describing compaction through theory and numerical
simulation has meant that experimental results have been described using
empirical models with different levels of physical basis. There are a large
range of mathematical forms that have been suggested for compaction. A
review concluded that none are universally applicable and each has merits
for particular applications [173]. Two particular compaction models are fre-
quently used for quasi-static compaction: the Kawakita model [174] and the
Heckel model [175]. These models are popular because of their simple form
and good fit to a range of applications. Additional compaction models have
also been suggested specifically for shock compaction; the Thouvenin model
[176] and the P-a model [177]. Shock compaction requires specific models as
the process needs to be considered in terms of waves and the stresses are so
significant that the grain compression needs to be considered. As discussed
in Section 4.3.2, previous studies have also fitted Us-up linear relationships
to the compaction region of Hugoniots.
The Kawakita model [174] has been successfully applied to many porous
and granular materials for quasi-static compaction. It is described by
V0 − V1
V0
=
akbkσ
1 + bkσ
, (4.7)
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where ak and bk are constants.
In the Kawakita model, the volume tends to a constant value at high
stresses. The Kawakita model is mainly used to describe compaction under
quasi-static loading where the stresses are low and the compression of the
grains are small. Under shock loading grain compression will be significant
and the Kawakita model is not applicable without modification, but quasi-
static compaction models can give a useful insight.
Heckel model
The Heckel model [175] is also commonly used for quasi-static compaction
and is described by
f = fIe
−hσ, (4.8)
where f is the pore volume fraction, fI is the initial pore volume fraction
and h is a constant. At high stresses the Heckel model does not reach full
compaction at a finite stress and only tends to zero porosity, f → 0. Materials
will reach full compaction under shock compression, so the Heckel model may
not be appropriate for describing shock compaction.
Thouvenin model
The Thouvenin model [176] for shock compaction assumes the porous mate-
rial consists of plates of solid materials separated by gaps. During compaction
the wave travels through a plate which then moves across the gap at the par-
ticle speed then impacting the next plate. In this model the shock wave
speed, U∗, is determined by
1
U∗
=
ρ00/ρ0
US
+
(ρ0 − ρ00)/ρ0
uP
, (4.9)
where ρ0 is the initial density of the solid material and ρ00 is the initial
density of the porous material. The microstructure assumed in the model
is very different from real porous materials. In real materials, the shock
wave will be transmitted along force chains as well as by pore filling. For
these reasons the Thouvenin model is not likely to be an accurate model for
4.4. SHOCK COMPACTION 73
predicting compaction.
P-a model
The P-a model was developed to encapsulate the low pressure compaction
regime of ductile porous metals [177], but has been applied to the shock
compaction of many materials [76–78, 128, 178]. The model provides a de-
scription of the material as it goes from its initial porous state to a fully
compacted state. It considers compaction through the distension variable,
α, defined by
α =
Vp(σ, T )
Vs(σ, T )
, (4.10)
where Vp is the volume of the porous material and Vs is the volume of the
solid under the same stress and temperature conditions. The distension has
a value of 1 when the material is fully compacted. The model also requires a
distension function which relates how distension changes with applied stress.
There are different distension functions suggested in the literature [75–78,
128, 178], but have all been empirically based and no physical justifications
are given for their mathematical forms. Although there are no justified forms
which the distension function should take, there are boundary conditions
which any suggested form should obey [177]. Firstly, the model should reach
full compaction, α = 1, at a finite stress. Secondly, the transition from
compaction to compression of the fully dense material should be smooth as
compaction is a gradual process. For a smooth transition, the distension
function must obey the condition dα
dσ
= 0 at full compaction, α = 1. The
full compaction stress should to be equal to the elastic limit of the fully
dense material [38]. These conditions alone are not enough to fully constrain
the distension function and typically some experimental data is needed to
fully constrain the model, so it cannot be considered predictive. The P-α
model is useful for analysing compaction as the distension is only affected by
compaction and not grain compression.
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Other compaction models
A variety of other shock compaction models include: P-λ [158], -α [172] and
ρ-α [167]. These models approach compaction in different ways and each are
favoured for different applications, but none of these are a fully predictive
tool and are fitted to experimental data. Interatomic potentials have been
fitted to Hugoniots of brittle compacting materials in some studies [70, 71].
The mathematical form of a potential is useful as the shock speed increases
with particle speed, but there is no physical justification as compaction is a
process of granular reorganisation and not compressing atomic bonds.
4.4.4 Conclusions
The literature has shown several studies which have attempted to understand
compaction through experiments and numerical simulation. Numerical sim-
ulations have been shown to make accurate predictions for ductile porous
material, but not for brittle porous materials. Experimental studies have
found empirical relationships and suggested mathematical forms, such as
the Kawakita model and a Us-up linear relationship, which the compaction
should follow, but are not predictive or physically justified. Several models
have been developed to consider the compaction process in different ways, but
have not resulted in a predictive model. The P-a model has been shown to
be a useful concept for separating grain compression and compaction during
loading, although there is no physically justified form which the distension
function should take. In the current state of the literature, there is still
a requirement for more experimentation to understanding the process and
support development of a fully predictive model for the shock compaction of
brittle porous materials.
4.5 Conclusions
This chapter has outlined the basic theory of shock waves in solids, equa-
tions of state and Hugoniot relationships as a preface for the plate impact
experiments discussed in Chapter 5. A review of various shock phenomena
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that occur in geological materials showed that, for the stress region of inter-
est, geological materials can be expected to undergo elasticity, plasticity and
compaction. Previous experimental studies have observed shock compaction
in porous geological materials and have used empirical models to describe the
behaviour. Theoretical predictions have been made for the fully compacted
state of a porous material, but no physically based predictive model has yet
been developed for the partially compacted region. The compaction models
discussed in this chapter are used in analysis of the plate impact experiments
on GS discussed in the next chapter.
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Chapter 5
Shock compression
This chapter discusses the plate impact experiments performed to measure
the shock Hugoniots of the geological materials. The shock response of the
materials are then analysed using material models and their composition
and microstructure, measured in Chapter 2. The shock Hugoniot of LQG
measured in this chapter is used later to derive the explosive loading stress
in the fragmentation experiments in Chapter 7.
5.1 Plate impact
The shock loading conditions that occur during blast mining, discussed in
Section 1.1.2, can be reproduced within laboratory conditions through plate
impact experiments using a single stage gas gun. The reasons for choosing
gas gun driven plate impact and a review of other shock loading techniques
are discussed in Section 4.2. As discussed in Chapter 4, the compressive
shock wave during plate impact puts the target into a state of well defined,
one-dimensional strain [7]. In the experiments, the target plates were made
from the geological materials and the flyer plates on the projectiles were made
from materials with known shock Hugoniots. After impact, the shocked re-
gions of the flyer and target plates are loaded to the same stress and have
the same velocity [7]. The shock state can be calculated using the impact
velocity, shock Hugoniots of the materials and the Rankine-Hugoniot rela-
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tionships, a process referred to in the literature as impedance matching [7].
The shock Hugoniot of an unknown material can be measured through this
method by measuring the shock state then using impedance matching to de-
rive the shock Hugoniot. Each plate impact experiment gives one point on
the shock Hugoniot of an unknown material and several experiments need to
be performed at a variety of impact velocities and flyer materials to map the
Hugoniot [7].
5.1.1 Apparatus
The experiments were performed using the single stage gas gun at the Cam-
bridge Plate Impact Facility [179]. A schematic of the plate impact experi-
ments is shown in Figure 5.1. The sabot with a front mounted flyer plate is
impacted into the target causing a shock wave. The targets are instrumented
with stress gauges to measure the shock speed and the projectile velocity is
measured prior to impact using velocity pins, which are pairs of brass pins
mounted along the axis of the barrel at known distances that electrically
short circuit when the projectile arrives. [179].
5.1.2 Cambridge Plate Impact Facility
The Cambridge Plate Impact Facility [179] consists of a single stage 50 mm
calibre smooth bore gas gun, shown in Figure 5.2, which can achieve impact
velocities of 0.1 to 1.1 km s−1. The operating procedure for the Cambridge
Plate Impact Facility was as follows:
1. The target was mounted in front of the muzzle of the gas gun and the
impact face was perpendicularly aligned to within 1 mrad of the barrel
axis.
2. The stress gauges in the target were calibrated, discussed in Section 5.1.4,
and the target area was sealed.
3. The projectile, with a front mounted flyer plate, was loaded into the
breech and held in place by pulling a 10−4 bar vacuum on its rear
surface.
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Target Sabot 
Barrel Flyer plate 
Velocity pins 
Figure 5.1: Schematic of the plate impact experiments. A sabot with the
flyer plate mounted on the front is fired along the barrel and impacted into
the target. The projectile velocity is measured at the muzzle of the barrel
prior to impact using velocity pins [179].
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Flyer material Density Hugoniot
(ρf/g cm
−3) (Us/km s−1)
Copper C101 8.930 US = 3.940 + 1.489uP
Aluminium Alloy Al6082 2.700 US = 5.380 + 1.337uP
PMMA 1.186 US = 2.598 + 1.516uP
Table 5.1: Hugoniots of the flyer materials used in the plate impact experi-
ments [76].
4. The target area and barrel were pumped down to a 15 mbar vacuum.
5. The breech reservoirs were filled with high pressure Helium or air. The
reservoir pressure determined the impact velocity of the projectile.
6. The projectile was fired by releasing the vacuum behind the projectile,
which allows the high pressure gas from the reservoirs to get behind
projectile.
7. The high pressure gas behind the projectile drives it along the barrel
and impacts into the target.
5.1.3 Projectiles
The projectiles used in the plate impact experiments consisted of a polycar-
bonate sabot with a 10 mm thick flyer plate mounted on the front. In some
experiments sabots were fitted with a brass core to increase projectile mass
and achieve low impact velocities of ≈100 ms−1. Figure 5.3 shows the sabots
with the different flyer materials used in the plate impact experiments: Cop-
per C101, Aluminium alloy Al6082 BS-He30 and Poly(methyl methacrylate)
(PMMA). The Hugoniot of each material is given in Table 5.1. By varying
the impact velocity and flyer materials, a stress range can be probed. The
method for determining the Hugoniot of the target material is discussed in
Section 5.1.5.
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Figure 5.2: Photograph of the Cambridge Plate Impact Facility used for the
plate impact experiments. When fired, high pressure air or Helium gas in
the breech reservoirs is released behind a projectile which drives it along the
barrel and into the under vacuum target area at velocities of 0.1 to 1.1 km s−1.
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50mm 
a. b. c. 
Figure 5.3: Photograph of the sabots used in the plate impact experiments
with different flyer plate materials: a. Copper C101 flyer plate, b. Aluminium
alloy Al6082 (BS-He30) and c. PMMA flyer plate with an aluminium rim to
set off the velocity pins and brass insert to increase the mass.
5.1.4 Target design and instrumentation
In order to measure the Hugoniots of the geological materials, the shock
state in the target plate needs to be measured. The method for measuring
the shock state was with a pair of stress gauges placed at different depths
in the target. The shock speed in the target can be measured by dividing
the spacing of the gauges with the difference in arrival time of the shock
wave. The particle speed in the target can be calculated using the Rankine-
Hugoniot relationships and impact velocity. This target design has previously
been using in shock studies on geological materials [27, 76].
The targets were constructed of two 60.0 × 60.0 × 2.5 mm outer plates
and one 60.0 × 60.0 × 5.0 mm inner plate, shown in Figure 5.5. The plates
were cut from large blocks of the geological materials using a diamond tipped
saw. Micro-measurements LM-SS-125CH-048 manganin gauges [180] were
used in the target design. The stress gauges, shown in Figure 5.4, have a
25 mm2 area manganin grid with soldering pads mounted on a 40 mm plastic
backing. In order to ensure survivability during loading, the gauges were
packed with 0.02 mm Mylar in the LQG targets and 0.27 mm Teflon in
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Figure 5.4: Micro-measurements LM-SS-125CH-048 manganin gauge used in
the plate impact targets. The stress gauges have a 25 mm2 area manganin
grid with soldering pads mounted on a 40 mm plastic backing.Taken from
[27].
the GS targets. Although the stress gauges could be used to measure the
stress of the shock state directly, it has been shown that gauges can produce
unreliable outputs with granular materials as loading is not uniformly spread
across the gauge and minerals in the rocks have piezoelectric effects [27, 76].
The thickness of each plates was measured at five points, the four corners
and the centre, using a micrometer in order calculate an accurate thickness
for the shock speed calculations and to check whether the sides were parallel.
The angles between the surfaces of plates were found to be less than 1 mrad,
which was a greater than the alignment of the gas gun.
5.1.5 Derivation of the shock speed
During experiments the gauge responses were recorded on an oscilloscope and
converted into stress profiles using the gauge calibration [181]. The arrival
time of the shock wave at each gauge was taken as when the stress reached
50% of the peak stress. The error in the arrival time, ∆t, was taken as the
interval between the 25% and 75% peak stress times, shown diagrammatically
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Stress gauge 
Rock plate 
Gauge packing 
Impact 
2.5 mm 2.5 mm 
5.0 mm 
60.0 mm 
Figure 5.5: Schematic of the target design for the plate impact experiments.
The speed of the shock wave was obtained by measuring the delay between
the stress rise between the two stress gauges. Gauge packing was used to
spread the load and ensure survival during shock compression.
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Time t0.50 t0.75 t0.25 
Stress 
0 
σ 
0.50σ 
0.75σ 
0.25σ 
Δt 
Figure 5.6: Diagram of the arrival time of the shock wave in stress gauges.
The half peak stress time, t0.50, was taken as the arrival of the shock wave
and the uncertainty in the arrival time was taken as ∆t = (t0.75 − t0.25)/2.
in Figure 5.6, and given by
∆t =
t0.75 − t0.25
2
. (5.1)
The shock speed was calculated by dividing the thickness of the central
plate by the delay. The effect of the gauge packing was taken into account
by subtracting the transmission time through the packing from the delay
using the Hugoniot of Mylar [182] or Teflon [183], appropriately.
5.1.6 Impedance matching
Upon impact, the flyer plate slows down and the target plate speeds up. The
stress and change in speed of each plate can be found using the Hugoniots
of the materials, shown schematically in Stress-Speed space on Figure 5.7,
as after impact the shocked regions in both materials are at the same stress
and speed [7]. In the plate impact experiments, the target shock speed and
impact speed were measured and the flyer Hugoniots were known. The stress
and particle speed of the shock state is found at the intersect between the
flyer Hugoniot projected from the impact velocity and target loading line,
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Speed 0 
Impact 
speed 
Stress 
Shocked 
speed 
Target 
Hugoniot 
Flyer 
Hugoniot 
σ 
uP
t uP
f 
Flyer loading line Target loading line 
Figure 5.7: Stress-velocity diagram showing impedance matching. The par-
ticle speed of the target is at the intersect between the know flyer Hugoniot
projected from the measured impact speed and target loading line, whose
gradient is calculated from the measured shock speed in the target.
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whose gradient is given by
σ = ρtUSuP , (5.2)
and the particle speed in the target is given by
uP =
2vs+ ρt
ρf
US + c−
√(
2vs+ ρt
ρf
US + c
)2
− 4vs (c+ sv)
2s
, (5.3)
where uP is the particle speed in the target, v is the impact speed, c and s
are coefficients of the flyer Hugoniot, ρt and ρf are the densities of the target
and flyer, respectively, and US is the measured shock speed in the target.
Using this method, the particle speed and shock speed were calculated from
each plate impact experiment, which each gave a point on the Hugoniots of
the geological materials.
5.2 Results
This section contains the measured Hugoniots points of the geological ma-
terials from the plate impact experiments and discusses the profiles of the
gauge traces recorded.
5.2.1 Gauge traces
The stress gauges used in plate impact experiments record the compressive
stress profile with time. Figure 5.8 shows a selection of gauge traces from the
plate impact experiments. LQG showed a typical rise time of less than 500 ns
whereas GS took up to 3 ms, as in the low stress GS experiments (G2, G5 &
G8). An ideal shock should be an instantaneous step [7]. The slow rise times
in the GS experiments were attributed to its granular nature, which resulted
in a roughened shock front, discussed in Chapter 3, and the wave arriving
at different parts of the gauge at different times. Faster rise times, <1 ms,
were observed in GS at higher shock stresses. The granular nature of the
materials can also result in inhomogeneous loading across the gauge. Stress
gauges have been calibrated for purely compressive, uniform stresses [181],
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Figure 5.8: Stress gauge traces from the plate impact experiments showing
the slow rise times. The title for each gauge trace denotes the experiment
number. Each gauge trace consists of a rapid rise in stress as the shock wave
arrives, a plateau where the target was at its shock state and a step down in
stress were the target was released to from the shocked state. The arrival of
the shock occurs later in the back gauges as they were further away from the
impact face of the target. The slow rise time is due to the granular nature of
the geological materials. The experiments on Gosford Sandstone (G1 & G5)
had a slower rise time than those on Lake Quarry Granite (L1 & L4).
so if loaded non-uniformly would produce erroneous stress measurements.
However, their use in measuring the time of arrive of the wave is not affected
and the method used for measuring the shock speed in the experiments is
still valid. The slow rise times for the low stress GS experiments resulted in
large errors in the shock speed using the method described in Section 5.1.5.
The rise times are discussed further in Section 5.4.
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Shot Flyer material Impact speed (v/km s−1)
L1 Al 0.319± 0.001
L2 Cu 0.345± 0.005
L3 Cu 0.524± 0.001
L4 Cu 0.678± 0.001
L5 PMMA 0.324± 0.005
G1 Cu 0.393± 0.012
G2 Al 0.289± 0.009
G3 Cu 0.541± 0.016
G4 Cu 0.674± 0.020
G5 PMMA 0.246± 0.007
G6 Cu 0.897± 0.011
G7 PMMA 0.249± 0.010
G8 Cu 0.793± 0.010
Table 5.2: List of flyer materials and impact speeds for the plate impact ex-
periments on Lake Quarry Granite (L1-L5) and Gosford Sandstone (G1-G8).
The flyer materials have been abbreviated from Aluminium Alloy Al6082,
Poly(methyl methacrylate) and Copper C101 to Al, PMMA and Cu, respec-
tively.
5.2.2 Hugoniot measurements
Table 5.2 lists the flyer materials and impact velocities of the plate impact
experiments. The shock speed and particle speed were derived for the target
material in each experiment using the method described previously, in Sec-
tion 5.1.4. Table 5.3 lists the shock speed, particle speed, stress and specific
volume derived from the analysis.
Figure 5.9 shows the measured Hugoniots of LQG. The shock speed was
found to remain constant with particle speed for LQG and the mean shock
velocity was 5.5 ± 0.3 km s−1. The shock speed also agreed with the acoustic
longitudinal sound speed, measured in Chapter 3, which indicates that the
material was responding elastically during shock compression.
Figure 5.10 shows the measured Hugoniots of GS. The Hugoniot con-
sisted of an elastic region up to particle speeds of 0.21→0.33 km s−1, with a
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Shot Shock speed Particle speed Stress Specific volume
(US/km s
−1) (uP/km s−1) (σ/GPa) (V0/cm3 g−1)
L1 5.45± 0.51 0.162± 0.004 2.4± 0.2 0.3639± 0.0011
L2 6.30± 1.03 0.237± 0.006 4.0± 0.7 0.361± 0.002
L3 5.36± 0.70 0.378± 0.003 5.4± 0.7 0.349± 0.004
L4 5.25± 0.50 0.494± 0.003 6.9± 0.7 0.340± 0.003
L5 5.35± 0.45 0.065± 0.011 0.92± 0.17 0.3706± 0.0008
G1 2.73± 0.40 0.339± 0.014 1.9± 0.3 0.418± 0.009
G2 3.32± 0.95 0.197± 0.016 1.4± 0.4 0.449± 0.008
G3 3.08± 0.03 0.459± 0.014 2.97± 0.10 0.406± 0.002
G4 3.12± 0.14 0.572± 0.018 3.7± 0.2 0.390± 0.005
G5 3.87± 1.36 0.073± 0.005 0.6± 0.2 0.468± 0.003
G6 3.48± 0.09 0.750± 0.010 5.47± 0.16 0.375± 0.003
G7 3.66± 0.83 0.077± 0.004 0.59± 0.14 0.467± 0.002
G8 3.25± 0.13 0.669± 0.010 4.6± 0.2 0.379± 0.004
Table 5.3: Results of the plate impact experiments on Lake Quarry Granite
and Gosford Sandstone.
mean shock speed of 3.6 ± 0.8 km s−1, then a compaction region where the
shock speed varied with particle speed. The large uncertainty in the shock
speeds of the elastic region was due to the slow rise times of the low stress
experiments, as discussed in Section 5.2.1. The mean shock speed for the
elastic region was found to be higher than the acoustic sound speed, mea-
sured in Chapter 3. The difference in shock and sound speed may be due to
the non-linear behaviour of the porous material and is discussed further in
Section 5.3.2. For the compaction region of the Hugoniot, the shock speed
varied with particle speed. A linear US − uP relationship with the form
US = (2.49± 0.15) + (1.3± 0.3)uP , (5.4)
where all speeds are in km s−1, was found to fit the compaction region.
Linear US − uP relationships have previously been shown to fit well to shock
compaction of sands and other porous materials, as discussed in Section 4.3.2.
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5.3 Discussion
This section discusses the results of the plate impact experiments, listed in the
previous section, and the use of material models to link the shock Hugoniots
of the geological materials to their composition and microstructure, measured
in Chapter 2.
5.3.1 Lake Quarry Granite
LQG was found to have a constant shock speed for the region investigated,
with the mean value 5.5 ± 0.3 km s−1, which agreed with its longitudinal
sound speed, 5.43 ± 0.02 km s−1, measured previously in Chapter 3. As the
shock speeds were the same as the longitudinal sound speed, the material
remained elastic during the stress region investigated. Other fully dense ge-
ological materials have previously been shown to remain elastic in this stress
region [27]. The persistence of elastic behaviour up to several gigapascals
in LQG was attributed to the high elastic limits of the component crystals.
The bulk response of the rock remains elastic as the propagation through the
grains remains elastic. Under the stresses involved it was likely that some
failure may have occurred at the grain boundaries in the rock, but this had
no effect on the bulk compressibility, as it was fully dense and the grains
were not able to reorganise.
As LQG remained elastic, the shock response can be predicted from the
composition of the rock using composite theory [173]. The elastic properties
of a composite, a material made of two or more component materials [173],
can be predicted by combining the elastic properties of component materials.
Composite theory predicts a range which the composite value will lie between.
The upper bound of the range is calculated using the Voigt rule of mixtures
[184],
X = f1X1 + f2X2 + f3X3 + . . . , (5.5)
where X is the composite properties, Xi is the property of the i
th component
and fi is the volume fraction of the i
th component. The lower bound of the
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Source Wave speed Density Shock impedance
(cL/km s
−1) (ρ0/g cm−3) (ZS/GPa km−1 s)
Composite theory 5.34± 0.09 2.76± 0.19 14.8± 1.1
Plate impact 5.5± 0.3 2.666± 0.003 14.7± 0.8
Acoustic 5.43± 0.02 2.666± 0.003 14.48± 0.06
Table 5.4: Comparison of the predicted compressive properties of Lake
Quarry Granite using composite theory with measured values taken from
acoustic experiments, in Chapter 3, and plate impact experiments. The pre-
dicted values can be seen to agree with the experimental values and shown
composite theory can be used to predict the shock Hugoniot of a fully dense
rock from its mineral composition.
range is given by the Reuss rule of mixtures [185],
1
X
=
f1
X1
+
f2
X2
+
f3
X3
+ . . . . (5.6)
The Voigt and Reuss rules were used to combine the composition, from
Chapter 2, and mineral properties from the literature [36, 186] to predict the
Hugoniot of LQG. The composite theory value was taken as the average of
the two predictions and an uncertainty of the value is the range between the
two predictions. The predicted density and sound speed are shown in Table
5.4 with the experimentally measured values. The predicted values agreed
with the Hugoniot and the acoustic measurements and showed composite
theory can be used to predict the shock Hugoniot of a fully dense rock from its
mineral composition. The predicted values had large uncertainties associated
with them due to the compounding of errors from the experimental values
for the mineral properties from the literature [36, 186] and the uncertainty
in the volume fractions.
5.3.2 Gosford Sandstone
The Hugoniot of GS, shown in Figure 5.10, initially behaved elastically up
to a particle speed of 0.21→0.33 km s−1, after which the material under-
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went compaction. The shock speed in the initial region was found to be
higher than the acoustic sound speed, measured previously in Chapter 3.
The difference between the acoustic and shock speed was attributed to the
non-linear mechanical properties of grain contacts, which results in an ampli-
tude dependent sound speed, as discussed in Chapter 3. Using the acoustic
and plate impact elastic speeds and the vW ∝ (σ) 16 relationship, the stress
in the acoustic sound speed experiments would be ≈70 MPa. This value
is plausible, although the stress was not measured in acoustic experiments,
and suggests the non-linearity of the grain contacts could have caused of the
difference in elastic wave speeds.
The experiments on GS recorded slower rise times in the stress gauge
traces, shown in Figure 5.8, compared to LQG, which resulted in larger un-
certainties using the method of estimating the arrival time. The uncertainty
was lower in the higher pressure experiments due to faster rise times. The
change in rise times with stress also supports the notion of a change in mech-
anism from elasticity to compaction. In the elastic region, waves would be
roughened by the granular structure of the material causing parts of the wave
front to arrive at different times, as discussed in Chapter 3, and would result
in slow rise times in the gauge traces. In the compaction region, the com-
pacting wave reorganises the grains, so the roughening effect is reduced and
would result in faster rise times in the gauge traces.
The compaction region was found to be well described by a linear US−uP
relationships, which has previously been seen in the shock compaction of
sands and other porous materials, as discussed in Section 4.3.2. The empirical
relationship fits the compaction region as it models the increase in shock
speed with particle speed caused by the material reorganising and reducing
in porosity. There is no physical justification for a linear US−uP relationship
to describe compaction and it gives no insight into the mechanism of shock
compaction.
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Porous Hugoniot
In order to gain a greater insight into the state of the compacted material, the
Porous Hugoniot was calculated for GS using its initial density, the Hugoniot
of a-Quartz [38] and the theory discussed in Section 4.4.1. Figure 5.11 shows
the porous Hugoniot, the Hugoniot of a-Quartz and the Hugoniot of GS from
the plate impact experiments. The difference between the porous Hugoniot
and Hugoniot of a-Quartz was small, which was because of the low initial
porosity of GS, 21.2 ± 0.2%, and the thermal properties of a-Quartz. The
Hugoniot of GS can be seen to be significantly far off the porous Hugoniot
even at several gigapascals of stress which was due to the high strength of the
a-Quartz grains [38]. As the grains still had strength, the material could form
partially compacted states rather than collapsing into a fully dense state.
The Hugoniot of GS in the stress region cannot be explained by a porous
Hugoniot as it is still porous and a shock compaction model is required.
P-a compaction model
A P-a compaction model, introduced in Section 4.4.3, was used to further
investigate the compacted state of GS. The Hugoniot of GS was converted
into Stress-Distension space using equation 4.10 and Porous Hugoniot and
is shown in Figure 5.12. Distension takes into account the effect of grain
compression and allows for the compaction behaviour to be investigated sep-
arately. A quadratic distension function with the form
α(σ) = 1 +
(
σs − σ
A
)2
, (5.7)
where A is a constant and σs is the stress when full compaction is reached,
was found to fit the plate impact results. The quadratic distension function
was chosen because it complies with the boundary conditions, discussed in
Section 4.4.3, and has been used to describe compaction in sands previously
[76–78]. The best fit of equation 5.7, with both A and σs as free parameters,
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Figure 5.11: The Hugoniot of Gosford Sandstone from Figure 5.10, the Hugo-
niot of a-Quartz [38] and the porous Hugoniot calculated using equation 4.6
and the initial volume of Gosford Sandstone. The difference between the
porous Hugoniot and Hugoniot of a-Quartz was small which was because of
the low initial porosity of Gosford Sandstone, 21.2± 0.2%, and the thermal
properties of a-Quartz. The Hugoniot of Gosford Sandstone can be seen to
be significantly far off the porous Hugoniot even at several gigapascals of
stress which indicates the material was forming partially compacted states
rather than collapsing into a fully dense state. The linear US − uP relation-
ship can be seen to not have a smooth transition to full compaction, so is
not a physical model for compaction.
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was found to be
α(σ) = 1 +
(
9.225− σ
20.23
)2
, R2 = 0.961, (5.8)
where R2 is the coefficient of determination of the fit and all the coefficients
are in gigapascals.
The quadratic distension function was constrained by using the elastic
limit of a-Quartz [38] as the stress when full compaction is reached. As
the elastic limit of crystalline a-Quartz is anisotropic, the elastic limit of
Fused-quartz, 9.57 GPa [38], was used to constrain the distension function.
Fused-quartz is a good stimulant of a fully compacted sandstone because of
its similar microstructure of multiple a Quartz grains in random orientations.
The best fit of equation 5.7 constrained with the elastic limit of Fused-quartz
was found to be
α(σ) = 1 +
(
9.57− σ
21.36
)2
, R2 = 0.958, (5.9)
where all the coefficients are in gigapascals.
Both the unconstrained and constrained quadratic distension functions
had a high coefficient of determination which indicated they both fitted the
data well. The difference between the coefficients of determinations for the
fits is small and the best fit coefficients are similar which indicates that the
use of the Fused-quartz elastic limit was appropriate and that full compaction
in porous geological materials occur at the elastic limit of the grain material.
The constrained quadratic distension function, shown in Figure 5.12, agreed
well with the shape of the compaction region of the plate impact results and
shows the smooth transition at full density, as required by the boundary
conditions discussed in Section 4.4.3. However, the quadratic function did
not meet up with the elastic region. To correct this discrepancy, a power law
distension function with the form
α(σ) = 1 +
(
σs − σ
A
)h
, (5.10)
5.3. DISCUSSION 99
Figure 5.12: The shock Hugoniot of Gosford Sandstone measured through
plate impact experiments shown in Stress-Distension space. The mean shock
speed for the elastic region from Figure 5.10, shown in red, was plotted for
reference. A quadratic distension function, shown in purple, was found to
fit compaction region of the plate impact data, but did not meet up with
elastic region. A power law distension function, shown in black, found not
to fit the compaction region as well as the quadratic function, but did meet
the elastic region. The quadratic distension function was found to best agree
with the measured data and should be used for describing compaction. The
poor performance of the power law distension function was partially due to
the large uncertainty in the elastic region. Both models were constrained
such that they had a smooth transition to full compaction, when a=1, at the
elastic limit of Fused-quartz, 9.57 GPa [38].
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where A and h are constants and σs is the stress which full compaction
is reached, was suggested. The best fit of the power law distension function
to the plate impact results, using the elastic limit of Fused-quartz as the full
compaction stress, was
α(σ) = 1 +
(
9.57− σ
14.77
)2.848
, R2 = 0.937, (5.11)
where the stress is in gigapascals, and is shown in Figure 5.12. The power
law does not fit the compaction region as well as the quadratic function,
but does meet the elastic region. The poor performance of the power law
distension function was partially due to the large uncertainlty in the elastic
region and the estimate of the elastic limit used to constrain the model.
Again, the power law function conforms to the smooth transition condition
at full compaction.
The transition form elastic to compaction behaviour in ductile materials,
such as metals, is a gradual process as the material begins to plastically de-
form. In brittle materials the transition to inelasticity may be more dramatic
as the material fractures before reorganising. A non-gradual transition was
seen in the Hugoniot of GS as there was a large change in volume after it
stopped behaving elastically. For modelling the compaction of porous ge-
ological materials, the quadratic distension function should be used and a
discontinuous transition should be used to link the elastic and compaction
regions, as shown in Figure 5.12.
5.4 Conclusions
A series of experiments on the Cambridge Plate Impact Facility were per-
formed to measure the shock Hugoniots of the geological materials in the
stress region of interest for blast mining. The shock speed was measured
directly during the experiments using a pair of sequential stress gauges in
each target and the particle speeds were deduced using impedance matching
and the known Hugoniot of the flyer materials. The stress rise time recorded
by the gauges was slow in the low stress GS experiments and resulted in
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large uncertainties in the arrival time at each gauge. The slow rise time was
attributed to the microstructure causing different parts of the wave front to
arrive at the gauge at different times.
LQG was found to have a constant shock speed with particle speed for
the stress range investigated. Also the shock speed was to found agree with
the acoustic sound speed, measured previously in Chapter 3, which indicated
that the wave propagation remained elastic. This elastic behaviour have been
seen previously in fully dense rocks in this stress region [27] and was due to
high strength of the crystalline grains which make up the material. Using
composite theory, the Hugoniot of LQG was predicted from its composition,
measured in Chapter 2. The prediction agreed with the plate impact results
and showed that the shock Hugoniot of a fully dense geological material can
be predicted from just its composition, as long as its shock response remains
elastic.
The Hugoniot of GS was found to consist of a small elastic region fol-
lowed by a compaction region at higher stresses. The shock speeds in the
elastic region did not agree with acoustic sound speed, measured previously
in Chapter 2, which was attributed to non-linear effects of the grain contacts,
as discussed in Chapter 3. A linear US −uP relationship was found to fit the
compaction region, which has been seen previously in the shock compaction
of sands and other porous materials.
The Porous Hugoniot for GS did not to differ significantly from the a-
Quartz Hugoniot due to the low initial porosity and low stresses which the
material is being subjected to. The Porous Hugoniot also showed that GS
did not achieve full compaction which was attributed to the high strength
of the a-Quartz grains and showed that compaction is an important process
for the stress region of interest for blast mining. The compaction region
of the Hugoniot was analysed using a P-a shock compaction model which
was chosen as it subtracts the effect of grain compression and allows the
compaction behaviour to be analysed separately.
Two distension functions were applied in the analysis: a quadratic and a
power law. Both were constrained to have a smooth transition to full com-
paction at the elastic limit of Fused-quartz, a simulant of a fully compacted
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sandstone. The quadratic was found to fit the compaction region well, but
did not meet up with the elastic region. A power law distension function
was found not to fit the compaction region as well as the quadratic, but
did meet up with the elastic region. Having considered the brittle failure
of GS at its elastic limit, the quadratic distension function with a discon-
tinuous transition from the elastic region was decided to be the best model
for compaction of porous geological materials. The experiments showed that
the P-a model could successfully be applied to sandstones, even though the
model was developed for ductile compaction of porous metals [177], and that
the boundary condition of a smooth transition to full compaction was also
valid for brittle compaction of sandstones. Although the compaction of GS
was not able to be fully predicted from its composition and microstructure,
this information did allow for in-depth analysis of the shock state and for the
distension function to be partially constrained. The analysis showed that al-
though physically constrained empirical distension functions can be used, a
fully physical distension function needs to be developed in order to accurately
predict shock compaction in sandstones.
Chapter 6
Fracture physics
This chapter discusses the theory of fracture and fragmentation, techniques
for measuring the dynamic fracture response of materials and previous frac-
ture studies on geological materials as a preface to the dynamic fragmentation
experiments, discussed in Chapter 7.
6.1 Fracture mechanics
Fracture is the nucleation and propagation of voids, or cracks, through a
material. All solid materials will eventually fracture under a certain critical
stress. The mechanism for crack growth depends on the material; cracks
in ductile materials grow through dislocation migration and crack growth in
brittle materials grow through the breaking of bonds [187]. Brittle materials,
like rocks, remain elastic until the stress is enough to cause crack growth and
results in catastrophic failure [187]. Cracks grow at a finite rate through
a material and the growth rate varies with loading stress. Under dynamic
loading conditions, the variable crack growth speed results in a strain rate
dependant mechanism.
There has been significant work in theoretically describing the phenomenon
of fracture . Theories of fracture have been developed to predict the critical
load which will cause crack growth and failure in the material by considering
the energetics of breaking bonds and creating a new surface [187, 188].
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Much of the fundamental theory of fracture was developed by Griffith
[188, 189]. By considering the energy balance in opening an elliptical crack
under uni-axial tensile stress, Griffith showed that as the crack grows it
will reach a critical equilibrium point. After this point, it is energetically
favourable for the crack to grow and will result in failure. The critical stress
of the equilibrium is given by
σ =
(
2EΓ
pic1A0
) 1
2
(6.1)
where E is the Young’s modulus of the material, Γ is the free surface energy,
A0 is the area and 2c1 is the crack length. Equation 6.1 is normally rewritten
as the Griffith criteria [188],
KI = σ
√
pic1, (6.2)
where KI is the fracture toughness, a material parameter, defined by
KI =
√
2EΓ
A0
. (6.3)
Applying the same energy balance method to sliding and tearing fracture
modes, shown in Figure 6.1, also results in the Griffith criterion, equation
6.1, but the fracture toughness is defined differently. Experimental work
done by Griffith and others [187, 188, 190], validated the Griffith criterion as
accurately describing crack growth in brittle materials. The energy balance
method applied by Griffith assumes the material is in stress equilibrium, so
does not predict the effect of rate on fracture.
The Griffith criterion shows the importance of crack size in material
strength and predicts the largest crack in a material will begin to grow at
the lowest stress and cause brittle failure. The size of pre-existing cracks is
limited by the size of the test sample and results in a reduction in the failure
stress with sample size for brittle materials. Figure 6.2 shows the effect of
sample size on failure stress in geological materials [191]. In materials with
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Figure 6.1: The three modes of fracture: I. Opening, II. Sliding and III.
Tearing. Taken from [187].
a large crack density there can be complex stress concentrations between
cracks which means failure is caused by a connected series of small cracks,
rather than the propagation of a single crack through pristine material [188].
Brittle failure of materials are based on the evolution and growth of
cracks, but inspection of some materials, even under a microscope, indicate
that no cracks are present. In such cases it is proposed that cracks develop
from tiny faults which have stress concentrations around them [188]. These
faults can caused by impurities, pores of trapped fluid, grain boundaries or
even stacking faults in the crystal lattice. The stress concentrations around
these faults means the material fails here rather than in the perfect material.
In such cases, the extremely small cracks mean the materials have a high
strength, consistent with the Griffith criterion.
6.2 Crack propagation speed
During dynamic loading, the rate at which mechanisms occur is important.
When a crack propagates it changes the stress field around it; reducing it
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Figure 6.2: Effect of sample length on the failure stress of various brittle
geological materials under quasi-static conditions. The small samples can
sustain a higher stress as their size limits the length of cracks that could be
present. Taken from [191].
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in some areas and increases it in others. The speed which cracks grow will
affect the stress profile of different parts of the material and how it finally
breaks up.
During dynamic fracture, the material is not in equilibrium, as was as-
sumed in the Griffith model. Mott adapted the Griffith analysis and added
kinetic energy into the energy balance analysis. Assuming a constant load
(the crack does not relax the tensile load) and the material remains elastic
Mott [192] predicted that the crack velocity is given by
vc =
(
2piE
Bρ
) 1
2
(
1− ci
c1
)
, (6.4)
where ρ is the density of the material, B is a constant and ci is the critical
crack length from the Griffith criterion, equation 6.1. The speed of the
propagation increases with crack length, so it will accelerate as the crack
grows. For long cracks the propagation speeds tends to a finite value
c1 →∞, vc →
(
2piE
Bρ
) 1
2
. (6.5)
Berry [190] extended this analysis for a material under constant displace-
ment (meaning the crack relaxes the stress) to give a crack propagation speed
given by
vc =
(
2piE
D0ρ
) 1
2
1− ci
c1
(
2− ci
c1
)(
1 +
αbc
2
1
ci2
1 + αb
)2
1
2
, (6.6)
where D0 is a constant and αb is defined by
αb =
2pic2i
A0
, (6.7)
where A0 is the cross-sectional area of the material.
Again, for large crack lengths the propagation speeds tends to a finite
value. Fracturing materials are generally not under constant load or dis-
108 CHAPTER 6. FRACTURE PHYSICS
placement, so the true behaviour lies between these predictions. Experi-
mental evidence [193, 194] and theory [188] has showed that cracks cannot
propagate faster than the sound speed in a material. This is important when
considering fracture from shock loading as a crack cannot propagate ahead
of the shock front. The crack speed model has assumed the material remains
perfectly-elastic, but if the material can deform plastically then the shock
front can move faster than the sound speed [7] and the deformation that
opens the crack can move faster than the elastic sound speed. Elastic-plastic
fracture involves dissipation of energy, so can not be as simply explained using
simple energy conservation analysis, but as plasticity is a fracture resisting
mechanism it will reduce the propagation speed [187].
6.3 Experimental techniques for dynamic frac-
ture
There are several experimental techniques which have previously been applied
to study dynamic fracture [7, 187, 195–198]. The techniques employ different
loading geometries to stress a sample in tension to cause fracture and can
be driven mechanically, electromagnetically, explosively or by impact. Fig-
ure 6.3 shows schematics of the different dynamic fracture techniques that
have been used in the literature. The description of each techniques is given
below:
I. Notched uni-axial tension experiments use a notched sample which is
put under tension using a mechanical testing machine or a tensile Hop-
kinson pressure bar. The notch creates a stress concentration and acts
as a crack nucleation. This technique produces a well defined stress
state, grows only one crack and the fracture toughness can be directly
measured, but it is limited to low strain rates by speed which a testing
machine can move and the material failing in the sample grips rather
than at the notch.
II. Notched bending experiments load a notched beam sample at three
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points to bend the material and cause tension in one side of the beam.
Like notched uni-axial tension, the loading causes a crack to grow from
the notch. This technique can be done at low rates in a mechanical
testing machine and high rates with a gun driven projectile used at the
central loading point. Although the loading state is well defined during
a bending test, the stress varies both along and across the sample beam.
III. Expanding ring experiments compressively load the internal surface of
a thin ring sample which causes circumferential tension. The tension
causes crack growth throughout the ring and it fragments into several
pieces. The technique can produce a range of rates if electromagneti-
cally driven and can achieve high rates with explosive loading. Loading
is uniform as the ring is thin and the loading state is well defined. Also
the entire sample is loaded at the sample time.
IV. Brazilian disc experiments compressively load a cylindrical sample in
the radial direction which causes tension at the centre in the transverse
direction. Low and high rates can be achieved using mechanical testing
machines or impact loading, but at high rates the loading becomes non-
uniform as the loading moves across the sample. The sample is also
loaded biaxially which can result in it failing through shear rather than
tension. Alignment with the anvils and accurate machining of samples
are also important such that failure occurs at the centre and not at the
anvils.
V. Point impact experiments launch a small projectile which causes com-
pressive loading radiating from the impact point and tension in the
circumferential direction which causes crack growth. Low rates can
be achieved with mechanical testing machines and high rates with gun
driven experiments. The loading state is complex, varies throughout
the material and is effected by the geometry and confinement of the
material. Instrumenting these type of experiments to observe fracture
are also difficult if the material is not transparent and if significant dam-
age occurs. There is also no clear method to derive a fracture toughness
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from these types of experiments.
VI. Encased explosive charge experiments detonate an explosive in a large
block of material. The explosion causes circumferential tension in the
surrounding material which causes crack growth. This method cannot
achieve low strain rates due to the use of explosives. Like point impact,
the loading state is complex, varies through out the material and is ef-
fected by the geometry and confinement of the material. Instrumenting
these type of experiments to observe fracture are also difficult if the
material is not transparent and if significant damage occurs. Also there
is no clear method to derive a fracture toughness from these types of
experiments.
VII. Spallation is a plate impact technique were the release waves from the
free surfaces of the plates meet in the target plate and interfere to create
a region of one dimensional tension. As spallation is a shock technique,
it is only for high strain rates. The loading state during spallation is
one dimensional and well defined, although the method does require the
material to be pre-shocked compressively which can cause damage prior
to the tensile loading.
The method chosen to investigate the fragmentation of geological materials in
this study was an explosively-driven expanding ring.This technique has pre-
viously been used to investigate the fragmentation of metals [192, 199–206]
and more recently ceramics [200]. This technique can also subject samples to
similar loading intensities as those felt in the crushed and fractured zones of
borehole detonations, as discussed in Chapter 1. Also the simple geometry
and radial symmetry of the technique makes it useful for validating predic-
tions from numerical simulation and theory [144, 192, 200, 204, 206–214].
The fragmentation experiments are discussed in the next chapter.
6.3. EXPERIMENTAL TECHNIQUES FOR DYNAMIC FRACTURE 111
0
 
I.
 
II
. 
II
I.
 
IV
. 
V
. 
V
I.
 
V
II
. 
F
ig
u
re
6.
3:
S
u
m
m
ar
y
of
d
y
n
am
ic
fr
ac
tu
re
te
ch
n
iq
u
es
:
I.
N
ot
ch
ed
u
n
i-
ax
ia
l
te
n
si
on
,
II
.
N
ot
ch
ed
b
en
d
in
g,
II
I.
E
x
-
p
an
d
in
g
ri
n
g,
IV
.
B
ra
zi
li
an
d
is
c,
V
.
P
oi
n
t
im
p
ac
t,
V
I.
E
n
ca
se
d
ex
p
lo
si
ve
ch
ar
ge
an
d
V
II
.
S
p
al
li
n
g.
T
h
e
so
li
d
b
lu
e
ar
ro
w
s
sh
ow
th
e
lo
ad
in
g
d
ir
ec
ti
on
an
d
th
e
re
d
d
as
h
ed
ar
ro
w
s
sh
ow
th
e
d
ir
ec
ti
on
of
te
n
si
le
st
re
ss
in
th
e
sp
ec
im
en
.
112 CHAPTER 6. FRACTURE PHYSICS
6.4 Fracture in geological materials
There have been many previous studies on the fracture toughness and tensile
strength of geological materials under both dynamic [197, 215–253] and quasi-
static [254–291] loading conditions. The studies showed that fracture in rocks
does conform to the Griffith criteria and that the failure stress of a rock
increases with strain rate. Fracture propagation theory explains the increase
in failure stress as cracks propagate at a finite rate, shown in equations 6.4
and 6.6. If a material is loaded quickly enough, a single crack does not have
time to propagate across the sample. As the material has not failed, the load
keeps increasing and will initiate growth of other cracks until the material
fails. Increasing the rate increases the number of cracks involved in forming
the failure of the material. Smaller cracks require a higher stress to initiate
growth, thus resulting in a higher failure stress as shown in equation 6.1.
The studies also showed the fracture toughnesses of rocks were dependant
on the crystal species and grain sizes present as they effect the mode of
fracture and the free surface energy, highlighting the importance of measuring
the composition and microstructure as well as the mechanical properties
when investigating geological materials. The anisotropic microstructure of
geological materials can also mean there are preferential directions for crack
growth and the fracture toughness can vary with orientation.
Previous fragmentation studies have involved either instrumented bore-
holes, detonation of an explosive charge in a large block or penetration ex-
periments. In all these techniques, the loading is not well defined and varies
throughout the sample. In order to develop a greater understand and vali-
date numerical simulations of fragmentation in geological materials, a series
of highly instrumented experiments with a well defined loading profile need
to be preformed.
6.5 Fragmentation theory
Under dynamic tensile stresses a material will fracture into several fragments
of different sizes and shapes [187]. Fragmentation theory is focused on pre-
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dicting where fractures will form and the attributes of the population of
pieces from the applied load, by statistically applying fracture mechanics.
Theory has been developed for the fragmentation of solids in one, two and
three dimensions and fragmentation of thin shells and rings [192, 199]. In
both cases, elastic and plastic brittle material models have been considered.
The theory has been shown to agree well with ring fragmentation experi-
ments on metals [192, 199–206] and ceramics [200], but has not previously
been applied to geological materials.
Geological materials are granular which means fracture can occur either
intergranularly or transgranularly [7, 187]. The prevalence of each mecha-
nism will depend on the loading rate, crystal species present, grain size and
intergranular bonding strength [7, 187]. Current fragmentation theory as-
sumes the material is isotropic and homogeneous [192], so may have limited
application to granular materials.
Fragmentation theory can be used to predict statistical distributions of
the fragment populations, commonly as a probability density function, f(x),
or cumulative fragment distribution, F (x), related by,
F (l) =
∫ l
0
f(x)dx. (6.8)
In contrast, fragmentation experiments commonly measure the fragment size
distribution through sieving and weighing the fragments which results in
the cumulative mass fraction distribution [192, 292]. Assuming a ring only
fractures radially, the mass of a fragment is related through,
m ∝ ρl, (6.9)
where m is the mass of a fragment, ρ is the density and l is the fragment
length. The cumulative mass fraction distribution, Fm(l), is given by,
Fm(l) =
∫ l
0
xf(x)dx∫∞
0
xf(x)dx
, (6.10)
Equation 6.8, 6.9 and 6.10 can be used to transform theoretical predictions
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and experimental results into the same variable space for comparison. During
fragmentation the heterogeneity in the material and the multiple deformation
mechanisms that may therefore be involved could result in a multi-modal
fragment distribution. The models described below are single modal, but
can be extended to give describe multi-modal fragment distributions.
6.5.1 Geometric fragmentation models
There have been several attempts to describe fragmentation of a ring through
statistical models of a body being geometrically divided up in a random man-
ner [212]. Lineau [192, 212] considered a line of material being randomly
fractured, with each point as likely to fail as another. Assuming the length
of the fragments is much less than the length of the material then the pro-
cess can be described using Poisson statistics [192] and the cumulative mass
distribution is then given by,
Fm(l) = 1−
(
1 +
l
λL
)
e
− l
λL , (6.11)
where λL is the average spacing between fractures.
6.5.2 Empirical fragmentation models
From analysis of various experimental studies, Grady and Kipp [192, 212]
postulated a simple modified Lineau equation for the cumulative fragment
distribution given by,
Fm(l) = 1− e−
l
µ , (6.12)
where µ is a constant.
A Weibull distribution has also been suggested and is defined by,
Fm(l) = 1− e−( lλ)
n
, (6.13)
where λ and n are the scale and shape parameters of the distribution, re-
spectively.
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Figure 6.4: Diagram showing the Mott waves propagating from a fracture
surface and releasing the circumferential tension in the ring, taken from [199].
6.5.3 Physical fragmentation models
Models have also been developed based on the physical mechanisms of frag-
mentation. One key step in understanding dynamic fragmentation is the
concept of Mott waves [192, 199]. A radially loaded ring will result in cir-
cumferential tension and under enough stress a fracture will grow. From this
fracture surface a release wave will propagate and relax the tension in the
material to zero stress. The release wave is known as a Mott wave, shown
schematically in Figure 6.4. Mott waves mean that the likelihood of fracture
is not equally likely in all areas of the ring as fractures will not grow in the
relaxed region behind the Mott wave. Mott waves add a rate effect, as cracks
need to grow entirely across the ring before the Mott wave arrives in order to
fragment the ring. The speed of the Mott wave is dependant on the mecha-
nism involved. If the material is behaving elastically up to fracture then the
Mott waves will move at the elastic sound speed. If the material is behaving
plastically then the Mott waves will move as diffuse waves governed by,
x(t) =
√
2Y t
ρε˙
, (6.14)
where x(t) is displacement of the wave front as a function of time, Y is the
plastic flow stress and ε˙ is the circumferential strain rate. By considering
release waves relaxing cracks before they fully propagate, Mott calculated a
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lower bound for fracture spacing given by,
x0 =
(
24Λ
ρε˙2
) 1
3
, (6.15)
where Λ is the fracture energy.
Mott and others [192, 199, 212] considered the different deformation
mechanisms prior to fracture, from which they derived statistical predictions
of the fragment size distribution. For elastic fracture it predicts,
f(l) =
4√
pil0
e
−
(
l
l0
)2
erf
(
l
l0
)
, (6.16)
where l0 is the length scale defined by,
l0 =
√
2σc
ε˙
, (6.17)
where c is the elastic sound speed. For plastic fracture it predicts,
f(l) =
β2n
4l0
(
l
l0
)3
e
− 1
4
(
l
l0
)2 ∫ 1
0
(1− y2)e− 34
(
l
l0
)3
y2
dy, (6.18)
where βn is defined by,
βn =
(
2nf
2nf + 1
) 1
2nf+1
(
Γ(nf +
1
2
)√
nfΓ(nf )
) 2nf
2nf+1
Γ
(
2nf
2nf + 1
)
(6.19)
and l0 is the length scale of the distribution defined by,
l0 =
(
3λf
4
(c
ε˙
)2) 13
, (6.20)
where nf and λf are the shape and scale factors of a Weibull distribution
describing the power-law fracture frequencies and Γ(x) is a Gamma function.
Although the full solutions are complex they can be evaluated computa-
tionally and used to predict fragment distributions. Importantly, the theory
shows the effect of different material parameters:
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• A higher loading rate(ε˙) increases the degree of fragmentation
• A higher plastic flow stress(Y ) reduces the degree of fragmentation
• A higher elastic sound speed(c) reduces the degree of fragmentation
These predicted trends agree with the general understanding of fragmenta-
tion and the effect of Mott waves. It is interesting to note that the elastic
and plastic analysis show different strain rate power laws: ε˙−
1
2 and ε˙−
2
3 ,
respectively.
Most materials will behave in between these two plastic and elastic frac-
ture predictions. The brittle nature of geological materials means the elastic
Mott fragmentation solution is more appropriate. For comparison against
experiments, the probability density functions for the elastic Mott fragmen-
tation solution, equation 6.16, can be converted into cumulative mass fraction
distributions using equation 6.10 resulting in,
Fm(l) =
1
1 +
√
pi
2
e
1
4
(
1− erf (1
2
)) {1− √pi
2
e
1
4 erf
(
1
2
)
− e− ll0
(
1+ l
l0
)
+
√
pi
2
e
1
4 erf
(
l
l0
+
1
2
)
−√pie− ll0
(
1 +
l
l0
)
erf
(
l
l0
)}
. (6.21)
6.5.4 Quasi-static and dynamic fragmentation
Under quasi-static loading a material has time to equilibrate during crack
growth and there are not the competing effects of the loading and Mott
waves experienced during dynamic loading [187]. This means the fragmen-
tation does not vary with strain rate at low strain rates and, commonly,
materials fail from the growth of a single crack [188]. This contradicts dy-
namic fragmentation theory which predicts that the degree of fragmentation
will continually reduce with reducing strain rate [187]. The quasi-static and
dynamic predications can be reconciled using an analytical transition from
one to another. The suggested forms of the transition include
x¯ =
4
ε˙
sinh
(
1
3
sinh−1
(
3
2
ε˙
))
(6.22)
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Figure 6.5: Schematic of the quasi-static dynamic transition in the strain rate
effect of fragmentation. Showing the dynamic only Grady [187] model and
the transitional Zhou [204] and Glenn and Chudnovsky [293] models. The
degree of fragmentation reduces with reducing strain rate in the dynamic
region until it reaches the quasi-static prediction at which point the degree
of fragmentation reduces no further and become independent of strain rate.
Taken from [200].
and
x¯ =
4.5
1 + 4.5ε˙
2
3
, (6.23)
where x¯ is the average fragment size and ε˙ is the strain rate, by Zhou et
al. [204] and Glenn and Chudnovsky [293], respectively. These models are
shown schematically in Figure 6.5. The strain rates of the expanding rings
in this study were high enough that they should be in the dynamic region
and not the intermediate region.
6.5.5 Summary
The geometric and empirical models have simple mathematical forms, but
they are not predictive and can not be used to derive material properties from
experimental data. The physical models have a more complex mathemati-
cal form, but are predictive and can be used to derive material properties.
All the models assume the rings are infinitely thin such that fractures from
instantaneously and purely radially. The rings in the experimental studies,
discussed in the next chapter, have a finite thickness due to the practicalities
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of the experiment and means that this assumption may not be valid. As
stated previously, the transitional models from dynamic to quasi-static frag-
mentation are unlikely to be required given the expected high strain rates of
the ring experiments in this study.
Previous ring fragmentation experiments have focussed on metals and this
technique has not been applied to rocks. The fragmentation models have only
been validated for metals and the experimental results from this study will
validate which of these models are appropriate for rock fragmentation. The
geometry and empirical models are likely to work equally well for rocks as
for metals as they are not based on material properties. The plastic physical
models are unlikely to be appropriate as the rock will not undergo ductile
failure, but the elastic physical models may be appropriate. Predictions from
these models are compared with fragmentation experiments on geological
materials in the next chapter.
6.6 Conclusions
From reviewing previous dynamic fracture techniques, an explosively-driven
expanding ring was chosen for to investigate the fragmentation of geological
materials in this study, discussed in Chapter 7. Current theory exists to
describe fracture, crack propagation speed and ring fragmentation of brittle
materials. The fracture and crack propagation theory has been shown to
be valid for geological materials. Previous studies have shown the fracture
toughness varies significantly between geological materials, which is due to
variations in composition and microstructure. The ring fragmentation the-
ory has been validated with metals and has not previously been applied to
geological materials, which is discussed in the next chapter.
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Chapter 7
Dynamic fragmentation
This chapter discusses the development of a model fragmentation experi-
ment implemented with the explosively-driven expanding ring experiments
performed on LQG. The results of these experiments are compared with
physical and empirical fragmentation models, introduced in Chapter 6, and
the microstructure of LQG, measured in Chapter 2, to better understand
the processes involved in the brittle fracture of geological materials. As dis-
cussed in Chapter 1, the costs associated with transportation and processing
in mining applications are determined by the fragment size of the rock after
blasting, so gaining a greater understanding of the fragmentation of rocks
under dynamic loading would allow for more efficient blasting practices [3].
7.1 Experimental method
A series of experiments were performed to investigate the fragmentation of
geological materials, verify if current fragmentation theory applies to them
and provide results to validate numerical simulation methods for fragmenta-
tion. The aims of these experiments were to subject the material to a well
defined load, observe the resulting fragmentation and measure the size of
the fragments produced. As discussed in Section 6.3, an explosively-driven
expanding ring technique was chosen to investigate the fragmentation of geo-
logical materials in this study as it produces a well defined loading state and
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can achieve strain rates similar to blast mining applications, ε˙ ≈ 103−104 s−1
[3].
The apparatus used in the explosively driven expanding ring experiments
is shown, schematically, in Figure 7.1. The apparatus consists of a copper
cylinder with an explosive charge inside and a thini ring of rock on the
outside. A capacitor bank was used to initiate a detonator and explosive,
which sent a shock wave through the metal cylinder and into the ring sample.
The shock wave caused the ring to expand outwards. The expansion caused
circumferential tension which fracturing the ring. The experiments were
performed in an explosives chamber and an extractor fan was used to remove
exhaust gases. Each experiment was instrumented with laser velocimetry
to measure the outer surface velocity of the ring, high speed photography
to observe the fragmentation and fracture pattern through a window in the
explosive chamber and soft capture to retain the fragments of the samples for
size analysis. The copper cylinder design is shown in Figure 7.2 and consists
of a 22 mm diameter cylinder with a hollow insert to hold the explosive
charge. The ring samples were aligned with its side 35 mm from the closed
end of the assembly which positions the ring sample directly around the
centre of the explosive charge. The positioning means the shock wave loads
the entire length of the sample at the same time. The dimensions of the
design were chosen to be similar to ring experiments on low shock impedance
metals that have produced the desired strain rates [294, 295].
7.1.1 Explosive charge
The explosive charge consists of a RP-501 EBW detonator from Teledyne
Risi, inc. [296] and 8 mm diameter by 1 mm thick discs of Primasheet 1000
C3, a PETN based explosive, from Ensign-Bickford Aerospace and Defence
[297]. Four different loading intensities were generated by using between zero
and three discs of Primasheet with the detonator. The mass of Primasheet
used in each experiment was measured using a set of weighing scales. The
explosive and detonator were chosen as they are relatively insensitive, so
reducing the likelihood of accidental initiation. A similar charge design has
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Capacitor 
bank 
Soft capture 
Detonator 
Explosive 
Laser velocimeter High speed camera 
Ring sample 
Metal cylinder Explosives chamber 
Window 
Camera lighting 
Mirror 
Extractor fan 
Figure 7.1: Schematic of the apparatus used in the expanding ring frag-
mentation experiments. A capacitor bank was used to initiate a detonator
and explosive which sent a shock wave through the metal cylinder and into
the ring sample. The ring expanded outwards and fragmented. The ex-
periment was performed in an explosives chamber and an extractor fan was
used to remove exhaust gases. Each experiment was instrumented with laser
velocimetry, high speed photography and soft capture.
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been used previously in ring experiments on metals and has been shown to
produce the desired strain rates [294, 295].
7.1.2 High speed photography
An Invisible Vision UHSi 12-24 Ultra High Speed Framing Camera and an
Opteka mirror lens with a 500 mm focal length was used to take high speed
photographs of the rings fragmenting. The camera took 12 images in quick
succession then another 12 images after a 10 ms delay. The delay is due to
downloading the first set of images from the camera into the memory before
taking the second set of images. Images were taken every 1 ms with a 0.5 ms
exposure time. The camera images had a resolution of 1082 by 974 pixels.
The experiments were illuminated using flash lamps.
7.1.3 Velocimetry
A laser heterodyne velocimeter (HET-V) [298] was used to measure the veloc-
ity of a point on the outer surface of the ring sample during the experiment.
The HET-V, shown schematically in Figure 7.3, consists of a laser split into
two channels and one is sent to a moving surface. The light reflected off the
moving surface is frequency shifted due to the Doppler effect [298]. The re-
flected light is recombined with light directly from the laser, converted into a
signal using a detector and recorded using an oscilloscope. The difference in
frequencies between the direct and reflected light results in a beating signal.
The beat frequency of the signal is related to the velocity through,
ve =
λ0
2
fb, (7.1)
where ve is the expansion velocity, λ0 is the wavelength of the laser and fb is
the beat frequency.
The HET-V system used in the experiments has a wavelength of 1550 nm,
1 mm diameter spot size and could record velocities of up to 1.9 km s−1 using
a 2.5 GHz 7254 Tektronix Digital Oscilloscope with a sampling frequency of
20 GHz. The output of the HET-V for each experiment was converted into a
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Figure 7.3: Schematic of a laser heterodyne velocimeter. The laser is split
into two channels and one is sent to the moving surface. The light reflected off
the surface is frequency shifted due to the Doppler effect [298]. The reflected
light is recombined with light directly from the laser, converted into a signal
using a detector and recorded using an oscilloscope.
sonogram using a Fast Fourier Transform(FFT). A Gaussian curve was fitted
to find the beat frequency at each interval of the sonogram and converted into
velocity using equation 7.1. The precision of the technique was dependant
on the window length of the FFT. A window length of 16384 points (819 ns)
was found to produce a good balance between temporal and velocimetric
precision for the ring experiments. The velocimeter was pointed at a section
of the outer surface on the opposing side of the ring to that which was being
observed by the high speed photography.
7.1.4 Soft capture
To understand the fragmentation process it is useful to analyse the frag-
ments after failure. Fragments were retained in the ring experiments by
slowing down and capturing them in a soft material surrounding the experi-
ment, shown in Figure 7.1. Soft capture materials are required to bring the
fragments to rest within 20 mm, from velocities of up to 300 ms−1, with-
out causing further fragmentation on impact. Polyethylene glycol (PEG)
has been used previously as a soft capture material in expanding ring exper-
iments [294, 295]. PEG is a soft material with a low melting point and is
water soluble, which is advantageous for casting the soft capture material and
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for fragment extraction. PEG has a low flammability, which makes it useful
from a safety perspective, given its close proximity to the explosion. PEG is
available in different molecular weights. The degree of polymerisation effects
the mechanical properties of PEG. Preliminary testing of different molecular
weights of PEG were performed, to find which was the most appropriate and
to check on the survivability of fragments on impact.
Three different average molecular weight PEG were tested for suitability
as the soft capture material: 600, 1000 and 1450 AMU. The suitability of
the different molecular weight PEG were determined by impacting small
fragments of the geological material into them and checking whether the
fragments were retained in the material and remained in one piece afterwards.
The fragments were placed into a hollow projectile and accelerated up to
speed using a 1
2
inch calibre, smooth bore gas gun. The gas gun was fired
using high pressure nitrogen gas with a 4.25 mm choke to produce the desired
impact velocities. Figure 7.4 shows the calibration curve of firing pressure
and muzzle velocity. 50 × 50 × 25 mm targets were cast from each of the
candidate soft capture materials. The targets were held against a mass in
front of the gas gun, as shown in Figure 7.5, and the velocity of the fragments
were measured using a set of light gates at the end of the barrel. Upon impact,
the projectile was arrested at the surface and the fragment penetrated into
the material.
The suitability of the soft capture materials were determined from in-
specting the targets after impact and judged on two measures: whether the
fragment remained whole and whether the fragment was contained in the
soft capture material. The results of the testing are summarised in the Table
7.1. Fragments of LQG did not survive in test 3 on PEG500 as they pene-
trate through the entire material and broke on the rear surface. Conversely,
fragments were found to break on impact with PEG1450 at 0.245 km s−1.
Fragments of LQG were found to survive all the impacts on PEG1000 and
was chosen for the soft capture material in the ring experiments.
GS fragments were found to break on impact at 0.127 km s−1 into PEG500,
the softest of the materials tested. The low strength of GS meant the capture
material would have to be very soft and slow down the fragment over a large
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Figure 7.4: Firing pressure - muzzle velocity calibration curve for the gas
gun used in testing soft capture material. The function y = 1.92e13.2x− 1.92
was found to best fit the data.
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High pressure gas 
Light gate Soft capture material 
Fragment 
Projectile 
Clamp 
Mass 
Capture tank a. 
b. 
Figure 7.5: a. Schematic and b. Photograph of the apparatus used to test
the suitability of different soft capture materials. High pressure gas was used
to fire fragments into targets of candidate soft capture materials to determine
their suitability. The muzzle velocity was measured using light gates and the
target was held against a large mass.
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distance which was not feasible within the containment vessel available. As
a suitable soft capture material was not found for GS, the ring experiments
were only performed on LQG.
The soft capture assemblies for the expanding ring experiments were made
by melting the soft capture material and casting a 25 mm layer onto the in-
side a 150 mm diameter steel tube using a mould. After the experiments, the
soft capture material with embedded fragments was removed from the steel
tube and melted in an oven at 80◦C. The hot mixture of molten PEG and
fragments were separated using vacuum filtration performed in an oven at
80◦C, to keep the PEG above its melting temperature. The separated PEG
was reused in other experiments. The extracted fragments were inspected
and contaminants, such as fragments of copper from the expanding tubes,
were removed manually. The quality of the filtration process is discussed
in Section 7.2.3. It was found that melting rather than dissolving the soft
capture material was preferable as there was less liquid to filter and allowed
for the PEG to be recovered and reused more easily. The extracted frag-
ments were then sieved and weighed to measure their size distributions for
comparison with fragmentation theory, discussed in Section 6.5.
7.1.5 Sample design and preparation
Ring samples were prepared from LQG using diamond coated core drills to
cut the internal and external surfaces and a diamond saw to cut the ring
thickness. Figure 7.6 shows a typical ring sample. The nominal dimensions
chosen for the ring were an inner diameter of 30 mm, outer diameter of
22 mm and thickness of 4 mm which gives the ring an approximately square
cross-section of 4×4 mm. The dimensions and tolerances achieved during
machining the samples are given in Table 7.2. The rings were machined such
that the flat surfaces were parallel, but this process resulted in slight varia-
tion in thickness between samples. The difference of centres is the distance
between the centres of the outer and inner diameter of the ring. The aver-
age grain size in LQG was 0.45 mm, see Chapter 2, which meant there were
about 9 grains between the inner and outer surfaces. The dimensions were
7.1. EXPERIMENTAL METHOD 131
T
e
st
S
o
ft
ca
p
tu
re
m
a
te
ri
a
l
F
ra
g
m
e
n
t
m
a
te
ri
a
l
M
u
zz
le
v
e
lo
ci
ty
(v
/k
m
s−
1
)
S
u
rv
iv
a
l
C
o
n
ta
in
m
e
n
t
1
P
E
G
14
50
L
Q
G
0.
13
4
Y
es
Y
es
2
P
E
G
14
50
L
Q
G
0.
24
5
N
o
N
o
3
P
E
G
60
0
L
Q
G
0.
13
9
N
o
Y
es
4
P
E
G
60
0
L
Q
G
0.
24
8
Y
es
Y
es
5
P
E
G
10
00
L
Q
G
0.
14
5
Y
es
Y
es
6
P
E
G
10
00
L
Q
G
0.
15
7
Y
es
Y
es
7
P
E
G
10
00
L
Q
G
0.
24
9
Y
es
Y
es
8
P
E
G
10
00
L
Q
G
0.
34
1
Y
es
Y
es
9
P
E
G
60
0
G
S
0.
12
7
N
o
Y
es
10
P
E
G
60
0
G
S
0.
15
1
N
o
Y
es
T
ab
le
7.
1:
S
u
m
m
ar
y
of
fr
ag
m
en
t
su
rv
iv
ab
il
it
y
an
d
co
n
ta
in
m
en
t
te
st
in
g
of
so
ft
ca
p
tu
re
m
at
er
ia
ls
.
O
n
ly
P
E
G
10
00
w
as
fo
u
n
d
to
b
e
a
su
it
ab
le
so
ft
ca
p
tu
re
m
at
er
ia
l
of
L
ak
e
Q
u
ar
ry
G
ra
n
it
e
(L
Q
G
)
fr
ag
m
en
ts
.
N
o
su
it
ab
le
m
at
er
ia
l
w
as
fo
u
n
d
fo
r
G
os
fo
rd
S
an
d
st
on
e
(G
S
).
132 CHAPTER 7. DYNAMIC FRAGMENTATION
Figure 7.6: Photograph of a ring sample of Lake Quarry Granite to be used
in the expanding ring fragmentation experiments. A ruler, units in mm, has
been placed next to the ring sample for scale.
chosen such that the rings were thin, to minimise loading variations in the
sample, but thick enough to contain a representative number of grains and
still being machinable. A section of the outer surface of each ring was coated
with retro-reflective paint, to reflect the laser from the velocimeter. A flat
section of the ring was painted white to provide more contrast against the
background for high speed photography. These coatings are thin and weak
compared to the rock, so should not have effected the mechanical response
of the ring.
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Inner diameter 22.29±0.05 mm
Outer diameter 30.53±0.05 mm
Thickness 4.16±0.16 mm
Difference of centres 0.2±0.2 mm
Mass 3.79±0.11 g
Table 7.2: Average dimensions and mass of the ring samples of Lake Quarry
Granite for the expanding ring fragmentation experiments. The difference of
centres is the distance between the centre of the outer and inner diameter of
the ring.
7.1.6 Cylindrical loading
The loading profile during expanding ring experiments varies due to the cylin-
drical geometry of the propagation and the decaying loading pulse from the
explosive input. If the ring is assumed to behave elastically up to the point of
fracture and exhibit no plastic behaviour then the variation in loading can be
described using the Lame´ equations [299] for a ring. These are derived from
considering a radial deformation and the resultant strains in the material.
Using the constitutive laws for plane stress and compatibility, the variation
in radial and tangential stresses with radius are given by
σrr = A− B
r2
(7.2)
and
σθθ = A+
B
r2
, (7.3)
where A and B are constants and r is the radius. Using cylindrical polar
coordinates, the Lame´ equations and the boundary conditions, the variation
in stresses as a function of radius are given by
σrr = −Pa
(a
r
)2
, (7.4)
σθθ = Pa
(a
r
)2
, (7.5)
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σzz = 0, (7.6)
τrθ = Pa
(a
r
)2
, (7.7)
τrz =
Pa
2
(a
r
)2
, (7.8)
τrz =
Pa
2
(a
r
)2
, (7.9)
where Pa is the pressure on the internal surface from the explosive, r is the
radius, a is the internal radius of the ring and the subscripts use the standard
convention for stresses in cylindrical polars.
The stress state of the ring is summarised as a Mohr’s circle [300] in
Figure 7.7, tension is taken as positive stress and compression is taken as
negative stress. If the material remains elastic, as shown in Chapter 5, then
all loading and release waves propagate at the sound speed. The distance the
wave propagates though is small, so attenuation can be assumed to be neg-
ligible. Using equation 7.4, the reduction in stress at the external diameter
from the internal diameter of the planned ring design was 0.54.
7.1.7 Derivation of stress and strain rate
The expansion velocity of the ring can be used to deduce the loading stress by
considering the shock interacting with the outer surface. Figure 7.8 schemat-
ically shows the three states of the shock interacting with the outer surface:
The compressive wave travels out radially until it reaches the outer surface.
The large difference in impedance between the solid and air means the shock
wave is reflected back inwards as a tensile shock wave. The tensile wave then
propagates back into the ring. In Chapter 5, LQG was shown to remain
elastic in the 0 to 8 GPa stress range. If the sample remains elastic on load-
ing and release, the particle speed of the shock is half that of the expansion
velocity. The Hugoniot, also measured in Chapter 5, can then be used to
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τ 
σ σzz σθθ σrr 0 
a 
Figure 7.7: Mohr’s Circle [300] of the stress state in the expanding ring
calculated using the Lame´ equations and boundary conditions. Tension is
taken as positive stress and compression is taken as negative stress.
convert the particle speed into the stress at the outer surface,
σb =
ρ0cve
2
, (7.10)
where ve is the expansion velocity, ρ0 is the initial density and c is the sound
speed of LQG. Using equation 7.5 the loading stress on the internal surface
is given by
σa =
(
b
a
)2
ρ0cve
2
, (7.11)
where b is the outer radius of the ring sample. The strain rate of the circum-
ferential expansion at the outer surface can also be derived using the Lame´
equations [301] and is given by,
ε˙bθθ =
ve
b
. (7.12)
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Figure 7.8: Diagrams showing the three stages of the shock interacting with
the outer surface of the ring: a. compressive wave propagating outwards,
b. reflection of the wave at the free surface and c. reflected tensile wave
propagating back inwards. Compression is taken as positive stress in the
diagrams. After reflection the front of the wave passes through the release.
The resulting stress will be a superposition of the two parts of the wave.
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Experiment Charge mass (mc/g)
1 0.00± 0.00
2 0.00± 0.00
3 0.221± 0.001
4 0.236± 0.001
5 0.464± 0.001
6 0.452± 0.001
7 0.697± 0.001
8 0.662± 0.001
Table 7.3: Mass of Primasheet used in each expanding ring experiment.
The strain rate of the circumferential expansion at the inner surface is given
by
ε˙aθθ =
(
b
a
)3
ε˙bθθ. (7.13)
Using this method, the expansion velocity measured during the experiment
and the geometry can be used to calculate the input stresses and strain rates
of the loading without requiring the processes in the cylinder walls or the
explosive charge to be understood.
7.2 Results
This section lists the high speed photography, velocimetry, fragment size
analysis and fractography results of the ring fragmentation experiments. The
meaning of the results are discussed in Section 7.3. Ring experiments were
performed on samples of LQG using the four different loading intensities
with two experiments at each intensity. Table 7.3 shows the charge mass of
explosive used in each experiment.
7.2.1 High speed photography
As discussed in Section 7.1, the camera observed the side of each of the
ring samples during the experiments. Figure 7.9 shows a typical high speed
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photography image sequence from a single ring experiment. The sample
begins as a solid ring, cracks can then be seen to initiate and grow in the
material due to the arrival of the loading. The cracks continue to grow until
they reach the edges of the ring. Once enough cracks have grown completely
across the ring, fragments form which then move off outward. On the outer
surface, the cracks can be seen to be equally spaced and aligned in a radial
direction. On the inner surface, the cracks have grown diagonally as well
as radially. In both cases, the fracture surfaces can be seen to be rough.
The images also show the ring forms a distribution of different fragment
sizes, from sub-millimetre up to 4 mm. The photography also shows that
the time taken to form fragments was not instantaneous, as assumed in the
fragmentation models for expanding rings discussed in Section 6.5, and took
of the order 10 ms.
Figure 7.10 shows the final high speed image taken for each of the exper-
iments, which shows their final fragmented states. The degree of fragmen-
tation and crack spacings can be seen to vary between experiments. Frag-
mentation models for expanding rings, discussed in Section 6.5, assume a
infinitesimally thin ring with which the fractures are purely radial and form
instantaneously. The cracks in the rings studied here have mainly grown
along radial lines, but the fracture surfaces are rough. Non-radial crack-
ing can be seen in all experiments and spalling in the ring can be seen in
experiments 4 and 5.
The high speed photography allowed for the crack growth and fracture
patterns in the rings to be observed which was useful for interpreting the
results from the other diagnostics, but did not give any qualitative results
for comparison with fragmentation, other than broad estimates of the time
and length scale of the fragmentation. The high speed photography did
observe differences between the fracture in the experiments and the idealised,
instantaneous and smooth fracture assumed in the fragmentation models
which may mean they are not appropriate and may not accurately predict
the fragment size distributions of the experiments.
A full collection of all the image sequences taken during the expanding
ring experiments can be found in appendix A.
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30.6µs 31.6µs 32.6µs 
33.6µs 34.6µs 35.6µs 
46.1µs 47.1µs 48.1µs 
49.1µs 50.1µs 51.1µs 
10 mm 
Figure 7.9: High speed photography image sequence of expanding ring frag-
mentation experiment 1. The time above each image denotes the time since
initiation of the detonator in the experiment. The ring sample can be seen
to stretch, fracture radially and move off outwards as fragments.
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1. 2. 3. 
4. 5. 6. 
7. 8. 
Figure 7.10: High speed photography images of the final fragmented state
57.1 ms after initiation of the detonator in each experiment. The labels de-
note the experiment number for each image. Experiments 1 & 2 used only a
detonator, experiments 3 & 4 used a detonator and 0.2 g of explosive, exper-
iments 5 & 6 used a detonator and 0.5 g of explosive and experiments 7 & 8
used a detonator and 0.7 g of explosive. The degree of fragmentation can be
seen to vary between each experiment and, broadly, increases with the mass
of explosive used. The rings mainly fractured along radial lines, but there is
also some fracturing in other directions and spalling of material.
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7.2.2 Velocimetry
Figure 7.11 shows a typical HET-V output signal, sonogram and extracted
velocity profile for an expanding ring experiment. The recorded output of
the detector is converted into a sonogram using a FFT. The beat frequency is
extracted from the sonogram for each time step and converted into a velocity,
using equation 7.1, to give the velocity-time profile of the outer surface of
the ring. The velocity profile for each experiment was calculated using this
method and are shown in Figure 7.12. The velocity profiles all had a similar
shape and the arrival of the loading waves occurred at similar times in each
experiment, at approximately 25-30 ms after the initiation of the detonator.
The expansion velocity rises rapidly to a peak, due to the arrival of the load-
ing wave, then reduces as the ring stretches followed by a constant velocity
plateau where the ring has fragmented and is in free flight. The start of
the rise in the traces was not always captured due to the low sensitivity of
the technique at low velocities and the speed of the rise. The peak velocity
reached during the rise and the average velocity of the plateau region of the
velocity profiles in Figure 7.12 are shown in Table 7.4 alongside the charge
mass for each experiment. The peak expansion velocity does not correlate di-
rectly with the charge mass, due to two effects in the experiment: the failure
of the cylinders and the size of the gap between the charge and detonator.
Inspection of the cylinders after the experiments showed that they had failed
by forcing out the threaded end cap. The failure of the confinement would
effect the load transmitted to the ring as it allows the high pressure gas driv-
ing the expansion to escape and would explain the variability in expansion
velocity between experiments. The size of the gap in the charge will affect
the coupling of the detonator to the explosive and reduce the overall intensity
of loading on the copper cylinder and the ring sample [4]. The explanation
for the shape of the velocity profiles is discussed in Section 7.3.
Two anomalous phenomena can be seen in the velocity profiles in Fig-
ure 7.12: Experiment 2 has significant oscillations in its velocity trace and
experiment 7 has a second step in its velocity trace. They are not artefacts
of the analysis as they were seen in the sonograms. For experiment 2, the
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Experiment Charge mass Peak velocity Plateau velocity
(mc/g) (v
p
e/ms
−1) (vfe /ms
−1)
1 0.00± 0.00 60.4± 1.3 52.9± 1.3
2 0.00± 0.00 44.8± 0.6 43± 4
3 0.221± 0.01 76.0± 1.0 72.7± 1.0
4 0.236± 0.01 85.2± 0.6 71.8± 1.5
5 0.464± 0.01 122.9± 1.5 118.3± 1.5
6 0.452± 0.01 100.4± 0.6 94.2± 1.5
7 0.697± 0.01 101.4± 0.6 99.0± 0.8
8 0.662± 0.01 - -
Table 7.4: Peak and plateau velocities shown along side the charge mass for
the each expanding ring experiments. Broadly, a larger charge mass results
in a larger peak velocity although there is some variation depending on how
the copper cylinder fails in each experiment.
peak velocity was taken as the height of the first rise and the plateau velocity
was taken as the mean of the oscillating region. For experiment 7, the peak
and plateau velocities were taken from the first rise. The origins of these
anomalies are discussed in Section 7.3.
Table 7.5 shows the calculated stresses and strains rates in experiments
using the measured peak velocities and the method described in Section 7.1.7.
The calculations showed that at the inner surfaces the loading stress ranged
from 0.6 to 1.7 GPa and the circumferential strain rate ranged from 7.5×103
to 2.1× 104 s−1.
7.2.3 Fragment size analysis
Fragments were extracted from the soft capture material using the procedure
described previously in Section 7.1.4. Table 7.6 shows the percentage of mass
recovered for each experiment. The variation in the percentage recovered
was due to incremental improvement in the process and the variation in the
violence of the explosion. The loss of material was due to some fragments
being launched out the ends of the cylinder of capture material. The loss was
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Experiment Ring mass Mass recovered Fraction
(mr/g) (ms/g) (fr/%)
1 3.8829± 0.0010 1.1603± 0.0010 29.9± 0.3
2 3.6599± 0.0010 2.0909± 0.0010 57.1± 0.6
3 3.6436± 0.0010 2.0962± 0.0010 57.5± 0.6
4 3.8363± 0.0010 2.3020± 0.0010 60.0± 0.6
5 3.4901± 0.0010 2.9897± 0.0010 85.7± 0.9
6 3.6508± 0.0010 1.6328± 0.0010 44.7± 0.4
7 3.7107± 0.0010 1.2905± 0.0010 34.8± 0.3
8 3.9585± 0.0010 0.5909± 0.0010 14.9± 0.1
Table 7.6: Mass of ring samples and recovered material from the soft capture
for each expanding ring experiment.
equally likely for small fragments as for large fragments, so would not produce
any systematic errors and the fragment distributions were still representative.
Some loss also occurred during the filtering process where small, powder-
like, fragments adhered to the filter paper. The mass of these powder-like
fragments was small, so would not have a significant effect on the fragment
mass distributions used in the fragment analysis.
The fragments were sieved and weighed to measure the fragment size
distribution for each experiment. The pass sizes of the sieves were: 140 mm,
250 mm, 300 mm, 560 mm, 710 mm, 1000 mm, 2000 mm and 3000 mm. The results
of the sieving are shown as histograms in Figure 7.13 and as cumulative size
distributions in Figure 7.14. A distribution of fragment sizes were produced
in each experiment and the average fragment size can be seen to, broadly,
reduce as the charge mass increases. A complete list of results of the fragment
size analysis can be found in appendix B. Having converted the fragment
size distributions in the cumulative mass fraction distribution, they were
compared with distributions predicted by fragmentation models.
The Lineau, Weibull, Grady-Kipp and elastic Mott fragmentation models
defined by equations 6.11, 6.13, 6.12 and 6.16, respectively, were numerically
fitted to the results of the expanding ring experiments. Figure 7.15 shows the
best fit for each fragmentation model to expanding ring experiment 3. The
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elastic Mott fragmentation model captures the shape of the distribution for
the small size fragments, but does not agree well for the large size fragments.
The Lineau and Weibull models fit the large size fragments well, but not the
small size fragments. The Grady-Kipp model does not capture the shape
of the distribution well. The goodness of fit for each of the fragmentation
models was quantified using the coefficient of determination, R2, [25] and
are shown in Table 7.7 for each model and data set. Overall, the Weibull
model best fits the fragment size distribution. The Elastic Mott model,
which is based on fracture theory and has only one free parameter, captures
the shape of the distribution well and suggests that Mott fragmentation
theory is valid for geological materials. The Weibull distribution has two
free parameters, one more than the Elastic Mott model, which meant it was
more likely to produce a better fit as its shape is more pliable. Both the
Weibull distribution and the Elastic Mott model were used in analysis of the
results as they both agreed so well with the experimental data. The best fit
Weibull distributions are shown with the measured cumulative fragment size
distributions in Figure 7.14 and the parameters are listed in Table 7.8. Table
7.9 shows the length scale parameters of the fitted elastic Mott models for
each dataset. The fragment size distributions and fragmentation models are
discussed further in Section 7.3.
7.2.4 Strain rate effect on fragmentation
As seen in Figure 7.13 and Figure 7.14, the fragment size varies between
experiments and generally reduces with mass of explosive used, although the
charge mass does not directly relate to strain rate as discussed. Figure 7.16
shows the variation in shape and scale parameters of the Weibull distribution
fitted to the fragment size distributions with circumferential strain rate at
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Experiment Lineau Weibull Grady-Kipp Elastic Mott
1 0.987 0.999 0.909 0.998
2 0.962 0.985 0.870 0.970
3 0.992 0.995 0.934 0.999
4 0.985 0.994 0.990 0.966
5 0.970 0.992 0.905 0.986
6 0.995 0.992 0.969 0.991
7 0.989 0.990 0.979 0.977
8 0.969 0.984 0.907 0.985
Mean 0.981 0.991 0.933 0.984
Table 7.7: Coefficients of determination for each fragmentation model fitted
to the measured fragment size distributions. Overall, the Weibull model best
fits the fragment size distribution. The elastic Mott model also agrees well
with the experimental results.
Experiment Scale parame-
ter (λ/mm)
Shape param-
eter (n)
Coefficient of
determination
(R2)
1 2.23± 0.06 2.08± 0.12 0.999
2 3.8± 0.4 2.2± 0.6 0.985
3 1.32± 0.11 1.8± 0.3 0.995
4 0.72± 0.06 1.17± 0.17 0.995
5 0.81± 0.06 2.6± 0.7 0.992
6 0.63± 0.05 1.5± 0.3 0.993
7 0.62± 0.06 1.3± 0.3 0.991
8 0.79± 0.09 2.4± 0.8 0.984
Table 7.8: Parameters of the Weibull distributions fitted to the cumulative
fragment size distributions for each expanding ring experiment. The errors
given with the scale and shape parameters are the 95% confidence bounds of
the fit.
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Figure 7.15: Cumulative mass distribution of expanding ring experiment
3 with the Lineau, Weibull, Grady-Kipp and Elastic Mott fragmentation
models numerically fitted. The elastic Mott and Weibull models can be seen
to fit the data well. The Lineau model fits the large size fragments well, but
not the small size fragments. The Grady-Kipp model does not agree with
the experiment. Overall the Weibull model best agrees with the experiment.
The Elastic Mott model, which is based on fracture theory and has only one
free parameter, captures the shape of the distribution well and suggests that
Mott fragmentation theory is valid for geological materials.
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Experiment Length scale
parameter
(l0/mm)
Coefficient of
determination
(R2)
1 0.95± 0.04 0.998
2 1.6± 0.2 0.970
3 0.55± 0.02 0.999
4 0.27± 0.04 0.966
5 0.37± 0.04 0.986
6 0.25± 0.02 0.991
7 0.24± 0.03 0.977
8 0.35± 0.04 0.985
Table 7.9: Length scale parameters of the elastic Mott model fitted to the
cumulative fragment size distributions for each expanding ring experiment.
The errors given with the scale and shape parameters are the 95% confidence
bounds of the fit.
the outer surface calculated from the measured expansion velocities. The
Weibull parameters that describe the grain size distribution of the original
LQG, measured in Chapter 2, have been added for reference. Initially the
scale parameter can be seen to reduce with strain rate, as expected, but when
it reaches the grain size it then remains constant. This result is significant
as it contradicts fragmentation theory, which predicts that the fragment size
should always keep reducing with strain rate. The limit of the fragment size
at the grain size suggests the granular structure was effecting the fragmen-
tation of the rock. The cause and implications of these results are discussed
in Section 7.3. Figure 7.17 shows the variation in length scale parameter of
the elastic Mott fit to the fragment size distributions with circumferential
strain rate. Again, the length scale parameter initially reduces with strain
rate and then remains constant at a level after a strain rate of 5.5× 103 s−1.
Polynomials were fitted to the initial reducing fragment size with strain rate
regions for both the Weibull and elastic Mott scale parameters for reference,
the equations were
λ = (2.48× 10−7 mm s2)(6630 s−1 − ε˙)2 + 0.45 mm, R2 = 0.989, (7.14)
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and
l0 = (9.91× 10−8 mm s2)(6630 s−1 − ε˙)2 + 0.258 mm, R2 = 0.988, (7.15)
respectively, where λ is the scale parameter of the Weibull distribution, ε˙
is the circumferential strain rate at the outer surface,R2 is the coefficient of
determination of the fit and l0 is the length scale parameter of the elastic
Mott distribution.
7.2.5 Fractography
The fracture surfaces of large fragments from the expanding rings were exam-
ined using an optical microscope. The fracture surfaces, shown in Figure 7.18,
were rough and the height and spacing of the roughness were seen to be on
a similar scale to the grain size, 0.45 mm, which indicated the rock fractured
intergranularly.
7.3 Discussion
This section combines the photography, velocimetry, fragment size analy-
sis and fractography results to understand the fragmentation process that
occurred during the experiments and discusses how this compared to frag-
mentation theory.
7.3.1 Expansion velocity profile
In general, the expansion velocity traces from the experiments followed the
same profile; a rapid increase in velocity followed by a small retardation then
a region of constant speed. This sequence can be explained by considering
the passage of the loading and Mott waves [192, 199] through the sample.
The effect of the loading and Mott waves on the expansion velocity, circum-
ferential stress and energy are shown diagrammatically in Figure 7.19.
The initial rise is caused by the arrival of the shock wave from the ex-
plosion. The wave reflects off the free surface leaving the material moving
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Figure 7.16: Weibull distribution parameters of the fragment size distribu-
tions with strain rate for the expanding ring experiments: a. Shape param-
eter and b. Scale parameter. The red dashed line is the shape and scale
parameters of the Weibull distribution that describes the grain size distribu-
tion of Lake Quarry Granite, from Chapter 2, have been added for reference.
The strain rate from experiment 7 was used for experiment 8 as no velocime-
try was recorded. The shape parameters of the fragments are close to that
of the grain size and difference does not significantly change the shape of the
Weibull distributions. Initially, the scale parameter reduces with strain rate
as expected, but stops when it reaches the grain size and remains constant
with strain rate as the rock is fracturing intergranularly. A quadratic equa-
tion, shown in maroon, was found to fit the initial reducing region of the
data.
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Figure 7.17: Length scale parameter of the numerically fitted elastic Mott
fragmentation models with strain rate for the expanding ring experiments.
The strain rate from experiment 7 was used for experiment 8 as no velocime-
try was recorded. Initially, the length scale parameter reduces with strain
rate, but stops reducing when it reaches a length scale of 0.26 mm and re-
mains constant. A quadratic equation, shown in maroon, was found to fit
the initial reducing region of the data.
a. b. 
200 µm 
 
200 µm 
 
Figure 7.18: Optical microscope side-view images of the fracture surfaces of
large fragments from: a. experiment 2 and b. experiment 3. The edges in
both cases are rough and the peaks spacing of the roughness are on a similar
scale to the grain size of Lake Quarry Granite, 450 mm, which indicates the
rock fractured intergranularly.
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at twice the particle speed as the material loads and releases elastically, as
shown in Chapter 5. Some structure was seen in the initial rise in some ex-
periments, this may be due to roughening of the shock front caused by the
heterogeneity in the material or separation of the wave front into an elastic
wave and plastic wave in the copper cylinder wall. The arrival of the wave
produces a step in expansion velocity and kinetic energy of the ring and
begins circumferential stretching, shown in Figure 7.19.
Retardation of the outer surface, after the initial rise, is due to the stretch-
ing of the ring. The expansion velocity is reduced as kinetic energy is con-
verted to elastic potential energy in circumferentially stretching the ring,
shown in Figure 7.19. The stretching causes circumferential tension and ini-
tiates the growth of radial fractures. The constant velocity region is after
the material has been released and the fragment is flying freely through the
air. The relaxation of the circumferential tension is caused by the arrival of
a Mott wave [192, 199], generated from the free surface of a newly formed
fracture.
Experiment 2 has significant oscillations in its velocity trace. These are
not artefacts of the velocity analysis as they can be seen in the sonogram.
The oscillation could have been due to the observed fragment vibrating lon-
gitudinally. The period of these oscillations were 2.6 ms which, using the
equation for longitudinal vibration of a beam [302], equates to a fragment
length of 3.5 mm. The fragment length is similar to those observed in the
high speed photography of this experiment and suggests vibration of the
fragment is a plausible explanation.
Experiment 7 has a second step in its velocity trace. The time between the
step and the initial rise, approximately 8 ms, is too long for this to be caused
by spalling [7] in the ring. The time is consistent with a wave reflected off
the other side of the copper cylinder. The rise could also be due to fragments
colliding with each other as the inner material could be moving faster than
the outer material.
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Figure 7.19: Schematic of effects of the loading wave, ring stretching, arrival
of the Mott wave and free flight parts of the loading profile of the expanding
ring experiments on: a. Outer surface velocity, b. Circumferential stress and
c. Energy.
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7.3.2 Fragmentation models
Several different geometric, empirical and physical fragmentation models
were fitted to the fragment size distributions from the expanding ring exper-
iments. The best fitting distribution was found to be a Weibull distribution,
although this did not completely capture the shape of the small fragment
region. The predicted elastic Mott fragment size distribution fitted the small
fragment region better, but overall not as well as the Weibull distribution.
The range of coefficients of determination for all the fragmentation models
was small, between 0.870 and 0.995. This shows even the worst models still
get close to the shape of the distribution and the difference between the
accuracy of the fragmentation models is small.
The discrepancies between the experimental results and the fragmenta-
tion models is due to the granular nature of LQG and assumed geometry
of the models. The results of the fragmentation experiments showed that
the sample fractured intergranularly, meaning the fractures did not occur
randomly throughout the material, as assumed by the models. The rings in
the experiment had a finite thickness due to machining limitations and in
order to have sufficient number of grains across the sample. The fragmenta-
tion models assume an infinitesimally thin ring which fractures radially only.
Fractography and high speed photography showed that the fracturing was
not purely radial and that the sample failure was three dimensional.
7.3.3 Strain rate effects
The fitted fragmentation model parameters and velocimetry measurements
were combined to show the effect of strain rate on fragmentation, Figure 7.16
and Figure 7.17. The elastic Mott and Weibull distributions both showed the
fragment size reduces with loading strain rate until ≈ 6× 103 s−1. After this
point, the size of the fragments remains constant with increasing strain rate.
The fragment size for the constant region is similar to the grain size of the
material measured in Chapter 2.
As seen in the high speed photography and fractography, the fracture sur-
faces produced were rough, on the same scale of the microstructure, which
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suggested that the sample fractured intergranularly. As the failure mech-
anism was intergranular, the microstructure has implications on the frag-
mentation process. Increasing the loading rate reduces the fragment size, as
explained by Mott fragmentation theory, until the fragments near the grain
size, which has not been seen before in fragmentation experiments. If the fail-
ure is dominated by intergranular fracturing then, the material only breaks
down into the grains and no further. This effect is the cause of the constant
fragment size region seen in the experiment. The fracture toughness will be
higher in the crystalline grains then the disordered boundary region which
means cracks will preferentially grow in the boundaries rather than in the
grains and the material fractures intergranularly. Under a high enough strain
rate the grains will eventually fragment as the Mott waves from the intergran-
ular cracks will not arrive quickly enough and the fragment size will reduce
below the grain size. The conditions needed to cause intragranular fracture
did not occur in the strain rate region investigated in these experiments.
Using equations from Section 7.1.7, the geometry of these ring experiments,
the grain size of LQG and the elastic limit of Fused Quartz [38], the strain
rate and expansion velocity required to reach the stress to yield the grains
would be ≈ 3× 106 s−1 and ≈ 30 km s−1, respectively, which are two orders
or magnitude greater than the loading used in these experiments and outside
the region of interest for mining applications.
The elastic Mott fragmentation model predicts a relationship; l0 ∝ ε˙− 12 ,
but this was found to disagree with the observations in the fragment distribu-
tions and a quadratic relationship was found to fit best, although there were
a limited number of data points in this region. The discrepancies between
the strain rate experimental results and elastic Mott fragmentation model
were due to the model assuming a homogeneous material and does not take
into account the granular nature of the material.
7.4 Conclusions
Explosively-driven expanding ring experiments were performed on LQG to
understand the fragmentation of geological materials at the strain rates that
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occur during blast mining. The experiments were instrumented with high
speed photography to observe fracture growth, velocimetry to measure the
expansion velocity profile and soft capture to retain the fragments for size
analysis. Preliminary testing of soft capture materials, using a gas gun, found
that molecular weight 1000 AMU Polyethylene Glycol was able to capture
LQG fragments without damaging them. No suitable soft capture material
was found for GS, so the ring experiments were only performed on LQG.
The photography showed the rings predominately fractured radially, as
predicted by fragmentation theory, but some transverse cracking was ob-
served on the inner region of the ring and spallation of the outer surface
in one experiment. The velocimetry showed the expansion velocity rapidly
increased with the arrival of the loading wave, then reduced as the ring
stretched until it fractures. Once fracture has occurred, the Mott waves re-
lease the tension in the ring and the expansion velocity remains constant as
the fragments are in free flight. The circumferential strain rate and stress
of the loading pulse were derived from the velocimetry for each experiment
using stress field theory and the Hugoniot, measured in Chapter 5. The
timing of the arrival of the Mott waves in the velocimetry coincided with
the onset of fracture observed in the high speed photography. The velocime-
try of experiment 2 contained large oscillations in the velocity which were
attributed to axial vibration of the formed fragment. The fragments from
each experiment were extracted from the soft capture material using hot vac-
uum filtration and sieved to measure their fragment size distributions. The
shapes of the distributions were compared against fragmentation models and
a Weibull distribution was found to best fit the results, although the elastic
Mott prediction also agreed well.
Comparison of the Weibull fragment size parameters with strain rate
showed the fragment reduced with increasing strain rate, as predicted by
fragmentation theory, but stopped reducing when the fragment size reached
the grain size of the rock, measured previously in Chapter 2, and remained
constant with strain rate. The limitation of the fragment size was attributed
to the material failure being dominated by intergranular fracture and was
confirmed by the rough fracture surfaces observed in the high speed photog-
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raphy and fractographic analysis of the fragments. The results demonstrated
the importance of microstructure in the fragmentation of geological materials
and other granular materials which is not considered in current fragmenta-
tion models. It should also be noted that this analysis was only possible due
to the microstructure having been quantified in Chapter 2.
The expanding ring technique has not previously been applied to geo-
logical materials and the results quantitatively showed the importance of
microstructure in the dynamic fragmentation of geological materials, for the
first time. The limiting of fragmentation by grain size is not predicted by
current fragmentation theory, mainly developed for metals. The limiting of
fragmentation by grain size is likely to occur in other structured materials,
ceramics, composites, biomaterials, and metals, if in the regime where the
fragment size approaches the length scale of structural features and if there
are disparities between the strengths of the binding and internal materials.
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Chapter 8
Conclusions
The aims of this thesis were to gain a greater insight into the behaviour
of geological materials during blast mining and relate this behaviour to mi-
crostructural and compositional features. Two geological materials were fo-
cused on; Lake Quarry Granite and Gosford Sandstone.
The composition and microstructure of the materials were quantified
using energy-dispersive X-ray spectroscopy, optical microscopy, X-ray com-
puted tomography and image processing. The composition and microstruc-
ture were used later in analysis of the mechanical response of the rocks.
Microstructural analysis of the geological materials showed that boundaries
between like grains were unable to be resolved in the XCT images, but were
resolvable in the optical microscope images. Grain boundaries between dif-
ferent crystal species were able to be resolved by both imaging methods.
The acoustic sound speed measurements showed LQG had a high sound
speed; similar to single crystal minerals, and GS had a slow sound speed;
significantly slower than the sound speed in single crystal a-Quartz. The
fractional reduction of both the longitudinal and shear sound speeds in GS
were found to be 39.5±0.5% those of single crystal a-Quartz, which indicated
a geometric retardation effect. A simple geometric model of the microstruc-
ture indicated the reduction in sound speeds could not be explained by wave
path extension due to porosity and secondary effect was occuring. A spherical
grain Hertzian contact model showed transmission across grain boundaries
163
164 CHAPTER 8. CONCLUSIONS
could significantly reduce the sound speed to the level observed in GS. It was
concluded that the slow sound speed in GS was due to both path extension
to avoid porosity and slow transmission across grain boundaries.
Using detonation theory, the stress region of interest for blast mining was
identified as 0 to 12 GPa. The Hugoniots of each geological material were
measured in this region through a series of plate impact experiments. The
Hugoniot of LQG was found to remain elastic in this region and the shock
speed agreed with the elastic longitudinal sound speed measured previously.
Composite theory was successfully used to predict the shock Hugoniot of
LQG by combining values for the elastic moduli of the component minerals
from the literature. The Hugoniot of GS was found to follow a linear US-uP
relationship, as seen in previous shock studies on sands and other sandstones.
The simple linear relationship did not correctly predict behaviour at full com-
paction and a more physical model was required. A P-a shock compaction
model was successfully applied to the Hugoniot of GS, even though the model
was developed for ductile compaction of porous metals [177]. Two distension
functions were applied in the analysis: a quadratic and a power law. Both
were constrained to have a smooth transition to full compaction at the elas-
tic limit of Fused-quartz, a simulant of a fully compacted sandstone. The
quadratic was found to fit the compaction region well, but did not meet up
with the elastic region. A power law distension function was found not to
fit the compaction region as well as the quadratic, but did meet up with
the elastic region. Having considered the brittle failure of GS at its elas-
tic limit, the quadratic distension function with a discontinuous transition
from the elastic region was decided to be the best model for compaction of
porous geological materials. The analysis of the GS resulted in a method
for a physically consistent pressure-volume relationship for the compaction
region of a porous geological material’s Hugoniot based on its composition
and microstructure.
Explosively-driven expanding ring experiments were performed to investi-
gate the fragmentation of geological materials. This technique was developed
for testing metals and has not previously been performed on geological ma-
terials. The experiments were instrumented with high speed photography,
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velocimetry on the outer surface and soft capture. Preliminary testing of dif-
ferent molecular weight PEG using a small gas gun found that PEG1000 was
capable of soft capturing fragments of LQG impacting at up to 340 m s−1.
No suitable soft capture material was found for GS, so the fragmentation
experiments were only performed on LQG. The loading stresses and strain
rates were deduced from the expansion velocity measurements using elastic
stress field theory, shock physics and the shock Hugoniot of LQG, measured
previously. Geometric, physical and empirical fragmentation models were
compared against the measured fragment size distributions and a Weibull
distribution was found to best agree with the results. The fragments re-
duced in size as the loading strain rate increased until the fragment size
approached the grain size, measured previously. After this level was reached,
the fragment size reduced no further with strain rate due to the material
being dominated by intergranular fracture. This limitation of fragmentation
by the grain size has not been previously observed and is not predicted by
fragmentation theory. Fractographic analysis also confirmed LQG fractured
intergranularly. The limiting of fragmentation by grain size is likely to occur
in other structured materials, ceramics, composites, biomaterials, and met-
als, if in the regime where the fragment size approaches the length scale of
structural features and if there are disparities between the strengths of the
binding and grain materials.
It should be noted that the analysis of the shock compression results using
composite theory and shock compaction models would not have been possible
without comprehensive knowledge of the composition and microstructure of
the geological materials. Also, the analysis of the fragmentation experiments
required the Hugoniot and microstructure of LQG. This demonstrates the
value of measuring multiple physical properties on the same material in order
to allow greater analysis of results and create greater scientific understanding
from the experiments.
The results from this research are useful for aiding the development of
numerical simulations of blast mining, which are used to design more efficient
borehole arrangements for blasting. Firstly, the elastic sound speeds and
Hugoniots are useful as simple input parameters for simulations. Secondly,
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the wave speed is often assumed to be constant in simple modelling of blast
mining, which was shown to be appropriate for fully dense rocks, but not for
porous rock. The variable wave speed was due shock compaction, which was
shown to occur in porous geological materials at blast mining stresses. The
Hugoniot of GS and the P-a compaction modelling could be used to more
accurately predict the wave speeds and produce more physical simulations of
blasting in porous rock.
The measured fragment size distributions and velocimetry can be used
for validating numerical simulations of fracture in geological materials. The
ring fragmentation experiments are easier to simulate than boreholes or ex-
periments on large bodies of rock, seen previously in the literature, due to
the radial symmetry of the loading and thin sample thickness. The limita-
tion of fragment size by grain size seen in the experiments has implications
to blast mining as it means there is a limit to the damage in the crush region
of the borehole. The limit of damage means less energy will be lost to the
crush zone and more is transmitted into the body compared with the assump-
tion that fragment size is not being limited. The limitation is not predicted
by fragmentation theory and shows the importance of microstructure when
modelling geological materials.
Chapter 9
Further work
There are several areas of potential further work leading on from this study
which are listed below:
1. Development of a physical shock compaction model for porous geo-
logical materials and relating coefficients in existing empirical shock
compaction models to physical properties
2. Plate impact experiments on porous rocks at higher stresses to reach
a fully compacted state and to investigate the effect of initial porosity
and moisture content on shock compaction
3. Investigate the compacted state of porous rocks using re-shock and
release plate impact experiments
4. Confirm the elastic unloading of fully dense geological materials through
release plate impact experiments
5. Investigate the effect of strain rate on the compaction of porous rocks
under dynamic conditions using a split Hopkinson pressure bar appa-
ratus
6. High pressure press experiments on porous rocks to investigate com-
paction under comparable stresses to the plate impact experiments, but
under quasi-static loading
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7. Diamond anvil cell experiments could be performed to measure the
mechanical properties of component crystals in LQG, so that the ac-
tual values could be used in predicting the rock properties rather than
relying on literature or modelling results
8. Using a gun driven apparatus to investigate ring fragmentation at lower
strain rates to find the variation of fragment size with strain rate for
granular materials
9. Using higher powered explosives or change the geometry of the cop-
per cylinder to investigate ring fragmentation at higher strain rates to
fragment the rock to below the grain size
10. Identify a suitable soft capture method to perform ring fragmentation
experiments on GS and other weak geological materials
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Appendix A
High speed photography
This appendix contains the high speed photography image sequences from
the expanding ring fragmentation experiments performed on LQG, discussed
in Chapter 7.
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202 APPENDIX A. HIGH SPEED PHOTOGRAPHY
Experiment 1: Sequence 1 of 2
23.6 ms 25.6 ms 27.6 ms
28.6 ms 29.6 ms 30.6 ms
31.6 ms 32.6 ms 33.6 ms
34.6 ms 35.6 ms 36.6 ms
The label below each image indicates the time since the initiation of the
detonator.
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Experiment 1: Sequence 2 of 2
47.1 ms 48.1 ms 49.1 ms
50.1 ms 51.1 ms 52.1 ms
53.1 ms 54.1 ms 55.1 ms
56.1 ms 57.1 ms 58.1 ms
The label below each image indicates the time since the initiation of the
detonator.
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Experiment 2: Sequence 1 of 2
23.6 ms 25.6 ms 27.6 ms
28.6 ms 29.6 ms 30.6 ms
31.6 ms 32.6 ms 33.6 ms
34.6 ms 35.6 ms 36.6 ms
The label below each image indicates the time since the initiation of the
detonator.
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Experiment 2: Sequence 2 of 2
47.1 ms 48.1 ms 49.1 ms
50.1 ms 51.1 ms 52.1 ms
53.1 ms 54.1 ms 55.1 ms
56.1 ms 57.1 ms 58.1 ms
The label below each image indicates the time since the initiation of the
detonator.
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Experiment 3: Sequence 1 of 2
23.6 ms 25.6 ms 27.6 ms
28.6 ms 29.6 ms 30.6 ms
31.6 ms 32.6 ms 33.6 ms
34.6 ms 35.6 ms 36.6 ms
The label below each image indicates the time since the initiation of the
detonator.
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Experiment 3: Sequence 2 of 2
47.1 ms 48.1 ms 49.1 ms
50.1 ms 51.1 ms 52.1 ms
53.1 ms 54.1 ms 55.1 ms
56.1 ms 57.1 ms 58.1 ms
The label below each image indicates the time since the initiation of the
detonator.
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Experiment 4: Sequence 1 of 2
23.6 ms 25.6 ms 27.6 ms
28.6 ms 29.6 ms 30.6 ms
31.6 ms 32.6 ms 33.6 ms
34.6 ms 35.6 ms 36.6 ms
The label below each image indicates the time since the initiation of the
detonator.
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Experiment 4: Sequence 2 of 2
47.1 ms 48.1 ms 49.1 ms
50.1 ms 51.1 ms 52.1 ms
53.1 ms 54.1 ms 55.1 ms
56.1 ms 57.1 ms 58.1 ms
The label below each image indicates the time since the initiation of the
detonator.
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Experiment 5: Sequence 1 of 2
23.6 ms 25.6 ms 27.6 ms
28.6 ms 29.6 ms 30.6 ms
31.6 ms 32.6 ms 33.6 ms
34.6 ms 35.6 ms 36.6 ms
The label below each image indicates the time since the initiation of the
detonator.
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Experiment 5: Sequence 2 of 2
47.1 ms 48.1 ms 49.1 ms
50.1 ms 51.1 ms 52.1 ms
53.1 ms 54.1 ms 55.1 ms
56.1 ms 57.1 ms 58.1 ms
The label below each image indicates the time since the initiation of the
detonator.
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Experiment 6: Sequence 1 of 2
23.6 ms 25.6 ms 27.6 ms
28.6 ms 29.6 ms 30.6 ms
31.6 ms 32.6 ms 33.6 ms
34.6 ms 35.6 ms 36.6 ms
The label below each image indicates the time since the initiation of the
detonator.
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Experiment 6: Sequence 2 of 2
47.1 ms 48.1 ms 49.1 ms
50.1 ms 51.1 ms 52.1 ms
53.1 ms 54.1 ms 55.1 ms
56.1 ms 57.1 ms 58.1 ms
The label below each image indicates the time since the initiation of the
detonator.
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Experiment 7: Sequence 1 of 2
23.6 ms 25.6 ms 27.6 ms
28.6 ms 29.6 ms 30.6 ms
31.6 ms 32.6 ms 33.6 ms
34.6 ms 35.6 ms 36.6 ms
The label below each image indicates the time since the initiation of the
detonator.
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Experiment 7: Sequence 2 of 2
47.1 ms 48.1 ms 49.1 ms
50.1 ms 51.1 ms 52.1 ms
53.1 ms 54.1 ms 55.1 ms
56.1 ms 57.1 ms 58.1 ms
The label below each image indicates the time since the initiation of the
detonator.
216 APPENDIX A. HIGH SPEED PHOTOGRAPHY
Experiment 8: Sequence 1 of 2
23.6 ms 25.6 ms 27.6 ms
28.6 ms 29.6 ms 30.6 ms
31.6 ms 32.6 ms 33.6 ms
34.6 ms 35.6 ms 36.6 ms
The label below each image indicates the time since the initiation of the
detonator.
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218 APPENDIX A. HIGH SPEED PHOTOGRAPHY
Experiment 8: Sequence 2 of 2
47.1 ms 48.1 ms 49.1 ms
50.1 ms 51.1 ms 52.1 ms
53.1 ms 54.1 ms 55.1 ms
56.1 ms 57.1 ms 58.1 ms
The label below each image indicates the time since the initiation of the
detonator.
Appendix B
Fragment size analysis
This appendix lists the fragment size distribution measurements from the
expanding ring fragmentation experiments performed on LQG, discussed in
Chapter 7.
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Pass Band (mm) Mass Fraction (%)
0− 140 −0.04± 0.09
140− 250 0.13± 0.09
250− 300 0.25± 0.09
300− 560 4.12± 0.09
560− 710 4.14± 0.09
710− 1000 8.15± 0.09
1000− 2000 39.70± 0.09
2000− 3150 28.97± 0.09
3150− 6000 14.58± 0.09
Table B.1: Fragment size distribution of expanding ring experiment 1.
Pass Band (mm) Mass Fraction (%)
0− 140 0.03± 0.02
140− 250 0.02± 0.02
250− 300 0.16± 0.02
300− 560 2.31± 0.02
560− 710 2.45± 0.02
710− 1000 4.62± 0.02
1000− 2000 17.16± 0.02
2000− 3150 16.05± 0.02
3150− 6000 57.20± 0.02
Table B.2: Fragment size distribution of expanding ring experiment 2.
Pass Band (mm) Mass Fraction (%)
0− 140 0.13± 0.05
140− 250 0.23± 0.05
250− 300 0.99± 0.05
300− 560 15.60± 0.05
560− 710 13.77± 0.05
710− 1000 16.95± 0.05
1000− 2000 37.63± 0.05
2000− 3150 13.53± 0.05
3150− 6000 1.18± 0.05
Table B.3: Fragment size distribution of expanding ring experiment 3.
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Pass Band (mm) Mass Fraction (%)
0− 140 8.15± 0.06
140− 250 15.36± 0.06
250− 300 9.38± 0.06
300− 560 22.45± 0.06
560− 710 8.80± 0.06
710− 1000 11.14± 0.06
1000− 2000 17.15± 0.06
2000− 3150 7.36± 0.06
3150− 6000 0.22± 0.06
Table B.4: Fragment size distribution of expanding ring experiment 4.
Pass Band (mm) Mass Fraction (%)
0− 140 0.11± 0.11
140− 250 0.48± 0.11
250− 300 2.27± 0.11
300− 560 27.89± 0.11
560− 710 28.10± 0.11
710− 1000 17.70± 0.11
1000− 2000 22.76± 0.11
2000− 3150 0.91± 0.11
3150− 6000 0.00± 0.11
Table B.5: Fragment size distribution of expanding ring experiment 5.
Pass Band (mm) Mass Fraction (%)
0− 140 5.10± 0.08
140− 250 13.99± 0.08
250− 300 12.03± 0.08
300− 560 30.33± 0.08
560− 710 9.79± 0.08
710− 1000 10.07± 0.08
1000− 2000 15.61± 0.08
2000− 3150 2.94± 0.08
3150− 6000 0.14± 0.08
Table B.6: Fragment size distribution of expanding ring experiment 6.
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Pass Band (mm) Mass Fraction (%)
0− 140 5.86± 0.13
140− 250 18.20± 0.13
250− 300 13.69± 0.13
300− 560 24.08± 0.13
560− 710 7.79± 0.13
710− 1000 10.64± 0.13
1000− 2000 18.06± 0.13
2000− 3150 1.76± 0.13
3150− 6000 0.08± 0.13
Table B.7: Fragment size distribution of expanding ring experiment 7.
Pass Band (mm) Mass Fraction (%)
0− 140 −0.1± 0.2
140− 250 −0.2± 0.2
250− 300 0.9± 0.2
300− 560 40.0± 0.2
560− 710 21.2± 0.2
710− 1000 13.4± 0.2
1000− 2000 22.3± 0.2
2000− 3150 3.4± 0.2
3150− 6000 0.1± 0.2
Table B.8: Fragment size distribution of expanding ring experiment 8.
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