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Abstract
In human-computer interaction (HCI), one of the technological goals is to build human-
like artificial agents that can think, decide and behave like humans during the interaction.
A prime example is a dialogue system, where the agent should converse fluently and coher-
ently with a user and connect with them emotionally. Humanness and emotion-awareness
of interactive artificial agents have been shown to improve user experience and help attain
application-specific goals more quickly [45]. However, achieving human-likeness in HCI
systems is contingent on addressing several philosophical and scientific challenges. In this
thesis, I address two such challenges: replicating the human ability to 1) correctly perceive
and adopt emotions, and 2) communicate effectively through language.
Several research studies in neuroscience, economics, psychology and sociology show that
both language and emotional reasoning are essential to the human cognitive deliberation
process [41, 89, 90]. These studies establish that any human-like AI should necessarily be
equipped with adequate emotional and linguistic cognizance. To this end, I explore the
following research directions.
• I study how agents can reason emotionally in various human-interactive settings for
decision-making. I use Bayesian Affect Control Theory [81], a probabilistic model of
human-human affective interactions, to build a decision-theoretic reasoning algorithm
about affect. This approach is validated on several applications: two-person social
dilemma games, an assistive healthcare device, and robot navigation.
• I develop several techniques to understand and generate emotions/affect in language.
The proposed methods include affect-based feature augmentation of neural conver-
sational models, training regularization using affective objectives, and affectively di-
verse sequential inference.
• I devise an active learning technique that elicits user feedback during a conversation.
This enables the agent to learn in real time, and to produce natural and coherent
language during the interaction.
• I explore incremental domain adaptation in language classification and generation
models. The proposed method seeks to replicate the human ability to continually
learn from new environments without forgetting old experiences.
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Chapter 1
Introduction
Human-computer interaction (HCI) is at the center of many artificial intelligence (AI)
systems, including voice search, augmented reality, healthcare assistance, video games and
automated customer service. As AI becomes increasingly mainstream, there is a pressing
need to make the interactive experience seamless and engaging for the users, much like
a human-human interaction. Thus, in many AI applications, the goal of the artificial
agent is to think, decide and act like humans. A prime example is voice or text based
conversational systems, where the agent should converse fluently and coherently with the
user, and sound natural. In fact, the entire field of Artificial General Intelligence (AGI) is
dedicated to building machines that can carry out all intellectual tasks that are humanly
possible. However, there are several theoretical and empirical challenges associated with
achieving human-likeness in AI. One of these challenges is to adequately perceive and
produce human emotions (also called affect). The other challenge is to understand and
generate human language.
Emotions play a significant role in how humans perceive, behave and make decisions
in any given situation. This has been corroborated by research in neuroscience [41, 101],
economics [4], psychology [89] and sociology [74]. These studies from very different fields
show that emotional reasoning is an essential component of cognitive deliberation. Fur-
thermore, human decisions are heavily reliant on the way humans interact with each other
and their surroundings.
Language is another vital component of human cognition. The Sapir-Whorf hypoth-
esis in Anthropology says that language influences our thinking process, and may even
determine it [90]. Other studies in behavioral economics and psychology indicate that the
structure of language may influence our behaviour as well as memory [34, 54]. For instance,
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languages that grammatically equate the present and the future foster more future-oriented
behavior (e.g., saving more money) [34]. Similarly, different languages capture event de-
scriptions differently, which has important consequences for eye-witness memory [54]. In
fact, psychologists have even suggested that internal dialogue (talking to oneself, also
known as verbal thinking) is important for higher-level thinking and decision making [5].
In light of these studies, we can establish that any AI that seeks to interact effectively
with humans should be equipped with both affective cognizance and adequate linguistic
capabilities, at the very least. Simple positive-negative sentiment analysis or basic knowl-
edge of linguistic rules is not enough. To this end, this thesis explores how to develop
human-like AI by endowing machines with the ability to:
1. reason emotionally in various human-interactive settings to make decisions,
2. understand and generate affect in language,
3. produce coherent and fluent language, and
4. adaptively learn about multiple domains/topics through language.
In the following sections, I briefly delve into each of these aspects and describe the
contributions of this thesis.
1.1 Affective Decision Making
Affect Control Theory (ACT) [74] is a useful tool for affective reasoning and decision-
making in different interactive situations. It is a socio-mathematical theory of affective
interactions between humans. ACT posits that humans learn and maintain a set of shared
cultural affective sentiments about individuals, situations and events, and map these sen-
timents to a three dimensional continuous vector space. These mappings, which can be
measured through large-scale user studies, encode a set of social prescriptions that lead to a
highly desirable state of social order, or equilibrium. Humans use this affective ecosystem to
make predictions about what others will do, and to guide their own behaviour. In addition,
they always seek to increase the affective alignment with others. BayesAct [80, 81] gen-
eralizes ACT by modeling human-machine affective interactions as a partially-observable
Markov decision process (POMDP). In BayesAct, affective states are represented by prob-
ability distributions, which allows decision-theoretic reasoning about affect.
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For a given interactive setting and affective identities of the two interactants, ACT pro-
vides the optimal affective action (a single point in the 3D affective space) for maximizing
alignment. However, humans are crafty and devious, and often use their cognitive abilities
to go beyond these prescriptions. Given enough planning resources (e.g. time), they like
to find strategies that are individually beneficial and culturally acceptable, while being
affectively sub-optimal1. BayesAct, being a POMDP, allows an agent to explore this facet
of human nature by letting it plan in the affective space.
In Chapter 3 of this thesis, starting from the principles of BayesAct, I explore how
planning beyond cultural prescriptions can help an agent devise deceptive or manipulative
strategies, much like humans.
1.1.1 Contributions
1. I describe how to use Monte-Carlo Tree Search to do planning in BayesAct. I propose
the POMCP-C algorithm to handle the continuous states, actions, and observations
in the BayesAct POMDP.
2. I demonstrate POMCP-C on several applications. First, in two toy social-dilemma
games (Prisoner’s Dilemma and Battle of the Sexes), I demonstrate the emergence of
complex interactions between cognitive and emotional reasoning, such as deception
leading to manipulation and altercasting. Second, I review experiments on a realis-
tic, affect-aware health-care assistive device for dementia patients. Third, I present
evidence that the proposed Monte-Carlo Tree Search variant can be effectively used
for planning in non-affective domains too, namely, robot navigation.
1.2 Affective and Human-Like Conversational Agents
Conversational AI is a branch of HCI where an agent interacts with a user through written
or verbal human language. Popular examples of conversational agents include Apple’s
Siri, Microsoft’s Cortana and Amazon’s Alexa, which are primarily task-oriented (e.g. can
search the web or call a friend), but are also capable of carrying out open-domain chit-chat
with the user. In this thesis, I focus on building open-domain text-based conversational
1An example of such strategies is a mother who acts strict with her kid in order to make him/her study
hard for an exam. In this case, the affective alignment between the mother and the kid is low, but the
strategy is beneficial both for the kid (high score in exam) and the mother (a successful kid).
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agents, which can carry out fluent and human-sounding conversations with users and are
not restricted to particular topics/domains. Even in a task-oriented setting, open-domain
conversational ability is important to handle unforeseen user queries.
With the immense success of neural networks, important breakthroughs have been made
in natural language generation and, in particular, dialogue generation. Models adhering
to the neural encoder-decoder framework, such as sequence-to-sequence [185], are common
and popular. However, they are prone to producing short, dull and vague responses. In
most of these systems, word embeddings (trained in an unsupervised fashion) are used as
distributed feature vectors for words. However, they lack the ability to model affect in
natural language. Therefore, such systems have difficulty providing a human-like experi-
ence to users. I address these issues in open-domain dialogue generation through several
contributions.
1.2.1 Contributions
In Chapter 4, I devise four affective techniques for feature augmentation, training regular-
ization, and inference in neural conversational models.
1. I augment standard word embeddings with three dimensional affective word embed-
dings, retrieved from a dictionary of word-level affective ratings. In this way, the
ensuing neural model is aware of words’ emotional features.
2. The cross-entropy loss function is commonly used to train neural dialogue models. I
augment this loss with affective objectives, which serve the purpose of regularization
and teach the model to generate more emotional utterances.
3. To further combat the problem of dullness in responses, I design affectively diverse
beam search algorithms. They enable the model to actively search for affective re-
sponses during decoding.
4. I integrate ACT in the dialogue generation pipeline, whereby responses are condi-
tioned on the affective predictions of ACT. This is achieved by using a combination of
pretrained neural models (to embed text into the affective latent space) and encoder-
decoder models (to map the conversational history and ACT prediction to a textual
response).
In Chapter 5, I study how to implicitly infuse human-like affect into conversational
agents, without relying on explicit affect models or heuristics. I propose to train standard
encoder-decoder models using online active learning.
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1. I use online deep active learning as a form of reinforcement in a novel way, which
eliminates the need for hand-crafted reward criteria. I use a diversity-promoting
decoding heuristic to facilitate this process.
2. I demonstrate how my model can be tuned for one-shot learning. It also eliminates the
need to explicitly incorporate coherence, relevance or interestingness in the responses.
1.3 Domain Adaptation in Text Classification and Gen-
eration
One of the cornerstones of human intelligence is the ability to consume knowledge about
multiple environments, and very effectively use it for decision-making in an unseen envi-
ronment. Furthermore, as humans keep consuming more information in life, old knowledge
does not simply get forgotten easily. In contrast, most state-of-the-art AI systems today
are built for very specific tasks, and do not generalize well to other tasks where little
training data is available. In fact, when trained on multiple tasks sequentially one after
another, these models quickly forget the old knowledge and overfit to new knowledge. To
combat this problem of catastrophic forgetting [94], transfer learning (sometimes referred
to as domain adaptation2) is used. It teaches machines how to adapt to new tasks or
domains without necessarily forgetting the knowledge gained from older tasks/domains.
In Chapter 6, I address the problem of incremental domain adaptation (IDA) in text
classification and generation models. In IDA, we assume that different domains come
sequentially one after another. We only have access to the data in the current domain, but
hope to build a unified model that performs well on all the domains encountered so far.
1.3.1 Contributions
1. I tackle the IDA problem by proposing a new neural architecture: recurrent neural
networks augmented with memory, called progressive memory banks. This memory
is a set of distributed, real-valued vectors capturing domain knowledge. Contents
of this memory are retrieved through the attention mechanism during training and
inference.
2The terms ‘transfer learning’ and ‘domain adaptation’ are often used interchangeably in the litera-
ture [133]. In this work, I do not distinguish between these two concepts. In this thesis, a domain is
defined by a dataset.
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2. I provide theoretical analysis that is indicative of the superiority of my approach for
IDA, compared to existing approaches.
3. I show promising experimental results on two tasks: natural language inference (a
text classification task), and dialogue response generation.
1.4 Organization
This thesis is organized as follows.
• In Chapter 2, I introduce basic concepts of planning in AI, such as partially observ-
able Markov decision process (POMDP) and Monte-Carlo Tree Search. I also provide
background on state-of-the-art deep learning techniques for text-based dialogue gen-
eration, such as the encoder-decoder framework and word embeddings.
• In Chapter 3, I investigate decision-theoretic planning in BayesAct, a POMDP model
of affective interactions between a human and an artificial agent. The approach is
evaluated on two social dilemma games (Prisoner’s Dilemma, Battle of the Sexes), a
healthcare assistive device and robot navigation.
• In Chapter 4, I propose various methods for affective dialogue response generation, in-
cluding 1) affective word embeddings, 2) affective loss functions, 3) affectively diverse
beam search, and 4) conditional response generation using Affect Control Theory.
• In Chapter 5, I take a step back from explicitly modelling affect in dialogue systems.
Instead, I propose online active learning for human-like dialogue generation.
• In Chapter 6, I address the problem of incremental domain adaptation (IDA). I
propose neural progressive memory to alleviate the catastrophic forgetting problem
in language inference and dialogue generation.
• In Chapter 7, I summarize my conclusions and discuss directions for future work.
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Chapter 2
Background
2.1 Markov Decision Processes
A Markov decision process (MDP) [21] is a stochastic model of control. It consists of a
set S of states; a set A of actions; a stochastic transition model Pr : S × A→ ∆(S), with
Pr(s′|s, a) denoting the probability of moving from state s to s′ when action a is taken, and
∆(S) is a distribution over S; and a reward assigning R(a, s′) to a transition to s′ induced
by action a.
Intuitively speaking, at each time step, the environment is in state s ∈ S. The agent
takes an action a ∈ A, which causes the environment to transition to a new s′ with
probability Pr(s′|s, a). This transition results in a reward r = R(a, s′) for the agent. The
processes continues until a time horizon H is reached; H may be infinite. The goal of the
agent is to choose actions that maximize his/her expected future reward E
[∑H
t=0 γ
trt
]
,
where rt denotes the reward at time step t and 0 ≤ γ ≤ 1 is the discount factor. A
discount factor of less than 1 ensures that distant rewards contribute less than immediate
rewards, otherwise the sum of rewards over an infinite trajectory may become unbounded.
2.2 Partially Observable Markov Decision Processes
A partially observable Markov decision process (POMDP) [1] is a generalization of an
MDP, where the state is not directly and fully observable. Instead, the agent receives an
observation Pr(ωs|s), denoting the probability of making observation ωs ∈ Ωs while the
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system is in state s; Ωs is an observation set. A generic POMDP is shown as a decision
network in Figure 2.1.
X
Ω
R
X XΩ
X
A
Figure 2.1: Two time slices of a general POMDP. Rectangles show observed variables, ovals
show unobserved/hidden states, and the diamond node represents reward.
A history is sequence of actions and observations. A belief state B is a probability
distribution over S, given a history h. A policy maps a belief state to a probability distri-
bution over actions, such that the expected discounted sum of rewards is (approximately)
maximised. The value function V pi(h) is the expected return from history h under a policy
pi. The optimal value function V ∗(h) is the maximum value function achievable by any
policy.
In factored POMDPs, the state is represented by the cross-product of a set of variables
or features. Assignment of a value to each variable thus constitutes a state. Factored
models allow for conditional independence to be explicitly stated in the model.
POMDPs have been extensively studied in operations research [120], and in artifi-
cial intelligence [24, 88]. They have applications in many human-interactive domains,
including intelligent tutoring systems [59], assistive technologies [79], and spoken dialogue
systems [205, 206].
2.3 Planning
Planning in AI is the task of finding a sequence of actions to reach some predefined goals,
while optimizing a given performance measure. A basic classical planning problem consists
of a single artificial agent, a fully observable and deterministic environment with a unique
and known initial state, and a set of deterministic actions which can be taken one at
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a time. Since the environment is deterministic, the effect of any sequence of actions is
deterministic. Some prominent examples of planning are found in robot navigation [28],
healthcare [189], cyber security [23] and manufacturing [99].
2.3.1 Planning in POMDPs
MDPs generalize the classical view of planning and provide a more complex, stochastic
framework for state transitions. The states are still fully observable, thus there is no in-
complete information. However, the actions are non-deterministic, thus there is uncertainty
about their effect. Therefore, instead of simply producing a sequence of actions, MDPs
produce more general solutions, called policies. That is to say, action sequences (produced
by classical planning) rarely execute as expected, therefore MDPs produce mappings from
situations to actions that specify the agents behavior no matter what happens. Further-
more, the reward function is more general and can be state dependent.
POMDPs introduce further uncertainty into a planning problem by allowing the states
to be partially observable. Computing an optimal policy (or an optimal value function)
in a POMDP is intractable due to the curse of dimensionality [88]: the state space (and
hence the belief space) is exponential. Finite-horizon POMDPs are known to be PSPACE-
complete, while infinite-horizon POMDPs are undecidable [159].
Value iteration [181] is a well-known method to compute the optimal value function for
POMDPs. Since it does not scale well, many oﬄine variants have been proposed [146, 150,
183]. The oﬄine algorithms approximate, prior to execution, the best action to execute
for all situations. They perform well but often take significant time to solve problems with
very large state spaces. Moreover, the policy needs to be recomputed from scratch every
time the environment dynamics change. In general, value iteration and many of its oﬄine
variants suffer from the curse of history [30]: the number of distinct action-observation
histories that must be grown and evaluated are exponential in the planning horizon.
Online solvers are a more viable alternative for large POMDPs. They use forward search
only from the current state, and approximate the optimal value function by limiting the
number of reachable beliefs explored in the tree. Ross et al. have surveyed the different
online techniques for POMDP planning [159]. Among these, I focus on Monte Carlo
methods.
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2.3.2 Monte-Carlo Methods
Monte Carlo (MC) methods are a subclass of computational algorithms that use repeated
random sampling for numerical estimations. MC estimates are typically used in situations
where exact computations are intractable. A simple example is to compute the expectation
of an arbitrary function f(x) where x ∼ N (0, I). Computing the expectation E[f(x)]
exactly may be intractable due to the nature of f , but it can be approximated using
Monte Carlo sampling. We independently and identically sample x1, · · · ,xn ∼ N (0, I)
where n is some integer. We compute µˆn =
1
n
∑n
i=1 f(xi). Then µˆn is an MC estimator for
E[f(x)] and µˆn → E[f(x)] as n→∞. Intuitively speaking, the more random samples we
draw, the more closely we can approximate the target expectation.
MC methods are a popular choice for online planning in POMDPs [178], because com-
plexity depends on the underlying difficulty of the POMDP rather than the size of the state
space. In particular, MC simulation assumes that a POMDP simulator is provided. Given
a state and an action, the simulator provides a sample of a successor state, observation and
reward. In this way, many random trajectories can be explored, and their mean results
can be used to estimate the values of states.
Figure 2.2: Monte Carlo Tree Search. Image source: http://tinyurl.com/zaobca8.
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2.3.3 Monte-Carlo Tree Search
Monte Carlo Tree Search (MCTS) is a planning algorithm that uses MC simulations to
approximate the value of nodes of a search tree. I first explain the concept of tree search
below, and then describe MCTS in detail.
Several real world problems can be formulated as search problems, where the search
space can be represented as a tree. A canonical example is the game of Chess, where two
players take turns to move game pieces over an 8 × 8 board. Each player’s goal is to play a
sequence of moves that leads to a win. This goal can be formulated as a tree search problem
as follows. The state of the game at any time step is given by the board configuration,
and is represented by a node in the game tree. The root node represents the initial state
of the game, where all the pieces are unmoved. For each node, many next actions (game
moves) are possible, each represented by a branch in the tree. Transitioning from one node
to another corresponds to a move in the game. To win the game, certain desired board
configurations need to be reached, which translates to finding the optimal path from the
root to a desired node. This in turn implies that a series of most promising moves need to
be made in succession, in order to win. At each turn, the future is simulated by expanding
the tree as much as possible until the game ends. Then, the action leading to the best
possible trajectory is chosen as the next move. Since the search tree grows exponentially
and the branching factor for many problems is very high, the problem is intractable.
Monte Carlo Tree Search (MCTS) tries to circumvent the intractability of such problems
by finding approximately best moves. It randomly simulates the game many times and
records statistics about how promising different nodes and actions are; then it predicts the
most promising move based on the gathered statistics.
Concretely, to predict the next most promising move, MCTS goes through four steps:
selection, expansion, simulation and backpropagation (see Figure 2.2).
• In Selection, we start from the root node and successively select actions based
on a tree policy (typically the best action based on the statistics gathered so far),
until a leaf node L is reached. A leaf node in a search tree is one that never got
expanded/explored in previous MCTS rounds.
• In Expansion, we expand node L to add one or more of its child nodes to the tree.
Then we choose one of the children C.
• In Simulation, we follow a rollout policy i.e., select actions uniformly at random,
to expand the trajectory till a terminal node (i.e., state representing a win, loss or
draw) is reached.
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• In Backpropagation, we update statistics (e.g. number of times the node is visited,
number of wins resulting from trajectories going through this node, etc.) the nodes
in the path from root to C.
I now describe the statistics gathered by nodes during MCTS for action selection.
Typically, the node corresponding to state s stores a value Q(s, a) and a visitation count
N(s, a) for each action a, both initialized to zero. The value Q(s, a) is the mean return
of all simulations in which action a was selected in state s. Typically, the tree policy
in the selection phase of MCTS is simply the greedy approach, which selects the action
with the highest value. However, this results in very little exploration of other actions
and there is a danger that the algorithm settles for a less optimal trajectory. The UCB1
algorithm [14] mitigates this issue by adding an exploration bonus to the value computation:
Qˆ(s, a) = Q(s, a) + c
√
log
∑
aN(s,a)
N(s,a)
, where the weight c balances exploration versus greed,
and is a tunable hyperparameter.
2.4 Deep Learning for Natural Language Processing
Natural Language Processing (NLP) is a branch of AI that enables machines to under-
stand, analyse and generate human languages. Language is an essential part of human
communication, thus any machine that is touted to be intelligent like humans should be
able to communicate with humans, like humans. NLP tasks include (but are not limited to)
part-of-speech tagging, word segmentation, lemmatization, named entity recognition, in-
tent classification, translation, question answering, document summarization and language
generation [77].
NLP techniques have been around for several decades, dating back to 1950s. Most of
the early systems relied on manually-engineered rule-based systems, such as specifying all
the rules of grammar in order to adhere to them. The popularization of machine learning
in the 80s resulted in the development of statistical methods that could learn such rules
automatically from data [87]. However, feature extraction was still a predominantly manual
process and posed as an impediment to building fully automated NLP pipelines. This issue
has been addressed remarkably well with the recent advent of deep learning, so much so
that the NLP landscape has completely transformed [218].
In the rest of this section, I describe the various building blocks of deep learning for
NLP used in this thesis.
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2.4.1 Feed-Forward Neural Networks
A neural network is a machine learning model that can approximate any arbitrary unknown
function y = q(x). A canonical example of neural network is the feed-forward neural
network, also called multilayer perceptron (MLP). An MLP is a directed acyclic graph
of computational units called neurons, which are arranged in layers. Each neuron in a
layer is connected to all the neurons in the next layer via forward edges that have real-
numbered weights associated with them. Each neuron produces a real-valued output, called
an activation. Thus, given the vector ai of activations of all the neurons in the previous
layer i, along with the weight matrix Wi of these activations, the activations of the i+1’th
layer are computed by
ai+1 = f(Wiai + bi) (2.1)
where bi is the bias vector and f is a non-linear function e.g. hyperbolic tangent (tanh),
sigmoid or rectified linear unit. The activation of the last layer is the final output of the
network. The weights and the biases are the parameters of the model, collectively denoted
by θ.
The goal of the MLP is to learn a parameterization of the function y = q(x) from a
corpus of N training samples (xj,yj) for j ∈ {1, · · · , N}. To achieve this, the network’s
parameters are initialized randomly. Then, the model processes the training samples (one
by one in the simplest case) and adjusts its parameters to minimize its error. Concretely,
given each input xi, the network computes an approximation yˆi. A loss function L(θ) uses
these predictions yˆi and the true labels yi to compute the model’s error. Some popular loss
functions are mean squared-error (MSE) and negative log likelihood. The backpropagation
algorithm then computes the partial derivative of the loss with respect to each parameter.
It uses the multivariate chain rule to compute the gradients for layer i conditioned on the
gradients of layer i + 1. Finally, a Gradient Descent algorithm uses these derivatives to
adjust each parameter such that the loss is minimized:
θi = θi − η∂L(θ)
∂θi
(2.2)
Here, η is a hyperparameter called the learning rate; it controls the amount of adjustment
made to a parameter. This training process is repeated until the parameters converge, or
until a ‘good’ approximation is achieved.
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Figure 2.3: Left: a vanilla recurrent neural network. Right: unfolding the forward compu-
tation in time.
2.4.2 Recurrent Neural Networks
A recurrent neural network (RNN) is a special type of MLP that is designed to handle
sequential data. Thus, RNNs are a popular choice for NLP tasks because the training
data consists of sequences of characters or words (e.g. sentences or documents). Figure 2.3
(left) shows an RNN that takes a sequence X as input, builds a sequence H of hidden
states, and produces an output sequence Y . Whh,Wxh and Why are the weight matrices.
In Figure 2.3 (right), I show the RNN unrolled through time. That is to say, I draw the
complete network showing each time step, which gives us an MLP. Here, xi represents the
i’th element/word of the input sequence, and is a one-hot vector in the most simple setting.
Vector hi is the hidden state of the RNN at step i and is often called the memory of the
RNN, because it contains knowledge of the previous steps. At step i, the hidden state and
output are computed by
hi = f(Wxhxi +Whhhi−1) (2.3)
yi = g(Whyhi) (2.4)
where xi ∈ Rdin ,hi ∈ Rdhdn and yi ∈ Rdout for some constant values din, dhdn and dout.
Whh,Wxh and Why are trainable parameters which, unlike MLPs, are shared across all the
steps. This makes intuitive sense: at each step, the same task is being performed, but with
a different input. Another benefit of weight sharing is that the total number of parameters
is drastically reduced, making the model more efficient. In most NLP classification models,
the activation function f is tanh and g is the softmax function, given by
softmax(yi) =
exp (yi)∑dout
j=1 exp (yj)
(2.5)
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Softmax normalizes the vector yi such that each vector component ranges between 0 and
1, and the sum of the components is 1. Thus, real-valued vectors are converted into
probability vectors, which is convenient for classification.
RNNs are trained using backpropagation through time (BPTT), where the network is
first unrolled backwards through time and then trained via the standard backpropagation
algorithm.
2.4.3 Long Short-Term Memory Networks
Vanilla RNNs, as described above, have a major limitation. Ideally, the hidden state
hi should preserve information about the entire input sequence up to step i. However,
this is difficult to achieve in practice if the sequence is long. This is known as the long-
term dependency problem in RNNs. This is partially1 a side-effect of BPTT’s vanishing
or exploding gradient problem for long sequences. As the network is unrolled backwards
through time, the gradients become too small (approaching zero) or too large (approaching
infinity). This results in weight updates that are either negligible or unstable. While
exploding gradients can be dealt with through gradient clipping, vanishing gradients are
harder to resolve. Long Short-Term Memory (LSTM) networks address the problem by
changing the way the hidden state is computed [78].
Concretely, an LSTM network maintains a cell state ci in addition to computing the
hidden state hi at each step. The full mathematical formulation for an LSTM update is
given by
fi = σ(Wf · [hi−1,xi] + bf ) (2.6)
di = σ(Wd · [hi−1,xi] + bd) (2.7)
c˜i = tanh(Wc · [hi−1,xi] + bc) (2.8)
ci = fi ◦ ci−1 + di ◦ c˜i (2.9)
ot = σ(Wo · [hi−1,xi] + bo) (2.10)
hi = oi ◦ tanh(ci) (2.11)
where ◦ denotes pointwise multiplication of vectors. Intuitively, there are three gates that
regulate the addition or removal of information from the cell state. The forget gate decides
which information to remove from the cell state (Eq. 2.6). The input gate decides how
1The long-term dependency problem is also due to the inherently sequential nature of RNNs. If a
sequence is long, too much information accumulates over time, making it hard to determine which step in
the preceding sub-sequence is most relevant at the current time-step.
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much new information to add to the cell state (Eq. 2.7), and also creates candidate values
to be added (Eq. 2.8). The output gate is responsible for producing a filtered version of
the cell state as the hidden output (Eq. 2.11).
This formulation helps LSTM networks mitigate the gradient vanishing problem. While
performing BPTT in an LSTM network, the gradient computation involves multiplication
with the activation of the forget gate (Eq. 2.9). If this activation is close to 1, the gradients
do not grow too small.
Bi-directional LSTM Networks
LSTM networks (and RNNs in general) parse input in one specified direction (e.g. English
text is parsed left to right). Thus, at a given time step i, the network possesses information
about i − 1 inputs from the past. However, we would ideally like the network to capture
information about both past and future at any given step. To achieve this, we add another
LSTM network that looks at the data in the backward direction. Then combining the
hidden states of these two LSTM networks allows us to model the past and future at all
time steps. This model is called a bi-directional LSTM network, BiLSTM for short.
BiLSTM networks outperform unidirectional LSTMs in several applications, due to
their superior ability to model context [36, 69].
2.4.4 Gated Recurrent Units
A Gated Recurrent Unit (GRU) [37] network is similar to an LSTM network, in that it
tries to mitigate the vanishing gradient problem of vanilla RNNs. However, GRUs do not
maintain an internal cell state, and use two instead of three gates to regulate information
storage. Intuitively, an update gate zi determines how much information from the past
(i.e. previous time steps) should be passed along to the future. Similarly, the reset ri gate
determines how much of this information should be forgotten. The gate computations are
zi = σ(Wzxi +Uzhi−1) (2.12)
ri = σ(Wrxi +Urhi−1) (2.13)
h˜i = tanh(Whxi + ri ◦Uhhi−1) (2.14)
hi = zi ◦ hi−1 + (1− zi) ◦ h˜i (2.15)
Compared to LSTMs, GRUs have less control over information regulation, since they
don’t maintain an internal cell state. However, they are more computationally efficient due
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to a less complex structure [38]. Similar to BiLSTMs, Bi-directional GRUs (BiGRUs)
are often used to capture both the past and present at any given time step.
2.4.5 Word Embeddings
Traditional non-neural NLP models relied on hand-engineered features such as n-grams,
word co-occurrence statistics or one-hot word representations. These features are often ex-
pensive to compute, and do not capture word semantics well. To address this issue, Bengio
et al. [22] proposed to learn distributed representations for words using neural networks.
That is to say, each word is embedded in a fixed dimensional real-valued vector space, and
these embeddings are learned from the data during end-to-end training. This allows the
neural network to automatically capture important semantic and syntactic relationships
between words, and map words into this feature space such that words with similar mean-
ings have similar feature vectors. Typically, neural word embeddings learned end-to-end
using small to medium sized datasets may not generalize well, due to overfitting. It makes
more sense to learn the word embeddings independently using large-scale corpora, and use
these pretrained representations in downstream NLP tasks. Two popular pretrained word
embedding models are Word2Vec [131] and GloVe [142]. Word2Vec has two variants: 1)
The Continuous Bag of Words (CBOW) model predicts a word based on the surround-
ing words (called context). 2) The Skip Gram model predicts the context words for a
given word. Both these models capture text semantics well by learning local co-occurrence
patterns of words. However, they do not take global context into consideration. GloVe
mitigates that by training on global co-occurrence statistics of words.
Word2Vec and GloVe produce a single, fixed vector for a given word. However, words
may have different meanings depending on the context. Thus, contextualized word em-
beddings have been proposed. The model is called ELMo [144] and consists of a BiLSTM
network trained on the ‘language modelling’ task: given a sequence of words, predict the
next suitable word. At prediction time, the model accepts an input sentence that contains
the target word whose embedding is required. Then it combines the forward and backward
LSTM states of that word to produce the final word embedding. BERT [49] is another
neural NLP model that produces contextualized word embeddings. BERT is based on a re-
cently popularized state-of-the-art neural architecture called Transformer [194], which uses
the concept of ‘self-attention’ to overcome the long-term dependency issue. Pre-trained
ELMo and BERT models are publicly available.
All these models have a notable limitation. Syntactic context and co-occurrence statis-
tics are insufficient to capture sentiment/emotional features, because words different in
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sentiment often share context (e.g., “a good book” vs. “a bad book”). To overcome this
problem, some recent works propose to enrich the word embeddings using sentiment and/or
emotion labels [2, 100, 156, 187].
2.4.6 Sequence-to-Sequence Framework
A sequence-to-sequence (Seq2Seq) model maps a variable length input sequence to a vari-
able length output sequence [185]. It consists of an encoder and a decoder, both of which
are RNNs (usually LSTMs or GRUs). The encoder network sequentially accepts the em-
bedding of each word in the input sequence, and encodes the input sentence as a vector of
fixed length (the last hidden state of the encoder is typically taken to be the encoding).
This encoded vector is called the context vector, and becomes the first hidden state of
the decoder. The decoder input at the first step is a fixed and predefined token called
start-of-sequence (“<sos>”). At each step, the decoder produces an output probability
distribution over the vocabulary. The token with the highest probability is taken to be the
input to the decoder at the next step. Thus, the decoder sequentially generates an output
sequence and the process stops if the end-of-sequence token (”<eos>”) is generated, or if
the maximum sequence length is reached.
Given a message-response pair (X,Y ), whereX = x1, · · · ,xm and Y = y1, · · · ,yn are
sequences of words, Seq2Seq models (parametrized by θ) are typically trained to minimize
the negative log likelihood of the data, also called the cross entropy loss (XENT):
LXENT(θ) = − log p(Y |X) = −
n∑
i=1
log p(yi|y1, · · · ,yi−1,X) (2.16)
Seq2Seq is one of the most popular and state-of-the-art neural models for machine trans-
lation [15], dialogue generation [196], speech recognition [35] and image captioning [214].
2.4.7 Attention Mechanism
In the vanilla Seq2Seq model described above, the entire input sequence is encoded into
a single, fixed length context vector. This representation is not ideal for long inputs, and
also loses important information about the position of certain tokens within the input.
While decoding at a particular time step, it is desirable that the decoder should pay more
attention to certain words or phrases within the input. To achieve this, Bahdanau et
al. [15] introduced the concept of ‘attention’ where the decoder, in addition to the previous
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hidden state and the input, looks at all the hidden states of the encoder and decides which
of them are useful at the current step.
Concretely, let sj, 1 ≤ j ≤ M be the hidden states of the encoder, where M is the
length of the input sequence X. We first compute the similarity between the previous
decoder hidden state hi−1 and all the encoder hidden states sj. These similarity scores are
called the attention energies ej:
ej = s(hi−1, sj) (2.17)
where s is a linear transformation whose parameters are learned end-to-end during training.
The attention energies are normalized to get the attention weights aj:
aj =
ej∑M
k=1 e
k
(2.18)
A context vector ci is constructed by taking a weighted combination of the encoder hidden
states sj:
ci =
M∑
j=1
ajsj (2.19)
This context vector is concatenated with the input of the decoder at each time step.
2.4.8 Variational Autoencoders for Text Generation
An autoencoder consists of two neural networks, an encoder and a decoder. The encoder
takes an input sequence X and compresses it to a lower-dimensional dense representation,
which the decoder tries to convert back to the original input. The two networks are
trained end-to-end via a loss function that typically comprises reconstruction error. Thus,
the encoder must learn to discard irrelevant parts of the input, and preserve just enough
information in the dense representation for the decoder reconstruction. A commonly used
reconstruction loss is negative log likelihood:
LAE(θ) = −
∑
X∈X
log p(X|θ) (2.20)
where X is the training set.
Autoencoders are useful for compressing data into a lower-dimensional space. However,
they are not good generative models for text, because the latent space (where the encoded
vectors lie) may not be continuous. That is to say, there may be clusters of encodings
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in the latent space and discontinuities (empty regions) between them. Sampling from the
discontinuous regions leads to decoder outputs that are unrealistic.
Variational Autoencoders (VAEs) [93, 157] circumvent this issue by imposing con-
straints on the encodings such that the latent space is continuous; thus random samples
from this space can be used to generate realistic decoder outputs. Concretely, given an
input sequence X, the encoder produces a distribution qE over the latent space in the
form of a vector of means µ and a vector of standard deviations λ. Then, a latent vector
z is sampled from qE and passed through the decoder. Intuitively, the entries of µ cor-
respond to the centres of clusters in the latent space, and the λ entries are the standard
deviations of each cluster. To impose continuity in the latent space, the clusters should be
close to each other while still being distinct. This is achieved by forcing the latent space
to be ‘packed’ within the multivariate normal distribution N (0, I). We call this the prior
distribution of z, or p(z). Overall, the VAE loss function is
LVAE
(
θ;X
)
= KL
(
qE(z|X)
∥∥p(z))− EqE(z|X) [ log qD(X|z)] (2.21)
where the second term is the reconstruction loss and qD is the probability distribution
given by the decoder. The first term measures the difference between the probability
distributions qE and p(z) using Kullback-Leibler (KL) divergence [98]. KL divergence
between two probability distributions p1, p2 is given by
KL(p1, p2) =
∑
X∈X
p1(X) log
(
p2(X)
p1(X)
)
(2.22)
After being trained in this fashion, the decoder of the VAE can be treated as a text
generator: a random sample from N (0, I) can be propagated through it to produce a
fluent and realistic sentence.
VAEs, as described above, cannot be trained end-to-end with backpropagation, because
the computational graph contains a sampling operation which does not have a gradient.
To get around this issue, a reparameterization trick is used [93], which pushes the non-
differentiable operation out of the computational graph. More concretely, we use
z = µ+ λ ·  (2.23)
where µ and λ are learnable parameters and  ∼ N (0, I) is fixed. Thus, the gradients can
flow from the decoder through µ and λ to the encoder.
VAEs have been successfully used as generative models of realistic text [25] and im-
ages [83].
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2.4.9 Conditional Variational Autoencoders
While VAEs are useful for data generation, they do not provide a way to control the
generated output. For instance, we can train a VAE on a large corpus of sentences such
that, at inference time, a latent sample can be decoded into a plausible sentence. This
VAE is a useful language generator, but it is not a good dialogue generator because it does
not allow the generation to be conditioned on the conversation history. This problem is
remedied by Conditional Variational Autoencoders (CVAEs) [180].
CVAE extends VAE by conditioning the latent prior p(z), the encoder qE(z|X) and the
decoder qD(X|z) on a context vector c. The new prior p(z|c) is parameterized by a separate
neural network, and p(z|c) ∼ N (µ,λ2I). For the encoder, qE(x|z, c) ∼ N (µˆ, λˆ2I). The
CVAE loss function is given by
LCVAE
(
θ;X, c
)
= KL
(
qE(z|X, c)
∥∥p(z|c))− EqE(z|X,c) [ log qD(X|z, c)] (2.24)
This equation is similar to the VAE loss given in Equation 2.21, except that all the prob-
ability distributions are conditioned with the variable c.
2.5 A Brief History of Dialogue Systems
Part of this thesis is dedicated to building conversational agents that are open-domain (i.e.,
are not restricted to particular domains/topics and can have generic chit-chat), natural-
sounding like humans, and are fluent and engaging. To this end, this section provides an
overview of existing open-domain dialogue systems.
Open-domain dialogue generation is an established scientific problem in academia [196,
168]. Additionally, it is very relevant in the industry: Microsoft’s XiaoIce and Baidu’s
DuMi are prime examples. Even in a task-oriented setting where the conversation has a
specific and pre-defined goal (e.g. book a flight or order food), open-domain conversational
AI is often used to handle chit-chat and other unforeseen user queries.
The trend of building dialogue systems started after Alan Turing introduced the Tur-
ing test in 1950, a criterion to assess machine intelligence through conversational inter-
action [192]. Soon after, several rule-based dialogue systems were developed. Given an
input sentence, these systems used pre-defined hand-engineered rules (if-else conditions,
regular-expression matching) to map each input to a pre-existing response. Examples of
such systems include ELIZA [199] and PARRY [39].
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Purely rule-based systems are very restrictive and hard to maintain, and do not gen-
eralize well to unseen queries. Retrieval-based systems have gained more popularity [18,
104, 208, 55], especially in the industry [215, 230]. Given an input query, these systems use
information-retrieval algorithms to select a list of candidate responses from a pre-existing
text database. These responses are often ranked by suitability, using learning-to-rank al-
gorithms. Retrieval-based dialogue systems are scalable and efficient, but do not generate
diverse responses.
With the advent of scalable deep learning using neural networks, it is now possible to
build generative dialogue systems that create a response word-by-word, from scratch, given
in an input query. They are ‘end-to-end’ trainable (all the components of the system are
trained together using a dataset of message-response pairs), and we do not have to worry
about training different components (e.g. intent detection, entity recognition, dialogue
state tracking) separately. Moreover, they generalize well to unseen queries and can be
easily finetuned to specific domains.
The state-of-the-art in generative open-domain dialogue is the encoder-decoder neural
framework.
2.5.1 Encoder-Decoder Dialogue Models
The Seq2Seq encoder-decoder framework (Section 2.4.6) provides a natural way to do end-
to-end dialogue generation. Given a corpus of message-response pairs, a vanilla Seq2Seq
model learns by maximizing the likelihood of the response for a particular message. This
idea was independently explored in two studies [196, 171], and achieves good results in
terms of fluency and grammatical correctness of the generated responses. Sordoni et
al. [182] propose a contextualized extension of the vanilla model, where they use more
than one messages in a conversation as input. This model produces responses that are
contextually more relevant to the input, in addition to being fluent and natural sounding.
However, if the input messages are long, a single fixed-length context vector proves insuffi-
cient to preserve all the input information. To get around this problem, Serban et al. [170]
propose a hierarchical Seq2Seq variant called HRED. First, an encoder produces a context
vector for each input message. Then, another encoder takes these context vectors as input
and produces a vector summarizing the entire input conversation. Finally, this summary
vector is passed into the decoder to generate a response. HRED is effective in capturing
dialogue context, and has been extended by various studies [169, 168, 211].
Several studies have explored Seq2Seq models trained using deep reinforcement
learning. Li et al. [110] and Yu et al. [220] simulate dialogue between two virtual agents,
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use hand-crafted reward functions to estimate the quality of each response, and thus learn
policies that capture some pre-defined global characteristics of an engaging conversation.
However, it is hard to manually define functions for each desirable quality of a conversation.
Therefore, some studies propose to use online human feedback for policy learning [107, 108].
Lack of diversity in the generated responses is a critical issue in Seq2Seq-based models;
we often see short, dull and generic responses such as ‘Yes’, ‘No’, ‘Okay’, ‘I’m not sure’ and
’I don’t know’ because they have a high frequency in most human-human conversational
datasets. One remedy is to use Beam Search: rather than greedily choosing the top most
probable token at each step of decoding, choose the top K tokens and thereby maintain
a set of top K subsequences (called beams) at each step. While effective, beam search
is prone to generating sequences that are almost identical, such as ‘I don’t know.’ and
‘I don’t know!’. To counter this effect, variations of beam search have been proposed.
Vijaykumar et al. [195] incorporate syntactic diversity between beams at each step by
adding a dissimilarity term to the beam search optimization objective. Huang et al. [84]
point out that the different beam search hypotheses may have different lengths during
decoding, therefore it is important to decide when beam search should be stopped. Shao et
al. [173] propose a new decoding method that selects K beam candidates at each step by
sampling, rather than naively choosing the most probable ones. Some diversity-promoting
approaches attempt to regularize the maximum likelihood objective directly. Li et al. [105]
augment the maximum likelihood objective with a maximum mutual information (MMI)
objective to capture the semantic and syntactic relationship between the input and output.
Nakamura et al. [135] add an inverse-token-frequency term to the objective that penalizes
the choice of common words during decoding. These techniques help mitigate the generic
responses, but may lead to ungrammatical outputs.
The models described above diversify the output of the decoder only at the word-level.
To control the generation of responses at the discourse level (e.g. by sentiment, topic,
style, etc), latent variable encoder-decoders have been proposed. They introduced
latent variables in the encoder-decoder framework, to learn distributions over higher-level
conversational characteristics. By conditioning the decoder on these latent variables, we
can introduce discourse-level variations in the decoded output. Several studies have ex-
plored this idea using VAEs and conditional VAEs (i.e. VAEs where the latent variables
are further conditioned on the dialogue context) [168, 227, 175, 174, 140].
To make Seq2Seq responses more specific and meaningful, some content-introducing
methods have been developed. Mou et al. [134] propose a model to produce responses
that contain given keywords. Xing et al. [210] add topic-awareness to Seq2Seq by using
pre-trained LDA topic models to guide the generation. Gu et al. [71] copy specific words
or phrases from the input and appropriately place them in the decoded response.
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Another facet of open-domain dialogue generation is personalization. To appear
more human-like and natural sounding, a conversational agent should have a consistent
personality and should consider the individual users’ profiles. To this end, Zhang et al. [224]
propose to finetune a pretrained and generic conversational model on personalized data.
Li et al. [106] explicitly encode personas in distributed embeddings to capture background
information and speaking style, and integrate them into the decoder. Several studies store
profile information in memory (neural memory network or a simple dictionary), retrieve
it via attention and condition the response on it during decoding [223, 152, 228]. Most
of these studies use relatively small and synthetic datasets, which may cause overfitting.
Very recently, Mazare´ et al. [129] have built a new dataset of 5 million personas and 700
million persona-based dialogues. They show that end-to-end approaches work well when
trained on this dataset.
2.5.2 Dialogue Evaluation Metrics
The goal of open-domain dialogue systems is to generate fluent, natural-sounding and
engaging responses to queries. These qualities are hard to measure automatically, because
they are subjective. Furthermore, each query may have several valid responses, therefore
comparing a model’s output to the true labels is not very meaningful. In light of these
issues, most research studies provide a combination of human evaluation (where at least 3
human judges are asked to rate the responses) and automatic evaluation metrics described
below.
BLEU-n [138] is a metric borrowed from the machine translation community. It measures
the average precision of n-gram overlap between the generated response (referred to as
candidate), and the ground truth (the reference). The precision is computed by
Pn =
Number of n-gram matches between candidate and reference
Total number of n-grams in the candidate
(2.25)
For very short candidates, precision may be very high. To penalize such candidates, a
brevity penalty ρ is used:
ρ = exp(min(0,
Lc − Lr
Lc
)) (2.26)
where Lc and Lr are the lengths of the candidate and reference respectively. The final
BLEU-n score is the geometric mean of the precisions penalized by brevity:
BLEU-n = ρ
n∏
i=1
P
1
n
i (2.27)
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BLEU-2 is a commonly reported metric in recent studies [53, 126].
METEOR [19] is another machine translation metric. It does unigram matching be-
tween a candidate and a reference based on each unigram’s exact form, stemmed form and
meaning (synonimity). The final score is the harmonic mean of matching precision and
matching recall. METEOR is an improvement over BLEU because it goes beyond the
exact token form and additionally considers recall. However, it is only based on unigrams
and disregards n-grams.
ROUGE [114] is a set of metrics to evaluate text summarization. For a given candidate
and reference, ROUGE-N computes their n-gram recall, whereas ROUGE-L computes the
F-measure of their longest common subsequence.
Distinct-n [105] is used to measure the diversity between multiple generated responses.
It is given by the number distinct n-grams in a response, scaled by the total number of
n-grams in that response. Typically n is taken to be 1 or 2.
These metrics enable high-throughput evaluation, but they have been shown to have
weak or no correlation with human judgements [117]. A more meaningful metric is Av-
erage Embedding Similarity [168, 225], which measures semantic similarity between
two responses. It computes a real-valued vector for each response by taking the mean of
the word embeddings (typically Word2Vec or GloVe vectors) in each response, and then
computes the cosine similarity between them. However, due to the average operation, this
metric is not very good at capturing sentence-level semantic similarity.
Automatic dialogue quality evaluation is an active area of research. Tao et al. [188]
propose an unsupervised metric RUBER. It combines the embedding similarity metric with
a score to measure relatedness of query and generated reply. Lowe et al. [121] use human
annotated data to learn to predict the score of a response, given the query and ground truth
reply. Bowman et al. [25] propose to learn a response evaluation metric through adversarial
training, where a discriminator tries to differentiate between user-generated and machine-
generated responses. All these techniques are effective, but have their own limitations
and are fairly recent, therefore they have not been widely adopted and evaluated. Human
evaluation, though time and labour intensive, remains the most popular metric.
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Chapter 3
Affective Intelligence for Decision
Making
3.1 Introduction
BayesAct [80, 81] is a partially-observable Markov decision process (POMDP) model of
affective interactions between a human and an artificial agent. BayesAct is based upon a
sociological theory called “Affect Control Theory” (ACT) [74], but generalises this theory
by modeling affective states as probability distributions, and allowing decision-theoretic
reasoning about affect. BayesAct posits that humans will strive to achieve consistency
in shared affective cultural sentiments about events, and will seek to increase alignment
(decrease deflection) with other agents (including artificial ones). Importantly, this need to
align implicitly defines an affective heuristic (a prescription1) for making decisions quickly
within interactions. Agents with sufficient resources can do further planning beyond this
prescription, possibly allowing them to manipulate other agents to achieve individual profit
in collaborative games.
BayesAct arises from the symbolic interactionist tradition in sociology and proposes
that humans learn and maintain a set of shared cultural affective sentiments about peo-
ple, objects, behaviours, and about the dynamics of interpersonal events. Humans use a
simple affective mapping to appraise individuals, situations, and events as sentiments in a
three dimensional vector space of evaluation (good vs. bad), potency (strong vs. weak)
1We prefer prescription, but also use norm, although the latter must not be mis-interpreted as logical
rules (see Section 3.7).
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and activity (active vs. inactive). These mappings can be measured, and the culturally
shared consistency has repeatedly been demonstrated to be extremely robust in large cross-
cultural studies [75, 136]. Many believe this consistency “gestalt” is a keystone of human
intelligence. Humans use it to make predictions about what others will do, and to guide
their own behaviour. The shared sentiments, and the resulting affective ecosystem of vector
mappings, encodes a set of social prescriptions that, if followed by all members of a group,
results in an equilibirium or social order [66] which is optimal for the group as a whole,
rather than for individual members. Humans living at the equilibrium “feel” good and
want to stay there. The evolutionary consequences of this individual need are beneficial
for the species.
Nevertheless, humans are also a curious, crafty and devious bunch, and often use their
cortical processing power to go beyond these prescriptions, finding individually beneficial
strategies that are still culturally acceptable, but that are not perfectly normative. This
delicate balance is maintained by evolution, as it is beneficial for the species to avoid
foundering within a rigid set of rules. In this chapter, starting from the principles of
BayesAct, I investigate how planning beyond cultural prescriptions can result in deceptive
or manipulative strategies in two-player social dilemma games.
At its core, BayesAct has an 18-dimensional continuous state space that models affec-
tive identities and behaviours of both the agent and the person it is interacting with, and
a 3-dimensional continuous affective action space. In the examples described in [81], a
heuristic policy was used that resorted to the normative actions. Here, I tackle the open
problem of how to use decision-theoretic planning to choose actions in BayesAct. I present
a modification of a known Monte-Carlo tree search (MCTS) algorithm (POMCP) [178].
The proposed variant, called POMCP-C, handles continuous actions, states, and obser-
vations. It uses a dynamic technique to cluster observations into discrete sets during the
tree building, and assumes a problem-dependent action bias as a probability distribution
over the action space, from which it samples actions when building the search tree. Such
action biases are natural elements of many domains, and I give an example from a traffic
management domain where the action bias arises from intuitions about the accelerations
of the vehicle (i.e. that it should not accelerate too much).
This chapter makes two contributions.
1. It describes how to use MCTS planning in BayesAct, and proposes the POMCP-C
algorithm. It gives arguments for why this is an appropriate method. This idea was
hinted at in [81].
2. It demonstrates POMCP-C on several applications. First, it shows the emergence of
realistic and manipulative behaviours in two toy social dilemma games: prisoner’s
27
dilemma and battle of the sexes. Second, it reviews experiments on a realistic, affec-
tively aware health-care assistive device for persons with dementia. Third, it presents
evidence that the proposed MCTS variant can be effectively used for planning in non-
affective domains too, namely a robot navigation problem.
This chapter is organized as follows. First, I review ACT and BayesAct, and then
present a new POMCP-C algorithm. This is followed by a set of experiments on two social
dilemmas. A repeated prisoner’s dilemma game is used to show how additional resources
lead to non-prescriptive strategies that are more individually rational. A robot coordi-
nation problem battle of the sexes is discussed next, incorporating a simplified BayesAct
model in order to more clearly examine the properties of the planning method. Next,
I demonstrate POMCP-C on a realistic, affectively aware health-care assistive device for
persons with dementia. Finally, I review experiments with POMCP-C on a non-affective
robot navigation problem. The chapter closes with related work and conclusions.
3.2 Affect Control Theory
Affect Control Theory (ACT) arises from work on the psychology and sociology of human
social interaction [74]. ACT proposes that social perceptions, behaviours, and emotions
are guided by a psychological need to minimize the differences between culturally shared
fundamental affective sentiments about social situations and the transient impressions
resulting from the interactions between elements within those situations. Fundamental
sentiments, f , are representations of social objects, such as interactants’ identities and
behaviours, as vectors in a 3D affective space, hypothesised to be a universal organising
principle of human socio-emotional experience [136]. The basis vectors of affective space
are called Evaluation/valence, Potency/control, and Activity/arousal (EPA). EPA profiles
of concepts can be measured with the semantic differential, a survey technique where re-
spondents rate affective meanings of concepts on numerical scales with opposing adjectives
at each end (e.g., good, nice vs. bad, awful for E, weak, little vs. strong, big for P, and
calm, passive vs. exciting, active for A). Affect control theorists have compiled lexicons of
a few thousand words along with average EPA ratings obtained from survey participants
who are knowledgeable about their culture [75]. For example, most English speakers agree
that professors are about as nice as students (E), more powerful (P) and less active (A).
The corresponding EPAs are [1.7, 1.8, 0.5] for professor and [1.8, 0.7, 1.2] for student2. In
2 All EPA labels and values in the paper are taken from the Indiana 2002-2004 ACT lexicon [75]. Values
range by historical convention from −4.3 to +4.3.
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Japan, professor has the same P (1.8) but students are seen as less powerful ( 0.21).
The three dimensions were found by Osgood to be extremely robust across time and
cultures. More recently these three dimensions are also thought to be related directly
to intrinsic reward [57]. That is, it seems that reward is assessed by humans along the
same three dimensions: Evaluation roughly corresponds with expected value, Potency with
risk (e.g. powerful things are more risky to deal with, because they do what they want
and ignore you), and Activity corresponds roughly with uncertainty, increased risk, and
decreased values (e.g. faster and more excited things are more risky and less likely to result
in reward) [57]. Similarly, Scholl argues that the three dimensions are in correspondence
with the major factors governing choice in social dilemmas [164]. Evaluation is a measure
of affiliation or correspondence between outcomes: agents with similar goals will rate each
other more positively. Potency is a measure of dependence: agents who can reach their goals
independently of other agents are more powerful. Activity is a measure of the magnitude
of dependence: agents with bigger payoffs will tend to be more active.
Social events can cause transient impressions, τ (also three dimensional in EPA space)
of identities and behaviours that may deviate from their corresponding fundamental sen-
timents, f . ACT models this formation of impressions from events with a grammar of
the form actor-behaviour-object. Consider for example a professor (actor) who yells (be-
haviour) at a student (object). Most would agree that this professor appears considerably
less nice (E), a bit less potent (P), and certainly more aroused (A) than the cultural aver-
age of a professor. Such transient shifts in affective meaning caused by specific events are
described with models of the form τ ′ = MG (f ′, τ ), where M is a matrix of statistically
estimated prediction coefficients from empirical impression-formation studies and G is a
vector of polynomial features in f ′ and τ . In ACT, the weighted sum of squared Euclidean
distances between fundamental sentiments and transient impressions is called deflection,
and is hypothesised to correspond to an aversive state of mind that humans seek to avoid.
This affect control principle allows ACT to compute prescriptive actions for humans: those
that minimize the deflection. Emotions in ACT are computed as a function of the dif-
ference between fundamentals and transients [74], and are thought to be communicative
signals of vector deflection that help maintain alignment between cooperative agents. ACT
has been shown to be highly accurate in explaining verbal behaviours of mock leaders in a
computer-simulated business [165], and group dynamics [76], among others [125].
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3.3 Bayesian Affect Control Theory
Recently, ACT was generalised and formulated as a POMDP for human-interactive arti-
ficially intelligent systems [81]. This new model, called BayesAct, generalises the original
theory in three ways. First, sentiments and impressions are viewed as probability distribu-
tions over latent variables (e.g., f and τ ) rather than points in the EPA space, allowing for
multimodal, uncertain and dynamic affective states to be modeled and learned. Second,
affective interactions are augmented with propositional states and actions (e.g. the usual
state and action space considered in AI applications). Third, an explicit reward function
allows for goals that go beyond simple deflection minimization. I give a simplified de-
scription here; more details are provided in the original BayesAct research paper [81]. A
graphical model is shown in Figure 3.1.
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Figure 3.1: Two time slices of a factored POMDP for BayesAct.
A BayesAct POMDP models an interaction between two agents (human or machine)
denoted agent and client. The state, s, is the product of six 3-dimensional continuous
random variables corresponding to fundamental and transient sentiments about the agent’s
identity (Fa,Ta), the current (agent or client) behaviour (Fb,Tb) and the client’s identity
(Fc,Tc). I use F = {Fa,Fb,Fc} and T = {Ta,Tb,Tc}. The state also contains an
application-specific set of random variables X that are interpreted as propositional (i.e.
not affective) elements of the domain (e.g. whose turn it is, game states - see Section 3.6),
and we write s = {f , τ ,x}. Here the turn is deterministic (agent and client take turns),
although this is not necessary in BayesAct. The BayesAct reward function is application-
specific over x. The state is not observable, but observations Ωx and Ωf are obtained for
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X and for the affective behaviour Fb, and modeled with probabilistic observation functions
Pr(ωx|x) and Pr(ωf |fb), respectively.
Actions in the BayesAct POMDP are factored in two parts: ba and a, denoting the
affective and propositional components, respectively. For example, if a tutor gives a hard
exercise to do, the manner in which it is presented, and the difficulty of the exercise,
combine to form an affective impression ba that is communicated. The actual exercise
(content, difficulty level, etc) is the propositional part, a.
The state dynamics factors into three terms as
Pr(s′|s,ba, a) = Pr(τ ′|τ , f ′,x)Pr(f ′|f , τ ,x,ba)Pr(x′|x, f ′, τ ′, a), (3.1)
and the fundamental behaviour, Fb, denotes either observed client or taken agent affective
action, depending on whose turn it is (see below). That is, when agent acts, there is
a deterministic mapping from the affective component of his action (ba) to the agent’s
behaviour Fb. When client acts, agent observes Ωf (the affective action of the other agent).
The third term in the factorization of the state dynamics is the Social Coordination Bias,
and is described in Section 3.4. Now I focus on the first two terms.
The transient impressions, T, evolve according to the impression-formation operator in
ACT (MG ), so that Pr(τ ′|...) is deterministic. Fundamental sentiments are expected to
stay approximately constant over time, but are subject to random drift (with noise Σf )
and are expected to also remain close to the transient impressions because of the affect
control principle. Thus, the dynamics of F is3:
Pr(f ′|f , τ ) ∝ e−ψ(f ′,τ )−ξ(f ′,f) (3.2)
where ψ ≡ (f ′−MG (f ′, τ ))TΣ−1(f ′−MG (f ′, τ )) combines the affect control principle with
the impression formation equations, assuming Gaussian noise with covariance Σ. The
inertia of fundamental sentiments is ξ ≡ (f ′− f)TΣ−1f (f ′− f), where Σf is diagonal with
elements βa, βb, βc. The two terms can then be combined into a single Gaussian with mean
µn and covariance Σn that are non-linearly dependent on the previous state, s. The state
dynamics are non-linear due to the features in G . This means that the belief state will
be non-Gaussian in general, and BayesAct uses a bootstrap filter [50] to compute belief
updates.
The distribution in (3.2) gives the prescribed (if agent turn), or expected (if client turn),
action as the component f ′b of f
′. Thus, by integrating over f ′a and f
′
c and the previous state,
we obtain a probability distribution, pi†, over f ′b that acts as a normative action bias: it
3I leave out the dependence on x for clarity, and on ba since this is replicated in f
′
b.
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tells the agent what to expect from other agents, and what action is expected from it in
belief state b(s):
pi†(f ′b) =
∫
f ′a,f ′c
∫
s
Pr(f ′|f , τ ,x)b(s) (3.3)
3.4 BayesAct Instances
As affective identities (fa, fc) are latent (unobservable) variables, they are learned (as infer-
ence) in the POMDP. If behaving normatively (according to the normative action bias), an
agent will perform affective actions ba = arg maxf ′b pi
†(f ′b) that allow other agents to infer
what his (true) identity is. The normative action bias (NAB) defines an affective signaling
mechanism as a shared set of prescriptions for translating information about identity into
messages. In BayesAct, the NAB is given by Equation (3.3).
The NAB is only prescriptive: all agents are free to select individually what they really
send, allowing for deception (e.g. “faking” an identity by sending incorrect information
in the affective dimension of communication). Possible outcomes are manipulation (the
other agent responds correctly, as its own identity, to the “fake” identity), and altercasting
(the other agent assumes a complementary identity to the faked identity, and responds
accordingly), both possibly leading to gains for the deceptive agent.
The dynamics of X is given by Pr(x′|f ′, τ ′,x, a), that I refer to as the social coordination
bias (SCB): it defines what agents are expected to do (how the state is expected to change,
including other agents’ propositional behaviours) in a situation x when action a was taken
that resulted in sentiments f ′ and τ ′. For example, we may expect faster student learning if
deflection is low, as cognitive resources do not need to be spent dealing with mis-alignment.
The SCB is a set of shared rules about how agents, when acting normatively, will
behave propositionally (action a, as opposed to affectively with action ba). Assuming
identities are correctly inferred (as insured by the shared nature of the NAB), each agent
can both recognize the type of the other agent and can thereby uncover an optimistic policy4
that leads to the normative mean accumulated future reward (as defined by the social
coordination bias). However, with sufficient resources, an agent can use this prescribed
action as a heuristic only, searching for nearby actions that obtain higher individual reward.
For example, a teacher who seems very powerful and ruthless at the start of a class, often
may choose to do so (in a way that would be inappropriate in another setting, e.g., the
home, but is appropriate within the classroom setting) in order to establish a longer-term
4optimistic in the sense that it assumes all agents will also follow the same normative policy.
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relationship with her students. The teacher’s actions feel slightly awkward if looked at
in the context of the underlying social relationship with each student (e.g. as would be
enacted according to normative BayesAct), but are leading to longer-term gains (e.g. the
student passes).
Thus, the NAB (along with a communication mechanism) allows the relaying of infor-
mation about identity, while the SCB allows agents to make predictions about other agents’
future actions given the identities. This combination allows agents to assume cooperative
roles in a joint task, and is used as an emotional “fast thinking” heuristic (Kahneman’s
“System 1” [89]). If agents are fully cooperative and aligned, then no further planning
is required to ensure goal achievement. Agents do what is expected (which may involve
planning over X, but not F and T), and expect others to as well. However, when alignment
breaks down, or in non-cooperative situations, then slower, more deliberative (“System 2”)
thinking arises. The Monte-Carlo method in Section 3.5 naturally trades-off slow vs. fast
thinking.
3.5 Proposed Algorithm: POMCP-C
I now investigate how to plan in BayesAct. I first review POMCP, a well-known MCTS
algorithm, and then present my variant POMCP-C for planning in BayesAct.
3.5.1 POMCP
POMCP [178] is a Monte-Carlo tree search algorithm for POMDPs that progressively
builds a search tree consisting of nodes representing histories and branches representing
actions or observations. It does this by generating samples from the belief state, and
then propagating these samples forward using a blackbox simulator (the known POMDP
dynamics). The nodes in the tree gather statistics on the number of visits, states visited,
values obtained, and action choices during the simulation. Future simulations through the
same node then use these statistics to choose an action according to the UCB1 [14] formula,
which adds an exploration bonus to the value estimate based on statistics of state visits
(less well-visited states are made to look more salient or promising). Leaves of the tree
are evaluated using a set of rollouts: forward simulations with random action selection.
The key idea is that fast and rough rollouts blaze the trail for the building of the planning
tree, which is more carefully explored using the UCB1 heuristic. POMCP uses a timeout
(processor or clock time) providing an anytime solution.
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Concretely, the algorithm proceeds as follows. Each node represents a history h, which
is a sequence of actions and observations that have occurred up to time t. For a given
input history h, the SEARCH procedure iteratively generates a sample s from the belief
state at h, and calls the procedure SIMULATE(s, h), which does the following steps:
1. If h is not in the tree (i.e. this history has never been encountered/explored in
previous calls to SEARCH), it is added, and a node for the history ha is created for
every legal action a. A ROLLOUT ensues, where s is propagated forward using the
POMDP dynamics until the horizon is reached. The total discounted reward gained
from visiting each state in the rollout is returned and assigned to ha.
2. Otherwise, the UCB1 formula selects the best action a to be taken on s. The blackbox
simulator uses a to propagate s to a new state s′ and receives an observation o in
the process. Then SIMULATE is called on s′ and the updated history hao. When
the recursive call ends, the statistics of the node h are updated, and the reward is
accumulated.
Finally, SEARCH returns the highest value action at h, this action is taken, an observation
is received, and the search tree is pruned accordingly.
POMCP has been shown to work on a range of large-scale domains, and would work
“as is” with continuous states (as sampled histories), but is restricted to work with only
discrete actions and discrete observations because every time a new node is added to the
tree, a branch is created for each possible action.
3.5.2 POMCP-C
In my algorithm, POMCP-C (see Algorithm 1), I make use of an action bias, piheur: a
probability distribution over the action space that guides action choices5. A sample from
this distribution outputs an action which is assumed to be somewhat close to optimal. In
BayesAct, we naturally have such a bias: the normative action bias (for ba) and the social
coordination bias (for a). The idea of such a bias is generalizable to other domains too; I
will later examine a robot navigation problem as an example.
At each node encountered in a POMCP-C simulation (at history h), an action-observation
pair is randomly sampled as follows. First, a random sample is drawn from the action bias,
a ∼ piheur. The action a is then compared to all existing branches at the current history,
5The idea of using a heuristic to guide action selection in POMCP was called preferred actions [178].
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and a new branch is only created if it is significantly different, as measured by distance in
the action space (Euclidean for ba, binary for a) and a threshold parameter δa (‘action res-
olution’), from any of these existing branches. If a new branch is created, the history ha is
added to the planning tree, and is evaluated with a rollout as usual. If a new branch is not
created, then a random sample o is drawn from the observation distribution Pr(o|h, a)6.
The continuous observation space raises two significant problems. First, the branching
factor for the observations is infinite, and no two observations will be sampled twice. To
counter this, I use a dynamic discretisation scheme for the observations, in which I maintain
o(h), a set of sets of observations at each history (tree node). So o(h) = {o1,o2, . . . ,oNo},
where No ∈ N. A new observation o is either added to an existing set oj if it is close
enough to the mean of that set (i.e. if |o− o¯j| < δo where δo is a constant, the ‘observation
resolution’), or, if not, it creates a new set oNo+1 = {o}. This simple scheme allows us to
dynamically learn the observation discretisation.
The second problem raised by continuous observations stems from the fact that POMCP
uses a black box simulator that should draw samples from the same distribution as the
environment does. Thus, the simulated search tree replicates actual trajectories of belief,
and can be re-used after each action and observation in the real world (after each pruning
of the search tree). This works for discrete observations, but it may not work for continuous
observations since the same observation will rarely be encountered twice. Here, I prune
the tree according to the closest observation set oj to the observation obtained.
3.5.3 Extended POMCP-C
Here, I give an extended version of POMCP-C (Algorithm 2) that deals with continuous
observation spaces more prudently. Here, tree regeneration is initiated if the belief stored
in the tree is sufficiently different than the actual belief encountered.
As mentioned previously, the simulated search tree in POMCP replicates actual trajec-
tories of belief, and can be re-used after each action and observation in the real world. This
may not work for continuous observations. That is, the belief stored at a node is based
on sampled action-observation pairs from the parent node in the tree, which may be sig-
nificantly different from the actual action-observation pair. To handle this problem, first I
prune the search tree according to the closest observation set oj to the observation obtained.
Then, I do a check after each prune to see if the belief state stored at the node is ‘similar’ to
6POMCP-C also uses a cut-off NmaxA on the branching factor, which is not strictly necessary, but
included for completeness.
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Algorithm 1: POMCP-C
Procedure SEARCH(B∗, h)
repeat
if h = ∅ then
s ∼ B∗
else
s ∼ B(h)
end
SIMULATE(s, h, 0)
until TIMEOUT()
return arg max
b
V (hb)
Procedure ROLLOUT(s, h, d)
if γd <  then
return 0
else
a ∼ pirollout(h; ·)
(s′, o, r) ∼ G(s, a)
return
r + γ.ROLLOUT(s′, hao, d+ 1)
end
Function DiscretizeObs(o, h)
if ∃oj∈o(h) : |o− o¯j| < δo then
oj ← oj ∪ {o}
return o¯j
else
o(h)← o(h) ∪ {{o}}
return o
end
Procedure SIMULATE(s, h, d)
if γd <  then
return 0
end
if NA(h) < N
max
A then
a ∼ piheur(s)
if a(h) = ∅ ∨ ∀aj∈a(h)|a− aj| > δa then
i← NA(h)
T (hi)← (Ninit(hi), Vinit(hi), ∅)
NA(h)← NA(h) + 1
a(h)← a(h) ∪ {a}
return ROLLOUT(s,h,d)
end
end
i← arg max
j=1...NA(h)
V (hj) + c
√
logN(h)
N(hj)
(s′, o, r) ∼ G(s, ai(h))
o† ← DiscretizeObs(o, h)
R← r + γ.SIMULATE(s′, hai(h)o†, d+ 1)
B(h)← B(h) ∪ {s}
N(h)← N(h) + 1
N(hi)← N(hi) + 1
V (hi)← V (hi) + R−V (hi)
N(hi)
return R
Procedure PruneTree(h, a, o)
i∗ ← arg mini |a− ai(h)|
j∗ ← arg minj |o− o¯j|
T ← T (hi∗j∗)
the one we get from updating the particle filter. I do this by computing the true belief state
B∗(hao) based on the actual observation, o, and compare it to the belief state B(hao) stored
in the pruned search tree at the root. That is, given B∗(hao) ∝ P (o|s′)P (s′|h, a)B∗(h),
and B(hao) (in the search tree), I compute ∆B = dist(B
∗(hao), B(hao)), where dist is
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Algorithm 2: POMCP-C (Extended)
Procedure SEARCH(B∗, h)
repeat
∆B ← dist(B∗, B(h))
s ∼ B∗
regen = False
with probability ∝ ∆B
regen← True
end
SIMULATE(s, h, 0, regen)
until TIMEOUT()
return arg max
b
V (hb)
Procedure ROLLOUT(s, h, d)
if γd <  then
return 0
else
a ∼ pirollout(h; ·)
(s′, o, r) ∼ G(s, a)
return
r + γ.ROLLOUT(s′, hao, d+ 1)
end
Function DiscretizeObs(o, h)
if ∃oj∈o(h) : |o− o¯j| < δo then
oj ← oj ∪ {o}
return o¯j
else
o(h)← o(h) ∪ {{o}}
return o
end
Procedure PruneTree(h, a, o)
i∗ ← arg mini |a− ai(h)|
j∗ ← arg minj |o− o¯j|
T ← T (hi∗j∗)
Procedure SIMULATE(s, h, d, regen)
if γd <  then
return 0
end
if NA(h) < N
max
A then
a ∼ piheur(s)
if a(h) = ∅ ∨ ∀aj∈a(h)|a− aj| > δa then
i← NA(h)
T (hi)← (Ninit(hi), Vinit(hi), ∅)
NA(h)← NA(h) + 1
a(h)← a(h) ∪ {a}
return ROLLOUT(s,h,d)
end
end
if regen then
∆s = Pr(s, B(h))
if Bernouilli(∆s) then
i = arg mini V (hi)
ai(h) ∼ piheur(s);
T (hi)← (Ninit(hi), Vinit(hi), ∅)
return ROLLOUT(s,h,d)
end
end
i← arg max
j=1...NA(h)
V (hj) + c
√
logN(h)
N(hj)
(s′, o, r) ∼ G(s, ai(h))
o† ← DiscretizeObs(o, h)
R← r + γ.SIMULATE(s′, hai(h)o†,
d+ 1, regen)
B(h)← B(h) ∪ {s}
N(h)← N(h) + 1
N(hi)← N(hi) + 1
V (hi)← V (hi) + R−V (hi)
N(hi)
return R
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some probability distance measure. For example, the KL Divergence could be computed
from sample sets using [143].
Now I check ∆B against a settable threshold parameter, and re-initialise the entire
search tree if the threshold is exceeded. Alternatively, I dynamically regenerate certain
portions of the search tree based on ∆B, as follows. While drawing samples during the
POMCP-C search, with probability proportional to ∆B, I set a flag regen. If regen is set,
the tree search will sometimes (with probability that the current state s is not a draw from
the belief state, B(h), stored at node h), generate a new action to take from the action
bias. Subsequently, there can be one of two operating modes: “REPLACE”or “ADD”.
In “REPLACE” mode (default), the new actions from the action bias replace the worst
performing action branches. In “ADD” mode, this new action gets added to the list. If
we use “ADD” mode, we must be careful to sometimes remove actions as well, using a
garbage collector. It is also advisable to note that in “ADD” mode, the UCB1 formula
may be significantly affected. Any new actions will have a low N(ha) and a high V (ha), so
they will likely be selected often by UCB1. The “ADD” mode is not shown in Algorithm 2
for this reason. It is also possible to replace or add a new action if regen = False, but
P (s|B(h)) is very small. This is also not shown in Algorithm 2.
3.6 Experiments
In this section, I present experiments and results for four applications.
3.6.1 Prisoner’s Dilemma (Repeated)
The prisoner’s dilemma is a classic two-person game in which each person can either defect
by taking $1 from a (common) pile, or cooperate by giving $10 from the same pile to
the other person. There is one Nash equilibrium in which both players defect, but when
humans play the game they often are able to achieve the optimal solution where both
cooperate. A rational agent would first compute the strategy for the game as the Nash
equilibrium (of “defect”), and then look up the affective meaning of such an action using
e.g. a set of appraisal rules, and finally apply a set of coping rules. For example, such an
agent might figure out that the goals of the other agent would be thwarted, and so that he
should feel ashamed or sorry for the other agent. However, appraisal/coping theories do
not specify the probabilities of emotions, do not take into account the affective identities of
the agents, and do not give consistent accounts of how coping rules should be formulated.
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Instead, a BayesAct agent (called a pd-agent for brevity here), computes what af-
fective action is prescribed in the situation (given his estimates of his and the other’s
identities, and of the affective dynamics), and then seeks the best propositional action
(a ∈ {cooperate, defect}) to take that is consistent with this prescribed affect. As the game
is repeated, the pd-agent updates his estimates of identity (for self and other), and adjusts
his play accordingly. For example, a player who defects will be seen as quite negative, and
appropriate affective responses will be to defect, or to cooperate and give a nasty look.
The normative action bias (NAB) for pd-agents is the usual deflection minimizing af-
fective fb given distributions over identities of agent and client (Equation 3.3). Thus, if
agent thought of himself as a friend (EPA:{2.75, 1.88, 1.38}) and knew the other agent to
be a friend, the deflection minimizing action would likely be something good (high E). In-
deed, a simulation shows that one would expect a behaviour with EPA={1.98, 1.09, 0.96},
with closest labels such as treat or toast. Intuitively, cooperate seems like a more aligned
propositional action than defect. This intuition is confirmed by the distances from the
predicted (affectively aligned) behaviour to collaborate with (EPA:{1.44, 1.11, 0.61}) and
abandon (EPA:{ 2.28, 0.48, 0.84}) of 0.4 and 23.9, respectively. Table 3.1 shows all com-
binations if each agent could also be a scrooge (EPA:{ 2.15, 0.21, 0.54}). We see that
a friend would still collaborate with a scrooge (in an attempt to reform the scrooge), a
scrooge would abandon a friend (look away from in shame), and two scrooges would defect.
The agent will predict the client’s behavior using the same principle: compute the
deflection minimising affective action, then deduce the propositional action based on that.
Thus, a friend would be able to predict that a scrooge would defect. If a pd-agent has
sufficient resources, he could search for an affective action near to his optimal one, but
that would still allow him to defect. To get a rough idea of this action, we find the point
on the line between his optimal action {0.46, 1.14, 0.27} and abandon that is equidistant
from abandon and collaborate with. This point, at which he would change from cooperation
to defection, is { 0.8, 0.6, 0.4} (glare at), which only has a slightly higher deflection than
reform (6.0 vs 4.6). Importantly, he is not trading off costs in the game with costs of
disobeying the social prescriptions: his resource bounds and action search strategy are
preventing him from finding the more optimal (individual) strategy, implicitly favoring
those actions that benefit the group and solve the social dilemma.
PD-agents are dealing with a slightly more difficult situation, as they do not know
the identity of the other agent. However, the same principle applies, and the social coor-
dination bias (SCB) is that agents will take and predict the propositional action that is
most consistent with the affective action. Agents have culturally shared sentiments about
the propositional actions (defection and cooperation), and the distance of the deflection
minimizing action (agent, ba) or behaviour (client, fb) to these sentiments is a measure
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Optimal Closest Distance from
Agent Client Behaviour Labels ‘collaborate’ ‘abandon’
Friend Friend 1.98, 1.09, 0.96 treat 0.4 23.9
toast
Friend Scrooge 0.46, 1.14, 0.27 reform 1.7 10.5
lend money to
Scrooge Friend 0.26, 0.81, 0.77 curry favor 8.5 4.2
look away
Scrooge Scrooge 0.91, 0.80, 0.01 borrow money 9.6 2.7
chastise
Table 3.1: Optimal (deflection minimising) behaviours for two pd-agents with fixed iden-
tities friend and scrooge.
of how likely each propositional action is to be chosen (agent turn), or predicted (client
turn). That is, on agent turn, the affective actions ba will be sampled and combined with
a propositional action a sample drawn proportionally to the distance from ba to the shared
sentiments for each a. On client turn, affective behaviours fb will be predicted and com-
bined with a value for a variable representing client play in X drawn proportionally to the
distance from fb.
I model agent and client as having two (simultaneous) identities: friend or scrooge
with probabilities 0.8 and 0.2, respectively. Each pd-agent starts with a mixture of two
Gaussians centered at these identities with weights 0.8/0.2 and variances of 0.1. The
SCB interprets cooperation as collaborate with (EPA:{1.44, 1.11, 0.61}) and defection as
abandon (EPA:{ 2.28, 0.48, 0.84}), and the probability of the propositional actions using
a Gibbs measure over distance with a variance of 4.0. I use propositional state X =
{Turn,Ag play, Cl play} denoting whose turn it is (∈ {agent, client}) and agent and
client state of play (∈ {not played, cooperate, defect}). The agents’ reward is only over the
game (e.g. 10, 1, or 0), so there is no intrinsic reward for deflection minimization as in [81].
I use a two time-step game in which both agent and client choose their actions at the first
time step, and then communicate this to each other on the second step. The agents also
communicate affectively, so that each agent gets to see both what action the other agent
took (cooperate or defect), and also how they took it (expressed in fb)
7. If one were to
implement this game in real life, then fb would be relayed by e.g. a facial expression. I use
a Gaussian observation function Pr(ωf |fb) with mean at fb and std. dev. of σb = 0.1. The
7Agents may also relay emotions (see Sec. 3.2), but here I only use emotional labels for explanatory
purposes.
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simulations consist of 10 trials of 20 games/trial, but agents use an infinite horizon with a
discount γ.
I simulate one pd-agent (pdA) with a POMCP-C (processor time) timeout value of ta.
The other pd-agent can play one of the following fixed strategies:
1. (same): plays with the same timeout as agent tc = ta;
2. (1.0): plays with a timeout of tc = 1s;
3. (co): always cooperates;
4. (de): always defects;
5. (to): two-out, cooperates twice, then always defects;
6. (tt): tit-for-tat, starts by cooperating, then always repeats the last action of the
agent;
7. (t2): tit-for-two-tat, starts by cooperating, then defects if the other agent defects
twice in a row;
8. (2t): two-tit-for-tat, starts by cooperating, then cooperates if the other agent coop-
erates twice in a row.
Fixed strategy agents always relay collaborate with and abandon as fb when playing coop-
erate and defect, respectively.
First, I consider agents that use the same timeout. In this case, if the discount factor
is 0.99, both agents cooperate all the time, and end up feeling like warm, earnest or
introspective ladies, visitors or bridesmaids (EPA∼ {2.0, 0.5, 1.0}). This occurs regardless
of the amount of timeout given to both agents. Essentially, both agents are following
the norm. If they don’t have a long timeout, this is all they can evaluate. With longer
timeouts, they figure out that there is no better option. However, if the discount is 0.9
(more discounting, so they will find short-term solutions), then again cooperation occurs if
the timeout is short (less than 10s), but then one agent starts trying to defect after a small
number of games, and this number gets smaller as the timeout gets longer (see Figure 3.2).
With more discounting, more time buys more breadth of search (the agent gets to explore
more short-term options), and finds more of them that look appealing (it can get away
with a defection for a short while). With less discounting, more time buys more depth,
and results in better long-term decisions.
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Figure 3.2: PD with client strategy: (same) and discount γ = 0.9. Red=client;
Blue=agent; dashed=std.dev.; solid (thin, with markers): mean; solid (thick): median.
As timeout increases, more defections give less reward for both agents.
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game post-play sentiments (agent) defl- identities emotions actions
# fa fc fb ection agent client agent client agent client
1 -1.36,-0.01,-0.35 2.32,1.61,1.27 2.62,1.58,1.73 4.44 failure newlywed easygoing idealistic coop. coop.
2 -0.66,0.04,-0.05 1.77,1.27,1.06 2.23,1.00,1.76 3.70 parolee husband easygoing self-conscious coop. coop.
3 -0.23,-0.08,0.20 1.02,0.93,0.84 2.49,0.97,1.87 7.19 stepmother purchaser female immoral coop. def.
4 -0.12,-0.33,0.33 0.27,0.62,0.62 2.37,0.48,1.34 4.99 stuffed shirt roommate dependent unfair coop. def.
5 -0.26,-0.47,0.32 -0.26,0.26,0.42 -0.59,0.41,-0.23 3.27 divorce´e gun moll dependent selfish def. def.
6 -0.37,-0.66,0.26 -0.61,0.00,0.28 -0.10,-0.41,-0.27 2.29 divorce´e hussy disapproving selfish def. def.
Table 3.2: Example games with client playing (to). Identities and emotions are agent
interpretations.
γ (tt) (t2) (2t)
0.9 1.64± 2.24 3.98± 2.48 1.72± 2.35
0.99 7.33± 1.17 7.28± 1.68 7.63± 0.91
Table 3.3: Results (avg. rewards) against the tit-for strategies
Table 3.2 shows the first six games with a client playing two-out (to), who sends affective
values of collaborate with {1.44, 1.11, 0.61} and cooperates on the first two moves. This
affective action makes the pd-agent feel much less good (E) and powerful (P) than he
normally would (as a failure), as he’d expect a more positive and powerful response (such
as flatter EPA={2.1, 1.45, 0.82}) if he was a friend, so this supports his scrooge identity
more strongly8. He infers client is friendly (a newlywed is like a girlfriend in EPA space).
He therefore cooperates on the second round, and feels somewhat better. Then, the client
defects on the third round, to which the agent responds by re-evaluating the client as less
good (an immoral purchaser). He still tries to cooperate, but gives up after two more
rounds, after which he thinks of the client as nothing but a selfish hussy, and himself as
a disapproving divorce´e. The agent consistently defects after this point. Interactions with
(tt), (2t) and (t2) generally follow a similar pattern, because any defection rapidly leads to
both agents adopting long-term defection strategies. However, as shown in Table 3.3 (Full
results are given in A), less discounting leads to better solutions against these strategies,
as longer-term solutions are found.
When playing against (co), pd-agents generally start by cooperating, then defect, re-
sulting in a feeling of being a self-conscious divorce´e (EPA:{ 0.23, 0.62, 0.32}) playing
against a conscientious stepsister (EPA:{0.12, 0.04, 0.35}). When playing against (de),
pd-agents generally start by cooperating, but then defect, feeling like a dependent klutz
(EPA:{ 0.76, 1.26, 0.37}) playing against an envious ex-boyfriend (EPA:{ 1.30, 0.49, 0.13}).
8Examples of more positive affective actions in A.
43
3.6.2 Affective Cooperative Robots (CoRobots)
CoRobots is a multi-agent cooperative robot game based on the classic “Battle of the
Sexes” problem9. The asymmetrical situations are specifically interesting, wherein one
robot has more resources and can do planning in order to manipulate the other robot, taking
advantage of the social coordination bias. I start with a simplified version in which the
two robots maintain affective fundamental sentiments, but do not represent the transient
impressions. The normative action bias is a simple average instead of as the result of more
complex impression formation equations.
Concretely, two robots, Rob1 and Rob2, move in a 1D continuous state space. I denote
their positions with variables X1 and X2. At each time step, Rob1, Rob2 take actions
a1, a2 ∈ R respectively. This updates their respective positions xi, i ∈ {1, 2} according to
xi ← xi + ai + νi and νi ∼ N (0, σ). There are two fixed locations L1 ∈ R+ and L2 ∈ R−.
For each robot, one of these locations is the major goal g (with associated high reward r)
and the other is the minor goal g¯ (with associated low reward r¯ ). A robot is rewarded
according to its distance from g and g¯, but only if the other robot is nearby. The reward
for Robi is:
Ri(x1, x2) = I(|x1 − x2| < ∆x)[r · e−(xi−g)2/σ2r + r¯ · e−(xi−g¯)2/σ2r ], (3.4)
where I(y) = 1 if y is true, and 0 otherwise, and where σr is the reward variance, ∆x is a
threshold parameter governing how “close” the robots need to be, and r, r¯ ∈ R, such that
r  r¯ > 0. Both σr and ∆x are fixed and known by both robots. Each robot only knows
the location of its own major goal. Furthermore, at any time step, each robot can move in
any direction, receives observations of the locations of both robots, and has a belief over
X1 and X2.
In order to coordinate their actions, (which is necessary to achieve any reward at all), the
robots must relay their reward locations to each other, and must choose a leader according
to some social coordination bias. The robots each have a 3D identity fa = {fae, fap, faa} ∈ R3
(as in BayesAct), where the valence, fae, describes their goal: if fae > 0, then g = L1. If
fae < 0, then g = L2. The power and activity dimensions will be used for coordination
(see below). Each robot also models the identity of the other robot (the client10), fc ∈ R3.
Robots can move (propositional action a) at any time step, but must coordinate their
communications. That is, only one robot can communicate at a time (with affective action
9A husband wants to go to a football game, and his wife wants to go shopping, but neither wants to
go alone. There are two pure Nash equilibria, but the optimal strategy requires coordination.
10I present from agent’s perspective, and call the other client.
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ba perceived by the other robot as ωf ), but this turn-taking behaviour is fixed. The
normative action bias (NAB) in the first (simplified) CoRobots problem is the mean of the
two identities:
pi† ∝ N ((fa + fc)/2,Σb). (3.5)
In BayesAct Corobots, the NAB is given by Equation (3.3). Unless stated otherwise, the
CoRobots start without any knowledge of the other’s identity: their belief over fc is given
by N (0, 2). CoRobots have noisy self-identities.
The social coordination bias (that the leader will lead) defines each robot’s action bias
for ai, and action prediction function (for client’s x) through a 2D sigmoid leader function,
known to both agents:
leader(fa, fc) =
1
1 + exp(− (fap−fcp)
σp
− (faa−fca)
σa
)
(3.6)
where σa = 1.0 and σp = 1.0 are constants, known to both robots. This sigmoid function
is ≥ 0.5 if the agent estimates he is more powerful or more active than the client ((fap >
fcp)∨ (faa > fca)) and is < 0.5 otherwise. If the agent is the leader, his action bias will be a
Gaussian with mean at +1.0 in the direction of his major goal (as defined by fae), and in
the direction of the client’s major goal (as defined by his estimate of fce) otherwise. Agent’s
prediction of client’s motion in x is that the client will stay put if client is the leader, and
will follow the agent otherwise, as given succinctly by:
Pr(x′c|f ′a, f ′c) = N (I(leader(f ′a, f ′c) ≥ 0.5)λa + xc, σp) (3.7)
where λa = 1 if f
′
ae > 0, and −1 otherwise and σp = 1.0.
I first investigate whether corobots can coordinate when they have identities drawn from
the set of 500 human (male) identities in the ACT lexicon (see footnote 2). In the first
experiment, the two identities are selected at random on each trial. Each corobot knows
his self-ID (N (self-ID, 0.1)) but does not know the other’s ID (N ([0.0, 0.0, 0.0], 2.0)).
Furthermore, each corobot has a stable self-identity (βa = 0.1), but it believes that the
other is less stable (βc = 2.0). Finally, both corobots have equal POMCP-C planning
resources (Σb = 0.5, N
max
A = 3, δa = 2.0, δo = 6.0 and Timeout = 2.0 seconds). The other
CoRobots game parameters are r = 100, r¯ = 30, L1 = 10, L2 = −10, σr = 2.5,∆x = 1.0 and
iterations = 30. I run 5 sets of 100 simulated trials of the CoRobots Game with varying
environmental noise, i.e., I add a normally distributed value, with standard deviation
corresponding to the noise level, to the computation and communication of Ωx and Ωf
(observations of x and f , resp.). Figure 3.3(a) (green line) shows the mean and standard
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Figure 3.3: BayesAct Corobots cannot coordinate properly when the communication
channel is bad or non-existent.
error of mean number of successful coordinations by the corobots, and (b) shows the
means and standard error of the total reward per trial (in each set of 100 trials). The
percentage of successful coordination falls from 91% to 6% when the environmental noise
is increased, and the average total reward per trial falls from 1403 to 19.4. We see that
with no environmental noise, the corobots are able to easily learn the other’s identity,
and can coordinate based on the social coordination bias. As the environmental noise
increases, corobots are unable to easily relay identities, and require a much longer time to
find cooperative solutions.
Figure 3.3 (orange line) shows results where the self-ID is also unknown initially (N ([0.0,
0.0, 0.0], 2.0)), and is less stable (βa = 2.0). We see that the general trend is the same; how-
ever, the corobots have a higher percentage of successful coordinations, and consequently
gain a higher average total reward, for the three lowest noise values. They successfully
converge to a goal 95% of the times when the noise is low, and accumulate an average re-
ward of 1584 per trial. These values fall to 6.4% and 22.5 when the noise is maximum. It is
surprising to see that the corobots perform better with unknown self-IDs. This is because
corobots quickly assume contrasting identities (i.e. one assumes a less powerful identity
than the other) in order to coordinate. With known self-IDs, however, the corobots show
less flexibility and spend the initial few iterations trying to convince and pull the other
corobot towards themselves. Due to this rigidity, these corobots suffer a lot when they
have similar power; this does not happen when the self-ID is unknown.
Next, I investigate whether one agent can manipulate the other. A manipulation is
said to occur when the weaker and less active agent deceives the client into believing that
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the agent is more powerful or active, thereby persuading the client to converge to the
agent’s major goal g (to within ±|0.2g|). In order to demonstrate manipulative behaviour,
I introduce asymmetry between the two agents by changing the parameters Σb, N
max
A and
Timeout for one agent (unbeknownst to the other). In addition, I allow this agent to
start with a slightly better estimate of the other’s identity. This agent will then sample
actions that are farther from the norm than expected by the other agent, and will allow
such an agent to “fake” his identity so as to manipulate the other agent. The agent’s and
client’s self-identities are noisy (σ = 0.1) versions of [2.0,−1.0,−1.0] and [−2.0, 1.0, 1.0]
respectively, r = 100, r¯ = 30, L1 = 5, L2 = −5,∆x = 1, σr = 2.5, δa = 2.0, δo = 6.0, NmaxA =
3,Σb = 0.5 and Timeout = 2.0 for both robots. Each game is set to run for 40 iterations,
and starts with the agent and client located at 0.0. Since ga = 5, gc = −5, both robots
should converge to gc = −5 (client is leader) if following normative actions.
When NmaxA = 3, Σb = 0.5, and Timeout = 2.0 for the agent, the agent displays manip-
ulative behaviour in only 80/1000 games, as expected (both follow normative behaviour).
If we allow the agent to start with a better estimate of the client’s identity (agent’s initial
belief about fc is a Gaussian with mean [−2.0, 1.0, 1.0] and variance 1.0), we see manip-
ulative behaviour in almost twice as many games (150). However, it is not a significant
proportion, because although it spends less time learning the other’s identity, it cannot
find much more than the normative behaviour.
Next, I also give the agent more planning resources by setting NmaxA = 6 and Σb = 2
for the agent, and I run 10 sets of 100 simulated trials for each of the following values of
agent’s Timeout : 2, 30, 60, 120, 360, 600 seconds11. Figure 3.4(a) (solid red line) shows the
means and standard error of the means of number of agent manipulations (in each set of
100 trials), plotted against agent’s Timeout. Figure 3.4(b) (solid red line) shows means
and standard error of agent reward per trial (in each set of 100 trials). As the model
incorporates noise in movements as well as observations, the robots spend about 20 initial
iterations coordinating with each other to choose a leader, during which time they do not
receive reward. Thus, a realistic upper bound on the agent’s reward is 20 × 100 = 2000.
Figure 3.4 shows that at Timeout = 2, the agent accumulates a reward of 425 on average,
which is only 21% of the realistic maximum. At Timeout = 600, the reward rises to 1222,
which is about 61% of this realistic maximum. This makes sense given the manipulation
rate of about 48%. There is a diminishing rate of return as timeout increases in Figure 3.4
that is explained by the exponential growth of the MCTS search tree as Timeout increases
linearly. The results are relatively insensitive to the choice of parameters such as δa and
δo.
11I use a Python implementation that is unoptimized. An optimised version will result in realistic
timeouts.
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I also tried solving the CoRobots problems using POMCP by discretising the action
space. However, even with only 5 discrete actions per dimension, there are 54 actions,
making POMCP infeasible.
Finally, I play the CoRobots Game with BayesAct Robots. This means that the norma-
tive behaviour is the deflection minimising action given by Affect Control Theory, instead
of Equation (3.5), and the transient impressions are used to compute the deflection. The
game trials are set up exactly as before, and the results are shown in Figure 3.4 (blue line).
As expected, we see the same trends as those obtained previously, but with correspondingly
lower values as the transient impressions are used and introduce further complexity to the
planning problem (18D state space rather than 9D). These results demonstrate that the
POMCP-C algorithm is able to find and exploit manipulative affective actions within the
BayesAct POMDP, and gives some insight into manipulative affective actions in BayesAct.
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Figure 3.4: CoRobots: With higher NmaxA , Σb and Timeout, a weaker and less active
agent becomes increasingly manipulative by ‘faking’ his identity, and accumulates higher
rewards.
3.6.3 Affective Handwashing System
Persons with dementia (PwD, e.g. Alzheimer’s disease) have difficulty completing activities
of daily living, such as handwashing, preparing food and dressing. The short-term memory
impairment that is a hallmark of Alzheimer’s disease leaves sufferers unable to recall what
step to do next, or what important objects look like. A POMDP-based agent called
COACH has been developed (with discrete states, actions and observations) that can assist
PwD by monitoring the person and providing audio-visual cues when the person gets
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Table 3.4: Means and the standard error of the means (of each set of 10 simulations) of
the number of interactions, and of the last planstep reached for simulations between agent
and client.
True Client Agent Action Total number of Interactions Last Planstep Reached
Identity Prompt No-prompt W/o POMCP-C With POMCP-C W/o POMCP-C With POMCP-C
BayesAct 18.13± 9.80 17.67± 12.05 6.63± 0.39 6.54± 0.51
Elder prompt mind 69.22± 9.28 67.75± 5.87 4.52± 0.58 5.02± 0.55
confer with mind 18.96± 8.60 17.96± 5.79 6.72± 0.33 6.81± 0.19
command mind 90.66± 5.61 85.68± 7.52 2.9± 0.63 2.12± 0.87
BayesAct 13.32± 7.3 13.07± 6.13 6.76± 0.28 6.71± 0.30
Patient prompt mind 27.25± 13.22 24.11± 8.40 5.70± 0.55 5.56± 0.98
confer with mind 20.86± 7.08 18.68± 6.14 6.58± 0.35 6.24± 0.56
command mind 76.94± 10.07 77.85± 8.76 4.27± 0.71 4.88± 1.20
BayesAct 16.63± 7.03 14.32± 6.61 6.74± 0.32 6.78± 0.21
Conval- prompt mind 48.42± 12.81 44.32± 10.68 5.66± 0.69 5.79± 0.78
escent confer with mind 18.89± 5.79 17.21± 6.23 6.68± 0.32 6.46± 0.42
command mind 62.24± 7.88 62.44± 7.67 5.09± 0.58 5.81± 0.61
BayesAct 66.60± 9.04 68.95± 8.83 5.17± 0.73 5.01± 1.23
Boss prompt mind 86.67± 8.07 93.08± 6.38 3.42± 0.83 2.53± 1.20
confer with mind 62.38± 12.50 64.66± 16.59 5.47± 0.74 4.97± 0.44
command mind 90.54± 6.54 93.43± 8.46 3.18± 0.98 2.78± 1.03
“stuck” [79]. However, these prompts are pre-recorded messages that are delivered with
the same emotion each time. As an important next step, I use BayesAct and POMCP-C
to give COACH the ability to reason about the affective identity of the PwD, and about
the affective content of the prompts and responses. Here, I investigate the properties of
BayesAct planning for COACH in simulation. Details of a physical implementation of the
handwashing system using BayesAct can be found in [115, 127].
I first describe the POMDP model of COACH that incorporates BayesAct. The hand-
washing system has 8 plansteps corresponding to the different steps of handwashing, de-
scribing the state of the water (on/off), and hands (dirty/soapy/clean and wet/dry). An
eight-valued variable PS describes the current planstep. There are probabilistic transi-
tions between plansteps described in a probabilistic plan-graph (e.g. a PwD sometimes
uses soap first, but sometimes turns on the tap first). I also use a binary variable AW
describing if the PwD is aware or not. Thus, X = {PS,AW} and the dynamics of the PS
are such that if the PwD is aware, then she will advance stochastically to the next planstep
(according to the plan-graph), unless the deflection is high, in which case the PwD is more
likely to become confused (lose awareness). If she does not advance, she loses awareness.
On the other hand, if the PwD is not aware, and is prompted when deflection is low, then
she will also move forward (according to the prompt) and gain awareness. However, a
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high-deflection prompt will again lead to loss of awareness, and to slower progress.
Table 3.5 shows an example simulation between the agent with the affective iden-
tity of “assistant” (EPA = [1.5, 0.51, 0.45]) and a client (PwD) with the affective iden-
tity of “elder” (EPA = [1.67, 0.01,−1.03]). The BayesAct agent must learn this iden-
tity (shown as fc in Table 3.5) during the interaction if it wants to minimize deflection.
We see in this case that the client starts with AW=”yes” (1) and does the first two
steps, but then stops and is prompted by the agent to rinse his hands. This is the only
prompt necessary, the deflection stays low, the agent gets a reasonable estimate of the
client identity (EPA = [2.8,−0.13,−1.36], a distance of 1.0). I show example utter-
ances in the table that are “made up” based on our extensive experience working with
PwD interacting with a handwashing assistant. Table 3.6 shows the same client (“elder”)
but this time the agent always uses the same affective actions: if prompting, it “com-
mands” the user (EPA = [−0.09, 1.29, 1.59]) and when not prompting it “minds” the user
(EPA = [0.86, 0.17,−0.16]). Here we see that the agent prompts cause significant deflec-
tion, and this causes the PwD to lose awareness (to become confused) and not make any
progress. The handwashing takes much longer, and the resulting interaction is likely much
less satisfying.
I modify this COACH POMDP model by adding 3D continuous state, action and
observation spaces to represent affective identities and behaviours (the normative action
bias is BayesAct). The social coordination bias is that the PwDs progress through the
task is helped by prompting, but only if the deflection is sufficiently low. I investigate
the system in simulation using an agent identity of “assistant” (EPA = [1.5, 0.51, 0.45]).
This “assistant” agent interacts with the following fixed (but unknown to the agent) client
identities: “elder” ([1.67, 0.01, −1.03]), “patient” ([0.90, −0.69, −1.05]), “convalescent”
([0.3, 0.09, −0.03]), and “boss”12 ([0.48, 2.16, 0.94]). I compare two policies, in which the
affective actions (i.e. how to deliver a prompt) are either computed with BayesAct and
POMCP-C, or are fixed (as in the current COACH system). In both cases, POMCP-C
is used to compute a policy for propositional actions (i.e. what prompt to give). I run
10 sets of 10 simulated trials. The results are shown in Table 3.4. As expected, the fixed
policy of “command” ([−0.09, 1.29, 1.59]) gives the worst performance in all cases. These
results suggest that a fixed affective policy may work for some affective identities, but not
for others, whereas the POMCP-C policy can learn and adapt to different client identities.
The difference in Table 3.4 between BayesAct used with POMCP-C and without is not
significant. In 10 out of 16 tests, POMCP-C allows for action choices that lead to fewer
interactions, and does better on average. Perhaps more interestingly, this estimate of error
12Many persons with Alzheimer’s disease think of themselves in terms of some past identity or role.
50
Table 3.5: Example simulation between the agent and a client (PwD) who holds the
affective identity of “elder”. Affective actions are chosen by BayesAct. Possible utterances
for agent and client are shown that may correspond to the affective signatures computed.
TURN CLIENT STATE ACTION AGENT EXPECTATION CLIENT
AW PS Prop. Affect fc PS AW DEFL.
initial 1 0 - - [0.9,-0.69,-1.05] 0 0.72 -
client 1 0 put on soap [1.6,0.77,-1.4] [2.3,-0.77,-1.23] 0.96 0.94 0.23
“[looks at sink]”
agent 1 1 - [1.3,0.26,-0.40] [2.41,-0.81,-1.23] 1.0 ≈1.0 1.07
“[looks at client]”
client 1 1 turn on tap [2.2,0.90,-1.1] [2.7,-0.36,-1.37] 3.0 0.99 0.99
“oh yes, this is good”
agent 1 3 - [1.3,0.4,0.35] [2.7,-0.37,-1.38] 3.0 ≈1.0 1.47
“I’m here to help, Frank”
client 1 3 - [2.1,0.72,-1.4] [2.6,-0.34,-1.38] 3.0 0.01 1.14
“this is nice”
agent 0 3 rinse hands [1.5,0.67,0.06] [2.6,-0.34,-1.39] 3.0 ≈0.0 1.50
“Great! Let’s rinse hands”
client 0 3 rinse hands [1.9,0.78,-1.4] [2.7,-0.31,-1.44] 4.0 0.99 1.11
“oh yes, this is good”
agent 1 4 - [1.6,0.47,-0.13] [2.7,-0.30,-1.4] 4.0 ≈1.0 1.61
“good job Frank”
client 1 4 turn tap off [2.0,0.94,-1.3] [2.6,-0.17,-1.24] 5.9 0.96 1.19
“[looks at tap]”
agent 1 6 - [1.5,0.56,-0.35] [2.6,-0.17,-1.2] 6.0 ≈1.0 1.56
“This is nice, Frank”
client 1 6 - [2.1,0.86,-1.42] [2.8,-0.14,-.14] 6.0 ≈0.0 1.22
“Oh yes, good good”
agent 1 6 dry hands [1.4,0.66,-0.06] [2.8,-0.13,-1.36] 6.0 ≈0.0 1.55
“[looks at]”
client 1 6 dry hands [1.94,1.1,-1.9] - - - 1.55
“all done!”
client 1 7 - - - - - -
can be used to evaluate the quality of the action bias within the given interaction. If the
POMCP-C model starts doing worse on average than a fixed policy, it is an indication that
the action bias is not very good, and that there is a possible misalignment between the
agent and the patient.
3.6.4 8D Intersection Problem
POMCP-C can be generalized to non-affective domains where action biases naturally
arise. In the 8D Intersection Problem [26], a robot agent’s task is to navigate a 2D
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Table 3.6: Example simulation between the agent and a client (PwD) who holds the
affective identity of “elder”. Affective actions were fixed: if prompting, it “commands” the
user and when not prompting it “minds” the user.
TURN CLIENT STATE ACTION AGENT EXPECTATION CLIENT
AW PS Prop. Affect fc PS AW DEFL.
initial 1 0 - - [0.9,-69,-1.05] 0 0.72 -
client 1 0 put on soap [1.6,0.77,-1.4] [2.3,-0.77,-1.23] 0.96 0.94 0.23
“[looks at sink]”
agent 1 1 - [0.85,0.17,-0.16] [2.41,-0.81,-1.23] 1.0 ≈1.0 1.34
“[looks at client]”
client 1 1 turn on tap [2.3,0.90,-1.19] [2.62,-0.42,-1.43] 2.98 0.99 1.21
“oh yes, this is good”
agent 1 3 - [0.85,0.17,-0.16] [2.7,-0.42,-1.5] 3.0 ≈1.0 1.86
“[looks at client]”
client 1 3 - [2.2,0.79,-1.47] [2.6,-0.30,-1.4] 3.0 ≈0.0 1.56
“oh yes, this is good”
agent 0 3 rinse hands [-0.1,1.29,1.59] [2.6,-0.30,-1.4] 3.0 ≈0.0 4.11
“Rinse your hands!”
client 0 3 - [1.9,1.4,-1.7] [2.5,-0.30,-1.3] 3.0 ≈0.0 2.90
“[looks at sink]”
agent 0 3 rinse hands [-0.1,1.29,1.59] [2.5,-0.29,-1.3] 3.0 ≈0.0 5.80
“Rinse your hands!”
client 0 3 - [1.9,0.97,-1.9] [2.4,-0.27,-1.26] 3.0 0.02 4.28
“[looks at sink]”
agent 0 3 rinse hands [-0.1,1.29,1.59] [2.4,-0.26,-1.27] 3.0 0.02 7.05
...continues for 85 more steps until client finally finishes ...
space to reach a goal, by avoiding a moving obstacle. The state space consists of 8-
tuples (ax, ay, avx, avy, obx, oby, obvx, obvy) ∈ R8, where the first four values give the agent’s
position and velocity in 2D, and the last four values give the obstacle’s position and
velocity in 2D. The agent and obstacle are circular disks of radius 1. The obstacles
starts at obx = 6.0 m and a random oby ∈ [−8.0, 8.0], and moves vertically13 with
fixed velocity (obvx, obvy) = (0.0 m/s, 1.0 m/s). The agent starts with (ax, ay, avx, avy) =
(0.0 m, 0.0 m, 1.0 m/s, 0.0 m/s), and at each time step, it decides whether to accelerate by
±1.0 m/s2 on the horizontal axis, to reach the goal located at (9.0 m, 0.0 m). The agent
has no knowledge of the position of the obstacle unless they are less than 4 m apart. The
discount factor is 0.95, and the reward is +10 for reaching the goal and −10 for colliding
with the obstacle. Thus, the problem has an 8D continuous state space, a discrete (binary)
action space, and an 8D continuous observation space (a noisy measurement of the state).
13Whenever oby > 8.0 m, it is reset to −8.0.
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Figure 3.5: 8D Intersection Problem (continuous actions). σ = 0.4, δo = 0.5, N
max
A = 15,
Timeout = 400 unless otherwise noted.
I ran 1000 simulated trials with the following settings. The belief state of the agent
consists of 50,000 particles, and is initialised to an 8D Gaussian with mean (0.0, 0.0, 1.0, 0.0,
6.0, 0.0, 0.0, 1.0) and diagonal covariance (10−4, 10−4, 10−4, 10−4, 10−4, 8.0, 10−4, 10−4).
When the agent and obstacle are more than 4 m apart, the agent receives a uniformly
random observation of the obstacle’s position and velocity. Otherwise, the mean of the
observation model P (o|x) is always the state x with variance 10−4. In addition, the model
incorporates small white noise. With the POMCP-C parameters δo = 0.5 and Timeout =
15s, the algorithm achieves an average discounted reward of 5.9, compared to 5.0 by
Brechtel et al’s point-based backups.
To further demonstrate how POMCP-C handles continuous action spaces, I devise a
continuous-action version of this problem, where the agent can sample actions from the
action bias N (1.0, σ)∪N (−1.0, σ), σ being a settable parameter. The number of particles,
initial belief state and observation model remain the same. With σ = 0.4, δa = 0.25,
δo = 0.5, N
max
A = 15 and Timeout = 400, POMCP-C achieves an average discounted
reward of 7.8. This is a dramatic improvement compared to the discrete-action version, as
the agent can fine-tune its acceleration to avoid the moving obstacle more often. Figure
3.5(a) and (b) show how the average discounted reward varies with δa, for different fixed
values of σ and δo, respectively. We see that the average reward increases rapidly with
increasing δa (as the number of actions in the tree decreases, leading to more search per
action), but peaks and declines slowly because important actions are not distinguished
anymore.
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3.7 Related Work
Damasio has convincingly argued, both from a functional and neurological standpoint,
for emotions playing a key role in decision making and for human social action [41]. His
Somatic Marker Hypothesis is contrasted against the Platonic “high-reason” view of intel-
ligence, in which pure rationality is used to make decisions. Damasio argues that, because
of the limited capacity of working memory and attention, the Platonic view will not work.
Instead, learned neural markers focus attention on actions that are likely to succeed, and
act as a neural bias allowing humans to work with fewer alternatives. These somatic
markers are “cultural prescriptions” for behaviours that are “rational relative to the social
conventions and ethics” ([41], p200).
LeDoux [101] argues the same thing from an evolutionary standpoint. He theorises that
the subjective feeling of emotion must take place at both unconscious and conscious levels
in the brain, and that consciousness is the ability to relate stimuli to a sense of identity,
among other things.
With remarkably similar conclusions coming from a more functional (economic) view-
point, Kahneman has demonstrated that human emotional reasoning often overshadows,
but is important as a guide for, cognitive deliberation [89]. Kahneman presents a two-level
model of intelligence, with a fast/normative/reactive/affective mechanism being the “first
on the scene”, followed by a slow/cognitive/deliberative mechanism that operates if suffi-
cient resources are available. Akerlof and Kranton attempt to formalise fast thinking by
incorporating a general notion of identity into an economic model (utility function) [4].
Earlier work on social identity theory foreshadowed this economic model by noting that
simply assigning group membership increases individual cooperation [186].
The idea that unites Kahneman, LeDoux, and Damasio (and others) is the tight con-
nection between emotion and action. These authors, from very different fields, propose
emotional reasoning as a “quick and dirty”, yet absolutely necessary, guide for cognitive
deliberation. ACT gives a functional account of the quick pathway as sentiment encoding
prescriptive behaviour, while BayesAct shows how this account can be extended with a
slow pathway that enables exploration and planning away from the prescription.
This work fits well into a wide body of work on affective computing (AC) [145, 163],
with a growing focus on socio-cultural agents (e.g. [47]). In AC, emotions are usually
framed following the rationalistic view proposed by Simon as “interrupts” to cognitive
processing [179]. Emotions are typically inferred based on cognitive appraisals (e.g. a
thwarted goal causes anger) that are used to guide action through a set of “coping” mech-
anisms. Gratch and Marsella [68] are possibly the first to propose a concrete computational
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mechanism for coping. They propose a five stage process wherein beliefs, desires, plans
and intentions are first formulated, and upon which emotional appraisals are computed.
Coping strategies then use a set of ad hoc rules by modifying elements of the model such
as probabilities and utilities, or by modifying plans or intentions. Si et al. [177] compute
emotional appraisals from utility measures (including beliefs about other agent’s utilities,
as in an I-POMDP [65]), but they leave to future work “how emotion affects the agents
decision-making and belief update processes” ([177] section 8). Goal prioritization using
emotional appraisals have been investigated [8, 116, 128], as have normative multi-agent
systems (NorMAS) [17]. There has been recent work on facial expressions in PD games,
showing that they can significantly affect the outcomes [46].
Most approaches to emotional action guidance only give broad action guides in extreme
situations, leaving all else to the cognitive faculties. BayesAct specifies one simple coping
mechanism: minimizing inconsistency in continuous-valued sentiment. This, when com-
bined with mappings describing how sentiments are appraised from events and actions, can
be used to prescribe actions that maximally reduce inconsistency. These prescriptions are
then used as guides for higher-level cognitive (including rational) processing and deliber-
ation. BayesAct therefore provides an important step in the direction of building models
that integrate “cognitive” and “affective” reasoning.
BayesAct requires anytime techniques for solving large continuous POMDPs with non-
Gaussian beliefs. There has been much recent effort in solving continuous POMDPs with
Gaussian beliefs (e.g. [48]), but these are usually in robotics motion planning where such
approximations are reasonable. Point-based methods [172] have yielded solutions for con-
tinuous POMDPs for small domains [149, 16, 26], but they are not anytime and scalability
is an issue, although recent work in parallel versions of point-based algorithms may lead to
greater scalability [103]. Continuous Perseus, for example [149], is an approximate point-
based algorithm for computing value functions (sets of alpha functions) for domains with
continuous states. However, the value function itself must be closed under the Bellman
backup operator to make the computation tractable, requiring a linear-Gaussian transition
function (which we do not have). Even if a linearisation of the ACT equations was found,
the explosion of the number of Gaussian mixtures requires contraction operators that fur-
ther complicate the approximation. Other representations of alpha functions are as policy
graphs [16], which does not work for continuous observations, or as decision trees [26],
which I compared against in Section 3.6.4.
Recent proposals for large-scale POMDPs have included methods to leverage structure
in multi-agent teams [7]. Guez et al. [72] present a variant of POMCP called BAMCP for
solving Bayes-adaptive Markov decision processes (BAMDPs), which have continuous state,
but deterministic (constant) dynamics. BAMDPs are POMDPs in which the continuous
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state (the model parameters) remains constant. BAMCP works by selecting a single sample
from the distribution over models at the start of a simulation, so it is not general enough
to work for our POMDPs, which have continuous states but not constant dynamics.
Monte-Carlo tree search (MCTS) methods have seen more scalability success [27], and
are anytime. POMCP [178] uses MCTS to efficiently solve POMDPs with continuous state
spaces. By design, POMCP is unable to handle models with continuous action spaces, such
as BayesAct. POMCoP uses POMCP to guide a sidekick’s actions during a cooperative
video game [124]. While this game has many similarities to CoRobots, it does not have
continuous actions and restricts agent types to a small and countable set. POMCoP also
uses an action bias, in this case it predicts the human’s movements in the video game
according to their type (this would be equivalent to our social coordination bias).
I conclude that MCTS methods are more appealing for BayesAct than other solvers be-
cause: (1) MCTS does not require a computation of the value function over the continuous
state space and non-linear dynamics; (2) MCTS provides an anytime “quick and dirty”
solution that corresponds naturally to our interpretation of the “fast thinking” heuristic.
3.8 Conclusion
This chapter studies decision-theoretic planning in a class of POMDP models of affective
interactions, BayesAct, in which culturally shared sentiments are used to provide normative
action guidance. BayesAct is an exciting development in artificial intelligence that combines
affective computing, sociological theory, and probabilistic modeling. I use a Monte-Carlo
Tree Search (MCTS) method to show how a simple and parsimonious model of human affect
in decision making can yield solutions to two classic social dilemmas, robot navigation and
assistive device design. I investigate how asymmetry between agent’s resources can lead
to manipulative or exploitative, yet socially aligned, strategies.
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Chapter 4
Affective Response Generation for
Neural Conversational Systems
The previous chapter explored how a probabilistic model of human emotions can be used
to improve decision making in several applications. This chapter investigates how such
affective computing techniques can be used in natural language processing. In particular,
let’s consider the task of text generation in dialogue systems: given an input prompt
(e.g. ‘How are you’), we want the machine learning model to generate an appropriate
conversational response (e.g. ‘I am well, what about you’). Thus, the goal is to study how
to infuse human-like affect into dialogue response generation.
To this end, I start with proposing three basic affective strategies for dialogue response
generation in this chapter. Subsequently, I investigate how to incorporate the ACT affect
model from Chapter 3 into conversation models.
4.1 Introduction
As the field of natural language processing matures rapidly, the dialogue systems commu-
nity is increasingly focusing on developing emotionally aware agents that exhibit human-
like intelligence. Affectively cognizant conversational agents have been shown to provide
companionship to humans [31, 151], help improve emotional wellbeing [62], give medical as-
sistance in a more humane way [127], help students learn efficiently [97], and assist mental
healthcare provision to alleviate bullying [67], suicide and depression [85, 190].
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In a neural network-based dialogue system, discrete words are mapped to real-valued
vectors, known as embeddings, capturing abstract meanings of words [131]; then an encoder-
decoder framework—with long short term memory (LSTM)-based recurrent neural net-
works (RNNs)—generates a response conditioned on one or several previous utterances.
Recent advances in this direction have demonstrated its efficacy for both task-oriented
[201] and open-domain dialogue generation [110, 167, 171].
While most of the existing neural conversation models generate syntactically well-
formed responses, they are prone to being short, dull, or vague. Previous efforts to ad-
dress these issues include diverse decoding [195], diversity-promoting objective functions
[105], human-in-the-loop reinforcement/active learning [13, 110] and content-introducing
approaches [134, 210]. However, one shortcoming of these existing open-domain neural
conversation models is the lack of affect modeling of natural language. These models,
when trained over large dialogue datasets, do not capture the emotional states of the two
humans interacting in the textual conversation, which are typically manifested through
the choice of words or phrases. For instance, the attention mechanism in a sequence-
to-sequence (Seq2Seq) model can learn syntactic alignment of words within the gener-
ated sequences [15]. Also, neural word embedding models like Word2Vec learn word
vectors by context, and can preserve low-level word semantics (e.g., “king”−“male” ≈
“queen”−“woman”). However, emotional aspects are not explicitly captured by existing
methods.
In this chapter, the research goal is to alleviate this issue in open-domain neural dialogue
models by augmenting them with affective intelligence. I address this goal in four ways.
1. I embed words in a 3D affective space by retrieving word-level affective ratings from a
cognitively engineered affective dictionary [198], where affectively similar constructs
are close to one other. This dictionary is very similar to the ACT lexicon [75] used
in Chapter 3. In this way, the ensuing neural model is aware of words’ emotional
features.
2. I augment the standard cross-entropy loss with affective objectives, so that the neural
models are taught to generate more emotional utterances.
3. I inject affective diversity into the responses generated by the decoder through af-
fectively diverse beam search algorithms, and thus the model actively searches for
affective responses during decoding.
4. I condition the response generation process on the predictions of Affect Control The-
ory (ACT) [74], an external socio-mathematical model of affect. This allows the
model to capture complex affective relationships between prompts and responses.
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I also show that some of these emotional aspects can be combined to further improve the
quality of generated responses in an open-domain dialogue system. Overall, in information-
retrieval tasks like question-answering, the proposed models can help retain the users by
interacting in a more human way.
4.2 Related Work
Most of the early affective dialogue systems were retrieval-based or slot-based, and used
hand-crafted speech and text-based features [29, 73, 147]. More recently, with the advent
of sophisticated and highly flexible neural network models [168, 171, 185, 196], the focus
has shifted to building data-driven end-to-end dialogue models. Retrieval-based systems
are still popular because they are more controllable, require less training data and are
more efficient [67, 82, 230]. However, generative models dominate this space because they
generalize well [154, 193]. This work falls in the latter category.
A large part of the affective dialogue literature treats emotion as a set of discrete
categories, where each category corresponds to a type of biological response. For instance,
some studies focus on producing sentiment-appropriate responses, where sentiment refers
to positive, negative or neutral emotion [96, 176]. Other works use a larger set of discrete
emotions [51, 63, 222, 229], based on the different psychological theories of emotion [52,
148]. A recent research trend, encouraged by social media growth, is to categorize emotions
using the emoji1 spectrum. This enables model training using massive weakly labelled
datasets (e.g., from Twitter) [139, 209, 231]. For instance, Fung et al. [60] and Park [139]
train emotion embeddings on tweets with hashtags and emojis as labels. These embeddings
can be used downstream in other NLP tasks, such as dialogue systems. Different from all
these strategies, I use a continuous, three dimensional representation of emotions. The
three dimensions are Valence, Arousal and Dominance, and have been validated by several
pioneering research studies in psychology [136, 161, 160]. In Chapter 3, I used a similar 3-
factor model of emotions. Intuitively this makes sense; as humans we experience emotions
as a continuum (i.e., a mixture of several feelings of varying intensity) rather than a single
emotion of fixed intensity. Moreover, continuous emotion vectors fit well with dialogue
models that are trained end-to-end.
At the time this research was conducted and published (February 2018), only two main
related studies existed to the best of my knowledge [137]:
1An emoji is a symbol of emotional expression, such as a smiling/frowning face, a flower, etc.
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• Affect Language Model [63, Affect-LM] is an LSTM-RNN language model which
leverages the Linguistic Inquiry and Word Count [141, LIWC] text analysis program
for affective feature extraction through keyword spotting. It considers binary affective
features, namely positive emotion, angry, sad, anxious, and negative emotion. During
inference, Affect-LM generates sentences conditioned on the input affect features and
a learned parameter of affect strength.
My work differs from Affect-LM in that I consider affective dialogue systems instead
of merely language models, and I have explored more affective aspects including
training and decoding.
• Emotional Chatting Machine [229, ECM] is a sequence-to-sequence model [185,
Seq2Seq]. It takes as input a prompt and the desired emotion of the response,
and produces a response. It has 8 emotion categories, namely anger, disgust, fear,
happiness, like, sadness, surprise, and other. Additionally, ECM contains an internal
memory and an external memory. The internal memory models the change of the
internal emotion state of the decoder, and therefore encodes how much an emotion
has already been expressed. The external memory decides whether to choose an
emotional or generic (non-emotional) word at a given step during decoding.
One drawback of ECM is that it requires, as input, the desired emotion category of
the response. This emotion category, which is a discrete entity, has to be determined
manually or through some rule-based heuristic. This setting is unrealistic in applica-
tions. My proposed approaches differ from ECM in that: 1) they intrinsically model
emotion by affective word embeddings as input, as well as objective functions and
inference criterion based on these embeddings; and 2) an external model of affect
(ACT), which models emotions as continuous distributed vectors, is used to guide
the generation process.
After the publication of this work, other Seq2Seq-based affective conversational models
have been proposed. Dryjan´ski et al. [51] inject predefined sentiment to a neutral utter-
ance by inferring the phrases and their insertion points. Lubis et al. [123] jointly train a
Seq2Seq model and an emotion encoder. The emotion encoder maintains the emotional
context during a conversation, and is trained using the SEMAINE dataset (2000 sam-
ples) [130] where utterances are labeled on the valence and arousal axes. Vadehra [193]
train Seq2Seq with an adversarial objective to remove affect from the learned representa-
tion of the input utterance, and generate the response based on this representation and
the target affect label (one of seven discrete emotion categories). Rashkin et al. [154] have
released EmpatheticDialogues, a dataset of 25000 conversations grounded in emotional situ-
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ations to facilitate training and evaluation of dialogue systems. They show that finetuning
existing dialogue models on this dataset boosts their affective quality significantly.
Conditional Variational Autoencoders (CVAEs) [180] have become another popular
choice for neural dialogue models. Vanilla Seq2Seq models are prone to generating generic
responses that are not very diverse. One reason is that the encoder learns sentence rep-
resentations as isolated points in the latent space. Thus, the input representation is fixed
and stochastic variations occur only at the word level during decoding, resulting in short
term rewards. CVAEs address this problem by imposing a prior distribution on the latent
space. In a CVAE, the latent representations are densely packed within a region (dictated
by the prior). This makes the latent space continuous, and it becomes possible to sample
vectors from it, which can be decoded into diverse sentences. The stochasticity of the
sampling action allows us to control the generation process, because the latent sample can
encode global sentence properties (e.g. topic, sentiment or affect) and long-term structure.
Serban et al. [168] were the first to introduce CVAEs to dialogue generation, where the
generative process is conditioned on conversation history. Zhao et al. [227] further condi-
tion the model on dialogue intents (also called dialogue act labels). Park et al. [140] create
a hierarchy of conversation-level and utterance-level latent variables to control both global
and local conversation properties.
CVAEs have recently been used for affect-controlled dialogue generation, where the
model is conditioned on positive-negative-neutral sentiment tags [174] or more fine-grained
emotion categories [222]. Kong et al. [96] use an adversarial approach for sentiment control
which can be applied to CVAEs too. In this work, one of the affective strategies I propose
is a CVAE-based affective neural dialogue model; it is inspired from Shen et al [174]’s and
Zhang et al. [222]’s studies, but leverages Affect Control Theory as an external model of
affect for conditional response generation.
4.3 The Proposed Affective Approaches
In this section, I propose affective neural response generation, which augments traditional
neural conversation models with emotional cognizance. Concretely:
• In Sections 4.3.1–4.3.3, I leverage a cognitively engineered dictionary to propose three
strategies for affective response generation, namely affective word embeddings as
input, affective training objectives, and affectively diverse beam search. Figure 4.1
delineates an overall picture of these approaches. As will be shown later, these
affective strategies can be combined to further improve Seq2Seq dialogue systems.
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Input: Traditional + Affective embeddings
Training: Affective loss functions
Inference: Affectively diverse beam search
Seq2Seq
w/ LSTM
Units
Figure 4.1: Overview of the three proposed affective strategies for the input, training, and
inference of Seq2Seq based on a cognitively engineered dictionary with Valence, Arousal,
and Dominance (VAD) scores.
• In Section 4.3.4, I present the CVAE-based ACT conversational model. Here, the
response generation is conditioned on the ACT predictions. A high-level overview is
shown in Figure 4.3.
4.3.1 Affective Word Embeddings
As said, traditional word embeddings trained with co-occurrence statistics are insufficient
to capture affect aspects. I propose to augment traditional word embeddings with a 3D
affective space by using an external cognitively-engineered affective dictionary [198].2 The
dictionary I use consists of 13,915 lemmatized English words, each of which is rated on
three traditionally accepted continuous and real-valued dimensions of emotion: Valence
(V, the pleasantness of a stimulus), Arousal (A, the intensity of emotion produced by
a stimulus), and Dominance (D, the degree of power exerted by a stimulus). This VAD
space is congruent with the EPA (Evaluation-Potency-Activity) space we saw in Chapter 3.
Recall that sociologists hypothesize the VAD/EPA space structures the semantic relations
of linguistic concepts across languages and cultures. VAD ratings have been previously
used in sentiment analysis, sarcasm detection and empathetic tutors, among other affective
computing applications [153, 158, 197]. To the best of my knowledge, I am the first to
introduce VAD to dialogue systems in [12].
2Available for free at http://crr.ugent.be/archives/1003
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Figure 4.2: Relationship between several adjectives, nouns, and verbs on 3-D VAD scale.
The scale of each dimension in the VAD space is from 1 to 9, where a higher value
corresponds to higher valence, arousal, or dominance. Thus, V ' 1, 5 and 9 corresponds to
a word being very negative (pedophile), neutral (tablecloth) and very positive (happiness),
respectively. This axis is traditionally used on its own in most sentiment analysis tech-
niques. Similarly, A ' 1, 5 and 9 corresponds to a word having very low (dull), moderate
(watchdog), and very high (insanity) emotional intensity, respectively. Finally, D ' 1, 5
and 9 corresponds to a word that is very powerless (dementia), neutral (waterfall) and very
powerful (paradise), respectively. The VAD ratings of each word were collected through a
survey in [198] over 1800 participants. I directly take them as the 3-dimensional word-level
affective embeddings.
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Some examples of words (including nouns, adjectives, and verbs) and their correspond-
ing VAD values are depicted in Figure 4.2. For instance, the VAD vectors of the words
ecstatic and bored are [6.45, 6.95, 5.63] and [2.95, 3.65, 4.96], respectively. This means that
an average human rates the feeling of being bored as more unpleasant (V), less intense
(A), and slightly weaker (D), compared with the feeling of being ecstatic. Similarly, the
VAD vectors for the nouns mother and granny are [7.53, 4.73, 6.11] and [5.71, 2.38, 5.00],
respectively. Thus, mothers are perceived to be more pleasant (V) and more powerful (D)
than grannies, and evoke more intense emotions (A). From Figure 4.2a, we also see some
clusters {angry, hate, enraged} and {depressed, sad, bored} that are slightly apart on the
A axis. Also, the cluster {sword, table, granny} is fairly neutral on the V axis, compared
with the cluster {happy, mother, love} in Figure 4.2b.
For words missing in this dictionary, such as stop words and proper nouns, I set the
VAD vector to be the neutral vector ~η = [5, 1, 5], because these words are neutral in
pleasantness (V) and power (D), and evoke no arousal (A). Formally, I define “word to
affective vector” (W2AV) as:
W2AV(w) =
{
VAD(l(w)), if l(w) ∈ dict
~η = [5, 1, 5], otherwise
(4.1)
where l(w) is the lemmatization of the word w. In this way, words depicting similar
emotions are close together in the affective space, and affectively dissimilar words are far
apart from each other. Thus W2AV is suitable for neural processing.
The simplest approach to utilize W2AV is to feed it to a Seq2Seq model as input. Con-
cretely, I concatenate the W2AV embeddings of each word with its traditional word embed-
dings, the resulting vector being the input to both the encoder and the decoder.
4.3.2 Affective Loss Functions
Equipped with affective vectors, I further design affective training loss functions to explic-
itly train an affect-aware Seq2Seq conversation model. The philosophy of manipulating
loss function is similar to [105], but I focus on affective aspects (instead of diversity in
general).
Recall that, given a message-response pair (X,Y ), where X = x1, · · · ,xm and Y =
y1, · · · ,yn are sequences of words, Seq2Seq models (parameterized by θ) are typically
trained with cross entropy loss (XENT):
LXENT(θ) = − log p(Y |X) = −
n∑
i=1
log p(yi|y1, · · · ,yi−1,X), (4.2)
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where θ denotes model parameters.
I propose several affective heuristics as follows.
Minimizing Affective Dissonance. I start with the simplest approach: maintaining
affective consistency between prompts and responses. This heuristic arises from the ob-
servation that typical open-domain textual conversations between two humans consist of
messages and responses that, in addition to being affectively loaded, are affectively similar
to each other. For instance, a friendly message typically elicits a friendly response and
provocation usually results in anger or contempt. Assuming that the general affective tone
of a conversation does not fluctuate too suddenly and too frequently, I emulate human-
human interactions in my model by minimizing the dissonance between the prompts and
the responses, i.e. the Euclidean distance between their affective embeddings. This objec-
tive allows the model to generate responses that are emotionally aligned with the prompts.
Thus, at time step i, the loss is computed by
LiDMIN(θ) = −(1− λ) log p(yi|y1, · · · ,yi−1,X) + λ pˆ(yi)
∥∥∥∥∑|X|j=1 W2AV(xj)|X| −∑ik=1 W2AV(yk)i ∥∥∥∥
2
(4.3)
where ‖ · ‖2 denotes `2-norm. The first term is the standard XENT loss as in Equation 4.2.
The sum
∑
j
W2AV(xj)
|X| is the average affect vector of the source sentence, whereas
∑
k
W2AV(yk)
i
is the average affect vector of the target sub-sentence generated up to the current time
step i.
In other words, I penalize the distance between the average affective embeddings of the
source and the target sentences. Notice that this affect distance is not learnable and that
selecting a single predicted word makes the model indifferentiable. Therefore, I relax hard
prediction of a word by its predicted probability pˆ(yi). λ is a hyperparameter balancing
the two factors.
Maximizing Affective Dissonance. Admittedly, minimizing the affective dissonance
does not always make sense while we model a conversation. An over-friendly message from
a stranger may elicit anger or disgust from the recipient. Furthermore, responses that
are not too affectively aligned with the prompts may be perceived as more interesting, by
virtue of being less predictable. Thus, I design an objective function LDMAX that maximizes
the dissonance by flipping the sign in the second term in Equation 4.3.
LiDMAX(θ) = −(1− λ) log p(yi|y1, · · · ,yi−1,X)− λ pˆ(yi)
∥∥∥∥∑|X|j=1 W2AV(xj)|X| −∑ik=1 W2AV(yk)i ∥∥∥∥
2
(4.4)
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Maximizing Affective Content. The third heuristic encourages Seq2Seq to generate
affective content, but does not specify the polarity of sentiment. This explores the hy-
pothesis that most of the casual human responses are not dull or emotionally neutral. The
model has the liberty to choose the appropriate sentiment. Concretely, I maximize the
affective content of the model’s responses, so that it avoids generating generic responses
like “yes,” “no,” “I don’t know,” and “I’m not sure.” That is, at the time step i, the loss
function is
LiAC(θ) =− (1− λ) log p(yi|y1, · · · ,yi−1,X)− λ pˆ(yi)
∥∥W2AV(yi)− ~η∥∥2 (4.5)
The second term is a regularizer that discourages non-affective words. I penalize the
distance between yi’s affective embedding and the affectively neutral vector ~η = [5, 1, 5],
so the model pro-actively chooses emotionally rich words.
4.3.3 Affectively Diverse Decoding
In this subsection, I propose affectively diverse decoding that incorporates affect into the
decoding process of neural response generation.
Traditionally, beam search (BS) has been used for decoding in Seq2Seq models because
it provides a tractable approximation of searching an exponentially large solution space.
However, in the context of open-domain dialogue generation, BS is known to produce
nearly identical samples like “This is great!” and “This is so great!”, that lack syntactic
diversity [64]. Diverse beam search (DBS) [195] is a recently proposed variant of BS that
explicitly considers diversity during decoding; it has been shown to outperform BS and
other diverse decoding techniques in many NLP tasks.
Below, I describe BS, DBS, and the proposed affective variants of DBS.
Beam Search (BS). BS maintains top-B most likely (sub)sequences, where B is known
as the beam size. At each time step t, the top-B subsequences at time step t − 1 are
augmented with all possible actions available; then the top-B most likely branches are
retained at time t, and the rest are pruned.
Let V be the set of vocabulary tokens and let X be the input sequence. Ideally,
decoding of an entire sequence Y ∗ is given by
Y ∗ = y∗1, · · · ,y∗T = arg max
y1,··· ,yT
[∑
t∈T
log p(yt|yt−1, · · · ,y1,X)
]
(4.6)
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where T is the length. BS approximates Equation 4.6 by computing and storing only the
top-B high scoring (sub)sequences (called beams) at each time step. Let yi,[t−1] be the ith
beam stored at time t − 1, and Y[t−1] = {y1,[t−1], · · · ,yB,[t−1]} be the set of beams stored
by BS at time t− 1. Then at time t, the BS objective is
Y[t] = y
1∗
1..t, · · · ,yB
∗
1..t = arg max
y1,[t],··· ,yB,[t]
∈Y[t−1]×V
B∑
b=1
t∑
i=1
log p(yb,i|yb,[i−1],X) (4.7)
subject to yi,[t] 6= yj,[t], where Y[t−1] × V is the set of all possible extensions based on the
beams stored at time t− 1.
Diverse Beam Search (DBS). DBS aims to overcome the diversity problem in BS by
incorporating diversity among candidate outputs. It divides the top-B beams into G groups
(each group containing B′ = G/B beams) and incorporates diversity between these groups
by maximizing the standard likelihood term as well as a dissimilarity metric among the
groups.
Concretely, DBS adds to traditional BS (Eq 4.7) a dissimilarity term ∆(Y 1[t], · · · ,Y g−1[t] )[yt]
which measures the dissimilarity between group g and previous groups 1, · · · , g−1 if token
yt is selected to extend any beam in group g. This is given by
Y g[t] = arg max
yg
1,[t]
,··· ,yg
B′,[t]
∈Y g
[t−1]×V
B′∑
b=1
t∑
i=1
log p(ygb,i|ygb,[i−1],X) + λg∆(Y 1[t], · · · ,Y g−1[t] )[ygb,t] (4.8)
subject to ygi,[t] 6= ygj,[t], where λg ≥ 0 is a hyperparameter controlling the diversity strength.
Intuitively, DBS modifies the probability in BS as a general scoring function by adding a
dissimilar term between a particular sample (i.e., ygb,1 · · ·ygb,t) and samples in other groups
(i.e., Y 1[t], · · · ,Y g−1[t] ). I refer readers to [195] for the details of DBS. Here, I focus on the
dissimilarity metric that can incorporate affective aspects into the decoding phase.
Affectively Diverse Beam Search (ADBS). The dissimilarity metric for DBS can
take many forms as used in [195]: Hamming diversity that penalizes tokens based on the
number of times they are selected in the previous groups, n-gram diversity that discourages
repetition of n-grams between groups, and neural-embedding diversity that penalizes words
with similar embeddings across groups. Among these, the neural-embedding diversity
metric is the most relevant to us. When used with Word2Vec embeddings, this metric
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discourages semantically similar words (e.g., synonyms) to be selected across different
groups.
To decode affectively diverse samples, I propose to inject affective dissimilarity across
the beam groups based on affective word embeddings. This can be done either at the word
level or sentence level. I formalize these notions below.
• Word-Level Diversity for ADBS (WL-ADBS). I define the word-level affect dissimi-
larity metric ∆W to be
∆W (Y
1
[t], · · · ,Y g−1[t] )[ygb,t] = −
g−1∑
j=1
B′∑
c=1
sim
(
W2AV(ygb,t), W2AV(y
j
c,t)
)
(4.9)
where sim(·) denotes a similarity measure between two vectors. In my experiments, I use
the cosine similarity function. ygb,t denotes the token under consideration at the current
time step t for beam b in group g, and yjc,t denotes the token chosen for beam c in a previous
group j at time t.
Intuitively, this metric computes the cosine similarity of group g’s beam b with all the
beams generated in groups 1, · · · , g − 1. The metric operates at the word level, ensuring
that the word affect at time t is diversified across groups.
• Sentence-Level Diversity for ADBS (SL-ADBS). The word-level metric ∆W in Equa-
tion 4.9 does not take into account the overall sentence affect for each group. I propose an
alternative sentence-level affect diversity metric, given by
∆S(Y
1
[t], · · · ,Y g−1[t] )[ygb,t] = −
g−1∑
j=1
B′∑
c=1
sim
(
Ψ(ygb,[t]),Ψ(y
j
c,[t])
)
(4.10)
where Ψ(yki,[t]) =
∑
w∈yk
i,[t]
W2AV(w) (4.11)
Here, yki,[t] for k ≤ g is the ith beam in the kth group stored at time t; ygb,[t] is the concate-
nation of ygb,[t−1] and y
g
b,t. Intuitively, this metric computes the cumulative dissimilarity
(given by the function Ψ(·)) between the current beam and all the previously generated
beams in other groups. This bag-of-affective-words approach is simple but works well in
practice, as will be shown later.
It should be also noticed that several other beam search-based diverse decoding tech-
niques have been proposed in recent years, including DivMBest [64], MMI objective [105]
and segment-by-segment re-ranking [173]. All of them use the notion of a diversity term
within BS; therefore my affect-injecting technique can be used with these algorithms.
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Figure 4.3: Pipeline to integrate Affect Control Theory (ACT) into a dialogue system.
4.3.4 Affect Control Theory for Dialogue Generation
Recall that ACT [74] is a model of affective interactions between two entities, typically a
human and an artificial agent. Given the affective identity of each of the two interactants,
ACT predicts (fairly accurately) how the interaction should proceed on an emotional level.
Thus, ACT lends itself naturally to the dialogue system setting.
In ACT, each action is a 3-dimensional vector on the EPA scale (see Section 3.2), which
conveys the affect of the action. This is different from a dialogue system, where an action
is typically a sentence that conveys an affect as well as a proposition. For instance, the
sentences “Could you please make me some tea” and “Go make me some tea” convey the
same propositional action (asking for tea) but their affect is vastly different. The former
can be seen as a request or appeal (EPA:{0.76, 0.34, 0.04}), whereas the latter is more of
a command (EPA:{−0.32, 2.06, 0.93}). Therefore, to build a viable dialogue system using
ACT, we need a mechanism to map EPA actions to dialogue actions, and vice versa.
An overview of the ACT conversational model is shown in Figure 4.3. ACT is instan-
tiated with two affective identities, one each for the human participant and the artificial
agent. Given an input prompt (a sentence) by the human user, a sentence-to-EPA (S2EPA)
function maps the prompt to an EPA vector, such that the vector appropriately conveys the
affect of the input sentence. This EPA vector acts as the affective action by the user. ACT
is queried with this vector, and produces the response EPA vector (i.e.the affective action
taken by the artificial agent). An EPA-to-sentence (EPA2S) function uses this response
EPA, as well as the input prompt, to generate a response that is semantically relevant to
the input. This response can be treated as the next prompt in the conversation, and the
process continues.
We now define the S2EPA and EPA2S functions shown in Figure 4.3.
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Figure 4.4: S2EPA: A pretrained BiLSTM network with attention [56], tweaked to produce
EPA vectors instead of emojis.
Sentence to EPA (S2EPA)
The goal of the S2EPA function is to generate an EPA representation of a given sentence.
If we had access to a large amount of sentences labeled with EPAs, we could simply train a
recurrent neural network to approximate the sentence-to-EPA mapping. However, building
such a dataset is time-consuming and expensive. To get around this issue, I use a pre-
trained publicly available sentence-to-emoji model and tweak its output to suit our needs.
Concretely, I use DeepMoji, a pre-trained BiLSTM network with attention [56]3. This
model has been trained on a dataset of 1.2 billion tweets labeled with emojis. Given an
input sentence, the model produces a probability distribution over 64 emojis. I use this
model to our advantage as follows. I ask two human annotators to label each of these 64
emojis with EPA vectors. These annotations are averaged to get a single EPA vector per
emoji, which is assigned to that emoji. Then, given an input query, I take the weighted
average of the 64 EPA vectors, where the weights are produced by the softmax layer.
This gives the desired sentence to EPA mapping. The architecture of S2EPA is shown in
Figure 4.4.
EPA to Sentence (EPA2S)
The goal of the EPA2S function is to generate a response sentence, given the input prompt
and a target EPA vector, such that the response conveys the same affect as the target
EPA. To build EPA2S, I explore two methods, Seq2Seq and CVAE.
3The pretrained DeepMoji model is publicly available at https://github.com/bfelbo/DeepMoji.
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Figure 4.5: CVAE training architecture.
EPA2S-Seq2Seq
One straightforward EPA2S model is Seq2Seq with attention, where the input sentence is
concatenated with the target EPA and passed into the encoder, which gives us a fixed-
length context vector. Given this context vector, the decoder sequentially produces the
response while attending to the encoder hidden states.
EPA2S-CVAE
CVAE is another viable model for EPA2S. It is described below.
Let (C,α,X) denote a training sample, where C and X are sequences of tokens
denoting the prompt and the response respectively, and α is an EPA vector denoting the
desired affect of the response. The CVAE consists of a context encoder, utterance encoder
and a decoder. The context encoder uses an RNN to map C to a fixed-length vector c, and
then passes (c,α) to an MLP, which outputs the parameters of the probability distribution
qC(z|C,α) ∼ N (µ,λ2I); this distribution is called the prior. Similarly, the utterance
encoder uses an RNN to map X to a fixed-length vector x, and then passes (c,α,x) to
an MLP that outputs the parameters of the probability distribution qU(z|C,α,X) ∼
N (µˆ, λˆ2I). This is the posterior. A latent vector z is then sampled from qU . The
decoder RNN parameterizes the distribution qD(X|z,C,α); it takes (z, c,α) as input and
produces a distribution over the response sequences. The CVAE objective is to maximize
the reconstruction probability of X, and minimize the KL divergence between the prior
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Figure 4.6: CVAE at inference time: this is the EPA2S module.
qC and the posterior qU . This is given by
LCVAE
(
θC ,θU ,θD;C,X,α
)
= KL
(
qU(z|C,α,X)
∥∥qC(z|C,α))− EqU [ log qD(X|z,C,α)]
(4.12)
where θC ,θU and θD denote the parameters of the context encoder, the utterance encoder,
and the decoder respectively. This training process is depicted in Figure 4.5.
At inference time, the goal is to generate a response given an input sentence C and a
target EPA α. (C,α) are passed through the context encoder, and a latent variable z is
sampled from qC . Then (z, c,α) are passed to the decoder to generate a response. This
process is depicted in Figure 4.6.
4.4 Experiments
4.4.1 Data and Setup
I evaluate all the approaches on the Cornell Movie Dialogs Corpus4 [42], which contains
220k utterance-response pairs from movie conversations. I split the data into 200k, 10k
and 10k samples for training, validation and testing.
Seq2Seq Models
All the Seq2Seq variants use a single-layer LSTM encoder and a single-layer LSTM decoder,
each layer containing 1024 cells. I set the vocabulary size to 12,000 and used Adam [92]
optimizer with default hyper-parameters.
4The dataset is publicly available at https://www.cs.cornell.edu/~cristian/Cornell_
Movie-Dialogs_Corpus.html.
72
Listed below are detailed settings for each model.
• For the baseline LXENT loss, I use 1024-dimensional Word2Vec embeddings as input
and train the Seq2Seq model for 50 epochs by using Equation 4.2.
• For the affective embeddings as input, I use 1027-dimensional vectors, each a con-
catenation of 1024-D Word2Vec and 3-D W2AV embeddings. Training is done for 50
epochs.
• For each of the affective loss functions (LAC, LDMIN, and LDMAX), I train the model using
LXENT loss for 40 epochs. followed by 10 epochs using the affective loss functions.
• The ADBS decoding is deployed at test time (both word-level and sentence-level
metrics, ∆W and ∆S in Equations 4.9 and 4.10, respectively). I set G = B for
simplicity, that is, each group contains a single beam. Thus, diversification among
groups in my case is equivalent to diversification among all the beams.
• The λ hyperparameters for LDMIN, LDMAX, and LAC are manually tuned through valida-
tion and set to 0.5, 0.4, and 0.5, respectively. For affectively diverse BS, λ is set to
0.7 (Equation 4.8).
• For EPA2S-Seq2Seq, the embedding layer is initialized with 1024 dimensional Word2Vec
embeddings. α is 3-dimensional. Training is done for 50 epochs.
CVAE Model
For the CVAE model, each encoder contains 1) a single-layer BiLSTM, each direction
containing 1024 LSTM cells, and 2) a two-layer MLP. The CVAE decoder is a single-
layer LSTM network of 1024 cells. The variables z and α are 1024-dimensional and 3-
dimensional respectively. The embedding layer is initialized with 1024-dimensional Word2Vec
embeddings. To include α in each training sample (C,X), I compute
α = ACT(S2EPA(C)) (4.13)
For the CVAE model, I follow Kingma et al. [93]; the reconstruction loss is computed
with a single sample from qC , and the KL divergence is computed in closed form. Fur-
thermore, to prevent the degenerate case where the KL divergence is equal to zero, I use
KL annealing, following Bowman et al. [25]. Degeneracy occurs when the network sets the
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Model Syntactic Coherence Natural Emotional Approp.
Word Emb. (baseline) 1.48 0.69 0.41
Word + Affective Emb. 1.71 ↑ 1.05 ↑ 1.01 ↑
Table 4.1: The effect of affective word embeddings as input.
Model Syntactic Coherence Naturalness Emotional Approp.
LXENT (baseline) 1.48 0.69 0.41
LDMIN 1.75 ↑ 0.83 ↑ 0.56 ↓
LDMAX 1.74 ↑ 0.85 ↑ 0.58 ↑
LAC 1.71 ↑ 0.95 ↑ 0.71 ↑
Table 4.2: The effect of affective loss functions.
posterior qU to be equal to the prior qC , implying that the network ignores the latent vari-
able. This is sometimes referred to as the vanishing latent variable problem. KL annealing
circumvents this issue by adding a weight to the KL term during training. In the begin-
ning, this weight is zero, so the network encodes useful information in z without worrying
about staying close to the prior. As training progresses, the weight is slowly increased till
it reaches one.
4.4.2 Results
Recent work employs both automated metrics (e.g., BLEU, ROUGE, and METEOR) and
human judgments to evaluate dialogue systems. While automated metrics enable high-
throughput evaluation, they have weak or no correlation with human judgments [117].
It is also unclear how to evaluate affective aspects by automated metrics. Therefore, I
recruit 3-5 human judges to evaluate all the proposed models, following several previous
studies [134, 171].
To evaluate the quality of the generated responses, 5 workers are asked to evaluate 100
test samples for each model variant in terms of syntactic coherence (Does the response
make grammatical sense?), naturalness (Could the response have been plausibly produced
by a human?) and emotional appropriateness (Is the response emotionally suitable for the
prompt?). For each axis, the judges are asked to assign each response an integer score of
0 (bad), 1 (satisfactory), or 2 (good). The scores are then averaged for each axis (Tables
4.1, 4.2 and 4.4). I evaluate the inter-annotator consistency by Fleiss’ κ score [58], and
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Model Syntactic Diversity Affective Diversity # Emotionally Approp. Responses
BS (baseline) 1.23 0.87 0.89
H-DBS 1.47 ↑ 0.79 ↓ 0.78 ↓
WL-ADBS 1.51 ↑ 1.25 ↑ 1.30 ↑
SL-ADBS 1.45 ↑ 1.31 ↑ 1.33 ↑
Table 4.3: Effect of affectively diverse decoding. H-DBS refers to Hamming-based DBS
used in [195]. WL-ADBS and SL-ADBS are the proposed word-level and sentence-level
affectively diverse beam search, respectively.
Model
Syntactic Natural- Emotional
Coherence ness Approp.
Traditional Seq2Seq (baseline) 1.48 0.69 0.41
ACT with S2EPA & EPA2S-Seq2Seq (friend-friend) 1.59 ↓ 0.73 ↓ 0.39 ↓
ACT with S2EPA & EPA2S-CVAE (friend-friend) 1.57 ↓ 0.68 ↓ 0.47 ↓
ACT with S2EPA & EPA2S-Seq2Seq (friend-enemy) 1.61 ↓ 0.62 ↓ 0.34 ↓
ACT with S2EPA & EPA2S-CVAE (friend-enemy) 1.33 ↓ 0.75 ↓ 0.50 ↓
Table 4.4: Comparing the different ACT conversation models.
Model
Syntactic Natural- Emotional
Coherence ness Approp.
Traditional Seq2Seq (baseline) 1.48 0.69 0.41
Seq2Seq + Affective Embeddings 1.71 ↑ 1.05 ↑ 1.01 ↑
Seq2Seq + Affective Emb. & Loss 1.76 ↓ 1.03 ↓ 1.07 ↑
Seq2Seq + Affective Emb. & Loss & Decoding 1.69 ↓ 1.09 ↑ 1.10 ↓
Table 4.5: Combining different affective strategies.
obtain a κ score of 0.445, interpreted as “moderate agreement” among the judges.5 I also
compute the statistical significance of the results using one-tailed Wilcoxon’s Signed Rank
Test [203] with significance level set to 0.05. This is indicated in Tables 4.1, 4.2 and 4.4
through arrows: a down-arrow indicates that the model performed equally well as the
baseline, and an up-arrow indicates that the model performed significantly better than the
baseline.
The evaluation of diversity is conducted separately (Table 4.3). In this experiment, each
annotator is presented with top-three decoded responses and is asked to judge syntactic
diversity (How syntactically diverse are the five responses?) and emotional diversity (How
5https://en.wikipedia.org/wiki/Fleiss%27_kappa
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affectively diverse are the five responses?). The rating scale is 0, 1, 2, and 3 with labels
bad, satisfactory, good, and very good, respectively. The annotator is also asked to state
the number of beams that are emotionally appropriate to the prompt. The scores obtained
for each question are averaged. I use three annotators in this experiment (fewer than the
previous one), as it requires more annotations (3 responses for every test sample). The
Fleiss’ κ score for this protocol is 0.471, signifying “moderate agreement” between the
judges. As before, Wilcoxon’s Signed Rank significance test is used to compare each model
with the baseline (vanilla BS).
Next, I evaluate the performance of the 4 affective strategies individually, namely af-
fective word embeddings as input, affective loss functions, affectively diverse decoding,
and ACT-based response generation. I then show how some of these strategies can be
integrated.
Experiment #1: Affective word embeddings as input. Table 4.1 compares Seq2Seq
open-domain dialogue systems with and without the affective word embeddings. We see
that the cognitively engineered affective embeddings, even with 3 additional features, im-
prove the baseline Seq2Seq model significantly (as indicated by the up-arrows). The im-
provement is consistent in terms of all 3 evaluation aspects, and its effect is the most
significant in emotional appropriateness. The results show that traditional word embed-
dings learned end-to-end during training are not sufficient to capture emotional aspects;
using additional knowledge makes the model more aware of affect.
Experiment #2: Affective loss functions. I compare in Table 4.2 the proposed loss
functions—namely minimizing affective dissonance (DMIN), maximizing affective dissonance
(DMAX), and maximizing affective content (AC)—with traditional cross-entropy loss (XENT).
As shown in Table 4.2, DMIN and DMAX yield similar results, both outperforming XENT.
Moreover, AC generally outperforms DMIN and DMAX in terms of naturalness and appropri-
ateness. The results imply that forcing the affect vector in either direction (towards or
against the previous utterance) helps the model, but its performance is worse than AC. The
mediocre performance of LDMIN and LDMAX could be explained by the fact that the relation-
ship between a prompt and a response is not always as simple as minimum or maximum
affective dissonance. It is usually much more subtle; therefore it makes more sense to
model this relationship through established sociological interaction theories like ACT (this
comparison is performed later in Experiment #4, Table 4.4). By contrast, the AC loss
function encourages affective content without specifying the affect direction; it works well
in practice and significantly out-performs the baseline XENT loss on all three axes.
Considering both Tables 4.1 and 4.2, we further notice that the affective loss func-
tion alone is not as effective as affective embeddings. This makes sense because the loss
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Message Model Response
Traditional Seq2Seq Um, you know. . .
LDMIN But you work for the casino?
I wish LDMAX You are personally responsible.
I was a LAC It’s suicide!
billion- LXENT+ Aff. Emb. Don’t trouble yourself about it.
aire. LAC+ Aff. Emb. Would it matter in the end.
LAC+ Aff. Emb. + SL-ADBS Would it change you?
ACT: S2EPA & EPA2S-Seq2Seq (friend-friend) Yeah you know it is good.
ACT: S2EPA & EPA2S-CVAE (friend-friend) You are so good to it
I hate
Traditional Seq2Seq It was supposed to be.
you.
LDMIN Aww c all guys do. . .
LDMAX Keeps fairies away!
LAC I haven’t done anything crazy.
LXENT+ Aff. Emb. Don’t say that!
LAC+ Aff. Emb. I still love you!
LAC+ Aff. Emb. + SL-ADBS I don’t want to fight you.
ACT: S2EPA & EPA2S-Seq2Seq (friend-friend) It was supposed to trouble me.
ACT: S2EPA & EPA2S-CVAE (friend-friend) You are sorry about that?
Table 4.6: Examples of the responses generated by the baseline and affective models.
function does not explicitly provide additional knowledge to the neural network, but word
embeddings do. However, as will be seen in Experiment #5, these affective aspects can be
directly combined. Another interesting observation is the improved syntactic coherence of
the affect-based models; I hypothesize that these models replace grammatically incorrect
words with affectively suitable options that turn out to be more grammatically sound.
Experiment #3: Affectively Diverse Decoding. I now evaluate the proposed af-
fectively diverse decoding methods. Since evaluating diversity requires multiple decoded
utterances for a test sample, I adopt a different evaluation setting as described before.
Table 4.3 compares both word-level and sentence-level affectively diverse BS (WL-ADBS
and SL-ADBS, respectively) with the original BS and Hamming-based DBS used in [195].
We see that WL-ADBS and SL-ADBS beat the baselines BS and Hamming-based DBS
by a statistically significant margin on affective diversity as well as number of emotionally
appropriate responses. SL-ADBS is slightly better than WL-ADBS as expected, since it
takes into account the cumulative affect of sentences as opposed to individual words.
Experiment #4: ACT-based Response Generation. Next, I evaluate the ACT-
based models (i.e. the dialogue generation pipeline shown in Figure 4.3), where the two
modules S2EPA and EPA2S are integrated with ACT6. That is to say, the target EPA vectors
6The ACT software, called INTERACT, is publicly available at http://www.indiana.edu/~socpsy/
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α are produced by ACT. There are two variants of the ACT conversation model: 1) S2EPA
with EPA2S-Seq2Seq, and 2) S2EPA with EPA2S-CVAE. For each of these variants, I try two
different settings for ACT identities: friend-friend and friend-enemy. Table 4.4 compares
these four models with the baseline Seq2Seq model. The statistical significance (shown
via arrows) shows comparison with the baseline. We see that all four models perform
on par with the baseline, as far as syntactic coherence and naturalness of responses are
concerned. The emotional appropriateness of EPA2S-CVAE is slightly higher than other
models, but this result is not statistically significant. To understand why this happens,
I perform several qualitative experiments for the S2EPA and EPA2S modules separately.
Their details are provided in Appendix B. The main takeaway is that the S2EPA module
performs reasonably well, however the EPA2S models (both variants) have low performance.
Experiment #5: Combining the Different Affective Strategies. Table 4.5 shows
how the affective word embeddings, loss functions, and decoding methods perform when
they are combined. Here, I chose the best variants in the previous individual tests: the
loss function maximizing affective content (LAC) and the sentence level diversity measure
(SL-ADBS). Note that the ACT-based models did not outperform the baseline Seq2Seq,
therefore I do not include them in this ablation test. In the table, the statistical significance
arrows denote the comparison of each row with the previous row, rather than with the
baseline. As shown, the performance of my model generally increases when I gradually
add new components to it, though some of the incremental improvements are statistically
insignificant.
Note that the task setting is different from ECM [229], the only other pre-existing
emotion-based neural dialogue system at the time of this research, to the best of my
knowledge. ECM requires a desired affect category as input, which is unrealistic in appli-
cations. It also differs from my experimental setting (and my research goal), making direct
comparison infeasible. However, the proposed affective approaches can be potentially in-
tegrated to ECM.
Case study. Finally, I present several sample outputs of all models in Table 4.6 to give
readers a taste of how the responses differ. LXENT responses are generic and non-committal,
as expected. LDMIN tries to match the affect of the word billionaire with casino, LDMAX
responds to hate with fairies, LAC maximizes affective content of the responses with the
words suicide and crazy. LXENT with affective embeddings produces responses with more
subtle affective connotations. The ACT models produce responses that are emotionally
meaningful, but may not always be relevant to the input message.
ACT/interact.htm.
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4.5 Limitations
The affective methods proposed in this chapter improve the baseline models by a statisti-
cally significant margin. However, they have some limitations, which can be addressed in
future work.
• The VAD lexicon has only ∼13000 words, and is not a broad-coverage dataset. In
particular, it does not cover many slang words and emojis that are commonly used
in text-based chats today. To remedy this issue, it would be worthwhile to explore
semi-supervised or unsupervised techniques to expand this lexicon [6].
• The loss functions LDMIN and LDMAX may not always be realistic in practice, and it
is unclear when to use which function. In real-world conversations, the affective
dynamics of the dialogue are more complex, thus it may make more sense to use
ACT and BayesAct-based models instead.
• The loss function LAC helps produce responses with rich affective content. However, it
disregards the emotions of the input utterance, which may be unrealistic in real-world
scenarios where the users expect some emotional understanding from the agent.
• The diverse beam search algorithm, when modified by the dissimilarity term, can
sometimes produce grammatically incorrect sentences. This can be remedied by
tuning the weight of the dissimilarity metric carefully.
• The ACT models did not statistically outperform the baseline model, primarily due
to poor performance of EPA-to-sentence conversion models. This is likely because the
process of converting EPA values to appropriate conversational responses is a hard
problem in general, even for humans. For example, given C = ‘i failed my exam’
and α = [1.97, 1.71, 1.51] (without a word label), it is not obvious how to come up
with an appropriately worded, grammatically correct response that precisely conveys
the right amount of evaluation, potency and activity. Furthermore, each EPA may
correspond to many valid sentences, and each sentence may have many valid EPA
ratings, due to the subjectivity of the task. More in-depth exploration is needed in
come up with potential solutions to these problems.
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4.6 Conclusion
In this chapter, I address the problem of affective neural dialogue generation, which is
useful in applications like emotional conversation partners to humans. I advance the devel-
opment of affectively cognizant neural encoder-decoder dialogue systems by four affective
strategies. I embed linguistic concepts in an affective space with a cognitively engineered
dictionary, propose several affect-based heuristic objective functions, introduce affectively
diverse decoding methods, and design conditional response generation using ACT. In infor-
mation retrieval tasks such as question-answering and dialogue systems, these techniques
can help retain the users by interacting with them in a more empathetic and human way.
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Chapter 5
Online Active Learning for Neural
Response Generation
In previous chapters, I have investigated several affective computing techniques for neural
conversational models. These include some heuristics (such as minimizing or maximizing
affective similarity of prompts and responses) as well as exogenous socio-mathematical
models of emotion (such as BayesAct). While promising, these methods have their own
limitations, as discussed previously. Thus, in this chapter, I take a step back from devel-
oping explicit affect models, and investigate how to implicitly infuse human-likeness into
conversational systems. In particular, I adopt online active learning to make the generated
responses more human-like and natural sounding. This is similar to the imitation learning
paradigm, where an agent tries to clone the behaviour of a human demonstrator. Imitating
humans helps the models learn how to generate semantically and affectively appropriate
responses, without explicitly defining emotions or affective alignment.
5.1 Introduction
Several recent works have proposed neural generative conversational agents for open-
domain and task-oriented dialogue [53, 169, 170, 171, 174, 182]. These models typically
use LSTM encoder-decoder architectures (e.g. Seq2Seq [185]), which are linguistically ro-
bust but can often generate short, dull and inconsistent responses [105, 170]. To address
the hard problems of natural language understanding and generation, deep reinforcement
learning is often used. However, in most existing works, the reward function is hand-
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crafted, and is either specific to the task to be completed, or is based on a few desirable
developer-defined conversational properties.
In this chapter, I demonstrate how online active learning can be integrated with stan-
dard neural network based dialogue systems to enhance their open-domain conversational
skills. The architectural backbone of my model is Seq2Seq, which initially undergoes of-
fline supervised learning on two different types of conversational datasets. Then an online
active learning phase is initiated to interact with human users for incremental model im-
provement, where a unique single-character1 user-feedback mechanism is used as a form of
reinforcement at each turn in the dialogue. The intuition is to rely on this all-encompassing
human-centric ‘reinforcement’ mechanism, instead of defining hand-crafted reward func-
tions that individually try to capture each of the many subtle conversational properties.
This mechanism inherently promotes interesting and relevant responses by relying on the
humans’ far superior conversational prowess.
5.2 Related Work
Deep Reinforcement Learning (DRL) based dialogue generation is closely relevant to this
work. For task-specific dialogue [40, 111, 112], the reward function is usually based on task
completion rate, and thus is easy to define and compute. For the much harder problem of
open-domain dialogue generation [110, 220, 202], hand-crafted reward functions are used
to capture desirable conversation properties. Li et al. [109] propose DRL-based diversity-
promoting Beam Search [95] for response generation. While diverse, their model’s responses
are not very relevant or interesting.
More recently, new approaches have been proposed to incorporate online human feed-
back into neural conversation models [3, 107, 108]. My work falls in this line of research. I
use online deep active learning as a form of reinforcement in a novel way, which eliminates
the need for hand-crafted reward criteria. I use a diversity-promoting decoding heuristic
[195] to facilitate this process. I further demonstrate how the proposed model can be tuned
for one-shot learning.
1The user has the option to provide longer feedback.
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5.3 Proposed Model
I use Seq2Seq as the base model, consisting of one encoder layer and one decoder layer, each
containing 300 LSTM units. The end-to-end model training consists of oﬄine supervised
learning (SL) in two phases, followed by online active learning (AL).
5.3.1 Oﬄine Two-Phase Supervised Learning
To establish an oﬄine baseline, I train the network sequentially on two datasets, one for
generic dialogue, and the other specially curated for short-text conversation.
Phase 1: I use the Cornell Movie Dialogue Corpus [42], consisting of 220K message-
response pairs. Each pair is treated as an input and target sequence during training with
the joint cross-entropy (XENT) loss function, which maximizes the likelihood of generating
the target sequence given its input. This is given in Equation 4.2.
Phase 2: Phase 1 enables the proposed conversational agent to learn the language syntax
reasonably well, but it has difficulty carrying out sensible short-text conversations. This
is due to the fact that movie conversations are remarkably different in nature from short-
text conversations. To address this issue, I curate a dataset from JabberWacky’s chatlogs2
available online. The trained network from the first phase is fine-tuned on the JabberWacky
dataset (8K pairs). Through this additional SL phase of fine-tuning on a small dataset, I
get an improved baseline for open-domain dialogue (Table 5.1, Figure 5.2a).
5.3.2 Online Active Learning
After oﬄine SL, the agent is equipped with the basic conversational ability, but its responses
are still short and dull. To tackle this issue, I initiate an online AL process where the
model interacts with real users for continuous fine-tuning and learns incrementally from
their feedback at each turn of dialogue.
The agent−human interaction for online AL is set up as follows (pseudocode in Algo-
rithm 3).
2http://www.jabberwacky.com/j2conversations. Jabber-Wacky is an in-browser, open-domain,
retrieval-based conversational agent.
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Algorithm 3: Online Active Learning
Function HammingDBS(text):
r = emptyList(size = K) ; // K = 5 in our setting
for t = 1, · · · , T do
r[1][t] = model.forward(text, r[1][1, · · · , t− 1]) ;
for i = 2, · · · , K do
augmentedProbs = model.forward(t, text, r[i]) +
λ(hammDist(r[i], r[1, · · · , i− 1])) ;
r[i][t] = topOne(augmentedProbs) ;
end
end
return r;
Function OnlineAL():
lr = 0.001 ; // initial learning rate for Adam
while True do
usrMsg = io.read() ;
responses = HammingDBS(usrMsg) ;
io.write(responses) ;
feedback = io.read() ;
botMsg = responses[feedback] OR feedback ;
pred, xentLoss = model.forward(usrMsg, botMsg) ;
model.backward(pred, botMsg, xentLoss) ;
model.updateParameters(Adam(lr)) ;
end
return ;
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1. The user sends a message ui at time step i.
2. The agent generates K responses ci,1, ci,2, ..., ci,K using hamming-diverse Beam
Search. These are displayed to the user in order of decreasing generation likelihood.
3. The user provides feedback by selecting one of the K responses as the ‘best’ one or
suggesting a (K+1)’th response, denoted by c∗i,j. The selection criterion is subjective
and entirely up to the user.
4. The message-response pair (ui, c
∗
i,j) is propagated through the network using XENT
loss, with a learning rate optimized for one-shot learning.
5. The user responds to c∗i,j with a message ui+1, and the process repeats.
Heuristic Response Generation: I use Diverse Beam Search (DBS) algorithm (see
Section 4.8) [195] to generate the K agent responses at each turn in the dialogue. DBS
has been shown to outperform BS and other diverse decoding techniques on several NLP
tasks, including image captioning, machine translation and visual question generation.
DBS incorporates diversity between the beams by maximizing an objective that consists of
a standard sequence likelihood term and a dissimilarity metric between the beams. I use
the hamming diversity metric for decoding at each time step, which penalizes the selection
of words that have already been chosen in other beams (Algorithm 3). In particular, the
weight λ associated with this metric is tuned to aggressively promote diversity between
the first tokens of each of the K generated sequences, thereby avoiding similar beams like I
don’t know and I don’t really know. I refer the reader to the original paper by Vijayakumar
et al. for the complete DBS algorithm and derivation. K is a tunable hyper-parameter; I
used K = 5 in all my experiments, based on the observation that a smaller response set
usually misses out a good contender, and more than five responses become cumbersome
for the user to read at each turn.
It is possible that displaying the K responses in decreasing order of generation like-
lihood introduces a bias in the user’s response, since users typically prefer to pick items
located at the top of the screen. If this is cause for concern in an application, the problem
can be resolved by tweaking Algorithm 1 such that the K responses are displayed to the
user in a random order. In all experiments, I assume that the users are unbiased and do
not take into consideration the display order.
One-shot Learning: We can control how quickly the model learns from user feedback
by tuning the parameter ‘initial learning rate’ (lr in Algorithm 1) of Adam, the stochastic
optimizer [92]. An appropriately high lr results in one-shot learning, where the user’s
feedback immediately becomes the model’s most likely prediction for that prompt. This
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scenario is depicted in Figure 5.1. A low lr leads to smaller gradient descent steps, so
the model requires several ‘nudges’ to adapt to each new data point. I experiment with
different lr values to determine a suitable value (Figure 5.2b).
5.4 Experiments
I evaluate the proposed model via qualitative comparison with oﬄine SL, as well as quanti-
tative evaluation on four axes: syntactical coherence, relevance to prompts, interestingness
and user engagement.
5.4.1 Quantitative Evaluation
I begin by quantitatively evaluating the agent’s conversational abilities when trained via
one-phase SL, two-phase SL and online AL (denoted by SL1, SL2 and SL2+oAL respec-
tively).
I first asked a human trainer to actively train SL2+oAL using 200 prompts of his
choice. I then created a test set of 100 prompts by randomly choosing 100 of the 200
training prompts and linguistically rephrasing each of them to convey the same semantics.
For instance, the AL training prompts ‘How’s it going?’, ‘I hate you’ and ‘What are your
favorite pizza toppings?’ were altered to the following test prompts: ‘How are you doing?’,
‘I don’t like you!’ and ‘What do you like on your pizza?’. Next, I recorded SL1’s, SL2’s and
SL2+oAL’s responses to these test prompts. Finally, five human judges (not including the
human trainer) were asked to subjectively evaluate the responses of the three models on
the test set. The evaluation of each response was done on four axes: syntactical coherence,
relevance to the prompt, interestingness and user engagement3. Each judge was asked to
assign each response an integer score of 0 (label = bad) or 1 (label = good). Their averaged
scores for the three models, SL1, SL2 and SL2+oAL, are shown in Figure 5.2a. We see
that SL2+oAL outperforms the other models on three of the four axes by 14-21%.
Next, the human trainer was asked to train SL2+oAL with the same 200 prompts and
responses for different values of the initial learning rate for Adam (lr in Algorithm 1). Then
the five human judges were asked to subjectively rate each model’s syntactical coherence,
response relevance, interestingness and user engagement. The model’s average percentage
3We say that an agent response is engaging if it prompts the user to continue the conversations, e.g.
by asking a question.
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human: I don’t want to work today.
bot: No, you’ve just got to be quick.
bot: I wish i could robot.
bot: Ok i lie.
bot: Aww :).
bot: Why not?
feedback: 5
human: I just want to lie in my bed and have pizza.
bot: Good idea.
bot: Does he...
bot: I can’t do that again!
bot: Ok.
bot: Why not?
feedback: Good idea, may I join you?
human: I don’t want to work today.
bot: Why not?
bot: Ok.
bot: I wish I could.
bot: No, you’ve just got to be quick.
bot: Aww :).
feedback:
human: I just want to lie in bed and have pizza.
bot: Good idea, may I join you?
bot: I can’t do that again!
bot: Good idea.
bot: Ok.
bot: Does he?
......
Figure 5.1: An example human-agent interaction.
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Figure 5.2: 5.2a shows the average percentage success of the three models SL1, SL2 and
SL2+oAL (trained via 200 interactions) on 100 unseen prompts over four axes: syntactical
coherence, response relevance, interestingness and engagement. 5.2b, c show percentage
success of SL2+oAL’s on 100 unseen prompts over the same four axes, as Adam’s learning
rate varies and the number of training interactions changes.
success on the test prompts was recorded on four axes. The averaged scores are given
in Figure 5.2b. We see that the response quality drops significantly for higher values of
learning rate. This is due to the instability in the parameters induced by a high learning
value associated with new data, causing the model to forget what it learned previously.
The experiments suggest that a learning rate of 0.005 strikes the right balance between
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stability and one-shot learning.
Finally, the human trainer were asked to train SL2+oAL with lr = 0.005 and differ-
ent number of training interactions. The results in Figure 5.2c confirm that the model
improves slowly as it continues to converse with humans. This is an appropriate reflec-
tion of how humans learn language: gradually but effectively. Although the curves seem
to plateau after 300 instances and suggest that the learning has stopped, this is not the
case. The gradient is small but not zero, which is an expected behavior in the paradigm
of reinforcement learning.
5.4.2 Qualitative Comparison
I illustrate the qualitative differences between the responses generated by SL1, SL2 and
SL2+oAL. Table 5.1 shows results on a small subset of the 100 test prompts. We see
that SL2 generates more relevant and appropriate responses than SL1 in many cases. This
illustrates that a small short-text conversational dataset is a useful fine-tuning add-on to a
large and generic dialogue dataset for oﬄine Seq2Seq training. We also see that SL2+oAL
generates more interesting, relevant and engaging responses than SL2. These results imply
that the model learns to make connections between semantically similar prompts that
are syntactically different. While this may be a slow process (spanning thousands of
interactions), it effectively emulates the way humans learn a new language.
Table 5.2 illustrates how SL2+oAL can be trained to adopt a wide variety of moods
and conversational styles. Here, I trained three copies of SL2 separately to adopt three
different emotional personas: cheerful, gloomy and rude. Each model underwent 100 train-
ing interactions with one human trainer, who was instructed to adopt each of the four
conversation styles while training the SL2+oAL model. The test prompts shown in Ta-
ble 5.2 were syntactic variations of the training prompts, as before. The results illustrate
that SL2+oAL was able to modify the mood of its responses appropriately, based on the
way it was trained. Similar experiments can be done to create agents with customized
backgrounds and characters, akin to Li et al.’s persona-based agent [106].
5.5 Limitations
Some limitations of the proposed model are as follows.
• Since the model is tuned for one-shot learning, it may learn from erroneous input, for
instance typos and wrong/inappropriate feedback. This is similar to the Microsoft
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Tay debacle4, where the bot learned to produce offensive tweets. It may make more
sense to set the model up for few-shot learning, to ensure the stability of the model.
• If a trained model is used by multiple users, it may accumulate contradictory knowl-
edge. For instance, one user may teach it to say “I’m not feeling well today” in
response to “How are you?”, while another user may teach it to say “I’m doing great
today”. This behaviour is not desirable. Once again, few-shot learning may be used
to ensure that this does not happen.
• If the user provides feedback using new vocabulary, the model would map it to the
‘unknown’ token. To avoid this problem, the model can be augmented with a copying
mechanism, which learns to copy tokens directly from the input without learning their
embeddings [71].
• The proposed model updates all its parameters when learning from a new data point.
As a result, it may overwrite important information that was learned a long time ago.
To circumvent this issue, external memory banks can be used, which I propose in the
next chapter.
5.6 Conclusion
This chapter discusses an end-to-end neural model for open-domain conversational agents.
The model augments the Seq2Seq framework with online active learning to overcome some
of its known short-comings with respect to dialogue response generation. To achieve this, I
use a combination of oﬄine two-phase supervised learning and an online imitation learning
regime which uses a user-centric reward mechanism and a variant of beam search for
decoding. Experiments show that the model promotes semantically coherent, relevant, and
interesting responses and can be trained to adopt diverse moods, personas and conversation
styles.
4https://tinyurl.com/yy25pqf7.
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Chapter 6
Transfer Learning for Neural Text
Classification and Generation
In this chapter, I continue working toward the goal of making neural conversational systems
more human-like, without using explicit models of emotion.
Humans possess what we call ‘general intelligence’. That is to say, humans have the
unique and incredible capability to use knowledge/experience in one area to make effective
and intelligent decisions in new, unseen domains. Here, I investigate how to infuse this
adaptation ability into neural NLP models through transfer learning. In this case, I consider
the (relatively) easier task of text classification first, followed by text generation for dialogue
systems.
6.1 Introduction
Transfer learning, sometimes referred to as domain adaptation, aims to transfer knowledge
from one domain (called the source domain) to another (called the target domain) in a
machine learning system.1 If the data of the target domain is not large enough, using
data from the source domain helps to improve model performance in the target domain.
This is important for neural networks, which are data-hungry and prone to overfitting. In
this chapter, I especially focus on incremental domain adaptation (IDA), where we assume
different domains come sequentially one after another. We only have access to the data
1In this work, the domain is defined by dataset. Usually, the data from different genres or times
typically have different underlying distributions.
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in the current domain, but hope to build a unified model that performs well on all the
domains that we have encountered [212, 162, 94].
Incremental domain adaptation is useful in various scenarios. Suppose a company is
doing business with different partners over a long period of time. The company can only
access the data of the partner with a current contract. However, the machine learning
model is the company’s property (if complying with the contract). Therefore, it is desired
to preserve as much knowledge as possible in the model and not to rely on the availability
of the data.
Another application of IDA is a quick adaptation to new domains. If the environment
of a deployed machine learning system changes frequently, traditional methods like jointly
training all domains require the learning machine to be re-trained from scratch every time
a new domain comes. Fine-tuning a neural network by a few steps of gradient updates
does transfer quickly, but it suffers from the catastrophic forgetting problem [94]. Suppose
we do not know the domain of a data point when predicting; the (single) fine-tuned model
cannot predict well for samples in previous domains, as it tends to “forget” quickly during
fine-tuning.
A recent trend of domain adaptation in the deep learning regime is the progressive
neural network [162], which progressively grows the network capacity if a new domain
comes. Typically, this is done by enlarging the model with new hidden states and a new
predictor (Figure 6.1a). To avoid interfering with existing knowledge, the newly added
hidden states are not fed back to the previously trained states. During training, they fix
all existing parameters, and only train the newly added ones. For inference, they use the
new predictor for all domains. This is sometimes undesired as the new predictor is trained
with only the last domain.
In this chapter, I propose a progressive memory bank for incremental domain adapta-
tion. My model augments a recurrent neural network (RNN) with a memory bank, which
is a set of distributed, real-valued vectors capturing domain knowledge. The memory is
retrieved by an attention mechanism during RNN information processing. When the model
is adapted to new domains, I progressively increase the slots in the memory bank. But
different from [162], I fine-tune all the parameters, including RNN and the previous mem-
ory bank. Empirically, when the model capacity increases, the RNN does not forget much
even if the entire network is fine-tuned. Compared with expanding RNN hidden states,
the newly added memory slots do not contaminate existing knowledge in RNN states, as
will be shown by a theorem.
I evaluate my approach on two tasks. The first task is Natural Language Inference. This
is a text classification task which acts as a simpler test-bed, compared to text generation,
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for evaluating my approach. I use the multi-genre natural language inference (MultiNLI)
corpus [204], which contains 5 domains with massive training samples. The second task
is Dialogue Response Generation, where I use the Cornell Movie Corpus [42] and Ubuntu
Dialogue Corpus [122] as the source and target, respectively. Experiments support my
hypothesis that the proposed approach adapts well to target domains without catastrophic
forgetting of the source. My model outperforms the na¨ıve fine-tuning method, the orig-
inal progressive neural network, as well as other IDA techniques including elastic weight
consolidation [94, EWC].
6.2 Related Work
6.2.1 Domain Adaptation
Domain adaptation, sometimes known as transfer learning, has been widely studied in
NLP. Mou et al. [133] analyze two straightforward settings, namely, multi-task learning
(jointly training all domains) and fine-tuning (training one domain and fine-tuning on the
other). One recent advance of domain adaptation is adversarial learning, where the neural
features are trained not to classify the domain [61]. Such approach can be extended to
private-share architectures [118]. However, all these approaches (except fine-tuning) require
that all domains are available at the same time. Thus, they are not IDA approaches.
Kirkpatrick et al. [94] address the catastrophic forgetting problem of neural networks
when fine-tuning, and propose a regularization term based on the Fisher information ma-
trix; they call the method elastic weight consolidation (EWC). While some follow-up studies
report EWC achieves high performance in their scenarios [221, 102, 191], others show that
EWC is less effective [200, 217, 207]. [102] propose incremental moment matching between
the posteriors of the old model and the new model, achieving similar performance to EWC.
[166] augment EWC with knowledge distillation, making it more memory-efficient.
Rusu et al. [162] propose a progressive neural network that progressively increases
the number of hidden states (Figure 6.1a). To avoid overriding existing information, they
propose to fix the weights of the learned network, and do not feed new states to old ones.
This results in multiple predictors, requiring that a data sample is labeled with its domain
during the test time. If we otherwise use the last predictor to predict samples from all
domains, its performance may be low for previous domains, as the predictor is only trained
with the last domain.
Yoon et al. [217] propose an extension of the progressive network. They identify which
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Figure 6.1: (a) Progressive neural network [162]. (b) One step of RNN transition in the
proposed progressive memory network. Colors indicate different domains.
existing hidden units are relevant for the new task (with their sparse penalty), and fine-
tune only the corresponding subnetwork. However, sparsity is not common for RNNs in
NLP applications, as sparse recurrent connections are harmful. A similar phenomenon is
that dropout of recurrent connections yields poor performance [20]. Xu et al. [213] deal
with new domains by adaptively adding nodes to the network via reinforcement learning.
This approach may require a very large number of trials to identify the right number of
nodes to be added to each layer [216].
Li et al. [113] address IDA with a knowledge distillation approach, where they preserve
a set of outputs of the old network on pseudo-training data. Then they jointly optimize for
high accuracy on the new training domain as well as the pseudo-training data. [91]’s variant
of this approach uses maximum-entropy regularization to control the transfer of distilled
knowledge. However, in NLP applications, it is non-trivial to obtain pseudo-training data
for distillation.
6.2.2 Memory-Based Neural Networks
This work is related to memory-based neural networks. Sukhbaatar et al. [184] propose an
end-to-end memory network that assigns a slot for an entity, and aggregates information
by multiple attention-based layers. In their work, they design the architecture for bAbI
question answering, and assign a memory slot for each sentence. Such idea can be ex-
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tended to various scenarios, for example, assigning slots to external knowledge for question
answering [43] and assigning slots to dialog history for a conversation system [126].
A related idea is to use episodic memory, which stores data samples from all previously
seen domains (thus it is not an IDA approach). This is used for experience replay while
training on subsequent domains [119, 155, 33, 44].
Another type of memory in the neural network regime is the neural Turing machine
[70, NTM]. Their memory is not directly parameterized, but is read or written by a neu-
ral controller. Therefore, such memory serves as temporary scratch paper, but does not
store knowledge itself. In NTM, the memory information and operation are fully dis-
tributed/neuralized, as they do not correspond to the program on a true (non-neural) Tur-
ing machine. Zhang et al. [226] combine the above two styles of memory for task-oriented
dialog systems, where they have both slot-value memory and read-and-write memory.
Different from the above work, the proposed memory bank stores knowledge in a dis-
tributed fashion, where each slot does not correspond to a concrete entity or data sample.
The memory is directly parameterized, interacting in a different way from RNN weights,
and providing a natural way of incremental domain adaptation.
6.3 Proposed Approach
My model is based on a recurrent neural network (RNN). Recall that, at each time step, the
RNN takes the embedding of the current word as input, and changes its states accordingly.
This can be represented by
hi = RNN(hi−1,xi) (6.1)
where hi and hi−1 are the hidden states at time steps i and i − 1, respectively. xi is the
input at the ith step. Typically, long short term memory [78, LSTM] or Gated Recurrent
Units [37, GRU] are used as RNN transitions.
In the rest of this section, I will describe a memory augmented RNN, and how it is
used for incremental domain adaptation (IDA).
6.3.1 Augmenting RNN with Memory Banks
I enhance the RNN with an external memory bank, as shown in Figure 6.1b. The memory
bank augments the overall model capacity by storing additional parameters in memory
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slots. At each time step, my model computes an attention probability to retrieve memory
content, which is then fed to the computation of RNN transition.
Particularly, I adopt a key-value memory bank, inspired by Miller et al. [132]. Each
memory slot contains a key vector and a value vector. The former is used to compute the
attention weight for memory retrieval, whereas the latter is the value of memory content.
For the ith step, the memory mechanism computes an attention probability αi by
α˜i,j = exp{h>i−1m(key)j } (6.2)
αi,j =
α˜i,j∑N
j′=1 α˜i,j′
(6.3)
where m
(key)
j is the key vector of the jth slot of the memory (among N slots in total).
Then the model retrieves memory content by a weighted sum of all memory values, where
the weight is the attention probability, given by
ci =
N∑
j=1
αi,jm
(val)
j (6.4)
Here, m
(val)
j is the value vector of the jth memory slot. I call ci the memory content.
Then, ci is concatenated with the current word xi, and fed to the RNN as input of step i
to compute RNN state transition.
Using the key-value memory bank allows separate (thus more flexible) computation of
memory retrieval weights and memory content, compared with traditional attention where
a candidate vector is used to compute both attention probability and attention content.
It should be emphasized that the memory bank in the proposed model captures dis-
tributed knowledge, which is different from other work where the memory slots correspond
to specific entities [53]. The attention mechanism accomplishes memory retrieval in a “soft”
manner, which means the retrieval strength is a real-valued probability. This enables us
to train both memory content and its retrieval end-to-end, along with the other neural
parameters.
I would also like to point out that the memory bank alone does not help RNN much.
However, it is natural to use a memory-augmented RNN for incremental domain adapta-
tion, as described below.
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Algorithm 4: Progressive Memory for IDA
Input: A sequence of domains D0, D1, · · · , Dn
Output: A model performing well on all domains
Initialize a memory-augmented RNN
Train the model on D0
for D1, · · · , Dn do
Expand the memory with new slots
Load RNN weights and existing memory banks
Train the model by updating all parameters
end
Return: The resulting model
6.3.2 Progressively Increasing Memory for Incremental Domain
Adaptation (IDA)
The memory bank in Subsection 6.3.1 can be progressively expanded to adapt a model in
a source domain to new domains. This is done by adding new memory slots to the bank
which are learned exclusively from the target data.
Suppose the memory bank is expanded with another M slots in a new domain, in
addition to previous N slots. We then have N + M slots in total. The model computes
attention probability over the expanded memory and obtains the attention vector in the
same way as Equations (6.2)–(6.4), except that the summation is computed from 1 to
N +M . This is given by
α
(expand)
i,j =
α˜i,j∑N+M
j′=1 α˜i,j′
(6.5)
c
(expand)
i =
N+M∑
j=1
α
(expand)
i,j m
(val)
j (6.6)
To initialize the expanded model, I load all previous parameters, including RNN weights
and the learned N slots, but randomly initialize the progressively expanded M slots. Dur-
ing training, we update all parameters by gradient descent. That is to say, new parameters
are learned from their initializations, whereas old parameters are fine-tuned during IDA.
The process is applied whenever a new domain comes, as shown in Algorithm 4.
I would like to discuss the following issues.
Fixing vs. Fine-tuning learned parameters. Inspired by the progressive neural
network [162], I found it tempting to fix RNN parameters and the learned memory but
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only tune new memory for IDA. However, my preliminary results showed that if I fix all
existing parameters, the increased memory does not add much to the model capacity, and
that its performance is worse than fine-tuning all parameters.
Fine-tuning vs. Fine-tuning while increasing memory slots. It is reported
that fine-tuning a model (without increasing model capacity) suffers from the problem of
catastrophic forgetting [94]. It could be a concern if the proposed approach suffers from the
same problem, since I fine-tune learned parameters when progressively increasing memory
slots. My intuition is that the increased model capacity helps to learn the new domain
with less overriding of the previously learned model. Experiments confirm my conjecture,
as the memory-augmented RNN tends to forget more if the memory size is not increased.
Expanding hidden states vs. Expanding memory. An alternative way of pro-
gressively increasing model capacity is to expand the size of RNN layers. This setting is
similar to the progressive neural network, except that all weights are fine-tuned and that
we have connections from new states to existing states.
However, I hereby show a theorem, indicating that the expanded memory results in
less contamination/overriding of the learned knowledge in the RNN, compared with the
expanded hidden states. The main idea is to measure the effect of model expansion quan-
titatively by the expected square difference on hi before and after expansion, where the
expectation reflects the average effect of model expansion in different scenarios.
Theorem 1. Let RNN have vanilla transition with the linear activation function, and let
the RNN state at the last step hi−1 be fixed. For a particular data point, if the memory
attention satisfies
∑N+M
j=N+1 α˜i,j ≤
∑N
j=1 α˜i,j, then memory expansion yields a lower expected
mean squared difference in hi than RNN state expansion, under reasonable assumptions.
That is,
E
[
‖h(m)i − hi‖2
]
≤ E
[
‖h(s)i − hi‖2
]
(6.7)
where h
(m)
i refers to the hidden states if the memory is expanded. h
(s)
i refers to the original
dimensions of the RNN states, if we expand the size of RNN states themselves. Here, we
compute the expectation by assuming weights and hidden states are iid from a zero-mean
Gaussian distribution (with variance σ2).
Proof: Let hi−1 be the hidden state of the last step. I focus on one step of transition and
assume that hi−1 is the same when the model capacity is increased. I consider a simplified
case where the RNN has vanilla transition with the linear activation function. I measure
the effect of model expansion quantitatively by the expected norm of the difference on hi
before and after model expansion.
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Suppose the original hidden state hi is D-dimensional. I assume each memory slot is d-
dimensional, and that the additional RNN units when expanding the hidden state are also
d-dimensional. I further assume every variable in the expanded memory and expanded
weights (W˜ in Figure 6.2) are iid with zero mean and variance σ2. This assumption is
reasonable as it enables a fair comparison of expanding memory and expanding hidden
states. Finally, I assume every variable in the learned memory slots, i.e., mjk, follows the
same distribution (zero mean, variance σ2). This assumption may not be true after the
network is trained, but is useful for proving theorems.
Let’s compute how the original dimensions in the hidden state are changed if we expand
RNN. I denote the expanded hidden states by h˜i−1 and h˜i for the two time steps. I denote
the weights connecting from h˜i−1 to hi by W˜ ∈ RD×d. I focus on the original D-dimensional
space, denoted as h
(s)
i . The connection is shown in Figure 6.2a. We have
E
[‖h(s)i − hi‖2]
= E
[‖W˜ · h˜i−1‖2] (6.8)
= E
[ D∑
j=1
(
w˜>j h˜i−1
)2]
(6.9)
=
D∑
j=1
E
[(
w˜>j h˜i−1
)2]
(6.10)
=
D∑
j=1
E
[( d∑
k=1
w˜jkh˜i−1[k])
)2]
(6.11)
=
D∑
j=1
d∑
k=1
E
[(
w˜jkh˜i−1[k]
)2]
(6.12)
=
D∑
j=1
d∑
k=1
E
[(
w˜jk
)2]E [(h˜i−1[k])2] (6.13)
= D · d · Var(w) · Var(h) (6.14)
= Ddσ2σ2 (6.15)
where (6.12) is due to the independence and zero-mean assumptions of every element in
W˜ and hi−1. (6.13) is due to the independence assumption between W˜ and hi−1.
101
𝒉"#$ 𝒉"
𝒉"#$ 𝒉"
𝒉%"#$ 𝒉%"𝑊%
(a)	Expand	RNN	states 𝒉"#$ 𝒉"(b)	Expand	memory𝒄
𝒉"#$ 𝒉"𝒄(
𝒙" 𝒙"
𝒙"𝒙"
Figure 6.2: Hidden state expansion vs. memory expansion at step t.
Next, I compute the effect of expanding memory slots. Notice that ‖h(m)i − hi‖ =
W(c)∆c. Here, h
(m)
i is the RNN hidden state after memory expansion. ∆c
def
= c′ − c,
where c and c′ are the attention content vectors before and after memory expansion,
respectively, at the current time step.2 W(c) is the weight matrix connecting attention
content to RNN states. The connection is shown in Figure 6.2b. Reusing the result of
(6.14), we immediately obtain
E
[‖h(m)i − hi‖2] (6.16)
= E
[∥∥W(c)∆c‖2] (6.17)
= Ddσ2Var
(
∆ck
)
(6.18)
where ∆ck is an element of the vector ∆c.
To prove Equation (6.2), it remains to show that Var(∆ck) ≤ σ2. I now analyze how
attention is computed.
Let α˜1, · · · , α˜N+M be the unnormalized attention weights over the N + M memory
slots. Notice that α˜1, · · · , α˜N remain the same after memory expansion. Then, the original
attention probability is given by αj = α˜j/(α˜1 + · · ·+ α˜N) for j = 1, · · · , N . After memory
2I omit the time step in the notation for simplicity.
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expansion, the attention probability becomes α′j = α˜j/(α˜1 + · · · + α˜N+M), illustrated in
Figure 6.3. We have
∆c = c′ − c (6.19)
=
N∑
j=1
(α′j − αj)mj +
N+M∑
j=N+1
α′jmj (6.20)
=
N∑
j=1
(
α˜j
α˜1 + · · ·+ α˜N+M −
α˜j
α˜1 + · · ·+ α˜N
)
mj
+
N+M∑
j=N+1
( α˜j
α˜1 + · · ·+ α˜N+M
)
mj (6.21)
=
N∑
j=1
(−α˜j α˜N+1+···+α˜N+Mα˜1+···+α˜N
α˜1 + · · ·+ α˜N+M
)
mj (6.22)
+
N+M∑
j=N+1
( α˜j
α˜1 + · · ·+ α˜N+M
)
mj (6.23)
=
N+M∑
j=1
βjmj (6.24)
where
βj
def
=

−α˜j α˜N+1+···+α˜N+Mα˜1+···+α˜N
α˜1 + · · ·+ α˜N+M , if 1 ≤ j ≤ N
α˜j
α˜1 + · · ·+ α˜N+M , if N+1 ≤ j ≤ N +M
(6.25)
By the above-stated assumption of total attention
∑N+M
j=N+1 α˜j ≤
∑N
j=1 α˜j, we have
|βj| ≤ |α′j|, ∀1 ≤ j ≤ N +M (6.26)
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Figure 6.3: Attention probabilities before and after memory expansion.
Then, we have
Var(∆ck) = E[(c′k − ck)2
] ∀1 ≤ k ≤ d (6.27)
=
1
d
E
[‖c′ − c‖2] (6.28)
=
1
d
E
[
d∑
k=1
(N+M∑
j=1
βjmjk
)2]
(6.29)
=
1
d
d∑
k=1
E
[(N+M∑
j=1
βjmjk
)2]
(6.30)
=
1
d
d∑
k=1
N+M∑
j=1
E
[(
βjmjk
)2]
(6.31)
=
1
d
d∑
k=1
N+M∑
j=1
E
[
β2j
]
E
[
m2jk
]
(6.32)
=
1
d
d∑
k=1
N+M∑
j=1
E[β2j ]σ2 (6.33)
= σ2 E
[
N+M∑
j=1
β2j
]
(6.34)
≤ σ2 E
[
N+M∑
j=1
(α′j)
2
]
(6.35)
≤ σ2 (6.36)104
Fic Gov Slate Tel Travel
# training samples 77k 77k 77k 83k 77k
My Implementation 65.0 66.5 56.2 64.5 62.7
Yu et al.[219] 64.7 69.2 57.9 64.4 65.8
Table 6.1: Corpus statistics and the baseline performance (% accuracy) of my BiLSTM
model (without domain adaptation) and results reported in previous work. This gives a
rough comparison because the evaluation set may be different (see Footnote 2).
Here, (6.31) is due to the assumption that mjk is independent and zero-mean, and (6.32)
is due to the independence assumption between βj and mjk. To obtain (6.36), notice that∑N+M
j=1 α
′
j = 1 with 0 ≤ α′j ≤ 1 (∀1 ≤ j ≤ N + M). Thus,
∑N+M
j=1 (α
′
j)
2 ≤ 1, concluding
the proof.
In the theorem (and in experiments), memory expansion and hidden state expansion
are done such that the total number of model parameters remain the same. The condition∑N+M
j=N+1 α˜i,j ≤
∑N
j=1 α˜i,j in the theorem requires that the total attention to existing mem-
ory slots is larger than to the progressively added slots. This is a reasonable assumption
because: (1) During training, attention is trained in an ad hoc fashion to align information,
and thus some of αi,j for 1 ≤ j ≤ N might be learned so that it is larger than a random
memory slot; and (2) For a new domain, we do not add a huge number of slots, and thus∑N+M
j=N+1 α˜i,j will not dominate.
It is noted that the theorem does not explicitly prove results for IDA, but shows that
expanding memory is more stable than expanding hidden states. This is particularly
important at the beginning steps of IDA, as the progressively growing parameters are
randomly initialized and are basically noise. Although the theoretical analysis uses a
restricted setting (i.e., vanilla RNN transition and linear activation), it provides the key
insight that the proposed approach is appropriate for IDA.
6.4 Experiments
6.4.1 Experiment I: Natural Language Inference
I first evaluate the proposed approach on natural language inference. This is a classifi-
cation task to determine the relationship between two sentences, the target labels being
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entailment, contradiction, and neutral. Text classification is a much simpler task then text
generation. Here I tackle this task as a pre-cursor to the text generation task.
Dataset and Setup
I use the multi-genre natural language inference (MultiNLI) corpus [204] as the data.
MultiNLI is particularly suitable for IDA, as it contains training samples for 5 genres:
Fiction (Fic), Government (Gov), Slate, Telephone (Tel), and Travel. In total,
there are 390k training samples. The corpus also contains a held-out (non-training) set of
data samples with labels. I split it into two parts for validation and test.3
The first row in Table 6.1 shows the size of the training set in each domain. As seen,
the corpus is mostly balanced across domains, although Tel has slightly more examples.
I follow the original MultiNLI paper [204] to choose the base model and most of the set-
tings: For the base model, I train a bi-directional LSTM (BiLSTM) and follow the original
MultiNLI paper [204] for most of the settings: 300D RNN hidden states, 300D pretrained
GloVe embeddings [142] for initialization, batch size of 32, and the Adam optimizer for
training. The initial learning rate for Adam is tuned over the set {0.3, 0.03, 0.003, 0.0003,
0.00003}. It is set to 0.0003 based on validation performance.
Note in Table 6.1 that I achieve similar performance to [219]. Furthermore, my BiLSTM
achieves an accuracy of 68.37 on the official MultiNLI test set,4 which is better than
67.51 reported in the original MultiNLI paper [204] using BiLSTM. This shows that my
implementation and tuning are fair for the basic BiLSTM, and that my model is ready for
the study of IDA.
For the memory part, I set each slot to be 300D, which is the same as the RNN and
embedding size. This ensures that the memory, the input word embedding and the previous
hidden state have equal representation in the computation for RNN state transition.
I tune the number of progressive memory slots in Figure 6.4, which shows the validation
performance on the source (Fic) and target (Gov) domains. Notice that the performance
is close to fine-tuning alone if only one memory slot is added. It improves quickly between
1 and 200 slots, and tapers off around 500. I thus choose to add 500 slots for each domain.
3MultiNLI also contains 5 genres without training samples, namely, 9/11, Face-to-face, Letters,
OUP, and Verbatim. I ignore these genres, because I focus on incremental domain adaptation instead of
zero-shot learning. Also, the labels for the official test set of MultiNLI are not publicly available, therefore
we cannot use it to evaluate performance on individual domains. My split of the held-out set for validation
and test applies to all competing methods, and thus is a fair setting.
4Evaluation on the official MultiNLI test set requires submission to Kaggle.
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With 500 slots, the capacity of the model increases by 10% per domain. Therefore, the
training and inference efficiency of the model is mostly unchanged, especially with advanced
neural toolkits.
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Figure 6.4: Experiment I: Tuning the number of memory slots to be added per domain.
The two graphs show validation performance of the proposed IDA model S→T (F+M+V).
Transfer between Two Domains
I would like to compare my approach with a large number of baselines and variants, and
thus choose two domains as a testbed. Particularly, I choose Fic as the source domain and
Gov as the target domain. I show results in Table 6.2.
First, I analyze the performance of RNN and the memory-augmented RNN in the non-
transfer setting (Lines 1–2 vs. Lines 3–4). As seen, the memory-augmented RNN achieves
slightly better but generally similar performance, compared with RNN (both with LSTM
units). This shows that, in the non-transfer setting, the memory bank does not help the
RNN much and thus is not a typical RNN architecture in previous literature. However,
this later confirms that the performance improvement is indeed due to the proposed IDA
technique, instead of simply a better neural architecture.
I then apply two straightforward methods of domain adaptation: multi-task learning
(Line 5) and fine-tuning (Line 6). Multi-task learning jointly optimizes source and target
objectives, denoted by “S+T.” On the other hand, the fine-tuning approach trains the
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% Accuracy on
#Line Model Trained on/by S T
1
RNN
S 65.01⇓ 61.23⇓
2 T 56.46⇓ 66.49⇓
3
R
N
N
+
M
em
S 65.41⇓ 60.87⇓
4 T 56.77⇓ 67.01⇓
5 S+T 66.02↓ 70.00
6
R
N
N
+
M
em
S→T (F) 65.62↓ 69.90↓
7 S→T (F+M) 66.23 70.21
8 S→T (F+M+V) 67.55 70.82
9 S→T (F+H) 64.09⇓ 68.35⇓
10 S→T (F+H+V) 63.68⇓ 68.02⇓
11 S→T (EWC) 66.02⇓ 64.10⇓
12 S→T (Progressive) 64.47⇓ 68.25⇓
Table 6.2: Results on two domain adaptation. F: Fine-tuning. V: Expanding vocabulary.
H: Expanding RNN hidden states. M: My proposed method of expanding memory. I also
compare with previous work elastic weight consolidation (EWC) [94] and the progressive
neural network [162]. For the statistical test (compared with Line 8), ↑, ↓: p < 0.05 and
⇑,⇓: p < 0.01.
model on the source first, and then fine-tunes on the target. In my experiments, these
two methods perform similarly on the target domain, which is consistent with [133]. On
the source domain, fine-tuning performs significantly worse than multi-task learning, as
it suffers from the catastrophic forgetting problem. Notice that, in terms of source per-
formance, the fine-tuning approach (Line 6) is slightly better than trained on the source
domain only (Line 3). This is probably because the domains are highly correlated as
opposed to [94], and thus training with more data on target improves the performance
on source. However, fine-tuning does achieve the worst performance on source compared
with other domain adaptation approaches (among Lines 5–8). Thus, I nevertheless use
the terminology “catastrophic forgetting,” and my research goal is still to improve IDA
performance.
The main results of my approach are Lines 7 and 8. I apply the proposed progressive
memory network to IDA and I fine-tune all weights. Note that on both source and target
domains, the my approach outperforms the fine-tuning method alone where the memory
size is not increased (comparing Lines 7 and 6). This verifies my conjecture that, if the
model capacity is increased, the new domain does not override the learned knowledge much
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Performance on
Training domains Fic Gov Slate Tel Travel
Fic 65.41 58.87 55.83 61.39 57.35
Fic → Gov 67.55 70.82 61.04 65.07 61.90
Fic → Gov → Slate 67.04 71.55 63.29 64.66 63.53
Fic → Gov → Slate → Tel 68.46 71.10 63.39 71.60 61.50
Fic → Gov → Slate → Tel → Travel 69.36 72.47 63.96 69.74 68.39
Table 6.3: Dynamics of the progressive memory network for IDA with 5 domains. Upper-
triangular values in gray are out-of-domain (zero-shot) performance.
in the neural network. The proposed approach is also “orthogonal” to the expansion of the
vocabulary size, where target-specific words are randomly initialized and learned on the
target domain. As seen, this combines well with memory expansion and yields the best
performance on both source and target (Line 8).
I now compare an alternative way of increasing model capacity, i.e., expanding hidden
states (Lines 9 and 10). For fair comparison, I ensure that the total number of model pa-
rameters after memory expansion is equal to the number of model parameters after hidden
state expansion. Note that the performance of hidden state expansion is poor especially on
the source domain, even if I fine-tune all parameters. This experiment provides empirical
evidence to the theorem that expanding memory is more robust than expanding hidden
states.
I also compare the results with previous work on IDA. I re-implement5 elastic weight
consolidation (EWC) [94]. It does not achieve satisfactory results in my experiments for
this task. I investigate other published papers using the same method and find inconsistent
results: EWC works well in some applications [221, 102] but performs poorly on others [217,
207]; [200] even report near random performance with EWC. I also re-implement the
progressive neural network [162]. I use the target predictor to do inference for both source
and target domains. The progressive neural network yields low performance, particularly
on source, probably because the predictor is trained with only the target domain.
I measure the statistical significance of the results with one-tailed Wilcoxon’s signed-
rank test [203], by bootstrapping a subset of 200 samples for 10 times (with replacement).
Each method is compared with Line 8, and the significance is reported with arrows: ↑ and
⇑ denote “significantly better” with p < 0.05 and p < 0.01 respectively. ↓ and ⇓ similarly
denote “significantly worse.” The absence of an arrow indicates that the performance
5My implementation is based on https://github.com/ariseff/overcoming-catastrophic
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Group Setting Fic Gov Slate Tel Travel
Non-
IDA
In-domain training 65.41⇓ 67.01⇓ 59.30⇓ 67.20⇓ 64.70⇓
Fic + Gov + Slate + Tel + Travel (multi-task) 70.60↑ 73.30 63.80 69.15 67.07↓
IDA
Fic → Gov → Slate → Tel → Travel (F+V) 67.24↓ 70.82⇓ 62.41↓ 67.62↓ 68.39
Fic → Gov → Slate → Tel → Travel (F+V+M) 69.36 72.47 63.96 69.74 68.39
Fic → Gov → Slate → Tel → Travel (EWC) 67.12⇓ 68.71⇓ 59.90⇓ 66.09⇓ 65.70⇓
Fic → Gov → Slate → Tel → Travel (Progressive) 65.22⇓ 67.87⇓ 61.13⇓ 66.96⇓ 67.90
Table 6.4: Comparing my approach with variants and previous work in the multi-domain
setting. In this experiment, I use the memory-augmented RNN as the neural architecture.
Italics represent best results in the IDA group. ↑, ↓: p < 0.05 and ⇑,⇓: p < 0.01 (compared
with F+V+M).
difference compared with Line 8 is statistically insignificant with p at most 0.05. The test
shows that my approach is significantly better than others, both on source and target.
IDA with All Domains
Having analyzed my approach, baselines, and variants on two domains in detail, I now
test the performance of IDA with multiple domains, namely, Fic, Gov, Slate, Tel, and
Travel. In this experiment, I assume these domains come one after another, and the goal
is to achieve high performance on both new and previous domains.
Table 6.3 shows the dynamics of IDA with the proposed progressive memory network.
Comparing the upper-triangular values (in gray, showing out-of-domain performance) with
diagonal values, we see that my approach can be quickly adapted to the new domain in an
incremental fashion. Comparing lower-triangular values with the diagonal, we see that my
approach does not suffer from the catastrophic forgetting problem as the performance of
previous domains is gradually increasing if trained with more domains. After all data are
observed, my model achieves the best performance in most domains (last row in Table 6.3),
despite the incremental nature of my approach.
I now compare my approach with other baselines and variants in the multi-domain
setting, shown in Table 6.4. Due to the large number of settings, I only choose a selected
subset of variants from Table 6.2 for the comparison.
As seen, my approach of progressively growing memory bank achieves the same per-
formance as fine-tuning on the last domain (both with vocabulary expansion). But for all
previous 4 domains, I achieve significantly better performance. My model is comparable
to multi-task learning on all domains. This provides evidence of the effectiveness for IDA
with more than two domains.
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# BLEU-2 on W2V-Sim on
Line Model Trained on/by S T S T
1
RNN
S 2.842⇑ 0.738⇓ 0.480⇓ 0.456⇓
2 T 0.795⇓ 1.265⇓ 0.454⇓ 0.480⇓
3
R
N
N
+
M
em
S 3.074⇑ 0.712⇓ 0.498⇓ 0.471⇓
4 T 0.920⇓ 1.287⇓ 0.462⇓ 0.487⇓
5 S+T 2.650⇑ 0.889⇓ 0.471⇓ 0.462⇓
6
R
N
N
+
M
em
S→T (F) 1.210⇓ 1.101⇓ 0.509⇓ 0.514⇓
7 S→T (F+M) 1.435⇓ 1.207⇓ 0.526 0.522
8 S→T (F+M+V) 1.637 1.652 0.522 0.525
9 S→T (F+H) 1.036⇓ 1.606↓ 0.503⇓ 0.495⇓
10 S→T (F+H+V) 1.257⇓ 1.419⇓ 0.504⇓ 0.492⇓
11 S→T (EWC) 1.397⇓ 1.382↓ 0.513⇓ 0.514⇓
12 S→T (Progressive) 1.299⇓ 1.408↓ 0.502⇓ 0.503⇓
Table 6.5: Results on two-domain adaptation for dialogue response generation. F: Fine-
tuning. V: Expanding vocabulary. H: Expanding RNN hidden states. M: My proposed
method of expanding memory. I also compare with previous work elastic weight consolida-
tion [94, EWC] and the progressive neural network [162]. ↑, ↓: p < 0.05 and ⇑,⇓: p < 0.01
(compared with Line 8).
It should also be mentioned that multi-task learning requires training the model when
data from all domains are available at the same time. It is not an incremental approach
for domain adaptation, and thus cannot be applied to the scenarios introduced in Sec-
tion 6.1. I include this setting mainly because due to curiosity about the performance of
non-incremental domain adaptation.
I also compare with previous methods for IDA in Table 6.4. My method outperforms
EWC [102] and the progressive neural network [162] in all domains; the results are consis-
tent with Table 6.2.
6.4.2 Experiment II: Dialogue Generation
With promising results in text classification, I now move to text generation. I evaluate my
approach on the task of dialogue response generation. Given an input text sequence, the
task is to generate an appropriate output text sequence as a response in human-computer
dialogue.
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Dataset, Setup, and Metrics
I use the Cornell Movie Dialogs Corpus [42] as the source. It contains ∼220k message-
response pairs from movie transcripts. I use a 200k-10k-10k training-validation-test split.
For the target domain, I manually construct a very small dataset to mimic the scenario
where quick adaptation has to be done to a new domain with little training data. In
particular, I choose a random subset of 15k message-response pairs from the Ubuntu Dialog
Corpus [122], a dataset of conversations about Ubuntu. I use a 9k-3k-3k data split.
The base model is a sequence-to-sequence (Seq2Seq) neural network [185] with attention
from the decoder to the encoder. I use a single-layer RNN encoder and a single-layer RNN
decoder, each containing 1024 cells following [185]. I use GRUs instead of LSTM units due
to efficiency concerns. The source and target vocabularies are 27k and 10k respectively.
I use separate memory banks for the encoder and decoder, since they are different
RNNs. Each memory slot is 1024D, because the RNN states are 1024D. For each domain,
I progressively add 1024 slots; tuning the number of slots is done in a manner similar to
Experiment I. As before, I use Adam with an initial learning rate of 0.0003 and other
default parameters.
Following previous work, I use BLEU-2 [53, 126] and average Word2Vec embedding
similarity (W2V-Sim) [168, 225] as the evaluation metrics. BLEU-2 is the geometric mean
of unigram and bigram word precision penalized by length, and correlates with human
satisfaction to some extent [117]. W2V-Sim is defined as the cosine similarity between
the averaged Word2Vec embeddings of the model outputs and the ground truths. Intu-
itively, BLEU measures hard word-level overlap between two sequences, whereas W2V-Sim
measures soft similarity in a distributed semantic space.
Results
The results for dialogue response generation are shown in Table 6.5. We see that BLEU-2
and W2V similarity are not necessarily consistent. For example, the memory-augmented
RNN trained solely on source achieves the best source BLEU-2, whereas the proposed
progressive memory has the highest W2V cosine similarity on S. However, my model’s
variants (either expanding the vocabulary or not) achieve the best performance on most
metrics (Lines 7 and 8). Moreover, it consistently outperforms all other IDA approaches.
Following Experiment I, I conduct a statistical test to compare different methods with Line
8. The test shows that my method is significantly better than the other IDA methods. A
case study is provided in Table 6.6, which shows sample outputs of my IDA model on test
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prompts from the Cornell Movie Corpus (source) and the Ubuntu Dialogue Corpus (target).
We see that casual prompts from the movie domain result in casual responses, whereas
Ubuntu queries result in Ubuntu-related responses. With the expansion of vocabulary, my
model is able to learn new words like “grub”; with progressive memory, it learns Ubuntu
jargon like “network connection.” This shows evidence of the success of incremental domain
adaptation.
Prompt Response
hi hi
how are you? i’m good
i’m steve. what’s your name? my name is opera
shut your mouth! you will? what about it
i love you man i love you too
i dont wanna talk about it i think you do too
what are you doing? you
i would just want to clear some things up look thanks for your help
so how’s it going with your new roomie? it should be fine
oh yeah you’re just so smart thanks
i didn’t do anything wrong did i we don’t have much experience
i just got a messed up stomach i know, you had to do some things
what are you trying to handicap me? this is not really who i am
what is the matter just wanted to make sure it is easier, just fine
im scared what do we do with it?
being a jerk doesn’t make you special i’ll make sure you use the list, you might want to
that chipset is great for gaming it is very good hmm i think it has been rather too slow for me
i kinda forgot the fix i tried a year ago can you try the output ?
do you want me to let it autodetect try it
i need help with grub. it can’t detect ubuntu well i can probably get you a little bit of help
how would i remaster the ubuntu install could you have a link access to the network connection
ok i will try this solution i believe that you did
no progress hmm
i found this review rather convincing for linux can you show me?
my terminal is stuck what version is it?
which bios? windows with new partition drive on the new computer
where can i get the latest release? slackware is behind the times with their release schedule
when i try to restart it doesnt work hmm you should be in the terminal are you ?
i am rebooting now so your issue is a great work cd, sometimes i get some
i get an installation error i am getting an expert for it
what does the kernel-package do? you will need to get it to see if there is a setting
what directory should i be in? you should be able to install the grub cd at the drive
Table 6.6: Sample outputs of the proposed IDA model S→T (F+M+V) from Table 5.
In general, the evaluation of dialogue systems is noisy due to the lack of appropriate
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metrics, as discussed previously [117]. Nevertheless, the experiment provides additional
evidence of the effectiveness of the proposed approach. It also highlights the model’s
viability for both classification and generation tasks.
6.5 Conclusion
I have proposed a progressive memory network for incremental domain adaptation (IDA).
I augment an RNN with an attention-based memory bank. During IDA, I add new slots to
the memory bank and tune all parameters by back-propagation. Empirically, the progres-
sive memory network does not suffer from the catastrophic forgetting problem as in na¨ıve
fine-tuning. My intuition is that the new memory slots increase the neural network’s model
capacity, and thus, there is less overriding of the existing network due to new knowledge.
Compared with expanding hidden states, the proposed progressive memory bank provides
a more robust way of increasing model capacity, shown by both a theorem and experiments.
The proposed approach also outperforms previous work for IDA, including elastic weight
consolidation (EWC) and the original progressive neural network.
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Chapter 7
Conclusion
In this thesis, I have studied two facets of human-likeness in machines: the ability to
perceive and convey human emotions, and the ability to understand and generate human
language. I explore the challenges faced by existing HCI systems, in terms of high user
engagement, fluency and coherence of interaction, adaptability to unseen situations and
being able to relate to users on an affective level. I work towards mitigating some of these
issues by enhancing the emotional and linguistic prowess of text-based HCI systems.
Concretely, I develop a Monte-Carlo planning algorithm for BayesAct, a large POMDP
model of affect, that has continuous states, actions and observations. I use this algorithm
to produce affect-aware agents in two-person social dilemmas and health-care assistance.
I further explore the efficacy of affective computing within language classification and
generation. I investigate how the principles of BayesAct can be used to generate affect-
sensitive responses in a neural-network dialogue generation system. I also develop affective
loss functions, word embeddings, neural sequence decoding methods and imitation learning
techniques to produce human-like and affect-rich responses in a dialogue system. Finally,
I present a neural domain adaptation method to help transfer knowledge from one task to
another for language classification and generation.
This work opens many new research directions for affective natural language processing.
I have presented some limitations of the proposed techniques in Sections 4.5 and 5.5. They
serve as important guidelines for future research. I highlight some additional ideas below.
ACT and BayesAct are promising affect models that need more exploration within
the field of NLP. I showed some basic ways to integrate ACT with neural conversational
models. However, BayesAct is more suited to this task, since it provides a framework to
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combine affective and non-affective goals in a planning model. Furthermore, as I demon-
strated in Chapter 3, BayesAct is suitable for modeling complex human behaviours such
as manipulation. In a similar way, models and experiments could be designed to model
bullying or harassment.
Another useful research direction is to develop affective representations of sentences.
The EPA and VAD lexicons used in this thesis provide word-level affect features, and it is
not clear how they should be combined to get sentence-level affect. It would be interesting
to see how recent advances in sentence representation learning, such as USE [32], can be
applied here. A related idea is affect disentanglement in the latent text representation
space. Some recent studies present autoencoder-based latent disentanglement techniques,
which can transform positive texts into negative texts, and vice versa [86]. However, the
model should have more fine-grained control over affect in the generated text, i.e. it should
be able to control other implicit affect qualities.
Lastly, this thesis uses recurrent neural networks as the base neural architecture for
model implementation and evaluation, together with Word2Vec or GloVe embeddings for
words. However, the proposed techniques can be used with more efficient and parallelizable
architectures like the Transformer [194], contextualized word embeddings (ELMO [144])
and pre-trained models (BERT [49]). It would be interesting to see whether migrating to
these architectures improves the proposed models’ affect quality and performance.
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Appendix A
POMCP-C: Full experiments with
Prisoner’s Dilemma
I present full results for the prisoner’s dilemma experiments. Each experiment is described
with a table showing the mean and median reward gathered over 10 sets of 20 games, as
well as the mean and median over the last 10 games (10 times). A figure then shows the
average means and medians per game. Solid lines with markers show the means (over 10
tests) for agent (blue) and client (red). Dashed lines in blue and red show one standard
deviation away (above and below). The thick solid lines show the medians. The last two
plots in each figure show the results from associated table in plot form.
In all the following examples, I have assumed that agent and client both start with a dis-
tribution over two identities: friend (EPA:{2.75, 1.88, 1.38}) and scrooge (EPA:{ 2.15, 0.21, 0.54}),
with probabilities of 0.8 and 0.2, respectively. The social coordination bias models the
propositional actions (of cooperate and defect) as having sentiments close to collaborate
with (EPA:{1.44, 1.11, 0.61}) and abandon (EPA:{ 2.28, 0.48, 0.84}), respectively. These
sentiments were chosen for my experiments because they corresponded to my intuitions
about playing the prisoner’s dilemma game. Changing to other, similar, sentiments for
identities and actions would result in slightly different results, but qualitatively the same.
Tables A.5-A.12 and Figures A.1-A.8 show the results with a discount factor of γ = 0.9,
while Tables A.13-A.20 and Figures A.9-A.16 show the results with a discount factor of
γ = 0.99.
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Recall that the strategies played by client are:
1. (same): plays with the same timeout as agent tc = ta
2. (1.0): plays with a timeout of tc = 1s
3. (co): always cooperates
4. (de): always defects
5. (to): two-out, cooperates twice, then always defects
6. (tt): tit-for-tat, starts by cooperating, then always repeats the last action of the
agent
7. (t2): tit-for-two-tat, starts by cooperating, then defects if the other agent defects
twice in a row
8. (2t): two-tit-for-tat, starts by cooperating, then cooperates if the other agent coop-
erates twice in a row
There are many things going on in these graphs, here I draw attention to some of
the most interesting behaviours. Below I refer to figure numbers only, but each figure is
accompanied by a table on the same page with the mean/median results that are shown
in the last two figures (bottom right).
• Figures A.8 and A.16 show two agents with the same planning resources (POMCP-C
timeout, ta and tc), but with discounts of γ = 0.9 and γ = 0.99, respectively. We can
see that with γ = 0.99, the agents cooperate until ta = tc = 60s, at which point they
start defecting now and again. Agents are getting tempted by short-term rewards,
and this effect somewhat goes away above ta = tc = 120s. With γ = 0.9 however
(more discounting of the future), we see that defections start at about ta = tC = 10s,
and cause massive disruption leading to mutual defection. This is an example of
short-term thinking leading to sub-optimal decisions in social dilemmas.
• Figures A.1 and A.9 show agent playing against client who always cooperates (co).
With very short timeouts (less than 10s), and more discounting (γ = 0.9), we see
that agent starts by cooperating, but then starts to defect after about 12 games.
It has become confident that client is a good person that can be taken advantage
of in the short term. With more than ta = 30s timeout, agent starts defecting by
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the second game most of the time. By ta = 120s, this is all the time. With less
discounting, though (γ = 0.99), we see that a small amount of defection starts at
short timeouts, but that cooperation is mostly maintained until the last game. The
agent sometimes tries defection early, but generally persists with cooperation. At
high timeouts ta = 120s, we again see defection coming in, but less than with the
lower discount factor.
• Figures A.2 and A.10 show agent playing against client who always defects (de).
Here, with more discounting, agent rapidly starts defecting. With less discount,
agent continues to try to cooperate with client, but these efforts die off as timeout
increases. In this case, agent sees the long-term possibility that he can reform the
client, who is behaving like a scrooge.
• Figures A.3 and A.11 show agent playing against client who plays two-out (to). We
see a similar pattern to the last case here, with agent attempting to cooperate for
even longer at the start, because he gets “fooled” by the first two cooperations of
client.
• Figures A.4-A.6 and A.12-A.6 show agent playing against client who plays one of
the tit-for strategies (tt), (t2) or (2t). With a timeout of 1s and γ = 0.9, we see
a similar start as when playing against (co), except when agent starts defecting, it
does not work out so well. With longer timeouts, defection persists. With γ = 0.99,
we see better coordination, especially at mid-range timeouts (ta = 10s− 30s).
• Figures A.7 and A.15 show agent playing against client who has less resources (tc =
1.0). We might expect here to see that agent will “outsmart” client and gain an
advantage, however this happens only seldom. In particular, with mid-range timeouts
(ta = 30−60s for γ = 0.99 and ta = 10−120s for γ = 0.9), agent attempts to do this
after about 10 games, but this generally leads to less reward (although a bit more
than client gets, so agent is “beating” client at the game, which doesn’t really work
in this case as it is not zero-sum). agent sees short-term possibilities of defection
(it will get 11 as opposed to 10), but client is able to quickly adjust and adapt its
behaviour, even with a timeout of tc = 1s. We can see this effect when agent plays
against (to): it is able to start defecting after about 2-3 games when it has a timeout
of 1s.
Let us take a closer look at the last case, where tc = 1s and ta = 120s for γ = 0.9. One
typical game in this series is shown in Table A.1. At the start, agent defects, then starts
cooperating, feeling like a feminine cousin interacting with a self-conscious spokeswoman.
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client feels like a self-conscious stepson interacting with an easygoing stepmother. Sub-
sequent to this, both agents cooperate. This causes client to re-evaluate himself as sig-
nificantly less good (lower E) than he originally thought (as a stepson rather than a best
man, as he is attributing the cause of the original defection back to himself, or at least
taking some of the blame. This then causes client to be sending rather negative messages
to agent, causing agent to re-evaluate himself more negatively as well. At game 10, both
agents are still cooperating (and have done so since game 1), but feeling rather badly and
powerless. This finally causes agent to defect again (and he does so until the end of the
game). agent feels like a dependent nut, and client cooperates twice in the face of this, then
defects, feeling like an exasperated gun moll (affectively like a buddy) - “hey, I thought we
were friends?”. agent feels contrite (guilty) after client attempts to cooperate once more,
after which both start defecting. After four more defections, client again tries to cooperate,
but is rebuffed, and both feel like ex-girlfriends: the end of a beautiful friendship.
Table A.2 shows the example from Chapter 3 in which an agent is playing against a
client playing (to). In this case, the action of cooperation is interpreted as collaborate
with (EPA:{1.44, 1.11, 0.61}). As I noted in Chapter 3, this makes the agent feel less good
than he would normally, like a failure. Let us now look at an example with a different
(more positive and powerful) interpretation of the propositional action of cooperation.
Table A.3 shows such a case, where again client is playing (to), but the cooperation action
is interpreted (by agent) as flatter (EPA:{2.1, 1.45, 0.82}). There is no environmental noise.
We see that this example starts about the same as in Table A.4, although in this case agent
does not defect on the second game. Once client starts defecting though (at game 3), agent
rapidly re-adjusts his estimate of client from an earnest lady to an unfair sawbones or a
immoral bureaucrat. After the 14th game, agent feels like a dependent klutz playing against
a cynical ex-boyfriend. Overall we see the end result is quite similar, even though the
start of the game is quite different. In the end, the feelings of the agent are quite a bit
more negative and less powerful, probably as a reaction to the more positive and powerful
actions of client at the start of the game.
Table A.4 shows an example where client is playing (co), and the cooperation action is
interpreted (by agent) as flatter (EPA:{2.1, 1.45, 0.82}). There is no environmental noise.
We see that in this case, the agent intially feels much more positive (as a warm date), as
compared to Table 3.2 (copied from the paper), where the agent felt like a failure. We see
that the subtle difference in this interpretations causes quite different identity feelings for a
pd-agent. The agent cooperates on the first move, defects once, then continues to cooperate
for another 14 games. At this point, agent feels like a self-conscious waiter interacting with
a conscientious brunette, and starts to defect, leading him to feel like a self-conscious nut,
significantly less good, but about the same power and activity.
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Tables A.21-A.28 and Figures A.17-A.24 show the results with varying levels of environ-
mental noise (from 0.01 to 5.0) for POMCP-C timeout of ta = 120s. The varying environ-
mental noise is added to the communications of Fb as random Gaussian noise with standard
deviation σb, and reflected in the variance of the observation function for Pr(ωf |fb), which
is Gaussian with the same standard deviation. We can make the following observations.
• When playing against (co), with high noise (std. dev of 5.0), agent basically ignores
Fb from client, and so thinks of client as a friend only. At lower noise levels, the
results remain roughly similar (compare Figure A.17 with Figure A.9).
• When playing against (de) or (to), results remain roughly the same for all noise
levels. What this means is that the client’s actions of always defecting outweigh any
signals that are being sent as Fb.
• When playing against (tt), (t2) and (2t), at low noise levels (0.01), agent defects
significantly more than with no noise and σb = 0.1 (as in Chapter 3). The reason
is that the signals accompanying defection cause more significant disruption. At
higher noise levels, this effect goes away, and we see more cooperation from both
agents. (compare Figures A.20, A.21 and A.22 with Figures A.12, A.13 and A.14,
respectively).
• For (1.0) and (same), we see very little effect of environmental noise.
The lack of any strong effect of environmental noise in the communication of Fb across
a wide range of conditions is because of the significantly more powerful effect of the propo-
sitional action of the client serving as evidence about the client identity. Except at very
small values of σb, this means that the communication of fb makes little difference. In
fact, I believe that fb may not be communicated at all in many cases, with humans rely-
ing on expressions of emotions instead which are direct evidence about identities, so more
powerful.
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timeout
1 2 5 10 30 60 120
mean agent 10.29± 0.38 10.33± 0.42 10.55± 0.28 10.44± 0.34 10.72± 0.18 10.76± 0.20 10.96± 0.18
client 7.10± 3.75 6.70± 4.21 4.50± 2.80 5.65± 3.44 2.80± 1.82 2.45± 1.96 0.45± 1.79
mean agent 10.58± 0.10 10.66± 0.08 10.78± 0.22 10.69± 0.19 10.85± 0.21 10.87± 0.24 11.00± 0.00
(last 10) client 4.20± 1.03 3.40± 0.84 2.20± 2.20 3.10± 1.91 1.50± 2.07 1.30± 2.36 0.00± 0.00
median agent 10.00 10.00 11.00 10.00 11.00 11.00 11.00
client 10.00 10.00 0.00 10.00 0.00 0.00 0.00
median agent 11.00 11.00 11.00 11.00 11.00 11.00 11.00
(last 10) client 0.00 0.00 0.00 0.00 0.00 0.00 0.00
Table A.5: PD experiments with client strategy: (co) and discount γ = 0.9
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Figure A.1: PD experiments with client strategy: (co) and discount γ = 0.9 Red=client,
Blue=agent, dashed=std.dev. solid (thin, with markers): mean, solid (thick): median.
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timeout
1 2 5 10 30 60 120
mean agent 0.67± 0.21 0.78± 0.24 0.85± 0.20 0.89± 0.23 0.93± 0.16 0.94± 0.16 0.93± 0.21
client 4.35± 2.11 3.20± 2.42 2.50± 2.04 2.10± 2.31 1.70± 1.63 1.60± 1.57 1.75± 2.15
mean agent 0.75± 0.16 0.86± 0.13 0.94± 0.10 0.96± 0.07 1.00± 0.00 1.00± 0.00 1.00± 0.00
(last 10) client 3.50± 1.58 2.40± 1.35 1.60± 0.97 1.40± 0.70 1.00± 0.00 1.00± 0.00 1.00± 0.00
median agent 1.00 1.00 1.00 1.00 1.00 1.00 1.00
client 1.00 1.00 1.00 1.00 1.00 1.00 1.00
median agent 1.00 1.00 1.00 1.00 1.00 1.00 1.00
(last 10) client 1.00 1.00 1.00 1.00 1.00 1.00 1.00
Table A.6: PD experiments with client strategy: (de) and discount γ = 0.9
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Figure A.2: PD experiments with client strategy: (de) and discount γ = 0.9 Red=client,
Blue=agent, dashed=std.dev. solid (thin, with markers): mean, solid (thick): median.
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timeout
1 2 5 10 30 60 120
mean agent 1.50± 2.92 1.58± 2.89 1.81± 2.89 1.83± 2.89 1.92± 2.97 1.92± 2.92 1.88± 2.89
client 5.90± 2.85 5.05± 3.47 2.80± 2.26 2.55± 2.68 1.70± 1.17 1.75± 1.65 2.15± 2.25
mean agent 0.65± 0.14 0.79± 0.11 0.93± 0.07 0.99± 0.03 1.00± 0.00 1.00± 0.00 1.00± 0.00
(last 10) client 4.50± 1.35 3.10± 1.10 1.70± 0.67 1.10± 0.32 1.00± 0.00 1.00± 0.00 1.00± 0.00
median agent 1.00 1.00 1.00 1.00 1.00 1.00 1.00
client 5.50 1.00 1.00 1.00 1.00 1.00 1.00
median agent 1.00 1.00 1.00 1.00 1.00 1.00 1.00
(last 10) client 1.00 1.00 1.00 1.00 1.00 1.00 1.00
Table A.7: PD experiments with client strategy: (to) and discount γ = 0.9
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Figure A.3: PD experiments with client strategy: (to) and discount γ = 0.9 Red=client,
Blue=agent, dashed=std.dev. solid (thin, with markers): mean, solid (thick): median.
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timeout
1 2 5 10 30 60 120
mean agent 7.86± 3.23 7.79± 3.02 4.74± 2.63 3.57± 2.51 2.27± 2.08 2.67± 2.09 1.64± 2.24
client 7.69± 3.18 7.35± 3.20 4.19± 2.39 3.02± 1.93 1.72± 0.51 2.12± 0.88 1.08± 0.46
mean agent 5.71± 1.44 5.58± 1.13 2.95± 2.01 2.20± 1.89 1.55± 1.74 1.65± 1.39 1.00± 0.00
(last 10) client 5.38± 1.70 4.70± 1.11 2.29± 1.56 1.87± 1.50 1.44± 1.39 1.43± 0.93 1.00± 0.00
median agent 10.00 10.00 1.00 1.00 1.00 1.00 1.00
client 10.00 10.00 1.00 1.00 1.00 1.00 1.00
median agent 10.00 5.50 1.00 1.00 1.00 1.00 1.00
(last 10) client 1.00 1.00 1.00 1.00 1.00 1.00 1.00
Table A.8: PD experiments with client strategy: (tt) and discount γ = 0.9
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Figure A.4: PD experiments with client strategy: (tt) and discount γ = 0.9 Red=client,
Blue=agent, dashed=std.dev. solid (thin, with markers): mean, solid (thick): median.
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timeout
1 2 5 10 30 60 120
mean agent 8.70± 2.28 8.46± 2.54 3.37± 2.78 6.18± 2.95 3.85± 2.61 3.44± 2.71 3.98± 2.48
client 7.21± 3.54 7.13± 3.63 1.55± 0.87 4.64± 2.83 2.65± 1.10 2.29± 1.10 2.83± 1.24
mean agent 7.39± 1.17 6.91± 1.07 1.96± 1.35 3.92± 2.63 2.57± 3.32 2.03± 2.18 2.69± 2.86
(last 10) client 4.42± 1.40 4.27± 1.01 1.30± 0.58 2.49± 1.54 2.13± 2.39 1.59± 1.26 1.92± 1.61
median agent 10.00 10.00 1.00 10.00 1.00 1.00 1.00
client 10.00 10.00 1.00 1.00 1.00 1.00 1.00
median agent 10.00 10.00 1.00 1.00 1.00 1.00 1.00
(last 10) client 1.00 1.00 1.00 1.00 1.00 1.00 1.00
Table A.9: PD experiments with client strategy: (t2) and discount γ = 0.9
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Figure A.5: PD experiments with client strategy: (t2) and discount γ = 0.9 Red=client,
Blue=agent, dashed=std.dev. solid (thin, with markers): mean, solid (thick): median.
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timeout
1 2 5 10 30 60 120
mean agent 7.26± 3.89 7.21± 4.13 4.47± 2.46 5.75± 2.89 2.75± 2.15 3.48± 2.17 1.72± 2.35
client 7.21± 3.50 7.21± 3.64 4.42± 2.15 5.42± 2.99 2.31± 1.07 2.93± 1.44 1.23± 0.92
mean agent 4.52± 1.28 4.42± 0.59 2.71± 2.20 3.76± 2.22 1.64± 1.37 2.29± 2.09 1.00± 0.00
(last 10) client 4.41± 1.68 4.42± 0.75 2.71± 1.69 3.10± 1.66 1.53± 1.12 1.96± 1.57 1.00± 0.00
median agent 10.00 10.00 1.00 10.00 1.00 1.00 1.00
client 10.00 10.00 1.00 1.00 1.00 1.00 1.00
median agent 1.00 1.00 1.00 1.00 1.00 1.00 1.00
(last 10) client 1.00 1.00 1.00 1.00 1.00 1.00 1.00
Table A.10: PD experiments with client strategy: (2t) and discount γ = 0.9
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Figure A.6: PD experiments with client strategy: (2t) and discount γ = 0.9 Red=client,
Blue=agent, dashed=std.dev. solid (thin, with markers): mean, solid (thick): median.
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timeout
1 2 5 10 30 60 120
mean agent 10.00± 0.00 10.00± 0.00 10.00± 0.00 8.93± 1.30 9.50± 0.92 9.35± 0.94 9.21± 1.34
client 10.00± 0.00 10.00± 0.00 10.00± 0.00 8.38± 1.62 8.56± 1.56 8.09± 1.94 7.46± 2.40
mean agent 10.00± 0.00 10.00± 0.00 10.00± 0.00 7.89± 2.74 8.95± 1.24 8.64± 1.86 8.36± 1.74
(last 10) client 10.00± 0.00 10.00± 0.00 10.00± 0.00 7.34± 3.74 7.63± 3.52 6.77± 4.01 5.61± 3.91
median agent 10.00 10.00 10.00 10.00 10.00 10.00 10.00
client 10.00 10.00 10.00 10.00 10.00 10.00 10.00
median agent 10.00 10.00 10.00 10.00 10.00 10.00 10.00
(last 10) client 10.00 10.00 10.00 10.00 10.00 10.00 10.00
Table A.11: PD experiments with client strategy: (1.0) and discount γ = 0.9
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Figure A.7: PD experiments with client strategy: (1.0) and discount γ = 0.9 Red=client,
Blue=agent, dashed=std.dev. solid (thin, with markers): mean, solid (thick): median.
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timeout
1 2 5 10 30 60 120
mean agent 10.00± 0.00 10.00± 0.00 10.00± 0.00 8.54± 1.15 8.91± 0.99 4.14± 2.38 3.14± 1.96
client 10.00± 0.00 10.00± 0.00 10.00± 0.00 8.27± 1.35 8.47± 1.11 3.71± 2.36 2.87± 2.13
mean agent 10.00± 0.00 10.00± 0.00 10.00± 0.00 7.60± 3.32 8.10± 3.75 2.08± 2.84 1.65± 2.09
(last 10) client 10.00± 0.00 10.00± 0.00 10.00± 0.00 7.27± 3.76 8.21± 3.80 2.08± 2.84 1.43± 1.06
median agent 10.00 10.00 10.00 10.00 10.00 1.00 1.00
client 10.00 10.00 10.00 10.00 10.00 1.00 1.00
median agent 10.00 10.00 10.00 10.00 10.00 1.00 1.00
(last 10) client 10.00 10.00 10.00 10.00 10.00 1.00 1.00
Table A.12: PD experiments with client strategy: (same) and discount γ = 0.9
2 4 6 8 10 12 14 16 18 20
0
2
4
6
8
10
12
game
R
ew
ar
d
timeout: 1
2 4 6 8 10 12 14 16 18 20
0
2
4
6
8
10
12
game
R
ew
ar
d
timeout: 2
2 4 6 8 10 12 14 16 18 20
0
2
4
6
8
10
12
game
R
ew
ar
d
timeout: 5
2 4 6 8 10 12 14 16 18 20
0
2
4
6
8
10
12
game
R
ew
ar
d
timeout: 10
2 4 6 8 10 12 14 16 18 20
0
2
4
6
8
10
12
game
R
ew
ar
d
timeout: 30
2 4 6 8 10 12 14 16 18 20
0
2
4
6
8
10
12
game
R
ew
ar
d
timeout: 60
2 4 6 8 10 12 14 16 18 20
0
2
4
6
8
10
12
game
R
ew
ar
d
timeout: 120
1 10 30 60 120
0
2
4
6
8
10
12
timeout
R
ew
ar
d
/g
am
e
mean/median (20 games)
1 10 30 60 120
0
2
4
6
8
10
12
timeout
R
ew
ar
d
/g
am
e
mean/median (last 10 games)
Figure A.8: PD experiments with client strategy: (same) and discount γ = 0.9 Red=client,
Blue=agent, dashed=std.dev. solid (thin, with markers): mean, solid (thick): median.
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timeout
1 2 5 10 30 60 120
mean agent 10.33± 0.15 10.33± 0.18 10.06± 0.14 10.07± 0.07 10.07± 0.06 10.02± 0.04 10.47± 0.14
client 6.70± 1.49 6.70± 1.78 9.40± 1.35 9.30± 0.66 9.25± 0.64 9.80± 0.41 5.25± 1.37
mean agent 10.39± 0.12 10.43± 0.19 10.12± 0.10 10.10± 0.25 10.09± 0.19 10.04± 0.13 10.54± 0.38
(last 10) client 6.10± 1.20 5.70± 1.95 8.80± 1.03 9.00± 2.49 9.10± 1.91 9.60± 1.26 4.60± 3.84
median agent 10.00 10.00 10.00 10.00 10.00 10.00 10.00
client 10.00 10.00 10.00 10.00 10.00 10.00 10.00
median agent 10.00 10.00 10.00 10.00 10.00 10.00 11.00
(last 10) client 10.00 10.00 10.00 10.00 10.00 10.00 0.00
Table A.13: PD experiments with client strategy: (co) and discount γ = 0.99
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Figure A.9: PD experiments with client strategy: (co) and discount γ = 0.99 Red=client,
Blue=agent, dashed=std.dev. solid (thin, with markers): mean, solid (thick): median.
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timeout
1 2 5 10 30 60 120
mean agent 0.59± 0.26 0.55± 0.21 0.47± 0.20 0.58± 0.22 0.67± 0.21 0.64± 0.26 0.77± 0.22
client 5.10± 2.61 5.50± 2.12 6.35± 1.98 5.20± 2.17 4.35± 2.11 4.65± 2.60 3.30± 2.23
mean agent 0.73± 0.19 0.64± 0.19 0.50± 0.20 0.66± 0.15 0.72± 0.09 0.76± 0.11 0.87± 0.15
(last 10) client 3.70± 1.89 4.60± 1.90 6.00± 2.00 4.40± 1.51 3.80± 0.92 3.40± 1.07 2.30± 1.49
median agent 1.00 1.00 0.00 1.00 1.00 1.00 1.00
client 1.00 1.00 11.00 1.00 1.00 1.00 1.00
median agent 1.00 1.00 0.50 1.00 1.00 1.00 1.00
(last 10) client 1.00 1.00 6.00 1.00 1.00 1.00 1.00
Table A.14: PD experiments with client strategy: (de) and discount γ = 0.99
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Figure A.10: PD experiments with client strategy: (de) and discount γ = 0.99 Red=client,
Blue=agent, dashed=std.dev. solid (thin, with markers): mean, solid (thick): median.
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timeout
1 2 5 10 30 60 120
mean agent 1.54± 2.95 1.52± 2.97 1.38± 2.97 1.48± 2.93 1.57± 2.96 1.60± 2.91 1.68± 2.90
client 5.45± 2.63 5.65± 2.25 7.10± 2.07 6.10± 2.97 5.15± 2.28 4.85± 2.54 4.10± 2.22
mean agent 0.72± 0.19 0.69± 0.12 0.51± 0.19 0.64± 0.16 0.71± 0.19 0.78± 0.14 0.81± 0.11
(last 10) client 3.80± 1.87 4.10± 1.20 5.90± 1.91 4.60± 1.58 3.90± 1.85 3.20± 1.40 2.90± 1.10
median agent 1.00 1.00 0.00 1.00 1.00 1.00 1.00
client 1.00 1.00 11.00 10.00 1.00 1.00 1.00
median agent 1.00 1.00 1.00 1.00 1.00 1.00 1.00
(last 10) client 1.00 1.00 1.00 1.00 1.00 1.00 1.00
Table A.15: PD experiments with client strategy: (to) and discount γ = 0.99
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Figure A.11: PD experiments with client strategy: (to) and discount γ = 0.99 Red=client,
Blue=agent, dashed=std.dev. solid (thin, with markers): mean, solid (thick): median.
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timeout
1 2 5 10 30 60 120
mean agent 7.29± 1.87 7.01± 1.73 9.16± 1.32 10.00± 0.00 8.38± 0.92 7.33± 1.42 7.33± 1.17
client 6.96± 1.83 6.74± 1.58 8.95± 1.46 10.00± 0.00 8.33± 0.85 7.05± 1.30 7.05± 1.02
mean agent 5.89± 1.26 6.41± 1.56 8.69± 1.41 10.00± 0.00 8.28± 2.82 7.04± 3.45 6.87± 3.75
(last 10) client 5.56± 0.99 6.30± 1.29 8.25± 1.64 10.00± 0.00 8.39± 2.59 6.93± 3.48 6.65± 3.83
median agent 10.00 10.00 10.00 10.00 10.00 10.00 10.00
client 10.00 10.00 10.00 10.00 10.00 10.00 10.00
median agent 10.00 10.00 10.00 10.00 10.00 10.00 10.00
(last 10) client 10.00 10.00 10.00 10.00 10.00 10.00 10.00
Table A.16: PD experiments with client strategy: (tt) and discount γ = 0.99
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Figure A.12: PD experiments with client strategy: (tt) and discount γ = 0.99 Red=client,
Blue=agent, dashed=std.dev. solid (thin, with markers): mean, solid (thick): median.
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timeout
1 2 5 10 30 60 120
mean agent 9.47± 1.15 9.66± 0.75 9.90± 0.42 9.96± 0.20 9.97± 0.16 9.25± 0.80 7.28± 1.68
client 6.83± 2.15 8.45± 1.45 9.02± 1.68 9.46± 1.25 9.76± 0.70 8.59± 0.77 6.01± 1.40
mean agent 9.17± 1.08 9.35± 1.18 9.87± 0.55 9.91± 0.54 9.95± 0.23 9.17± 1.91 6.57± 3.75
(last 10) client 5.43± 1.08 7.59± 1.50 8.33± 1.44 8.92± 1.32 9.51± 0.94 8.40± 2.42 5.69± 4.00
median agent 10.00 10.00 10.00 10.00 10.00 10.00 10.00
client 10.00 10.00 10.00 10.00 10.00 10.00 10.00
median agent 10.00 10.00 10.00 10.00 10.00 10.00 10.00
(last 10) client 10.00 10.00 10.00 10.00 10.00 10.00 10.00
Table A.17: PD experiments with client strategy: (t2) and discount γ = 0.99
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Figure A.13: PD experiments with client strategy: (t2) and discount γ = 0.99 Red=client,
Blue=agent, dashed=std.dev. solid (thin, with markers): mean, solid (thick): median.
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timeout
1 2 5 10 30 60 120
mean agent 5.25± 2.75 7.42± 2.35 8.72± 1.41 9.90± 0.31 8.32± 0.90 8.45± 0.87 7.63± 0.91
client 7.01± 1.80 8.08± 1.96 8.89± 1.27 9.96± 0.23 8.93± 0.91 8.67± 1.20 7.91± 0.84
mean agent 2.90± 2.20 5.84± 2.83 8.19± 2.62 9.81± 0.60 7.86± 3.76 8.00± 3.84 7.33± 4.31
(last 10) client 5.76± 1.04 7.05± 1.51 8.30± 1.53 9.92± 0.25 8.63± 2.22 8.22± 2.61 7.99± 3.25
median agent 1.00 10.00 10.00 10.00 10.00 10.00 10.00
client 10.00 10.00 10.00 10.00 10.00 10.00 10.00
median agent 1.00 10.00 10.00 10.00 10.00 10.00 10.00
(last 10) client 5.50 10.00 10.00 10.00 10.00 10.00 10.00
Table A.18: PD experiments with client strategy: (2t) and discount γ = 0.99
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Figure A.14: PD experiments with client strategy: (2t) and discount γ = 0.99 Red=client,
Blue=agent, dashed=std.dev. solid (thin, with markers): mean, solid (thick): median.
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timeout
1 2 5 10 30 60 120
mean agent 10.00± 0.00 10.00± 0.00 10.00± 0.00 10.00± 0.00 9.41± 1.17 9.79± 0.43 10.00± 0.00
client 10.00± 0.00 10.00± 0.00 10.00± 0.00 10.00± 0.00 8.97± 1.25 9.68± 0.48 10.00± 0.00
mean agent 10.00± 0.00 10.00± 0.00 10.00± 0.00 10.00± 0.00 8.79± 1.60 9.67± 1.04 10.00± 0.00
(last 10) client 10.00± 0.00 10.00± 0.00 10.00± 0.00 10.00± 0.00 8.24± 2.29 9.34± 2.09 10.00± 0.00
median agent 10.00 10.00 10.00 10.00 10.00 10.00 10.00
client 10.00 10.00 10.00 10.00 10.00 10.00 10.00
median agent 10.00 10.00 10.00 10.00 10.00 10.00 10.00
(last 10) client 10.00 10.00 10.00 10.00 10.00 10.00 10.00
Table A.19: PD experiments with client strategy: (1.0) and discount γ = 0.99
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Figure A.15: PD experiments with client strategy: (1.0) and discount γ = 0.99
Red=client, Blue=agent, dashed=std.dev. solid (thin, with markers): mean, solid (thick):
median.
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timeout
1 2 5 10 30 60 120
mean agent 10.00± 0.00 10.00± 0.00 10.00± 0.00 10.00± 0.00 10.00± 0.00 8.15± 1.55 9.40± 0.46
client 10.00± 0.00 10.00± 0.00 10.00± 0.00 10.00± 0.00 10.00± 0.00 8.21± 1.50 9.52± 0.48
mean agent 10.00± 0.00 10.00± 0.00 10.00± 0.00 10.00± 0.00 10.00± 0.00 6.91± 3.38 9.26± 2.34
(last 10) client 10.00± 0.00 10.00± 0.00 10.00± 0.00 10.00± 0.00 10.00± 0.00 7.24± 3.08 9.48± 1.64
median agent 10.00 10.00 10.00 10.00 10.00 10.00 10.00
client 10.00 10.00 10.00 10.00 10.00 10.00 10.00
median agent 10.00 10.00 10.00 10.00 10.00 10.00 10.00
(last 10) client 10.00 10.00 10.00 10.00 10.00 10.00 10.00
Table A.20: PD experiments with client strategy: (same) and discount γ = 0.99
2 4 6 8 10 12 14 16 18 20
0
2
4
6
8
10
12
game
R
ew
ar
d
timeout: 1
2 4 6 8 10 12 14 16 18 20
0
2
4
6
8
10
12
game
R
ew
ar
d
timeout: 2
2 4 6 8 10 12 14 16 18 20
0
2
4
6
8
10
12
game
R
ew
ar
d
timeout: 5
2 4 6 8 10 12 14 16 18 20
0
2
4
6
8
10
12
game
R
ew
ar
d
timeout: 10
2 4 6 8 10 12 14 16 18 20
0
2
4
6
8
10
12
game
R
ew
ar
d
timeout: 30
2 4 6 8 10 12 14 16 18 20
0
2
4
6
8
10
12
game
R
ew
ar
d
timeout: 60
2 4 6 8 10 12 14 16 18 20
0
2
4
6
8
10
12
game
R
ew
ar
d
timeout: 120
1 10 30 60 120
0
2
4
6
8
10
12
timeout
R
ew
ar
d
/g
am
e
mean/median (20 games)
1 10 30 60 120
0
2
4
6
8
10
12
timeout
R
ew
ar
d
/g
am
e
mean/median (last 10 games)
Figure A.16: PD experiments with client strategy: (same) and discount γ = 0.99
Red=client, Blue=agent, dashed=std.dev. solid (thin, with markers): mean, solid (thick):
median.
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σb
0.01 0.05 0.10 0.50 1.00 2.00 5.00
mean agent 10.64± 0.27 10.77± 0.22 10.23± 0.10 10.02± 0.05 10.04± 0.08 10.00± 0.00 10.00± 0.00
client 3.60± 2.74 2.35± 2.18 7.70± 1.03 9.85± 0.49 9.60± 0.75 10.00± 0.00 10.00± 0.00
mean agent 10.75± 0.13 10.80± 0.11 10.28± 0.39 10.03± 0.07 10.08± 0.16 10.00± 0.00 10.00± 0.00
(last 10) client 2.50± 1.27 2.00± 1.05 7.20± 3.88 9.70± 0.67 9.20± 1.62 10.00± 0.00 10.00± 0.00
median agent 11.00 11.00 10.00 10.00 10.00 10.00 10.00
client 0.00 0.00 10.00 10.00 10.00 10.00 10.00
median agent 11.00 11.00 10.00 10.00 10.00 10.00 10.00
(last 10) client 0.00 0.00 10.00 10.00 10.00 10.00 10.00
Table A.21: PD experiments with client strategy (co), timeout=120.0, discount γ = 0.99.
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Figure A.17: PD experiments with client strategy (co), timeout=120.0, discount γ =
0.99. Red=client, Blue=agent, dashed=std.dev. solid (thin, markers): mean, solid (thick):
median.
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σb
0.01 0.05 0.10 0.50 1.00 2.00 5.00
mean agent 0.71± 0.23 0.74± 0.31 0.78± 0.26 0.78± 0.24 0.73± 0.25 0.76± 0.27 0.73± 0.24
client 3.85± 2.32 3.60± 3.10 3.25± 2.55 3.20± 2.38 3.65± 2.48 3.40± 2.74 3.70± 2.36
mean agent 0.81± 0.11 0.88± 0.06 0.87± 0.13 0.86± 0.13 0.83± 0.14 0.89± 0.12 0.79± 0.12
(last 10) client 2.90± 1.10 2.20± 0.63 2.30± 1.25 2.40± 1.35 2.70± 1.42 2.10± 1.20 3.10± 1.20
median agent 1.00 1.00 1.00 1.00 1.00 1.00 1.00
client 1.00 1.00 1.00 1.00 1.00 1.00 1.00
median agent 1.00 1.00 1.00 1.00 1.00 1.00 1.00
(last 10) client 1.00 1.00 1.00 1.00 1.00 1.00 1.00
Table A.22: PD experiments with client strategy: (de), timeout=120.0, discount γ = 0.99.
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Figure A.18: PD experiments with client strategy: (de), timeout=120.0, discount γ =
0.99. Red=client, Blue=agent, dashed=std.dev. solid (thin, markers): mean, solid (thick):
median.
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σb
0.01 0.05 0.10 0.50 1.00 2.00 5.00
mean agent 1.69± 2.85 1.76± 2.93 1.70± 2.89 1.62± 2.88 1.52± 2.91 1.60± 2.89 1.60± 2.89
client 4.05± 2.31 3.30± 2.32 3.95± 3.10 4.70± 3.74 5.65± 3.08 4.85± 3.38 4.85± 3.42
mean agent 0.77± 0.13 0.85± 0.12 0.88± 0.09 0.88± 0.11 0.72± 0.18 0.82± 0.16 0.82± 0.14
(last 10) client 3.30± 1.34 2.50± 1.18 2.20± 0.92 2.20± 1.14 3.80± 1.81 2.80± 1.62 2.80± 1.40
median agent 1.00 1.00 1.00 1.00 1.00 1.00 1.00
client 1.00 1.00 1.00 1.00 1.00 1.00 1.00
median agent 1.00 1.00 1.00 1.00 1.00 1.00 1.00
(last 10) client 1.00 1.00 1.00 1.00 1.00 1.00 1.00
Table A.23: PD experiments with client strategy (to), timeout=120.0, discount γ = 0.99.
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Figure A.19: PD experiments with client strategy (to), timeout=120.0, discount γ =
0.99. Red=client, Blue=agent, dashed=std.dev. solid (thin, markers): mean, solid (thick):
median.
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σb
0.01 0.05 0.10 0.50 1.00 2.00 5.00
mean agent 4.67± 2.76 3.42± 2.83 5.93± 1.84 9.34± 0.50 9.93± 0.25 9.82± 0.40 9.78± 0.44
client 4.34± 2.39 2.98± 2.25 5.66± 1.49 9.18± 0.68 9.76± 0.69 9.77± 0.43 9.72± 0.47
mean agent 3.87± 1.04 1.80± 0.69 4.96± 3.89 9.03± 2.83 9.85± 0.34 9.65± 1.11 9.65± 1.11
(last 10) client 3.98± 1.16 1.91± 0.62 4.96± 3.92 8.81± 2.82 9.52± 0.81 9.54± 1.45 9.54± 1.45
median agent 1.00 1.00 10.00 10.00 10.00 10.00 10.00
client 1.00 1.00 10.00 10.00 10.00 10.00 10.00
median agent 1.00 1.00 1.00 10.00 10.00 10.00 10.00
(last 10) client 1.00 1.00 1.00 10.00 10.00 10.00 10.00
Table A.24: PD experiments with client strategy (tt), timeout=120.0, discount γ = 0.99.
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Figure A.20: PD experiments with client strategy: (tt), timeout=120.0, discount γ =
0.99. Red=client, Blue=agent, dashed=std.dev. solid (thin, markers): mean, solid (thick):
median.
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σb
0.01 0.05 0.10 0.50 1.00 2.00 5.00
mean agent 7.46± 2.33 4.83± 2.80 8.11± 1.18 9.90± 0.43 10.02± 0.05 10.02± 0.04 10.00± 0.00
client 5.16± 2.58 2.75± 2.12 7.17± 1.03 9.46± 1.12 9.85± 0.49 9.85± 0.37 10.00± 0.00
mean agent 5.59± 2.47 3.73± 2.67 7.43± 3.42 9.81± 0.33 10.03± 0.05 10.03± 0.05 10.00± 0.00
(last 10) client 3.61± 1.67 2.41± 1.32 6.99± 3.92 8.93± 1.55 9.70± 0.48 9.70± 0.48 10.00± 0.00
median agent 10.00 1.00 10.00 10.00 10.00 10.00 10.00
client 1.00 1.00 10.00 10.00 10.00 10.00 10.00
median agent 1.00 1.00 10.00 10.00 10.00 10.00 10.00
(last 10) client 1.00 1.00 10.00 10.00 10.00 10.00 10.00
Table A.25: PD experiments with client strategy (t2), timeout=120.0, discount γ = 0.99.
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Figure A.21: PD experiments with client strategy (t2), timeout=120.0, discount γ =
0.99. Red=client, Blue=agent, dashed=std.dev. solid (thin, markers): mean, solid (thick):
median.
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σb
0.01 0.05 0.10 0.50 1.00 2.00 5.00
mean agent 2.63± 3.39 2.69± 3.01 8.41± 0.83 9.76± 0.99 9.82± 0.40 9.78± 0.58 9.90± 0.31
client 3.96± 2.56 3.85± 2.08 8.57± 1.21 9.48± 1.47 9.82± 0.40 9.72± 0.60 9.96± 0.23
mean agent 1.52± 0.57 1.12± 0.59 8.01± 3.62 9.51± 0.63 9.64± 1.14 9.56± 0.96 9.81± 0.60
(last 10) client 2.73± 1.17 2.77± 1.35 8.12± 2.66 8.96± 0.82 9.64± 1.14 9.45± 1.16 9.92± 0.25
median agent 1.00 1.00 10.00 10.00 10.00 10.00 10.00
client 1.00 1.00 10.00 10.00 10.00 10.00 10.00
median agent 1.00 1.00 10.00 10.00 10.00 10.00 10.00
(last 10) client 1.00 1.00 10.00 10.00 10.00 10.00 10.00
Table A.26: PD experiments with client strategy (2t), timeout=120.0, discount γ = 0.99.
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Figure A.22: PD experiments with client strategy (2t), timeout=120.0, discount γ =
0.99. Red=client, Blue=agent, dashed=std.dev. solid (thin, markers): mean, solid (thick):
median.
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σb
0.01 0.05 0.10 0.50 1.00 2.00 5.00
mean agent 9.71± 0.51 10.00± 0.00 10.00± 0.00 10.00± 0.00 10.00± 0.00 10.00± 0.00 10.00± 0.00
client 9.38± 0.51 10.00± 0.00 10.00± 0.00 10.00± 0.00 10.00± 0.00 10.00± 0.00 10.00± 0.00
mean agent 9.36± 2.02 10.00± 0.00 10.00± 0.00 10.00± 0.00 10.00± 0.00 10.00± 0.00 10.00± 0.00
(last 10) client 9.47± 1.68 10.00± 0.00 10.00± 0.00 10.00± 0.00 10.00± 0.00 10.00± 0.00 10.00± 0.00
median agent 10.00 10.00 10.00 10.00 10.00 10.00 10.00
client 10.00 10.00 10.00 10.00 10.00 10.00 10.00
median agent 10.00 10.00 10.00 10.00 10.00 10.00 10.00
(last 10) client 10.00 10.00 10.00 10.00 10.00 10.00 10.00
Table A.27: PD experiments with client strategy (1.0), timeout=120.0, discount γ = 0.99.
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Figure A.23: PD experiments with client strategy (1.0), timeout=120.0, discount γ =
0.99. Red=client, Blue=agent, dashed=std.dev. solid (thin, markers): mean, solid (thick):
median.
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σb
0.01 0.05 0.10 0.50 1.00 2.00 5.00
mean agent 10.00± 0.00 9.11± 0.80 10.00± 0.00 10.00± 0.00 10.00± 0.00 10.01± 0.02 9.99± 0.22
client 10.00± 0.00 9.00± 0.79 10.00± 0.00 10.00± 0.00 10.00± 0.00 9.95± 0.22 9.61± 0.59
mean agent 10.00± 0.00 8.68± 2.79 10.00± 0.00 10.00± 0.00 10.00± 0.00 10.00± 0.00 9.96± 0.16
(last 10) client 10.00± 0.00 8.35± 3.51 10.00± 0.00 10.00± 0.00 10.00± 0.00 10.00± 0.00 9.41± 1.55
median agent 10.00 10.00 10.00 10.00 10.00 10.00 10.00
client 10.00 10.00 10.00 10.00 10.00 10.00 10.00
median agent 10.00 10.00 10.00 10.00 10.00 10.00 10.00
(last 10) client 10.00 10.00 10.00 10.00 10.00 10.00 10.00
Table A.28: PD experiments with client strategy (same), timeout=120, discount γ=0.99.
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Figure A.24: PD experiments with client strategy (same), timeout=120.0, discount γ =
0.99. Red=client, Blue=agent, dashed=std.dev. solid (thin, markers): mean, solid (thick):
median.
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Appendix B
ACT-based Dialogue Response
Generation: Additional Qualitative
Experiments
This appendix consists of additional experiments to evaluate the ACT-based neural re-
sponse generation models (namely, S2EPA, EPA2S-Seq2Seq and EPA2S-CVAE) presented in
Chapter 4.
B.1 Assessing S2EPA
First, I assess the quality of EPA vectors produced by the S2EPA model. Some example
sentences from the Cornell test set are shown in Table B.1, along with their EPA predictions
produced by S2EPA. I also include the closest word labels for each EPA from the ACT
lexicon of behaviours.
We note that the model’s EPA predictions are generally appropriate, and in many cases
they are in alignment with the ACT behaviour labels. For instance, ‘i think i am in love’
is fairly positive due to the presence of the word love; it is moderately potent and slightly
active because of the phrase i think. The closest labels in the ACT lexicon are caution
and collaborate with. Among these, caution seems to describe the input well. A similar
phenomenon is seen for the input ‘i hate you’, whose EPA prediction closely matches the
ACT labels malign, injure. An interesting case is ‘i have no fear of failure’ : it has two
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Sentence EPA Closest ACT Labels
i think i am in love [1.60, 0.95, 0.55] caution, collaborate with
i hate you [-1.63, 0.85, 0.49] malign, injure
i have no fear of failure [0.64, 1.27, 0.80] train, confront
what the hell are you doing? [-1.64, 0.41, 1.39] badger, club
he’s determined, unstoppable [0.66, 1.87, 1.45] apprehend, challenge
what do i do for fun? [-0.35, -0.21, -0.04] poke, gawk at
will you have dinner with me? [0.91, 0.45, 0.79] concur with, jest with
please don’t talk with food in your mouth [-0.82, 0.10, -0.64] defer to, monitor
i insist on being told exactly what you have in mind [0.06, 0.03, 0.13] joggle, beckon to
you go ahead and relax, i’ll cook [0.95, 0.32, 0.47] pay for, concur with
i’ve been thinking about you [1.59, 1.12, 0.66] caution, collaborate with
you are despicable [-1.74, 0.86, 0.94] kick, club
i quit. [-0.1, 0.89, 0.17] search, smirk at
how about a drink? [0.60, 0.42, 1.06] query, jest with
there is nothing for me here anymore [-0.56, 0.30, 0.14] flee, sound out
Table B.1: Examples of EPA vectors (and their closest word labels in ACT) produced for
input sentences by S2EPA.
negative and strong words fear and failure. Yet, the model correctly predicts that the
overall sentiment is positive and powerful, and is described well by the label confront.
We also see some negative examples. The E value of ‘i quit’ is −0.1, but it should
be much more negative. The closest ACT labels search and smirk at don’t make sense
either. Similarly, the input ‘i’ve been thinking about you’ is composed of fairly neutral
individual words; however the model correctly predicts that overall the sentence is positive,
moderately potent and slightly active. On the other hand, its ACT labels caution and
collaborate with are not appropriate.
To quantify the success rate of alignment between sentences and S2EPA’s predictions, I
take a test set of 100 sentences (from the Cornell corpus, as before) and ask 3 human judges
to classify the EPA predictions as ‘good’ or ‘bad’. Averaging these ratings yields a score
of 0.739, indicating that 73.9% of the EPA predictions (on the test set) are in alignment
with the input sentence affect. Thus, overall the S2EPA module works reasonably well.
B.2 Assessing EPA2S
Next, I would like to analyse the affective quality of responses produced by the two variants
of the EPA2S model: Seq2Seq and CVAE.
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First, I present the outputs of the traditional Seq2Seq model (without the α vectors
as input). Table B.2 shows its predictions on a small test set of inputs C chosen from
the Cornell test set. We observe that the responses are grammatically well-formed but
generally short and vague; this is a known shortcoming of naive Seq2Seq models.
C Traditional Seq2Seq (baseline)
i hate you that is okay
i think i’m in love who is it
i have no fear of failure i have it in me
how about a drink? sure why not
i’ve been thinking about you that makes it okay
there is nothing for me here anymore so what do you want
Table B.2: The outputs of traditional Seq2Seq with attention, without α labels.
Next, I add an EPA vector α to each training sample; in this experiment the α is
chosen manually from the ACT lexicon. Table B.3 shows the input prompts, target EPA
vectors and the corresponding text generated by EPA2S-Seq2Seq and EPA2S-CVAE.
Line # C α (Manually Chosen) EPA2S-Seq2Seq EPA2S-CVAE
1 [1.71,1.39,-0.90] (calm) you know me what do you want
2 i hate you [-0.50,0.72,0.81] (criticize) okay man can you scream
3 [-0.83,-0.93,0.44] (hide from) you write a proper part for me i feel so tired
4 [0.98,0.38,0.02] (agree with) who is it i don’t really know you
5 i think i’m in [-1.39, -0.47, 2.15] (laugh at) wait up please yeah but don’t make any noise
6 love [-1.53,-0.20,-0.19] (ignore) i don’t think so we should find a leader to fight
7 [2.14,1.21,-0.17] (appreciate) yes i believe it when you say
8 i have no fear [-1.61,0.66,1.25] (antagonize) i don’t know i need to leave early tomorrow
9 of failure [1.90,0.82,-0.11] (smile at) what do you say i know you, <unk>
10 [0.98,0.38,0.02] (agree with) sure that’s nice let me see what i can do about you
11 how about a [-1.05,-0.69,0.33] (avoid) i’m sorry i can’t there is something on the clouds
12 drink? [1.18, 1.47, 0.20] (charm) how long have you been awake i’m going with you baby
13 there is nothing [2.12, 1.12, -0.81] (comfort) yeah you know me it is better this way
14 for me here [1.64, 1.17, 0.47] (encourage) no it is it’s not too late to try
15 anymore [1.27, 1.14, 1.44] (entertain) not now you need to calm down
Table B.3: Example outputs generated by EPA2S for a given input sentence and EPA
vector.
Similar to the Seq2Seq baseline, we see short and non-committal responses by EPA2S-Seq2Seq.
As far as their quality and relevance is concerned, we see some positive examples (Lines
1, 4, 6, 7, 10, 11, 14) where the output sentences are well-aligned with the inputs C and
α; the rest of the examples show output that is syntactically coherent but does not align
well with either C or α or both. For instance, in Line 2, ‘okay’ is a valid response to ‘i
hate you’, but it does not correspond to criticizing. Similarly, in Line 5, the response ‘wait
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up please’ is not relevant to the input ‘i think i’m in love’ or the target affect of laugh at.
Overall, the results are pretty evenly divided between positive and negative examples.
We see similar results for EPA2S-CVAE. There are some positive examples (Lines 2, 3,
7, 12, 13, 14). On the other hand we see several outputs that are contextually relevant
but affectively misaligned (Lines 1, 4, 5, 15). The responses are generally longer and less
vague than baseline Seq2Seq and EPA2S-Seq2Seq.
To quantify the performance of the two EPA2S variants, I set up an experiment as
follows. Given a test set of 100 sentences and the desired α vector, I ask 3 human judges
to specify whether the predicted response aligns with C, α, both or none. The results are
presented in Table B.4. Overall, the results are evenly distributed across the four classes.
Strictly speaking, the success rate (alignment with both C and α) is 23.1% and 27.6%
respectively for EPA2S-Seq2Seq and EPA2S-CVAE.
EPA2S-Seq2Seq EPA2S-CVAE
% Alignment with C and α 23.1 27.6
% Alignment with C only 25.5 22.0
% Alignment with α only 22.6 20.7
% Alignment with neither C nor α 28.8 29.7
Table B.4: Evaluating the two EPA2S variants.
B.3 Assessing the Full ACT Dialogue Pipeline
I now test the full model (the dialogue pipeline shown in Figure 4.3), where the two modules
S2EPA and EPA2S are integrated with ACT1. That is to say, the target EPA vectors α are
produced by ACT. I use two ACT settings for identities: friend-friend and friend-enemy.
The quantitative results are presented in the main chapter (Table 4.4). Here, I present the
qualitative results.
I first examine the setting where the ACT identity of both interactants is friend. The
results are shown in Table B.5. We see that ACT produces target actions that are very
friendly and nice (e.g. care for, thank, kiss, embrace). This is consistent with the respon-
der’s identity of friend. As far as the response quality is concerned, we see mixed results
as before. Both Seq2Seq and CVAE produces responses that are generally well-formed and
1The ACT software, called INTERACT, is publicly available at http://www.indiana.edu/~socpsy/
ACT/interact.htm.
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relevant to the input prompt C, but they often seem to ignore α. Though the affective
interpretation of the responses is very subjective, we observe that Seq2Seq produces emo-
tionally aligned responses in Lines 2 and 4, while CVAE produces affectively appropriate
results on Lines 1, 5 and 6. I also include the ACT deflection values in the table for the
sake of completeness.
In the second setting, I set the ACT identities of prompter and responder to friend
and enemy respectively. The results are presented in Table B.6. We observe that the
actions predicted by ACT are not as friendly anymore (giggle at, disagree with, bellow at,
be sarcastic with); these behaviours are consistent with the responder’s identity of enemy.
Once again, we see that the responses don’t align with α in many cases. The positive
examples for Seq2Seq are Lines 5 and 6; those for CVAE are Lines 1, 2 and 6.
Line C α (ACT) & Closest ACT Labels Defl. EPA2S-Seq2Seq EPA2S-CVAE
1 i hate you [2.52, 2.52, -0.41] (care for, caress) 17.09 that’s not the point you must be tired now
2 i think i’m in love [3.13, 1.70, 1.39] (thank, kiss) 1.84 i’m glad you like it i wouldn’t do you if i were you
3 i have no fear of failure [3.72, 1.90, 1.3] (thank, propose marriage to) 4.36 well that’s me i will ride with you love
4 how about a drink? [3.37, 1.68, 0.92] (reward, thank) 4.06 sure that’s nice i have money
5 i’ve been thinking about you [3.12, 1.96, 1.31] (thank, kiss) 1.87 okay i like you
6 there is nothing for me here anymore [3.55, 1.99, 0.45] (embrace, propose marriage to) 9.05 i don’t think so it is better this way
Table B.5: The full ACT conversational model with ACT identities friend-friend.
Line C α (ACT) and Closest ACT Labels Defl. EPA2S-Seq2Seq EPA2S-CVAE
1 i hate you [-0.14, 0.43, 0.73] (rib, giggle at) 7.31 that is okay man you can scream
2 i think i’m in love [-0.03, 0.52, 0.62] (giggle at, disagree with) 6.33 I don’t doubt it I have second thoughts
3 i have no fear of failure [-0.25, 0.28, 0.77] (rib, bellow at) 4.78 you are right take care of you
4 how about a drink? [-0.38, 0.47, 0.75] (rib, bellow at) 4.39 where? let me see what i can do
5 i’ve been thinking about you [-0.13, 0.17, 0.47] (laud, josh) 6.27 that is great i believe in it
6 there is nothing for me here anymore [-0.20, 0.32, 1.07] (be sarcastic toward, banter with) 5.48 wait for me it is better to calm down
Table B.6: The full ACT conversational model with ACT identities friend-enemy.
Overall, it can be concluded that the performance of ACT response generation is not
significantly better than the baseline. This can be attributed to the underwhelming per-
formance of EPA2S models.
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