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Supersolutions
Pierre Deligne and Daniel S. Freed
Abstract. We develop classical globally supersymmetric theories. As much as pos-
sible, we treat various dimensions and various amounts of supersymmetry in a uni-
form manner. We discuss theories both in components and in superspace. Through-
out we emphasize geometric aspects. The beginning chapters give a general discus-
sion about supersymmetric field theories; then we move on to detailed computations
of lagrangians, etc. in specific theories. An appendix details our sign conventions.
This text will appear in a two-volume work Quantum Fields and Strings: A Course
for Mathematicians to be published soon by the American Mathematical Society.
Some of the cross-references may be found at http://www.math.ias.edu/∼drm/QFT/.
Introduction
This text develops the basic classical supersymmetric field theories in all dimen-
sions, but without supergravity. We emphasize at the start that although we hope
to provide a bit of a fresh viewpoint in some places, this is standard material for the
working quantum field theorist (string theorist,M -theorist, . . . )—it was largely de-
veloped in the physics literature of the 1970s and 1980s. This account began as the
solutions to the Superhomework problems in [I-Homework], but then developed
into a larger project. Unfortunately, we often sink into an unpalatable morass of in-
dices which may obscure the underlying geometry.3 So we hope in this introduction
to at least provide a roadmap to the more conceptual parts of the text. Certainly
some readers may find the plethora of formulas useful. Indeed, we have gone to
great lengths4 to ensure their accuracy, though undoubtedly errors have crept in.
Since there are so many formulas, we have boxed the ones we thought most crucial
or most likely to be referenced. One contribution here is a consistent choice of con-
ventions in all dimensions and with varying amounts of supersymmetry. Our sign
conventions are summarized in the appendix. Throughout we freely use notions of
supergeometry as developed in [I-Supersymmetry] and notions of classical field
theory as developed in [I-Classical Fields]. Knowledge of spinors [I-Spinors] is
also indispensable.
1School of Mathematics, Institute for Advanced Study, Olden Lane, Princeton NJ 08540
E-mail address: deligne@math.ias.edu
2Department of Mathematics, University of Texas, Austin TX 78712
E-mail address: dafr@math.utexas.edu
3As Mel Brooks famously said, “We mock the thing we are to be.”
4in units where c = 1
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The basic Poincare´-invariant classical field theories of a scalar field (spin 0),
spinor field (spin 1/2), and gauge field (spin 1) exist in any dimension n. Here
we are interested in field theories which are invariant under a supergroup which
extends the Poincare´ group. Such a super Poincare´ group is determined by a real
spin representation S∗ of the Lorentzian spin group Spin(1, n− 1) together with a
symmetric pairing S∗ ⊗ S∗ → V into the vectors, as we explain in §1.1. A theory
has minimal supersymmetry if S∗ is a minimal (that is, irreducible) spin represen-
tation; otherwise, it is said to have extended supersymmetry. We construct theories
on Minkowski space which obey the spin-statistics connection, so that odd sym-
metries map fields of integral spin to fields of half-integral spin. It is convenient
to measure the amount of supersymmetry in terms of s = dimS∗. The larger s
is, the greater the mixing of fields of different spin. As we consider theories only5
with fields of spins at most one, we are restricted to small values of s. Specifically,
supersymmetric σ-models—which only have fields of spins at most one-half—must
have s ≤ 8 and supersymmetric gauge theories must have s ≤ 16. Because of this
restriction the theory has a small set of general examples and the study of the theory
is centered on the examples. We mostly consider theories with s = 2, 4, 8, 16 super-
symmetries and these occur in the maximal dimensions n = 3, 4, 6, 10. “Maximal”
means, for example, that only in dimensions ≤ 6 are there real spin representations
of dimension 8. (We also say a bit in §1.3 about theories with a single supersym-
metry and there is more in Problem FP2 of [I-Homework], which we recommend
as a starting point before tackling the more complicated theories with more super-
symmetry. Other problems in [I-Homework] also deal with formal properties of
supersymmetric field theories.) By the exceptional isomorphisms among low dimen-
sional Lie groups, the Lorentzian spin group in dimensions n = 3, 4, 6 is SL(2,F)
for F = R,C,H. (There is also a sense in which the spin group in 10 dimensions
is “SL(2,O)” for the octonions O : see [I-Spinors, §6.5–§6.7].) Our treatment em-
phasizes this exceptional isomorphism, both in its theoretical and computational
aspects. Throughout we focus on theories in the maximal dimension, though in
some cases (see Chapter 9, for example) we work out some lower dimensional theo-
ries obtained by dimensional reduction. (Not everything in lower dimensions comes
by dimensional reduction from the maximal dimension, but we barely mention the
exceptions.)
A supersymmetric field theory is first of all an ordinary (lagrangian) field the-
ory on Minkowski space, described by a set of fields and a lagrangian. As usual
the Poincare´ symmetry is manifest. In addition, there are nonmanifest odd in-
finitesimal symmetries corresponding to the odd generators of the super Poincare´
algebra. In this approach one checks by direct computation that the theory is
supersymmetric, i.e., that the odd transformation of the fields is a symmetry of
the lagrangian. This is the approach we follow in Chapter 3 for σ-models and in
Chapter 6 for pure Yang-Mills theories. Although there are heuristic arguments
to motivate the form of the odd symmetries, they are not geometric. Moreover,
in many examples the bracketing relations of the super Poincare´ algebra are only
obeyed on-shell. It is more satisfying to use a superspace formulation in which the
entire super Poincare´ symmetry is manifest. In this approach the spacetime M of
the classical field theory is super Minkowski space, a supermanifold whose underly-
ing ordinary manifold is ordinary Minkowski space. The super Poincare´ group acts
5For a physical explanation of this restriction, see [II-Dynamics of QFT, §2.4]
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as symmetry transformations of super Minkowski space. The fields in the theory,
usually called superfields , are “functions” on super Minkowski space. Then super
Poincare´ acts on superfields by pullback, and we can write manifestly supersymmet-
ric lagrangians. By restricting superfields and their derivatives to the underlying
ordinary Minkowski space, we recover the component fields of the ordinary field
theory on Minkowski space, and by partial integration we recover the component
lagrangian. These general ideas are explained in Chapter 1.
Although superspace formulations have the overriding virtue of exhibiting the
supersymmetry in a manifest way, there are several drawbacks. First and foremost,
there is not always a superspace formulation! Unfortunately, that is the case for
theories with the maximal allowed supersymmetry: σ-models with 8 supersymme-
tries and Yang-Mills theories with 16 supersymmetries. There are good superspace
formulations for all theories with at most 4 supersymmetries and also for pure gauge
theories with at most 8 supersymmetries. Of course, one can use the superspace
formulation with 4 supersymmetries even for theories with more supersymmetry;
then some of the supersymmetry is manifest and some is nonmanifest. Another
disadvantage of superspace formulations is that in many cases the superfields are
constrained. This complicates the classical field theory computations. Also, the
constraints vary from case to case and add further to the specificity of the subject.
To a physicist the most damning criticism of the superspace formulation is that it
obscures the physical intuition, which is based on experience with ordinary fields
on Minkowski space. These drawbacks are balanced by the manifest geometric real-
ization of odd symmetries, particularly when applied to the quantum theory. (For
example, the possible form of quantum corrections to the classical action is clearer
in the superspace formulation.) So we persist in presenting the superspace point of
view alongside the component approach.
Chapters 1 and 2 are preliminary. Chapter 1 describes features of classical
supersymmetric field theories which go beyond the general ideas of classical field
theory. In Chapter 2 we describe the coordinates and bases we use to compute in 3,
4, and 6 dimensions. As mentioned before, they are based on the special form of
the spin group in those cases. We list many formulas for easy future reference.
Our real work begins in Chapter 3, where we study supersymmetric σ-models
in components. The quantum theories are often discussed in 2 dimensions, but we
treat the classical theories in the maximal dimensions n = 3, 4, 6 (where they have
minimal supersymmetry). In the linear case we give a uniform description of the
theory and a uniform proof of supersymmetry. In the nonlinear case the scalar
field is a map from ordinary Minkowski space to a curved Riemannian manifold X .
Supersymmetry constrains X : in the n = 4 theory X must be Ka¨hler and in the
n = 6 theory X must by hyperka¨hler. In §3.3 we give a uniform motivation for
these constraints. In the nonlinear case there are curvature terms in the lagrangian,
and as they vary in the three cases we check supersymmetry on a case-by-case basis.
In addition to the kinetic terms, there are supersymmetric potential terms one can
add in the n = 3, 4 theories; they are summarized in §3.4.
Chapters 4 and 5 present the superspace formulation of supersymmetric σ-
models in n = 3, 4 dimensions, including potential terms. In Chapter 4 we not
only derive the component lagrangian and supersymmetry transformations, but we
also discuss the classical field theory computations directly in superspace, including
the computation of the Noether current for the supersymmetries. This is the only
example we work out in such detail in superspace. The superspace lagrangian of
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the n = 4 theory is usually given in terms of a local Ka¨hler potential on the target
manifold X , and so does not make sense globally. In §5.2 we point out a global
lagrangian in case the target manifold is Hodge.
In Chapter 6 we add gauge fields to the mix. We begin in §6.1 with pure
supersymmetric Yang-Mills theories in components. The usual argument which
verifies supersymmetry relies on a “Fierz identity,” something we do not encounter
in our treatment. Instead we rely on a geometric property of spinors which only
holds in dimensions n = 3, 4, 6, 10 with the minimal real spinor representation: the
quadratic pairing on spinors takes values on the light cone. (In other cases the
values are positive timelike or lightlike, not just lightlike.) That same property
enters again in §6.3, where we describe some common features of the superspace
formulation of the theory in n = 3, 4, 6 dimensions. In each case the basic superfield
is a connection on super Minkowski space constrained to have vanishing curvature
along a canonical odd distribution. The aforementioned special property of spinors
is used to see that this constraint leads to the correct physical component fields.
On the other hand, the auxiliary fields6 differ in each case; they are treated in later
chapters.
The most general theory without gravity is a gauge theory with matter—a cou-
pled system consisting of scalar fields, spinor fields, and gauge fields. The general
supersymmetric theories are summarized in Theorem 6.33. Of interest in appli-
cations are the nontrivial potential energy functions which appear; they lead to
nontrivial classical moduli spaces. We describe the coupled systems in dimen-
sions n = 3, 4, 6 with minimal supersymmetry. (Recall that there is no possible
σ-model with s = 16 supersymmetries, only the pure Yang-Mills theory described
previously.) Systems with s = 2, 4, 8 supersymmetries in lower dimensions are of-
ten, but not always, obtained by dimensional reduction from the theories described
here. For n = 3, 4 there is a good superspace description from which the compo-
nent description may be derived. This is the subject of Chapters 7 and 8. In the
n = 4 case the appearance of the moment map in the component lagrangian has a
geometric explanation, at least if the target Ka¨hler manifold is Hodge (see §8.3).
In Chapters 7 through 11 we only describe the Yang-Mills terms in the lagrangian,
having treated the σ-model terms in Chapters 4 and 5. Chapter 10 gives the su-
perspace description of super Yang-Mills theory in n = 6 dimensions. (Recall here
that there is no superspace description of the σ-model, hence none of the coupled
system.) For each of the cases n = 3, 4, 6 we prove that the category7 of constrained
connections is equivalent to the category of component fields. For the n = 6 case
the proof is presented in Chapter 11.
A connection is locally specified by n Lie algebra-valued functions in n dimen-
sions, and the dimensional reduction to n − k dimensions still has n functions:
n − k of them transform as a connection and k of them as scalar fields (see §9.1).
There are two cases of dimensionally reduced super Yang-Mills theory which are of
particular interest—the reduction of the n = 4 theory to 2 dimensions and the re-
duction of the n = 6 theory to 4 dimensions. The former is the subject of Chapter 9
and the latter the subject of §10.2.
6An auxiliary field has an algebraic equation of motion and does not correspond to a physical
degree of freedom.
7Because of the local gauge transformations, the collection of connections (gauge fields) forms a
category, not a set.
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Finally, in §5.5 and §10.3 we describe theories in n = 4 dimensions with ex-
tended supersymmetry on the minimal super Minkowski space. Then four of the
supersymmetries are manifest and the extended supersymmetry is nonmanifest.
In several places we refer to the n = 3, 4, 6 cases with minimal supersymmetry
as the F = R,C,H cases.
Writing this has been an absolute cauchemar de signes ! Standard differential
geometry has some bad signs, classical field theory has tricky sign conventions, and
odd variables add a whole new level of complication. Our sign conventions are
explained in the previous texts in Part 1 and are summarized in [I-Signs].
During the preparation of this manuscript we received advice and help from
many people. Certainly Edward Witten’s Superhomework [I-Homework] was our
starting point for organizing the material, and Ed was invaluable at many other
times. Input from our classmates, notably David Kazhdan and John Morgan, is
also reflected here, as is the advice of Joseph Bernstein, Nati Seiberg, and many
others. However, they should not be held accountable for any errors.
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CHAPTER 1
Preliminary Topics
A supersymmetric field theory has as symmetry group a super Poincare´ group.
In §1.1 we define these supergroups as symmetry groups of super Minkowski space.
In many cases supersymmetric theories have a superspace formulation in terms of
fields defined on super Minkowski space. Passage from the superspace formulation
to the formulation in “components” on ordinary Minkowski space is the subject
of §1.2. The simplest example is in one dimension (time) with one odd variable;
this is described in §1.3.
§1.1. Super Minkowski spaces and super Poincare´ groups
A super Minkowski space M is constructed as follows. The starting data are a
Minkowski space Mˇ with vector space of translations V , a positive cone C of time-
like vectors in V , a real spinorial representation S of Spin(V ), and a symmetric
morphism Γ of representations of Spin(V ):
(1.1) Γ: S∗ ⊗ S∗ −→ V.
which is positive definite in the sense that Γ(s∗, s∗) ∈ C for s∗ ∈ S∗, with
Γ(s∗, s∗) = 0 only for s∗ = 0.
Minkowski space is an affine space: it has no origin. By the classification
in [I-Spinors, §6.3(i)], once the representation S is given, positive definite Γ as
in (1.1) exist and are unique up to automorphisms of the representation S. If
S is an irreducible real spinorial representation, nonzero symmetric morphisms
S∗ ⊗ S∗ → V are unique up to a factor, are positive or negative definite, and are
respected by elements of norm 1 in the field of endomorphisms of S (isomorphic to
R, C or H) [I-Spinors, §6.1].
Note that so far we have not used the metric on V , only its conformal structure
and the choice of a positive cone.
By [I-Spinors, §6.2] there is a unique symmetric morphism
(1.2) Γ˜: S ⊗ S → V
related to Γ by the following formula. With respect to a basis {eµ} of V and {fa}
of S, write8 Γ(fa, fb) = Γ
µ
abeµ and Γ˜(f
a, f b) = Γ˜µabeµ. Then
(1.3) Γµab Γ˜
νbc + Γνab Γ˜
µbc = 2gµνδca .
8We use the usual summation convention throughout: Repeated indices are summed if one index
is “upstairs” and one is “downstairs.” Also, the Kronecker δ-symbol has its usual meaning.
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If one uses the Minkowski bilinear form g(·, ·) = (·, ·) on V to convert (1.1) and (1.2)
into morphisms
(1.4) γ: V → Hom(S∗, S), γ˜: V → Hom(S, S∗)
i.e., if one defines γ and γ˜ by
(1.5)
t∗
(
γ(v)(s∗)
)
= (Γ(s∗, t∗), v) and
γ˜(v)(s)(t) = (Γ˜(s, t), v),
then (1.3) means that for v in V ,
γ˜(v)γ(v): S∗ → S∗ and
γ(v)γ˜(v): S → S
are multiplication by (v, v). In other words, γ and γ˜ turn S⊕S∗ into a module over
the Clifford algebra C(V ). By [I-Spinors, §4.9.6] the action of Spin(V ) on S and
S∗ is induced by this C(V )-module structure. Taking the trace in γ˜(v)γ(v) = (v, v),
i.e., contracting the indices a and c in (1.3), one obtains
(1.6) Γµab Γ˜
νab + Γνab Γ˜
µab = 2 dim(S)gµν .
The identity (1.3) also means that if (v, v) 6= 0, the inverse of the symmetric
bilinear form (Γ(s∗, t∗), v) on S∗ is the bilinear form (v, v)−1(Γ˜(s, t), v) on S. For
v in C, the bilinear form (Γ˜(s, t), v) is hence positive definite, and Γ˜: S ⊗ S → V is
positive definite.
By the unicity of Γ up to automorphisms of S, it follows that if the repre-
sentation S of Spin(V ) is isomorphic to its dual, there exists an isomorphism of
representations α: S → S∗ such that
(1.7) Γ˜(s, t) = Γ(α(s), α(t)) .
This isomorphism corresponds to a nondegenerate Spin(V )-invariant bilinear form ǫ
on S:
(1.8) ǫ(s, t) = α(s)(t) .
The form ǫ(t, s) corresponds to the transpose tα of α. One has also Γ˜(s, t) =
Γ(tα(s), tα(t)). Indeed, expressing for (v, v) 6= 0 that the nondegenerate forms
(v, Γ˜(s, t)) and (v,Γ(α(s), α(t))) have the same inverse, one finds that Γ(s′, t′) =
Γ˜(α∗(s′), α∗(t′)), with α∗ = tα−1.
In coordinates, (1.7) reads
(1.9) Γ˜µab = Γµcd ǫ
acǫbd .
We now assume that S is irreducible, and is isomorphic to its dual. This
excludes the cases where the dimension n of V is congruent to 2 or 6 modulo 8.
We treat in turn the cases where the field of endomorphisms Z of S is isomorphic
to R (n ≡ 1 or 3 mod 8), H (n ≡ 5 or 7 mod 8) or C (n ≡ 0 or 4 mod 8). Note that
(1.7) holds up to a factor for any invariant non-zero bilinear form ǫ.
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Case Z = R. Up to a factor, S admits a unique invariant bilinear form, symmetric
for n ≡ 1(mod8) and alternating for n ≡ 3(mod8). The form ǫ for which (1.7)
holds is unique up to sign.
Case Z = H. Up to a factor, S admits a unique invariant bilinear form such that
(1.10) ǫ(sh, t) = ǫ(s, th¯), h ∈ H, s, t ∈ S.
(We take S to be a right H-module.) After extension of scalars from R to C,
S becomes S0⊗W , with S0 irreducible and W of dimension 2, H becomes End(W )
and (1.10) means that ǫ = ǫ0 ⊗ ǫW , for ǫ0 invariant on S0 and ǫW the alternating
form on W . The form ǫ for which (1.10) holds is symmetric for n ≡ 5(mod8) and
alternating for n ≡ 7(mod8), as ǫ0 is respectively alternating and symmetric [I-
Spinors, §1.5.1]. The form ǫ for which (1.10) and (1.7) holds is unique up to
sign.
Case Z = C. After extension of scalars to C, S becomes the sum of two irreducible
representations, orthogonal for n ≡ 0(mod8) and symplectic for n ≡ 4(mod8).
Over R, the invariant bilinear form will correspondingly be orthogonal or symplec-
tic, with ǫ(zs, t) = ǫ(s, zt). The ones for which (1.7) holds form a U1-orbit under
ǫ(s, t) 7→ ǫ(s, ut).
In all cases, ǫ is symmetric or antisymmetric, so that the resulting isomorphism
α: S → S∗ is unambiguous, at least up to sign. Transporting ǫ by α, we obtain the
dual form ǫ˜ on S∗, which is completely unambiguous. One has9
(1.11) ǫab ǫ˜cb = δ
a
c .
If the dimension is congruent to 2 or 6 (mod8)—i.e., for the range of dimen-
sions of physical interest, in dimensions 2, 6 and 10—there are super Minkowski
spaces based on unequal number of copies of the half spinor representations S+ and
S−. The invariant pairing in those dimensions is between S+ and S−, so that Γ
and Γ˜ encode information not related by a self-duality pairing.
Let L be the following super Lie algebra: L0 = V , L1 = S∗, the subalgebra L0 =
V is central, and the Lie bracket on S∗ is −2Γ. The corresponding super Lie
group expL is defined to be a simply connected super Lie group, given with an
isomorphism of L with its Lie algebra of left-invariant vector fields. It can be
constructed as follows. As a space it is
(1.12) expL = V ×ΠS∗.
In other words, for any supercommutative ring R the set of its R-points is the even
part of LR = L⊗R ∼= R⊗L. The group law is derived from the Hausdorff formula,
which terminates after the quadratic term since [x, [y, z]] = 0 for all x, y, z ∈ L:
(1.13)
(v1, s
∗
1)(v2, s
∗
2) = (v1+v2+
1
2
[s∗1, s
∗
2], s
∗
1+s
∗
2), v1, v2 ∈ R0⊗V, s∗1, s∗2 ∈ R1⊗S∗.
9We do not set a convention for raising and lowering a single index with ǫ in the antisymmetric
case, since, as was just explained, this involves an arbitrary sign choice we prefer not to make.
However, there is no ambiguity in raising and lowering an even number of indices, as for example
in (1.10). Thus ǫ12 = ǫabǫ1aǫ2b = ǫ
21ǫ12ǫ21 = −ǫ21 = ǫ12. Beware: Many standard physics texts
use a different convention here.
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The sign rule applied to [s∗1, s
∗
2] = −2Γ(s∗1, s∗2) gives
(1.14)
1
2
[b1 ⊗ t∗1, b2 ⊗ t∗2] = b1b2Γ(t∗1, t∗2), b1, b2 ∈ R1, t∗1, t∗2 ∈ S∗.
Fix bases {eµ} of V and {fa} of S = (S∗)∗. As before, write Γ(fa, fb) = Γµabeµ
and Γ˜(fa, f b) = Γ˜µabeµ. In the super Lie algebra L, with the basis {eµ; fa}, the
nontrivial brackets are
(1.15) [fa, fb] = −2Γµabeµ.
In the physics literature it is customary to denote eµ, fa by Pµ, Qa, and we some-
times follow that convention. Thus we write
(1.16) [Qa, Qb] = −2ΓµabPµ.
The bases of V ∗, S induce a coordinate system (xµ, θa) on exp(L) = V ×ΠS∗: the
coordinates of P ∈ (L⊗R)0 are xµ(P ) = 〈eµ, P 〉 and θa(P ) = 〈fa, P 〉. If {eµ} and
{fa} are the dual bases of V and S∗, then P = eµxµ + faθa. Let ∂µ and ∂a be the
corresponding vector fields. In other words,
(1.17) ∂µx
ν = δνµ, ∂aθ
b = δba, ∂µθ
a = ∂ax
µ = 0.
The Lie algebra L is identified with the tangent space to expL at the origin via
eµ 7→ ∂µ
∣∣
0
and fa 7→ ∂a
∣∣
0
. We shall write Da for the left-invariant vector field
which is ∂a at 0, and we write τQa for the right-invariant vector field which is ∂a
at 0. Then
(1.18)
Da = ∂a − θbΓµab∂µ,
τQa = ∂a + θ
bΓµab∂µ
at a point with coordinates (xµ, θb). The vector fields ∂µ are both left- and right-
invariant. The bracketing relations are
(1.19)
[Da, Db] = −2Γµab∂µ,
[τQa , τQb ] = 2Γ
µ
ab∂µ,
[Da, τQb ] = 0.
The Da, being left-invariant, have the same brackets as the abstract Lie algebra L.
(See (1.15).) The vector fieldsDa and τQb commute, since right and left translations
commute.
Super Minkowski space M is the underlying supermanifold of the super Lie
group exp(L). We let exp(L) act on the left on M by left translations. Corre-
sponding to (1.12) we have a splitting
(1.20) M = Mˇ ×ΠS∗.
It is well-defined since the ambiguity in identifying M with exp(L) is translation
by an element of V , and such translations preserve the splitting (1.12). The super
CHAPTER 1. PRELIMINARY TOPICS 11
Poincare´ group is the semi-direct product Spin(V ) ⋉ exp(L). It acts on M , and
the structures we will consider on M are invariant under the super Poincare´ group,
with one notable exception—the splitting (1.20). For example, the left translates
of S∗ = L1 ⊂ L form a left-invariant distribution τ on M which is preserved by the
action of the super Poincare´ group.
As we saw, bases {eµ} of V ∗ and {fa} of S give a coordinate system (xµ, θa)
on M = exp(L). It will often be more convenient to make computations not in
this coordinate system, but rather using the left-invariant moving frame consisting
of the vector fields Da, ∂µ and/or the dual moving coframe consisting of the 1-
forms ρa, ωµ. We fix the sign in the duality by putting vectors to the left of forms:
(1.21) 〈Da, ρb〉 = δba.
Also, we will sometimes use complex bases and so complex vector fields and differ-
ential forms. The complex conjugate of a product is the product of the complex
conjugates in the same order, even for odd elements.10
The infinitesimal generators of the action of exp(L) onM are the right-invariant
vector fields. The τQa defined above are a basis of the odd right-invariant vector
fields.
A spinor field ψ = ψaf
a on Mˇ is a map ψ : Mˇ → ΠS. The form Γ˜ then
determines a symmetric (in the super sense) bilinear form on spinor fields, which
we denote with the usual physicists’ notation:
(1.22) ψD/ψ = Γ˜µ(ψ, ∂µψ) = Γ˜
µabψa∂µψb.
We call (1.22) the Dirac form. One should understand ‘D/’ in this formula as
the name of the bilinear form, which has been inserted between the arguments.
The Dirac form is symmetric up to an exact term, so is exactly symmetric when
integrated over Mˇ (assuming no contributions at infinity). A dual spinor field
λ = λafa is a map λ : Mˇ → ΠS∗, and we have the (dual) Dirac form
(1.23) λD/λ = Γµ(λ, ∂µλ) = Γ
µ
abλ
a∂µλ
b.
If there is a duality pairing (1.8), then we can use it to identify dual spinors with
spinors, in which case (1.23) is identified with (1.22).
We complexify V and S to construct complexified super Minkowski space MC.
Inside MˇC we may consider a real affine subspace E of Euclidean signature.
11 How-
ever, the complex spinors SC generally will not carry a real structure under the
Euclidean spin group Spin(E), and so the corresponding superspace Mˇ × ΠSC is
complex in odd directions. It is a cs supermanifold [I-Supersymmetry, §4.8]. The
lagrangians we construct can be rotated to Euclidean space.12
10See §5 of [I-Signs].
11With our sign conventions the metric will be negative definite; simply change the sign of the
metric to obtain a positive definite metric.
12For more details on the transition from Minkowski space to Euclidean space, see Chapter 7 of
[I-Classical Fields].
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Remark 1.24. The super Minkowski space is usually called “N = k superspace”
if S is the sum of k irreducible real representations of Spin(V ). However, the usage
fluctuates somewhat for n = dim(Mˇ) small. For example, if dim(Mˇ) = 2, then
N = 1 usually means that S is the sum of the two inequivalent real semi-spinorial
representations S+ and S−. It is more informative to use the notation ‘Mn|s’ to in-
dicate s supersymmetries in n dimensions, and in dimensions n ≡ 2(mod4) to use
a special notation to indicate the precise spinorial representation: ‘Mn|(s
+,s−)’ de-
notes a super Minkowski space of dimension n|s+ + s− built from a spinorial rep-
resentation which is a sum of copies of S+, of dimension s+, and a sum of copies
of S−, of dimension s−.
The connected group of outer automorphisms of the super Poincare´ group which
fix the Poincare´ subgroup is called the R-symmetry group. Dimensional reduction
leads to an R-symmetry group (double covering rotations in the extra spatial di-
mensions), but it is not the only source of R-symmetries.
§1.2. Superfields, component fields, and lagrangians13
For many theories we work directly on super Minkowski space M . In such
situations we say the theory has a “superspace formulation.” Fields onM are called
superfields. Just as in ordinary nonsupersymmetric field theory, typical examples
are: (i) maps Φ: M → X into an ordinary manifold X ; and (ii) a connection A on
a principal bundle P → M . Very often superfields are constrained. For example,
in the four-dimensional supersymmetric σ-model we constrain certain derivatives
of Φ to vanish, and in all super gauge theories we constrain certain components
of the curvature to vanish. The usual elementary facts about functions apply to
superfields. Thus elementary operations such as composition, sum, and product
produce new superfields. We can also produce new superfields by differentiation,
for example by the vector fields Da, τQa defined in (1.18).
Component fields are ordinary (even and odd) fields on Minkowski space Mˇ .
We view these as maps from Mˇ into a supermanifold. Given a superfield Φ we
define its component fields to be the restriction to Mˇ of certain derivatives of Φ.
Let
(1.25) i : Mˇ −→M
denote the inclusion of Minkowski space into super Minkowski space. Then for a
map Φ: M → X we typically define a multiplet of component fields (φ, ψ, F ) with
formulas like
(1.26)
φ = i∗Φ,
ψ = i∗DΦ,
F = i∗DDΦ.
For specific instances, see (4.2) or (5.3). The definition of the multiplet is chosen so
that the supermanifold of superfields is isomorphic to the supermanifold of multi-
plets. (In gauge theory this is an equivalence of categories rather than a bijection.)
13Our formulas in this subsection are meant to be suggestive only. Precise versions depend on
the particular theory; they appear in subsequent sections. For example, versions of (1.26) for
the supersymmetric σ-model appear in (4.7) and (5.7). Also, versions of (1.29) are used in the
supersymmetric σ-model to compute (4.14) and (5.10).
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In (1.26) φ is a map φ : Mˇ → X and ψ is a spinor field on Mˇ with values in φ∗TX .
Note that φ, F are even, whereas ψ is odd. The field F is auxiliary in the sense
that for fundamental lagrangians no derivatives of F occur in the lagrangian. The
classical field equation for F (keeping the other fields fixed) expresses F in terms of
the other fields. In some cases there are no auxiliary fields. If X is flat space, then
the formulas (1.26) are well-defined as written. If X is curved, however, then the
outermost D in the definition of F acts on a section of the nontrivial bundle Φ∗TX ,
and we use a covariant derivative to define the action of D. In the simplest super-
symmetric σ-models X is Riemannian and we use the pullback of the Levi-Civita
connection. In other models different connections on TX (e.g. with torsion) might
be more convenient. In gauge theories we meet superfields Λ which are sections of
nontrivialized bundles associated to the principal bundle14 P . A typical example
is the adjoint bundle. Since one of the fields in the theory is a connection A on P ,
we use it to define derivatives of Λ. Our covariant definitions of component fields
are global—we never choose coordinate systems or local trivializations.
Component fields are defined in terms of the left-invariant vector fields D. La-
grangian densities on superspace are also written in terms of D. Recall that a
lagrangian density L is a section of DensM → F × M , where F is the super-
manifold of superfields and DensM the density bundle of M , pulled back over the
product. Let ηa be odd parameters. Then the element ηaQa induces an even vector
field ξ on F ×M . The corresponding one-parameter group combines the motion
on M with the inverse15 pullback on fields. We now give a general argument that
the lagrangians we construct are invariant under ξ. First, note that in our two
examples—a σ-model with field Φ: M → X and a gauge theory with connection A
on a principal bundle P → M over super Minkowski space—the connection A we
use to define the action of D on superfields depends on the field, so is best thought
of as living on F × M . For example, in the σ-model A is the pullback of the
Levi-Civita connection on TX by the evaluation map F ×M → X . In the gauge
theory A is the natural “universal connection” on P → F ×M which is flat in the
F direction. Now for the σ-model A is canonically trivial along the orbits of ξ,
since ξ is tangent to the fibers of the evaluation map. Hence the actions of ξ and D
on superfields via the connection A do (super)commute. In the gauge theory case
the same statement is true up to gauge transformations, as the reader may verify
with some computation (cf. the last remark in [I-Classical Fields, §4.2]). There-
fore, if L is a gauge-invariant lagrangian density constructed from derivatives of
superfields by the D’s, then L is invariant under ξ. This is the statement that “L is
supersymmetric”.
Next, we derive the general shape of the formula for the action of ηaQa on
component fields. We denote a typical component field as
(1.27) f = i∗DrΦ.
Implicit in the notation is that D acts by covariant derivative where necessary. Now
ηaQa generates a diffeomorphism exp(η
aτQa) of M , and we define
16 ξˆf to be the
14In other places we call a ‘principal G bundle’ a ‘G-torsor’.
15We use pullback by the inverse to achieve a left action on functions. This introduces a minus
sign into the infinitesimal action of vector fields on functions. For example, ∂µ acts on functions
by minus the indicated derivative.
16Usually, ξˆ is denoted as ‘δ’, but since we use ‘δ’ as the differential along F , we avoid this
notation.
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change in the component f under this diffeomorphism acting on Φ by the inverse
pullback:
(1.28) ξˆf :=
D
Dt
∣∣
t=0
i∗Dr
(
exp(−tηaτQa)∗Φ
)
.
We write ‘D/Dt’ to indicate that we may have to use a covariant derivative to
differentiate in t. To compute (1.28) we use the fact that exp(−tηaτQa) preserves D
and so
(1.29)
ξˆf =
D
Dt
∣∣
t=0
i∗ exp(−tηaτQa)∗(DrΦ)
= −ηai∗τQaDrΦ
= −ηai∗DaDrΦ.
At the last stage we use the fact that τQa and Da agree when restricted to Mˇ . In
practice we use (1.29) and the commutation relations among the Ds to express ξˆf
in terms of other component fields.
With our sign conventions, the infinitesimal symmetry Pµ acts on a component
field f by −∂µf .
The supersymmetry transformations (1.29) on components obey the commu-
tation relations derived from those of the vector fields Q if there are no covariant
derivatives. Explicitly, if η1, η2 are odd parameters and ξˆi the vector field which
corresponds to ηai Qa, then
17
(1.30) [ξˆ1, ξˆ2]f = 2η
a
1η
b
2Γ
µ
ab∂µf.
The same is true for nonlinear σ-models, but in gauge theory these commutation
relations may be altered by curvature terms which act as infinitesimal gauge trans-
formations.
The most straightforward way to define a component lagrangian for the com-
ponent fields on Mˇ , starting from a lagrangian L in superspace, is to integrate L
over the odd variables using the splitting (1.20). In other words, the splitting (1.20)
determines a projection
(1.31) π : M −→ Mˇ
and so an integration
(1.32) π∗ : Dens(M) −→ Dens(Mˇ)
on densities. However, we find better formulas in certain cases by a procedure
which differs from this by an exact term. First, the metric on the vector space V
determines a canonical positive density |dnx| on Minkowski space Mˇ ; it is invariant
17In the abstract supersymmetry algebra we have [ηa1Qa, η
b
2Qb] = −ηa1ηb2[Qa, Qb] = 2ηa1ηb2ΓµabPµ.
There are two minus signs which cancel in passing to (1.30): a minus sign for brackets since we
use left actions, and the minus sign in the action of Pµ. (See §5 of [I-Signs].)
CHAPTER 1. PRELIMINARY TOPICS 15
under the Poincare´ group. Similarly, if we fix a volume form18 on S∗, then to-
gether with the metric on V this determines a canonical density |dnx| dsθ on super
Minkowski space M ; it is invariant under the super Poincare´ group. We define a
lagrangian function ℓ on M by
(1.33) L = |dnx| dsθ ℓ.
Then we define the component lagrangian density |dnx| Lˇ on Minkowski space Mˇ
by applying some definite combination of D operators, which we symbolically de-
note ‘Ds’, to ℓ and then restricting to Mˇ :
(1.34) |dnx| Lˇ = |dnx| (i∗Dsℓ).
Notice that the component lagrangian function Lˇ is naturally expressed in terms
of component fields. Often i∗Ds is chosen to agree with integration over the odd
variables in the splitting (1.20), but in some cases not. For an example of the former
(on M3|2) see (2.40); for an example of the latter (on M4|4) see the discussion
following (2.72). In any case we suppose there is a Poincare´ invariant differential
operator ∆ on Mˇ such that
π∗L = |dnx| (i∗Dsℓ+∆i∗ℓ)
= |dnx| (Lˇ +∆i∗ℓ).(1.35)
For integration on M4|4 this is formula (2.71).
Theorem 1.36. The component lagrangian (1.34) is supersymmetric.
Here the supersymmetry is nonmanifest so that Lie(ξˆ)(|dnx| Lˇ) is a nonzero exact
form, where ξˆ is defined in (1.29).
Proof. The verification is easy if the component lagrangian is defined by ordinary
integration (1.32), i.e., if ∆ = 0 in (1.35):
Lie(ξˆ)
(|dnx| Lˇ) = Lie(ξˆ)(π∗L)
= π∗
(
Lie(−ηaτQa)L
)
= π∗
(
dι(−ηaτQa)L
)
= d
{
π∗
(−ι(ηaτQa)L)}, if ∆ = 0.
(1.37)
In this computation ‘Lie’ denotes the Lie derivative, and we use the Cartan formula
Lie(ζ) = dι(ζ) + ι(ζ)d to define the integral density19 ι(ηaτQa)L. Even if ∆ 6= 0 we
use (1.35) to rewrite this last expression. First, use (1.31) to lift |dnx| to M , where
18Neither the superspace lagrangian L nor the component lagrangian function Lˇ depends on this
volume form; only the superspace lagrangian function ℓ in (1.33) and the choice of Ds in (1.34)
depend on it.
19See [I-Supersymmetry, §§3.9–3.12] for an explanation of integral forms and integral densities.
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we view it as a twisted differential form (twisted by the orientation bundle). Then
d
{
π∗
(−ι(ηaQa)L)} = d{π∗(−ι(ηa∂a + ηaΓµabθb∂µ) |dnx| dsθ ℓ)}
= d
{
π∗
(−ι(ηaΓµabθb∂µ) |dnx| dsθ ℓ)}
= d
{
i∗Ds
(−ι(ηaΓµabθb∂µ) |dnx| ℓ)
+∆i∗
(−ι(ηaΓµabθb∂µ) |dnx| ℓ)}
= d
{
i∗Ds
(−ι(ηaQa) |dnx| ℓ)}.
(1.38)
In the penultimate step we use the fact that i∗θb = 0. Now if ∆ 6= 0 we write
(1.39) ∆ = ∆µ∂µ
for some constant differential operators ∆µ. The expression (1.39) is not in general
unique. Now
Lie(ξˆ)
(|dnx|∆i∗ℓ) = |dnx|∆i∗(−ηaτQaℓ)
= |dnx|∆i∗(−ηaDaℓ)
= d
{
−ι(∂µ) |dnx|∆µi∗(ηaDaℓ)
}
.
(1.40)
Putting together (1.35), (1.37), (1.38), and (1.40) we have the desired result
Lie(ξˆ)
(|dnx| Lˇ) = d{i∗Ds(−ι(ηaQa) |dnx| ℓ)− ι(∂µ)|dnx|∆µi∗(ηaDaℓ)}
(1.41)
= d
{
−ι(∂µ)|dnx|
(
Γµabi
∗Ds(ηaθbℓ) + ∆µi∗(ηaDaℓ)
)}
.(1.42)
Equation (1.41) gives one contribution to the supercurrent , which is minus the
Noether current for the supersymmetry transformation ξˆ. If ∆ 6= 0, then the
supercurrent we derive from these formulas depends on the choice we make in (1.39).
We sometimes define (a term in) a lagrangian on Mˇ simply by restricting a
scalar superfield S on M to Minkowski space Mˇ :
(1.43) Lˇ = i∗S.
Of course, (1.34) is of this form with S = Dsℓ. In general (1.43) is not supersym-
metric. Put differently, only in special cases does the assumption that ξˆS = 0 onM
imply that Lie(ξˆ)(|dnx| Lˇ) is exact.
For some theories there is no (known) superspace formulation and we work
directly in components. Then the supersymmetry transformation is defined di-
rectly on the component fields and a direct computation is needed to verify that a
(component) lagrangian is supersymmetric.
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§1.3. A simple example20
Here we consider a supersymmetric version of a particle moving on a line. Con-
sider M1|1 with coordinates t, θ. The basic odd vector fields are
(1.44)
D = ∂θ − θ∂t
τQ = ∂θ + θ∂t,
with [D,D] = −2∂t and [τQ, τQ] = 2∂t. A superfield Φ: M1|1 → R has components
(1.45)
φ = i∗Φ,
ψ = i∗DΦ.
Then for ξˆ corresponding to ηaQa we have, according to (1.29),
(1.46)
ξˆφ = −ηi∗DΦ = −ηψ,
ξˆψ = −ηi∗D2Φ = ηφ˙,
where φ˙ = ∂tφ. We check the bracketing in the simplest case:
(ξˆ1ξˆ2 − ξˆ2ξˆ1)φ = ξˆ1(−η2ψ)− ξˆ2(−η1ψ)
= −η2ξˆ1ψ + η1ξˆ2ψ
= −η2η1φ˙+ η1η2φ˙
= 2η1η2φ˙.
(1.47)
This is consistent with (1.30).21
A fundamental lagrangian for the field Φ is
(1.52) L = |dt| dθ
{
−1
2
DΦ∂tΦ
}
.
20Further analysis of this example appears in Problem FP2 of [I-Homework].
21It is important to use the odd parameter η in these computations. If we write informally
(1.48) Φ(t, θ) = φ(t) + θψ(t),
then the action of −τQ is
(1.49) −τQΦ(t, θ) = −ψ(t) − θφ˙(t),
from which we might erroneously conclude
(1.50)
(−τQ)φ = −ψ,
(−τQ)ψ = −φ˙.
Multiplying by η we do not obtain (1.46). Rather, instead of (1.49) we should write
(1.51) (−ητQ)Φ(t, θ) = −ηψ(t) + θηφ˙(t)
and correctly deduce (1.46). The process of taking components involves odd derivatives; the odd
parameter η protects us from making a sign mistake.
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The component lagrangian (1.34) is easy to compute:
(1.53) Lˇ =
1
2
(φ˙)2 +
1
2
ψψ˙.
We evaluate the expression in braces on the right hand side of (1.41), noting that
∆i = 0 in this case:
i∗D
(−ι(ηQ) |dt| −1
2
DΦ∂tΦ
)
=
1
2
i∗D(ηθDΦ∂tΦ)
= −1
2
ηψφ˙.
(1.54)
We check (1.41) by computing the left hand side directly from (1.53) using (1.46):
ξˆLˇ = −(∂t(ηψ)φ˙)+ 1
2
ηφ˙ψ˙ +
1
2
ψ∂t(ηφ˙)
= ∂t(−1
2
ηψφ˙).
(1.55)
To compute the Noether current j corresponding to the symmetry ξˆ, we first record
the variational 1-form computed from (1.53):
(1.56) γ = φ˙ δφ+
1
2
ψ δψ.
Then the current is
j = ι(ξˆ)γ − (−1
2
ηψφ˙)
= (−ηφ˙ψ − 1
2
ηψφ˙)− (−1
2
ηψφ˙)
= −ηφ˙ψ.
(1.57)
The supercharge is defined to be minus the Noether current of Q, which is φ˙ψ.
CHAPTER 2
Coordinates on Superspace
Our task in this chapter is to develop the formalism we need to compute in
our main examples: the super Minkowski spaces M3|2, M4|4, and M6|(8,0). Most of
the formulas we derive also apply to differential geometric computations (including
spinors) in 3-, 4-, and 6-dimensional ordinary Minkowski space. The entire treat-
ment is based on the exceptional isomorphism of Lie groups in low dimensions, as
explained in §2.1. After a brief interlude (§2.2) on dimensional reduction, we flush
out the definitions into concrete formulas (§§2.3–2.5). The final section §2.6 records
some specializations to dimension 2.
§2.1. M3|2, M4|4, M6|(8,0) and their complexifications
We consider the cases n = dim(V ) = 3, 4, 6 with minimal supersymmetry. The
irreducible real spinorial representation S of Spin(V ) is respectively of dimension 2,
4, and 8, with algebra of endomorphisms D respectively reduced to R (n = 3) or
isomorphic to C (n = 4) or H (n = 6). Once Γ is chosen, V can be identified with
the space of D-hermitian symmetric sesquilinear forms on HomD(S,D), with the
positive cone C corresponding to positive forms. Namely, as will be clear from the
complexified description, there is up to a real factor a unique symmetric morphism
of representations Γ: S∗ ⊗ S∗ → V , and Γ(a¯s, t) = Γ(s, at) for a ∈ D. It induces
an isomorphism of the symmetric quotient of S∗ ⊗D S∗ with V . This symmetric
quotient is identified with the space of hermitian symmetric sesquilinear forms
on HomD(S
∗, D) by letting s⊗s correspond to the form for which 〈α, α〉 = α(s)α(s).
For V of dimension 4 (resp. 6) we choose an isomorphism ofD with C (resp. H).
On the super Minkowski space M , the odd distribution τ then carries a C- (resp
left H-) module structure, and this structure is respected by the super Poincare´
group.
Over C one has the exceptional isomorphisms Spin(3) ∼= SL(2), Spin(4) ∼=
SL(2) × SL(2), and Spin(6) ∼= SL(4). They make it convenient to describe the
complexification VC of V starting from that of S. The real form V corresponds to
a complex conjugation (antilinear automorphism) of VC.
After complexification H becomes isomorphic to the 2×2 matrix algebra. This
enables us to fix a 2-dimensional complex vector space W , a pseudoreal (or quater-
nionic) structure on W (that is, an antilinear automorphism j of square −1) and
an isomorphism of H with the ring of real endomorphisms ofW , where ‘real’ means
commuting with j. We take these endomorphisms to act on the right. The model
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is W = H, the complex structure given by left multiplication by I ∈ H, the
pseudoreal structure given by left multiplication by J ∈ H. The real endomor-
phisms are the right multiplications by elements of H. We fix on W a symplec-
tic form ǫW which is real, i.e., ǫW (jx, jy) = ǫW (x, y), and positive definite, i.e.,
ǫW (x, jx) > 0 for x 6= 0. Note that ǫW (x, jx) is real since ǫW is. We also fix a
basis {e′, e′′ = j(e′)} of W for which ǫW (e′, e′′) = 1 and for which the H-module
multiplication by z ∈ C ⊂ H is the multiplication by z on e′ and by z¯ on e′′. In the
model W = H introduced above, one may take e′ = 1, e′′ = J .
We now describe, case by case, the complexifications SC and VC of S and V , the
symmetric morphism Γ: S∗
C
⊗S∗
C
→ VC, theD-module structure of SC, and Spin(V ).
ForM3|2 andM4|4 we give a duality pairing ǫ : SC⊗SC → C. In these cases the form
Γ˜: SC⊗SC → VC is constructed using (1.9). (We write the formulas in coordinates
below.) For M6|(8,0) there is no duality pairing and we specify Γ˜ explicitly.
3|2 case. Here there is no need to complexify to have a nice description, so we
directly describe the real superspace. Let S be a 2-dimensional real vector space
with volume form ǫ, viewed as a symplectic form on S. Define
(2.1)
V = Sym2(S∗)
Γ: (s, t) 7−→ st
There is an isomorphism SL(S)
∼−→ Spin(V ).
4|4 case. Let S′ and S′′ be 2-dimensional complex vector spaces with complex
volume forms ǫ′, ǫ′′, viewed as symplectic forms on S′ and S′′. Define
(2.2)
SC = S
′ ⊕ S′′
VC = S
′∗ ⊗ S′′∗
Γ: (s′1 + s
′′
1 , s
′
2 + s
′′
2) 7−→ (s′1 ⊗ s′′2) + (s′2 ⊗ s′′1)
ǫ = ǫ′ ⊕ ǫ′′
The C-module structure of SC is multiplication by z on S
′ and multiplication by z¯
on S′′. There is an isomorphism SL(S′)× SL(S′′) ∼−→ Spin(VC). The bigger group
(2.3) {〈g, g′〉 : det g′ det g′′ = 1} ⊂ GL(S′)×GL(S′′)
acts on S′ and S′′ preserving the bilinear form on VC. The new symmetry in this
larger group is called R-symmetry; it is the action of unit norm scalars in C on SC.
6|(8, 0) case. Let S0 be a 4-dimensional complex vector space with a volume form ν.
Define
(2.4)
SC = S0 ⊗W
S∗C = S
∗
0 ⊗W ∗
VC =
∧2S∗0
Γ: (w′ ⊗ s′0, w′′ ⊗ s′′0) 7−→ ǫW (w′, w′′) (s′0 ∧ s′′0)
Then SL(S0)
∼−→ Spin(VC). The H-module structure of SC is induced from that
of W . The volume form ν defines a symmetric pairing
(2.5) ν :
∧2
S0 ⊗
∧2
S0 −→ C
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via which we identify VC and V
∗
C
. This pairing is, up to a factor of 2, the inverse
metric. Then Γ˜ is the composition
(2.6) Γ˜ : SC ⊗ SC −→ V ∗C −→ VC,
where the first arrow is given by a similar formula to that above for Γ and the
second arrow is constructed from the duality (2.5). To make (1.3) valid, we define
the metric g on VC to be such that the inverse metric g
−1 on
∧2
S0 is ν/2.
In the 6|(8, 0) and 4|4 cases we now describe the real spaces V and S as fixed
points of an antilinear involution of VC and SC. The real structures must be com-
patible with Γ as well as with the symmetric bilinear form g on VC. The induced
form on V is to have signature (1, n−1). The real description above of the 3|2 case
does give the required signature (1, 2).
4|4 case. Fix an antilinear involution on SC = S′ ⊕ S′′ which exchanges S′ and S′′
as well as ǫ′ and ǫ′′. From this we get real structures on SC and VC = S
′∗ ⊗ S′′∗.
The symmetric bilinear form ǫ′ ⊗ ǫ′′ is real of signature (1, 3).
6|(8, 0) case. A pseudoreal structure j on S0 induces real structures on SC = S0⊗W
as well as on V =
∧2
S∗0 . The vector s ∧ j(s) ∈ V is real for any s ∈ S0, since
(2.7) j
(
s ∧ j(s)) = j(s) ∧ (−s) = s ∧ j(s).
If the volume form ν on S0 is real, the corresponding quadratic form on the real
form of V has signature (1, 5) or (5, 1). We want (ν, j) to give signature (1, 5). This
is the case if, for a basis of S0 of the form {s, j(s), t, j(t)}, one has ν
(
s∧j(s)∧t∧j(t))
real and positive.
§2.2. Dimensional reduction
The super Lie algebras V 3⊕S2 and V 4⊕S4 underlying M3|2 and M4|4 are related
as follows. Any (real) isomorphism α : C ⊗R S2 ∼−→ S4 extends to α : V 3 →֒ V 4.
The image α(V 3) is the orthogonal complement to a one-dimensional spacelike
subspace T ⊂ V 4. This defines embeddings
M3|2 →֒M4|4(2.8)
M3|2 →֒M3|4 :=M4|4/T.(2.9)
Notice that the left translates of S′′ form a two-dimensional integrable odd distri-
bution Λ on M3|4, and the composition of (2.9) with the quotient map
(2.10) M3|2 →֒M3|4 −→M3|4/Λ
is an isomorphism.
Similarly, for the super Lie algebras V 4 ⊕ S4 and V 6 ⊕ S8 underlying M4|4
and M6|(8,0), any isomorphism α : H ⊗C S4 ∼−→ S8 extends to α : V 4 →֒ V 6. The
image α(V 4) ⊂ V 6 is the orthogonal complement to a two-dimensional spacelike
subspace T . This defines embeddings
(2.11)
M4|4 →֒M6|(8,0)
M4|4 →֒M4|(8,0) :=M6|(8,0)/T.
After complexification we obtain the following picture.
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M3|2 →֒M4|4. The map α complexifies to isomorphisms α′ : S2
C
→ S′ and α′′ : S2
C
→
S′′ which are complex conjugate. The extension to V 3
C
= Sym2(S2
C
)∗ is given by
st 7→ α′(s)α′′(t)+α′(t)α′′(s), with values in S4
C
= S′⊗S′′. Identify S′⊗S′′ ∼= S2C⊗S2C
via (α′, α′′); then the subspace T ⊂ S′∗⊗S′′∗ is identified with the orthogonal com-
plement
∧2(S2
C
)∗ to Sym2(S2
C
)∗. The extension α : V 3
C
→ V 4
C
is compatible with
the symmetric bilinear forms if, for some λ, we have
(2.12) α′(ǫ) =
λ√
2
ǫ′, α′′(ǫ) =
λ−1√
2
ǫ′′.
M4|4 →֒M6|(8,0). The complexified map α : S4
C
= S′⊕S′′ → S8
C
= S0⊗W is of the
form α′e′ + α′′e′′ for (α′, α′′) : S′ ⊕ S′′ → S0 an isomorphism. (Recall that {e′, e′′}
is a fixed basis of W .) The reality of our starting α means that the pseudoreal
structure of Hom(S′⊕S′′, S0) transforms α′ into α′′ and α′′ into −α′. The extension
to V 4
C
= S′∗ ⊗ S′′∗ is given by s′ ⊗ s′′ 7→ α′(s′) ∧ α′′(s′′), with values in ∧2S∗0 . The
subspace T of
∧2S∗0 is ∧2α′(S′) ⊕∧2α′′(S′′). The extension α : V 4C → V 6C will be
compatible with the symmetric bilinear forms if
(2.13) α′(ǫ′) ∧ α′′(ǫ′′) = −ν0.
§2.3. Coordinates on M3|2
A basis {fa}a=1,2 of S∗ gives a basis {eab = fafb} of V = Sym2(S∗). Notice that
eab = eba. We use on V
∗ not the dual basis, but rather the basis {faf b} of Sym2(S),
in duality with Sym2(S∗) by
(2.14) 〈s∗t∗, st〉 = 1
2
(〈s∗, s〉〈t∗, t〉+ 〈s∗, t〉〈t∗, s〉), s∗, t∗ ∈ S∗, s, t ∈ S.
The chosen bases of V and S∗ give us vector fields ∂a and ∂ab, while the bases
of V ∗ and S give us coordinates yab and θa. We have
(2.15)
∂aθ
b = δba
∂aby
a′b′ =
1
2
(δa
′
a δ
b′
b + δ
b′
a δ
a′
b )
∂ay
bc = ∂abθ
c = 0.
The left-invariant vector field Da corresponding to fa in S
∗ is
(2.16) Da = ∂a − θb∂ab,
and corresponding to the relation [fa, fb] = −2fab in the Lie algebra we have
(2.17) [Da, Db] = −2∂ab.
The right-invariant vector field τQa corresponding to fa in S
∗ is
(2.18) τQa = ∂a + θ
b∂ab
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with
(2.19) [τQa , τQb ] = 2∂ab.
We use {Da, ∂ab} as a left-invariant moving frame on M3|2. Dually, we use the
left-invariant moving coframe {ρa, ωab} which has the following duality pairings:22
(2.20)
〈Da, ρb〉 = δba
〈∂ab, ωa
′b′〉 = 1
2
(δa
′
a δ
b′
b + δ
b′
a δ
a′
b )
〈Da, ωbc〉 = 〈∂ab, ρc〉 = 0.
This gives
(2.21)
ρa = dθa
ωab = dyab − (θadθb + θbdθa)
and
(2.22)
dρa = 0
dωab = −2ρa ∧ ρb.
The symmetric pairing Γ is
(2.23) Γ(fa, fb) = eab = Γ
(a′b′)
ab ea′b′ =
1
2
(δa
′
a δ
b′
b + δ
b′
a δ
a′
b )ea′b′ .
Similarly,
(2.24) Γ˜(fa, f b) = Γ˜(a
′b′)abea′b′ =
1
2
(ǫa
′aǫb
′b + ǫa
′bǫb
′a)ea′b′ ,
where ǫ is the volume form on S. The metric on Minkowski space Mˇ3 is the
restriction to Mˇ3 of
(2.25) g = 2ǫaa′ǫbb′ ω
ab ⊗ ωa′b′ ,
and the inverse metric is the restriction to Mˇ3 of
(2.26) g−1 =
1
2
ǫaa
′
ǫbb
′
∂ab ⊗ ∂a′b′ .
The reader should be mindful of (2.20), which implies
(2.27) g−1(ωab, ωcd) =
1
4
(ǫacǫbd + ǫadǫbc).
The Dirac form (1.22) on a spinor field ψ = ψaf
a is
(2.28) ψD/ψ = −ǫabǫcdψa∂bcψd.
22Recall the convention (1.21) that we write vector fields to the left of differential forms: 〈D, df〉 =
ι(D)df = Df , where ι(D) is contraction by the vector field D.
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The Dirac form (1.22) on a dual spinor field λ = λafa is
(2.29) λD/λ = λa∂abλ
b.
We also introduce the Dirac operator
(2.30) (D/ψ)b = −ǫcd∂bcψd,
which maps sections of S to sections of S. Then (2.28) and (2.30) are compatible
in the sense that
(2.31) ǫabχa(D/ψ)b = χD/ψ
for all spinor fields χ, ψ. The wave operator is
(2.32)
 =
1
2
ǫaa
′
ǫbb
′
∂ab∂a′b′
= ∂11∂22 − ∂212;
the sign is chosen so that the continuation to Euclidean space is the nonnegative
laplace operator. The reader may check that D/2 = −.
Preferred bases are those for which ǫ12 = −ǫ21 = 1 and hence23 ǫ12 = −ǫ21 = 1.
Put differently, ǫ(f1, f2) = 1. In a preferred basis we introduce standard coordi-
nates {xµ} on Minkowski space Mˇ3 by
(2.33)
y11 =
x0 + x1
2
,
y22 =
x0 − x1
2
,
y12 =
x2
2
.
The dual vector fields ∂ab and ∂/∂x
µ are related by
(2.34)
∂11 =
∂
∂x0
+
∂
∂x1
,
∂22 =
∂
∂x0
− ∂
∂x1
,
∂12 =
∂
∂x2
.
The metric (2.25) is then the standard metric
(2.35) g = (dx0)2 − (dx1)2 − (dx2)2.
The density |d3x| in (1.33) is the standard positive density
(2.36) |d3x| = |dx0dx1dx2|.
23See (1.11).
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It is convenient in our gauge theory computations to work with the Hodge
∗ operator. For this we stipulate that x0, x1, x2 is a positively oriented coordinate
system.24 Then the volume form is the restriction to Mˇ3 of
(2.37) vol = 4ω11 ∧ ω12 ∧ ω22
and the ∗ operator acts by
(2.38)
∗ωab = ǫa′b′ ωaa
′ ∧ ωbb′
∗(ωaa′ ∧ ωbb′) = 1
4
(ǫabωa
′b′ + ǫab
′
ωa
′b + ǫa
′bωab
′
+ ǫa
′b′ωab).
For integration we introduce the notation
(2.39)
∫
d2θ = −1
2
∫
dθadθbǫab =
∫
dθ2dθ1.
Explicit in (2.39) is our choice of volume form on spinors. Using the identification
between integration and differentiation, we write
(2.40)
∫
d2θ = i∗∂2∂1 = −1
2
i∗ǫabDaDb = −i∗D2 = 1
2
i∗(D2D1 −D1D2),
where we have introduced the notation
(2.41) D2 =
1
2
ǫabDaDb.
The following relations are easy to verify:
DaDb = −(∂ab − ǫabD2)(2.42)
DaD
2 = −D2Da = −ǫbc∂abDc(2.43)
D2D2 = −(2.44)
§2.4. Coordinates on M4|4
We fix a basis {fa}a=1,2 of S′∗ and let {f¯a˙} be the complex conjugate basis of S′′∗.
As a basis for VC = S
′∗⊗S′′∗ we use {eab˙ = faf¯b˙}. Those bases and their duals give
us a complex coordinate system {yab˙, θa, θ¯a˙}, with θa and θ¯a˙ complex conjugate and
yab˙ the complex conjugate to yba˙. We write ∂a, ∂¯a˙, and ∂ab˙ for the corresponding
vector fields. Note our convention about indices: If both ‘a’ and ‘a˙’ appear in the
same equation, then a = a˙. This allows us to write reality conditions and equations
such as (2.78) and (2.79).
Let Da and Da˙ be the left-invariant complex vector fields corresponding to fa
and f¯a˙. One has
(2.45)
Da = ∂a − θ¯b˙∂ab˙
Da˙ = ∂¯a˙ − θb∂ba˙.
24The orientation makes it easier to write intermediate steps in some of our computations, but
the final formulas do not depend on it.
26 P. DELIGNE, D. FREED, SUPERSOLUTIONS
Corresponding to the relations [fa, fb] = [f¯a˙, f¯b˙] = 0 and [fa, f¯b˙] = −2eab˙ in the Lie
algebra, one has
(2.46)
[Da, Db] = [Da˙, Db˙] = 0
[Da, Db˙] = −2∂ab˙.
The similar right-invariant complex vector fields are
(2.47)
τQa = ∂a + θ¯
b˙∂ab˙
τQa˙
= ∂¯a˙ + θ
b∂ba˙
with
(2.48)
[τQa , τQb ] = [τQa˙
, τQ
b˙
] = 0
[τQa , τQ
b˙
] = 2∂ab˙.
We use {Da, Da˙, ∂ab˙} as a left-invariant moving frame and also use the dual
left-invariant moving coframe {ρa, ρa˙, ωab˙}. The nontrivial duality pairings are
(2.49)
〈Da, ρb〉 = δba
〈Da˙, ρb˙〉 = δb˙a˙
〈∂ab˙, ρa
′b˙′〉 = δa′a δb˙
′
b˙
.
One has
(2.50)
ρa = dθa
ρa˙ = dθ¯a˙
ωab˙ = dyab˙ − (θ¯b˙dθa + θadθ¯b˙)
and, dual to the bracket relations,
(2.51)
dρa = dρa˙ = 0
dωab˙ = −2ρa ∧ ρb˙.
The symmetric pairing Γ is
(2.52) Γ(fa, f¯b˙) = eab˙ = Γ
(a′b˙′)
ab˙
ea′b˙′ = (δ
a′
a δ
b˙′
b˙
)ea′ b˙′ .
Similarly, the symmetric pairing Γ˜ is
(2.53) Γ˜(fa, f¯ b˙) = Γ˜(a
′b˙′)ab˙ea′b˙′ = (ǫ
a′aǫb˙
′b˙)ea′b˙′ ,
where ǫ is the volume form on S′, S′′. The metric on Minkowski space Mˇ4 is the
restriction to Mˇ4 of
(2.54) g = 2ǫaa′ǫb˙b˙′ ω
ab˙ ⊗ ωa′b˙′ ,
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and the inverse metric is the restriction to Mˇ4 of
(2.55) g−1 =
1
2
ǫaa
′
ǫb˙b˙
′
∂ab˙ ⊗ ∂a′ b˙′ .
The Dirac form (1.22) pairs a positive chirality spinor field ψ = ψaf
a with a negative
chirality spinor field ψ¯ = ψ¯a˙e¯
a˙:
(2.56) ψ¯D/ψ = ǫabǫc˙d˙ψ¯
d˙
∂ac˙ψb.
The Dirac form (1.22) on dual spinor fields is
(2.57) λ¯D/λ = λ¯b˙∂ab˙λ
a.
The Dirac operator on spinor fields exchanges sections of S′ and S′′:
(2.58)
(D/ψ)c˙ = −ǫab∂ac˙ψb
(D/ψ¯)c = −ǫa˙b˙∂ca˙ψ¯b˙
The wave operator is
(2.59)
 =
1
2
ǫabǫc˙d˙∂ac˙∂bd˙
= ∂11˙∂22˙ − ∂12˙∂21˙,
and D/2 = −.
Preferred bases are those for which ǫ′(f1, f2) = ǫ
′′(f¯1˙, f¯2˙) = 1. In a preferred
basis we introduce standard coordinates {xµ} on Minkowski space V by
(2.60)
y11˙ =
x0 + x1
2
,
y22˙ =
x0 − x1
2
,
y12˙ =
x2 + ix3
2
,
y21˙ =
x2 − ix3
2
.
The dual vector fields ∂ab˙ and ∂/∂x
µ are related by
(2.61)
∂11˙ =
∂
∂x0
+
∂
∂x1
,
∂22˙ =
∂
∂x0
− ∂
∂x1
,
∂12˙ =
∂
∂x2
− i ∂
∂x3
,
∂21˙ =
∂
∂x2
+ i
∂
∂x3
.
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The metric (2.54) is then the standard metric
(2.62) g = (dx0)2 − (dx1)2 − (dx2)2 − (dx3)2.
The density |d4x| in (1.33) is the standard positive density
(2.63) |d4x| = |dx0dx1dx2dx3|.
To define self-duality we need to orient Mˇ4, and so we stipulate that x0, x1, x2, x3
is an oriented coordinate system.25 Then for a symmetric tensor Fab the 2-form
(2.64)
1
2
Fabǫc˙d˙ ω
ac˙ ∧ ωbd˙
is self-dual, and for a symmetric tensor F c˙d˙ the 2-form
(2.65)
1
2
ǫabF c˙d˙ ω
ac˙ ∧ ωbd˙
is anti-self-dual. Our convention is that a self-dual 2-form σ satisfies ∗σ = −√−1σ.
Then the analytic continuation to Euclidean space gives the usual notion of self-
duality. The complex conjugate of a self-dual form (in Minkowski space) is anti-
self-dual.
For the 2-form
(2.66) F =
1
2
(Fabǫc˙d˙ + ǫabF c˙d˙) ω
ac˙ ∧ ωbd˙
we have the formulas
(2.67)
|F |2 = 1
4
(FabFcdǫ
acǫbd + F a˙b˙F c˙d˙ǫ
a˙c˙ǫb˙d˙),
F ∧ F = i
4
(FabFcdǫ
acǫbd − F a˙b˙F c˙d˙ǫa˙c˙ǫb˙d˙) d4x,
where d4x is the standard volume form
(2.68) d4x = dx0 ∧ dx1 ∧ dx2 ∧ dx3.
In general the 2-form F is complex; then ‘|F |2’ in (2.67) is not a norm, but rather
is a quadratic form. The 2-form F is real if F a˙b˙ = Fab.
We mention the fact that the analytic continuation of the ∗ operator on 2-forms
in Minkowski space of any dimension is −√−1 times the ∗ operator on 2-forms in
Euclidean space.
A complex function Φ: M4|4 → C is chiral if Da˙Φ = 0 and antichiral if
DaΦ = 0.
Following (2.39) we introduce the notations
(2.69)
∫
d2θ¯ = −1
2
∫
dθ¯a˙dθ¯b˙ǫa˙b˙ =
∫
dθ¯2˙dθ¯1˙∫
d4θ =
∫
d2θd2θ¯.
25The orientation only serves to choose which of (2.64) and (2.65) below is self-dual and which is
anti-self-dual. It does not enter in a fundamental way in our formulae.
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We discuss the meaning of
∫
d2θ and
∫
d2θ¯ in §5.3; in any case we compute them
using (2.40) and the analogous formula with the conjugate vector fields. Note that
we will use the notation
(2.70) D
2
=
1
2
ǫa˙b˙Da˙Db˙,
analogous to (2.41). For integration over all odd coordinates we find the formulas∫
d4θ = i∗∂2∂1∂¯2˙∂¯1˙
=
1
2
i∗ {D1D1˙D2˙D2 +D2D2˙D1˙D1} −i∗(2.71)
=
1
2
i∗
{
D2D
2
+D
2
D2
}
+i∗.(2.72)
In each of the last two lines the term in braces disagrees with the integral by a
multiple of the wave operator. In a lagrangian this wave operator gives an exact
term which is usually omitted anyway. The particular combination of derivatives in
the first term of (2.71) has the virtue that it exactly annihilates chiral and antichiral
superfields. This is an advantage over the usual integral and leads to nicer formulas.
Hence we compute component lagrangians (1.34) using this improved expression,
which is the usual integral plus the wave operator composed with restriction to V .
Formula (2.72) is useful in some computations. Both of these integration formulas
follow from direct computation.
The following relations are easy to verify.
DaD
2 = D2Da = Da˙D
2
= D
2
Da˙ = 0(2.73)
DaD
2
= D
2
Da − 2ǫb˙c˙∂ab˙Dc˙(2.74)
Da˙D
2 = D2Da˙ − 2ǫbc∂ba˙Dc(2.75)
D
2
D2 = −4 on chiral superfields(2.76)
D2D
2
= −4 on antichiral superfields(2.77)
Next, we describe the dimensional reduction map M3|2 →֒M4|4. Decorate the
bases (of spinors and vectors) and coordinates in M3|2 with a ‘ˆ ’. We take the
inclusion to be compatible with the ǫ and Γ tensors:
fˆa 7−→ fa + f¯a˙√
2
eˆab 7−→
eab˙ + eba˙
2
.
(2.78)
The image of the inclusion on spinors is the subspace where θa = θ¯a˙ and both are
real, described by the equations
(2.79) θa = θ¯a˙ =
θˆa√
2
.
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The image of the inclusion on vectors is the subspace where y12˙ = y21˙, or equiva-
lently where x3 = 0, described by the equations
(2.80)
y11˙ = yˆ11
y22˙ = yˆ22
y12˙ = y21˙ = yˆ12.
As an exercise the reader may check that (2.74)–(2.75) reduce to (2.42)–(2.44) under
dimensional reduction.
The R-symmetry is generated by an even vector field R with brackets
(2.81)
[R,Da] = Da
[R,Da˙] = −Da˙
[R, ∂ab˙] = 0.
Note that R is purely imaginary: R = −R.
§2.5. Coordinates on M6|(8,0)
A basis {fa}a=1,2,3,4 of S∗0 gives us a basis e′∗ ⊗ fa, e′′∗ ⊗ fa of S∗C and a basis
{eab = fa ∧ fb}a<b of VC. For the basis elements of S∗C we use the notation ‘fai’,
where fa1 = e
′∗⊗fa and fa2 = e′′∗⊗fa. Let yab, θai be the corresponding coordinate
system. For b < a define eba = −eab and yba = −yab. Write ∂ai and ∂ab for the
corresponding complex vector fields on M6|(8,0).
Let ǫij denote the symplectic form on the vector spaceW
∗. We use our standard
choice ǫ12 = 1.
The left-invariant complex vector field Dai corresponding to eai is
(2.82) Dai = ∂ai − ǫijθbj∂ab
with brackets
(2.83) [Dai, Dbj ] = −2ǫij∂ab.
The similar right-invariant vector fields are
(2.84) τQai = ∂ai + ǫijθ
bj∂ab
with
(2.85) [τQai , τQbj ] = 2ǫij∂ab.
We will use {Dai, ∂ab} as a left-invariant moving frame with dual coframe
{ρai, ωab}. The nonzero duality pairings are
(2.86)
〈Dai, ρbj〉 = δbaδji
〈∂ab, ωcd〉 = δcaδdb − δdaδcb .
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One has
(2.87)
ρai = dθai
ωab = dyab + ǫijθ
aidθbj − ǫijθbidθaj
with differentials
(2.88)
dρai = 0
dωab = 2ǫij ρ
ai ∧ ρbj .
The symmetric pairing Γ is
(2.89) Γ(fai, fbj) = ǫijeab =
1
2
Γ
(pq)
(ai)(bj)epq =
1
2
[
ǫij(δ
p
aδ
q
b − δqaδpb )
]
epq.
The symmetric pairing Γ˜ is
(2.90) Γ˜(fai, f bj) =
1
2
Γ˜(pq)(ai)(bj)epq =
1
2
(ǫijνpqab)epq,
where ν is the volume form. The metric on Minkowski space Mˇ6 is the restriction
to Mˇ6 of
(2.91) g =
1
2
νpqrsdy
pq ⊗ dyrs =
∑
p<q
r<s
2νpqrsω
pq ⊗ ωrs,
and the inverse metric is the restriction to Mˇ6 of
(2.92) g−1 =
1
8
νpqrs ∂pq ⊗ ∂rs =
∑
p<q
r<s
1
2
νpqrs ∂pq ⊗ ∂rs.
The volume form and its inverse are related by ν1234ν1234 = 1. The Dirac form (1.22)
on spinor fields ψ = ψaif
ai is
(2.93) ψD/ψ =
1
2
νabcdǫijψai∂bcψdj
On dual spinor fields λ = λaifai we have the Dirac form (1.23)
(2.94) λD/λ = ǫijλ
ai∂abλ
bj .
Preferred bases are those for which ν1234 = −1. We also use the dual form
with ν1234 = −1. A real structure is given by the pseudoreal structure on S0 for
which f3 = j(f1) and f4 = j(f2). Then
(2.95)
D11 = D32
D21 = D42
D31 = −D12
D41 = −D22.
32 P. DELIGNE, D. FREED, SUPERSOLUTIONS
In a preferred basis we introduce standard coordinates {xµ} on Minkowski space Mˇ6
by
(2.96)
y12 =
x4 + ix5
2
,
y13 =
x0 + x1
2
,
y14 =
x2 + ix3
2
,
y23 =
x2 − ix3
2
,
y24 =
x0 − x1
2
,
y34 =
x4 − ix5
2
.
The dual vector fields ∂ab and ∂/∂x
µ are related by
(2.97)
∂12 =
∂
∂x4
− i ∂
∂x5
,
∂13 =
∂
∂x0
+
∂
∂x1
,
∂14 =
∂
∂x2
− i ∂
∂x3
,
∂23 =
∂
∂x2
+ i
∂
∂x3
,
∂24 =
∂
∂x0
− ∂
∂x1
,
∂34 =
∂
∂x4
+ i
∂
∂x5
.
The metric (2.91) is then the standard metric
(2.98) g = (dx0)2 − (dx1)2 − (dx2)2 − (dx3)2 − (dx4)2 − (dx5)2.
Next, we describe the dimensional reduction map M4|4 →֒ M6|(8,0). Denote
the bases (of spinors and vectors) and coordinates in M6|(8,0) with a ‘˜ ’. We take
the inclusion maps to be
(2.99)
f1 7−→ f˜1(1) e11˙ 7−→ e˜13
f2 7−→ f˜2(1) e22˙ 7−→ e˜24
f¯1˙ 7−→ f˜3(2) e12˙ 7−→ e˜14
f¯2˙ 7−→ f˜4(2) e21˙ 7−→ e˜23
The image of the inclusion on spinors is described by the equations
(2.100)
θ1(1) = θ1 θ1(2) = 0
θ2(1) = θ2 θ2(2) = 0
θ3(1) = 0 θ3(2) = θ¯1˙
θ4(1) = 0 θ4(2) = θ¯2˙.
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The image of the inclusion on vectors is described by the equations
(2.101)
y˜12 = 0 y˜23 = y21˙
y˜13 = y11˙ y˜24 = y22˙
y˜14 = y12˙ y˜34 = 0
There is an R-symmetry group SU(2)R which acts on M
6|(8,0). The action of
a matrix S = (Sji ) is
(2.102) Dai −→ Dai′Si
′
i .
Demanding that this preserve (2.83) requires S ∈ SL(2;C); asking that the real
structure also be preserved reduces us to SU(2). More conceptually, this SU(2)R =
Sp(1)R symmetry group is the group of real endomorphisms of the complex sym-
plectic vector space W .
There is also a dimensional reduction map M4|8 →֒M6|(8,0), described simply
by equations (2.101). UsuallyM4|8 is described with vector fields {D(i)a , Da˙(j)} a=1,2
i,j=1,2
with bracketing (2.46) supplemented by a δ-function:
(2.103) [D(i)a , Da˙(j)] = −2δij∂aa˙.
One possible correspondence between these vector fields and the {D˜ai} a=1,2,3,4
i=1,2
is:
(2.104)
D˜11 = D
(1)
1 D˜12 = D
(2)
1
D˜21 = D
(1)
2 D˜22 = D
(2)
2
D˜31 = −D1˙(2) D˜32 = D1˙(1)
D˜41 = −D2˙(2) D˜42 = D2˙(1)
A new feature ofM4|8 is an enlarged R-symmetry group U(2)R. It acts trivially
on the even variables. The representation of U(2)R on each of the pairs {D(1)a , D(2)a }
of odd vector fields is the standard one, whereas on each of the pairs {Da˙(1), Da˙(2)}
of odd vector fields U(2)R acts by the conjugate to the standard action. Under the
dimensional reduction M4|4 →֒ M4|(8,0), specified by (2.100), only the subgroup
U(1)R ⊂ U(2)R given by (2.81) survives. Notice that this subgroup is the induced
action by the double cover in the spin group of rotations in the x4-x5 plane.
§2.6. Low dimensions
The basic superspaceM1|1 in dimension one is built starting from a one-dimensional
odd space S and letting V = S⊗(−2). In terms of the obvious left-invariant vector
fields D and ∂ we have
(2.105) [D,D] = −2∂.
Analogs of other formulas we have developed above are easy to come by. Dimen-
sional reduction from the higher dimensional spaces sets all spacelike coordinates
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of Minkowski space to zero leaving just the time coordinate x0. In this way we
also obtain spaces M1|2, M1|4, and M1|8 with more odd variables. As these spaces
are reduced from M3|2, M4|4, and M6|(8,0), we obtain R-symmetry groups Spin(2),
Spin(3), and Spin(5) from rotations in the additional spatial directions.
The basic26 superspace M2|(1,1) in dimension two is simply a product
(2.106) M2|(1,1) =M1|1 ×M1|1.
(Note that the metric (2.109) is not a product, however.) This corresponds to the
fact that there are real semi-spinors in 2 dimensions (termedMajorana-Weyl spinors
in the physics literature). For S+, S− real one-dimensional vector spaces, we set
S = S+ ⊕ S− and V = (S+)⊗(−2) ⊕ (S−)⊗(−2) with the obvious bilinear pairing.
We can see M2|(1,1) as coming from M3|2 by dimensional reduction: in M3|2 set
y12 = 0. It is customary to use ‘+’ for the odd index ‘1’ and ‘−’ for the odd index ‘2’.
(These indices appear beginning with formula (2.15).) Also, we set y+ = y11 and
y− = y22 with similar notation ∂+ = ∂11 and ∂− = ∂22.
N = 2 superspace in 2 dimensions is M2|(2,2), and we view it as embedded
in M4|4 (dimensional reduction) by setting y12˙ = y21˙ = 0, or equivalently x2 =
x3 = 0. The real description of M2|(1,1) makes clear that there is also a real
description of M2|(2,2), but we use the complex vector fields and forms induced
from M4|4 instead. Again we use ‘+’ for the odd index ‘1’ and ‘−’ for the odd
index ‘2’ (which appear beginning with formula (2.45).) The ‘+’ and‘−’ on the
bosonic coordinates are the usual lightcone coordinates in two dimensions. Thus
the left-invariant odd vector fields are D+, D+, D−, D−, and we denote the left-
invariant even vector fields by ∂+, ∂−. The bracketing relations are
(2.107)
[D+, D+] = [D+, D−] = [D+, D−] = [D+, D+] = 0
[D−, D−] = [D+, D−] = [D−, D+] = [D−, D−] = 0
[D+, D+] = −2∂+
[D−, D−] = −2∂−.
For convenience we record the nonzero components of Γ, Γ˜:
(2.108)
Γ+++ = Γ
−
−− = 1
Γ˜+−− = Γ˜−++ = 1.
The formulas in M4|4 all apply, though many simplify. For example, the met-
ric (2.54), the inverse metric (2.55), the Dirac form (2.56), the Dirac operator (2.58),
and the wave operator (2.59) reduce to
g = 2(dy+ ⊗ dy− + dy− ⊗ dy+)(2.109)
g−1 =
1
2
(∂+ ⊗ ∂− + ∂− ⊗ ∂+)(2.110)
ψ¯D/ψ = ψ¯+∂−ψ+ + ψ¯−∂+ψ−(2.111)
(D/ψ)+ = −∂+ψ− (D/ψ)− = ∂−ψ+(2.112)
(D/ψ¯)+ = −∂+ψ¯− (D/ψ¯)− = ∂−ψ¯+(2.113)
 = ∂+∂−.(2.114)
26M2|(1,1) is usually termed N = 1 superspace, though it is not the minimal possibility—there is
a superspace M2|(s
+,s−) for any nonnegative integers s+, s−.
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The relationship to standard coordinates x0, x1 is
(2.115)
y+ =
x0 + x1
2
,
y− =
x0 − x1
2
,
and
(2.116)
∂+ =
∂
∂x0
+
∂
∂x1
,
∂− =
∂
∂x0
− ∂
∂x1
.
There is a 2-dimensional space of R-symmetries with basis J+, J− described by the
brackets
(2.117)
[J+, D+] = D+ [J−, D−] = D−
[J+, D+] = −D+ [J−, D−] = −D−
[J+, D−] = [J+, D−] = 0 [J−, D+] = [J−, D+] = 0.
The R-symmetry (2.81) in M4|4 induces J+ + J− on M
2|(2,2). The double cover in
the spin group of rotation in the x2-x3 plane inM4|4 induces the R-symmetry J+−
J− of M
2|(2,2).
As in M4|4, a complex function Φ: M2|(2,2) → C is chiral if
(2.118) D+Φ = D−Φ = 0;
then the complex conjugate Φ is antichiral . There is a new possibility as well.
Namely, a complex function Σ: M2|(2,2) → C is twisted chiral if
(2.119) D+Σ = D−Σ = 0;
then the complex conjugate Σ is twisted antichiral.
Formulas (2.71) and (2.72) for computing
∫
d4θ are, of course, valid onM2|(2,2).
Again we use
∫
d4θ + i∗ to compute component lagrangians when chiral and an-
tichiral fields are involved. When twisted chiral and twisted antichiral fields are
involved, it is more convenient to use
∫
d4θ − i∗, which equals the first term
in (2.72). This has the advantage that the expression D2D
2
+ D
2
D2 annihilates
both twisted chiral and twisted antichiral fields. In a more complicated (term in a)
lagrangian involving both chiral and twisted chiral fields one would have to simply
choose a procedure and then deal with the exact terms which would most likely
appear.
CHAPTER 3
Supersymmetric σ-Models
A scalar field is a map φ : Mˇn → X from ordinary n-dimensional Minkowski
space to a manifold X . If X is a linear space, then a theory with the field φ is called
a linear σ-model; if X is curved, then it is a nonlinear σ-model. In supersymmetric
σ-models there is in addition a spinor field. After some linear algebra preliminaries
in §3.1, we begin in §3.2 with the linear case, where we show that a supersym-
metric extension of the ordinary free σ-model exists in dimensions n = 3, 4, 6. We
label these three cases according to the ring F = R,C,H which underlies the spin
group SL(2,F). In the nonlinear case (X a general Riemannian manifold) super-
symmetry imposes constraints on the target manifold X : For F = C it must be
Ka¨hler and for F = H it must be hyperka¨hler. The sufficiency of these constraints
is explained at the beginning of §3.3, after which we derive the exact form of the
component lagrangian. In the bosonic case any function V : X → R may serve
as a potential energy function, but supersymmetry constrains the form of V . The
constraints are described in §3.4, though the proofs are deferred to future chapters.
We make some brief remarks about the superspace formulation in §3.5 and about
the relationship among the different theories in §3.6.
§3.1. Preliminary remarks on linear algebra
We discuss simultaneously the fields F = R,C,H. Since H is noncommutative,
we must be careful about the order of multiplication. Let ¯ denote the standard
conjugation on F, which is trivial for F = R. For x, y ∈ F we have
(3.1) xy = y¯x¯.
The extension of (3.1) to superalgebra has a sign, in accordance with the sign rule.
It is useful to note that:
(3.2) Re(λµ) = Re(µλ) = Re(λ¯µ¯) = Re(µ¯λ¯), λ, µ ∈ F.
Let V be the vector space of translations of Mˇn (n = 3, 4, 6). If S is an
irreducible real spinorial representation of Spin(V ), the field F of endomorphisms
of the representation S is respectively isomorphic to R, C, or H; the vector space S
is of dimension 2 over F; and Spin(V ) ∼= SLF(S). We choose S and a right vector
space structure over F = R,C or H commuting with the action of Spin(V ). The
dual S∗ = Hom
F
(S,F) is then a left F-vector space, and Spin(V ) ∼= SLF(S∗) as
36
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well. We write S for S with the left vector space structure λs := sλ¯ and S∗ for S∗
with the right vector space structure s∗λ := λ¯s∗. The F-dual S∗ can be identified
with the R-dual Hom
R
(S,R) by α 7→ real part of the F-linear form α. If {fa} is a
basis of S over F, then there are induced bases {f¯ a˙}, {fa}, {f¯a˙} of S, S∗, S∗.
As explained at the beginning of §2.1 there are invariant symmetric R-bilinear
forms Γ: S∗ ⊗R S∗ → V and Γ˜ : S ⊗R S → V . They factor through S∗ ⊗F S∗ and
S ⊗F S, respectively. In general, if A,B,C are respectively F right, F left, R vector
spaces, then an R-linear map T : A⊗F B → C gives rise to an (F,F)-bilinear form
T1 : A⊗R B → C ⊗R F, characterized by
(3.3) T (a, b) = Re
(
T1(a, b)
)
.
Conversely, the real part of any (F,F)-bilinear T1 obeys
(3.4) ReT1(aλ, b) = ReT1(a, b)λ = ReλT1(a, b) = ReT1(a, λb),
so factors through A ⊗F B. We apply this construction to Γ and Γ˜, and denote
by Γµ
ab˙
and Γ˜µa˙b the coordinates of Γ1 and Γ˜1 in bases {eµ} of V and {fa} of S,
up to a factor:
(3.5)
Γ(xafa, y
bfb) =
1
κ2
Re(ybΓµba˙x
a) eµ,
Γ˜(faxa, f
byb) = Re(ybΓ˜
µb˙axa) eµ.
Here κ is the factor
(3.6) κ =
{
1, F = R;√
2, F = C,H.
On the left hand side of these equations, Γ, Γ˜ denote the real forms acting on
elements of the underlying real vector space. Thus, for example, we might write
Γ
(
Re(xafa),Re(y
bfb)
)
to distinguish it from (2.52). The factor of κ2 is introduced
to make these formulas compatible with (2.52) and similar formulas of Chapter 2.
The symmetry of Γ and Γ˜ becomes the hermiticity property
(3.7)
Γµ
ab˙
= Γµba˙,
Γ˜µa˙b = Γ˜µb˙a.
The Clifford relation (1.3) with this normalization is
(3.8) Γµ
ab˙
Γ˜νb˙c + Γν
ab˙
Γ˜µb˙c = 2gµνδca
and its conjugate. We emphasize that Γµ
ab˙
, Γ˜µa˙b lie in F, whereas gµν , g
µν are real.
For the quaternion case F = H we can choose bases so that the pairing Γ is
given by
(3.9)
Γ0
11˙
= 1, Γ1
11˙
= 1,
Γ0
22˙
= 1, Γ1
22˙
= −1,
Γ2
12˙
= 1, Γ3
12˙
= −i, Γ4
12˙
= j, Γ5
12˙
= k,
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where i, j, k are the usual quaternions. Then the pairing Γ˜ is given by
(3.10)
Γ01˙1 = 1, Γ11˙1 = −1,
Γ02˙2 = 1, Γ12˙2 = 1,
Γ22˙1 = −1, Γ32˙1 = −i, Γ42˙1 = j, Γ52˙1 = k.
In this basis the metric has the standard form (2.98). It is useful to note that the
vector Γ(fa, fa) is lightlike (has vanishing norm square) for all a; this property will
be important in Chapter 6. The pairings for the complex case F = C are obtained
by omitting the entries with j, k; those for the real case F = R by taking the real
part of all entries. Then the chosen bases agree with those in §2.3, §2.4. Recall
from (1.9) that for F = R,C we have a skew tensor ǫ, and the pairings Γ˜ and Γ are
related by
(3.11) Γ˜µb˙a = Γµ
cd˙
ǫacǫb˙d˙, F = R,C.
In §3.3 we have use for the following. Suppose VR is a right H vector space
and VL a left H vector space. Suppose Γ˜ is a symmetric real-valued bilinear form
on VR which factors through VR⊗HVR and h a symmetric real-valued bilinear form
on VL which factors through VL ⊗H VL. Then we claim that there is a well-defined
symmetric real bilinear form B on the real vector space V = VR⊗H VL constructed
from Γ˜, h. In fact, if Γ˜1, h1 are the H-valued pairings constructed as in (3.3), then
(3.12) B(f ⊗ v, f ′ ⊗ v′) = Re
{
Γ˜1(f, f¯ ′)h1(v¯, v)
}
, f, f ′ ∈ VR, v, v′ ∈ VL.
We easily check that this factors through the quaternionic tensor product us-
ing (3.2). Relative to bases {fa} of VR and vi of VL, any vector in V can be
written
(3.13) faψia ⊗ vi = fa ⊗ ψiavi, ψia ∈ H.
Then the formula for B is
(3.14) B(f bψjbvj , f
aλiav
a) = Re(ψjb Γ˜
abλiahij).
§3.2. The free supersymmetric σ-model
The bosonic σ-model lagrangian in n-dimensional Minkowski space Mˇn for a scalar
field φ : Mˇn → X with values in a Riemannian manifold X is
(3.15) L =
1
2
|dφ|2 |dnx|.
We look for supersymmetric extensions with various amounts of supersymmetry.
With a single supersymmetry the supersymmetric extension for n = 1 is given
in (1.53). (That lagrangian is in Mˇ1, but in fact it is the dimensional reduction
of a lagrangian in Mˇ2; see Problem FP6 of [I-Homework].) To construct models
with more supersymmetry we first consider the linear case X = Rk for some k;
in the next subsection we treat nonlinear σ-models. The linear model is free, and
CHAPTER 3. SUPERSYMMETRIC σ-MODELS 39
to predict which supersymmetric extensions exist we invoke an argument from
the quantum theory. Namely, upon quantization we obtain a representation of
the supersymmetry algebra, and the representation theory shows that models are
possible with s = 2, 4, 8 supersymmetries for k = 1, 2, 4. That is, the smallest
model has a scalar field in Rk for k = 1, 2, 4 and a single spinor field. The maximal
dimension in which such models can occur is n = 3, 4, 6, and the models in these
dimensions have minimal supersymmetry.
We refer to the theories in n = 3, 4, 6 according to the field F = R,C,H.
To treat the various cases simultaneously, we introduce constants κ in (3.6) and
(3.16) A =
{ 1
2 , F = R;
1, F = C,H.
(The constant A enters the lagrangian (3.19) and the constant κ enters the super-
symmetry transformation laws (3.23), as well as (3.5) above.)
The fields in the theory are
(3.17)
φ : Mˇn −→ F
ψ : Mˇn −→ ΠS,
where ‘Π’ denotes parity reversal. (The spinor field ψ is odd.)
Theorem 3.18. The σ-model lagrangian
(3.19) L = A
{
〈dφ, dφ¯〉+Re(ψD/ψ¯)
}
|dnx|
is supersymmetric in the three cases F = R,C,H.
Proof. The lagrangian (3.19) in more detail is27
(3.21) L = A
{
gµν∂µφ · ∂ν φ¯+ 1
2
ψa · Γ˜µb˙a · ∂µψ¯b˙ −
1
2
∂µψa · Γ˜µb˙a · ψ¯b˙
}
|dnx|,
where ‘·’ denotes multiplication in F. We usually omit ‘·’. In case F = R,C
we can combine the two fermion terms at the cost of an exact term. For odd
parameters ηa ∈ F we let ξˆ denote the real vector field on the space of fields which
corresponds to the abstract supersymmetry transformation
(3.22)
κ2
2
(ηaQa −Qa˙η¯a˙),
where η¯a˙ = ηa. (Recall the abstract supersymmetry algebra (1.16).) We postulate
(3.23)
ξˆφ = κψa η
a
ξˆψa = κ∂µφ η¯
b˙ Γµ
ab˙
,
27The fermion kinetic term is A times
(3.20) Γ˜(faψa, f
b∂µψb) = Γ˜(f
b∂µψb, f
aψa) = Re(ψ¯a˙Γ˜
µa˙b∂µψb) = Re(ψaΓ˜
µb˙a∂µψ¯b˙).
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and of course we have the conjugate equations
(3.24)
ξˆφ¯ = −κη¯a˙ ψ¯a˙
ξˆψ¯a˙ = κΓ
µ
ba˙ η
b ∂µφ¯ .
There is a minus sign in passing from ξˆφ to ξˆφ¯ since we commute the odd quan-
tities ηa and ψa. These formulas are motivated by Lorentz invariance, parity, and
power counting.
We must check that Lie(ξˆ)L is exact and that the transformations (3.23) gen-
erate the supersymmetry algebra on-shell.28 The variation of the bosonic term in L
is
(3.25) ξˆ(Agµν ∂µφ · ∂ν φ¯) = κAgµν{∂µψa ηa ∂ν φ¯− ∂µφ η¯a˙ ∂ν ψ¯a˙}.
The second term in (3.21) has variation
ξˆ(
A
2
ψa · Γ˜µb˙a · ∂µψ¯b˙) =
κA
2
{∂νφ η¯c˙ Γνac˙Γ˜µb˙a ∂µψ¯b˙ + ψaΓ˜µb˙aΓνcb˙ηc∂µ∂ν φ¯}
=
κA
2
{∂νφ η¯c˙ Γνac˙Γ˜µb˙a ∂µψ¯b˙ − ∂νψa Γ˜µb˙aΓνcb˙ ηc ∂µφ¯}
+ ∂ν
{κA
2
ψa Γ˜
µb˙aΓν
cb˙
ηc ∂µφ¯
}
.
(3.26)
The variation of the third term in (3.21) is the conjugate
(3.27)
ξˆ(−A
2
∂µψa · Γ˜µb˙a · ψ¯b˙) =
κA
2
{−∂µψa Γ˜µb˙aΓνcb˙ ηc ∂ν φ¯+ ∂µφ η¯c˙ Γνac˙Γ˜µb˙a ∂νψ¯b˙}
− ∂ν{κA
2
∂µφ η¯
c˙ Γνac˙Γ˜
µb˙aψ¯b˙}.
Adding (3.26) and (3.27) and using the Clifford relation (3.8) we see
(3.28) ξˆ(fermion term) =
κA
2
gµν{∂µφ η¯a˙ ∂ν ψ¯a˙ − ∂µψa ηa ∂ν φ¯}+ EXACT,
where
(3.29) EXACT = ∂ν{κA
2
ψa Γ˜
µb˙aΓν
cb˙
ηc ∂µφ¯ − κA
2
∂µφ η¯
c˙ Γνac˙Γ˜
µb˙a ψ¯b˙}.
The nonexact term in (3.28) cancels against (3.25), which proves that ξˆ is a non-
manifest symmetry of L.
We now verify that the supersymmetry algebra holds on-shell. The vector
field (3.22) is κ2Re(ηaQa), and in the abstract supersymmetry algebra (1.16) we
have, according to (3.5),[
Re(ηa1Qa),Re(η
b
2Qb)
]
= −[Re(ηa2Qa),Re(ηb1Qb)]
= 2Γ
(
Re(ηa2Qa),Re(η
b
1Qb)
)
=
2
κ2
Re(ηb1Γ
µ
ba˙η¯
a˙
2 )Pµ
=
2
κ2
Re(η¯b˙1Γ
µ
ab˙
ηa2 )Pµ.
(3.30)
28By contrast, in one dimension (1.47) holds everywhere, that is, off-shell. We can achieve off-shell
supersymmetry for F = R,C by introducing an auxiliary field; see §4.1 and §5.1.
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So on a field f we must verify (see (1.30))
(3.31) [ξˆ1, ξˆ2]f = 2κ
2Re(η¯b˙1Γ
µ
ab˙
ηa2 ) ∂µf.
The check for φ is straightforward:
(3.32) ξˆ1ξˆ2φ = ξˆ1(κψaη
a
2 ) = κ
2∂µφ η¯
b˙
1Γ
µ
ab˙
ηa2 ,
and so
[ξˆ1, ξˆ2]φ = κ
2∂µφ(η¯
b˙
1Γ
µ
ab˙
ηa2 − η¯b˙2Γµab˙η
a
1 )
= 2κ2Re(η¯b˙1Γ
µ
ab˙
ηa2 ) ∂µφ,
(3.33)
as desired. For ψ we must use the equation of motion (3.39), which appears below.
Using (3.10) we write this equation as
(3.34)
∂0ψ1 − ∂1ψ1 = ∂2ψ2 − ∂3ψ2i+ ∂4ψ2j + ∂5ψ2k,
∂0ψ2 + ∂1ψ2 = ∂2ψ1 + ∂3ψ1i− ∂4ψ1j − ∂5ψ1k.
The action of the supersymmetry transformation on ψ is
(3.35) ξˆ1ξˆ2ψa = ξˆ1(κ∂µφ η¯
b˙
2Γ
µ
ab˙
) = κ2∂µψc η
c
1η¯
b˙
2Γ
µ
ab˙
.
So
(3.36) [ξˆ1, ξˆ2]ψa = κ
2∂µψc(η
c
1η¯
b˙
2 − ηc2η¯b˙1)Γµab˙.
Checking explicitly for a = 1, 2 using (3.9) and (3.34) we find the desired result
(3.37) [ξˆ1, ξˆ2]ψa = 2κ
2Re(η¯b˙1Γ
µ
cb˙
ηc2) ∂µψa.
This completes the proof.
We compute the equations of motion and the variational 1-form. Write the
lagrangian (3.21) as L = Lˇ |dnx|. Then
(3.38)
1
A
δLˇ = δφ(−gµν∂µ∂ν φ¯) + (−gµν∂µ∂νφ) δφ¯ + δψa(−Γ˜µb˙a∂µψ¯b˙) + (∂µψa Γ˜µb˙a) δψ¯b˙
+ ∂ν{gµνδφ ∂µφ¯+ gµν∂µφ δφ¯+ 1
2
δψa Γ˜
νb˙a ψ¯b˙ −
1
2
ψa Γ˜
νb˙a δψ¯b˙}.
This leads to the equations of motion
(3.39)
gµν∂µ∂νφ = 0
∂µψaΓ˜
µb˙a = 0
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and the variational 1-form
(3.40)
γ = A(gµνδφ ∂µφ¯+ g
µν∂µφ δφ¯+
1
2
δψa Γ˜
νb˙a ψ¯b˙ −
1
2
ψa Γ˜
νb˙a δψ¯b˙)
∂
∂xν
⊗ |dnx|.
In coordinate-free notation the equations of motion are
(3.41)
∆φ = 0
D/ψ = 0.
The Noether current associated to ξˆ is computed from (3.40) and (3.29) to be
(3.42) ι(ξˆ)γ − (κA
2
ψa Γ˜
µb˙aΓν
cb˙
ηc ∂µφ¯− κA
2
∂µφ η¯
c˙ Γνac˙Γ˜
µb˙a ψ¯b˙ )
∂
∂xν
⊗ |dnx|
= κA(ψa Γ˜
νb˙aΓµ
cb˙
ηc ∂µφ¯− ∂µφ η¯c˙ Γµac˙Γ˜νb˙aψ¯b˙)
∂
∂xν
⊗ |dnx|.
(We use the Clifford identity (3.8) in this computation.) Thus for F = R,C the
supercurrent , which is minus the Noether current for Qa, is
(3.43) ja =
2A
κ
ψb Γ˜
νc˙bΓµac˙ ∂µφ¯
∂
∂xν
⊗ |dnx|, F = R,C.
(Recall the factor κ2/2 in (3.22).) As a check, in the case F = R this reduces in one
dimension with one supersymmetry to (1.57). Other formulas from that section
also check against those here.
§3.3. Nonlinear supersymmetric σ-model
Now consider the supersymmetric σ-model of the previous subsection where we
replace the target X by a curved Riemannian manifold. Then ψ transforms as an
element of the pullback tangent bundle, and it is easy to see that dimX is divisible
by dimF if the linearization is to reduce to the linear σ-model. But more is true:
To write formulas (3.23) we need to be able to multiply tangent vectors in X by
elements of F. Thus we assume that TX is endowed with a left F-structure. Of
course, this is no extra condition for F = R. For F = C,H the F multiplication is
a tensor field on X (which is called an almost complex structure for F = C). Let
T denote the covariant derivative of this tensor. Then X is Ka¨hler (F = C) or
hyperka¨hler (F = H) if and only if T vanishes. The fields in the theory are now
(3.44)
φ ∈ C∞(Mˇn, X)
ψ ∈ C∞(Mˇn,ΠS ⊗F φ∗TX).
The lagrangian (3.19) continues to make sense if we use the Riemannian metric h
on TX as well as the Levi-Civita covariant derivative ∇. But for ∇ to be well-
defined on TX as an F-bundle, we need T to vanish. Therefore, we now assume
that X is Ka¨hler for F = C and that X is hyperka¨hler for F = H. For F = H we
explained above that if {vi} is a basis of TX at some point, then the Riemannian
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metric is represented by a quaternionic matrix (hij ). Using (3.14) we write the
lagrangian (3.21) as
(3.45) L = Re
{
gµν∂µφ
j · hij · ∂ν φ¯i + ψ¯jb˙ · Γ˜
µb˙a · ∇µψia · hij
}
|d6x|.
In (3.57) below we abbreviate the second term as ‘〈ψ¯b˙Γ˜µb˙a∇µψa〉’. In all cases the
lagrangian (3.19) ceases to be supersymmetric if X is not flat. Rather, we have
the following result. Denote the metric h on X as ‘〈·, ·〉’ and let R be the Riemann
curvature tensor.
Theorem 3.46. (i) (F = R) The nonlinear σ-model lagrangian
(3.47) L =
{1
2
|dφ|2 + 1
2
〈ψD/φψ〉+ 1
12
ǫabǫcd〈ψa, φ∗R(ψb, ψc)ψd〉
}
|d3x|
is supersymmetric for any Riemannian manifold X.
(ii) (F = C) The nonlinear σ-model lagrangian
(3.48) L =
{
〈dφ, dφ〉+Re〈ψ¯D/φψ〉 − 1
4
ǫacǫb˙d˙〈ψa, φ∗R(ψc, ψ¯d˙)ψ¯b˙〉
}
|d4x|
is supersymmetric if and only if X is Ka¨hler.
(iii) (F = H) The nonlinear σ-model lagrangian
(3.49)
L =
{ 1
16
h˜αβǫijν
abcd(∂abφ)
αi(∂cdφ)
βj +
1
4
h˜αβν
abcdψαa (φ
∗∇cd)ψβb
− 1
24
νabcdφ∗Ωαβγδψ
α
aψ
β
b ψ
γ
c ψ
δ
d
}
|d6x|.
is supersymmetric if and only if X is hyperka¨hler.
In all cases the Dirac form involves the covariant derivative∇, and so it also depends
on φ. For example, in the case F = R we have
(3.50)
1
2
〈ψD/φψ〉 = 1
2
Γ˜µab〈ψa, (φ∗∇µ)ψb〉.
Note the use of angle brackets on the left hand side to denote the inner product
on TX . The supersymmetry transformation laws are the same as for the linear
case.29 We often omit ‘φ’ and ‘φ∗’ from the notation.
We explain (3.49), where we have switched from the quaternionic notation used
previously to a complex notation. The complexification of the tangent bundle of a
hyperka¨hler manifold X of real dimension 4n can be written
(3.51) TCX ∼= V ⊗W ∗,
where V is a complex vector bundle of complex rank 2n and W ∗ is the dual of
the fixed complex symplectic vector space described at the beginning of §2.1. Fur-
thermore, V carries a pseudoreal (quaternionic) structure J and a skew-symmetric
29Physicists often use a spinor field ψ which is not intrinsic, so have different formulas.
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bilinear form h˜ which encodes the metric. The complexified Riemann curvature
tensor, viewed as a functional on (TCX)
⊗4 ∼= V ⊗4, is a totally symmetric tensor Ω.
Let S be the real spin representation of Spin(1, 5). As described in §2.1, its com-
plexification is S0 ⊗W for a 4-dimensional complex vector space S0. The spinor
field ψ is a real odd section of φ∗V ⊗C S0. Note there is a trace map
(3.52) φ∗(TCX)⊗ SC ∼= (φ∗V ⊗W ∗)⊗ (S0 ⊗W ) −→ φ∗V ⊗ S0
which expresses the quaternionic tensor product in (3.44). (All tensor products
in (3.52) are over C.) The pseudoreal structures on S0 and φ
∗V give a real structure
on φ∗V ⊗S0. Recall that S0 carries a volume form ν. Now fix a local framing of V
(indices α, β, · · · = 1, . . . , 2n), a basis ofW (indices i, j, · · · = 1, 2), and a basis of S0
(indices a, b, · · · = 1, 2, 3, 4). The inner product of two tangent vectors ξ1, ξ2 is
(3.53) 〈ξ1, ξ2〉 = h˜αβǫijξαi1 ξβj2 .
We will find it useful to lift a spinor field ψ to an odd section of φ∗(TCX) ⊗ SC
via (3.52):
(3.54) ψαiaj = ψ
α
a δ
i
j .
Our normalization of the tensor Ω in terms of the Riemann curvature R is
(3.55) R(αi)(βj)(γk)(δℓ) = ǫijǫkℓΩαβγδ.
In this notation the supersymmetry variation of the fields (3.23) is
(3.56)
(ξˆφ)αi = −
√
2ηaiψαa
ξˆψαa =
√
2 ǫijη
bj(∂abφ)
αi
for ηai ∈ C.
Proof of Theorem 3.46. We review the proof of Theorem 3.18 to determine what
changes when X is curved. (In this paragraph only we use quaternionic notation
for the F = H case.) The variation of the lagrangian L has a new contribution
from varying the covariant derivative in the fermion kinetic term, and this cancels
the variation of the curvature term. We do this computation presently, but first we
examine changes in the previous computations. For F = R they are unaltered except
for the substitution of covariant derivatives. But for F = C,H our assumption that
X is Ka¨hler, hyperka¨hler is crucial. For in the “integration by parts” formula (3.26)
there is an extra term from differentiating the F-structure:
(3.57)
ξˆψ(
A
2
〈ψa · Γ˜µb˙a · ∇µψ¯b˙〉) =
κA
2
{〈∂νφ η¯c˙ Γνac˙Γ˜µb˙a∇µψ¯b˙〉 − 〈∂νψa Γ˜µb˙aΓνcb˙ ηc ∂µφ¯〉}
+ ∂ν
{κA
2
〈ψa Γ˜µb˙aΓνcb˙ ηc ∂µφ¯〉
}
− κA
2
{〈ψa Tν Γ˜µb˙aΓνcb˙ ηc ∂µφ¯〉+ 〈ψa Γ˜µb˙aΓνcb˙ ηc Tν ∂µφ¯〉}.
CHAPTER 3. SUPERSYMMETRIC σ-MODELS 45
The subscript on ξˆ indicates that we only vary the fermion; the variation of φ is
computed below in (3.60). We also pick up the conjugate terms in (3.27). Our
assumption on X is that T = 0, so that this extra term does not appear. With
this assumption the verification of the supersymmetry algebra also goes through as
before.
We turn to the variation of the covariant derivative and the curvature term.
Here it is easier to proceed on a case-by-case basis. First, consider F = R so that
X is any Riemannian manifold. Let R denote the Riemann curvature tensor. Fix
a basis {vi} of TX at a point. Then as usual we write
(3.58) Rijkℓ = 〈vi, R(vk, vℓ)vj〉.
The curvature tensor obeys certain symmetries and satisfies the Bianchi identity:
(3.59)
Rijkℓ = −Rjikℓ = −Rijℓk = Rkℓij
Rijkℓ +Rjkiℓ +Rkijℓ = 0.
Now the variation in φ of (3.50) is
ξˆφ
(1
2
Γ˜µab〈ψa, (φ∗∇µ)ψb〉
)
=
1
2
Γ˜µab〈ψa, R(ξˆφ, ∂µφ)ψb〉
=
1
2
Γ˜µabηc〈ψa, R(ψc, ∂µφ)ψb〉
= −1
2
Γ˜µabηcRijkℓψ
i
aψ
j
bψ
k
c (∂µφ)
ℓ.
(3.60)
The last minus sign comes from commuting ψb and ψc. We claim that this cancels
against the variation in ψ of the curvature term in the lagrangian (3.47). That
variation is
ξˆψ
( 1
12
ǫabǫcdRijkℓψ
i
aψ
j
dψ
k
bψ
ℓ
c
)
=
1
12
ǫabǫcdRijkℓη
e
[
Γµae(∂µφ)
iψjdψ
k
bψ
ℓ
c − Γµdeψia(∂µφ)jψkbψℓc
+ Γµbeψ
i
aψ
j
d(∂µφ)
kψℓc − Γµceψiaψjdψkb (∂µφ)ℓ
]
=
1
12
ηeΓµae
[
ǫabǫcdRijkℓ − ǫdbǫcaRjikℓ + ǫdaǫcbRjkiℓ − ǫdcǫabRjkℓi
]
(∂µφ)
iψjdψ
k
bψ
ℓ
c
=
1
12
ηeΓµaeǫ
abǫcd
[
Rijkℓ +Rijkℓ +Rkjiℓ +Rkjiℓ
]
(∂µφ)
iψjdψ
k
bψ
ℓ
c
=
1
6
ηeΓµaeǫ
abǫcd(Rijkℓ +Rkjiℓ)(∂µφ)
iψjdψ
k
bψ
ℓ
c
=
1
6
Γµaeǫ
ab(−ηdǫec − ηcǫde)(Rijkℓ +Rkjiℓ)(∂µφ)iψjdψkbψℓc
=
1
6
(−Γ˜µbcηd + Γ˜µbdηc)(Rijkℓ +Rkjiℓ)(∂µφ)iψjdψkbψℓc
=
1
3
Γ˜µbdηc(Rijkℓ +Rkjiℓ)(∂µφ)
iψjdψ
k
bψ
ℓ
c.
(3.61)
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In the third to last step we use the fact that F2 is two-dimensional, so that the
cyclic sum ηeǫcd + ηdǫec + ηcǫde vanishes. To compare (3.61) to (3.60) we need to
move around indices:
(3.62) ξˆψ
( 1
12
ǫabǫcdRijkℓψ
i
aψ
j
dψ
k
bψ
ℓ
c
)
=
1
3
Γ˜µabηc(Rℓijk +Rijkℓ)ψ
i
aψ
j
bψ
k
c (∂µφ)
ℓ.
Using the Bianchi identity (3.59) and other symmetries we find
Γ˜µabηcRℓijkψ
i
aψ
j
bψ
k
c (∂µφ)
ℓ = −Γ˜µabηc(Rijℓk +Rjℓik)ψiaψjbψkc (∂µφ)ℓ
= Γ˜µabηc(Rijkℓ +Riℓjk)ψ
i
aψ
j
bψ
k
c (∂µφ)
ℓ
(3.63)
from which
(3.64) Γ˜µabηcRℓijkψ
i
aψ
j
bψ
k
c (∂µφ)
ℓ =
1
2
Γ˜µabηcRijkℓψ
i
aψ
j
bψ
k
c (∂µφ)
ℓ.
Substituting into (3.62) we find
(3.65) ξˆψ
( 1
12
ǫabǫcdRijkℓψ
i
aψ
j
dψ
k
bψ
ℓ
c
)
=
1
2
Γ˜µabηcRijkℓψ
i
aψ
j
bψ
k
c (∂µφ)
ℓ
which cancels (3.60).
To complete the verification that (3.47) is supersymmetric, we check that the
variation in φ of the curvature term vanishes:
(3.66) ξˆφ
(
ǫabǫcd〈ψa, R(ψb, ψc)ψd〉
)
= ǫabǫcdηe〈ψa, (∇ψeR)(ψb, ψc)ψd〉.
Now the symmetries of R and the (second) Bianchi identity imply that the ex-
pression 〈ψa, (∇ψeR)(ψb, ψc)ψd〉 is symmetric in a, d and in b, c, e. In addition, it
is symmetric under the interchange a, d ↔ b, c. Altogether this implies that it is
totally symmetric in a, b, c, d, e, whence (3.66) vanishes. This completes the proof
for F = R.
Next, consider F = C. Thus X is Ka¨hler and we work with the complexified
tangent bundle as usual. We consider ψa to be a complex vector of type (1, 0). The
Riemann curvature tensor is of type (1, 1). If {vi} is a basis of type (1, 0) vectors
at a point of X , we write
(3.67) Rij¯kℓ¯ = 〈vi, R(vk, vℓ)vj〉.
Then the symmetries of the curvature tensor are
(3.68) Rij¯kℓ¯ = Rkj¯iℓ¯ = Riℓ¯kj¯ = −Rj¯ikℓ¯ = −Rij¯ℓ¯k.
Now the variation in φ of the fermion kinetic term in (3.48) is
ξˆφ
(1
2
〈ψD/ψ〉 − 1
2
〈(D/ψ¯)ψ〉)
=
1
2
Γ˜µab˙〈ψ¯b˙, R(ξˆφ, ∂µφ)ψa〉 −
1
2
Γ˜µab˙〈R(ξˆφ, ∂µφ)ψ¯b˙, ψa〉
= Γ˜µab˙〈ψa, R(ξˆφ, ∂µφ)ψ¯b˙〉
= −κΓ˜µab˙Rij¯kℓ¯ψiaψ¯j¯b˙
[
ηeψke (∂µφ¯)
ℓ¯ − η¯e˙(∂µφ)kψ¯ℓ¯e˙
]
,
(3.69)
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where κ =
√
2. We claim this cancels against the variation in ψ of the curvature
term in the lagrangian (3.48). That variation is
ξˆψ
(−1
4
ǫacǫb˙d˙Rij¯kℓ¯ψ
i
aψ¯
j¯
b˙
ψkc ψ¯
ℓ¯
d˙
)
= −1
4
κǫacǫb˙d˙Rij¯kℓ¯η¯
e˙[Γµae˙(∂µφ)
iψ¯j¯
b˙
ψkc ψ¯
ℓ¯
d˙
+ Γµce˙ψ
i
aψ¯
j¯
b˙
(∂µφ)
kψ¯ℓ¯
d˙
]
+
1
4
κǫacǫb˙d˙Rij¯kℓ¯η
e[Γµ
eb˙
ψia(∂µφ¯)
j¯ψkc ψ¯
ℓ¯
d˙
+ Γµ
ed˙
ψiaψ¯
j¯
b˙
ψkc (∂µφ¯)
ℓ¯]
= −1
2
κΓµae˙ǫ
acǫb˙d˙η¯e˙Rij¯kℓ¯(∂µφ)
iψ¯j¯
b˙
ψkc ψ¯
ℓ¯
d˙
+
1
2
κΓµ
eb˙
ǫacǫb˙d˙η¯e˙Rij¯kℓ¯ψ
i
a(∂µφ¯)
j¯ψkc ψ¯
ℓ¯
d˙
= −1
2
κRij¯kℓ¯
[
−Γµae˙ǫac(−ǫd˙e˙η¯b˙ − ǫe˙b˙η¯d˙)(∂µφ)iψ¯j¯b˙
+Γµ
eb˙
(−ǫcdηa − ǫeaηc)ǫb˙d˙ψia(∂µφ¯)j¯
]
ψkc ψ¯
ℓ¯
d˙
= −1
2
κRij¯kℓ¯
[
(−Γ˜µcd˙η¯b˙ + Γ˜µcb˙η¯d˙)(∂µφ)iψ¯j¯b˙
+ (Γ˜µcd˙ηa − Γ˜µad˙ηc)ψia(∂µφ¯)j¯
]
ψkc ψ¯
ℓ¯
d˙
= −κΓ˜µcd˙Rij¯kℓ¯
[
ηeψie(∂µφ¯)
j¯ − η¯e˙(∂µφ)ψ¯j¯e˙
]
ψkc ψ¯
ℓ¯
d˙
= κΓ˜µab˙Rij¯kℓ¯ψ
i
aψ¯
j¯
b˙
[
ηeψke (∂µφ¯)
ℓ¯ − η¯e˙(∂µφ)kψ¯ℓ¯e˙
]
.
(3.70)
This cancels (3.69) as claimed.
To complete the proof that (3.48) is supersymmetric, we verify that the varia-
tion in φ of the curvature term vanishes:
(3.71) ξˆφ
(
ǫacǫb˙d˙〈ψa, R(ψc, ψ¯d˙)ψ¯b˙〉
)
= κǫacǫb˙d˙ηe〈ψa, (∇ψeR)(ψc, ψ¯d˙)ψ¯b˙〉
− κǫacǫb˙d˙η¯edd〈ψa, (∇ψ¯e˙R)(ψc, ψ¯d˙)ψ¯b˙〉.
The Bianchi identity implies that the factor 〈ψa, (∇ψeR)(ψc, ψ¯d˙)ψ¯b˙〉 in the first term
is symmetric in e, c. Combining with (3.68) we see that it is symmetric in a, e, c.
Hence the first term vanishes. The argument for the second term is similar.
Finally, consider F = H. The variation in φ of the fermion kinetic term in (3.49)
is
ξˆφ
(1
4
h˜αβν
abcdψαa∇cdψβb
)
= ξˆφ
(1
8
νabcdǫij〈ψai,∇cdψbj〉
)
=
1
8
νabcdǫij〈ψai, R(ξˆφ, ∂cdφ)ψbj〉
=
1
8
νabcdǫijR(αi′)(βj′)(γk)(δℓ)ψ
αi′
ai ψ
βj′
bj (ξˆφ)
γk(∂cdφ)
δℓ
=
κ
4
νabcdǫkℓΩαβγδη
ekψαaψ
β
b ψ
γ
e (∂cdφ)
δℓ,
(3.72)
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where κ =
√
2. This cancels against the variation in ψ of the curvature term
in (3.49), which is
ξˆψ
(− 1
24
νabcdΩαβγδψ
α
aψ
β
b ψ
γ
c ψ
δ
d
)
=
κ
24
νabcdΩαβγδǫijη
ej
[
(∂aeφ)
αiψβb ψ
γ
c ψ
δ
d − ψαa (∂beφ)βiψγc ψδd
+ ψαaψ
β
b (∂ceφ)
γiψδd − ψαaψβb ψγc (∂deφ)δi
]
= −κ
6
ǫijΩαβγδν
abcdηejψβb ψ
γ
cψ
δ
d(∂aeφ)
αi.
(3.73)
Now we use the fact that dimS0 = 4, so that the cyclic sum in a, b, c, d, e of ν
abcdηej
vanishes. After relabeling some indices we conclude that (3.73) simplifies to
(3.74)
κ
4
νabcdǫkℓΩαβγδη
ekψαaψ
β
b ψ
γ
e (∂cdφ)
δℓ,
which cancels (3.72).
As in the previous cases, we complete the proof by showing that the variation
in φ of the curvature term vanishes. That variation is a multiple of
(3.75) ξˆφ
(
νabcdΩ(ψa, ψb, ψc, ψd)
)
= −νabcdηei(∇ψeiΩ)(ψa, ψb, ψc, ψd).
Now the Bianchi identity and the symmetry of Ω imply that (∇ψeiΩ)(ψa, ψb, ψc, ψd) is
totally skew in a, b, c, d, e. Since the skew-symmetrization of νabcdηei vanishes
(dimS0 = 4), the entire expression (3.75) vanishes.
In the nonlinear model the formulas (3.40) and (3.43) for the variational 1-
form and the supercurrent are replaced by the covariant versions; that is, we use
covariant derivatives in place of ordinary derivatives. We do not bother recording
them here; see Theorem 6.33. The equations of motion (3.41) are affected in a more
drastic way—the right hand sides are nonzero expressions in the curvature and its
covariant derivative. They vanish if we set ψ = 0. (In fact, the terms are quadratic,
cubic, and quartic in ψ.) The interested reader can work out the precise formulas,
some of which appear in §4 and §5.
§3.4. Supersymmetric potential terms
To the bosonic σ-model lagrangian (3.15) with target X we can add a potential
term. Let
(3.76) V : X −→ R
be a real-valued function, called the potential energy. We assume that V is bounded
below. Then the bosonic lagrangian with potential is
(3.77) L =
{1
2
|dφ|2 − φ∗V
}
|dnx|.
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The moduli space of classical vacua for this theory—that is, the space of static field
configurations of minimal energy—is
(3.78) Mvac = V −1(0)
if we assume that the minimum value of V occurs at 0.
Now we consider supersymmetric extensions of (3.77). One basic principle,
which follows from the supersymmetry algebra, is that in a supersymmetric theory
the potential energy is nonnegative. That is manifest in our formulas below. Our
starting point is the nonlinear σ-models developed in the previous section.
We will not carry out a detailed analysis in components, but rather content
ourselves with pointing out a few elementary features. First, note that the variation
of the potential term is, using (3.23),
(3.79) ξˆ(φ∗V ) = −κηaφ∗(dV (ψa)).
Thus there must be an additional term in the lagrangian to cancel this. Power
counting—that is, weighting the boson 0, the fermion 1/2, and a spacetime deriva-
tive 1—shows that in addition we must change the supersymmetry transformation
law (3.23) for the fermion. The form of the new transformation is
(3.80) ξˆψa = κΓ
µ
ab˙
η¯b˙ ∂µφ+ κǫabη
bφ∗Fa
for some vector fields Fa on X , and the additional term in the lagrangian takes the
form
(3.81) φ∗Aab(ψa, ψb)
for some bilinear forms Aab on X . Imposing the condition that the lagrangian be
supersymmetric gives relations among V,Aab, Fa. In fact, one can analyze those
conditions in the dimensional reduction of the models to one spacetime dimension.
Such an analysis leads to the form of the lagrangians in the following result.
Theorem 3.82. (i) (F = R) Let X be a Riemannian manifold and h : X → R a
real function. Then the lagrangian
(3.83)
L =
{1
2
|dφ|2 + 1
2
〈ψD/φψ〉+ 1
12
ǫabǫcd〈ψa, φ∗R(ψb, ψc)ψd〉
− 1
2
φ∗| gradh|2 − 1
2
ǫabφ∗(Hessh)(ψa, ψb)
}
|d3x|.
is supersymmetric. The supersymmetry transformation law is
(3.84)
ξˆφ = −ηa ψa
ξˆψa = Γ
µ
ab η
b ∂µφ+ ǫabη
bφ∗ gradh
(ii) (F = C) Let X be a Ka¨hler manifold and W : X → R a holomorphic function.
Then the lagrangian
(3.85)
L =
{
〈dφ¯, dφ〉 + 1
2
〈ψ¯D/φψ〉 − 1
2
〈(D/φψ¯)ψ〉 − 1
4
ǫacǫb˙d˙〈ψa, φ∗R(ψc, ψ¯d˙)ψ¯b˙〉
− φ∗‖ gradW‖2 − Re[ǫabφ∗(HessW )(ψa, ψb)]} |d4x|.
50 P. DELIGNE, D. FREED, SUPERSOLUTIONS
is supersymmetric. The supersymmetry transformation law is
(3.86)
ξˆφ = −
√
2 ηa ψa
ξˆψa =
√
2Γµ
ab˙
η¯b˙ ∂µφ+
√
2 ǫabη
bφ∗ gradW
Here Hess h is the covariant hessian
(3.87) Hessh = ∇dh,
which is a symmetric bilinear form. Similarly,
(3.88) HessW = ∇∂W.
The double bars denote the hermitian norm:
(3.89) ‖ gradW‖2 = 〈gradW, gradW 〉.
For F = R the potential energy is
(3.90) VR =
1
2
| gradh|2;
for F = C it is
(3.91) VC = ‖ gradW‖2.
In both cases it is nonnegative. The function W is called the superpotential . The
moduli space of classical vacua is
(3.92) MRvac = Crit(h)
for F = R and
(3.93) MCvac = Crit(W )
for F = C. Here ‘Crit’ denotes the set of critical points.
We defer the proof of Theorem 3.82 to §4 and §5, where we give a manifestly
supersymmetric version in superspace. There we also derive the supercurrent for
the model with potential.
For the F = H case there is no way to add a potential energy term and pre-
serve supersymmetry. Presumably this follows in a straightforward way from the
component analysis indicated above. On the other hand, the dimensional reduction
of this 6-dimensional theory to 4 dimensions (and below) permits a supersymmet-
ric potential energy term—the bosonic potential energy V is the norm square of a
vector field on X which preserves the hyperka¨hler structure.
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§3.5. Superspace construction
Consider a superspace Mn|s in any dimension built out of any real spin represen-
tation, and let X be any Riemannian manifold. Introduce a scalar superfield
(3.94) Φ: Mn|s −→ X.
Let i : Mˇn →֒Mn|s be the inclusion. There are component fields
(3.95)
φ = i∗Φ
ψa = i
∗DaΦ
of the type we need, but in general higher derivatives of Φ lead to more components.
It is tempting to write a lagrangian
(3.96) L = Lˇ |dnx|
of the form Lˇ = i∗S for some function S on superspace. We need 4 fermionic
derivatives in superspace to have 2 spacetime derivatives on the scalar φ, and the
natural invariant expression is
(3.97) Lˇ = i∗
{
kgµνΓ˜
µacΓ˜νbdDaDb〈DcΦ, DdΦ〉
}
,
where k is a constant. In fact, the term
(3.98) Lˇ = i∗
{
−kgµνΓ˜µacΓ˜νbd〈DaDcΦ, DbDdΦ〉
}
contains a multiple of the bosonic lagrangian (3.15), and this fixes the constant k.
It is not hard to see that we also obtain the kinetic term for the fermion ψ. In
addition—if there are at least 2 supersymmetries—we find terms with no derivatives
built out of auxiliary fields, which are restrictions to Mˇn of second derivatives
of Φ. But in general this construction fails to give a supersymmetric lagrangian:
there are too many component fields. We can eliminate some of them from the
supersymmetry transformation laws derived from (1.29), but there is no guarantee
that (3.97) is supersymmetric, nor that the supersymmetry algebra closes on-shell.
In fact, this construction does work for s = 1 supersymmetry (1.52) and s =
2 supersymmetries (§4). For s = 1 there are no auxiliary fields; for s = 2 there is
an auxiliary real scalar field. For s = 4 supersymmetries (§5) the superspace model
presented here works if we impose a constraint on Φ which eliminates many of the
component fields. There is then a single auxiliary complex scalar field. In all of
these cases we express (3.97) in a form which is manifestly supersymmetric.
§3.6. Dimensional reduction
In a standard way we can reduce a theory on Mˇn to a theory on Mˇm for m < n by
considering fields on Mˇn invariant under an (n −m)-dimensional space of spatial
translations. The scalar field φ reduces to a scalar field on Mˇm, and the spinor
field ψ reduces to (nonchiral) spinor fields on Mˇm. (A single spinor field on Mˇn gives
possibly many spinor fields on Mˇm. For example, the 8-component chiral spinor
field in the 6-dimensional F = H model reduces to 4 right handed and 4 left handed
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spinor fields in Mˇ2.) The reduced model has the same number of supersymmetries
as the original.
In particular, we can relate the three supersymmetric σ-models considered here.
For example, the dimensional reduction of the linear F = C model to 3 dimensions
gives two copies of the F = R model. Similarly, the dimensional reduction of
the nonlinear F = C model with target a Ka¨hler manifold X gives the nonlinear
F = R model with target the underlying real manifold. In this case the fermion ψˆ of
the 3-dimensional model is defined in terms of the fermion ψ of the 4-dimensional
model by
(3.99) ψˆ =
ψ + ψ¯√
2
.
Then the lagrangian (3.48) reduces to twice the lagrangian (3.47). For example,
if we plug (3.99) into the curvature term in (3.47) we have 6 nonzero terms with
a factor of 1/48 in front, and twice 6 · 1/48 is 1/4. The sign also works. The
dimensional reduction of the potential term (3.85) in the F = C model gives the
potential term (3.83) with
(3.100) h = ReW.
To dimensionally reduce the F = H model to 4 dimensions, we must fix a
Ka¨hler structure on the hyperka¨hler target manifold X . In fact, there is a 2-
sphere of such Ka¨hler structures parametrized by the unit imaginary quaternions
acting on the vector space W ∗ (cf. (3.51)). We choose the basis {e1, e2} of W so
that V ⊗ C e1 is the bundle of type (1, 0) tangent vectors to X and V ⊗ C e2 the
bundle of type (0, 1) tangent vectors to X . As for the spinor fields, recall from §2.2
that under dimensional reduction we identify S0 ∼= S′ ⊕ S′′, where S′ ⊕ S′′ is
the complexified spinor representation of Spin(1, 3). Thus the spinor fields of the
dimensionally reduced theory transform in (S′ ⊕ S′′) ⊗ φ∗V . In indices, if ξˆαi is a
complex tangent vector to X , then we define
(3.101) ξα = ξˆα1, ξ¯α¯ = ξˆα2.
Note ξ is real if ξ¯α¯ is the complex conjugate of ξα. If ψˆαa is a spinor field on Mˇ
6,
we define a spinor field ψ on Mˇ4 by
(3.102)
ψα1 = ψˆ
α
1 , ψ¯
α¯
1˙
= J α¯β ψˆ
β
3 ,
ψα2 = ψˆ
α
2 , ψ¯
α¯
2˙
= J α¯β ψˆ
β
4 ,
where J is the pseudoreal structure on V . The reality condition on ψ is that ψ¯α¯a˙ is
the complex conjugate of ψαa . Armed with these formulas, together with (2.99)
and (3.55), we dimensionally reduce (3.49) to Mˇ4, i.e., we evaluate (3.49) on
fields φ, ψ which satisfy ∂12φ = ∂12ψ = 0. A bit of computation shows that we
recover (3.48).
CHAPTER 4
The Supersymmetric σ-Model in Dimension 3
In this section we discuss the σ-model with 2 supersymmetries. We already
described it in components in Chapter 3. Here we give a manifestly supersymmet-
ric treatment in superspace. We begin in §4.1 by deriving the component fields
and supersymmetry transformation laws, following the general principles laid out
in §1.2. Then in §4.2 we state the superspace lagrangian and derive the component
lagrangian. We recover the lagrangian of Theorem 3.46(i) except with the addition
of an auxiliary field. One virtue of the auxiliary field is that now the bracketing
relations among the supersymmetry transformations (4.14) are precisely those of
the super Poincare´ algebra; without the auxiliary field we need to impose the equa-
tions of motion to get the correct algebra. In §4.3 we prove Theorem 3.82(i), which
describes the supersymmetric potential term. We carry out the analysis of the
classical theory in §4.4—we compute the variational 1-form, equations of motion,
symplectic structure, supercurrent—directly in superspace and from that rederive
the component expressions obtained in Chapter 3. We conclude in §4.5 by briefly
considering the dimensional reduction to 2 dimensions, where the Poisson brackets
of the supercharges leads to a central extension of the super Poincare´ algebra.
§4.1. Fields and supersymmetry transformations on M3|2
Linear Case. We begin with a real scalar superfield
(4.1) Φ: M3|2 −→ R.
Define the component fields as
(4.2)
φ = i∗Φ
ψa = i
∗DaΦ
F = i∗(−D2)Φ.
So φ is a real function on Minkowski space Mˇ3, the field ψ = ψaf
a is a spinor field
on Mˇ3, and F is again a real function on Mˇ3. Note that φ and F are even whereas
ψ is odd . We will see that the field F only enters algebraically, and its equations
of motion are algebraic. Such a field is termed auxiliary since we can solve for
it algebraically in terms of the other fields. The collection of component fields is
termed a multiplet , so here (φ, ψ, F ) is a real scalar multiplet .
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Let ξˆ be the vector field on the space F(φ,ψ,F ) of component fields induced by the
supersymmetry transformation ηaQa, where η
a are odd parameters. We compute
the action of ξˆ on component fields using (1.29). For the lowest component φ this
is straightforward:
(4.3) ξˆφ = −ηai∗DaΦ = −ηaψa.
For the action on ψa we use (2.42):
ξˆψa = −ηbi∗DbDaΦ
= ηbi∗(∂ab − ǫbaD2)Φ
= ηb∂abφ− ǫabηbF.
(4.4)
To compute the action on F we use (2.43):
ξˆF = −ηai∗Da(−D2)Φ
= −ηaǫbci∗∂abDcΦ
= −ηaǫbc∂abψc
= ηa(D/ψ)a.
(4.5)
The reader should check the supersymmetry algebra (1.30) and should also com-
pare (4.3) and (4.4) to (3.23).
Nonlinear Case. For the nonlinear σ-model into a Riemannian manifold X the
superfield is a map
(4.6) Φ: M3|2 −→ X.
The components are defined by the (covariant) extensions of (4.2) using the Levi-
Civita covariant derivative:
(4.7)
φ = i∗Φ
ψa = i
∗DaΦ
F = i∗(−D2)Φ.
Now φ : Mˇ3 → X is a map into the target manifold, i.e., the field of the underlying
bosonic σ-model. Then ψ = ψaf
a is a spinor field on Mˇ3 with values in φ∗TX ,
i.e., ψ : Mˇ3 → ΠS ⊗ φ∗TX . (Recall that ‘Π’ denotes parity reversal.) For ped-
agogical purposes we use the symbol ‘Da’ to denote the covariant derivative of a
section of φ∗TX in the direction Da and ‘∇ab’ for the covariant derivative in the
direction ∂ab. Then D2 = 12ǫabDaDb, and F is a scalar with values in φ∗TX , i.e., a
section of φ∗TX on Mˇ3.
To compute with the nonlinear superfield Φ it is useful to recall that
(4.8) DaDbΦ = DbDaΦ,
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since the Levi-Civita connection is torsionfree. Also,
(4.9) R(Da, Db) = DaDb +DbDa + 2∇ab on Φ∗TX
by the definition of the curvature R of Φ∗TX and the sign rule. One must also be
careful with the sign rule when applying the Bianchi identity.
Now the analogs of equations (2.43) for covariant derivatives are easily derived:
DaD2Φ = −ǫbc
(∇ab − 13R(DaΦ, DbΦ))DcΦ,(4.10)
D2DaΦ = ǫbc
(∇ab − 16R(DaΦ, DbΦ))DcΦ.(4.11)
To illustrate the computations, we derive (4.11) for a = 1:
2D2D1Φ = D1D2D1Φ−D2D1D1Φ
=
[
R(D1Φ, D2Φ)D1Φ−D2D1D1Φ− 2∇12D1Φ
]
+D2∂11Φ
= 2D2∂11Φ− 2∇12D1Φ+R(D1Φ, D2Φ)D1Φ
= 2∇11D2Φ− 2∇12D1Φ+R(D1Φ, D2Φ)D1Φ.
(4.12)
At the last stage, and also when we compare (4.12) with (4.11), we use the Bianchi
identity R(D1Φ, D1Φ)D2Φ = −2R(D1Φ, D2Φ)D1Φ.
Using (4.10) and (4.11) it is a routine matter to derive the transformation laws
for the fields in the nonlinear case. In fact, the only change comes in (4.5):
ξˆF = −ηai∗Da(−D2)Φ
= −ηaǫbci∗(∇ab − 13R(DaΦ, DbΦ))DcΦ
= −ηaǫbc(∇ab − 13R(ψa, ψb))ψc
= ηa
[
(D/ψ)a +
1
3
ǫbcR(ψa, ψb)ψc
]
.
(4.13)
For convenience we collect the transformation formulas for the component
fields:
(4.14)
ξˆφ = −ηaψa
ξˆψa = η
b(∂abφ− ǫabF )
ξˆF = ηa
[
(D/ψ)a +
1
3
ǫbcR(ψa, ψb)ψc
]
.
These formulas have easy reductions to M2|2. As mentioned after (2.106) we
simply set ∂12 = ∇12 = 0 and relabel indices as 1=+ and 2=−:
(4.15)
ξˆφ = −η+ψ+ − η−ψ−
ξˆψ+ = η
+∂+φ− η−F
ξˆψ− = η
−∂−φ+ η
+F
ξˆF = −η+∇+ψ− + η−∇−ψ+ − η+R(ψ+, ψ−)ψ+ + η−R(ψ−, ψ+)ψ−.
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§4.2. The σ-model action on M3|2
Since the computations in the nonlinear case are no more difficult than in the linear
case, we proceed directly to it. So our superfield (4.6) is a map Φ: M3|2 → X into
a Riemannian manifold X . The lagrangian density on M3|2 is
(4.16) L0 = |d3x| d2θ 1
4
ǫab〈DaΦ, DbΦ〉,
where 〈·, ·〉 is the metric on X pulled back to a metric on Φ∗TX . Our goal is
to derive the component lagrangian as defined in (1.33). Recall that in this case
we use integration over the θ variables, expressed as differentiation in (2.40). The
resulting lagrangian function on Minkowski space is
(4.17) Lˇ0 =
∫
d2θ
1
4
ǫab〈DaΦ, DbΦ〉.
We carry out the integration using (2.40), at intermediate stages using (4.11)
and the covariant analog of (2.42), and finally using the definition of the component
fields (4.7) and formulas (2.26), (2.28) to restrict to Minkowski space:
4Lˇ0 = −ǫabi∗D2〈DaΦ, DbΦ〉
= i∗
{−2ǫab〈DaΦ,D2DbΦ〉+ ǫabǫcd〈DcDaΦ,DdDbΦ〉}
= i∗
{
−2ǫabǫcd〈DaΦ,∇bcDdΦ〉+ 1
3
ǫabǫcd〈DaΦ, R(DbΦ, DcΦ)DdΦ〉
+ ǫabǫcd〈∂caΦ− ǫcaD2Φ , ∂dbΦ− ǫdbD2Φ〉
}
= 2〈ψD/ψ〉+ 1
3
ǫabǫcd〈ψa, R(ψb, ψc)ψd〉+ 2|dφ|2 + 2|F |2.
(4.18)
Of course, here the Dirac form (2.28) is defined with a covariant derivative. So the
final formula is30
(4.19) Lˇ0 =
1
2
|dφ|2 + 1
2
〈ψD/φψ〉+ 1
12
ǫabǫcd〈ψa, φ∗R(ψb, ψc)ψd〉+ 1
2
|F |2.
The resulting equations of motion imply that F = 0. Putting F = 0 in (4.19) we
recover (3.47).
§4.3. The potential term on M3|2
Let h : X → R be a real-valued function on X , and set
(4.20) L1 = |d3x| d2θ Φ∗(h).
30We put ‘φ’ and ‘φ∗’ into the notation to remind ourselves that these terms contribute to the
equation of motion for φ.
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The expansion in components is
Lˇ1 = −1
2
i∗ǫabDaDbΦ
∗(h)
= −1
2
i∗ǫabDa
(
ι(DbΦ)dh
)
= −1
2
i∗ǫab
(
ι(DaDbΦ)dh− ι(DbΦ)DaΦ∗dh
)
= ι(F )φ∗dh− 1
2
ǫabφ∗(Hess h)(ψa, ψb).
(4.21)
In this expression Hessh = ∇dh is the covariant hessian of h, a symmetric tensor
on X . We include ‘φ∗’ in our equations to make clear the dependence of φ. In
the total lagrangian function Lˇ0 + Lˇ1 the field F still enters algebraically, and its
equation of motion is
(4.22) F = −φ∗ gradh.
Substituting into the lagrangian we obtain
(4.23)
Lˇ0 + Lˇ1 ∼ 1
2
|dφ|2 + 1
2
〈ψD/φψ〉+ 1
12
ǫabǫcd〈ψa, φ∗R(ψb, ψc)ψd〉
− 1
2
φ∗| gradh|2 − 1
2
ǫabφ∗(Hess h)(ψa, ψb).
The ‘∼’ indicates that we have eliminated auxiliary fields. This is precisely the
lagrangian (3.83), and since the superspace model is manifestly supersymmetric we
have proved Theorem 3.82(i). The potential energy for the bosons is
(4.24) V =
1
2
| gradh|2.
It is nonnegative, as we expect in general for a supersymmetric lagrangian. The
bilinear form in ψ is a mass term for the fermions, which we abbreviate as
(4.25) φ∗(Hess h)(ψ, ψ).
A vacuum solution of a classical field theory on Minkowski space is a field
configuration with all fermions set to zero and all scalar fields set to constants
which minimize the energy. (If there are gauge fields, then they are chosen to be
trivial.) For Lˇ0 + Lˇ1 this means that ψ ≡ 0 and φ is a constant which is a critical
point of (4.24). Now
(4.26) dV = 〈gradh,∇ gradh〉.
This certainly vanishes at critical points of h. At such points the potential en-
ergy vanishes and supersymmetry is unbroken. This means that the solution is
annihilated by the supersymmetry transformation (4.14). For any vacuum solution
(4.14) simplifies to (using (4.22))
(4.27)
ξˆφ = 0
ξˆψa = η
bǫabφ
∗ gradh,
and clearly ξˆψ = 0 only at a critical point of h. Thus at critical points of V which
are not critical points of h, supersymmetry is broken. At such a point gradh is in
the kernel of the mass form (4.25) for the fermions. In other words, at such a point
there is a massless fermion, the so-called Goldstone fermion.
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§4.4. Analysis of the classical theory
We first compute the variation of the lagrangian density L0+L1 under an arbitrary
even variation δΦ of the superfield Φ. One should interpret L0 + L1 as living
on FΦ ×M3|2, where FΦ is the supermanifold of superfields Φ. Then ‘δ’ is the
component of the differential along FΦ. We have
(4.28) δ(L0 + L1) = |d3x| d2θ
{1
2
ǫab〈δ∇DaΦ, DbΦ〉+ ι(δΦ)dh
}
,
where δ∇ is the extension of the differential δ using the covariant derivative. The
first term in braces in (4.28) is
|d3x| d2θ 1
2
ǫab〈δ∇DaΦ, DbΦ〉
= |d3x| d2θ 1
2
ǫab〈DaδΦ, DbΦ〉
= |d3x| d2θ 1
2
ǫab
{
Da〈δΦ, DbΦ〉 − 〈δΦ,DaDbΦ〉
}
= d
{
ι(Da)
(|d3x| d2θ 1
2
ǫab〈DbΦ, δΦ〉
)}− |d3x| d2θ 〈δΦ,D2Φ〉.
(4.29)
At the last stage we use the fact that the canonical density |d3x| d2θ is invariant
under Da and we use the Cartan formula for the Lie derivative. So altogether
(4.30)
δ(L0 + L1) = d
{
ι(Da)
(|d3x| d2θ 1
2
ǫab〈DbΦ, δΦ〉
)}
− |d3x| d2θ 〈δΦ , D2Φ− Φ∗ gradh〉.
From this we read off the equation of motion in superspace
(4.31) D2Φ = Φ∗ gradh
and the variational 1-form
(4.32) γ = −ι(Da)|d3x| d2θ 1
2
ǫab〈DbΦ, δΦ〉.
The appellation ‘1-form’ refers to the fact that γ is a 1-form on the space FΦ of
superfields. With respect to M3|2 it is an integral density of degree −1, written
here as a Berezinian contracted with a vector field, i.e., γ ∈ Ω1,|−1|(FΦ ×M3|2).
The differential δγ is ω ∈ Ω2,|−1|(FΦ ×M3|2):
(4.33) ω = ι(Da)|d3x| d2θ 1
2
ǫab〈DbδΦ ∧ δΦ〉.
The 2-form ω is a local version of the symplectic form on the space of classical
solutionsM⊂ FΦ; the global symplectic 2-form onM is obtained by integrating ω
over a spacelike hypersurface of codimension 1|0 in M3|2.
This completes the analysis in superspace. Now we expand in components.
We begin with the equation of motion (4.31). Restricting to Minkowski space, we
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simply recover the equation of motion (4.22) for F . The equation of motion for ψ
is found by applying i∗Da to (4.31) and using (4.10):
(4.34) (D/φψ)a = −ǫbc φ∗∇abψc = −
1
3
ǫbcφ∗R(ψa, ψb)ψc + φ
∗(∇ gradh)(ψa).
The equation of motion for φ is a complicated expression which schematically is
(4.35) φ = −1
2
φ∗ grad |dh|2 +Q(2)φ (ψ) +R(2)φ (ψ)dφ +Q(4)φ (ψ),
where ‘’ is the covariant wave operator
(4.36)  = ∇11∂22 −∇12∂12
and Q
(2)
φ , R
(2)
φ , and Q
(4)
φ are forms in ψ whose coefficients are made from the
pullback of derivatives of h and derivatives of the curvature R. The precise formula
is not of interest to us here. The bosonic classical equation for φ, obtained by
setting the fermion ψ = 0, is
(4.37) φ = −φ∗ gradV,
where V is the potential energy (4.24). Newton’s law at last!
Next we compute γˇ, ωˇ which are obtained from γ, ω by integrating out the θ’s.
Recall from (2.16) that Da = ∂a − θc∂ac. Now in (4.32) the term with ι(∂a) drops
out after
∫
d2θ, so
γˇ = ι(∂ac) |d3x|
∫
d2θ
1
2
ǫabθc〈DbΦ, δΦ〉
= −ι(∂ac) |d3x|
{1
4
ǫabǫdei∗DdDeθ
c〈DbΦ, δΦ〉
}
= −ι(∂ac) |d3x|
{
−1
2
ǫabǫcdi∗
[〈DdDbΦ, δΦ〉 − 〈DdΦ, δDbΦ〉]}
= −ι(∂ac) |d3x|
{1
2
ǫabǫcd
[〈∂dbφ, δφ〉+ ǫdb〈F, δφ〉 + 〈ψb, δψd〉]}.
(4.38)
Note that ‘δψd’ is a covariant derivative of ψd. Simplifying further we obtain
(4.39)
γˇ = −ι(∂cd) |d3x|
{1
2
ǫbdǫac
[〈∂abφ, δφ〉 + 〈ψa, δψb〉]}
= −ι(∂µ) |d3x|
{
gµν〈∂νφ, δφ〉 + 1
2
〈ψ Γ˜µ δψ〉
}
.
This last expression is written in terms of the basic bilinear forms: the inverse met-
ric gµν and the paring Γ˜µ of (1.2). It agrees with (3.40). As expected, no derivatives
of fermions and only one derivative of a boson enter into the formula for γˇ, and the
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potential terms do not contribute. We compute ωˇ analogously from (4.33), or by
simply differentiating (4.39). The results agree:
(4.40)
ωˇ = ι(∂cd) |d3x|
{1
2
ǫbdǫac
[〈∂abδφ ∧ δφ〉+ 〈δψa ∧ δψb〉+ 〈ψa ∧R∇(δφ ∧ δφ)ψb〉]}
= ι(∂µ) |d3x|
{
gµν〈∂νδφ ∧ δφ〉+ 1
2
〈δψΓ˜µ δψ〉+ 1
2
〈ψΓ˜µR∇(δφ ∧ δφ)ψ〉
}
.
We compute the global symplectic form Ω on the space of solutionsM by integrat-
ing ωˇ over a spacelike hypersurface. Using coordinates x0, x1, x2 as in (5.8), with
x0 representing time, and integrating over a constant time, we obtain
(4.41)
Ω =
∫
x0=const
dx1dx2
{
〈δφ˙ ∧ δφ〉 − 1
2
〈δψΓ˜0δψ〉+ 1
2
〈ψΓ˜0R∇(δφ ∧ δφ)ψ〉
}
.
Here ‘φ˙’ denotes the time derivative of φ and Γ˜0 is the symmetric form (1.2) on
spinors evaluated in the time direction.
We compute the Noether current of the supersymmetry transformation ηaQa in
two ways. First, we work with superfields—so on FΦ×M3|2—where supersymmetry
is manifest. The supersymmetry transformation ηaQa induces the vector field
(4.42) ξ = ηaτQa + Ξ̂
on FΦ ×M3|2, where
(4.43) Ξ̂Φ = −ηcτQcΦ.
Then
(4.44) J = ι(ξ)(L0 + L1 + γ).
Alternatively, we can work in components—so on F(φ,ψ,F )×Mˇ3—with nonmanifest
supersymmetry and compute
(4.45) Jˇ = ι(ξˆ)γˇ − α,
where α satisfies
(4.46) Lie(ξˆ)
(|d3x| (Lˇ0 + Lˇ1)) = dα
and may be computed directly from (1.42). Of course, we pass from J to Jˇ by
integration (1.32) over the odd variables.
As a first step in computing (4.44) we have
ι(ξ)L0 = ι(η
cτQc)L0
= ι(ηc∂c + η
cθd∂cd) |d3x| d2θ 1
4
ǫab〈DaΦ, DbΦ〉
= ι(∂c) |d3x| d2θ 1
4
ǫabηc〈DaΦ, DbΦ〉+ ι(∂cd) |d3x| d2θ 1
4
ǫabηcθd〈DaΦ, DbΦ〉.
(4.47)
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Similarly,
(4.48) ι(ξ)L1 = ι(∂c) |d3x| d2θ ηcΦ∗(h) + ι(∂cd) |d3x| d2θ ηcθdΦ∗(h).
From (4.32) we compute the (0, |−1|) component of ι(ξ)γ; the other components
play no role.
(
ι(ξ)γ
)0,|−1|
= ι(Ξ̂) ι(Da) |d3x| d2θ 1
2
ǫab〈DbΦ, δΦ〉
= ι(Da) |d3x| d2θ
{1
2
ǫab〈DbΦ,−ηcτQcΦ〉
}
= ι(∂a) |d3x| d2θ
{1
2
ǫabηc〈DbΦ, τQcΦ〉
}
+ ι(∂ad) |d3x| d2θ
{1
2
ǫabηcθd〈DbΦ, τQcΦ〉
}
.
(4.49)
The (0, |−1|) component of J is the sum of (4.47), (4.48), and (4.49).
Next, we integrate J over the odd variables using (2.40). The terms with ι(∂a)
drop out; only the terms with ι(∂ab) survive. From (4.47) we have
ι(∂cd) |d3x|
∫
d2θ
1
4
ǫabηcθd〈DaΦ, DbΦ〉
= ι(∂cd) |d3x|
{
−1
8
ǫabǫefηci∗DeDfθ
d〈DaΦ, DbΦ〉
}
= ι(∂cd) |d3x|
{1
2
ǫabǫdeηci∗〈DeDaΦ, DbΦ〉
}
= ι(∂cd) |d3x|
{
ǫabǫdeηc〈−(∂aeφ+ ǫeaF ), ψb〉
}
= ι(∂cd) |d3x|
{
−1
2
ǫabǫdeηc〈∂aeφ, ψb〉+ 1
2
ǫdbηc〈F, ψb〉
}
.
(4.50)
From (4.48) we have
ι(∂cd) |d3x|
∫
d2θ ηcθdΦ∗(h)
= ι(∂cd) |d3x|
{
−1
2
ǫabηci∗DaDbθ
dΦ∗(h)
}
= ι(∂cd) |d3x|
{
−ǫadηci∗〈Φ∗ gradh,DaΦ〉
}
= ι(∂cd) |d3x|
{
−ǫadηc〈φ∗ gradh, ψa〉.
}
(4.51)
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Finally, from (4.49) we compute
ι(∂cd) |d3x|
∫
d2θ
1
2
ǫcbηaθd〈DbΦ, τQaΦ〉
= ι(∂cd) |d3x|
{
−1
4
ǫcbǫefηai∗DeDfθ
d〈DbΦ, τQaΦ〉
}
= ι(∂cd) |d3x|
{
−1
2
ǫcbǫefηai∗
[〈DeDbΦ, τQaΦ〉 − 〈DbΦ, DeτQaΦ〉]}
= ι(∂cd) |d3x|
{
−1
2
ǫcbǫedηai∗
[〈DeDbΦ, DaΦ〉+ 〈DbΦ, DaDeΦ〉]}
= ι(∂cd) |d3x|
{
−1
2
ǫed(ǫcbηa + ǫacηb)i∗〈DeDbΦ, DaΦ〉+ ǫcbǫedηai∗〈∂eaΦ, DbΦ〉
}
= ι(∂cd) |d3x|
{1
2
ǫedǫabηc〈∂ebφ+ ǫabF, ψa〉+ ǫcbǫedηai∗〈∂eaφ, ψb〉
}
.
(4.52)
Summing (4.50), (4.51), and (4.52) we find after using (4.22) that
(4.53) Jˇ = ι(∂cd) |d3x|
{
ǫbcǫdeηa〈∂aeφ, ψb〉+ ǫdbηc〈φ∗ gradh, ψb〉
}
.
The supercurrent ja, which is minus the Noether current of the supersymmetry
transformation Qa, is
(4.54) ja = ι(∂cd) |d3x|
{
ǫcbǫde〈∂aeφ, ψb〉+ ǫbdδca〈φ∗ gradh, ψb〉
}
.
As a check, we compute Jˇ directly using (4.45). Using (4.39) we compute the
first term of (4.45):
ι(ξˆ)γˇ =
1
2
ǫacǫbdι(∂cd) |d3x|
{
〈∂abφ,−ηeψe〉+ 〈ψb, ηe(∂aeφ− ǫaeF )〉
}
= ι(∂cd) |d3x|
{1
2
ǫac(ǫdbηe + ǫdeηb)〈∂abφ, ψe〉 − 1
2
ǫecηd〈φ∗ gradh, ψe〉
}
.
(4.55)
Note we use (4.22). Next, we compute α directly from (1.42), setting ∆ = 0:
α = ι(∂µ) |d3x| Γµab(−
1
2
ǫef )i∗DeDfη
aθb
[1
4
ǫgh〈DgΦ, DhΦ〉+Φ∗(h)
]
= ι(∂cd) |d3x|
{1
2
ǫefηci∗DeDfθ
d
[1
4
ǫab〈DaΦ, DbΦ〉+Φ∗(h)
]}
= ι(∂cd) |d3x|
{1
2
ǫedηci∗
[
ǫab〈DeDaΦ, DbΦ〉+ 2〈Φ∗ gradh,DeΦ〉
]}
= −ι(∂cd) |d3x|
{1
2
ǫabǫedηc〈∂aeφ, ψb〉 − 1
2
ǫecηd〈φ∗ gradh, ψe〉
]}
.
(4.56)
The first term agrees with (3.29). Combining (4.55) and (4.56) we recover (4.53).
CHAPTER 4. THE SUPERSYMMETRIC σ-MODEL IN DIMENSION 3 63
§4.5. Reduction to M2|(1,1)
We can reduce the model to n = 2 dimensions either in superspace or in components.
In both cases we consider the n = 3 dimensional theory with fields constrained to
be invariant under ∂12. All the formulas worked out in n = 3 dimensions hold,
but there are simplifications. We already wrote in (4.15) the supersymmetry trans-
formations. We record here the supercharges Q˜+, Q˜− obtained by integrating the
Noether current (4.54) over space:
(4.57)
Q˜+ =
∫
x0=const
{
〈∂+φ, ψ+〉 − 〈φ∗ gradh, ψ−〉
}
|dx1|
Q˜− =
∫
x0=const
{
〈∂−φ, ψ−〉+ 〈φ∗ gradh, ψ+〉
}
|dx1|.
In the abstract supersymmetry algebra (1.15) the Lie bracket [Q+, Q−] of the
supersymmetry generators vanishes. However, the Poisson bracket {Q˜+, Q˜−} of
the Noether charges is nonzero in this case; it is a locally constant function on the
space of classical solutions. We compute it by acting Q̂+ on Q˜−, where Q̂+ is the
Hamiltonian vector field which corresponds to the function Q˜+; its action on fields
is given in (4.15):
(4.58)
Q̂+φ = −ψ+
Q̂+ψ+ = ∂+φ
Q̂+ψ− = −φ∗ gradh
Q̂+(φ
∗ gradh) = ∇+ψ− +R(ψ+, ψ−)ψ+.
In the following computation most terms drop out after we use the equation of
motion (4.34) and the Bianchi identity:
1
2
{Q˜+, Q˜−} = 1
2
∫
x0=const
{
−〈∂−φ, φ∗ gradh〉+ 〈∂+φ, φ∗ gradh〉
}
|dx1|
=
∫
x0=const
〈∂1φ, φ∗ gradh〉 |dx1|
=
∫
x0=const
∂1(φ
∗h) |dx1|
= h
(
φ(∞)) − h(φ(−∞)).
(4.59)
A scalar field φ = φ(x1) depending on the spatial variable has finite energy only if
it has limits as x1 → ±∞ which are critical points of h. The Poisson bracket (4.59)
measures the difference of the critical values. It induces a central extension of the
abstract supersymmetry algebra.
CHAPTER 5
The Supersymmetric σ-Model in Dimension 4
In this chapter we consider the σ-model with 4 supersymmetries, which was
described in components in Chapter 3. Here we give a manifestly supersymmetric
treatment in superspace. In many respects the treatment parallels that of Chap-
ter 4, so we are briefer here. (One new feature over theories with 2 supersymmetries
is the presence of an R-symmetry.) Although the model is well-defined and super-
symmetric for any Ka¨hler target manifold X , the superspace model is nicest when
X is Hodge. In that case we give a global superspace lagrangian (see (5.22)). In
these theories the scalar potential is the norm square of the gradient of a holomor-
phic function called the superpotential . We describe it in §5.3, and in particular
prove Theorem 3.82(ii). We do not give a detailed analysis of the classical theory,
but simply summarize the most important equations in §5.4.
§5.1. Fields and supersymmetry transformations on M4|4
Linear Case. The simplest superfield for which we can write sensible lagrangians
is the (linear) chiral superfield
(5.1) Φ: M4|4 −→ C,
which is required to satisfy
(5.2) Da˙Φ = 0.
The complex conjugate of a chiral superfield is called an antichiral multiplet. Define
the component fields as
(5.3)
φ = i∗Φ
ψa =
1√
2
i∗DaΦ
F =
1
2
i∗(−D2)Φ.
Component fields for the antichiral superfield Φ are defined by the conjugate equa-
tions to (5.3). Note that F is a complex scalar field.
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Let ξˆ be the vector field on the space F(φ,ψ,F ) of component fields induced by
the supersymmetry transformation ηaQa+ η¯
a˙Qa˙. Here η
a, η¯a˙ are independent odd
parameters. The action on the components of Φ is computed by similar manipula-
tions as in (4.3)–(4.5). For example, using (2.73) and (2.75) we compute
ξˆF = −i∗(ηaDa + η¯a˙Da˙)(1
2
D2)Φ
= −η¯a˙ǫbci∗∂ba˙DcΦ
= −
√
2η¯a˙ǫbc∂ba˙ψc
=
√
2η¯a˙(D/ψ)a˙.
(5.4)
Collecting the results of similar computations, we display the supersymmetry trans-
formation laws:
(5.5)
ξˆφ = −
√
2ηaψa
ξˆψa =
√
2(η¯b˙∂ab˙φ− ηbǫabF )
ξˆF =
√
2η¯a˙(D/ψ)a˙.
The transformation laws for the components of Φ are obtained by conjugating the
equations in (5.5).
Nonlinear Case. The nonlinear chiral superfield is a map
(5.6) Φ: M4|4 −→ X,
where X is a complex manifold and Φ is required to pullback holomorphic functions
on X to linear chiral superfields on M4|4. Another way to state this is that DaΦ is
a vector field of type (1, 0), and so Da˙Φ is a vector field of type (0, 1). Again the
composition of a chiral superfield and a holomorphic function is a chiral superfield.
The conjugate conditions define a nonlinear antichiral superfield. To define the
component fields we assume that X is Ka¨hler31 and use the Levi-Civita covariant
derivative as in (4.7):
(5.7)
φ = i∗Φ
ψa =
1√
2
i∗DaΦ
F =
1
2
i∗(−D2)Φ.
Note that ψa and F have type (1, 0). The conjugate fields ψ¯a˙ and F have type (0, 1).
Now the analogs of equations (2.74) and (2.75) for covariant derivatives of
nonlinear chiral superfields are easily derived:
DaD2Φ = D2DaΦ = 0,(5.8)
Da˙D2Φ = −2ǫbc
{
∇ba˙ − 1
4
R(DbΦ, Da˙Φ)
}
DcΦ.(5.9)
31In any case X must be Ka¨hler to define the σ-model action.
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The conjugate equations to (5.8) and (5.9) give information about covariant deriva-
tives of nonlinear antichiral superfields. There is only one curvature term which
alters (5.5) in the nonlinear case:
(5.10)
ξˆφ = −
√
2ηaψa
ξˆψa =
√
2(η¯b˙∂ab˙φ− ηbǫabF )
ξˆF =
√
2η¯a˙
[
(D/ψ)a˙ +
1
4
ǫbcR(ψb, ψ¯a˙)ψc
]
.
§5.2. The σ-model action on M4|4
Linear Case. Here it is worth computing separately for the linear superfield (5.1).
The lagrangian density on M4|4 is
(5.11) L0 = |d4x| d4θ 1
4
ΦΦ.
Recall from the discussion following (2.72) that we compute component lagrangians
by integrating over the θ’s and adding the wave operator. Hence by (2.72)
4Lˇ0 =
{∫
d4θ +i∗
}
ΦΦ
=
1
2
i∗(D2D
2
+D
2
D2 + 4)ΦΦ
=
1
2
i∗
{
D2(D
2
Φ · Φ) +D2(Φ ·D2Φ) + 4(ΦΦ)}
=
1
2
i∗
{
(D2D
2
+ 4)Φ · Φ+ Φ · (D2D2 + 4)Φ + 8〈dΦ, dΦ〉
+ 2D
2
Φ ·D2Φ+ ǫabDaD2Φ ·DbΦ− ǫa˙b˙Db˙Φ ·Da˙D2Φ
}
=
1
2
{
8〈dφ¯, dφ〉+ 8FF + 4ǫabǫc˙d˙ψb∂ac˙ψ¯d˙ + 4ǫa˙b˙ǫcdψ¯b˙∂ca˙ψd
}
,
(5.12)
where we use (2.74)–(2.77) and the definition (5.7) of component fields in the last
step. Finally, by (2.56)
(5.13) Lˇ0 = 〈dφ¯, dφ〉+ 1
2
(ψ¯D/ψ + ψD/ψ¯) + FF.
The Dirac form in (5.13) is real, but up to an exact term we can write it as the
complex form ψ¯D/ψ:
(5.14)
1
2
(ψ¯D/ψ + ψD/ψ¯) = ψ¯D/ψ − 1
2
∂µ(ψ¯Γ
µψ).
We drop this exact term in subsequent formulas. As in 3 dimensions, F enters the
lagrangian (5.13) as an auxiliary field and can be eliminated through its equation
of motion F = 0.
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Nonlinear Case. Now we carry out the same computation for the nonlinear chiral
superfield (5.6) with values in a Ka¨hler manifold X . The superfield expression for
the lagrangian depends on the choice of a local Ka¨hler potential K, which is a
locally defined real-valued function on X such that the Ka¨hler form is
(5.15) ω =
√−1 ∂∂¯K
and the metric is
(5.16) 〈·, ·〉 = 2√−1ω = 2∂¯∂K,
viewed as a bilinear form on TX⊗TX . For example, on C we have a global Ka¨hler
potential K(z¯, z) = 12‖z‖2. We use double bar notation ‖ · ‖ throughout for the
norm on a hermitian vector space.
The lagrangian density on M4|4 is
(5.17) L0 = |d4x| d4θ 1
2
K(Φ,Φ).
Although it depends on a choice of Ka¨hler potential, the component lagrangian
makes sense globally by the following argument. Consider a change K → K +
f + f¯ for f a holomorphic function on X . Of course, it does not affect the Ka¨hler
form (5.15) and is exactly the ambiguity in the choice of Ka¨hler potential. Now since
we compute the component lagrangian using the first term of (2.71)—the integral
over θ plus the wave operator—and since that operation annihilates chiral and
antichiral superfields, such a change in K does not affect the component lagrangian.
There is a global formulation of the lagrangian density L0 on superspace when
X is a Hodge manifold. A Hodge manifold is a Ka¨hler manifold X together with
a holomorphic hermitian line bundle Lω → X whose curvature is related to the
Ka¨hler form by
(5.18) curv(Lω) =
√−1ω.
Recall that if s is a local holomorphic section of Lω → X , then
(5.19) curv(Lω) = ∂¯∂ log ‖s‖2,
and so log ‖s‖2 is a local Ka¨hler potential. Consider a chiral superfield Φ: M4|4 →
X . Since Minkowski space is contractible, there is a global lift to a chiral superfield32
(5.21) Φ˜ : M4|4 −→ Φ∗Lω
which is a section of Φ∗Lω →M4|4. For any such lift we write the lagrangian (5.17)
globally as
(5.22) L0 = |d4x| d4θ 1
2
log ‖Φ˜‖2.
32The existence of a global lift depends on the fact that
(5.20) H1(M4|4, C∗) = 0,
where C∗ is the sheaf of nonzero chiral superfields. The vanishing (5.20) is obvious in components.
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By the argument in the previous paragraph the corresponding component lagrangian
is independent of the choice of lift Φ˜. We remark that it is not unfamiliar to have
an action whose lagrangian density depends on an auxiliary map: consider, for
example, the usual formulation of the Wess-Zumino-Witten term in two or four
dimensions.
As a preliminary to computing the component lagrangian from (5.17), note
that the Cartan formula Lie(η) = dι(η) + ι(η)d for the Lie derivative, valid for all
vector fields η, implies the following equations when acting on 1-forms:
ι(ζ)ι(ζ′)d = −Lie(ζ)ι(ζ′)− Lie(ζ′)ι(ζ) + ι([ζ, ζ′]), ζ, ζ′ odd;(5.23)
ι(ζ)ι(ξ)d = Lie(ξ)ι(ζ) − Lie(ζ)ι(ξ) + ι([ζ, ξ]), ζ odd, ξ even.(5.24)
We use these formulas several times in the next computation.
We choose (2.72) to compute the component lagrangian, though (2.71) also
leads to a straightforward computation. Thus we expand (5.17):
D2D2Φ∗K = 1
2
ǫabD2Daι(DbΦ)∂K
=
1
4
ǫabǫc˙d˙Dc˙(−DaDd˙ − 2∂ad˙)ι(DbΦ)∂K
=
1
4
ǫabǫc˙d˙Dc˙
{
Daι(Dd˙Φ)ι(DbΦ)∂¯∂K + 2Daι(∂bd˙Φ)∂K
− 2ι(DbΦ)ι(∂ad˙Φ)∂¯∂K − 2Dbι(∂ad˙Φ)∂K
}
=
1
4
ǫabǫc˙d˙Dc˙
{
−1
2
Da〈Dd˙Φ, DbΦ〉 − 〈∂ad˙Φ, DbΦ〉+ 4Daι(∂bd˙Φ)∂K
}
=
1
4
ǫc˙d˙Dc˙〈Dd˙Φ,D2Φ〉+ ǫabǫc˙d˙Dc˙Daι(∂bd˙Φ)∂K.
(5.25)
The first term is
1
4
ǫc˙d˙Dc˙〈Dd˙Φ,D2Φ〉 =
1
2
〈D2Φ,D2Φ〉 − 1
4
ǫc˙d˙〈Dd˙Φ,Dc˙D2Φ〉
=
1
2
ǫabǫc˙d˙
{
〈Dd˙Φ,∇ac˙DbΦ〉
− 1
4
〈Dd˙Φ, R(DaΦ, Dc˙Φ)DbΦ〉
}
+
1
2
〈D2Φ,D2Φ〉.
(5.26)
The second term in (5.25) is
ǫabǫc˙d˙Dc˙Daι(∂bd˙Φ)∂K = ǫabǫc˙d˙
{
−DaDc˙ι(∂bd˙Φ)∂K − 2∂ac˙ι(∂bd˙Φ)∂K
}
= ǫabǫc˙d˙
{
−1
2
Da〈Dc˙Φ, ∂bd˙Φ〉 − 2∂ac˙ι(∂bd˙Φ)∂K
}
= ǫabǫc˙d˙
{1
2
〈Dc˙Φ,∇bd˙DaΦ〉+ 〈∂ac˙Φ, ∂bd˙Φ〉
− 2∂ac˙ι(∂bd˙Φ)∂K
}
.
(5.27)
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Combining (5.25)–(5.27) we have
(5.28)
1
2
(D2D2 + 2ǫabǫc˙d˙∂ac˙ι(∂bd˙Φ)∂K)(12Φ∗K)
= ǫabǫc˙d˙
{1
4
〈∂bd˙Φ, ∂ac˙Φ〉+
1
4
〈Dd˙Φ,∇ac˙DbΦ〉
− 1
32
〈Dd˙Φ, R(DaΦ, Dc˙Φ)DbΦ〉
}
+
1
8
〈D2Φ,D2Φ〉.
Now we add (5.28) to its complex conjugate. Since
(5.29) 2ǫabǫc˙d˙∂ac˙ι(∂bd˙Φ)(∂K + ∂¯K) = 2ǫ
abǫc˙d˙∂ac˙∂bd˙(Φ
∗K) = 4(Φ∗K),
the left hand side restricted to Mˇ4 is the component lagrangian (as in the second
line of (5.12)), and so finally
(5.30) Lˇ0 = 〈dφ, dφ〉+ 〈ψ¯D/φψ〉 − 1
4
ǫabǫc˙d˙〈ψ¯d˙, φ∗R(ψa, ψ¯c˙)ψb〉+ 〈F , F 〉.
Recall that we have absorbed an exact term (5.14) in writing the Dirac form.
With this understood, the lagrangian (5.30) agrees with (3.48) after eliminating
the auxiliary field.
We check in Problem FP10(c) of [I-Homework] that the lagrangian (5.17)
on M4|4 reduces to (4.16) in M3|2.
A new aspect in four dimensions is the U(1) R-symmetry (2.81). We claim
that the σ-model lagrangian is invariant under R. First, in the superspace expres-
sion (5.17) (or (5.22)) we note that d4θ = d2θ d2θ¯ is invariant. So if R acts trivially
on Φ, then L0 is obviously invariant. When R acts nontrivially it is easier to argue
in components. Suppose for simplicity that Φ takes values in C, and let R acts
on Φ with weight k. Then
(5.31)
Rφ = kφ, Rφ¯ = −kφ¯
Rψ = (k + 1)ψ, Rψ¯ = −(k + 1)ψ¯
RF = (k + 1)F, RF = −(k + 2)F.
Direct inspection of (5.30) shows that Lˇ0 is R-invariant.
§5.3. The superpotential term on M4|4
As a preliminary, note that if Λ is any chiral superfield, then |d4x| ∫ d2θΛ makes
sense as a density on Minkowski space. Similarly, for Λ antichiral we can de-
fine |d4x| ∫ d2θ¯Λ. One view is that M4|4 is a split cs-manifold with a complex
two dimensional odd tangent bundle. In fact, there are two such cs-manifolds, one
for each of the complex structures on the real four dimensional spin representa-
tion (see (2.2)). These cs-manifolds have canonical densities—denoted |d4x| d2θ
(resp. |d4x| d2θ¯)—and global functions on these cs-manifolds are chiral (resp. an-
tichiral) superfields. To compute these chiral integrals we use (2.40).
The distinction between terms in the action of the form
∫ |d4x| d4θ and ∫ |d4x| d2θ
is important in M4|4 and also in M2|(2,2).
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We introduce a superpotential term, and we may as well work in the nonlinear
σ-model. Let W : X → C be a holomorphic function, and set
(5.32) L1 = |d4x| Re
{
d2θ Φ∗(W )
}
.
It lives in the direct sum of the spaces of chiral and antichiral densities. The
superpotential term in the component action is the integral of L1:
(5.33)
∫
L1 =
∫
|d4x| 1
2
{∫
d2θ Φ∗(W ) +
∫
d2θ¯ Φ∗(W )
}
=
∫
|d4x| Lˇ1.
We compute Lˇ1 exactly as in (4.21); recalling our normalizations (5.7) for the
component fields we obtain
(5.34) Lˇ1 = ι(F )φ∗∂W+ι(F )φ∗∂W−1
2
ǫabφ∗∇∂W (ψa, ψb)−1
2
ǫa˙b˙φ∗∇∂W (ψ¯a˙, ψ¯b˙).
We eliminate the auxiliary fields F, F from Lˇ0+ Lˇ1 using their equations of motion
(5.35)
F = −φ∗ gradW
F = −φ∗gradW,
where now gradW is the vector field of type (0, 1) corresponding to the (1, 0)-
form ∂W using the hermitian metric on X . The total lagrangian with auxiliary
fields eliminated is then
(5.36)
Lˇ0 + Lˇ1 ∼ 〈dφ, dφ〉 + 〈ψ¯D/φψ〉 − 1
4
ǫabǫc˙d˙〈ψ¯d˙, φ∗R(ψa, ψ¯c˙)ψb〉
− φ∗‖ gradW‖2 −
(1
2
ǫabφ∗∇∂W (ψa, ψb)− 1
2
ǫa˙b˙φ∗∇∂W (ψ¯a˙, ψ¯b˙)
)
.
This is the lagrangian (3.85), and since the superspace model is manifestly su-
persymmetric we have proved Theorem 3.82(ii). Of course, the potential energy
in (5.36) is
(5.37) V = ‖ gradW‖2.
Other aspects of the discussion following (4.23) carry over directly.
Finally, we consider the R-symmetry (2.81). We already noted that it leaves L0
and Lˇ0 invariant, even if Φ is assigned a nonzero weight. On the other hand, d2θ has
weight 2 and so if L1 is to be invariant we must be able to assign Φ a weight so that
Φ∗(W ) has weight −2. (In general, there are several Φi with different weights.)
Such a W is termed quasi-homogeneous in the physics literature.
§5.4. Analysis of the classical theory
We do not give details, having done so exhaustively in §4 for the σ-model on M3|2.
Rather, we simply record the formulas
(5.38)
γˇ = ι(∂cd˙) |d4x|
1√
2
ǫacǫb˙d˙
[〈∂ab˙φ, δφ¯〉+ 〈∂ab˙φ¯, δφ〉 + 〈ψa, δψ¯b˙〉+ 〈ψ¯b˙, δψa〉]
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for the variational 1-form,
(5.39)
ωˇ = ι(∂cd˙) |d4x|
1√
2
ǫacǫb˙d˙
[〈∂ab˙δφ ∧ δφ¯〉+ 〈∂ab˙δφ¯ ∧ δφ〉
+ 〈δψa ∧ δψ¯b˙〉+ 〈δψ¯b˙ ∧ δψa〉
]
for the local symplectic form, and
(5.40) ja = ι(∂cd˙) |d4x|
{√
2ǫcbǫd˙e˙〈∂ae˙φ, ψb〉+
√
2 ǫb˙d˙δca〈φ∗ gradW, ψ¯b˙〉
}
for the supercurrent corresponding to the supersymmetry transformation Qa.
CHAPTER 6
Supersymmetric Yang-Mills Theories
Now we consider theories with gauge fields (connections). In the bosonic case
there is a Yang-Mills theory in any dimension. The supersymmetric extension in-
volves a dual spinor field as well, and it exists in dimensions n = 3, 4, 6, 10 with
minimal supersymmetry. Our treatment in §6.1 is based on a special property of
spinors which holds only in these cases: the quadratic form s∗ 7→ Γ(s∗, s∗) on S∗
takes values on the light cone. In §6.2 we describe the supersymmetric extensions
of the most general bosonic theory, which is variously called a gauge theory with
matter or a gauged σ-model . We consider theories in dimensions n = 3, 4, 6 with
minimal supersymmetry. (The only theory in n = 10 is pure Yang-Mills.) The basic
lagrangians, supersymmetry transformations, and supercurrents are summarized in
Theorem 6.33. There are new terms which appear neither in the pure σ-model
nor in the pure Yang-Mills theory. There is a superspace formulation of supersym-
metric gauge theories in dimensions n = 3, 4, 6 (with minimal supersymmetry); we
describe some common features in §6.3. The condition on the quadratic form has
a geometric significance here as well. Details of the superspace formulation occupy
the remaining chapters.
§6.1. The minimal theory in components
The bosonic Yang-Mills theory is determined by the data:
(6.1)
G compact Lie group
〈·, ·〉 bi-invariant scalar product on g
The lagrangian in n-dimensional Minkowski space is
(6.2) L = −1
2
|FA|2 |dnx|,
where A is a connection on a principal G bundle P . The minimal supersymmetric
extension has a single dual spinor field λ with values in the adjoint bundle and
lagrangian
(6.3) L = {−1
2
|FA|2 + 1
2
〈λD/Aλ〉} |dnx|.
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We ask: When is (6.3) supersymmetric? That is, in which dimensions and for what
type of spinor field λ is (6.3) supersymmetric? Consider first the abelian theory,
which is free. Suppose the spinor field has s components. Upon quantization,33
the gauge field A has n − 2 physical degrees of freedom and the spinor field has
s/2 physical degrees of freedom. With one exception (explained presently) the
number of bosonic and fermionic degrees of freedom in a supersymmetric theory
must be equal, from which n = 2+s/2. This is satisfied only for n = 3, 4, 6, 10 with
minimal supersymmetry s = 2, 4, 8, 16.
Theorem 6.4. The super Yang-Mills lagrangian (6.3) is supersymmetric in n =
3, 4, 6, 10 dimensions with minimal supersymmetry.
There is an additional supersymmetric theory—the exception referred to above—
in n = 2 dimensions with s = (1, 0) supersymmetry; we will not consider it. The
quantum argument above shows that (6.3) cannot be supersymmetric in other di-
mensions and with other amounts of supersymmetry.
Proof. We work in n-dimensional Minkowski space and fix a real spin representa-
tion S. Thus we have pairings (1.1), (1.2) which satisfy the Clifford relation (1.3).
The spinor field λ takes values in S∗ ⊗ adP . The lagrangian (6.3) is
(6.5) L =
(−1
4
gµσgνρ〈Fµν , Fσρ〉+ 1
2
Γσab〈λa,∇σλb〉
) |dnx|,
where 〈·, ·〉 is the invariant inner product on the gauge algebra, the covariant de-
rivative is ∇σ = ∂σ +Aσ, and the curvature is
(6.6) FA =
1
2
Fµν dx
µ ∧ dxν ,
where
(6.7) Fµν = ∂µAν − ∂νAµ + [Aµ, Aν ].
We work with real bases for spinors and vectors. We postulate the induced action
of the supersymmetry transformation ηaQa on the fields to be
(6.8)
(ξˆA)µ = η
agµνΓ
ν
abλ
b
ξˆλa =
1
2
ηbΓ˜µacΓνcbFµν .
Each side of the first equation is a component of a 1-form with values in the adjoint
bundle. These equations are motivated by Lorentz invariance, gauge invariance,
parity, and power counting.
There are two things we need to check: (i) ξˆ is a (nonmanifest) symmetry of L;
and (ii) the Lie bracket of transformations (6.8) is consistent with (1.30). We will
find the conditions under which (i) and (ii) hold.
33The free quantum theory is only used here to rule out some cases; otherwise the argument is
entirely classical.
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First, we investigate Lie(ξˆ)L. The variation of the curvature is
(6.9) ξˆFµν = η
agνσΓ
σ
ab∇µλb − ηagµσΓσab∇νλb,
from which we easily compute
(6.10) ξˆ
(−1
4
gµσgνρ〈Fµν , Fσρ〉
)
= −ηagµσΓνab〈Fµν ,∇σλb〉.
In the variation of the second term in (6.5) we must remember to include the
variation of the covariant derivative ∇σ = ∂σ +Aσ:
ξˆ
(1
2
Γσab〈λa,∇σλb〉
)
=
1
2
Γσab〈ηcΓ˜µadΓνdcFµν ,∇σλb〉+
1
2
Γσab〈λa, ηcgσνΓνcd[λd, λb]〉
+ EXACT
=
1
2
ηaΓσbdΓ˜
µcdΓνac〈Fµν ,∇σλb〉 −
1
2
ηcgσνΓ
σ
abΓ
ν
cd〈λa, [λd, λb]〉
+ EXACT
= ηagµσΓνab〈Fµν ,∇σλb〉 −
1
2
ηcgσνΓ
σ
abΓ
ν
cd〈λa, [λd, λb]〉
+ EXACT,
(6.11)
where
(6.12) EXACT = ∂σ
(1
4
ηaΓ˜σbdΓ
µcdΓ˜νac〈Fµν , λb〉
)
.
In the last step we use the Clifford relation ΓµbdΓ˜
σcd + ΓσbdΓ˜
µcd = 2gµσδcb and the
Bianchi identity ∇σFµν +∇νFσµ +∇µFνσ = 0. Now the first term in the last line
cancels against (6.10), and the second term vanishes if and only if the quartic form
(6.13) Qabcd = gσν
(
ΓσabΓ
ν
cd + Γ
σ
adΓ
ν
bc + Γ
σ
acΓ
ν
db
)
vanishes. There are two conclusions from this computation. First, if the gauge
algebra is abelian, then ξˆ is a symmetry of L in any dimension and with any spin
representation S. Second, if the gauge algebra is nonabelian, then ξˆ is a symmetry
of L if and only if the quartic form
(6.14) Q : s∗ 7−→ |Γ(s∗, s∗) |2, s∗ ∈ S∗,
vanishes identically. This holds for n = 3, 4, 6, 10 as in those dimensions the spin
group acts transitively on the nonzero spinors. For n = 3, 4, 6 the spin representa-
tion is SL(2,F) acting on F2 for F = R,C,H. For n = 10 octonions can be similarly
used [I-Spinors, §6.5–§6.7].
Next, we investigate the Lie algebra generated by the symmetry transforma-
tion (6.8). Let ηa1 , η
b
2 be odd parameters and ξˆi the action (6.8) of η
a
i Qa. Recall
from (1.30) that for any field f we need to check
(6.15) [ξˆ1, ξˆ2]f = 2η
a
1η
b
2Γ
σ
ab∂σf
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When acting on the spinor field f = λ, we replace ∂σ with the covariant deriv-
ative ∇σ. When acting on the connection f = A, we use Lie derivative by the
horizontal lift, and it is easy to compute that the action of ∂σ on A has µ
th com-
ponent equal to Fσµ.
We first verify (6.15) for the connection field. Using (6.8) we find:
(
[ξˆ1, ξˆ2]A
)
µ
= −1
2
ηa1η
b
2gµν(Γ˜
ρcdΓνbcΓ
σ
ad + Γ˜
ρcdΓνacΓ
σ
bd)Fρσ
= −1
2
ηa1η
b
2gµν(4g
ρνΓσab)Fρσ
= 2ηa1η
b
2Γ
σ
abFσµ.
(6.16)
To pass to the second line we added to the first line terms in parentheses with ρ and
ν exchanged; then we used the Clifford identity (1.3). This is the desired result. To
check the commutation relation (6.15) on the spinor field we need to also impose
the equation of motion
(6.17) Γσab∇σλa = 0, for all b;
that is, we only verify the supersymmetry algebra on-shell . Then we compute
from (6.8)
[ξˆa, ξˆ2]λ
c = −1
2
ηa1η
b
2gµν(Γ˜
σcdΓνdbΓ
µ
ae + Γ˜
σcdΓνdaΓ
µ
be
− Γ˜νcdΓσdbΓµae − Γ˜νcdΓσdaΓµbe)∇σλe
=
1
2
ηa1η
b
2gµνΓ˜
σcdΓνdeΓ
µ
ab∇σλe −
1
2
ηa1η
b
2Γ˜
σcdQabde∇σλe
+
1
2
ηa1η
b
2gµν(Γ˜
νcdΓσdbΓ
µ
ae + Γ˜
νcdΓσdaΓ
µ
be)∇σλe.
(6.18)
Let ‘LT ’ denote the last term. Applying the Clifford identity we see that the
symmetric part in ν, σ vanishes by the equation of motion, whence
LT =
1
2
LT − 1
4
ηa1η
b
2gµν(Γ˜
σcdΓνdbΓ
µ
ae + Γ˜
σcdΓνdaΓ
µ
be)∇σλe
=
1
2
LT +
1
4
ηa1η
b
2gµνΓ˜
σcdΓνdeΓ
µ
ab∇σλe −
1
4
ηa1η
b
2Γ˜
σcdQabde∇σλe.
(6.19)
Solving for LT and plugging into (6.18) we have
[ξˆ1, ξˆ2]λ
c = ηa1η
b
2gµνΓ˜
σcdΓνdeΓ
µ
ab∇σλe − ηa1ηb2Γ˜σcdQabde∇σλe
= 2ηa1η
b
2Γ
σ
ab∇σλc − ηa1ηb2Γ˜σcdQabde∇σλe.
(6.20)
Here we use the equation of motion (6.17) to see that the last term in the first line
vanishes when σ and ν are exchanged. If the second term vanishes, then this is the
desired bracket. Hence the supersymmetry algebra is satisfied on-shell if and only
if the quartic form (6.14) vanishes. This applies both to the abelian and nonabelian
theories.
This completes the proof that (6.3) is supersymmetric.
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We give another interpretation of the quartic form below (6.69).
We now compute the classical equations of motion and the variational 1-form.
First, the variation of the curvature (6.7) is
(6.21) δFµν = ∇µδAν −∇νδAµ.
Now write the lagrangian (6.5) as L = Lˇ |dnx|. Then a short computation yields
(6.22) δLˇ = 〈δAρ , gµσgνρ∇σFµν − 1
2
Γρab[λ
a, λb]〉+ 〈δλa , Γσab∇σλb〉
+ ∂σ
{
−gµσgνρ〈Fµν , δAρ〉+ 1
2
Γσab〈λa, δλb〉
}
.
This leads to the equations of motion
(6.23)
gµσgνρ∇σFµν = 1
2
Γρab[λ
a, λb]
Γσab∇σλb = 0
and the variational 1-form
(6.24) γ =
(−gµσgνρ〈Fµν , δAρ〉+ 1
2
Γσab〈λa, δλb〉
) ∂
∂xσ
⊗ |dnx|.
In coordinate-free notation we write the equations of motion (6.23) as
(6.25)
−dA ∗ FA = 1
2
[λΓλ] |dnx|
D/Aλ = 0.
The Noether current associated to ξˆ is computed from (6.12) and (6.24) as
(6.26)
ι(ξˆ)γ − (1
4
ηaΓσbdΓ˜
µcdΓνac〈Fµν , λb〉
∂
∂xσ
⊗ |dnx|) = −ηagµσΓνab〈Fµν , λb〉 ∂∂xσ ⊗ |dnx|.
The supercurrent ja is minus the Noether current for Qa:
(6.27) ja = g
µσΓνab〈Fµν , λb〉
∂
∂xσ
⊗ |dnx|.
§6.2. Gauge theories with matter
The most general bosonic model without gravity34 on Minkowski space Mˇn is spec-
ified by the following data:
(6.28)
G compact Lie group
〈·, ·〉 bi-invariant scalar product on g
X Riemannian manifold on which G acts by isometries
V : X −→ R potential function invariant under G
34We include only scalar fields and gauge fields. There are also models with p-form fields for p ≥ 2,
for example. The models discussed here cover most fundamental (vs. effective) lagrangians without
gravity.
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The fields in the model are
(6.29)
A connection on some principal G bundle P −→ Mˇn
φ section of the associated bundle XP = P ×G X −→ Mˇn
The standard fundamental lagrangian is then the “minimally coupled” σ-model
lagrangian (3.77) and Yang-Mills lagrangian (6.2):
(6.30) L =
{
−1
2
|FA|2 + 1
2
|dAφ|2 − φ∗V
}
|dnx|.
The moduli space of classical vacua on Mˇn is the quotient of the set of minima
of V—which we assume occurs at V = 0—by the action of constant gauge trans-
formations:
(6.31) Mvac = V −1(0)/G.
Now we consider supersymmetric extensions of (6.30). As in §3 we work with
models in 3, 4, and 6 dimensions with minimal supersymmetry. As in §3 we refer
to the model in 3, 4, 6 dimensions as the F = R,C,H model. In these dimensions
we have already constructed separately the supersymmetric σ-model and the su-
persymmetric gauge theory. The next theorem summarizes what happens when we
combine them. In these models the bosons are given in (6.29) and the fermions are
(6.32)
ψ section of φ∗
(
P ×G (TX ⊗F ΠF2)
)
λ section of P ×G (g⊗ΠF2∗)
In the F = H case we use complex notation for ψ as in (3.49).
A discussion—including an explanation of notation—follows the statement of
the theorem.
Theorem 6.33. Fix
(6.34)
G compact Lie group
〈·, ·〉 bi-invariant scalar product on g
(i) (F = R) Suppose we are given
(6.35)
X Riemannian manifold with G action by isometries
h : X −→ R G-invariant real-valued function
Then the lagrangian
(6.36)
L =
{
−1
2
|FA|2 + 1
2
|dAφ|2 + 1
2
〈λD/Aλ〉+ 1
2
〈ψ(D/A)φ ψ〉 − 1
2
φ∗| gradh|2
− 1
2
ǫabφ∗(Hess h)(ψa, ψb) + 〈λˆaφ, ψa〉
+
1
12
ǫabǫcd〈ψa, φ∗R(ψb, ψc)ψd〉
}
|d3x|.
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on Mˇ3 is supersymmetric with the supersymmetry transformation laws
(6.37)
ξˆφ = −ηa ψa
(ξˆA)ab = η
c(ǫacǫbd + ǫadǫbc)λ
d
ξˆψa = η
b
(
(dA)abφ+ ǫabφ
∗ gradh
)
ξˆλa = −ηbǫacfbc
The potential energy is
(6.38) V =
1
2
| gradh|2
and the moduli space of vacua is
(6.39) Mvac = Crit(h)/G.
The supercurrent ja, which is minus the Noether current for Qa, is
(6.40)
ja =
{
ǫcbǫde〈∂aeφ, ψb〉+ ǫbdδca〈φ∗ gradh, ψb〉+
1
2
ǫbd〈fba, λc〉
} ∂
∂ycd
⊗ |d3x|
+
1
2
ǫcb〈fcd, λd〉 ∂
∂yab
⊗ |d3x|
(ii) (F = C) Suppose we are given
(6.41)
X Ka¨hler manifold with G action
µ : X −→ g∗ moment map for G action
W : X −→ C G-invariant holomorphic function
Then the lagrangian
(6.42)
L =
{
−1
2
|FA|2 + 〈dAφ¯, dAφ〉+ 〈λ¯D/Aλ〉+ 〈ψ¯(D/A)φ ψ〉
− φ∗‖ gradW‖2 − 2φ∗|µ|2 − Re[ǫabφ∗(HessW )(ψa, ψb)]
+
√
2
(〈λˆaφ, ψa〉 − 〈ψ¯a˙, ˆ¯λa˙φ〉)− 14ǫacǫb˙d˙〈ψa, φ∗R(ψc, ψ¯d˙)ψ¯b˙〉
}
|d4x|.
on Mˇ4 is supersymmetric with the supersymmetry transformation laws
(6.43)
ξˆφ = −
√
2 ηaψa
(ξˆA)ab˙ = 2η
c ǫacǫb˙d˙ λ¯
d˙ + 2η¯c˙ ǫadǫb˙c˙ λ
d
ξˆψa =
√
2
[
η¯b˙(dA)ab˙φ+ η
bǫabφ
∗ gradW
]
ξˆλa = −ηbǫacFbc − 2ηa
√−1φ∗µˇ
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The potential energy is
(6.44) V = ‖ gradW‖2 + 2|µ|2
and the moduli space of vacua is
(6.45) Mvac = µ−1(0) ∩ Crit(W )
/
G.
The supercurrent ja, which is minus the Noether current for Qa, is
(6.46)
ja =
{√
2ǫcbǫd˙e˙〈∂ae˙φ, ψb〉+
√
2 ǫb˙d˙δca〈φ∗gradW, ψ¯b˙〉+
1
2
ǫbc〈Fba, λ¯d˙〉
} ∂
∂ycd˙
⊗ |d4x|
+
{1
2
ǫc˙b˙〈F c˙d˙, λ¯d˙〉 − 2
√−1φ∗µ(λ¯b˙)
} ∂
∂yab˙
⊗ |d4x|
(iii) (F = H) Suppose we are given
(6.47)
X hyperka¨hler manifold with G action
µH : X −→ g∗ ⊗ ImH hyperka¨hler moment map
Then the lagrangian
(6.48)
L =
{
−1
2
|FA|2 + 1
16
h˜αβǫijν
abcd(∂abφ)
αi(∂cdφ)
βj +
1
2
〈λD/Aλ〉
+
1
4
hαβν
abcdψαa (φ
∗∇cd)ψβb − 2φ∗|µH|2 +
√
2 h˜αβǫij(λˆ
aj
φ )
αiψβa
− 1
24
νabcdφ∗Ωαβγδψ
α
aψ
β
b ψ
γ
c ψ
δ
d
}
|d6x|.
on Mˇ6 is supersymmetric with the supersymmetry transformation laws
(6.49)
(ξˆφ)αi = −
√
2 ηaiψαa
(ξˆA)pq = 2η
aiνpqabǫijλ
bj
ξˆψαa =
√
2 ǫijη
bj
(
(dA)abφ
)αi
ξˆλai = −ηbifab − 2ηaj
√−1φ∗(µˇH)ij .
The potential energy is
(6.50) V = 2|µH|2
and the moduli space of vacua is the hyperka¨hler quotient
(6.51) Mvac = µ−1H (0)
/
G.
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The supercurrent jai, which is minus the Noether current for Qai, is
(6.52)
jai =
{ 1√
2
νbcde〈∂acφ, ψbi〉+ 1
2
ǫij〈fea , λdj〉
} ∂
∂yde
⊗ |d6x|
−
{1
2
ǫij〈f cb , λbj〉+ 2
√−1 ǫjk〈φ∗(µˇH)ji , λck〉
} ∂
∂yac
⊗ |d6x|.
The proof for F = R is given in §7.3, and the proof35 for F = C (at least when X is
Hodge) in §8.3. In both cases we give a manifestly supersymmetric formulation is
superspace. We do not give a proof for F = H, a case in which there is no known
superspace formulation for an arbitrary hyperka¨hler manifold X , though we have
done enough of the computations in components that the reader should have no
problem completing the proof directly in components. The reduction of (6.48) to
4 dimensions is discussed in §10.3.
In (6.37) the Hodge dual of the curvature FA is
(6.53) ∗FA = fabdyab.
In (6.43) the curvature FA has been decomposed into its self-dual and anti-self-dual
parts:
(6.54) FA =
1
2
(Fabǫc˙d˙ + F c˙d˙ǫab) dy
ac˙ ∧ dybd˙.
In (6.49) the curvature 2-form
(6.55) FA =
1
8
F(ab)(cd) dy
ab ∧ dycd
has been rewritten in terms of a traceless 4× 4 matrix f :
(6.56) fab =
1
4
νacdeF(bc)(de).
We explain this further in §10.1.
For F = C the scalar product on g identifies g∗ ∼= g. We let
(6.57) µˇ : X → g
denote the composition of the moment map with this isomorphism; for F = H we
have µˇH : X → g ⊗ ImH. In the last equation in (6.49) we identify ImH with
traceless hermitian 2× 2 matrices:
(6.58) aI + bJ + cK ↔
(
a
√−1 −b+ c√−1
b+ c
√−1 −a√−1
)
.
In all three cases there are new terms of the form 〈λˆφ, ψ〉 which appear in the
lagrangian. Here λˆφ is the odd vector field on P ×GX corresponding to λ, and the
35See Problem ASH4 of [I-Homework] for an example, which in particular serves as a check of
the constants in (6.42) and (6.43).
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inner product is the Riemannian metric on X . For F = R, in the linear case X is an
orthogonal vector space andG acts linearly by an orthogonal representation ρ : G→
O(X). Then
(6.59) λˆφ = ρ˙(λ)φ,
where ρ˙ : g → o(X) is the infinitesimal action. This term can be predicted by
supersymmetry: the variation in A of 〈ψD/Aψ〉 is canceled by the variation in φ of
this term. For F = C note that ψa is a vector field of type (1, 0) on X , so only the
(0, 1)-component of λˆaφ and its conjugate enter (6.42). In the linear case G acts by
a unitary representation ρ : G → U(X) on a hermitian vector space X . Then the
(1, 0)-component of λˆφ is
(6.60) (λˆφ)
1,0 = ρ˙C(λ)φ,
where ρ˙C : gC → glC(X) is the complexification of the differential to ρ. To write
a formula for the (0, 1)-component we identify X ∼= X∗ via the hermitian metric;
then
(6.61) (λˆφ)
0,1 = −ρ˙C(λ)∗φ∗ ∈ X∗ ∼= X
at the point φ∗ ∈ X∗. (As a real manifold, X∗ ∼= X ∼= X so we can identify points
of X with points of X∗.) Note that when λ is real, then ρ˙C(λ) is skew-hermitian
and (6.61) is the complex conjugate of (6.60), i.e., λˆφ is real. Also,
36
(6.62) ˆ¯λ = λˆ,
which also holds in the nonlinear case. This ensures that (6.42) is real.
The quotient in (6.45) is the symplectic (Ka¨hler) quotient, which can often
be identified with the complex quotient of Crit(W ) by the complexification of G.
The quotient in (6.51) is the hyperka¨hler quotient. (It was in this context that the
hyperka¨hler quotient was discovered.) For F = C the abelian group
(
g/[g, g]
)∗
of
infinitesimal characters acts by translations on the space of moment maps. Theories
with different choices of moment map are different. Notice that when X is a point
we must still choose a moment map, which is now simply an infinitesimal character.
The resulting term −(2|µ|2) is usually called a Fayet-Iliopoulos term. For F = H
the moment map is also ambiguous, this time up to
(
g/[g, g]
)∗ ⊗ ImH. For X a
point this leads to a Fayet-Iliopoulos term.
The action of R-symmetries for F = C and F = H is summarized in (5.31),
(8.24), and (10.21).
We have not written the equations of motion for these general lagrangians; it
seems better to work out the detailed form on a case-by-case basis. However, we
indicate here some general features. For the scalar field φ we find an equation of
the form
(6.63) Aφ = −φ∗ gradV +Q(2)φ (ψ, λ) +R(2)φ (ψ)dφ +Q(4)(ψ).
36We caution the reader that ‘λ¯’ denotes the conjugate in the Lie algebra. For example, if
G = T is the circle group, then g∼= √−1R and gC ∼= C with conjugation minus the usual complex
conjugation in C. See Problem ASH4 of [I-Homework] for a sample lagrangian in this case.
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Here A = d
∗
AdA is the wave operator on sections of X
P → Mˇn. The coefficients
of the quadratic form Q
(2)
φ depend on the pullback of the hessian of h or W (for
F = R or F = C) and also on the action of g on X ; the coefficients of the qua-
dratic form R
(2)
φ depend on the pullback of the Riemann curvature tensor; and the
coefficients of the quartic form Q
(4)
φ depend on the pullback of derivatives of the
Riemann curvature tensor. Now the action of g on X induces a map from g to
vertical vector fields on XP , or equivalently a g∗-valued vector field ζˆ on XP . This
vector field enters into some equations of motion, for example in the equation
(6.64) D/Aλ = −〈ζˆφ, ψ〉.
Here ζˆφ means the pullback of ζˆ by the section φ.
§6.3. Superspace construction
We consider only pure gauge theory. As usual we fix data (6.1). Consider a su-
perspace Mn|s in any dimension built out of any real spin representation. Suppose
P → Mn|s is a principal G bundle. Let A be a connection on P . If A is uncon-
strained, then there are too many component fields to obtain a sensible theory,
even with n, s small. Hence we impose a constraint. Namely, we require that the
curvature FA be constrained to vanish along the left-invariant odd distribution τ
on Mn|s:
(6.65) ι(Db)ι(Da)FA = 0.
In that case the “lowest” piece of the curvature is in the even-odd direction. Let
Da be the horizontal lift of Da and ∇µ the horizontal lift of ∂µ. Define
(6.66) Λa =
1
n
Γ˜µabι(Db)ι(∂µ)FA =
1
n
Γ˜µab[Db,∇µ].
(The constant is chosen with hindsight.) Also, we identify G-invariant vertical
vector fields with sections of the adjoint bundle; see [I-Classical Fields, §4.2].)
This is a “projection” of the lowest nonvanishing part of the curvature; Λa is an
odd section of the adjoint bundle adP = P ×G g → Mn|s. There are component
fields
(6.67)
A = i∗A connection on P = i∗P −→ Mˇn
λa = i∗Λa dual spinor field on Mˇn with values in adP
and possibly additional component fields as well. To see what other component
fields there are, we examine consequences of the Bianchi identity.
First, we apply Bianchi to Da, Db, Dc to learn that
(6.68) The symmetrization of Γµab[Dc,∇µ] in a, b, c vanishes.
To interpret this, consider the sequence of maps
(6.69)
Sym3(S∗)
Sym3(Γ⊗id)−−−−−−−−→ V ⊗ S∗ gΓ−−−−→ S
fafbfc −−−−→ sym(Γµabeµ ⊗ fc)
eµ ⊗ fc −−−−→ gµνΓνcdfd
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The composition vanishes if and only if for all s∗ in S∗, Γ(s∗, s∗) ⊗ s∗ maps to 0
in S, i.e., if and only if for all t∗ ∈ S∗,
(6.70) 〈image of Γ(s∗, s∗)⊗ s∗, t∗〉 = 〈Γ(s∗, s∗),Γ(s∗, t∗)〉
vanishes. The last expression is obtained by polarization from〈Γ(s∗, s∗),Γ(s∗, s∗)〉,
and the composition vanishes if and only if the quadratic form (6.14) does. As
we have seen, this occurs for n = dimV = 3, 4, 6, 10 with minimal supersymmetry
s = dimS = 2, 4, 8, 16. Furthermore, in these cases the sequence (6.69) is exact.
Assume from now on that we are in one of these situations. Now the dual to (6.69)
is
(6.71) S∗ −→ V ∗ ⊗ S −→ Sym3(S).
The even-odd piece of the curvature can be identified with an element of
Ω0(Mn|s, adP) ⊗ V ∗ ⊗ S;then (6.68) asserts that its image in Ω0(Mn|s, adP) ⊗
Sym3(S) vanishes. By the exactness of (6.71) we can then identify the even-odd
piece of the curvature with an element Λ ∈ Ω0(Mn|s, adP)⊗S∗, as defined in (6.66).
In fact, the Clifford identity implies that
(6.72)
V ∗ ⊗ S −→ S∗
eµ ⊗ fa 7−→ 1
n
Γ˜µabfb
is a splitting of (6.71), whence the formula (6.66) for Λ. To summarize, in the four
cases we are considering the even-odd curvature can be expressed in terms of Λ:
(6.73) [Da,∇µ] = gµνΓνabΛb.
Next, we apply Bianchi to Da, Db, ∂µ. After some manipulation with (6.73)
and the Clifford identity we find
(6.74) −2Γ˜µacΓνcbFµν = gµν Γ˜µacΓνbdDcΛd + nDbΛa,
where the even-even part of the curvature is
(6.75) Fµν = ι(∂ν)ι(∂µ)FA = −[∇µ,∇ν ].
(The funny sign is due to the fact that we take the bracket as vector fields on P ,
not as operators on an associated bundle; cf. [I-Classical Fields, §4.2].) The first
term on the right hand side of (6.74) depends on the particular case, and its precise
form determines the structure of the auxiliary fields. In n = 3, 4, 6 dimensions we
will find a formula of the form
(6.76) DbΛa = −1
2
Γ˜µacΓνcbFµν + E ,
where i∗E consists of auxiliary fields. (Compare with the second equation in (6.8).)
We do not learn anything new from the remaining cases of the Bianchi identity.
Applied to Da, ∂µ, ∂ν we obtain the Jacobi identity for three vector fields Λ
a, ∂µ, ∂ν
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on P . (Here we identify Λa with a G-invariant vertical vector field. Upon restriction
to Mˇn this equation gives the supersymmetry transformation law (6.9) for the
curvature.) Bianchi applied to ∂µ, ∂ν , ∂ρ restricts on Mˇ
n to the usual Bianchi
identity for A.
Set
(6.77) Fµν = i
∗Fµν ;
then
(6.78) FA =
1
2
Fµνdx
µ ∧ dxν
is the curvature of A.
From the general formula (1.29) and equations (6.73) and (6.76) we recover
the supersymmetry transformation law (6.8), at least if we set E = 0. For exam-
ple, to compute the action of ξˆ on the connection A, we lift the vector field ηaDa
on Mn|s to the horizontal vector field −ηaDa on P and apply the covariant deriv-
ative. From (6.73) the µth component of the answer is
(ξˆA)µ = ι(∂µ)i
∗ Lie(−ηaDa)A
= i∗ι(∇µ) Lie(−ηaDa)A
= i∗
[
Lie(−ηaDa)ι(∇µ)A− ι
(
[−ηaDa,∇µ]
)
A
]
= i∗ηa[Da,∇µ]
= ηagµνΓ
ν
abλ
b,
(6.79)
which agrees with (6.8). The precise formula for the variation of the fermion λ,
which includes the auxiliary fields, must be analyzed on a case-by-case basis.
In §7, §8, and §10 we construct the superspace models for the cases n = 3, 4,
and 6 (previously referred to as F = R,C, and H). Supersymmetry is manifest in
the superspace formulation, and we determine the auxiliary fields by computing E
in (6.76). In addition, for n = 3, 4 we give a superspace formulation of the gauge
theory coupled to matter, and so prove Theorem 6.33(i) and Theorem 6.33(ii).
There is no known superspace formulation for the n = 10 dimensional theory.
There are also superspace models for dimensional reductions of the n = 3, 4, 6
theories; particular cases are treated in §9 and §10. We remark here that (6.65) is
no longer the correct curvature constraint in superspace; some components of the
odd-odd curvature are allowed to be nonzero.
CHAPTER 7
N = 1 Yang-Mills Theory in Dimension 3
For the scalar superfield of Chapter 4 and the chiral superfield of Chapter 5
it is easy to see that the supermanifold of superfields is diffeomorphic to the su-
permanifold of component fields. But for constrained connections the argument is
more complicated due to gauge symmetry. The precise statement is the main task
of §7.1. In §7.2 and §7.3 we describe the superspace formulation of the Yang-Mills
lagrangian and of the lagrangian including matter. There are no surprises, though
we do explain where the new term in the component lagrangian (6.36) (coupling
the two sorts of spinors) arises from the superspace point of view.
§7.1. Constrained connections on M3|2
We specialize the discussion in §6.3 to M3|2. Our first task is to evaluate (6.74).
To that end we compute using the formulas of §2.3:
gµνΓ˜
µacΓνbd = gµνǫ
aa′ǫcc
′
Γµa′c′Γ
ν
bd
=
1
2
(ǫa′bǫc′d + ǫa′dǫc′b)(ǫ
aa′ǫcc
′
+ ǫac
′
ǫca
′
)
= δab δ
c
d + δ
a
dδ
c
b .
(7.1)
Plugging into (6.74) we obtain
(7.2) −2Γ˜µacΓνcbFµν = 4DbΛa + δabDcΛc.
Setting a = b and summing we find
(7.3) 6DcΛc = −2ǫaa
′
ǫcc
′
Γµa′c′Γ
ν
acFµν = 0,
since ǫ and F are skew-symmetric. Thus (7.2) becomes
(7.4) DbΛa = −1
2
Γ˜µacΓνcbFµν .
This implies E = 0 in (6.76), which means that there are no auxiliary fields.
The multiplet {A, λ} of component fields is called the vector multiplet , and
from the vector multiplet we can reconstruct the constrained connection A. The
precise statement is the following.
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Proposition 7.5. The category of connections A on M3|2 whose curvature van-
ishes on the odd distribution τ is equivalent to the category of pairs {A, λ} consisting
of a connection A on Mˇ3 and a dual spinor field λ with values in the adjoint bundle.
We first comment on the meaning of Proposition 7.5. As odd fields are involved,
it is crucial to work over a base S: for any supermanifold S, what Proposition 7.5
claims is that the functor which attaches the component fields to a constrained
connection is an equivalence between the following categories: (a) G-torsors on
M3|2×S provided with a relative connection A satisfying the curvature constraint;
(b) G-torsors on Mˇ3 × S provided with a relative connection A and an adjoint
bundle valued dual spinor field λ. Note that in (b) we have Mˇ3 × S, not the
reduced space of M3|2 × S. As usual, in the proof we will keep S silent.
If P is a G-torsor with a connection A on M3|2 (i.e. on M3|2 × S), any auto-
morphism of (P ,A) which induces the identity on the restriction P of P to Mˇ3(i.e.
Mˇ3 × S) is the identity. Because of this, (P ,A) can be viewed as a structure on
P . Concretely, once some choices have been made on Mˇ3 (see the proof of Propo-
sition 7.5 for an example), if (P ,A) is a G-torsor with connection on M3|2 with
restriction P to Mˇ3, and if s is a trivialization of P , the connection gives rise
to a canonical extension of s to a trivialization of P . Given s, then A becomes
a 1-form α with values in the Lie algebra g obeying suitable constraints. What
Proposition 7.5 claims is that the map from the space of those α’s to the space of
(A, λ) (A a connection on P , and λ a g-valued dual spinor field) is bijective. In other
words, for P a G-torsor on Mˇ3 the map from (a) the set of isomorphism classes of
G-torsors P on M3|2, given with a constrained connection A and an isomorphism
P
∼→ P | Mˇ3, to (b) the set of (A, λ), is bijective. In (a), the objects considered
have no non-trivial isomorphisms. Because of this, the question is local, and one
may assume that P is the trivial G-torsor.
Proof. The data on P of a constrained connection amounts to that of a partial
connection in the direction of the odd distribution τ : a G-invariant lift to P not of
all vector fields, but only of those in τ . If Da (resp. ∇ab) is the horizontal lift of
Da (resp. ∂ab), the vanishing along τ of F means that
(7.6) ∇ab = −1
2
[Da,Db].
If only the Da are given, the corresponding constrained connection is obtained by
defining ∇ab by this formula.
The functor implicit in Proposition 7.5 attaches to (P ,∇): the restriction to
Mˇ3 of P (denoted P ), that of [Da,Db], and that of [[Da,Db],Dc]; respectively: a G-
torsor on Mˇ3, a connection on it, and a section of the adjoint bundle with vanishing
symmetrization in a, b, c. (cf. (6.68)).
We now choose a coordinate system as in §2.3, giving rise to the basis D1, D2 of
τ . We will use D1, D2 to define a retraction q: M
3|2 → Mˇ3, and, for P a torsor with
connection on M3|2, with restriction P to Mˇ3, an isomorphism of torsors q∗P → P
(partial gauge fixing).
We first explain an analog, in classical differential geometry of what we will
do. Suppose N is of codimension 2 in a variety M , and that D1, D2 are vector
fields which, on N , span the normal bundle TM/TN . In a neighborhood of N , the
flow exp(tD1) generates from N a codimension 1 subvariety M1, with a retraction
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q1: M → N constant on the flow lines. Repeating the process with M1 and D2,
we obtain in a neighborhood of N a retraction q2: M → M1, constant on the flow
lines of D2:
If P is a torsor on M with connection, with restriction P to N , integrating the
connection on the flow lines of D1, we obtain an isomorphism α1: q
∗
1P → P on M1.
Doing the same with D2, we obtain α2: q
∗
2(P|M1)∼→P .
In our case of codimension 0|2, the situation is different in that (a) the vector
field D1 does not integrate to a foliation with leaves R
1|0: the obstruction is D21 mod
D1. (b) On R
0|1, a connection ∇ does not need to be flat: curvature obstruction
∇2θ .
It however remains true that for N ⊂ M3|2 a subvariety and D an odd vector
field transversal to N , the vector field D, in fact just its restriction to N , generates
from N an embedding N × R0|1 →֒ M3|2. A function f on M3|2 vanishes on the
image M1 if and only if f and Df vanish on N , and the retraction q1: M1 → N is
such that for any function u on N , Dq∗1(u) = 0. If P is a torsor with connection
on M3|2, with restriction P to N , we have on M1 a unique isomorphism of torsors
q∗1P → P|M1 which is the identity on N and such that on N the liftings of D agree.
One should beware that if D is given as a vector field on M3|2, it does not need to
be tangent to M1. This tangency to M1 holds only on N .
We apply this twice, to Mˇ3 ⊂ M3|2 and D1, then to M1 and D2, obtaining
q: M3|2 → M1 → Mˇ3 and α: q∗P → P . The construction of α uses only the
connection in the directions of D1 and D2: for P a torsor with a connection along
τ , we obtain α: q∗P → P , and the data of α is equivalent to that of part of the
connection, viz. D1 on Mˇ3 and D2 onM1. It remains to check that to complete this
partial data to that of a connection ∇ along τ amounts to giving [Da,Db] on Mˇ3 (a
connection on P ) and [[Da,Db],Dc] on Mˇ3 (a section on Mˇ3 of adP with vanishing
symmetrization in a, b, c, i.e., the data of just [[D1,D1],D2] and [[D2,D2],D1]).
Let us choose a local trivialization of P , hence of P . The connection along τ
is given by a section a of τ∗ with values in the Lie algebra, i.e., by a1 = 〈D1, a〉
and a2 = 〈D2, a〉. That the connection is partially given by α: q∗P → P amounts
to a1 = 0 on Mˇ
3 and a2 = 0 on M1, i.e. to a1 = a2 = D1a2 = 0 on Mˇ
3.
For the simplicity of notations, let us assume that G is GL(n), i.e., that we are
considering a vector bundle. We have then
(7.7)
[D1,D1] = −2∂11 + 2D1a1 on Mˇ3
[D1,D2] = −2∂12 +D2a1 on Mˇ3
[D2,D2] = −2∂22 + 2D2a1 on Mˇ3 ,
so the data of the first order jet of a1 and a2 along Mˇ
3 amounts to the data of the
connection on P . The remaining freedom: the addition of θ1θ2b1 to a1 and θ1θ2b2
to a2 amounts to the data of [[Di,Dj ],Dk] on Mˇ3. Indeed, by ai 7→ ai + θ1θ2bi,
[[D1,D1],D2] on Mˇ3 is increased by −2b1 and [[D2,D2],D1] by −2b2.
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It is easy in this case to reformulate a constrained connection in terms of an
unconstrained field. Namely, take the unconstrained field to be a partial connection
on P along the odd distribution τ . Then if Da is the horizontal lift of Da, define
the horizontal lift ∇ab of ∂ab to be
(7.6) ∇ab = −
1
2
[Da,Db].
In other words, the constraint that the odd-odd components of the curvature vanish
uniquely determines the connection A from the restriction of A to τ .
It is convenient to lower an index on the spinor field and define37
(7.8) Λa = Λ
bǫba =
1
3
ǫbc[∇ab,Dc].
Equation (6.73) specializes to
(7.9) [Da,Λbc] = ǫabΛc + ǫacΛb.
Note that (7.3) is now
(7.10) ǫabDaΛb = 0.
We note a useful consequence of (7.10):
(7.11) D2Λa = −ǫbc∇abΛc.
It is convenient to set
(7.12) fac =
1
2
ǫbdF(ab)(cd),
which is symmetric in a, c. Then
(7.13) ∗FA = fabdyab
is the Hodge dual of the curvature (c.f. (2.38)).
In these variables the component fields are
(7.14)
A = i∗A
λa = i
∗Λa
and from (7.3) and (7.10) we have
(7.15) fab = i
∗DaΛb = i∗DbΛa.
The supersymmetry transformation laws (6.8) specialize to
(7.16)
(ξˆA)ab = −ηc(ǫac λb + ǫbc λa)
ξˆλa = −ηbfab
and (6.9) specializes to
(7.17) ξˆfab = η
c
[∇caλb + ǫac(D/λ)b].
37This goes against our general wish not to raise or lower a single index using a skew-symmetric
tensor, since there is a sign ambiguity. However, defining Λa facilitates comparison with the
physics literature.
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§7.2. The Yang-Mills action on M3|2
Assume that G is compact. Fix a bi-invariant inner product 〈·, ·〉 on g. For a
constrained connection A on M3|2 the basic lagrangian density is
(7.18) L2 = |d3x| d2θ
{
−1
4
ǫab〈Λa,Λb〉
}
.
We compute the component lagrangian function Lˇ2 using (2.40):
−4Lˇ2 = −ǫabi∗D2〈Λa,Λb〉
= −ǫabi∗
{
2〈D2Λa,Λb〉+ ǫcd〈DdΛa,DcΛb〉
}
= 2ǫabǫcd〈∇acλd, λb〉 − ǫabǫcd〈fda, fcb〉.
(7.19)
In the last step we use (7.15), (7.11), and (7.14). So from (2.27), (2.28), and the
fact that |∗FA|2 = |FA|2 we conclude
(7.20) Lˇ2 = −1
2
|FA|2 + 1
2
〈λD/Aλ〉.
This is the super Yang-Mills lagrangian (6.3). Thus we do have a superspace for-
mulation of this lagrangian in 3 dimensions.
Next, we begin the analysis of the superspace lagrangian directly in superspace.
This is a redundant exercise, since we already have the component expressions
in (6.22) and the equations which follow. But it is instructive to see how the
computation looks in superspace.
We compute the superspace equation of motion by varying the unconstrained
partial connection Da. Notice that a variation δDa is a G-invariant vertical vector
field, so corresponds to a section δAa of the adjoint bundle. From (7.8), (6.66),
and (7.6) we compute
(7.21) δΛa = −1
6
ǫcd
{
[[δDa,Dc],Dd] + [[Da, δDc],Dd]− 2[∇ac, δDd]
}
.
We use the invariance of 〈·, ·〉, (7.10), and (7.11) to find
δL2 = |d3x| d2θ −1
2
ǫab〈δΛa,Λb〉
= |d3x| d2θ 1
12
ǫabǫcd
{
〈δDa, [Dc, [Dd,Λb]]〉+ 〈δDc, [Da, [Dd,Λb]]〉
+ 2〈δDd, [∇ac,Λb]〉
}
+ EXACT
= |d3x| d2θ −1
2
ǫabǫcd〈δAa,∇bcΛd〉+ EXACT.
(7.22)
So the superspace equation of motion is
(7.23) ǫcd∇bcΛd = 0 for all b.
90 P. DELIGNE, D. FREED, SUPERSOLUTIONS
The exact term is −dγ for the variational 1-form γ. We do not compute the
precise expression, since it is unwieldy and not useful. One interesting feature
emerges quickly, though. Namely, γ contains a term proportional to
(7.24) ǫabǫcdι(Dd) |d3x| d2θ Dc〈δAa,Λb〉,
and so as a differential 1-form on the space of fields γ is not linear over functions.
(In other words, δAa is differentiated.)
We extract from (7.23) the equations of motion in components. Restrict-
ing (7.23) to Mˇ3 we find
(7.25) D/Aλ = 0.
This agrees with (6.25). To obtain the equation of motion for A, we either ap-
ply i∗De to (7.23) or specialize (6.23). In either case we obtain
(7.26) ǫcd∇adfbc = [λa, λb] for all a, b.
This agrees with (6.23). Finally, the supercurrent (6.27) specializes to
(7.27) ja =
1
2
ǫcbǫde〈fcd, λe〉 ∂
∂yab
⊗ |d3y|+ 1
2
ǫcdǫbe〈fca, λe〉 ∂
∂ydb
⊗ |d3y|.
Since we didn’t compute the exact term in (7.22), we do not give a superspace
computation of the supercurrent.
§7.3. Gauge theory with matter on M3|2
In this subsection we prove Theorem 6.33(i). Suppose we are given the data
in (6.35): a Riemannian manifold X on which G acts by isometries and a G-
invariant function h : X → R. Fix a G bundle P → M3|2. Then we can form the
associated bundle XP → M3|2 whose typical fiber is X . The superfields in the
theory are a constrained connection A on P and a section Φ of XP . We view Φ as
an equivariant map
(7.28) Φ: P −→ X.
Then the formulas in §4 make sense provided we interpret the vector fields Da, ∂ab
as the horizontal lifts to P of the indicated vector fields on M3|2. For example,
the component fields are still defined by (4.7), but now ψa = i
∗DaΦ where Da acts
by the covariant derivative associated to A. Also, in the definition of the auxiliary
field F = 12 i
∗(D2D1−D1D2)Φ the outer covariant derivatives are constructed from
both A and the Levi-Civita connection on X .
The superspace lagrangian for the theory is L0+L1+L2, where the individual
terms are defined in (4.16), (4.20), and (7.18). The only possible changes to the
computation of the component lagrangian are additional curvature terms from the
connection A. Recall that A is constrained to be flat on the odd distribution τ , and
this constraint eliminates many such possible terms. With this in mind we examine
the computation (4.18). There is a change in the formula (4.11) for D2DbΦ, which
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is used to pass from the second line of (4.18) to the third line. Examining (4.12)
we see that there is a new term from the even-odd curvature of A in passing to the
last line. Hence (4.11) is replaced by38
(7.29) D2DaΦ = ǫbc
(∇ab − 16R(DaΦ,DbΦ))DcΦ+ 2(Λa)Φ,
where (Λa)Φ is the vector field on X
P induced by the action of Λa on X . The new
term in (7.29) contributes an extra term to (4.18), and the new contribution to the
component lagrangian is
(7.30) −ǫab〈ψa, (λˆb)φ〉 = −〈ψa, λˆaφ〉 = 〈λˆaφ, ψa〉.
The computation (4.21) with the potential term remains unchanged. Altogether,
we find the total component lagrangian to be (6.36), and this completes the proof
of Theorem 6.33(i).
38Recall a tricky sign in [I-Classical Fields, §4.2]: An equivariant vertical vector field is identified
with a section of the adjoint bundle, and the action on a section of an associated bundle is by
minus the directional derivative.
CHAPTER 8
N = 1 Yang-Mills Theory in Dimension 4
Here we complete the discussion initiated in §6.3 of the supersymmetric for-
mulation of super Yang-Mills theory in dimension 4. This chapter parallels the
previous one. One new feature in §8.1 is the appearance of an auxiliary field as well
as the existence of an R-symmetry. Another new feature appears in §8.2, where the
coupling constant of the Yang-Mills lagrangian is complex. Its imaginary part is
proportional to the usual coupling constant, whereas its real part is the coefficient
of a Chern-Weil form. (If this term is present, then the theory is not invariant under
orientation-reversing symmetries.) In §8.3 we describe the superspace approach to
gauge theories with matter in case the target manifold of the scalar field is Hodge.
Then there is a geometric explanation for the appearance of the moment map in
the component lagrangian (6.42).
§8.1. Constrained connections on M4|4
We specialize the discussion in §6.3 to M4|4. As explained in §2.4 we work in a
complex basis. Our first task is to evaluate (6.74). To that end we compute
gµνΓ˜
µac˙Γν
bd˙
= gµνǫ
aa′ǫc˙c˙
′
Γµa′c˙′Γ
ν
bd˙
=
1
2
ǫa′bǫc˙′d˙ǫ
aa′ǫc˙c˙
′
= 2δab δ
c˙
d˙
(8.1)
Plugging into (6.74) we obtain
(8.2) DbΛa = −1
2
Γ˜µacΓνcbFµν −
1
2
δabDc˙Λ
c˙
.
Thus there is an auxiliary field in this theory. Setting a = b and summing, the first
term on the right hand side of (8.2) vanishes, and so
(8.3) DcΛc = −Dc˙Λc˙.
Define the (auxiliary) field
(8.4) E = −
√−1
2
DcΛc.
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Equation (8.3) asserts that E is real:
(8.5) E = E.
From (6.74) we also learn that
(8.6) Db˙Λa = 0;
in other words, Λa is a chiral superfield.
Let A, λ,E be the restrictions of A,Λ, E to Mˇ4. (It should cause no confusion
that the restriction of E to Mˇ4 is also denoted ‘E’.) The multiplet {A, λ,E} of
component fields is called the vector multiplet , and from the vector multiplet we can
reconstruct the constrained connection A. The precise statement is the following.
Proposition 8.7. The category of connections A on M4|4 whose curvature van-
ishes on the odd distribution τ is equivalent to the category of triples {A, λ,E}
consisting of a connection A on Mˇ4, a dual real spinor field λ with values in the
adjoint bundle, and a section E of the adjoint bundle.
For an elucidation of what Proposition 8.7 claims, we refer to the comments follow-
ing Proposition 7.5. The following proof contains a description of an unconstrained
field equivalent to a constrained connection.
Proof. We first consider the complex analog of Proposition 8.7. For the complex
super Minkowski space MC = M
4|4
C
, instead of a complex structure on the distri-
bution τ , we get a decomposition τ = τ ′ ⊕ τ ′′, and the distributions τ ′ and τ ′′ are
integrable. Dividing by the corresponding foliations, we obtain
(8.8) M ′′
pr′′← MC pr
′
→ M ′,
with τ ′ (resp τ ′′) being the relative tangent bundle of MC/M
′′ (resp MC/M
′). Let
MˇC ⊂MC be the ordinary Minkowski space, with images Mˇ ′ inM ′ and Mˇ ′′ inM ′′.
Put M1 = (pr
′′)−1(Mˇ ′′) and M2 := (pr
′)−1(Mˇ ′). The projections pr′ and pr′′
induce isomorphisms
(8.9) M1
∼→M ′
and
(8.10) M2
∼→M ′′.
M1
M2
M
M
pr
pr
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If P is a G-torsor on MC, a constrained connection on P is determined by
its restriction to τ and, arguing as in the proof of Proposition 7.5, one sees that
constrained connections correspond one to one to connections in the direction of
τ , which are integrable in the directions of τ ′ and τ ′′. An integrable connection in
the direction of τ ′′ (resp τ ′) amounts to a way to descend P from MC to M ′ (resp
M ′′). A constrained connection hence amounts to the data of P ′ on M ′ and P ′′ on
M ′′ descending P :
(8.11) P ∼→ (pr′)−1(P ′)
and
(8.12) P ∼→ (pr′′)−1(P ′′).
In the τ ′ (resp. τ ′′) direction, the connection is given by (8.12) (resp. (8.11)).
Let P be the restriction of P to MˇC, and let us choose a trivialization of P .
From (8.12) (resp (8.11)) we get a trivialization of P onM1 (respM2): the only one
extending the given trivialization and compatible with the connection along τ ′ (resp
τ ′′). From (8.9) (resp (8.10)) and (8.11) (resp (8.12)), we then get trivializations s′
and s′′ of P ′ and P ′′.
We keep noting s′ and s′′ their inverse images in P and let g : MC → G be the
map such that s′g = s′′. The map g to G, trivial onM1 andM2, is an unconstrained
field equivalent to the constrained connection. It can be written g = exp(U), with U
a map to g = Lie(G) vanishing onM1 andM2. In terms of g, the data (P ,A) is the
trivial torsor, with the trivial connection in the direction of τ ′′ and, in the direction
of τ ′, the connection for which g is horizontal (given by the 1-form −g−1dg).
Let us use coordinates as in §2.4. In those coordinates,M1 is defined by θ¯b˙ = 0,
and M2 by θ
a = 0. Let J be the ideal of functions vanishing on M1 and M2, and
I be the ideal generated by all θ and θ¯. Then, (J ∩ In)/J ∩ In+1 vanishes for
n 6= 2, 3, 4 and is spanned respectively by
n = 2 : the θaθ¯b˙
n = 3 : the θ1θ2θ¯b˙ and the θaθ¯1˙θ¯2˙
n = 4 : θ1θ2θ¯1˙θ¯2˙,
the coefficients being functions on MˇC. We have
(8.13)
Da = Da,
Da˙ = Da − g−1Dag.
It is then easy to check that U (mod I)3 gives the connection on P ; that changing
U by a section of (J ∩ I3)⊗ g, taken modulo J ∩ I4, gives λ; and changing U by a
section of (J ∩ I4)⊗ g gives E.
We now consider the real case. The arguments used in the complex case work
in just the same way for the cs case, where super Minkowski space is complexified
just in the odd direction. As explained in the comments after Proposition 7.5,
we have to prove that some map is a bijection. This map is obtained from the
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similar map in the cs case by taking the fixed points of complex conjugation, and
Proposition 8.7 follows.
In the physics literature the field U is referred to as the vector superfield in “Wess-
Zumino gauge”.
It is convenient to lower an index on the spinor field and define the chiral
superfield39
(8.14) Wa = Λ
bǫba =
1
4
ǫb˙c˙[∇
ab˙
,Dc˙]
together with the conjugate antichiral superfield W a˙. Equation (6.73) specializes
to
(8.15) [Da,∇bc˙] = 2ǫabW c˙.
The auxiliary field E is
(8.16) E = −
√−1
2
ǫabi∗DaWb.
The reality condition (8.5) (equivalently (8.3)) is
(8.17) ǫabDaWb + ǫa˙b˙Da˙W b˙ = 0
This has the useful consequence
(8.18) D2Wa = −2ǫb˙c˙∇ab˙W c˙.
It is convenient to write the curvature as
(8.19) FA :=
1
2
(Fabǫc˙d˙ + F c˙d˙ǫab) dy
ac˙ ∧ dybd˙,
where Fab is symmetric in a, b. Our convention is that the curvature is real—F a˙b˙ =
Fab—for a compact gauge group G. Warning: The involution on the complexified
Lie algebra gC is such that the real subalgebra is the Lie algebra of the compact
group. Thus for G = T the circle group the real subalgebra in gC = C is iR ⊂ C.
In these variables the component fields are
(8.20)
A = i∗A
λa = i
∗Wa,
and from (8.2) and (8.16) we have
(8.21) Fab +
√−1 ǫabE = i∗DaWb.
39The symbol ‘W ’ is standard in the physics literature.
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Let ξˆ be the vector field on the space of component fields corresponding to the
supersymmetry transformation ηaQa + η¯
a˙Qa˙. We compute it from the general
formula (1.29) and the other formulas in this section. We also can check the result
against (6.8) and (6.9) if we set the auxiliary field E to zero. The result is:
(8.22)
(ξˆA)ab˙ = −2ηc ǫac λ¯b˙ − 2η¯c˙ ǫb˙c˙ λa
ξˆλa = −ηbFab + ηbǫab
√−1E
ξˆE = ηa
√−1(D/λ¯)a − η¯a˙
√−1 (D/λ)a˙
and
(8.23) ξˆFab = η¯
c˙
{∇ac˙λb +∇bc˙λa}+ ηc{ǫac(D/λ¯)b + ǫbc(D/λ¯)a}.
Under the R-symmetry (2.81) the component fields transform by (see (8.14)
and (8.16))
(8.24)
[R,Aab˙] = 0
[R, λa] = −λa
[R, λ¯a˙] = λ¯a˙
[R,E] = 0.
§8.2. The Yang-Mills action on M4|4
We assume G compact with 〈·, ·〉 a bi-invariant inner product on g. Extend 〈·, ·〉 to
be a bilinear form on gC. Fix τ ∈ C. Then for a constrained connection on M4|4
the basic lagrangian density is
(8.25)
L2 = |d4x|
{
− 1
16π
Im
(
d2θ τ ǫab〈Wa,Wb〉
)}
= |d4x| 1
2i
{
d2θ
−τ
16π
ǫab〈Wa,Wb〉+ d2θ¯ τ¯
16π
ǫa˙b˙〈W a˙,W b˙〉
}
.
Notice that the two terms in L2 are defined on different cs-manifolds. We compute
the contribution of the first to the component lagrangian using (8.20) and (8.21):
τ
16π
ǫabi∗D2〈Wa,Wb〉 = τ
16π
ǫabi∗
{
2〈D2Wa,Wb〉+ ǫcd〈DdWa,DcWb〉
}
= − τ
4π
ǫabǫc˙d˙i∗〈∇ac˙W d˙,Wb〉
+
τ
16π
ǫabǫcd〈Fda + ǫda
√−1E,Fcb + ǫcb
√−1E〉
=
τ
4π
〈λ¯ D/A λ〉 − τ
16π
ǫabǫcd〈Fac, Fbd〉+ τ
8π
|E|2.
(8.26)
The contribution of the second term in (8.25) is similar and we combine them
using (2.68). We fix the standard orientation on Mˇ4 to write the result in terms of
differential forms:
(8.27) d4x Lˇ2 = d4x
{
− Im τ
8π
|FA|2 + Im τ
4π
〈λ¯ D/A λ〉 + Im τ
8π
|E|2
}
+
Re τ
8π
〈F ∧ F 〉.
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Introduce the notation
(8.28) τ =
θ
2π
+
4πi
g2
.
Then
(8.29) d4x Lˇ2 = d4x 1
g2
{−1
2
|FA|2 + 〈λ¯ D/A λ〉+ 1
2
|E|2}+ θ
16π2
〈FA ∧ FA〉.
This is essentially the super Yang-Mills lagrangian (6.3). We have written the
second term in complex notation and dropped an exact term along the way. Note
E enters as an auxiliary field; its equation of motion is E = 0. The last term is
topological ; the integral is a characteristic number (for connections of finite action).
Note that the first termmakes sense as a density whereas to integrate the topological
term we need an orientation on Mˇ4. Another way to express (8.29) is to write
F = F+ + F− in terms of its self-dual and anti-self-dual pieces (see (2.64)). Then
the lagrangian function is
(8.30) Lˇ2 = − τ
4π
|F+A |2 +
τ¯
4π
|F−A |2 +
Im τ
4π
〈λ¯ D/Aλ〉+ Im τ
8π
|E|2.
The orientation on Mˇ4 enters here in distinguishing self-dual from anti-self-dual.
We are following standard physics usage in our choice of constants. The closed
4-form 〈FA ∧ FA〉 represents a real characteristic class of P → Mˇ4; if the bilinear
form 〈·, ·〉 on g is such that the real characteristic class 116π2 〈FA ∧ FA〉 comes from
a class in H4(BG;Z), then θ and θ + 2π yield the same quantum theory.
Next, we consider the action of the R-symmetry (2.81). Now d2θ has weight 2
under R and from (8.14) we see that Wa has weight −1. It follows that (8.25) is
invariant under R. One can also use (8.24) to check that (8.29) is invariant under
the R-symmetry. We remark that even though the classical theory has a U(1) R-
symmetry, in the quantum theory this is broken to a finite subgroup by an anomaly
(which is computed using the index theorem).
We do not analyze this theory in superspace, but rather simply report the
equations of motion:
(8.31)
ǫcd∇
db˙
Fac + ǫ
c˙d˙∇
ad˙
Fb˙c˙ = [λa, λ¯b˙]
ǫab∇ac˙λb = 0
E = 0
and the supercurrent ja which corresponds to the supersymmetry transforma-
tion Qa:
(8.32)
ja =
1
2
ǫcdǫb˙e˙〈Fca, λ¯e˙〉 ∂
∂ydb˙
⊗ |d4y|
+
{1
2
ǫc˙b˙ǫd˙e˙〈F c˙d˙, λ¯e˙〉 − ǫb˙c˙〈
√−1E, λ¯c˙〉
} ∂
∂yab˙
⊗ |d4y|.
In this formula we take g = 1, θ = 0.
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§8.3. Gauge theory with matter on M4|4
In this subsection we prove Theorem 6.33(ii). Suppose we are given the data
in (6.41), but with the additional proviso that X be Hodge. This assumption
is only for exposition, as the computation we review is local and done for arbitrary
Ka¨hler manifolds. Let Lω → X be the Hodge line bundle, a hermitian line bundle
with curvature
√−1ω. In this theory a compact Lie group G acts by isometries
on X , and we assume given a lift of the G action to Lω. This is roughly equivalent
to choosing a moment map
(8.33) µ : X −→ g∗
for the action of G on X , and in fact defines a moment map by the formula
(8.34) µ(ζ) = −√−1vert1(ˆˆζ), ζ ∈ g.
Here µ(ζ) is the function on X obtained by pairing (8.33) with ζ; the vector field
ˆˆ
ζ
on Lω is defined by the lifted action; and ‘vert1’ indicates the vertical part with
respect to the connection on Lω, taken at points of unit norm. It is easy to check
that µ is a moment map. In other words
(8.35) dµ(ζ) = −ι(ζˆ)ω,
where ζˆ is the vector field on X induced by the G action. In case X is Ka¨hler but
not Hodge, we must choose a moment map. We also fix a G-invariant holomorphic
function W : X → C.
Fix a G bundle P → M4|4. The superfields in the theory are a constrained
connection A on P and a chiral section Φ of the associated bundle XP , which we
view as an equivariant chiral map
(8.36) Φ: P −→ X.
As in (5.21) there is a global lift to an equivariant chiral map
(8.37) Φ˜ : P −→ Φ∗Lω.
Then the total superspace lagrangian for the theory is L0 + L1 + L2, where the
individual terms are defined in (5.22), (5.32), and (8.25). We take the coupling
constants in the gauge theory to be g = 1 and θ = 0. Our task is to work out the
expansion in component fields. Note that component fields are defined by (5.7),
though now the vector fields which enter the definitions are the Da on P—the
horizontal lifts of the Da defined by the connection A.
We re-examine the computation beginning in (5.25). Since this uses the alter-
native form (5.17) of the lagrangian in terms of a local Ka¨hler potential K, which
we assume is G-invariant, our first job is to express a moment map µ in terms of K.
Let ζˆ be the real vector field on X which corresponds to ζ ∈ g. Then an easy
computation from (8.35) shows
(8.38) 〈µˇ, ζ〉 = µ(ζ) = −√−1 ζˆ1,0 ·K = √−1 ζˆ0,1 ·K
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defines a moment map, where ζˆ = ζˆ1,0 + ζˆ0,1 is expressed as a sum of its (1, 0) and
(0, 1) components and µˇ : X → g is obtained from µ using the inner product on g.
There are several new terms in (5.25)–(5.27) from the nonzero bracket (8.15).
First, in the third line of (5.25) there is a new contribution from the bracket term
in (5.24):
i∗
(
1
4
ǫabǫc˙d˙Dc˙
{
2ι([Db,∇ad˙])Φ
∗∂K
})
= −2i∗ǫc˙d˙Dc˙ ι(W d˙)Φ∗∂K
= −2i∗ǫc˙d˙ι([Dc˙,W d˙])Φ∗∂K + 2i∗ǫc˙d˙ι(Dc˙)ι(W d˙)Φ∗∂¯∂K
= 4i∗
√−1 ι(−EˆΦ)∂K + 2i∗ǫc˙d˙ι(Dc˙Φ)ι(−(ŴΦ)d˙)∂¯∂K
= 4〈φ∗µˇ, E〉+
√
2 ǫc˙d˙〈ψ¯c˙, (ˆ¯λφ)d˙〉,
(8.39)
where (Ŵ d˙)Φ is the vector field on X
P induced by W d˙ and similarly for E. In the
third line we use (5.23) and the fact that ι(Dc˙)Φ∗∂K is a G-invariant function on P ,
so its derivative in the fiber directionW d˙ vanishes; in the fourth the definition (8.16)
of E and the fact that vertical vectors on P act with a minus sign (cf. the footnote
in §7.3); and in the fifth (8.38) and (5.16), together with an extra minus sign due to
the odd variables.40 From (5.28) and (5.29) we see that the results of (5.25)–(5.27)
enter the component lagrangian with a factor 1/4 and are added to their complex
conjugates. Hence (8.39) leads to a contribution
(8.41) 2〈φ∗µˇ, E〉+
√
2
4
(
ǫcd〈(λˆφ)c, ψd〉+ ǫc˙d˙〈ψ¯c˙, (ˆ¯λφ)d˙〉
)
to the component lagrangian. Also, in the second line of (5.27) there is a new term
ǫabǫc˙d˙
{
−Da ι([Dc˙,∇bd˙])Φ
∗∂K
}
= −4ǫabDa ι(Wb)Φ∗∂K,(8.42)
which by a similar computation contributes
(8.43) −4〈φ∗µˇ, E〉 −
√
2
2
(
ǫcd〈(λˆφ)c, ψd〉+ ǫc˙d˙〈ψ¯c˙, (ˆ¯λφ)d˙〉
)
to the component lagrangian.
As in §7.3 there is also a new term due to a revision of (5.9):
(8.44) Da˙D2Φ = −2ǫbc
{
∇ba˙Φ− 1
4
R(DbΦ,Da˙Φ)
}
DcΦ− 4(Ŵ a˙)Φ,
This enters the computation in (5.26), where we pick up
(8.45)
1
4
ǫc˙d˙〈Dd˙Φ, 4(Ŵ c˙)Φ〉 = −ǫc˙d˙〈Dc˙Φ, (Ŵ d˙)Φ〉.
40For even vectors ξ1, ξ¯2 of type (1, 0), (0, 1) respectively, equation (5.16) asserts
(8.40) 2ι(ξ1)ι(ξ¯2)∂¯∂K = −2ι(ξ¯2)ι(ξ1)∂¯∂K = 〈ξ¯2, ξ1〉.
Now substitute ξi = ηiψi, where ζi are odd vectors and ηi are auxiliary odd parameters.
100 P. DELIGNE, D. FREED, SUPERSOLUTIONS
Another new term enters into the last line of (5.27) from commuting Da past ∇bd˙:
(8.46) ǫabǫc˙d˙
{1
2
〈Dc˙Φ, [Da,∇bd˙]Φ〉
}
= −2ǫc˙d˙〈Dc˙Φ, (Ŵ d˙)Φ〉.
Taking into account the factor 1/4 in (5.28), and adding (8.45) and (8.46) to their
complex conjugates, we obtain a contribution to the component lagrangian
(8.47) −3
√
2
4
(
ǫcd〈(λˆφ)c, ψd〉+ ǫc˙d˙〈ψ¯c˙, (ˆ¯λφ)d˙〉
)
.
Combining (8.41), (8.43), and (8.47) we obtain the total new contribution to the
component lagrangian:
(8.48) −2〈φ∗µˇ, E〉 −
√
2
(
ǫcd〈(λˆφ)c, ψd〉+ ǫc˙d˙〈ψ¯c˙, (ˆ¯λφ)d˙〉
)
The second term appears in (6.42), after using (8.14).
To recover the potential energy term in (6.42) we must eliminate the auxiliary
field E. The terms involving E in (8.29) and (8.48) are:
(8.49)
1
2
|E|2 − 2〈φ∗µˇ, E〉.
The classical equation for E is then
(8.50) E = 2φ∗µˇ ,
and eliminating E we obtain the potential term
(8.51) −2φ∗|µ|2.
This completes the proof of Theorem 6.33(ii). Note the substitution (8.50) which
gives the last equation in (6.43) from the second equation in (8.22).
CHAPTER 9
N = 2 Yang-Mills in Dimension 2
The theory we study in this chapter is the reduction to two dimensions of the
basic four-dimensional supersymmetric gauge theory studied in §8. Thus we begin
in §9.1 with some general remarks about dimensional reduction of ordinary bosonic
Yang-Mills. The crucial observation is that in the dimensionally reduced theory we
have not only a connection, but also some scalar fields and a nontrivial potential
energy. The dimensional reduction of a constrained connection on M4|4, which is
described in §9.2, may be considered as a connection on M2|4 with constraints.
But the constraints now allow some nonzero curvature along the odd distribution,
unlike the constraint condition in the maximal dimension 4. Recall also that the
dimensionally reduced theory has a bigger R-symmetry group. In §9.3 we derive a
superspace expression for the Yang-Mills lagrangian.
§9.1. Dimensional reduction of bosonic Yang-Mills
Consider pure Yang-Mills theory on Minkowski space Mˇn in n dimensions with
gauge group G. Fix a bi-invariant inner product 〈·, ·〉 on g. The field is a connec-
tion A on a principal G bundle P → Mˇn, and the lagrangian is
(9.1) L = |dnx| −1
2
|FA|2.
Let x0, x1, . . . , xn−1 be standard coordinates on Mˇn so that the metric is
(9.2) g = (dx0)2 − (dx1)2 − · · · − (dxn−1)2.
Let T be the group of translations in the direction of the last k basis vectors. Let
p be the quotient map p : Mˇn → Mˇn/T . The quotient Mˇn/T is a Minkowski space
of dimension n − k. If Mˇn−k ⊂ Mˇn is defined by xn−k = · · · = xn−1 = 0, the
map p identifies Mˇn−k with Mˇn/T .
In the dimensional reduction of pure Yang-Mills theory, one considers: (a) a
principal G bundle P on Mˇn/T ∼= Mˇn−k, and (b) a T -invariant connection A on
its pullback to Mˇn. Let a be the restriction of A to Mˇn−k. Being T -invariant, the
connection A can be written as
(9.3) A = p∗(a) +
n−1∑
n−k
p∗(φi)dx
i,
101
102 P. DELIGNE, D. FREED, SUPERSOLUTIONS
the φi being sections of the adjoint bundle.
The lagrangian density Ln on Mˇn for A is T -invariant. In the reduced theory,
the lagrangian density Ln−k on Mˇn−k is obtained by restricting Ln to Mˇn−k and
contracting it against ∂n−k, . . . , ∂n−1: for Λ a lattice in T ,
(9.4)
∫
Mˇn−k
Ln−k = vol(T/Λ)−1
∫
Mˇn/Λ
Ln.
The curvatures FA of A and Fa of a are related by
(9.5) FA = p
∗(Fa) +∇a(φi)dxi +
∑
i<j
[φi, φj ] dx
i ∧ dxj ,
giving for the lagrangian density of the reduced theory
(9.6) Ln−k = |dn−kx|
{
−1
2
|Fa|2 + 1
2
n−1∑
n−k
|∇a(φi)|2 + 1
2
∑
i<j
|[φi, φj ]|2
}
.
The field content of the reduced theory is a connection and k sections of the adjoint
bundle.
Most relevant to us is the reduction to n − 2 dimensions. Thus consider a
connection A invariant by translations in the xn−1, xn−2 directions and write
(9.7) A = a+ φ1dx
n−2 + φ2dx
n−1.
A short computation gives for the reduced lagrangian
(9.8) L = |dn−2x| {−1
2
|Fa|2 + 〈daσ¯, daσ〉 − 1
2
‖ [σ, σ¯] ‖2},
where in the last line we set
(9.9) σ =
φ1 +
√−1φ2√
2
.
Thus σ is a section of the complexified adjoint bundle. Therefore, the field content
of the reduction of pure Yang-Mills by two dimensions is a connection and a complex
scalar field in the adjoint representation. There is a nonzero potential energy term
for the scalar.
Consider the reduction of the bosonic part of the 4-dimensional supersymmetric
Yang-Mills lagrangian (8.29) to 2 dimensions. The kinetic term for the connection
reduces as in (9.8). The auxiliary field is a scalar, so the reduction is also a scalar.
The topological term reduces nontrivially, and the total reduced bosonic lagrangian
is
(9.10) |d2x| 1
g2
{
−1
2
|Fa|2+〈daσ¯, daσ〉− 1
2
‖ [σ, σ¯] ‖2+1
2
|E|2
}
−√−1 θ
8π2
〈Fa, [σ, σ¯]〉.
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§9.2. Constrained connections on M2|(2,2)
We use the notation established in (2.107)–(2.119) for M2|(2,2).
Let P →M4|4 be a principal bundle with structure group G. We suppose that
the vector fields ∂12˙, ∂21˙ on M
4|4 have been lifted to commuting complex conjugate
vector fields ∂˜12˙, ∂˜21˙ on P . Let A be a constrained connection on P which is
invariant under these translations. All of the equations in §8.1 remain valid for A,
and we use them freely. The translation invariance is the equation
(9.11) [∂˜12˙,Da] = [∂˜21˙,Da] = [∂˜12˙,Da˙] = [∂˜21˙,Da˙] = 0.
Then the vertical vector field
(9.12) Σ =
1√
2
(∇
21˙
− ∂˜21˙)
is also translation invariant and corresponds to a section Σ of the complexified
adjoint bundle. It is the basic invariant of a translationally invariant constrained
connection. The Bianchi identity relates Σ to the superfields considered in §8.1.
First, we consider Bianchi for D2, D2, D1˙ and D2, D1˙, D1˙ to deduce
(9.13) D1˙Σ = D2Σ = 0.
In other words, the restriction of Σ to M2|(2,2) is twisted chiral. Then Bianchi
for D1, D1˙, D2˙ and Bianchi for D2, D1˙, D2˙ imply
(9.14)
√
2W1 = −D1˙Σ√
2W2 = D2˙Σ.
Using (9.14) and the results of §8.1 we can express the curvature FA completely in
terms of Σ.
Restrict the connection A and all derived superfields to M2|(2,2) →֒M4|4. Let
i : Mˇ2 →֒ M2|(2,2) denote the inclusion, as usual. The component fields of the
two-dimensional reduced theory are
(9.15)
A = i∗A
σ = i∗Σ
λ+ = i
∗W+ = − 1√
2
i∗D+Σ
λ− = i
∗W− =
1√
2
i∗D−Σ
We also have
(9.16) fA + [σ, σ¯] +
√−1E = i∗D+W− = 1√
2
i∗D+D−Σ,
where the curvature of A is given in (8.19) as
(9.17) FA = 2fA dy
+ ∧ dy−.
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The scalar field σ is a section of the complexified adjoint bundle; it is the same field
which appears in the previous subsection. So too are fA, E sections of the adjoint
bundle, but both fA and E are real.
From the point of view of M2|(2,2), we can think of A as a connection whose
curvature is constrained to vanish along the odd distribution except for the D2, D1˙
direction (and its complex conjugate), where
(9.18) [D2,D1˙] = −2
√
2Σ.
There is an important distinction between the abelian and nonabelian cases.
In the abelian case the superfield Σ has values in the constant vector space g and
is unconstrained, except for the requirement that it be twisted chiral. Up to gauge
equivalence the connection can be reconstructed from Σ. In the nonabelian case, on
the other hand, the superfield Σ is a section of the adjoint bundle, and the twisted
chirality condition (9.13) depends on the connection A.
We can compute the transformation laws of the component fields under ξˆ =
ηaτQa + η¯
a˙τQa˙
directly, or by dimensional reduction from (8.22). The result is
(9.19)
(ξˆA)+ = −2η−λ¯+ − 2η¯−λ+
(ξˆA)− = 2η
+λ¯− + 2η¯
+λ−
ξˆσ =
√
2η+λ¯+ −
√
2η¯−λ−
ξˆλ+ = −η−(fA + [σ, σ¯]−
√−1E)−
√
2 η+∇+σ¯
ξˆλ− = −η+(fA + [σ, σ¯] +
√−1E) +
√
2 η−∇−σ
ξˆfA = η
−∇−λ¯+ + η+∇+λ¯− + η¯+∇+λ− + η¯−∇−λ+
ξˆE = −√−1(−η+∇+λ¯− + η−∇−λ¯+ + η¯+∇+λ− − η¯−∇−λ+).
From (9.12) it is easy to see that the R-symmetries J+, J− (see (2.117)) act
on Σ by
(9.20) [J±,Σ] = ∓Σ.
From this and (9.15) we deduce the action on the component fields:
(9.21)
[J±, A] = [J±, fA] = [J±, E] = [J+, λ+] = [J−, λ−] = 0
[J±, σ] = ∓σ
[J±, σ¯] = ±σ¯
[J+, λ−] = −λ−
[J−, λ+] = −λ+.
§9.3. The reduced Yang-Mills action
We rewrite the action (8.25) in terms of Σ. First, using (9.14) and (9.13) we have
(9.22)
ǫab〈Wa,Wb〉 = 2〈W+,W−〉
= −〈D+Σ,D−Σ〉
= −D+D−〈Σ,Σ〉
= −D2‖Σ‖2.
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Let Lˇ′2 denote the dimensionally reduced component lagrangian function. From the
second line of (8.25) we deduce
(9.23)
Lˇ′2 =
1
2
√−1
{∫
d2θ
−τ
16π
ǫab〈Wa,Wb〉+
∫
d2θ¯
τ¯
16π
ǫa˙b˙〈W a˙,W b˙〉
}
=
1
2
√−1 i
∗
{
− τ
16π
D2D
2‖Σ‖2 + τ¯
16π
D
2
D2‖Σ‖2
}
= − Im τ
4π
i∗
1
2
(D2D
2
+D
2
D2)‖Σ‖2 − Re τ
16π
√−1 i
∗ 1
2
(D2D
2 −D2D2)‖Σ‖2.
Recall from §2.6 that for terms in a lagrangian in M2|(2,2) involving twisted chiral
fields only we compute component lagrangians using exactly the combination of
derivatives which occurs in the first term of (9.23). The second term is the topolog-
ical term in (9.10); it does not seem to reduce to an integral
∫
d4θ. So for Re τ = 0
the N = 2 superspace Yang-Mills lagrangian in M2|(2,2) is
(9.24) L′2 = |d2y| d4θ
−1
4g2
‖Σ‖2.
The corresponding component lagrangian is the dimensional reduction of (8.29),
which we compute either directly or with the aid of (9.8). After eliminating the
auxiliary field E we obtain
(9.25)
Lˇ′2 ∼ |d2y|
1
g2
{
−1
2
|FA|2 + 〈dAσ¯, dAσ〉+ 〈λ¯D/A λ〉
− 1
2
‖ [σ, σ¯] ‖2 +
√
2
(〈λ¯−, [σ¯, λ+]〉+ 〈λ¯+, [σ, λ−]〉)}.
The (classical) theory is invariant under the R-symmetries J+, J−, which are
defined in (2.117). This follows either in superspace from (9.20) and (9.24) or in
components from (9.21) and (9.25).
Another type of topological term may be defined for an invariant trace
(9.26) 〈·〉 : g −→ R,
and it has a superspace expression. Define
(9.27)
∫
dθ¯−dθ+ ℓ = i∗D+D−ℓ.
The topological term is then
(9.28) L′3 = |d2x|
1√
2
Re
(
dθ¯−dθ+ 〈Σ〉
)
.
The component expression is easily seen from (9.16) to be
(9.29) |d2x| Lˇ′3 = |d2x|
{
〈fA〉+
√−1〈E〉
}
.
CHAPTER 10
N = 1 Yang-Mills in Dimension 6 and N = 2 Yang-Mills in
Dimension 4
In §10.1 we complete the discussion of the superspace formulation of super
Yang-Mills theory in 6 dimensions. As in Chapter 7 and Chapter 8, the main
point is to work out the structure of the auxiliary fields and the R-symmetries.
The proof that the category of component fields (including the auxiliary fields)
is equivalent to the category of superfields is deferred to the next chapter. We
did not succeed in finding a manifestly supersymmetric formula for the lagrangian
in this case. Section 10.2 is parallel to Chapter 9: We reduce the 6-dimensional
pure gauge theory to 4 dimensions, where it has twice the minimal amount of
supersymmetry. Neither theories in 4 dimensions with 8 supersymmetries which
include matter fields nor theories in 4 dimensions with 16 supersymmetries have
superspace formulations which exhibit all of the supersymmetry manifestly. But
they can all be written on M4|4, where 4 of the supersymmetries are manifest. We
do this in §10.3.
§10.1. Constrained connections on M6|(8,0)
We specialize the discussion in §6.3 to M6|(8,0). Our first task is to evaluate (6.74).
To that end we compute using (2.89)–(2.91):
(10.1)
g
(
Γ˜(fai, f ck),Γ(fbj , fdℓ)
)
=
1
2
ǫikνpqacǫjℓ g(epq, ebd)
= ǫikǫjℓν
pqacνpqbd
= 2(δab δ
c
d − δadδcb)ǫikǫjℓ.
The curvature term in (6.74) may be expanded using
(10.2)
Γ˜(fai, f ck)⊗ Γ(fck, fbj) = 1
2
ǫikνpqacǫkj epq ⊗ ecb
= −1
2
δij ν
pqac epq ⊗ ecb,
so that the left hand side of (6.74) is
(10.3) −2(−1
2
δijν
pqac)F(pq)(cb) = δij νpqacF(pq)(cb) = δij νacpqF(bc)(pq).
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For a = b this vanishes, since νacpq is symmetric in (ac), (pq) whereas F(ac)(pq) is
skew. Now evaluate (6.74) for i = j = 1, then i = j = 2, and sum over a = b to
learn
(10.4) DaiΛai = 0.
Define
(10.5) Eij = −
√−1
4
DajΛai.
Then with a bit of work we derive
(10.6) DbjΛai = −1
2
Γ˜µ(ai)(ck)Γν(ck)(bj)Fµν + δab
√−1Eij ,
which has the desired form (6.76).
To proceed further we remark on some linear algebra. For S0 of dimension 4,
the natural map
(10.7)
∧2(∧2S0) −→ ∧2S0 ⊗∧2S0 −→ ∧3S0 ⊗ S0,
which is u∧v 7→ v⊗v−v⊗u followed by (x∧y)⊗(z∧t) 7→ (x∧y∧z)⊗t−(x∧y∧t)⊗z,
gives rise to a short exact sequence
(10.8) 0 −→ ∧2(∧2S0) −→ ∧3S0 ⊗ S0 −→ ∧4S0 −→ 0.
For S0 given with a volume form,
∧3
S0 is the dual of S0, the map to
∧4
S0 becomes
the evaluation map, and we get
(10.9)
∧2(∧2S0) ∼= {trace zero endomorphisms of S0}.
This makes it convenient to define
(10.10) fab :=
1
4
νacdeF(bc)(de).
By (10.9) the tensor f is traceless:
(10.11) faa = 0.
Also,
(10.12) F(ab)(cd) = νebcdfea + νaecdfeb .
Then using (10.3) we see that (10.6) simplifies to
(10.13) DbjΛai = δij fab + δab
√−1Eij .
We need one additional formula
(10.14) DaiEjk =
√−1 (ǫik∇abΛbj − δji ǫkℓ∇abΛbℓ),
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which is equivalent to (11.30) and will be explained in Chapter 11.
Now we define the component fields corresponding to a constrained connection.
First, we have a connection A on the restriction P → Mˇ6 of P to Minkowski space.
The odd part of the curvature restricts to a dual spinor field
(10.15) i∗Λai = λai.
The restriction of Eij to Mˇ
6, which we continue to denote ‘Eij ’, is an auxiliary field.
Using (2.95), (2.97), and (6.66) we learn that
(10.16) Eij = E
j
i ,
By (10.4) we see that E is traceless:
(10.17) Eii = 0.
Thus
(
Eij
)
has three independent real components; the matrix
(√−1Eij) is traceless
skew-Hermitian (with values in the adjoint bundle). It transforms in the adjoint
representation of the Sp(1)R symmetry (2.102). In other words, the auxiliary fields
comprise an imaginary quaternion. The six-dimensional vector multiplet is the
collection of component fields {A, λai, Eij}.
Proposition 10.18. The category of connections A on M6|(8,0) whose curvature
vanishes on the odd distribution τ is equivalent to the category of triples {A, λ,E}
consisting of a connection A on Mˇ6, a dual spinor field λ with values in the ad-
joint bundle, and an imaginary quaternion scalar field E with values in the adjoint
bundle.
The proof of Proposition 10.18 is presented in Chapter 11.
We derive the supersymmetry transformation laws for the components as in
previous sections. Denote the restriction of fab to Mˇ
6 by ‘fab ’. Then the supersym-
metry transformation ηaiQai induces the following transformation on component
fields:
(10.19)
(ξˆA)pq = 2η
aiνpqabǫijλ
bj
ξˆλai = −ηbifab − ηaj
√−1Eij
ξˆEij = η
ai
√−1 (D/λ)aj − ηak
√−1 ǫjkǫiℓ(D/λ)aℓ.
and
(10.20) ξˆfab = 2η
ai(D/λ)bi − 2ηciǫij∇bcλaj − δab ηci(D/λ)ci.
Recall from (2.102) that the R-symmetry group is SU(2)R. The matrix S =
(Sij) acts on the component fields by
(10.21)
(SA) = A
(Sλ)ai = (S−1)ii′λ
ai′
(SE)ij = (S
−1)ii′E
i′
j′S
j′
j .
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§10.2. Reduction to M4|8
The story here is analogous to that in Chapter 9, where we reduce Yang-Mills
on M4|4 to M2|(2,2). For a worked out example, see Problem ASH8 of [I-Home-
work].
We consider a constrained connection A on a G-bundle P →M6|(8,0) which is
“constant” in the ∂12, ∂34 directions. That is, ∂12 and ∂34 are lifted to commut-
ing complex conjugate vector fields ∂˜12 and ∂˜34 on P , and the horizontal vector
fields Dai on P satisfy
(10.22) [∂˜12,Dai] = [∂˜34,Dai] = 0.
Set
(10.23) Σ =
1√
2
(∇34 − ∂˜34).
Then applying Bianchi to Dai, D31, D42 we learn
(10.24) D3iΣ = D4iΣ = 0.
From Bianchi we also find, after some tedious computation, a formula for Λai in
terms of derivatives of Σ:
(10.25)
√
2Λai =
{
Jab ǫ
ijDbjΣ, a = 1, 2;
Jab ǫ
ijDbjΣ, a = 3, 4.
Here Jab is the matrix of the pseudoreal structure j described before (2.95). Also,
from (10.6) we learn that DbjΛai is independent of a, b if i 6= j. It follows that
(10.26)
D11D21Σ = D31D41Σ
D12D22Σ = D32D42Σ.
Let j : M4|8 →֒ M6|(8,0) be the inclusion, as described in the last paragraph
of §2.5. We follow the notation introduced there and also use formula (2.104). Now
write A˜, D˜ai, Σ˜, Λ˜ai, E˜ij for the fields on M6|(8,0) to distinguish them from their
restrictions to M4|8. Set
(10.27) Σ = j∗Σ˜.
Then using (2.104), equation (10.24) asserts that Σ is a chiral superfield on M4|8
in the sense that
(10.28) Da˙(i)Σ = 0, a = 1, 2, i = 1, 2.
Formula (10.25) expresses Λai = j∗Λ˜ai in terms of Σ. We record the result in full:
(10.29)
√
2Λ11 = −D(2)2 Σ
√
2Λ12 = D(1)2 Σ√
2Λ21 = D(2)1 Σ
√
2Λ22 = −D(1)1 Σ√
2Λ31 = −D2˙(1)Σ
√
2Λ32 = −D2˙(2)Σ√
2Λ41 = D1˙(1)Σ
√
2Λ42 = D1˙(2)Σ
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We also work out the auxiliary fields Eij = j
∗E˜ij using the definition (10.5) together
with (10.16), (10.29), and (10.26):
(10.30)
E11 = −
√−1
2
√
2
(D(1)2 D(2)1 Σ−D(1)1 D(2)2 Σ)
E12 = −
√−1√
2
D(2)2 D(2)1 Σ
= −
√−1√
2
D2˙(1)D1˙(1)Σ
E21 = −
√−1√
2
D(1)1 D(1)2 Σ
= −
√−1√
2
D1˙(2)D2˙(2)Σ
E22 = −E11 .
From the point of view of M4|8, we can think of A as a connection whose cur-
vature is constrained to vanish along the odd distribution except for the nontrivial
curvature
(10.31) [D1˙(2),D2˙(1)] = −[D2˙(2),D1˙(1)] = 2
√
2Σ
and the complex conjugate.
As in Chapter 9 there is a sharp distinction between the abelian and nonabelian
cases—in the abelian case Σ takes values in the constant vector space g, the only
constraint being (10.28); whereas in the nonabelian case Σ is a section of adP and
the constraint (10.28) involves the connection A, which therefore cannot be derived
solely from Σ.
Formulas (10.29) and (10.30) are more understandable if we restrict toM4|4 →֒
M4|8. (The inclusion M4|4 →֒ M6|(8,0) is discussed towards the end of §2.5.)
Let Aˆ, Σˆ denote the restrictions of A,Σ to M4|4. Then Aˆ is a vector super-
field (cf. §8.1)—a constrained connection on the restriction Pˆ of P to M4|4—and
(10.28) implies that Σˆ is a chiral superfield (cf. §5.1) with values in ad Pˆ . The
pair (Aˆ, Σˆ) is called an N = 2 vector multiplet on M4|4. We claim, but do not
write out a proof, that the category of constrained connections A onM6|(8,0) which
satisfy (10.22) is equivalent to the category of pairs (Aˆ, Σˆ) on M4|4.
Let i : Mˇ4 →֒ M4|8 be the inclusion. Motivated by formulas (5.7), and (8.20),
(8.4) we define the component fields of the superfields on M4|8 to be
(10.32)
A = i∗A
σ = i∗Σ
λa = i
∗ǫbaΛ
b1 = − 1√
2
i∗D(2)a Σ
χa = i
∗ǫbaΛ
b2 =
1√
2
i∗D(1)a Σ
E = i∗E11 = −
√−1
2
√
2
i∗
(D(1)2 D(2)1 Σ−D(1)1 D(2)2 Σ)
F = −
√−1√
2
i∗E21 =
1
2
i∗D(1)2 D(1)1 Σ.
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The indices a, b in these formulas run over {1, 2}. Also, we use (10.29), (10.30).
Following (8.14) we define the dual spinor field
(10.33) λa = i∗Λa1 = − 1√
2
i∗ǫabD(2)b Σ.
These component fields group together into N = 1 supermultiplets: (A, λ,E) is an
N = 1 vector multiplet (§8.1) and (σ, χ, F ) is an N = 1 chiral multiplet (§5.1).
The collection (A, σ, λ, χ,E, F ) of all component fields is called an N = 2 vector
multiplet . The reader should check that (10.32) is consistent with (5.7) and (8.20).
The only nontrivial compatibility check is to see that Λ˜a1 (a = 1, 2) on M6|(8,0)
restricts on M4|4 to be the superfield Λˆa, with both Λ˜ and Λˆ defined by (6.66); we
leave this check to the reader. Note that on M4|4 we have
(10.34) Wˆa = − 1√
2
i∗D(2)a Σˆ.
OnM4|4 only half of the supersymmetry of the vector multiplet (Aˆ, Σˆ) is mani-
fest. For the rest we write the vector field ξˆ′ on the space ofN = 1 superfields F(Aˆ,Σˆ)
which corresponds to the supersymmetry transformation
(10.35) η′aQ(2)a + η¯
′a˙Qa˙(2).
From the formulas in this section we find
(10.36)
(ξˆ′Aˆ)a = 2
√
2 η′bǫbaΣˆ
(ξˆ′Aˆ)ab˙ =
√
2
(
η′cǫcaDb˙Σˆ + η¯′c˙ǫc˙b˙DaΣˆ
)
ξˆ′Σˆ =
√
2 η′aWˆa
The penultimate line of (6.79) is used to derive the first two of these formulas.
Next, we write all of the supersymmetry transformations on the component
fields on Mˇ4. Let ξˆ be the vector field on the space F(A,σ,λ,χ,E,F ) of component
fields induced by the supersymmetry transformation
(10.37) ηaQ(1)a + η¯
a˙Qa˙(1) + η
′aQ(2)a + η¯
′a˙Qa˙(2).
Then from (10.19) (or (8.22) together with (10.36) and the other formulas of this
section) we deduce
(10.38)
(ξˆA)ab˙ = 2η
cǫcaλ¯b˙ + 2η¯
c˙ǫc˙b˙λa + 2η
′cǫcaχ¯b˙ + 2η¯
′c˙ǫc˙b˙χa
ξˆσ = −
√
2 ηaχa +
√
2 η′aλa
ξˆλa = −ηbFab + ηbǫab
√−1E +
√
2 η′bǫabF −
√
2 η¯′b˙∇
ab˙
σ
ξˆχa = −
√
2 ηbǫabF +
√
2 η¯b˙∇
ab˙
σ − η′bFab − η′bǫab
√−1E
ξˆE = ηa
√−1 (D/λ¯)a − η¯a˙
√−1 (D/λ)a˙ − η′a
√−1 (D/χ¯)a + η¯′a˙
√−1 (D/λ)a˙
ξˆF =
√
2 η′a(D/λ¯)a −
√
2 η¯a˙(D/χ)a˙
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The R-symmetry group of the dimensionally reduced theory is U(2) (see the
end of §2.5). The matrix S = (Sij) acts on the component fields by
(10.39)
S : A 7−→ A
S : σ 7−→ (detS)−1σ
S :
(
λa
χa
)
7−→ S−1
(
λa
χa
)
S :
(
E −√−1√2F√−1√2F −E
)
7−→ S−1
(
E −√−1√2F√−1√2F −E
)
S.
We remark that it is useful to check (10.38) using equations (5.5), (8.22), and the
R-symmetry (10.39) for S =
(
0 1
1 0
)
.
Finally, we write the N = 2 Yang-Mills lagrangian in four dimensions in a
manifestly supersymmetric way on M4|8 . As with M4|4 (see the beginning of §5.3)
there is a “chiral odd integration” on M4|8. Namely, if Υ is any superfield on M4|8
which is chiral in the sense that Da˙(i)Υ = 0, then
(10.40) |d4x|
∫
d4θΥ = |d4x| i∗D(1)2 D(1)1 D(2)2 D(2)1 Υ
is a well-defined density on Mˇ4. Given a connection A onM4|8 of the type we have
been considering, with Σ defined as above, set
(10.41) L = |d4x| Im
{
d4θ
τ
32π
〈Σ,Σ〉
}
.
We claim that L is a superspace lagrangian which reproduces in components the
dimensional reduction of Yang-Mills that we seek. To verify this we transform it
into a lagrangian on N = 1 superspace M4|4. Namely, the component lagrangian
function Lˇ may be written as
(10.42)
Lˇ = Im
{ τ
32π
i∗D
(1)
2 D
(1)
1 D
(2)
2 D
(2)
1 〈Σ,Σ〉
}
= Im
{ τ
16π
i∗D
(1)
2 D
(1)
1
(−〈D(2)1 Σ,D(2)2 Σ〉+ 〈D(2)2 D(2)1 Σ,Σ〉)}
= Im
{ τ
16π
i∗D
(1)
2 D
(1)
1
(−2〈W1,W2〉+ 〈D2˙(1)D1˙(1)Σ,Σ〉)}
= i∗D
(1)
2 D
(1)
1 Im
{−τǫab
16π
〈Wa,Wb〉
}
+
Im τ
16π
i∗D
(1)
2 D
(1)
1 D2˙(1)D1˙(1)〈Σ,Σ〉
=
∫
d2θ Im
{−τǫab
16π
〈Wa,Wb〉
}
+
Im τ
4π
∫
d4θ
1
4
〈Σ,Σ〉.
In the third equation we use (10.34) and (10.26) (cf. (10.30)); in the fourth we use
the fact that Σ is chiral; and in the fifth we use notions of integration on M4|4.
For the d4θ term we use (2.71), so that the last equality holds only up to exact
terms, which we ignore. The component expansion of the first term is (8.29). The
component expansion of the second is (5.13), but we must remember the extra
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terms explained in §8.3. Recall that for this we eliminate the auxiliary field E
using (8.50):
(10.43) E =
√−1 [σ, σ¯].
Set
(10.44) τ =
θ
2π
+
4π
√−1
g2
.
The component lagrangian is then a special case of (6.42):
(10.45)
d4x Lˇ = d4x 1
g2
{
− 1
2
|FA|2 + 〈dAσ¯, dAσ〉 + 〈λ¯D/Aλ〉+ 〈χ¯D/Aχ〉 − 1
2
| [σ, σ¯] |2
−
√
2
(〈σ¯, [λa, χa]〉+ 〈[λ¯a˙, χ¯a˙], σ〉)+ 〈F , F 〉}+ θ
16π2
〈FA ∧ FA〉.
The N = 2 superspace expression (10.41) is convenient for studying quantum
corrections to the classical theory (which are explained in Lecture 18 of [II-Dynam-
ics of QFT]). Define the holomorphic prepotential
(10.46) F(Σ) = τ
2
〈Σ,Σ〉.
Then we rewrite (10.41) as
(10.47) L = |d4x| Im
{
d4θ
τ
16π
F(Σ)
}
.
Using (5.17) we see that the last term of (10.42) corresponds to the Ka¨hler potential
(10.48) K(Σ,Σ) =
1
2
Im
(
Σ
∂F
∂Σ
)
.
We can replace the classical prepotential F by any holomorphic function of Σ and
still obtain a supersymmetric theory; the relation (10.48) between the prepoten-
tial F and the Ka¨hler potential K is unchanged. The computation of the quantum
effective action is then the determination of the function F . Ka¨hler metrics of the
form (10.48) are called special by physicists, and indeed they exhibit many special
properties.41
§10.3. More theories on M4|4 with extended supersymmetry
We record without proof the form of the general N = 2 model in 4 dimensions
written on the N = 1 superspace M4|4. Recall (6.27) that the scalars take values
in a hyperka¨hler manifold X . As in §3.6 we fix a Ka¨hler structure on X . Then
41For a mathematical treatment of special Ka¨hler geometry, see: D. S. Freed, Special Ka¨hler
manifolds, Commun. Math. Phys., to appear, hep-th/9712042.
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the rest of the hyperka¨hler structure is encoded in a holomorphic symplectic form.
The moment map µH of the G action on X is
(10.49) µH = (µR, µhol),
where µR : X → g∗ is the moment map for the Ka¨hler structure and µhol : X → g∗C
the complex moment map of the holomorphic symplectic structure. The fields in
the model are a constrained connection A on some principal bundle P →M4|4 and
a chiral superfield Φ with values in the associated fiber bundle X˜P , where
(10.50) X˜ = X × gC.
Note that the gC-valued scalars are part of the N = 2 vector multiplet, as explained
in §10.2. The total Ka¨hler moment map is
(10.51) µ(φ, σ) = µR(φ) +
√−1
2
[σ, σ¯].
There is a nonzero superpotential
(10.52) W =
√
2 µ˜hol
coming from the transpose of the holomorphic moment map:
(10.53) µ˜hol : X × gC −→ C.
We leave the reader to verify that the component lagrangian (6.42) for these data
is the dimensional reduction of (6.48). As mentioned at the end of §3.4, if ζ is a
vector field on X which preserves the hyperka¨hler structure, then we can use ζ to
add a term to the superpotential. Namely, if η is the holomorphic symplectic form
on X for the particular choice of complex structure we have made, we add to W
the holomorphic function W0 which satisfies
(10.54) ∂W0 = −ι(ζ)η.
In other words, W0 is a holomorphic Hamiltonian function for the infinitesimal
symmetry ζ.
The only N = 4 model in 4 dimensions is pure Yang-Mills theory, which is
reduced from 10 dimensions. In the description on M4|4 there is a constrained
connection A and three chiral superfields Σ1,Σ2,Σ3 with values in the complex
adjoint bundle. The moment map is
(10.55) µ(σ1, σ2, σ3) =
√−1
2
{
[σ1, σ¯1] + [σ2, σ¯2] + [σ3, σ¯3]
}
,
and there is a superpotential
(10.56) W (σ1, σ2, σ3) =
√
2 〈σ1, [σ2, σ3]〉.
Note that the U(1) R-symmetry (2.81) is broken by the superpotential (cf. the end
of §5.3). This model does have an SU(4) R-symmetry; the SU(3) subgroup which
permutes the chiral superfields is manifest in this formulation.42
42In components the six real scalar fields are permuted by SU(4) ∼= Spin(6).
CHAPTER 11
The Vector Multiplet on M 6|(8,0)
We prove Proposition 10.18, following the treatment in Koller (see References).
§11.1. Complements on M6|(8,0)
As in §2.1 we write the relevant spinor representation S, complexified, as SC =
S0 ⊗W . The real structure comes from pseudoreal structures on S0 and W .
The following lemma gives a convenient description, compatible with the ac-
tion of GL(S0) × GL(W ), of the symmetric and exterior powers of SC. For ρ a
representation of the symmetric group Sn, we note Schurρ(U) the corresponding
Schur functor
(11.1) Schurρ(U) := HomSn(ρ, U
⊗n).
One has
(11.2)
⊕
Schurρ(V )⊗ ρ∼→V ⊗n,
the sum running over representatives of the isomorphism classes of irreducible
representations of Sn. The map (11.2) is an isomorphism of representations of
GL(V )× Sn.
Lemma 11.3. Let U and V be vector spaces. One has
⊕
Schurρ(U)⊗ Schurρ∨(V ) ∼→ Symn(U ⊗ V )(11.4) ⊕
Schurρ(U)⊗ Schurρ∨⊗sgn(V ) ∼→
∧n
(U ⊗ V )(11.5)
Note that ρ and ρ∨ are isomorphic. In (11.5) sgn is the sign character of Sn.
Proof. Apply (11.2) to U and V , and take the coinvariants (resp. co-anti-invariants)
by Sn.
On M6|(8,0) the tangent bundle is a direct sum V ⊕ τ . As vector bundles the
structural odd distribution τ is the constant bundle S∗, parity changed, and V is
the constant bundle real part of
∧2
S0. In particular, each s in S
∗
C
defines a complex
odd vector field Ds in τC. The bases {fa} of S∗0 and {ei} of W ∗ define a moving
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frame (see §2.5) consisting of the Dai and ∂ab (a < b). For ∂ba := −∂ab one has
Dai = Dfa⊗ei and
(11.6) [Dai, Dbj ] = −2ǫij∂ab.
For x in Sym2(S∗
C
) define D(x) by
(11.7) D(s′t′) = [Ds′ , Dt′ ].
By the lemma,
(11.8) Sym2(S∗C) =
∧2
S∗0 ⊗
∧2
W ∗ ⊕ Sym2(S∗0 )⊗ Sym2(W ∗),
and (11.6) gives that D(x) vanishes for x in the second factor. By polarization in w
this amounts to saying that for w in W ∗, we have [Ds1⊗w, Ds2⊗w] = 0. For w 6= 0
fixed in W ∗, the Ds⊗w (s ∈ S∗0 ) span an integrable distribution τw; its leaves are
affine spaces with vector space of translations S0 ⊗ w, parity changed. Of course,
τw is a complex distribution so that it makes sense to speak of its leaves only after
complexification, at least in the odd direction (cs spaces). One can as well say that
for s 6= 0 fixed in S∗0 , the Ds⊗w (w ∈ W ∗) span an integrable distribution τs, with
leaves affine spaces with vector space of translations s⊗W ∗.
The intersection of s ⊗W ∗ and of S∗0 ⊗ w is the line spanned by s ⊗ w. This
line also gives rise to an integrable distribution, with leaves affine spaces of dimen-
sion 0|1, intersections of a leaf of τs and a leaf of τw.
We can now use the volume forms ν and ǫ to define differential operators
D4w := ν
1234Df1⊗wDf2⊗wDf3⊗wDf4⊗w(11.9)
D2s := ǫ
12Ds⊗e1Ds⊗e2 .(11.10)
They can be viewed as integrals on the leaves of τw (resp. τs).
Lemma 11.11. D4wD
2
s = D
2
sD
4
w = 0.
Proof. It suffices to check it for w and s not zero; if we take a basis with f1 = s
and e1 = w, the lemma reduces to D
2
s⊗w = 0.
Variant. D4w produces a function constant along the leaves of τw. The operator D
2
s
is right divisible by Ds⊗w. As s⊗ w is in τw, the operator D2s annuls the image of
D4w. Permuting the roles of S
∗
0 and W
∗, one similarly proves that D4wD
2
s = 0.
§11.2. Constrained connections
Let G be a Lie group, with Lie algebra g. We think to connections ∇ on a
G-torsor P as follows: For each representation R of G, the principal bundle P gives
rise to a vector bundle RP , and ∇ gives connections on the RP , functorially in R
and compatibly with the tensor product.
From this point of view, the curvature F is the gP -valued 2-form such that for
each R, the function −iXiY F acts on RP (by the action of gP on RP deduced from
the action of g on R) by [∇X ,∇Y ]−∇[X,Y ]. The formula
(11.12) −ι(X)ι(Y )F = [∇X ,∇Y ]−∇[X,Y ]
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differs by a sign from the one which holds when ∇X is viewed as a horizontal vector
field on P lifting X . (See (6.75) for an example of the latter formula.)
A constrained connection is one whose curvature vanishes in the τ -direction.
Let us write Ds for ∇Ds and Dai for Dfa⊗ei . The constraint is that, in parallel
to (11.6),
(11.13) [Dai,Dbj ] = −2ǫij∇ab.
A constrained connection is uniquely determined by its restriction to τ . For this
restriction, here is what the constraint becomes. For x in Sym2(S∗
C
), define D(x) by
D(s′t′) = [Ds′ ,Dt′ ]; the constraint is that D(x) vanishes for x in the second factor
(11.8) of Sym2(SC). This amounts to saying that for w in W
∗, the connection is
integrable along the leaves of τw. It also amounts to saying that it is integrable
along the leaves of τs (s ∈ S∗0 ). If we define D4w and D4s by (11.9) and (11.10), with
D replaced by D, we still have (in any V P)
(11.14) D4wD2s = D2sD4w = 0,
with the same proof.
§11.3. An auxiliary Lie algebra
Let L =
∞⊕
ν=0
Lν be the graded super Lie algebra (with parity = degree modulo 2)
generated in degree 1 by S∗0 ⊗W ∗, and with relations given by
(11.15) Sym2(S∗0 )⊗ Sym2(W ∗) ⊂ Sym2(S∗0 ⊗W ∗).
For any constrained connection, the D(s) obey the relations of L: for any represen-
tation R of G, the Lie algebra L acts on the local sections of RP . In degree one,
we get the D(s); in degree two, the ∇ab: the connection in the direction of V ; in
degree three, the components Fab,ck = [∇ab,Dck] of the curvature, in the moving
frame of §2.5; in degree ≥ 3 the action of elements of L is given by sections of gP ,
iterated covariant derivatives of the components of the curvature.
As a preliminary to a description in component fields of constrained connec-
tions, we now analyze L in degree ≤ 5. In degree 1, we have a basis Dai. In degree
2 we have L2 ∼= ∧2S∗0 , with basis the ∇ab (a < b) defined by (11.13).
Lemma 11.16. The iterated bracket [[Dai,Dbj ],Dck] = −2ǫij [∇ab,Dck] is anti-
symmetric in (a, b, c).
Proof. By (11.13), the iterated bracket B is antisymmetric in (a, b) and in (i, j).
As i, j, k take only two values, two of them are equal. We consider the cases i = j,
j = k and i = k in turn:
i = j: one has B = 0;
i = k: B = [Dai, [Dbj ,Dck]], which is antisymmetric in (b, c);
j = k: B is similarly antisymmetric in (a, c).
In all cases, antisymmetry in (a, b, c) follows.
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By the lemma, [∇ab,Dck] defines a morphism
∧3
S∗0 ⊗W ∗ → L3. As S∗0 is of
dimension 4, the volume form of S0 identifies
∧3
S∗0 to the dual S0 of S
∗
0 . Hence we
have a map
Λ:S0 ⊗W −→ L3,(11.17)
where we take
[Dak,∇bc] = 2ǫkjνabcdΛdj.(11.18)
We find it convenient to lower the index on Λ by
(11.19) Λdk = ǫkjΛ
dj,
and so
(11.20) [Dak,∇bc] = 2νabcdΛdk.
For any x in S0 ⊗W ∗, one easily checks that ǫijνabcdxdk, averaged by cyclic
permutations of (ac, bj, ck), vanishes. This gives the Jacobi identity required to
check that (11.17) is an isomorphism.
Degree 4
The bracket [ ]: L2 ⊗ L2 → L4 defines a map
(11.21)
∧2∧2
S∗0 −→ L4
(fa ∧ fb) ∧ (fc ∧ fd) 7−→ [∇ab,∇cd].
The iterated exterior power
∧2∧2S∗0 is the orthogonal Lie algebra of∧2S∗0 , provided
with the symmetric bilinear form hab,cd = νabcd. The exceptional isomorphism
SL(S∗0)
∼→ Spin(∧2S∗0) identifies it with the Lie algebra of traceless endomorphisms
of S∗0 . The map is f
b
a 7→ Fab,cd, with
(11.22) Fab,cd = −νabef (δecffd − δedffc ),
or, moving up the vector index ab by hab,cd = νabcd and multiplying by a suitable
factor, we have
(11.23) F abcd = antisymmetrization in (a, b) and in (c, d) of δ
a
c f
b
d .
Note that F , given by this formula, is antisymmetric in (ab, cd) if and only if f is
traceless. In particular, we obtain a traceless fab in L4 with
(11.24) [∇ab,∇cd] = −νabef
(
δecf
f
d − δedffc
)
.
The degree 4 part of L is generated by the [Dai,Λbj ]. They are related to the
Fab,cd := [∇ab,∇cd] by
(11.25)
−2ǫkℓFab,cd = [∇ab, [Dck,Ddℓ]]
= [[∇ab,Dck],Ddℓ] symmetrized in (ck, dℓ)
= 2νabce[Ddℓ,Λek] symmetrized in (ck, dℓ)
= 2νabefδ
e
c [Ddℓ,Λfk] symmetrized in (ck, dℓ).
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Let us extract from this formula the parts symmetric and antisymmetric in (k, ℓ).
Antisymmetrization gives
−4ǫkℓFab,cd = νabef δec [Ddℓ,Λfk ] antisymmetrized in (c, d), (k, ℓ),(11.26)
in other words,
4ǫkℓf
a
b = DbℓΛak antisymmetrized in (k, ℓ).(11.27)
Symmetrization in (k, ℓ) gives the vanishing of the symmetrization in (c, d), (k, ℓ)
and antisymmetrization in (a, b) of δacDdℓΛbk. Let us fix k, ℓ and let Dbd be the
symmetrization of DdℓΛbk in (k, ℓ). For a = c = 1, b = 2, d = 1 we get D21 = 0. This
holding in any basis, Dbd is a multiple of δ
b
a. Hence for some Eij , we have43
(11.29) δab Eij = DbjΛai symmetrized in (i, j).
The morphism from
∧2∧2
S∗0 ⊕ Sym2(W ∗) to L4 is an isomorphism. Indeed,
if we define L4 as being ∧2∧2S∗0 ⊕ Sym2(W ∗) and the bracket by (11.27), (11.29),
we get a Lie algebra. The only new Jacobi identity to check is (11.25), from which
(11.27) and (11.29) were derived.
Degree ≥ 5
From the forthcoming description (Proposition 11.33) of constrained connections in
components, one can deduce that the part of degree ≥ 2 of the super Lie algebra L
is free, with generators the ∇ab, Λai and Eij . To prepare for Proposition 11.33, we
show here that it is generated by those elements. If L1 is the subalgebra generated
by the ∇ab, Λai and Eij , it suffices to check that a Dai, applied to any of the
generators, is again in L1. It only remains to show that the [Dai, Ejk] are linear
combinations of the [∇cd,Λeℓ ]. The formula
(11.30) DaiEjk = Cǫij∇abΛbk symmetrized in (j, k)
for some constant C is the only possible formula compatible with the grading, the
actions of SL(S∗0), SL(W ), and with the symmetry in (j, k). (Further computation
shows C = −2.) Here, we will content ourselves to check that, modulo the [∇,Λ],
all
(11.31) [Dai, [Dbj , [Dck, [Ddℓ,Dem]]]] = 4ǫℓmνcdef [Dai, [Dbj ,Λfk ]]
vanish.
If we antisymmetrize (11.31) in (j, k), we get by (11.27) a [D, [∇,∇]], which
Jacobi turns into a [∇, [∇,D]], i.e., a [∇,Λ]. Modulo the [∇,Λ], this gives the
symmetry of (11.31) in (j, k) and, by (11.29), its antisymmetry in (b, c, d, e).
43Eij is related to the Eij of Chapter 10 by
(11.28) Eij = 2
√−1 ǫikEkj .
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If a quantity xijk is symmetric in (j, k), to prove its vanishing, it suffices to
check the vanishing of its symmetrization yijk in (i, j). Indeed, the symmetrization
of y in (j, k) gives xijk back, up to a multiple of the complete symmetrization (of
x or y, this amounts to the same):
(11.32) yijk + yjki = xijk + (xikj + xjik + xkij).
To prove the vanishing of (11.31) modulo the [∇,Λ], it hence suffices to con-
sider its symmetrization (11.31)S in (i, j). In (11.31)S , if we symmetrize in (a, b),
we get 0: a [[Dai,Dbj ] . . . ] symmetrized in (i, j). We conclude that (11.31)S is an-
tisymmetric in (a, b). Modulo the [∇,Λ], it is also antisymmetric in (b, c, d, e), and
as dim S∗0 = 4 < 5, its vanishing follows.
§11.4. Components of constrained connections
In classical differential geometry, if N is a subvariety of M and (P ,∇) a torsor
with connection on M , the restriction of (P ,∇) to a formal neighborhood of N is
determined up to unique isomorphism by (a) the restriction (P,∇) of (P ,∇) to
N , and (b) the value on N of all iterated covariant derivatives of the components
of the curvature of P . The same holds in the super case. In addition, if N is of
codimension 0|s in M , the formal neighborhood of N in M is just M itself.
If the codimension is 0|1, the value on N of the curvature is enough. Indeed,
take local coordinates (θ0, xi), where the xi can be even or odd, for which N is
defined by θ0 = 0. A trivialization of P on N extends uniquely to a trivialization s
of P for which ∇0 s = 0 on N . Given a trivialization of P , the connection on P is
given by a g-valued 1-form α, while (P ,∇) is given by a g-valued 1-form β on M ,
such that 〈∂0, β〉 = 0 on N . Let us write β = dθ0 θ0b+
∑
dxi(ci + θ0di), with b, c,
d functions of the xi. Then, α gives the ci, the components F0,i of the curvature,
restricted to N , gives the di and F00 restricted to N gives b.
To handle the case of codimension 0|s, one chooses N ⊂ N1 ⊂ . . . ⊂ M ,
each of codimension 0|1 in the next, and one uses induction on s: on Ni, after
recovering (P ,∇)|Ni, one recovers from the data onN the data onNi of all covariant
derivatives of the components of the curvature, restricted to Ni.
Let (P ,∇) be a constrained G-torsor on M6|(8,0). From §11.3, we obtain
from it a gP-valued spinor Λai , and g
P -valued auxiliary fields Eij By restriction to
Minkowski space Mˇ6, we obtain a torsor with connection (P,∇) on M6, gP -valued
spinors λai and g
P -valued auxiliary fields Eij . By §11.3, all covariant derivatives
of the components of P , restricted to M6, can be expressed from ∇, λ and E . It
follows that (P ,∇) is determined up to unique isomorphism by (P,∇, λ, E). More
precisely, one has the following rephrasing of Proposition 10.18.
Proposition 11.33. The functor (P ,∇) 7→ (P,∇, λ, E) is an equivalence of cate-
gories.
For a spelling out of what this means, we refer to the text following Proposition 7.5.
We will check Proposition 11.33 in the complex setting; the real case results from
it as in the proof of Proposition 8.7.
Proof. We have to check that any (P,∇, λ, E) comes from some constrained (P ,∇).
The flat P with λ,E = 0 corresponds to P flat. We now construct vector fields on
the space of connections, tangent to the constrained ones, to get from there to any
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(P,∇, λ, E). Rather, we work with the space of connections along τ . A deforma-
tion of a connection D in the τ direction is given by gP -valued δDai. It is tangent
to constrained connections if the symmetrization in (a, b) and (i, j) of [δDai,Dbj ]
vanishes.
We will need the following operators acting on gP :
(11.34)
Dab = 12! ǫijDaiDbj , symmetrized in (a, b)
Dijkℓ = 14!ǫabcdDaiDbjDckDdℓ, symmetrized in (i, j, k, ℓ).
They polarize the D2s and D4w of (11.14), and from (11.14) we get that
(11.35) DabDijkℓ = DijkℓDab = 0
(for their action on sections of gP).
Fix gP -valued fields V ij and consider
(11.36) δDai := ǫjj
′DajDij′kℓV kℓ.
If we start from a constrained D, we have
(11.37)
[Dai, δDbj ] symmetrized in (a, b), (i, j)
=ǫkk
′DaiDbkDjk′ℓmV ℓm symmetrized in (a, b)
and the (a, b)-symmetrization of DaiDbk is alternating in (i, k): it is 2ǫikDab. We
get
. . . = −2DabDjiℓmV ℓm = 0.
The δDai is the promised vector field, tangent to the constrained D.
Let (θ) be the ideal defining M6 in M6|(8,0). To conclude, it remains to check
that:
(a) for V in (θ)6, the variation of ∇ab on M˘ depends only on V modulo (θ)7,
and the ∇ab are changed freely;
(b) for V in (θ)7, the variation of λai depends only on V modulo (θ)
8, and the
λai are changed freely;
(c) for V in (θ)8, the auxiliary fields E are changed freely.
The variation of [Dai,Dbj ] (resp. [Dai, [Dbj ,Dck]], resp. [Dai, [Dbj , [Dck,Ddℓ]]]) is
given by 6 (resp. 7, resp. 8) operators D applied to V . For V in (θ)6 (resp. (θ)7,
resp. (θ)8), this variation, restricted to M6, depends only on V modulo the next
power of (θ) and, to compute it, one may replace each Dai by ∂ai. The resulting
simplified computation is left to the reader.
APPENDIX
Sign Manifesto
§1. Standard mathematical conventions
• We apply the sign rule relentlessly.
This means that when passing from ordinary algebra to Z/2-graded, or super,
algebra we pick up a sign (−1)|a| |b| when permuting homogeneous elements a, b of
parity |a|, |b|. Structure maps (multiplications, Lie brackets, inner products, . . . )
are even.
For example, consider a graded complex vector space V = V 0⊕V 1. A hermitian
inner product 〈·, ·〉 satisfies, among other properties,
(A.1) 〈v1, v2〉 = (−1)|v1| |v2|〈v2, v1〉, v1, v2 ∈ V homogeneous.
and from the evenness of the inner product it follows that V 0 is orthogonal to V 1.
From (A.1) we deduce that 〈v, v〉 is real for v even and pure imaginary for v odd.
The adjoint T ∗ of a homogeneous linear operator T : V → V is characterized by
(A.2) 〈Tv1, v2〉 = (−1)|T | |v1|〈v1, T ∗v2〉.
Skew-adjoint operators form a super Lie algebra.
• Symmetry groups act on the left.
For example, if g is a Lie algebra, then an action of g on a vector space V is
a homomorphism g → End(V ). Brackets are preserved. On the other hand, an
action of g on a manifold M is an antihomomorphism g → VectorFields(M). The
reversal of sign comes from the rule ξf = ddt exp(tξ)
∗f and the fact that f 7→ u∗f
is a right action of diffeomorphisms (u) on functions (f).
§2. Choices
• A hermitian inner product on a complex vector space V is conjugate
linear in the first variable:
(A.3) 〈λ1v1, λ2v2〉 = λ1λ2〈v1, v2〉, λi ∈ C, vi ∈ V.
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• If V = V 0 ⊕ V 1 is a super Hilbert space, then
(A.4) −i〈v, v〉 ≥ 0, v ∈ V 1.
• We pass from self-adjoint operators to skew-adjoint operators using
multiplication by −i:
(A.5) T self-adjoint ←→ −iT skew-adjoint.
• The Lorentz metric g on n dimensional Minkowski space has sig-
nature (1, n− 1):
(A.6) Signature(g) = +−−− · · ·
• The quantum hamiltonian Hˆ is minus the operator which corre-
sponds to infinitesimal time translation:
(A.7) Hˆ = −Pˆ0.
§3. Rationale
The first choice (A.3) is not the usual one in mathematics, but it has its mer-
its. For example, since linear operators act on the left, it makes sense to have the
commuting scalar multiplication act on the right. In mathematics we do follow this
convention for modules over noncommutative rings. With right scalar multiplica-
tion (A.3) reads: 〈v1λ1, v2λ2〉 = λ1〈v1, v2〉λ2. We do not adopt this convention for
scalar multiplication, but do adopt (A.3). Physicists like (A.3) in view of Dirac’s
notation ‘〈v1|T |v2〉’ for ‘〈v1, T v2〉’. Comment: In computations it is often more
convenient and safer to work with a bilinear form rather than a sesquilinear form,
and so to write the sesquilinear inner product as ‘〈v1, v2〉’.
From a mathematical point of view it is more natural to quantize with skew -
adjoint operators, since they form a Lie algebra. We use (A.5) to convert to self -
adjoint operators, whose real eigenvalues correspond to physical measurements.
The sign choice in (A.6) leads to the usual bosonic lagrangian (A.20) with a
plus sign in front of the kinetic energy.
In (A.7) we assume that time translation is a symmetry of a quantum theory,
so that the infinitesimal generator is represented by a self-adjoint operator Pˆ0 on
the quantum (super)Hilbert space. The minus sign gives the standard answer for
the hamiltonian of a classical free particle.
§4. Notation
Throughout i =
√−1.
Let M denote n dimensional affine Minkowski space with associated vector
space of translations V and future timelike cone C ⊂ V . We fix linear coordi-
nates x0, . . . , xn−1 with respect to which the metric is
(A.8) g = gµν dx
µ ⊗ dxn = (dx0)2 − · · · − (dxn−1)2,
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and the cone is
(A.9) C = {x : 〈x, x〉 ≥ 0 and x0 ≥ 0}.
Let {eµ} be the corresponding basis of V and ∂µ the corresponding vector field
on M . The standard density on M is
(A.10) |dnx| dsθ = |dx0 . . . dxn−1|.
Let S be a real spin representation. Fix a basis {fa} of S and dual basis {fa}
of S∗. Then there are symmetric pairings
(A.11)
Γ: S∗ ⊗ S∗ −→ V
Γ˜ : S ⊗ S −→ V.
We write
(A.12)
Γ(fa, fb) = Γ
µ
abeµ,
Γ˜(fa, f b) = Γ˜µabeµ,
where as usual we sum over repeated indices if one is upstairs and the other is
downstairs. We raise and lower indices using the metric. The pairings (A.11) are
assumed to satisfy the Clifford relation
(A.13) Γ˜µabΓνbc + Γ˜
νabΓµbc = 2g
µνδac
and the positivity condition
(A.14) Γ(s∗, s∗) ∈ C for all s∗ ∈ S∗.
For v ∈ Co, the form 〈v,Γ(s∗, s∗)〉 is then positive definite. From (A.13) and (A.14)
it follows that
(A.15) Γ˜(s, s) ∈ C for all s ∈ S.
In a classical field theory we work with a space of fields F , where f ∈ F is
some sort of function on M . An infinitesimal symmetry is a vector field ξ on F
which preserves the lagrangian in a certain sense. Corresponding to ξ is a Noether
current Jξ, which is a twisted (n − 1)-form on M . The Noether charge Qξ is the
integral of Jξ over a time slice. We usually consider the current and charge only on
the space of classical solutionsM, which carries a closed 2-form ω. The infinitesimal
symmetry and Noether charge are related by
(A.16) dQξ = −ι(ξ)ω.
For (M, ω) symplectic, (A.16) can be rewritten
(A.17) ξf = {Qξ, f}
for f a function on M.
Quantization is, in principle, a map
(A.18) Q 7−→ Qˆ
from functions on M to operators on a complex Hilbert space H. We assume
(A.19) Qˆ = Qˆ∗,
so that real functions map to self-adjoint operators.
Let Pµ be infinitesimal translation in the Poincare´ algebra and Qa the odd gen-
erator of the supersymmetry algebra.44 Let Pˆµ, Qˆa be the corresponding quantum
operators.
44The notational conflict between the supersymmetry generator and the Noether charge is too
ingrained to correct.
APPENDIX. SIGN MANIFESTO 125
§5. Consequences of §2 on other signs
• The kinetic lagrangian for a scalar field φ : M → R is
(A.20) L =
1
2
|dφ|2 |dnx| dsθ = 1
2
gµν∂µφ∂νφ |dnx| dsθ.
The sign of this term is a consequence of (A.6); it is the main rationale for prefer-
ring (A.6) over the other choice.
• Suppose V = V 0⊕V 1 is a graded hermitian vector space and T an
odd skew-adjoint operator. Then
(A.21) i[T, T ] ≥ 0.
Observe from (A.2), (A.3) and (A.4) that an odd skew-adjoint operator has eigen-
values on the line i−1/2R ⊂ C.
• The bracket in the supersymmetry algebra is
(A.22) [Qa, Qb] = −2ΓµabPµ.
Because we use left group actions, upon quantization we expect a homomorphism
from the supersymmetry algebra to skew -adjoint operators. Using (A.5) we see
that the sign in (A.22) leads to
(A.23) [−iQˆa,−iQˆb] = −2Γµab(−iPˆµ).
Setting a = b we see from (A.21) that −2ΓµaaPˆµ > 0 for all a. From (A.14) we
see that ΓµaaPµ has nonnegative norm in V . Except possibly in dimension 2, the
positive cone generated by {ΓµaaPµ}a includes P0, and so the sign choice in (A.22)
renders the hamiltonian nonnegative (rather than nonpositive), in view of (A.7).
• The vector field ξˆPµ on F corresponding to infinitesimal transla-
tion Pµ is
(A.24) ξˆPµf = −∂µf, f ∈ F .
This follows since a diffeomorphism ϕ : M →M acts on functions by (ϕ−1)∗.
• If g is a Lie algebra of infinitesimal symmetries, then the vector
fields ξλ (λ ∈ g) on the space of fields F satisfy
(A.25) [ξλ1 , ξλ2 ] = −ξ[λ1,λ2].
• The Noether currents satisfy45
(A.26) {jλ1 , jλ2} = −j[λ1,λ2].
45The bracketing operation on Noether currents is defined in [I-Classical Fields, §2.6].
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• The Noether charges satisfy
(A.27) {Qλ1 , Qλ2} = −Q[λ1,λ2].
• The quantum operators satisfy
(A.28) [−iQˆλ1 ,−iQˆλ2 ] = −iQˆ[λ1,λ2].
Equations (A.25)–(A.27) follow from the fact that g → VectorFields(F) is an
antihomorphism and the standard equations for Poisson brackets which follow
from (A.16). Equation (A.28) says that g → End(H) is a homomorphism to skew-
adjoint operators, where we use (A.5).
• The self -adjoint quantum operators Qˆ1, Qˆ2 which correspond to
classical functions Q1, Q2 on M satisfy
(A.29) [Qˆ1, Qˆ2] = −i~{Q1, Q2}ˆ modulo O(~2).
To the extent that (A.29) holds exactly, it says that the map
(A.30) Q 7−→ −i
~
Qˆ
to skew-adjoint operators is an antihomorphism. The sign in (A.30) is dictated
by (A.5). The desire to have an antihomomorphism is dictated by (A.27) and (A.28),
and this determines the sign in (A.29).
• The Schro¨dinger equation for the evolution of a state ψ is
(A.31)
∂ψ
∂t
=
−i
~
Hˆψ.
Evolution through time t for a static hamiltonian Hˆ is e−itHˆ/~.
The sign follows from (A.7) and (A.5).
• Let ηa1 , ηb2 be odd parameters and ξˆi the even vector field on F
corresponding to ηaiQa. Then
(A.32) [ξˆ1, ξˆ2]f = 2η
a
1η
b
2Γ
µ
ab∂µf, f ∈ F .
To see this, observe from (A.22) that in the abstract supersymmetry algebra we
have
(A.33) [ηa1Qa, η
b
2Qb] = 2η
a
1η
b
2Γ
µ
abPµ.
Then (A.32) follows from (A.25) and (A.24); the minus signs in these two equations
cancel.
• If ψ1, ψ2 are complex classical odd quantities, then complex conju-
gation satisfies
(A.34) ψ1ψ2 = ψ1 ψ2.
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This is a consequence of the sign rule if we assume that ψ 7→ ψ is a ∗-operation
and ψ1 (super)commutes with ψ2. (A ∗ operation satisfies (ab)∗ = (−1)|a| |b| b∗a∗.)
Notice that the classical statement (A.34) is consistent with the quantum state-
ment (A.19), since the adjoint operation on linear operators is also a ∗ operation.
Notice that the product of real commuting odd quantities is real.
• The kinetic lagrangian for a spinor field ψ : M → S is
(A.35) L =
1
2
ψD/ψ |dnx| dsθ = 1
2
Γ˜µabψa∂µψb |dnx| dsθ.
• The kinetic lagrangian for a dual spinor field λ : M → S∗ is
(A.36) L =
1
2
λD/λ |dnx| dsθ = 1
2
Γµabλ
a∂µλ
b |dnx| dsθ.
The spinor fields are odd. In view of (A.34), the lagrangians (A.35) and (A.36) are
real, as they must be in Minkowski space. It is easiest to check the sign in classical
mechanics (n = 1). Then from (A.35) we deduce46 the classical Poisson bracket
(A.37) {ψ, ψ} = −1.
Upon quantization we know the corresponding operators satisfy (A.29). The sign
in (A.37) is compatible with (A.21), and this means that the sign in (A.35) is
correct.
• The energy-momentum tensor is minus the Noether current of Pµ.
The supercurrent is minus the Noether current of Qa.
This is a definition and follows by superPoincare´ invariance from the definition (A.7)
of the hamiltonian. It means that the charges computed from the energy-momentum
tensor are energy and minus momentum.
§6. Differential forms
• When computing with differential forms on superspace, we use a
bigraded point of view.47
Objects have a “cohomological” degree, corresponding to a classical (that is, non-
super) degree, and a parity. The permutation of objects of parity p1, p2 and co-
homological degree d1, d2 introduces two signs: a classical sign (−1)d1d2 and an
additional factor (−1)p1p2 .
• On Rp|q with coordinates t1, . . . tp, θ1, . . . θq we have the following
table of parities and cohomological degrees:
46See Problem FP2 of [I-Homework] for a derivation.
47See the appendix to Chapter 1 of [I-Supersymmetry].
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quantity type parity (Z/2Z) coh deg (Z)
tµ even coordinate 0 0
θa odd coordinate 1 0
∂/∂tµ, ι(∂/∂tµ) even vector field 0 −1
∂/∂θa, ι(∂/∂θa) odd vector field 1 −1
Lie(ξ) Lie derivative p(ξ) 0
dtµ, ǫ(dtµ) even 1-form 0 1
dθa, ǫ(dθa) odd 1-form 1 1
dpt dqθ berezinian q (mod 2) p
|dpt| dqθ density q (mod 2) 0
ι(ξr) . . . ι(ξ1) dpt dqθ integral form
∑
p(ξi) + q (mod 2) p− r
ι(ξr) . . . ι(ξ1) |dpt| dqθ integral density
∑
p(ξi) + q (mod 2) −r
• For X a (super)manifold the canonical pairing of vectors and 1-
forms is written with the vector on the left.
Therefore, by the sign rule, for a tangent vector ξ and a 1-form α there is a sign48
when passing from the canonical pairing ι(ξ)α to (−1)p(ξ)p(α)α(ξ), where p is the
parity.
• For integration over odd variables we have∫
dθ θ = 1∫
dθ2dθ1 θ1θ2 =
∫
dθ2
(∫
dθ1 θ1
)
θ2 = 1.
• For any vector field ξ we have the Cartan formula
(A.38) Lie(ξ) = [d, ι(ξ)].
Both sides of (A.38) act on differential or integral forms.
§7. Miscellaneous signs
• Let X be a smooth manifold, ξ a vector field on X, ϕt the one-
parameter group of diffeomorphisms generated, and T a tensor
field. Then
(A.39) Lie(ξ)T =
d
dt
∣∣
t=0
ϕ∗tT =
d
dt
∣∣
t=0
(ϕ−t)∗T.
• On a Ka¨hler manifold X the Riemannian metric g, Ka¨hler form ω,
complex structure J , and a local Ka¨hler potential K are related by
the equations
(A.40)
ω(ξ1, ξ2) = g(Jξ1, ξ2)
ω = i ∂∂¯K.
48See [I-Supersymmetry, §3.3].
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• Suppose f is a (suitable) function on a vector space V of dimen-
sion n. Then f and its Fourier transform fˆ on V ∗ are related
by
(A.41)
fˆ(k) =
1
(2π)n/2
∫
V
e−i〈k,x〉f(x) |dnx| dsθ,
f(x) =
1
(2π)n/2
∫
V ∗
e+i〈k,x〉fˆ(k) |dnk|.
• Suppose g is the Lie algebra of a real Lie group G. Then the com-
plexified Lie algebra gC = g⊗C carries a conjugation whose set of
real points is g.
For example, starting with the unitary group G = U(n), we obtain the conjugation
A 7→ −A∗ on complex n× n matrices. (A∗ is the conjugate transpose of A.)
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