ABSTRACT Differential evolution (DE) is a competitive and reliable computing technique for continuous optimization. A diversity-based selection has been proved to be valid to improve the performance of DE. However, further study can be done. In this paper, we propose two versions of colony fitness, fitness with the consideration of diversity information. Selection based on the first version of the colony is embodied in DE/rand/1, a basic DE algorithm, while selection based on the second version is used in CoBiDE, a state-ofthe-art DE algorithm. Our experiments are based on the 2005 Congress on Evolutionary Computation and the 2014 Congress on Evolutionary Computation benchmark functions. Experimental results show that our modification on algorithms leads to significantly better solutions than before.
I. INTRODUCTION
Differential evolution (DE), a type of Evolutionary Algorithm (EA) proposed by Storn and Price [1] , is a competitive and reliable computing technique for solving a wide variety of continuous optimization problems [2] . DE is based on generations of population manipulated by crossover, mutation and selection. Here, a population consists of target vectors. In the gth generation, the ith mutant vector v i,g = (v i,1,g , v i,2,g , . . . , v i,d,g ) is generated by mutation based on the ith target vector x i,g = (x i,1,g , x i,2,g , . . . , x i,d,g ). Then, crossover is implemented on the ith target vector and the ith mutant vector to produce the trial vector u i,g = (u i,1,g , u i,2,g , . . . , u i,d,g ). In DE, crossover and mutation are called trial vector generation strategy, together. Then, target vectors of the (g + 1)th population are selected from candidates, target vectors and trial vectors, by selection. Usually, a target vector competes only with its trial vector in selection.
So far, researchers have made contributions to improve performance of DE by addressing exploration and exploitation in runs. These contributions focus on different aspects. In recent years, the improved aspects include improving trial vector generation strategy [3] - [13] , changing selection strategy [14] - [16] , adapting parameters setting [2] , [6] , [8] , [9] , [15] , [17] , [18] , hybridizing with other techniques [8] , [19] - [26] and integrating multiple trial vector generation strategies with different parameters settings [2] , [15] , [18] , [27] - [31] . Some of these contributions are general schemes for different DE algorithms, such as [4] , [5] , [7] , [10] , [11] , [16] , [18] - [21] , and [23] . Further, the strategy in [26] can be widely used in different natureinspired optimization algorithms including DE.
It can be seen that, among the above contributions, there are relatively rare ones belonging to the aspect of changing selection strategy. Nevertheless, selection is the most standard step among all operators in DE or even the whole EA field. That is, a selection method may be widely used in different EAs. Therefore, a scheme implemented in selection, such as elitism strategy, may be useful in different EAs. For example, most DE algorithms employ elitism strategy implicitly.
In practice, diversity, which can reflect the differences among individuals, is often used to show the state of exploration and exploitation in runs of EA. In [32] , methods to maintain the balance between exploration and exploitation were classified according to their effect on diversity. The above-mentioned [14] , [15] exactly proposed diversity-based selection for DE. However, in essence, diversity and its variation just reflect the state of exploration and exploitation roughly. Thus, maintaining the balance between exploration and exploitation for improving solutions of DE based on diversity is feasible but requires to be further studied.
Based on the above facts, we plan to modify selection of DE based on diversity for the balance between exploration and exploitation. Firstly, we propose selection based on colony fitness in [33] . On one hand, colony fitness is based on fitness. On the other hand, the more similar with the best vector in the all candidates of selection, the elite, a vector is, the more the vector loses in evaluation. Such selection can be used in DE. Further, in this paper, we propose a new version of colony fitness. In this version, irrationality of distance from the current individual to the elite is considered.
In experiments, we implement selection based on the first version of colony fitness in a basic DE, DE/rand/1, firstly. Then, we implement selection based on the second version of colony fitness in a state-of-the-art DE algorithm, CoBiDE [3] . [35] are used in the second experiment. Under several level of a special parameter, CoBiDE with selection based on the second version of colony fitness significantly improves solutions of 15 cases out of all the 30 functions.
The rest of this paper is organized as follows. Related works are introduced in Section II. Our colony fitness and selection based on it are described in Section III. Then, experimental results are shown and analyzed in Section IV. Finally, a conclusion and a prospect are dealt with in Section V.
II. RELATED WORKS
Our work devotes to improving selection of EA. In this paper, we focus on DE. We regard contributions on selection of DE as related works. Details are given as below.
Yi et al. [14] proposed a novel differential evolution algorithm based on pbest roulette wheel selection and retention mechanism. According to the proposed selection, the generated offspring with better fitness function value indicates that the pbest vector of current individual is suitable for exploitation. In this case, the pbest vector should be retained into the next generation. In other words, such selection operation is executed according to the function value of top vectors. If a top vector can achieve better trial vector, it can survive into the next generation, even it may not be included in the top vectors anymore. This modification is used to avoid the individual gather around the pbest vector, thus diversify the population. The performance of the proposed algorithm is extensively evaluated both on the benchmark test functions developed for the 2005 Congress on Evolutionary Computation and four real-world application problems. Experimental results and statistical analyses show that the proposed algorithm is highly competitive when compared with SaDE [36] , JADE [37] , CoDE [38] , Rank-JADE [39] , and R cr -JADE [40] .
Tian et al. [15] proposed a differential evolution algorithm to improve search efficiency by employing information of individuals to set the parameters and update population in an adaptive manner. Firstly, a combined mutation strategy was developed by mix two mutation strategies with a prescribed probability. Secondly, fitness values were used to guide the parameter setting. Finally, a diversity-based selection strategy was designed by assembling greedy selection strategy and defining weighted fitness. In detail, weighted fitness of vector v i is defined as follow. 
III. OUR SELECTION FOR DE
Selection exerts selective pressure on evolution. In original selection of DE, fitness of an individual is regarded as evaluation criterion directly. Consequently, once the best vector does not change for some generations, target vectors tend to converge to the current best vector. In short, although the original selection embodies the basic principle of evolutionary computation, survival of the fittest, it brings high risk of premature convergence in runs. In fact, some diversity information related to a vector, such as the similarity of this vector to other ones or, in other words, the distance from this vector to other ones, also needs to be considered in evaluation. Diversity information is considered in [14] and [15] . However, it may be not enough that fitness and distance are treated in weighted average method to evaluate a vector. It is reasonable to take the correlations between the two factors into consideration.
We proposed colony fitness for evaluation of individuals in [33] . Detailed deduction goes as below. Let D be the number of dimensions, u i,j be the value in the jth dimension of the ith candidate, u best,j be the value in the jth dimension of the elite. In addition, ub j and lb j represent the upper bound and the lower bound of the the jth dimension, respectively. Thus, the similarity in just the jth dimension between the ith candidate and the best candidate r i,j can be expressed as Equation 2 .
Further, r i , the similarity between the ith candidate and the best candidate, is defined as Equation 3.
|ui,j−ubest,j|
After that, we define colony fitness of the ith candidate cf i . Initially, we give colony fitness as below.
Here, f best is fitness of the best candidate, while f i is fitness of the ith candidate. According to Equation 4 , the more similar with the best candidate a candidate is, the less award is given to obtain colony fitness based on fitness. To adjust the weight of similarity in colony fitness, we revise
.
In Equation 5, x is the parameter for adjusting the weight. In theory, x can take any real number. To decrease the difficulty in parameter setting, we give the final version as below.
In this version, the parameter θ ∈ [0, 1).
Provided that fitness is replaced by colony fitness in selection, the candidates having relatively longer distance with the best candidate become more competitive than before. If there is more than one local optima in solution space, selection based on this version of colony fitness may be more reasonable since some promising directions other than the direction led by the elite have larger probability of being searched.
Selection based on the above version of colony fitness may be beneficial for keeping diversity. However, as mentioned above, diversity just has a rough relationship with the state of exploration and exploitation. Thus, always keeping diversity in whole runs cannot be the best way to maintain the balance between exploration and exploitation. Hence, we propose the new version of colony fitness as below. Firstly, not only the fitness rank of each candidate fr i , but also the rank of Euclidean distance from the elite to each candidate dr i need to be computed. Then, for each vector v i , irrationality of distance to the elite, ID i is calculated according to Equation 7 .
According to Equation 7 , ID i = 1 means that the two ranks of v i can match exactly. In this case,
1+θ , the standard value. Otherwise, ID i < 1 ⇒ fr i < dr i makes cf i smaller than the standard value, while ID i > 1 ⇒ fr i > dr i makes cf i larger than the standard value. It can be seen that a high value in ID means that the individual has relatively poor fitness and is relatively close to the elite. Thus, colony fitness cf of v i is defined as Equation 8 .
In Equation 8 , f best is the fitness of the elite, while f i is the fitness of v i . θ is just a parameter. According to Equation 8 , the higher ID an individual has, the more is reduced based on the standard value of colony fitness. To further explain the above equations for the second version of colony fitness clearly, we draw some figures as below. Firstly, we draw Figure 1 to show the relationship between the combination of the two ranks and irrationality of distance to the elite. Then, Figure 2 is given to show the relationship between irrationality of distance and colony fitness under different values for θ . Furthermore, in Figure 3 , the relationship between the increment in evaluation and the combination of the two ranks is given. It can be seen from Figure 1 that irrationality of distance to the elite is positive correlated with fitness rank but negative correlated with diversity rank. According to Figure 2 , the higher irrationality of distance to the elite is, the less change from fitness to colony fitness takes place. Figure 3 tells us that, individuals far from elite and having good fitness are the biggest beneficiaries in our change on evaluation criterion. It can be seen from not only Figure 2 but also Figure 3 that, the larger value θ is taken, the more individuals' colony fitness is significantly improved based on fitness.
In fact, more facts are considered in the latter version than in the first one. Thus, selection with the latter version of colony fitness may suit more occasions than that with the former version. Selection based on the latter version of colony fitness encourages candidates to have both large distance to the elite and relatively good fitness. Meanwhile, such selection discourages vectors similar with the elite to have relatively bad fitness. By this means, vectors leading to evolution directions other than the current main evolution direction represented by the elite have more possibility to survive. Thus, the risk of premature convergence is decreased. In each generation, the extra time complexity of selection with the second version of colony fitness based on the original selection method is O(NP · logNP), where NP represents population size.
IV. EXPERIMENTAL RESULTS
In our experiments, the first version of colony fitness is implemented in DE/rand/1, while the second version is implemented in CoBiDE. In the experiment for the first version, the results for the 25 CEC2005 benchmark functions of the original algorithm and the results of the algorithm with colony fitness are compared. In the experiment for the second version, the original algorithm and the algorithm with colony fitness are compared based on not only the 25 CEC2005 benchmark functions but also the 30 CEC2014 benchmark functions. Parameter settings of the two experiments are given in Table 1 .
For each case, the original algorithm and the algorithm with our colony fitness are both executed 30 times, respectively.
As mentioned above, when there is more than one local optima in solution space, selection based on the first version of colony fitness may be more reasonable. Hence, only functions with multi-modal, F6-F25, are used in the first experiment. The results of the first experiment are given in Table 2 .
It can be seen from Table 2 that, under the only one value for θ , 0.98, selection based on colony fitness significantly improves solutions in eight cases and leads to statistical losing VOLUME 6, 2018 in just one case. Such results show that employing the first version of colony fitness in selection is useful for improving solutions of multi-modal functions.
In fact, improving solutions of CoBiDE is a much more difficult task than improving those of DE/rand/1 since the former is a state-of-the-art DE algorithm. In the previous section, we set six values for θ . Here, we choose just one value from the six ones to improve solution of different functions. Then, we list all significantly improved cases in Table 3 and Table 4 . Table 3 is for CEC2005 cases, while Table 4 is for CEC2014 cases. Further, for the cases listed in Table 3 , the changing trend of diversity in runs of the two algorithms is given in Figure 4 . Similarly, for the cases listed in Table 4 , the changing trend of diversity in runs of the two algorithms is given in Figure 6 .
It can be seen from Tables 3 and 4 that, based on very limited choices of value for θ , selection with our colony fitness improves solutions of 11 functions among the 25 CEC2005 ones and 15 functions among the 30 CEC2014 ones. According to Figures 4 and 6 , even for these cases in which solutions are improved, diversity do not show obvious improvement. It can be seen that there is no direct relation between solutions quality and diversity level in these cases. In fact, under the control of selection based on the latter version of colony fitness with a given value for θ , individuals leading to evolution directions other than the current main evolution direction have more possibility to survive. Then, premature convergence is resisted at a rate. Hence, solutions are statistically improved.
V. CONCLUSION
Although changing selection strategy is not a common way to improve the balance between exploration and exploitation, diversity-based selection which belongs to this type of method has be proposed in litertures. However, further study is required. In this paper, we propose two versions of colony fitness for replacing original fitness. Similar to the exist methods, the first version of colony fitness can be considered as weighted average of fitness and distance to VOLUME 6, 2018 the elite. In the latter version of colony fitness, irrationality of distance to the elite is considered beside original fitness. In this way, we evaluate individuals based on unmatched degree between fitness rank and rank of distance to the elite. Experiments, especially an experiment based on a state-ofthe-art DE, CoBiDE, show that selection with colony fitness is beneficial for enhancing DE algorithms.
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