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Abstract 
This thesis describes a number of studies conducted to examine three different 
facets of horizontal motion processing in the auditory system. Firstly, when a sound 
moved around a stationary listener (“source motion”); secondly, when subjects engaged 
in head rotations while sources remained stationary (“self motion”) and lastly when 
subjects engaged in self motion during simultaneous source motion. Previous studies in 
the field have explored these issues separately, and much remains unknown. For “source 
motion”, a localisation based “snapshot” psychophysical model remains the most 
commonly used narrative in describing this process, given the lack of clarity about the 
neural pathways underlying motion perception. However, it remains unclear whether (or 
how) such a framework can generalise to different stimulus conditions. For “self motion”, 
studies reported here have considered the sensory implications of head motion in the 
presence of a stationary sound, questioning how auditory spatial perception remains 
stable and exploring the perceptual benefits from dynamic localisation cues. Yet, the 
underlying interactions between audition and the head motor plant remain unclear, 
particularly at the faster head turn velocities. Lastly, there is a scarcity of studies probing 
the how listeners perceive a moving source during simultaneous self motion, even though 
it encapsulates concepts in both self and source motion, providing a unique opportunity 
to help frame our understanding of the sensorimotor mechanisms involved. We 
addressed these questions with three psychophysical experiments.  
 
Experiment 1 explored the generality and underlying assumptions of the snapshot 
hypothesis. As first suggested by Grantham (1986), snapshots of the start and end points 
of a motion trajectory could be used to estimate the velocity of the moving source. 
However, this simple form of the model could not account for sensitivity to changes in 
velocity and it is now assumed that multiple snapshots along the motion trajectory are 
necessary. Yet much remains unclear about such a multi-snapshot description; what 
constitutes a snapshot is undefined and the implicit assumption that each snapshot is an 
independent localisation sample is untested. Moreover, previous studies in this area 
usually relied on a discrimination paradigm comparing discrete changes in velocity, 
which rarely occurs naturally. Lastly, its predictions may be incompatible with some 
recent neurophysiological evidence. Here, we employed a novel psychophysical paradigm 
- the velocity contrast task - to address these issues. This task compared the velocities of 
two stimulus intervals that moved along a single trajectory, either continuously in time 
or discontinuous with a 1 second inter stimulus interval (ISI). Our results revealed a 
threefold difference in sensitivity between increases and decreases in velocity but only 
when the movement was continuous in time. This asymmetrical difference in velocity 
threshold provided the first empirical evidence suggesting that localisation “snapshots” 
are not necessarily independent when sensing motion. Rather, it can be a continuous 
process where the current percept of motion is influenced by a prior history of 
stimulation. We offer a tentative explanation on how a leaky integrator framework can 
provide a basis for establishing a perceptual prior and model this response, building on an 
adaptation-of-excitation process.  
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Experiment 2 asked the question of how the stability of auditory space is 
maintained when our heads rotate rapidly, such as in a sudden reorientation of spatial 
attention. Based on our understanding of spatial perception during visual saccades, we 
hypothesised that if the auditory system makes use of corollary discharge signals from 
the head motor plant, subjects would perceive a distortion of auditory space as a result of 
the anticipatory shifts in space map from the efference copy feedback. Using a double-
step localisation procedure in free field in the presence of both visual and auditory 
sources, we found that listeners perceived a significant compression of auditory space 
during the “peri-saccadic” interval, ~50 ms prior to the onset of head movements. 
Critically, this distortion was only observed when subjects responded using a “perceptual” 
judgement without engaging the motor system. These findings paralleled similar 
observations in vision and provided the first psychophysical evidence of efference copy 
involvements in auditory spatial perception.  
 
Experiment 3 probed the perception of source motion during self motion using a 
behavioural task that examined head tracking of moving sources along the audiovisual 
horizon. A combination of virtual auditory space (VAS) and a high density LED (light 
emitting diodes) strip was used to provide auditory, visual and bisensory targets moving 
at velocities ranging from 20°/s to 110°/s. Three metrics were used to quantify subject 
performance: root mean square (RMS) error, onset error and gain. Overall, RMS error 
increased linearly with target velocity; and while subjects were able to track the different 
source types, performance was worst in audition especially at the faster speeds (> 60°/s). 
There was no significant difference in overall performance between bisensory and visual 
tracking, even though there was a consistent trend that errors (RMS and onset) when 
tracking bisensory targets were greater. These results provide the systematic analysis of 
auditory head tracking behaviour. While substantial variance was expected due to the 
nature of head movement responses, the differences observed between tracking visual 
and auditory targets can highlight the potential difference between the sensorimotor 
pathways underlying these senses.  
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1 Introduction 
 
1.1 Introduction 
Motion. It is all around us. We observe it while we are still and experience it while 
we are active. The sensation of movement can be perceived when an object changes its 
location over time (Figure 1-1 A & B). In audition, studies of motion generally differentiate 
between "source" and "self" components. We observe source motion when target objects 
move in the world, such as a bee buzzing around our head; whereas self motion is 
experienced when we interact with the world, such as rotating our heads towards a target 
of interest. The broad aim of this thesis is to develop our understanding of motion 
processing in the auditory domain. One need not perceive that something is moving for 
motion processing to occur. When we move our heads in the presence of a stationary 
target, it is generally hypothesised that our motion processing systems are also engaged 
to maintain perceptual stability. To the ears, the changes in acoustical cues describing an 
object's location are identical regardless of who or what is moving (Figure 1-1 B & C). So 
when both our targets and ourselves are moving, sensory ambiguities can arise (Figure 
1-1 D). In these situations, the auditory system not only has to rely on motion perception 
but also take into account self motion feedback to create an accurate and stable 
representation of the world. This sensorimotor interaction is one of the most 
fundamental aspects underlying motion processing and has driven research in 
neuroscience for over a century (Crapse & Sommer, 2008). Previous studies in auditory 
motion have tended to focus solely on either a moving source or a moving self. In this 
thesis, we will extend our knowledge in both of these domains via a series of novel 
experiments, that will lead us to examine this Gordian knot of sensorimotor interaction 
in audition. Here, we will first present a summary of the current state-of-the-art in 
auditory motion research, identifying the outstanding questions that will form the core 
research goals. 
 
Much of the existing studies on source motion perception revolves around a source 
moving about a stationary subject (see Carlile and Leung (2016) for a review). There is 
little evidence that auditory motion detectors exist even after numerous studies. Hence, 
the mechanisms underlying auditory motion perception is still unclear. Some recent 
studies support the view that motion perception relies on high-level spatial processing 
based on a number of different psychoacoustical cues, rather than low-level motion 
sensitive neurons such as the Reichardt detectors found in the visual system (Section 
2.5.1; Freeman, Leung et al., 2014; Smith, Saberi, & Hickok, 2007). An inherent complexity 
in audition is that, unlike vision, an object's location is not encoded by the peripheral 
nervous system. Rather, auditory receptors are tonotopic and spatial information is 
computed from the acoustical cues at each ear. It is hypothesised that motion information 
is processed along the auditory pathway based on an “adaptation-of-excitation” 
mechanism, unlike the correlation model in vision that computes motion based on 
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changes in spatial location over time (Ingham et al., 2001; McAlpine, Jiang, Shackleton, & 
Palmer, 2000). Recent findings from neurophysiological studies suggest that while the 
auditory system is motion sensitive, parameters such as direction and velocity are likely  
Figure 1-1 Example of different movement conditions for the auditory system. A) Source and subject are 
both stationary; B) Source moving to the left while the subject remains stationary. Comparing between A 
and B, the auditory system can perceive motion by the changes in acoustical cues. C) Source is stationary 
while the subject’s head rotates to the right. The changes in acoustical cues are identical between B and 
C. As such, the auditory system has to rely on self movement cues as well as acoustical cues in order to 
maintain an accurate percept of space. This is critical in situation such as (D), when both source and self 
are in motion.  
Head tracking the target
Target moving to the left
Stationary body
Static target
Static target
Head moving to the right
Target moving to the left
Stationary body
A B
C D
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encoded in cortical areas beyond the auditory pathway (Lewald, Staedtgen, Sparing, & 
Meister, 2011; Magezi, Buetler, Chouiter, Annoni, & Spierer, 2013). A perceptual model 
that encompasses this adaptation-of-excitation mechanism does not exist and the current 
psychophysical framework remains one that is based on snapshots of an object’s 
perceived location over time. Grantham (1987) first proposed that motion can be deduced 
via location snapshots taken at the start and end points of the stimulus trajectory. Since 
then, this idea of snapshots has formed the basis for discussing auditory motion 
perception. As an extension of static spatial perception the snapshot approach is intuitive; 
however, being a descriptive model it offers little insight into the underlying perceptual 
mechanisms and has limited predictive power. Further, the snapshot model can only 
describe relatively trivial conditions where the stimulus moved with a constant velocity, 
an unrealistic expectation in the real world. Perrott, Constantino & Ball, (1993) and 
Grantham, (1989; 1997) posited that a "many snapshots" extension might be able to 
describe motion perception of accelerating and decelerating stimuli. However, that 
increases the complexity of the model substantially, necessitating a conceptual rethink of 
the model. To our knowledge, no studies have addressed whether a multi-snapshot 
approach can explain perceptual responses to complex stimuli conditions or to offer a 
more parsimonious description of source motion perception.  
 
This leads to our first research goal: 
To examine the generality of the multi-snapshot model by probing its basic assumptions, with 
the aim to recast or extend this framework to describe perceptual responses in both simple and 
complex stimulus conditions.  
 
Apart from the external world, our eyes and ears are also constantly in self motion, 
with regular head movements to reorient our spatial attention and eye movements to 
update our visual field. Head movements can also be used to resolve front-back 
ambiguities when localising a stationary sound given that it changes the incoming 
binaural information, especially if the stimuli contained limited spectral information 
(Brimijoin & Akeroyd, 2012; Macpherson, 2011; Martens, Cabrera & Kim, 2011; Wallach, 
1940). Yet these self-movements, if uncorrected, can destabilise our percept of the world 
given some can reach speeds in excess of 300°/s. Studies have shown that in the case of 
slower head movements (~60°/s), the auditory system can maintain perceptual stability 
by continuously integrating extra-cochlear cues such as vestibular and neck 
proprioceptive feedback that provides up-to-date information on the position of the head 
(Brimijoin & Akeroyd, 2014; Vliegen, Van Grootel & Van Opstal, 2004). For faster, ballistic 
type movements, it is possible that such a form of continuous update will be ineffective 
and another form of sensorimotor interaction is needed to maintain a stable soundscape 
(Sommer & Wurtz, 2006). In 1950, Von Holst and Mittelstaedt, and  Sperry, hypothesised 
that the sensory system corrected for self motion by being able to anticipate the actions 
of the motor system. During a movement's planning stage, the motor system forewarns 
the sensory system of the impending action via "corollary discharge" signals. These 
corollary discharge signals contain an "efference copy" of the movement plan that the 
sensory system uses to predict the outcome of the self motion, allowing it to smoothly 
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shift spatial focus to preserve perceptual stability. In vision, such a sensorimotor feedback 
loop has been confirmed and anticipatory shifts have been found in saccadic eye 
movements (see Kowler (2011) for a review). Whether similar mechanisms also underlie 
auditorimotor interactions, however, remains unknown.  
 
This leads to our second research goal: 
To explore whether the auditory system also makes use of corollary discharge signals and 
efference copy to maintain a stable percept of the world during high-speed head movements.  
 
Finally, we will explore how auditory motion is perceived during self motion. One 
of the most common examples involves tracking targets moving in space, such as 
following a buzzing bee with our heads or following cars travelling along a highway. This 
complex task integrates dynamic localisation information, motion perception and 
velocity estimation of the sensory systems with bi-directional feedback to the motor 
system controlling the eyes and head (Collins & Barnes, 1999; Guitton & Volle, 1987; 
Peterson, 2004; Shaikh, Wong, Zee, & Jinnah, 2013). Much of the previous work 
examining this sensorimotor interaction is based on the visual system. Generalising from 
the extensive eye tracking and gaze control literature, tracking behaviour can be divided 
into distinct onset and maintenance phases. These can be associated with different 
sensorimotor systems. In the onset phase, motion prediction estimates the target velocity 
and time-to-target information to begin tracking. In the maintenance phase, sensory and 
extra-sensory information (proprioception, target prediction and motor feedback) are 
integrated within a feedback control loop (Ackerley & Barnes, 2011; Levy et al., 2000; 
Levy, Sereno, Gooding, & O'Driscoll, 2010; Proudlock & Gottlob, 2007). From these 
divisions, the performance of the underlying systems can be quantified based on the 
errors observed in each phase. In particular, failure in visual tracking has been shown in 
various diseases and is common in schizophrenia where 50% to 86% of the patients have 
a level of eye tracking deficits that is suggestive of dysfunctions in efference feedback 
(Calkins, Iacono, & Ones, 2008). However, much is unknown about auditory motion 
tracking performance in humans. The only systematic behavioural study of which we are 
aware was by Beitel (1999) who examined auditory motion tracking in cats using gated 
rectangular pulses presented over a speaker that moved at 12°/s or 16°/s.  
 
This leads to our third and final research goal: 
To examine auditory head tracking behaviour and to establish performance baselines 
quantifying its limits, speed and accuracy, and to lay the groundwork for future research in 
the area.  
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1.2 Structure 
This is a dissertation by publications. Chapters 2 and 3 will provide a general 
overview of the areas important to the study of auditory motion processing and the 
general methodology. Chapters 4 - 6 will present the main published studies, while other 
studies of relevance in which the author was not the main author are included in the 
Appendix. References are included at the end of each chapter for ease of access.  
 
1.3 Declarations 
Parts of Chapter 2 was published as (but reworded where appropriate)  
Carlile, S., & Leung, J. (2016). The Perception of Auditory Motion. Trends in Hearing, 
20(0), 2331216516644254. 
I co-authored this review.  
 
Chapter 4 of this thesis is published as (reformatted where appropriate)  
Locke, S. M., Leung, J., & Carlile, S. (2016). Sensitivity to Auditory Velocity Contrast. 
Scientific Reports, 6, 27725. 
I co-designed this study, co-analysed the data and co-wrote the draft of the manuscript.  
 
Chapter 5 of this thesis is published as (reformatted where appropriate) 
Leung, J., Alais, D., & Carlile, S. (2008). Compression of auditory space during rapid head 
turns. Proceedings of the National Academy of Sciences of the United States of 
America, 105(17), 6492–6497.  
I co-designed this study, analysed the data and wrote the draft of the manuscript 
 
Chapter 6 of this thesis is published as (reformatted where appropriate) 
Leung, J., Wei, V., Burgess, M., & Carlile, S. (2015). Head Tracking of Auditory, Visual, and 
Audio-Visual Targets. Frontiers in Neuroscience, 9, 1627.   
I designed this study, co-analysed the data and wrote the draft of the manuscript. 
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The following studies in which the author also contributed to are of relevance to the 
work presented here and attached in the Appendix.  
 
Freeman, T. C. A., Leung, J., Wufong, E., Orchard-Mills, E., Carlile, S., & Alais, D. (2014). 
Discrimination contours for moving sounds reveal duration and distance cues 
dominate auditory speed perception. PLoS ONE, 9(7), e102864.  
 
Sankaran, N., Leung, J., & Carlile, S. (2014). Effects of Virtual Speaker Density and Room 
Reverberation on Spatiotemporal Thresholds of Audio-Visual Motion Coherence. 
PLoS ONE, 9(9), e108437.  
 
Bentvelzen, A., Leung, J., & Alais, D. (2009). Discriminating audiovisual speed: optimal 
integration of speed defaults to probability summation when component 
reliabilities diverge. Perception, 38(7), 966–987.  
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author of a published item, permission to include the published material has been granted 
by the corresponding author. 
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2 General Review 
 
2.1 Auditory Spatial Perception 
2.1.1 Binaural Cues 
The functional anatomy of two ears separated by the head presents the auditory 
system with two independent sources of acoustical information. By comparing the 
acoustical differences between them, the auditory system can determine if the location of 
the sound source has deviated from the midline. There are two types of binaural cues - 
interaural time difference (ITD) and interaural level difference (ILD), both vary as a 
function of the angle from the midline. 
 
Interaural Time Difference (ITD) 
A sound source away from the midline will have a difference in arrival time between 
the left and right ears, due to a difference in path length from the source. As shown in 
Figure 2-1, this will vary in a 
sinusoidal manner with 
minimum ITD at 0° 
azimuth and maximum ITD 
at ±90° azimuth, where the 
delay is dependent on the 
width of the subject's head. 
The average head size of an 
adult male is 55cm in 
circumference, resulting in 
a maximum ITD of about 
690µs according to Moore 
(2012). Apart from onset 
disparities which are 
commonly experienced 
with impulsive sounds, 
time differences can also be 
derived from ongoing phase differences in a continuous signal. In a pure tone, interaural 
phase delays (IPD) are highly salient for low frequencies (<1.5 kHz), with the sensitivity 
decreasing as frequency increases. Unlike the group delay from the onset disparity, the 
IPD relates to the temporal fine structure of the stimulus and is frequency and bandwidth 
dependent. Our sensitivity to variations in ITD is strongest at the location of maximum 
slope (0° azimuth), where a  change as low as 10 µs can be perceived, corresponding to 1° 
angular difference (Yost, 1974).  
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Figure 2-1 ITD values, calculated from HRTFs of the author. 
The solid line mark ITDs  approximated by the Kuhn’s model 
based on a rigid sphere.  
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Interaural Level Difference (ILD) 
The solid mass of the head creates an acoustic shadow when a sound source deviates 
from the median plane, leading to a difference in level between the ears. While ITDs are 
most effective at low frequencies (<1.5 kHz), the converse is true for ILDs. At frequencies 
below 500 Hz, the long wavelength of the stimulus leads to a diffraction effect. 
Essentially, sound waves can bend around the head, reaching the contralateral ear with 
little loss in energy, resulting in negligible interaural differences. At the higher 
frequencies, when the wavelength of the sound is short compared with the dimensions of 
the head, diffraction does not occur. At 6 kHz, ILD can approach 20 dB, a highly salient 
cue. Our sensitivity to changes in ILD is maximum at 0° azimuth, where a 1 dB difference 
can be detected for a range of frequencies (Fastl & Zwicker, 2007) 
 
While ITDs and ILDs are salient cues along the azimuth, they are ambiguous along 
the vertical plane, given that the physical transmission paths are not unique (Mills, 1972). 
This lead to an array of locations with identical binaural cues that is referred to as the 
"cone of confusion" (Carlile, Delaney, & Corderoy, 1999; Shinn-Cunningham, Santarelli, & 
Kopco, 2000). A commonly cited example of the cone of confusion is a front-back error, 
where stimulus presented in front appears from behind. Head movements can resolve 
such front-back errors if the stimulus is of sufficient duration and bandwidth (Brimijoin 
& Akeroyd, 2012; Pollack & Rose, 1967; Wallach, 1940; Wightman & Kistler, 1999). 
However, for a wideband stimulus, the auditory system has available another source of 
information to resolve the cone of confusion, namely the monaural spectral cues from the 
acoustical filtering of the outer ears.  
 
2.1.2 Monaural Cues 
The outer ear, or pinna, act as an acoustical funnel directing sound to the middle ear 
via the external auditory canal. Its cartilage forms complex shapes and hidden cavities 
that create complex resonances 
and diffractions at different 
frequencies, resulting in unique 
spectral characteristics (Figure 
2-2). These spectral patterns vary 
depending on the angle of 
incidence from the sound source 
and also differ between 
individuals (Middlebrooks, 1999; 
Møller, Sørensen, Jensen, & 
Hammershøi, 1996). A large body 
of work has shown that these 
spectral cues can resolve 
perceptual ambiguities along the 
cone of confusion and contain 
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Figure 2-2 An example of a pair of the  author’s HRTFs  at 0° az, 
0°el. Green = Left ear. Red = Right ear.  
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important cues for localisation along the elevation (see Carlile, Martin, & McAnnaly, 2005; 
Middlebrooks & Green, 1991). In combination with the acoustical transformations of the 
head and torso, these are commonly referred to as the "head related transfer function" 
(HRTF, 3.2.3 below).  Apart from providing valuable psychoacoustical insights into 
auditory spatial perception, HRTF is also a practical necessity for the generation of virtual 
auditory space (VAS, 3.2.2 below). When the desired stimulus is convolved together with 
the HRTFs from the left and right ear and delivered via headphones, the stimulus will be 
perceived at the location described by the HRTF. Moreover, unlike traditional headphone 
listening where an acoustic image is located inside one's head, an HRTF filtered stimulus 
offers a sense of externalisation and is often perceived outside the head (Wenzel, Arruda, 
Kistler, & Wightman, 1993). 
 
The notion of spectral filtering requires that the sound source contain a wide range 
of frequencies to be effective. Given its size, only high-frequency sounds (>6 kHz) with 
short wavelengths can interact with the outer ear. This can be seen in HRTF recordings 
where higher frequencies contain significant spectral variations while features in the low 
frequencies (usually associated with the head and shoulders) are relatively smooth (see 
Figure 2-2). Langendijk and Brinkhorst (2002) showed that cues for up-down localisation 
are mostly contained in frequencies between 6-12 kHz, while cues for front-back 
differentiation lie between 8-16 kHz (Langendijk & Bronkhorst, 2002).  
 
Other studies have compared the perceptual salience of individualised HRTFs with 
non-individualised versions (Morimoto & Ando, 1980; Pralong & Carlile, 1996). Given the 
significant resource requirement to record individualised HRTFs, it is of practical interest 
to determine the level of perceptual degradation (if any) that results from using non-
individualised HRTFs. Middlebrooks (1999) and Moller et al., (1996) showed that the use 
of individualised HRTF always elicited better performance with smaller localisation error 
and a reduced number of front-back mislocalisations. In a task comparing localisation 
accuracy, Wenzel et al., (1993) showed that while localisation accuracy along the horizon 
was relatively accurate with non-individualised HRTFs, their ability to resolve front-back 
errors was substantially reduced compared to individualised HRTFs. A number of 
publicly available "generic" HRTF databases are now available for general use. These 
results suggest their usage should be carefully considered based on the perceptual 
requirements of the task. This lead to an interesting question - can individuals learn to use 
different HRTFs? Hofman, Van Riswick & Van Opstal (1998) examined whether subjects 
can learn "new" sets of HRTFs by modifying the shape of the outer ears with moulds. As 
expected, there was a significant drop in subject's localisation accuracy along the 
elevation immediately after wearing the moulds. After more than twenty days of 
continuous adaptation, subjects' accuracy improved significantly; however, even though 
performance did not reach control (no mould) levels. Moreover, adapting to moulded ears 
did not affect their normal (unmoulded) localisation ability, suggesting that subjects 
retained knowledge of their original HRTFs. In more recent studies, work in our 
laboratory showed this learning process does not vary with the region of space, and that 
visual information is not the "teacher" signal to trigger the recalibration. However, when 
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subjects were provided with multi-modal and sensorimotor feedback training via head 
movements, accommodation to the modified ears improved significantly (Carlile & 
Blackman, 2013; Carlile, Balachandar, & Kelly, 2014). An interesting property of the outer 
ears is that they continue to grow relative to the head as we age. As such, the auditory 
system has to continuously adapt to ongoing changes in HRTFs and these studies allude 
to the importance of vestibular input as one possible cue for such adaptation.  
 
2.1.3 Spatial Acuity 
As previously mentioned (Binaural Cues, 2.1.1 above), we are remarkably sensitive 
to changes in ITD and ILD at reference location of 0° azimuth. Discussions of spatial 
resolution are often framed in terms of the minimum audible angle (MAA), defined as the 
smallest detectable change in the angular position of a stimulus. MAA varies depending 
on frequency and the region of interest. They are usually measured psychophysically 
with a two alternative forced choice (2AFC) paradigm (Mills, 1958). In these tasks, 
subjects determine whether the second of two successive stimuli (usually short pulses or 
tone bursts), appeared left or right of the first. MAA ranged between 1° to 3°, for azimuth 
lower than 60° and frequencies between 200-1000 Hz, increasing to 7° (or greater) at 75° 
azimuth and higher frequencies (read from Figure 7.5, of Moore (2012)). It should be 
noted that MAA compares the relative locations of two stimuli and does not quantify 
absolute localisation accuracy. The analogous measure when the stimulus is moving is 
the minimum audible movement angle (MAMA), which describes the minimum angle in 
which a sound had to move for subjects to detect motion. This is described in detail below 
(Auditory Motion, 2.5.2). 
 
To examine absolute localisation performance, subjects are required to indicate 
their perceived location of a target, which is then compared against the actual target 
position. Various methods have been used to record subject responses, from nose pointing 
(Carlile, Leong, & Hyams, 1997), indication using a pointer such as the "God's Eye 
localisation pointing" (Gilkey, Good, Ericson, Brinkman, & Stewart, 1995), or verbal 
readout of coordinates estimates. According to Carlile et al., (1997), the response variance 
around a target can be approximated using a Kent or Fisher spherical distribution, which 
when in frontal space, can be in the order of ~10° with an accuracy of ~2°. Each technique 
will have its methodological error and response variance, but in general, the precision in 
localisation accuracy is substantially less than MAA.  
 
2.2 The Auditory System 
The human auditory system is exquisitely sensitive, with a nominal frequency 
range between 20 Hz to 20 kHz. It can be divided into the peripheral auditory system and 
the central auditory system that consists of the auditory pathways and cortex. This 
section is intended as a general summary of the neural circuitry only. More in-depth 
reviews of the mechanisms underlying source and self motion are provided in their 
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respective sections.  
 
2.2.1 Peripheral Auditory System 
The peripheral auditory system consists of the outer ear, middle ear and inner ear 
(see Figure 2-3). 
 
Outer Ear  
The outer ear, or pinna, is made of bony cartilage with characteristic folds, cavities 
and indentations. It acts as an acoustical funnel, amplifying and filtering sounds to the 
middle ear via the external auditory canal (EAC). Acoustically, the concha is of particular 
interest. It is a depression near the central opening that has a resonance frequency at 
4-5 kHz, with a gain of approximately 10 dB. Given its easy access and spectral relevance, 
studies have examined auditory perception with the concha occluded as a means to probe 
auditory plasticity (Carlile et al., 2014; Hofman et al., 1998). Another important part of 
the outer ear is the external auditory canal (EAC). In an average human adult, the average 
length of the EAC is approximately 2.6 cm, terminating at the tympanic membrane (ear 
drum). If modelled as a closed cylinder and accounting for ear canal compliance the 
resonance frequency of the EAC is approximately 2-4 kHz.  In-ear tube headphones such 
Figure 2-3 The peripheral  auditory system, showing the outer ear, middle ear and inner ear.  
(image source: Wikipedia commons: File:Blausen_0328_EarAnatomy.png) 
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as the commonly used Etymotics ER-2 relies on the acoustical coupling of the EAC with 
the eardrum for accurate signal reproduction.  
 
Middle Ear 
The middle ear is an air cavity consisting of the tympanic membrane and the three 
ossicles: malleus, incus and stapes. The main function of the middle ear is to act as an 
acoustic impedance transformer to match the impedance of the outer ear that is exposed 
to air, to the inner ear that is encased in fluid (endolymph and perilymph). In a healthy 
subject, the tympanic membrane is semi-transparent with a pearly sheen on visual 
inspection via otoscopy. This is often a necessary procedure before HRTF recordings (see 
methods) or suspected hearing loss as a result of impacted cerumen (ear wax). The 
eardrum is attached to the malleus at the lateral process (also visible by otoscopy), which 
in term is connected to the incus then the stapes. The stapes footplate acts as the point of 
signal delivery by connecting to the cochlea (inner ear) via the oval window. At this point, 
the sound pressure wave is converted into fluid motion. The round window is situated 
below the oval window, acting as a pressure release mechanism for the cochlea.  
 
Acoustically, the area ratio between the tympanic membrane and the stapes 
footplate imparts an approximate 18 times gain in amplification; while the lever ratio 
between the malleus and incus provides an additional 4 times gain. Together, they form 
an extremely efficient (35% efficiency) gear-lever mechanical amplifier with optimal 
frequency at 1 kHz (Rosowski, 1991). 
 
Inner Ear 
The inner ear consists of the cochlea, a cone shell-like structure with a characteristic 
two and a half turn configuration in humans, and the semicircular canals of the vestibular 
Figure 2-4 Human inner ear with the cochlea uncoiled.   
(image source: Wikipedia commons: File:Uncoiled_cochlea_with_basilar_membrane.png) 
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system (Self Motion, 2.6 below). The main function of the cochlea is to transduce sound 
energy from the middle ear into neural codes, via mechanoelectric transduction by the 
hair cells in the Organ of Corti. There are approximately 3500 inner hair cells (IHC) and 
20000 outer hair cells (OHC), arranged in frequency along the basilar membrane. As 
shown in Figure 2-4 the physical characteristics of the basilar membrane vary along its 
length to encode sound frequencies from high frequencies (~20 kHz) at the base (oval 
window) to low frequencies (~20 Hz) at the apical end (helicotrema). Simply put, the 
Organ of Corti is performing a high resolution continuous frequency analysis on the 
incoming signal, for transmission to the ascending auditory pathways via the auditory 
nerve division of the vestibulocochlear nerve (CN VIII). The majority of the acoustical 
information is encoded by the IHC and innervated by the spiral ganglion; while the OHCs 
acts as a cochlear amplifier and accept efference input from the central auditory system. 
The stereocilia (the tip of the hair cells) of the OHC are directly attached to the tectorial 
membrane and are sensitive to displacement, whereas the stereocilia of the IHC are 
viscously attached and are velocity sensitive. When a sound is received, a pressure wave 
is generated at the oval window that travels along the fluid in the Organ of Corti, causing 
frequency dependent deflections along the basilar membrane. This moves the IHC 
stereocilia and causes stretch-sensitive ion channels to open, during which a massive 
influx of K+ from the endolymph flows into the hair cell causing a depolarisation 
resulting in a receptor potential. This, in turn, will cause the release of neurotransmitters 
that will trigger an action potential in the auditory nerve.   
 
The tonotopic organisation is not limited to the Organ of Corti but is preserved along 
CNVIII and similarly represented in the nuclei along the ascending auditory pathways 
and the auditory cortex (see Pickles (2012) for a review). 
 
2.2.2 The Auditory Pathway 
The central auditory system is a complex pathway that transcodes the low level 
neural code of the auditory nerve into high level neural representations of auditory 
objects in the real word. To accomplish this, it relies on a series of successive nuclei that 
continually process and refine the neural processing involved for tasks such as feature 
identification, spectral analysis, spatial localisation and even multisensory integration. 
Unlike the visual system, neural processing occurs at the earliest node in the cochlear 
nucleus, ascending through five main nuclei reaching the auditory cortex. Apart from the 
ascending (centripetal) pathways, there are also numerous descending (centrifugal) 
connections that terminate back into the outer hair cells. Recent work on the descending 
connections has shown that they likely perform a supportive role by improving tuning 
and increasing sensitivity (Pickles, 2015). This review will focus on the ascending 
auditory pathway, in particular, circuitries that may be involved with spatial and motion 
perception. 
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Auditory Nerve 
A schematic of the central auditory pathway is presented in Figure 2-5. There is an 
early division of the auditory nerve which bifurcates into anterior and posterior branches. 
The anterior branch projects into the anterior ventral portion of the CN (AVCN) and forms 
the ventral stream, while the dorsal stream consists of the dorsal cochlear nucleus (DCN)  
and the posteroventral cochlear nucleus (PVCN). Such physiological and functional 
differentiations are common across the auditory pathways. In the ascending pathway, 
the ventral stream processes binaural information that is associated with spatial 
localisation, and nuclei in the dorsal stream perform complex signal extraction and 
analyse monaural spectral cues for vertical localisation. It is hypothesised that the 
ventral stream determines the "where" part of a sound source while the dorsal stream 
concentrates on the "what" (Rauschecker & Tian, 2000). As discussed in the next section, 
this functional division is swapped in the auditory cortex, where the ventral stream is 
engaged with the "what" while the dorsal stream is involved with the "where". Pickles 
(2015) suggests that the complexity of the auditory pathway stems from two 
dichotomous requirements: 1) the necessity to deal with rapid temporal fluctuations 
and preserve timing information in the order of 10 µs for processing temporal cues 
versus 2) the computational demands for complex operations such as spectral feature 
identification and extraction.  
Superior Olivary Complex (Ventral “Where” Pathways) 
 In the ventral stream, projections from the AVCN are divided into lateral and medial 
components in the superior olivary complex (SOC), the first binaural processing junction 
in the ascending auditory pathway. ITD cues are encoded by the medial superior olive 
(MSO), the medial part of the superior olivary complex that contains excitatory cells for 
both ipsilateral and contralateral signals (E-E cells). As such, MSO responds optimally 
when the ipsilateral and contralateral signals coincide and are selective in responding to 
time difference representing the contralateral hemisphere (Grothe, Pecka & McAlpine, 
2010). ILD cues are processed at the lateral superior olive (LSO), the lateral portion of the 
superior olivary complex that contains excitatory cells for ipsilateral input and inhibitory 
cells for contralateral signals (E-I cells). This means that LSO has a preference for 
responding to ipsilateral sounds simply due to the intensity differences.  
SOC projects into the inferior colliculus (IC) and the dorsal nucleus of the lateral 
lemniscus (DNLL). Specifically, output from the MSO are uncrossed and projects 
ipsilaterally to the ipsilateral IC, while LSO projects across to the contralateral IC. This 
means that the IC preferentially encodes binaural cues of the contralateral ear.   
 
Cochlear Nucleus (Dorsal “What” Pathways) 
The dorsal pathways are involved in complex signal extraction and analysing 
monaural spectral cues for localisation. It begins with the dorsal cochlear nucleus (DCN) 
and the posteroventral cochlear nucleus (PVCN). Both of these nuclei are heavily involved  
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Figure 2-5 Schematic of the ascending auditory pathway. Green = Left hemisphere; red = right hemisphere.   
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in spectral analysis but have vastly different makeups. The PVCN specialises in 
encoding the temporal fluctuations of speech signals and contains cells that are relatively 
broadband which can fire with a high degree of temporal accuracy. The DCN are involved 
with spectral pattern analysis, in particular, detecting notches in the spectral profile of 
pinnae cues which are associated with elevation localisation. Output from the DCN and 
PVCN projects to the contralateral IC, which combines processed information from both 
ventral and dorsal stream - I.e., resolving both stimulus identity and location. Output 
from the IC projects to the medial geniculate body (MGB). MGB is a thalamic relay of the 
auditory system that also has multisensory functions. It receives input from the IC, 
superior colliculus (SC), spinal cord and the vestibular system, while projecting to A1 and 
other cortical areas (see Pickles (2012; 2015) for a review).  
 
Dorsal Nucleus of the Lateral Lemniscus (DNLL) 
DNLL accepts input from the LSO with neurons that are predominantly I-E   
(ipsilaterally inhibitory, contralaterally excitatory) and projects to the IC. The circuitry 
between DNLL and IC provides the first glimpse of how changes in ILD cues from sources 
within a close temporal proximity (such as those of moving sounds or concurrent sources) 
can be encoded in the auditory pathways. Work by Pollak (2002,2012) showed that the 
inhibitory signals from the DNLL pre-programs the IC. A signal arriving at the ipsilateral 
ear inhibits the DNLL, which then inhibits the default inhibitory response at the IC. 
Especially intriguing in the context of this thesis is that the ipsilateral evoked response of 
the DNLL persists ~18ms (range 5-80ms) longer than the presentation stimulus. I.e., the 
DNLL remains inhibited for a short time after the signal ended. Put another way, the first 
signal inhibits the DNLL, when a trailing signal arrives within this period, the IC, which is 
normally inhibited, will be excited. While these results do not allude to the existence of 
auditory motion detectors, they provide clues on how changes in binaural cues can be 
derived from relatively simple neural circuitry. 
 
Inferior and Superior Colliculi 
Situated in the rostral portion of the midbrain are the superior and inferior colliculi 
(SC and IC). The IC is a computational nexus for auditory processing, accepting input from 
all the binaural and monaural nuclei along the ascending auditory pathway and projects 
into the medial geniculate body (MGB) in the midbrain. It is at this nuclei that the "where" 
from the ventral stream and the "what" from the dorsal stream converge, coalescing the 
sound identity and location information that are used later to form auditory "objects" 
(Pickles, 2015). It also has multisensory areas, with the external nucleus integrating 
auditory and somatosensory inputs to control auditory orienting reflexes (Jain & Shore, 
2006). Much of the neurophysiology and human imaging studies on auditory motion 
focused on this nucleus (see Source Motion).  
 
The SC can be divided into superficial and deep layers subserving different 
functions. In the superficial layers, sensory neurons respond specifically to inputs from 
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the retina and the visual cortex; whereas the intermediate and deeper layers have both 
sensories (auditory and tactile) and motor functions. An important characteristic of the 
SC is that the spatial receptive fields of the different sensory layers are aligned. As 
discussed in (King, 2004a), this has two advantages: firstly, the converging sensory maps 
allows for multisensory facilitation at the deep layers of the SC, such as those described 
by (Stein & Stanford, 2008). Secondly, the overlapping sensory and motor maps allow for 
the efficient transformation of sensorimotor coordinates for the control of gaze (head-
eye) response and body movements. This also provides a means to keep our perceptual 
coordinates in register and eye shifts have been shown to cause corresponding shifts in 
the auditory and somatosensory space maps in the SC (Ghose & Wallace, 2014; King, 2004; 
Palmer & King, 1982). 
 
It should be noted that while there are sequential dependencies in processing 
between each nuclei along the ascending pathway, within each nucleus the processing 
occurs in parallel across frequencies. In so doing, the auditory system process information 
in a serially-parallel manner.  
 
Auditory Cortex 
The primary auditory cortex (AC) is located bilaterally in the temporal lobes, 
comprising the Heschl's gyrus and the superior temporal gyrus. It can be divided into 
different regions, composed of the core and belt areas of medial, lateral and parabelt. Like 
the ascending auditory pathway, a dual-stream functional division can be found between 
the dorsal and ventral connections in the auditory cortex. Here, it has been suggested that 
the ventral stream processes non spatially related functions while the dorsal stream is 
involved in spatial and sensorimotor interactions (see Morillon, Hackett, Kajikawa, & 
Schroeder (2015)	for a review). Recently, Ahveninen, Kopco & Jääskeläinen (2013) used 
MRI-guided transcranial magnetic stimulation (TMS) to causally separate sound 
identification and spatial localisation processes in humans. In that study, the authors 
leveraged on the inhibitory effects of rapidly applied TMS (1-4 ms ISI) to essentially switch 
off (temporarily) local brain regions with effects akin to those of focal brain lesions. This 
short-interval intracortical inhibition (SICI) technique was used to modulate the anterior 
and posterior AC, while asking otherwise healthy subjects (N=10) to discriminate the 
locations (left versus right of reference), and frequencies (high versus low) of two stimuli. 
They found that reaction times were significantly slower in the spatial localisation task 
when the posterior AC was "switched off", and likewise for sound identity when anterior 
AC was inhibited. In so doing,  provided the first empirical evidence and causal link of the 
dual stream hypothesis. As discussed in Self Motion, this separation of the "what" and 
"where" pathways has been loosely associated with the differences in response between a 
"perceptual" and "action" psychophysical paradigm. Similar techniques were also used to 
examine cortical involvements for auditory motion processing (Lewald, Staedtgen, 
Sparing, & Meister, 2011).  
 
 General Review ● Auditory Motion Detectors? ● 26 
2.3 Auditory Motion Detectors? 
A large body of work have probed the mechanisms underlying auditory motion 
detection. Given that low level velocity sensitive neurons are commonly found in the 
visual system (see 2.5.1 below), a number of experiments have attempted to isolate the 
same in audition (see Carlile and Leung, 2016).  
 
2.3.1 Terminology  
Here we should clarify the terminology on motion detection. In physical terms, 
“motion” is represented as a vector - the direction of the vector is the direction of 
movement and the magnitude of the vector is the velocity of motion. In 
neurophysiological terms, a motion detector is directionally selective, in that the response 
of the neuron uniquely encodes movement direction. Neurons that encode velocity based 
on their varying spike rates are said to be velocity tuned. On the other hand, a neuron can 
be motion sensitive yet not motion selective (McAlpine, Jiang, Shackleton, & Palmer, 2000). 
As discussed in McAlpine et al., (2000), such motion sensitive neurons respond to moving 
stimuli yet do not encode direction or velocity of motion.  
 
2.3.2 Adaptation-of-excitation 
Measurements of direction and velocity require two points in space. From our 
previous discussions, it is likely that if such motion detectors exist, they will be located at 
the early binaural integrative sites. So far, no such neurons have been found in the 
brainstem nuclei of the medial superior olive (MSO) or the lateral superior olive (LSO). A 
number of early studies have reported neurons in the IC of cats and gerbils to be selective 
to stimulus direction (Altman, 1968; Spitzer & Semple, 1993; Yin & Kuwada, 1983).  
However, McAlpine et al. showed that those previous results were not suggestive of 
motion detectors but rather space sensitive neurons that were motion sensitive 
(McAlpine, Jiang, & Palmer, 2001; McAlpine, Jiang, Shackleton, & Palmer, 2000). They 
reported that neuronal responses based on spike rate analysis did not differ between 
velocity or direction, i.e., cells responded to motion but were not selective to direction or 
velocity. Instead, the excitatory output of the individual neuron was adapted by the 
moving stimulus, and the directional selectivity previously observed was, in fact, a 
function of the neuron’s recovery time to this adaptation. Importantly, the neuron was 
adapted identically in either clockwise or counter-clockwise direction, where the 
adaptation and recovery rate depended only on the on (off) -time and temporal rate of the 
stimulus. They called this process “adaptation-of-excitation”. In other words, these were 
spatially tuned neurons in the IC rather than motion specialised cells such as those found 
in the visual system.  
 
In other studies, the spatial receptive fields (SRF) in the nuclei along the auditory 
pathways were quantified when exposed to moving stimuli. In the midbrain, shifts in SRF 
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have been reported in bats, guinea pigs and owls (Ingham, Hart, & McAlpine, 2001;  
Wilson & O'Neill, 1998; Witten, Bergan, & Knudsen, 2006). Here, the neurons typically 
responded more robustly for sounds entering their receptive fields, shifting the SRF 
opposite the direction of motion. Ingham et al., (2001) confirmed the earlier findings of 
McAlpine (2000) that while shifts in the SRF were found in the IC, the neuronal spike 
counts did not vary between directions or velocities. Instead, the results were consistent 
with the interpretation of an adaptation-of-excitation model. Witten et al., (2006) found 
that shifts in the SRF in the owl's optic tectum (thought to be analogous to the mammalian 
superior colliculus), scaled linearly with stimulus velocity and predicted the location of 
the target 100ms hence. This is significant in that it is the approximate delay for an owl's 
gaze response, suggesting that not only are auditory space maps not static, but they are 
also critical to compensate for delays in the sensorimotor feedback loop during gaze 
control. These studies provide evidence that in lieu of specific motion detectors, motion 
processing may be reliant on space sensitive neurons that vary their responses over time.  
 
Other than probing along the ascending auditory pathway, experimenters have also 
recorded from cortical areas to ascertain whether specific areas exist for processing 
auditory motion (M. Ahissar, Ahissar, Bergman, & Vaadia, 1992; Doan & Saunders, 1999; 
Firzlaff & Schuller, 2001; P. Poirier, Jiang, Leporé, & Guillemot, 1997; Stumpf, Toronchuk, 
& Cynader, 1992; Toronchuk, Stumpf, & Cynader, 1992). We will explore this work in the 
next section.  
 
2.3.3 Cortical Specificity in Auditory Motion Processing 
Functional Deficits 
An oft-cited rationale for the possible existence of motion specific cortical areas in 
audition is the reports of deficits in motion perception ("akineatocousis") or cortical 
motion blindness post lesions or surgical interventions (Ducommun et al., 2004; Griffiths 
et al., 1997; 1996; Lewald, Peters, Corballis, & Hausmann, 2009; Thaler et al., 2016). In 
these cases, patients tend to maintain a veridical perception of stationary stimuli in both 
identity and location, but are unable to perceive sound movement. While these case 
reports are of interest, it is difficult to disentangle the effects from the method of 
treatment, the diverse pathologies presented and innate cortical plasticity of the sensory 
system.  
 
Possible Motion Areas - STG and PC 
Hosts of imaging studies have attempted to isolate motion sensitive cortical areas 
in healthy subjects. Experiments using PET and fMRI have isolated the parietal cortex and 
the superior temporal gyrus (specifically the planum temporale, PT) as regions of interest 
(Baumgart, Gaschler-Markefski, Woldorff, Heinze, & Scheich, 1999; Krumbholz et al., 
2005; Poirier et al., 2005). Krumbholz (2005) compared responses to binaural and 
monaural stimuli, stationary as well as moving, at different nuclei along the ascending 
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auditory pathway and the auditory cortex. Stationary and moving sources produced 
similar levels of activations in all the nuclei as well as the auditory cortex. However, in the 
areas beyond the temporal lobe, responses to stationary sources were strongly suppressed 
while activations to moving sources remained. Firstly, this work is of interest as it 
provided one of the first pieces of empirical evidence of hierarchical auditory processing 
in humans, with binaural integration below the IC progressing to spatial processing in the 
auditory cortex and beyond. Secondly, the results confirmed the involvement of areas 
beyond the auditory cortex that may mediate auditory motion processing and or 
perception. 
 
Other studies have explored the cortical dynamics in response to moving stimuli 
with EEG, examining mismatch negativity and classifying motion onset responses. There 
is strong evidence that there are significant differences in responses between moving and 
static sounds (Altman, Vaitulevich, Shestopalova, & Petropavlovskaia, 2010; Krumbholz, 
Hewson-Stoate, & Schönwiesner, 2007; Shestopalova et al., 2012), hinting, at least, 
different processes underlying static and motion perception. Yet, as shown in numerous 
other studies, it is likely that they are representing a spatial change response rather than 
explicit motion sensitivity (Smith, Hsieh, Saberi, & Hickok, 2010; Smith, Saberi, & Hickok, 
2007; and Getzmann & Lewald, 2012). 
 
Spatial Change versus Motion Perception 
In all these studies, motion was simulated with varying ITD / ILD cues, so only a 
paucity of acoustical information was provided resulting in an internalised laterally 
moving sound. Most importantly, the experimental paradigm pervading these studies 
contrasted the cortical response when the subject listened to the simulated motion 
against that of a stationary sound. In effect, subjects were performing a motion detection 
task. As shown by Smith et al., (2007; 2010), the significant increase in activations during 
auditory motion cannot be taken as conclusive proof that an auditory motion area exists. 
In those studies, they found that the increase in activations in the so-called "auditory 
motion" areas responded nearly identically to random discrete changes in locations as to 
a moving sound. Hence, the cortical activations observed were akin to the EEG spatial 
change response as reported in Getzmann & Lewald, (2012), rather than specifically 
motion related. More recently, Magezi, Buetler, Chouiter, Annoni, & Spierer, (2013) 
reported that auditory evoked potentials (AEPs) were motion sensitive but not direction 
selective. Together these studies suggest that not only is there no directional selectivity in 
the ascending auditory pathway, but there is also no evidence of direction selectivity in 
the auditory cortex.   
 
2.3.4 An Auditory Motion Network  
The view that spatial processing underlies motion perception in audition may seem 
intuitively obvious, yet it differs from that in vision where motion perception can occur 
independently of localisation. Still, the highly computational nature of the central 
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auditory pathway would be an efficient fit for a hierarchical, serially dependent 
processing framework. There is increasing evidence that this may be the case.  
 
Studies by Lomber et al., (2007,2008) showed that when the cortical areas required 
for localising stationary sources were selectively (and temporally) inhibited in cats, 
motion discrimination performance reduced significantly to near chance level. In a 
similar vein, Lewald et al., (2011) suggested that the STG processes spatial changes for 
pre-attentive sensory processes, which is then extended in the inferior parietal lobule 
(IPL) for high order motion perception and attentional tracking. In that study, they 
compared motion sensitivity using a low frequency repetitive TMS procedure that 
inhibited focal cortical areas. The MAMA (minimum audible movement angle) of 15 
subjects were quantified by a 2AFC paradigm, while the posterior superior temporal 
sulcus (pSTG) and the inferior parietal lobule (IPL), both of which have previously been 
implicated in auditory motion processing were selectively inhibited. Performance 
decreased significantly when the IPL was inhibited but surprisingly, no effects were 
observed when only the pSTG was targeted. In previous studies of stationary perception 
using identical procedure and equipment, the authors confirmed the involvement of 
pSTG in spatial change processing. Taken together, they present the argument that 
instead of an auditory motion area that explicitly processes movement, an "auditory 
motion network" exists that consists of the primary auditory cortex, the pSTG and IPL, 
that processes spatial changes.  
 
 In summary, the evidence thus far indicates that motion perception in audition 
does not rely on low level motion detectors or is localised to specific cortical areas. It is 
clear that some form of “motion processing” begins at the ascending auditory pathway 
(recall the DNLL and IC circuitry, section 2.2.2) while additional processing and 
abstraction are performed at each subsequent nuclei 
and beyond the central auditory pathway. In 
considering the ongoing debate about whether 
specific "genuine" motion processing units exists, it 
should be noted that none of the studies thus far can 
categorically resolve this question. Evidence 
presented here would suggest that motion perception 
in the auditory system is based on sensitivity to 
spatial changes via an adaptation-of-excitation 
process along the ascending pathways. Such a view 
implies that the auditory system does not directly 
correlate the outputs between two neighbouring 
spatial units for motion processing. Parameters such 
as movement direction, velocity and acceleration are 
then processed in cortical areas outside of the 
traditional auditory network by examining the 
spatial change response from the auditory cortex. A 
hypothetical schema is shown in Figure 2-6, this will 
Figure 2-6 Schema for auditory motion 
processing 
Adaptation-of-Excitation 
process
High level features such as 
direction, velocity & acceleration
Spatial Change Responses  
in the A1
Moving sources
Asending Auditory Pathways
(IC and above)
Higher Order Motion 
Processor
Audiory Cortex
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be further discussed in Chapter 7.   
 
2.4 The Vestibular System 
2.4.1 Vestibular Encoding 
The vestibular organ is part of the cochlea but distinct from the auditory system. It 
is made up of the three semicircular canals which sense angular acceleration in three 
dimensions (pitch, yaw, roll) and the two otolith organs (saccule and utricle) that sense 
linear acceleration. It is exquisitely sensitive to head movements with a detection 
threshold of 0.5-1°/s for movement frequencies >0.5 Hz. This is notable, given that 
individual peripheral afferents have a detection threshold in the order of 4°/s to 8°s, 
depending on the class of afferents (Sadeghi, Chacron, Taylor, & Cullen, 2007), projecting 
to central vestibular only (VO) neurons with individual thresholds of ~12°/s (Massot, 
Chacron, & Cullen, 2011). Recently, it has been suggested that the remarkably low 
behavioural detection threshold was made possible by pooling across a population of VO 
neurons (>40, Massot (2011)). In normal behaviour, the head can rotate with the body or 
independently, resulting in different sensory innervations. With whole body movements 
(head and torso moving as one), the perception of motion is predominantly determined 
by the vestibular system (Kim & Barnett-Cowan, 2013). When the head moves 
independent of the body, then the vestibular output is combined with neck 
proprioception. As shown by Merger et al., (1991) in a study of passive head and body 
movements, the gain of this combination is near unity for the frequencies tested (<0.4 
Hz).  
 
One of the main roles of the vestibular system is to stabilise the head and eyes 
during unexpected, involuntary movements. With involuntary motion, the 
vestibuloocular reflex (VOR) ensures that the eyes remain stable and centred within the 
orbit by activating a counter motion that matches the amplitude in the opposite direction 
of the head movement. The VOR consists of a tri-neural arc which has a ~5-6ms response 
time from the time of head motion onset, considered the fastest reflex in the human body  
(Huterer et al. 2002). Likewise, but acting on the head itself, the tri-neural vestibulocollic 
reflex (VCR) stabilises the head during involuntary body movement. These reflexes 
ensure that both the head and eyes remain stable during involuntary action by acting 
against any motion.  Yet if unmodulated during voluntary action, they will also have the 
side effects of counteracting any desired motion. Indeed, numerous studies have now 
shown that VOR and to a lesser extent VCR are suppressed during saccadic eye movements, 
visual smooth pursuit and voluntary head rotations (Cullen, 2012; Goldberg & Cullen, 
2011; Wilson et al., 1995). In a similar vein, it has been shown that central vestibular only 
(VO) neurons, which is hypothesised to mediate the VCR, respond only to involuntary 
head movements Goldberg (2011).  
 
In order to selectively suppress these reflexes, the vestibular system has to 
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distinguish correctly between voluntary and involuntary actions. In a study that recorded 
individual VO neurons from monkeys, Roy & Cullen, (2004) showed that a cancellation 
signal is sent to the vestibular nuclei during voluntary head movements to inhibit their 
responses. Most importantly, this inhibition is selective: as even during voluntary motion, 
VO neurons continual to encode information on passive disturbances. This shows that the 
vestibular system has, and make use of, a priori knowledge of the voluntary motor plan to 
distinguish between the different types of action. Such sensorimotor feedback during 
voluntary motion is not unique to the vestibular system but observed in all senses. In the 
next section, we will discuss the source of this a priori information and how it is 
fundamental in maintaining perceptual stability during self motion. 
 
2.4.2 Sensorimotor Feedback 
Holst & Mittelstaedt (1950) and Sperry (1950) postulated that "corollary discharge" 
signals from the motor system, containing an "efference copy" of the motor plan, are sent 
to the sensory system during voluntary movement. This allows the sensory system to 
predict and anticipate the consequences of the to-be-executed motor plan and adjust 
accordingly. In the vestibular system, the aforementioned VO neurons can specifically 
ignore voluntary head rotations because of these sensory predictions. On the other hand, 
efference copy is also critical for accurate motor control. The motor system is inherently 
noisy; it has to interact with a diverse range of muscles and proprioceptors, and some 
movements such as visual saccades are too short to be controlled via sensory and 
proprioceptive feedback. It is believed that cortical areas such as the cerebellum make use 
of the efferent copy to correct for movement as it is being generated before actual sensory 
feedback is available, thus allowing for rapid yet accurate goal oriented movements 
(Shadmehr, Smith, & Krakauer, 2010). The collective evidence is clear that corollary 
discharge and efference feedback are integral to the sensorimotor interactions of any 
moving organism, from creatures as simple as a nematode and as complex as humans 
(Crapse & Sommer, 2008). 
 
Much of our understanding of how these signals are used to maintain sensory 
stability stems from the substantial amount of research about eye movements. With 
saccades occurring at an average of 3-5 Hz, the visual field will quickly become an 
incomprehensible smear without perceptual stabilisation. It is now understood that at 
the perisaccadic interval about 50ms prior to the onset of eye movements, corollary 
discharge suppresses visual sensitivity and at the same time a predictive shift of spatial 
attention towards the saccadic end point occurs, ensuring perceptual continuity before 
and after the eye movement (Kowler, 2011; Ross, Morrone, & Burr, 1997). The exact neural 
circuitry was delineated by Sommer & Wurtz (2006), connecting the superior colliculus, 
mediodorsal nucleus of the thalamus and frontal eye field (FEF). A substantial body of 
work have now confirmed the predictive attentional shift due to the corollary discharge 
signal, revealing two important properties. Firstly, the attentional shift leads to a 
compression of visual space around the saccade target and not just in the direction of 
motion (Morrone, Ross, & Burr, 2005; Pola, 2011; Richard, Churan, Guitton, & Pack, 2011; 
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Ross et al., 1997). Secondly, this compressive effect is only evident in psychophysical 
studies where subjects respond using a "perception" paradigm in the absence of motor 
feedback, e.g., by comparing the relative location of two stimuli. When subjects responded 
using an "action" paradigm such as an eye shift or finger pointing, the spatial distortion 
disappeared. It is posited that different cortical streams process action (dorsal) versus 
perception (ventral) responses in vision, and that the motor system can compensate for 
the perceptual distortions (Burr, Morrone, & Ross, 2001; Leone & McCourt, 2015; Schenk 
& McIntosh, 2010).  
 
2.5 Source Motion 
2.5.1 Visual Motion 
The perception of visual motion is inferred from the changing patterns of light 
intensity encoded by the retina. Apparent visual motion can be generated by presenting a 
series of changing static images in sequence, which is the basis for modern imaging 
displays. These are also called beta movements. In 1912, Wertheimer demonstrated 
another form of apparent motion that he termed “phi-
phenomenon”, to distinguish with beta-movements 
(Wertheimer, 1912). By reducing the temporal interval 
between successive image sequences and with optimal 
stimuli spacing, subjects perceived a moving object that 
is “formless” in the colour of the image background. 
Given that this movement is perceived without 
observing an actual object moving in space, it is also 
termed “pure apparent motion” (Hock & Nichols, 2013; 
Steinman, Pizlo, & Pizlo, 2000). These examples showed 
that in the most basic form, visual motion could be 
described by changes in luminance or energy. The 
schema of such a motion detector was first offered by 
Reichardt  (1961) based on work in insect vision, 
showing that a motion detector can be empirically 
described as a time-shifted correlation between two 
neighbouring spatial inputs (see Figure 2-7). It is now 
generally accepted that there are at least two types of 
such motion detectors in the visual system (Sperling & 
Lu, 1998). A first-order motion detector that can take 
input from the photoreceptors and detect motion via 
changes in luminance that differed from the 
background level, and a second-order motion detector 
that can take into account more complex textural 
elements. These detectors are low level and monocular 
in nature. Results from Lu & Sperling (1995) also hint at 
! !
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Figure 2-7 Schematic of a Reichardt 
Correlation Detector. Spatial Inputs 1 
and 2,are separated spatially by Δφ, 
with a time delay element !. On 
receiving an input, a time delayed 
Input 1 will be multiplied by values at 
Input 2, and vice versa. These values 
are then subtracted at the output stage 
leading to directional selectivity of 
motion.  
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a binocular third-order detector that resides centrally along the visual pathway. It is 
posited that these high level detectors are attentional in nature and can extract motion 
from the changing salient features of the input. A significant body of work have provided 
evidence for motion detectors in much of the visual neural pathway, from retinal motion 
detection to cortical motion processing, in particular area MT or V5, where the majority 
of neurons are directionally sensitive (see Clifford & Ibbotson (2002) for a review).  
 
2.5.2 Auditory Motion 
Types of Motion 
Rotational Motion 
Most studies of auditory motion involve rotational motion where a source moves at 
a constant radius around the subject's head. In this type of trajectory, subjects make use 
of binaural and monaural cues without the benefits of Doppler shifts. While it does not 
deliver the full complement of perceptual cues, experiments using rotation motion are 
well controlled, drawing on the substantial body of work in static localisation. Further, it 
can provide a direct comparison with self motion studies given that auditory self motion 
is manifested as either rotational head or body movements. Methodologically, rotational 
motions are easily generated in free field as well as rendered in virtual auditory space (see 
3.2.4 below). All experiments in this study examined perception under rotational motion. 
However, as discussed below, the auditory system is sensitive to other kinds of motion. 
 
Internal Motion 
Early studies in audition simulated movement percept using binaural beats and 
click trains with varying interaural phase and loudness cues (Altman, 1968; Doan & 
Saunders, 1999; Rayleigh, 1907; Toronchuk et al., 1992). As these stimuli are delivered via 
headphone without the benefits of HRTF filtering, they were perceived inside the 
listener's head, moving between the left and right ears. The generation of these stimuli is 
relatively trivial since the experimenter merely had to account for the maximum range of 
interaural cues for the subject in question, with the assumption of linearity between the 
change in disparity and the movement percept. One advantage of this technique is that 
the experimenter can separately probe the neural circuitry underlying the binaural cues. 
This has found favour in studies examining the low level neural circuitry involved in 
motion perception in animals, and in human imaging experiments involving normal and 
abnormal cohorts (Baumgart et al., 1999; Ducommun et al., 2004; Griffiths et al., 1996; 
Griffiths, Green, & Rees, 2000; Krumbholz et al., 2005; Poirier et al., 2005).  
 
Linear and Loom ing  Motion 
The tonotopic representation underlying the auditory system would suggest that 
changes in frequency will be a salient cue in any given tasks. In motion, this type of 
changes is presented as Doppler shifts in looming and linear movements, both of which 
are common in a natural environment. When a sound moves linearly in front of a listener, 
there is a compression of wavefront as it approaches the ears and an expansion as it moves 
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away, resulting in Doppler cues in addition to the binaural and monaural localisation cues 
described earlier. In a series of psychophysical tasks, (Lutfi & Wang, 1999) examined the 
relative weighting of overall ILD, ITD and Doppler shifts cues that are involved in linearly 
moving sound. Motion was simulated over headphones based on a harmonic complex of 
five tones with a fundamental frequency of 100 Hz, with the point of closest approach 
being 5m from the center of the subject’s head. Averaged across 11 subjects, displacement 
and velocity discrimination was found to correlate well with previous studies involving 
rotation motion (see Tables 1 and 2 of Lutfi & Wang, 1999). Acceleration sensitivity 
threshold was reported as 3.5 to 5.0 m/s2 (or equivalent to an angular shift of 8° to 11°). 
At a velocity of 10 m/s, ITD and ILD cues correlated mostly with displacement 
discrimination, while listeners strongly preferred Doppler cues for velocity 
discrimination and to a lesser extent, acceleration. Further, by randomly roving the 
source spectrum, the authors showed that subjects were sensitive to the rate of change of 
frequency, rather than a simple frequency difference between the two sources at a given 
time point. Given the strong preference for Doppler cues even at the relatively slow 
velocity of 10 m/s, subjects were next exposed to stimuli moving at 50 m/s. At this high 
rate of motion, it was found that displacement, velocity and acceleration sensitivity were 
all highly correlated with the Doppler cues, while the sensitivity thresholds were not 
significantly different from sounds moving at 10 m/s.  
 
The other form of non-rotational motion describes an object that is moving towards 
the listener. Unlike rotational and linear motion that involve interaural cues, such 
"looming" percept can be produced from increasing intensity with a diotic stimulus 
(Seifritz et al., 2002). Its opposite – receding motion – can be generated by a decrease in 
intensity. Changes in loudness cues are encoded early in the peripheral auditory 
pathways, and as such, the mechanisms underlying the perception of looming sounds are 
likely different from rotational and linear motion. A number of studies have examined 
the perception of looming motion (Bach, Neuhoff, Perrig, & Seifritz, 2009; Ghazanfar, 
Neuhoff, & Logothetis, 2002; Gordon, Russo, & MacDonald, 2013; Maier & Ghazanfar, 
2007), in particular, comparing the salience of looming versus receding sounds (Hall & 
Moore, 2003; Rosenblum, Wuestefeld, & Saldaña, 1993). It has been shown that subjects 
consistently overestimate the intensity of a looming stimulus and underestimate the 
corresponding time to target (Neuhoff, 1998; 2010), which is not surprising given the 
evolutionary advantages for threat evasion. Seifritz et al. (2002) explored the neural 
mechanisms behind this perceptual bias using fMRI. They reported that looming stimulus 
activated a wider range circuitry compared to a receding source. They also found greater 
activations in the right temporal plane for both looming and receding motion compared 
with stationary sounds, which is consistent with findings for horizontal and vertical 
auditory motion.  
 
Cues and Sensitivity 
Here, we will consider our sensitivity to a moving sound source. Apart from being 
of fundamental interest, the threshold for different measures of sensitivity can provide 
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valuable insights into the underlying neural circuitry in auditory motion processing.  
 
MAMA 
In a Yes/No detection task, subjects were asked whether a sound moved as opposed 
to stationary controls (Chandler & Grantham, 1992). In a 2AFC discrimination procedure, 
subjects were asked which direction the sound moved (Brimijoin & Akeroyd, 2014; 
Grantham, Hornsby, & Erpenbeck, 2003; Perrott & Tucker, 1988). To detect movement, 
subjects required a level of perceptual information to be integrated, which could be either 
the stimulus duration or displacement cues. Moreover, MAMA improved substantially 
when tested with a continuous stimulus in comparison with short stimuli that only 
marked the start and end points, suggesting that subjects were sensitive to the whole 
course of motion and possibly sampling the source position at multiple time points along 
the movement path (Grantham, 1997).  
 
While some reports suggest that the threshold for MAMA is not substantially 
different from MAA, most agree that in general, MAMA is 2-3 times greater than its static 
counterpart (see Carlile & Leung, (2016) for a review). One likely explanation for the 
different results is the type of stimulus used, ranging from narrowband sine tones to pink 
noises and broadband pulses. As described in Carlile & Leung (2016), when stimulus 
bandwidth increases the MAMA decreases. Also, MAMA is correlated with velocity. Using 
broadband pulses, Saberi and Perrott (1990) simulated a range of speeds and showed a U-
shaped function for horizontal MAMA (see Figure 3 in Saberi & Perrott (1990)). Data from 
two subjects showed an increase in the MAMA for very slow movement of less than 1°/s. 
The results suggest that there is an optimal velocity for movement detection of between 
1°/s and around 20°/s, with MAMA ranging between 1° to 4°. The analysis of MAMA is of 
some relevance to how the auditory system processes motion. If the MAMA is smaller than 
or equal to the MAA, then this could be taken as evidence for the existence of low level 
motion detectors and specific motion processing areas. Alternatively, it may be that 
motion is computed based on static localisation cues, in which case the MAA will be 
smaller than MAMA.  
 
MAMA also varies as a function of azimuth for movement along the audio-visual 
horizon (Harris & Sergeant, 1971; Perrott & Saberi, 1990; Strybel, Manligas, & Perrott, 
1992). In Saberi & Perrott (1990), it increased up to threefold (5°) at 60° azimuth when 
the target moved at 1.8°/s. For horizontal movement at different elevations, Strybel et al. 
(1992) reported that the MAMA increased slightly with elevation, but not substantially 
until the elevation was greater than 70°. The MAMA also increased marginally for 
diagonal trajectories but was significantly larger for vertical trajectories (Saberi & Perrott 
(1990); Grantham et al., (2003)). The vertical MAMA was not substantially different for 
anterior or posterior locations  
 
Velocity Perception 
A large body of work have examined velocity sensitivity thresholds 
psychophysically and neuro-physiologically. It is often directly related to motion 
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perception in vision given that velocity sensitive neurons permeate the visual pathways. 
As such, a notion remains that a high sensitivity to the velocity cue suggests the existence 
of velocity detectors in audition. One difficulty in directly probing this sensory parameter 
is that velocity is conflated with distance and duration. Carlile and Best (2002), mitigated 
this by randomising the duration of the trajectory with randomised start and end points. 
Subjects were otherwise provided with a rich source of acoustical information, where 
moving broadband stimuli were presented in virtual auditory space (VAS) rendered with 
individually recorded head related transfer functions (HRTFs). There, it was reported that 
the JNDs increased as velocity increased: for reference velocities of 15, 30 and 60 °/s, the 
median Weber fractions were 0.37, 0.3 and 0.24 respectively. This suggests that subjects 
were somewhat sensitive to the velocity cue. When provided with a constant duration 
stimuli, thresholds improved significantly and correlated with the distance cue. 
However, the relative importance of the various cues could not be established with this 
psychophysical paradigm.  
 
We addressed this question using a "discrimination contour" paradigm with 
duration and distance as the "cardinal" cues (see Figure 2-8; Freeman et al., (2014) in 
Appendix). In this task, a 3-AFC oddball paradigm was used. Two of the intervals 
contained identical "standard" stimulus selected from the set of duration and distance 
ranges, while the third interval 
contained the "test" stimulus that 
consisted of different 
combinations of the two 
parameters. Subjects were asked to 
select the interval containing the 
"test" (odd-ball) stimulus. This 
task has the benefit that the 
listeners were not biased as to 
which particular cue to pay 
attention to. Again, stimuli were 
rendered in VAS using 
individualised HRTFs, for 
durations of 200, 400 and 800 ms,  
and distance of 10, 20, 40°. This 
combined to make up a range of 
five speeds: 12.5, 25, 50, 100 and 
200 °/s. The results revealed that 
subjects were uniformly sensitive 
to the duration cue in all 
conditions, that was not 
dependent on either the distance 
or speed information. Perceptual 
sensitivity to the distance cue 
increased as the distance travelled increased, but was substantially worst at the shortest 
Figure 2-8 The ‘discrimination contours’ technique. 
(A) Motion discrimination contours were defined in the 
distance-duration plane by measuring thresholds along 
orientations θi using an 3-interval oddity task consisting of 
two identical standard stimuli and one test stimulus, 
presented in a random order. The test differed from the 
standards by a given proportion (Weber fraction) of duration 
and distance; a test with an identical speed to the standards 
therefore falls anywhere on the thick red ‘iso-speed’ line 
oriented at θ = 45°. (B) If speed dominates performance, then 
the ellipse will be oriented obliquely along the iso-speed line 
θ = 45°. (C) If distance and duration cues are separable and 
dominate performance, then the resulting motion 
discrimination contours will be aligned with the cardinal axes 
and tend to be elliptical. When the major axis is horizontal, 
distance cues dominate; when the major axis vertical, 
duration cues dominate. 
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distance (10°). Notably, subjects were not sensitive to the speed cue at all. In a follow up 
task, noise was added to reduce the reliability of the distance and duration cues. When 
both of these cardinal cues were unreliable, subjects were able to make use of the velocity 
information; however, sensitivity was significantly reduced. In summary, these results 
strongly imply that duration and distance are independent motion cues that the auditory 
system has strong affinity to. Only when these cues are unavailable or unreliable would 
information about speed be used at a much reduced sensitivity.  
 
In a more recent study, Senna, Parise, & Ernst, (2015) examined velocity 
discrimination using a Bayesian approach, the assumption being the existence of a "slow 
moving prior” in audition given that actual sound sources in the world are static or slow 
moving. Subjects were asked to compare the velocity of moving sounds under different 
signal to noise ratios. At high noise levels, the underlying cues governing velocity 
perception will be made unreliable and responses will be biased by the perceptual prior. 
Therefore, if a slow prior exists, the point of subjective equality (PSE) will be lower than 
the actual velocity. Indeed, their results showed that subjects consistently reported a 
slower PSE at high noise levels, consistent with the idea of a slow moving prior. However, 
it is unclear whether this prior remains consistent at slower reference velocities.  
 
This leads to a complimentary question - what are the fastest rotational speeds for 
motion detection and velocity discrimination? Using motion simulated in free field by a 
24-speaker array, Féron, Frissen, Boissinot, & Guastavino, (2010) showed that listeners 
were able to detect horizontal movement close to 1000°/s (2.8 rotations per second). 
Presumably, at greater speeds the stimuli will approximate a diffuse field surrounding the 
subject. Listeners were also more sensitive to low frequency and wide band stimuli, likely 
due to availability of the ITD cue. In another study using identical experimental setup, 
Frissen, Féron, & Guastavino, (2014) further showed that subjects could discriminate 
velocity up to 720°/s.  Again, subjects were more sensitive to stimuli containing low 
frequency ITD information. While such high speed rotations may appear at odds with 
common experiences, it should be notated that rapid head movements can be greater than 
500°/s. In the "Self motion" section we will discuss the importance of this sensorimotor 
feedback mechanism for maintaining perceptual stability during head movement.  
 
Acceleration Perception 
In the real world, it is impossible for a moving source to reach a constant velocity 
without a prior accelerating component. These are usually observed as the Doppler effect 
in a linearly moving source, as a result of the compression or expansion of wavefronts 
(Linear Motion, 2.5.2 above). In rotational motion, such cues are miniscule and not 
perceptible; and studies of sensitivity to changes in velocity are rare. To our knowledge, 
only Perrott et al., (1993) examined whether listeners could discriminate between 
accelerating and decelerating stimuli moving around a subject. Using a wide band noise 
stimuli (0.8 - 9 kHz) played from an array of speakers at 1° intervals, sounds were moved 
around the listeners from 18°/s to 360°/s lasting up to 500 ms. Duration and distance 
information were kept identical but only short displacements were tested: 9° and 18°. 
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The results from 3 subjects suggested that listeners were capable of discriminating 
between accelerating and decelerating motion based on changes in velocity percept alone, 
with a minimum threshold of 310ms at 9° arc and 90ms for an 18° arc. Perrott suggested 
that these results support the existence of motion encoders in audition. However, this 
remains under debate given the lack of evidence for auditory motion encoders in the 
ascending auditory pathway (Ascending Auditory Pathway, 2.2.2 above). It is also unclear 
how changes in velocity are encoded in the neural system. In vision, low level velocity 
sensitive neurons are common with integration times ~200ms (Clifford & Ibbotson, 2002; 
Gori et al., 2013). However, recently Gori et al., (2013) reported that subjects required an 
integration time of approximately 1s, to extract velocity from an accelerating or 
decelerating motion. This is significantly longer than the integration time from early 
sensorial processes and suggested that perception of velocity change is mediated by high 
level cortical processes.  
 
2.6 Self Motion 
2.6.1 Eye movements 
The eyes are controlled by three pairs of antagonistic extraocular muscles that can 
rotate the eyes in the horizontal, vertical and torsional directions (Carpenter, 1988). There 
are different types of eye movements: saccadic, smooth pursuit, vestibular, vergence and 
nystagmus. Of interest here are saccadic and smooth pursuit eye movements (SPEM), and 
vestibular movements which were discussed previously (Vestibular Encoding, 2.4.1 
above).  
 
Visual saccades are rapid movements that serve to bring objects of interest into 
foveal space. Such actions are classified as ballistic because once saccades are executed, 
they cannot be controlled via continual positional feedback. Their time course of action is 
fast - taking approximately 150-200 ms to plan and execute and can reach speeds in excess 
of 700 °/s, for a total movement duration of about 50 ms (see Kandel, Schwartz, Jessell, 
Siegelbaum, & Hudspeth (2012)). Given these speeds, external control from visual and 
proprioceptive feedback will be too slow to control the movement. Instead, corollary 
discharge and efference copy feedback are used (see Shadmehr, Smith, & Krakauer (2010) 
for a review).  
 
Smooth pursuit eye movements (SPEM) are slower tracking movements that ensure 
a moving stimulus is on the fovea (see Kowler (2011); Schütz, Braun, & Gegenfurtner 
(2011) for a review). Unlike saccades, they move smoothly at approximately 100°/s and 
can be controlled via continuous positional feedback. SPEM provide a means to perceive 
the details of a moving object during motion. Usually, a source moving in the visual field 
is required to elicit SPEM. However, there is evidence that SPEM will also track non-visual 
stimulus such as tactile motion.  Yet, tracking response to imagined and auditory motion 
was significantly weaker (Berryhill, Chiu, & Hughes, 2006).  
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2.6.2 Head movements 
Unlike the eyes, human ears can rarely move independent of the head (ears wiggling 
using the auricular muscles aside); as such, self motion in the auditory system commonly 
refers to head rotations. Our heads can move passively during whole body motion or 
actively by self controlled movements. Here, we will focus on self activated rotational 
motion towards or about the target of interest.  
 
Numerous studies have examined the biomechanics and motor control of head 
movements (Fuller, 1992; Peterson, 2004; Zangemeister, Jones, & Stark, 1981; 
Zangemeister, Stark, Meienberg, & Waite, 1982). Normally, our heads can rotate along the 
horizon with a maximal extent of ~ 80° to 90° off the midline before physiological or 
anatomical damage. An inherent complexity in studying the behavioural dynamics of 
head movements is that the head-neck musculoskeletal system is over-complete, where 
there is no one-to-one mapping between muscle groups and movement. Instead, the 
number of muscles controlling the articulations are greater than the minimum required 
for movement. As such, two seemingly identical rotations can involve different muscle 
activation patterns, contributing to large variations in movement profiles, not only 
between individuals but also within each subject, depending on subject intent and 
experience. Some common head movements types include startle reflex, an auditory 
"search light" behaviour to refine the location of a source stimulus, or gaze orienting and 
tracking to bring and maintain an object of interest into foveal space (Brimijoin, Boyd, & 
Akeroyd, 2013; Cooper, Carlile, & Alais, 2008; Vliegen, Van Grootel, & Van Opstal, 2004; 
Wightman & Kistler, 1994). Each of these situations elicits different temporal, velocity 
and acceleration profiles, thus posing an additional level of complexity in experiments 
where head movements need to be controlled. The neck muscle spindles supporting the 
head are highly innervated with proprioceptive inputs that, together with the vestibular 
system, can provide constant feedback of positional information.   
 
Dynamic Localisation Cues 
Wallach (1940) first hypothesised that head movements can help resolve location 
ambiguities when the available acoustical cues are impoverished, with the dynamic 
localisation cues providing an extra source of information. This was confirmed by Perret 
& Noble in 1997 (Perrett & Nobel (1997)). Later, Wightman & Kistler, (1999) using real 
and virtual sound sources with wideband stimuli, found a significant reduction of front-
back errors in the localisation of static sound sources when subjects were allowed to move 
their heads. They also examined whether the opposite scenario had the same effect: when 
head movements were restricted but the stimuli moved - either independently or subject 
controlled. Here, they found that only when subjects controlled the source movement did 
front-back errors resolve. An analysis of the head movement profiles showed that the 
movements were not as minor as Wallach had first suggested. Rather subjects tended to 
foveate towards the stimuli with head excursions of over 50° in the azimuth.  
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Studies of dynamic localisation cues have often examined low frequency stimuli to 
separate the binaural and spectral components of localisation. Recently, Macpherson 
(2011) compared localisation performance with head rotations (speed = 50°/s) between 
three frequency bands: wideband (WB, 0.5-16 kHz), low frequency narrowband (LNB, 0.5 
- 1 kHz) and high frequency narrowband (HNB, 6.0 - 6.5 kHz). Their results showed no 
substantial difference between WB and LNB conditions when rotations were 20° wide, 
indicating that subjects were making use of the dynamic localisation cues with this 
frequency content. The same cannot be said for the HNB condition, where subjects 
continued to make front-back errors, suggesting that dynamic localisation cues are 
uninformative at these higher frequencies. Moreover, in a pilot experiment using virtual 
acoustics, they showed that as the spectral content of the stimulus increased, the strength 
of the dynamic localisation cues decreased.  
 
This was confirmed by Brimijoin & Akeroyd, (2012), who showed that our 
perception of dynamic localisation cues are most salient at the low frequencies, and the 
auditory system affords them similar weighting as the location information contained in 
spectral cues. Hence, when frequency content increases, the importance of dynamic 
localisation cues decreases. In that experiment, seven subjects reported the hemispheric 
locations (front or back) of a simulated target while making constant head rotations. 
Their head positions were monitored by a head tracker in real time to control the motion 
rendering engine, which simulated a target in the front or back hemispheres. The target 
stimulus was low pass filtered at varying bandwidth and subjects reported a reduction in 
the stability of the percept as bandwidth increased. At 500 Hz, the target was perceived as 
static in the correct hemisphere; however, as bandwidth increased the target began to 
flicker between front and back, reaching chance level at 8 kHz. 
 
Martens, Cabrera, & Kim, (2011) probed the salience of dynamic localisation cues 
from a different angle, using linear movement with subjects walking instead of making 
head rotations. With an interesting twist, subjects also wore tailored binaural hearing 
devices that allowed the binaural cues reaching their ears to be interchanged (left to right, 
right to left), while faithfully preserving the spectral cues of each ear. This allowed the 
experimenter to compare the relative perceptual importance between the spectral cues 
from the pinna and the directional cues from head motion. In doing so, they found a 
dominance of the binaural cues over the spectral cues where subjects consistently 
reported the location of the stimuli in line with the reversed binaural cues. The strength 
of the illusion was also very strong, even when the sound source was in clear view in front 
of the subject, a "Phantom Walker" was always heard approaching them from behind. 
Together, these studies confirmed the perceptual salience of head rotation cues as 
suggested by Wallach and further showed that the effects are frequency dependent.  
 
Wightman (1999) also reported that random changes in the acoustical cues were 
not useful; rather they had to correlate in some ways to subject's expectations of the 
upcoming motion. If subjects had prior knowledge of the direction of change of the 
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acoustical cues, their ability to resolve front-back ambiguities appear to improve. In that 
study, subjects anticipated the sound direction by controlling the location of the speaker; 
but during head movements, subjects can make use of a number of different "extra-
cochlear" cues. Using caloric stimulation, Lewald & Karnath, (2000) showed that 
vestibular cues can affect auditory spatial perception by shifting the perceived location of 
dichotic stimuli. Recently, Kim, Barnett-Cowan & Macpherson (2013) attempted to isolate 
the different components of "extra-cochlear" cues by testing front-back identification in 
three movement conditions: passive (vestibular cues only), active (vestibular, efference 
and proprioceptive feedback cues) and counter-rotation (acoustical and proprioceptive 
feedback). Their results showed that subjects performed at near chance level (55.25%) in 
the counter-rotation condition, suggesting that listeners were unable to dynamically 
localise the sources without vestibular information. In the passive and active motion 
conditions, subject's performance improved substantially reaching 90.79% and 94.91% 
respectively. This suggests that at the very least vestibular cues are the prima facie source 
of information for interpreting dynamic localisation cues, confirming the findings of 
Pettorossi et al., (2011). Interestingly, the difference between these two conditions was 
shown to be not significant. The results of Wightman (1999) would suggest that efference 
feedback may provide a complimentary but important source of information. As such, it 
is possible that the current result may be limited by the size of the subject pool (currently 
N=3). In a follow-on study, Macpherson, (2015) explored the necessity of visual cues. The 
task was similar to Kim & Barnett-Cowan, (2013) (without the counter-rotation 
condition) with congruent and incongruent visual cues added via prism glasses with a 
~30° field of view. They reported that visual input offered no improvements on  subject's 
localisation ability; more importantly, reversals of visual cues had no negative impact on 
dynamic localisation.  
 
Overall, these experiments showed that the auditory system relies strongly on the 
acoustical changes from head movements, especially when the spectral information in 
the target is limited - a common situation in real life. Their perceptual salience is weighted 
similarly to that of directionally dependent spectral cues. How these cues are interpreted 
is still under active investigation, but early results suggest at the very least concomitant 
vestibular information is required. Yet while the resultant dynamic localisation cues are 
perceptually important; if not compensated, head movements may also destabilise our 
sensory percept. This question of how the auditory soundscape is stabilised during head 
rotations is addressed in Chapter 5.  
 
2.6.3 Head and Eye Movements 
Our head and eyes often move in concert. This can be readily observed in visual 
smooth pursuit and gaze control studies where head movements combine with eye 
tracking ensure that targets of interest are clearly within the visual field. Human has a 
comfortable oculomotor range of about ±55° with an average saccade amplitude of ±45° 
(Guitton & Volle, 1987), and rotational head movement has a maximum range of 80° to 
90° (Zangemeister et al., 1981). Together they offer a large range of motion and flexibility 
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for the visual-motor system. In numerous primate studies it has been shown that when 
responding to a lateral target (>40°), head movement accounted for the largest extent of 
motion while eye shifts were limited to within ~25° (Dubrovsky & Cullen, 2002). 
Interestingly, while it is common for head and eye movements to work in concert, they 
are also not fully coupled. Results from Collins & Barnes (1999) suggests that in some 
instances where the motion of the visual target is predictable, the gaze control system can 
program eye movements while the head is otherwise tracking another target. Otherwise, 
in a normal situation the velocity of the target dictates the velocity of the eyes as well as 
the average velocity of the head, thus strongly implying that the eyes and head are 
coordinated by a shared controller (Ackerley & Barnes, 2011; Dubrovsky & Cullen, 2002).  
 
Recall from our previous discussions that the vestibuloocular reflex (VOR) serves to 
ensure visual stability when motion is externally applied and actively suppressed under 
self motion (Vestibular Encoding, 2.4.1 above). This raises the interesting question of how 
the eyes move during head movements. Much of the work characterising VOR 
suppression during gaze shifts examined saccadic (ballistic) eye movements coupled with 
head movement. In such instances, VOR was substantially attenuated via retinal drives 
(Cullen, 2012). That remains partly true during gaze pursuit (or tracking) where the head 
and eyes are free to roam to track the target; however, the degree of attenuation is likely 
not as strong as previously predicted or as simple as an efference cancellation from the 
retinal projections. Recently, Ackerley & Barnes (2011) revealed that when the head 
moved with the eyes to track a target, the VOR was operating at near unity gain and extra-
retinal cues were responsible for countermanding the VOR for the eyes to move. Such a 
strategy was first hypothesised in Collins & Barnes (1999), suggesting a more nuanced 
view that VOR modulation is dependent on subject's gaze intent, but to date, the neural 
mechanisms for extra-retinal suppression of VOR remain unknown.  
 
 In summary, much remains unknown about motion perception and the 
mechanisms underlying the neural processing of moving sound sources in audition. Even 
though large strides in these areas have been made in vision, care should be taken when 
comparing the two senses given the differences in peripheral neural encoding of spatial 
perception. Still, the continuing work on spatial perception during eye movements can 
provide a basis to examine auditory perception during head movements. Before 
presenting our work on auditory motion perception, we will first provide an overall 
description of the general methodologies used in the next chapter.  
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3 General Methodology 
 
3.1 Environment 
Experiments in this study were all conducted in the Auditory Neuroscience 
Laboratory at the School of Medical Sciences of The University of Sydney. The laboratory 
has multiple testing chambers suited for different tasks: 1) an anechoic chamber for 
analysing spatial perception in an acoustically controlled environment; 2) an isolated and 
sound dampened audiometric chamber for work that did not require the hoop system or 
an anechoic environment such as speech studies and clinical audiometry and 3) a tracking 
booth with room acoustics preserved for conducting head tracking studies in virtual 
auditory space.  
 
3.1.1 Coordinate System 
A single pole coordinate system is used to describe stimulus locations by their 
azimuth (horizontal) and elevation (vertical). As shown in Figure 3-1, azimuth specifies 
the rotational angle along on the horizontal plane, from 0° at the frontal midline to 180° 
at the back, with -90° and 90° the left and right ears along the interaural axis respectively. 
Elevation specifies the rotational angle along the vertical plane, 0° at the frontal midline 
extending to 180° at the back, with 90° and -90° the top and bottom respectively.  
 
0° 
90°
180°
-90°
Azimuth
1m
1m
Top Down View
0° 
Elevation
90°
-90° 
180° 
Side View (Right Ear)
Pole
Figure 3-1 A single pole coordinate system. Left panel describes the azimuthal representation with a top-
down view. Right panel describes the elevation with a side-on view.  
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3.1.2 Anechoic Chamber 
An anechoic chamber is used for recording head related transfer functions (HRTF) 
and localisation experiments (Figure 
3-2). The dimensions of the chamber 
are 4m x 4m x 4m lined with sound 
absorption wedges of 1m, leaving an 
effective space of 2.5m x 2.5m x 
2.5m. Its insertion loss is 30dB at 100 
Hz, rising to 60 dB at 500 Hz and 
above, with 99% absorption of 
incident sound waves above 200 Hz. 
The main feature of the anechoic 
chamber is a robotic hoop system 
controlled by a high resolution 
stepper motor system (Compumotor 
SX6), with a speaker mounted at the 
apex. This hoop system can rotate in 
all space along the horizon and as low 
as -50° in elevation. Its motion is 
accurate to within 0.0144° and the 
coordinates are calibrated using a 
laser marking system. Subjects stand 
or sit on an adjustable platform such 
that their interaural axis are always 
aligned with the audiovisual horizon of the hoop system (0° elevation), and their noses 
are always pointed at the frontal midline (0° azimuth). Two low power orange lasers, 
mounted at ±45° azimuth on the hoop system, are used for subject positioning. Subject's 
head position is monitored via an InterSense IC3 inertial tracking device that provided 3 
degrees of freedom. Visual feedback can be provided by a light emitting diode (LED) 
mounted in front of the speaker.  
 
Acoustic interfacing is via RME FireFace 400 and RME Fireface 800 systems, with 
sampling rate at 48 or 96 kHz. An Audience A3 Speaker is used for stimulus delivery in 
free field localisation and HRTF recording procedures; with a frequency response from 
100 Hz to 20 kHz. This system is integrated and controlled via software interfaces custom 
written for MathworksTM MATLAB (2012b and above). The majority of the code was 
written by the author, adapted from code written by Prof Simon Carlile in PASCAL.  
 
3.1.3 Audiometric Room 
For experiments that did not require an anechoic environment or the robotic hoop 
system, such as Experiment 1, the audiometric chamber is used. Sound dampening 
material lines the walls and ceiling, ensuring a ~40 dB attenuation of external noise; while 
Figure 3-2 The Anechoic Chamber. 
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it can also be completely sealed from the outside to prevent outside light contamination. 
Stimulus generation can be controlled within the room by a laptop or an external 
Windows PC via an interface panel.  
 
3.1.4 Tracking Booth 
The tracking booth is 17m3 in volume with a reverberation time of RT60 ~200ms, 
sealed with sound and vibrational dampening mounts around the door and light proof 
(see Figure 3-3). VAS can be rendered here using the RME Fireface 400/800 audio interface 
well as a choice of headphones. Visual stimulus can be displayed using a high density LED 
strip (100 LEDs in an 180° arc) where each LED has an WS2801 integrated controller, 
providing precise control of onset and offset latencies as well as a choice of colours over a 
16 million colour gamut. This is controlled by an Arduino Mega 2560 interface via a low 
latency custom software interface. An InterSense IC3 inertial 3DOF tracking system is 
available for experiments that require head tracking, and a separate multi camera system 
can be used for full body monitoring. All of these systems are controlled and coordinated 
by a Windows Xeon PC located in an adjacent room. The main software interface is 
MATLAB (2015b, The MathworksTM).  
 
 
Figure 3-3 The Tracking Booth. Visible is the LED strip on the top of the wooden 
frame.  
 General Methodology ● Stimulus Generation ● 52 
3.2 Stimulus Generation 
A methodological consideration when conducting auditory perceptual experiments 
is whether the stimuli is better delivered in free field or rendered virtually over 
headphones in VAS (see 3.2.2 below).  
 
3.2.1 Free Field 
An advantage of free field delivery is its ecological nature since localising sounds in 
the environment is a fundamental behaviour, little to no listening training is required. 
Moreover, without the need for HRTFs meant substantially reduced resource 
requirement, while ensuring a veridical stimulus without acoustic artefacts and 
"colouring". As such, free field delivery is usually preferred when the experimental task 
involves a stationary stimulus, especially given the spatial flexibility afforded by the 
robotic hoop system. It is also possible to generate moving stimuli in free field simply by 
activating a speaker while in motion. However, in the case of the robotic hoop system, a 
substantial level of background noise is produced by the motors that can mask the target 
stimulus and or create nonlinear distortions. A measurement of this background showed 
that it is non-linear and cannot be easily cancelled out. Another method, vector based 
amplitude panning (VBAP), can simulate a moving source in free field by sequentially 
activating a series of speakers. Smoothly moving sounds can be synthesised by ramping 
stimulus transitions and loudness balancing between speakers to create phantom images. 
With this method, the motion trajectory can be changed by relocating the physical 
speakers, and care should be taken to prevent transient noises from speaker activations.  
 
3.2.2 VAS 
Virtual auditory space (VAS) is a form of virtual acoustical rendering that makes use 
of a subject's head related transfer functions (HRTF). As discussed previously, HRTFs are 
impulse responses that describe the unique acoustical transformations of a sound 
interacting with the subject's head torso and pinnae. The corollary is that when a target 
stimulus is combined with a set of HRTF and presented over headphones, the target will 
be perceived at the external location described by said HRTF. VAS also has a number of 
advantages - the primary ones being ease of cue manipulation and flexibility in target 
positioning. By their very nature, HRTFs encode all the main cues for localisation and to a 
lesser degree, externalisation (Carlile, 1996). To some extent, this allows experimenters to 
separately manipulate these cues to quantify their independent perceptual consequences 
(Carlile, Delaney, & Corderoy, 1999; Makous & Middlebrooks, 1990; Wightman & Kistler, 
1992). An obvious caveat here is that excessive disruption to the individual cues will likely 
break down the cohesive percept of the stimulus.  
 
Another benefit of HRTFs is the flexibility in source placement, of particular 
importance for studies requiring a moving target. Since each HRTF describes a point 
 General Methodology ● Stimulus Generation ● 53 
source in space, essentially it can be viewed as a virtual speaker. Theoretically, a person's 
auditory space can be entirely simulated by HRTF recordings of all space. Practically, it is 
a balance between the minimum number locations needed to be characterised without 
compromising perceptual fidelity (for example, Moving VAS, 3.2.4 below and Sankaran, 
Leung, & Carlile, 2014). The one-to-one mapping of space to HRTF is not limited to just 
those locations that have been recorded either. A number of different interpolation 
techniques are available to functionally generalise a set of HRTFs such that HRTFs at 
locations that were not acoustically characterised can be analytically synthesised. This 
allows near unlimited flexibility of target placement in virtual auditory space. More 
recent work have also suggested that "personalisation" of HRTFs is possible, from generic 
databases such as the CIPIC HRTF database (Algazi, Duda, & Thompson, 2001). These 
developments substantially increase the utility of VAS, not just in laboratories but in 
practical applications such as virtual and augmented reality.  
 
3.2.3 HRTF Recording 
In this work, HRTFs were recorded for each subject at over 400 unique locations in 
space, depending on experimental requirements. As shown in Figure 3-4, the positions 
were evenly spread in both frontal and rear hemispheres (~10° separation) with an 
additional dense recording (1°) arrayed in frontal audio-visual horizon, between -90° and 
+90° azimuth.  HRTFs were measured using a "blocked ear" method with a 1 second 
exponential sine sweep recording stimulus (see below). In total, a recording usually 
required 30 minutes of preparation time and another 45 minutes for recording. At the end 
of each session, calibration 
measurements of the recording 
microphones (Knowles) and 
delivery headphones (Sennheiser 
HD600 and Beyerdynamic 
DT990) were also taken. These 
were later removed from the 
main HRTF recording during the 
post processing stage, together 
with the location independent 
components (see below), 
resulting in directional transfer 
functions (DTFs) that were not 
contaminated by the transfer 
functions of the recording and 
playback systems.  
 
The general approach to recording HRTFs is to place a measurement device in each 
ear to capture the acoustical interactions from a known stimulus. There are two main 
parameters, where to place the recording device and the type of recording stimulus.  
 
Figure 3-4 HRTF recording locations. Red dots 
indicate positions where HRTFs were sampled 
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Deep Ear Method 
Pralong and Carlile (Pralong & Carlile, 1994) described a "deep ear" method, where a 
probe tube was inserted deep into the subject's ear canal to within 4mm of the ear drum. 
This level of accuracy was achieved via careful insertion and the continual monitoring of 
sound energy reflected off the ear drum from a control stimulus (sine tone). This method 
has the advantage that the resultant HRTFs will accurately characterise the acoustical 
transformations of the individual's outer ear as well as the ear canal, taking all the 
individual's variations and anatomical asymmetries into account. Its complexity is the 
obvious disadvantage, requiring significant technical expertise and preparation time. 
Given that the acoustical transformations of an average adult ear canal can be 
approximated as a semi-open pipe with a quarter wavelength of ~4 kHz, in most instances 
it is more efficient to use a "blocked ear" method (Moller et al., 1995) and forego this level 
of accuracy.  
 
Blocked Ear Method 
In a "blocked ear" procedure, microphones are inserted into the ear canal until flush 
with the distal opening method (Moller et al., 1995). Before insertion, the health of the ear 
canal is checked with an otoscope in case of excessive cerumen buildup. The microphones 
are usually wrapped in tape (3m MicroporeTM ) or placed in protective gel that is moulded 
against the subject's ears to deliver a snug fit (Carlile, Balachandar, & Kelly, 2014). This 
ensured stability during the long recording process and prevented leakage into the ear 
canal which would lead to sound reflection from the ear drum, that could cause acoustical 
artefacts.  
 
Depending on stimulus and subject requirements two post processing steps can also 
be performed. Firstly, an ear canal resonance can be re-introduced by increasing the gain 
between 2-4 kHz. Secondly, the location independent components (LICs) can be removed 
(deconvolved) from the HRTFs leaving only directional components, or the directional 
transfer functions (DTF). LICs are associated with the minor difference in placement 
between the left and right microphones that are not related to the location of the source, 
and are derived by averaging the magnitude spectrum of the HRTF recordings of each ear. 
It should be noted that LICs necessitate averaging across locations in order to approximate 
a diffuse field effect; hence, even if only a limited set of HRTF is needed the recording 
process should ensure an evenly distributed sample space. Finally, anatomic asymmetries 
of the subject's ears are also conflated with LICs; hence, DTFs may not provide the truest 
percept for subjects with uneven ears. In our experiments, DTFs are the norm.  
 
Recording Stimulus: Complementary Codes 
Apart from microphone placement, the other consideration is the recording 
stimulus. A signal is appropriate if it contains energy in the frequency region of interest 
(<20 kHz). While a simple impulsive burst of acoustical energy (e.g., starter gun) can be 
used, more efficient signals exist. Zhou et al., (1992) first detailed the use of Golay codes 
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(Golay, 1949) in recording HRTFs. Golay codes are a pair of complementary binary codes 
that are often used in digital communications because of their redundant nature. They 
are of interest for impulse (HRTF) recordings because they impart a gain in the signal to 
noise ratio (SNR) that is directly correlated to the length of the code sequence. For 
example., a pair of 1024 bit Golay Code will provide a 33.1dB gain. Further signal 
redundancy and noise reduction can be achieved by averaging over repeated 
presentations, as long as the system is time-invariant. However, they also suffer from 
several key disadvantages. Primarily, Golay codes assume time-invariance. As discussed 
in Zahorik, (2000), minor head movements during the recording process can lead to 
unwanted artefacts. As such, head tracking is often required to ensure subjects remain 
stationary throughout each recording. Moreover, the short duration of the code is 
unsuitable for recording echoic environments. If room acoustics are required as part of 
the acoustical characterisation then a longer recording stimulus is necessary. A more 
efficient binary sequence for recording impulse responses is the maximum length 
sequences (MLS). Like Golay codes, MLS is represented by a sequence of ones and zeros and 
is spectrally flat. Unlike Golay codes, only a single sequence is needed for each 
measurement, thus reducing the chances of recording artefacts.  
 
Recording Stimulus: Exponential Sine Sweeps 
Lastly, Farina (2000; 2007) demonstrated that exponential sine sweeps (ESS) can be 
used for impulse recording in a number of different scenarios. ESS has numerous 
advantages over time-invariant code stimulus such as Golay codes and MLS. ESS presents 
as a continuous sine sweep with exponentiating frequencies that allow for the 
characterisation of the impulse response as well as any harmonic distortions 
simultaneously. As such, it is efficient, stable and flexible, can be used in an anechoic 
environment as well as for recording room acoustics where RT60 can often reach 5 
seconds. Most importantly, it is very robust to minor time-variances, well suited for HRTF 
recordings where subjects may not be able to keep perfectly still. It also has a very high 
SNR with approximately 60 dB gain. In this work, the majority of the individualised 
HRTFs were recorded with ESS; while others relied on Golay codes.  
 
3.2.4 Moving VAS 
In this work, source motion was rendered and presented in VAS using individually 
recorded HRTFs. Recent work by Sankaran, Leung & Carlile (2015) showed that no 
significant perceptual difference was found between stimulus rendered with HRTFs 
sampled in 5° or 1° increments. In that study, subjects were presented with moving visual 
and auditory targets with simultaneous temporal onset while spatial congruency was 
varied. In this manner, subjects were able to make use of the clearly localisable visual 
target as control. Using a 2AFC paradigm, they were asked to report which modality was 
leading as the stimuli crossed the midline. No significant difference was observed in the 
spatial thresholds for the velocities tested - 25°/s, 50°/s and 100°/s, based on the point of 
subjective equivalence (PSE) or the slope of the psychometric functions. However, in that 
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study the subject's head remained stationary throughout. It is currently unclear whether 
the perceptual salience of a moving auditory source in VAS will be affected by the spatial 
density of the HRTF recording during head motion. In the current work only horizontal 
motion along the frontal 
audiovisual horizon was 
examined; as such, HRTFs were 
recorded at a density of 1°. This 
ensured a veridical rendition of 
auditory motion, even 
accounting for head motion in 
Experiment 3.  
As seen in Figure 3-5, each 
HRTF can be viewed in terms of 
a virtual speaker and velocity 
varied based on the idea of 
"dwell time", or the stimulus 
duration per degree of space. For 
a source moving at a slow speed 
of 10°/s, each position (HRTF) 
activated for 100ms, while a 
source moving at 100°/s, each 
position activated for 10ms. 
Care was taken to ensure no perceptible acoustical artefact at the transition between 
positions by incorporating the output of the previous HRTF filtering process into the 
current computation. Experiments 1 and 3 used VAS to simulate acoustical targets 
moving along the audiovisual horizon in the frontal hemisphere. HRTFs were recorded 
for each individual and subsequently validated via a series of localisation experiments.  
 
 
3.3 Multisensory Tracking System 
Experiment 3 used a multisensory tracking system (Figure 3-3) that continuously 
monitored the subject's head position in near real time, while controlling the auditory and 
visual target motion simultaneously.  
 
3.3.1 Dynamic VAS 
Moving auditory targets were rendered in VAS using HRTFs recorded at 1° spatial 
separation. Unlike scenarios where listeners remained stationary during target motion, 
here, subjects were free to move their heads as they saw fit. As such the VAS generation 
process had to account for the current position of the subject's head to ensure a world 
stable percept, we termed this "dynamic VAS". Previous work by Brungart, Kordik, & 
Simpson, (2006) showed that excessive latencies from the head tracker will have a 
Figure 3-5 VAS rendered apparent auditory motion.  
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negative impact on the resultant percept. In that experiment, subjects were able to 
perceive latencies greater than 60 ms, and a delay greater than 73 ms led to an increase in 
mislocalisation of static targets. Further work by Scarpaci & White, (2005), which 
explored the perceptual relevance of head tracking latencies using moving auditory 
sources, showed that a lag of greater than 32.2 ms would result in significant overshoot 
errors in subject's tracking response. In the current work, the InterSense IC3 head tracker 
has a latency of ~4 ms and an 180 Hz update rate; resulting in a total round trip system 
delay of maximum 7 ms that is well within the recommended range. Custom software 
interfaces were written in MATLAB to ensure low latency operations, and the IC3 head 
tracker was polled every 2 ms based on high resolution software timers in MATLAB. 
 
3.3.2 Apparent Visual Motion 
The moving visual targets were generated using an LED (light emitting diode) strip 
that contained 100 LEDs equally spaced in an 180° arc, attached to a semicircular wooden 
frame (Figure 3-3). Each LED was individually controlled by a WS2801 controller with a 
maximum input clock frequency of 25 MHz, and can switch the on/off state of each LED 
with a typical latency of ~50 ns. By sequentially activating and deactivating the individual 
LEDs along the path of motion, apparent visual motion such as the beta movement was 
created (Wertheimer, 1912). This LED strip was interfaced with an Arduino Mega 2560 
microcontroller connected to a Windows PC, at a maximum baud rate of 115200 bps. This 
slow connection rate presented a bottleneck and prevented direct control of each LED via 
MATLAB. Instead, the paths of motion were preprogrammed in Processing language and 
stored in the memory of the Arduino board. The MATLAB Arduino interface was used to 
communicate between MATLAB and the Arduino controller.  
 
 
3.3.3 Synchronisation 
In order to synchronise the auditory and visual targets, we had to accurately 
measure the onset time for both stimuli. Optical diodes were placed near two different 
LEDs, one in each hemisphere. The corresponding locations in the auditory stimulus were 
calculated, and a 1 kHz tone was inserted at those locations. The output from the optical 
diodes and the auditory channels were then recorded in a digital oscilloscope and 
displayed in real time, providing a high degree of precision. If a temporal mismatch was 
found, the visual stimuli were delayed an appropriate amount to compensate. This 
synchronisation procedure was performed at regular intervals to maintain calibration.  
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4 Perception of Source Motion 
Broad aim: to examine the generality of the multi-snapshot model by probing its basic 
assumptions, with the aim to recast or extend this framework to describe perceptual responses 
in both simple and complex stimulus conditions.  
 
4.1 Rationale 
A moving source is described by a number of physical parameters including 
direction, displacement, duration, velocity and acceleration. In general, these parameters 
can be refactored into changes in static location over time - direction and displacement 
can be estimated based on differences in start and end point positions, and velocity is 
simply displacement over duration. So the auditory system has on hand an abundance of 
information to process motion based on the mechanisms underlying static localisation. 
However, as discussed previously (see 2.3 above), the current neurophysiological 
evidence supports an adaptation-of-excitation mechanism that need not compare the 
response of two neighbouring inputs. As such, it is possible that the auditory pathway, up 
to and including the auditory cortex, is sensitive to motion but does not encode 
parameters such as direction, velocity or acceleration. Rather, these are inferred 
elsewhere in a higher order process (see 2.5.1, Magezi et al., 2013). If so, psychophysical 
models of auditory motion perception are possibly describing a process that is also 
attentional and extracts motion information from maps of feature salience (Lu & 
Sperling, 1995); rather than one that directly infers motion parameters from low level 
acoustical cues. This may, in part, explain our relative insensitivity to velocity 
information (Freeman et al., 2014). With that in mind, here we review the current models 
of auditory motion perception and consider their underlying assumptions.  
 
4.1.1 Snapshot Model 
Grantham (1986) first reported that the auditory system is not explicitly sensitive 
to velocity and motion sensitive neurons may not exist. An alternative means to infer 
motion would be to detect the difference in spatial 
locations of a moving source over time (Figure 4-1). 
Subsequently, the term "snapshot model" appeared in 
Middlebrooks & Green, (1991) referring to such a 
space-based approach, where a "snapshot" was 
assumed to be delimited by the start and end points of 
the motion trajectory. Such a mechanism will be able 
to accurately process sources moving at a constant 
velocity, implying that subjects would be unable to 
discriminate between acceleration and deceleration. 
This prima facie assumption that listeners were not 
sensitive to changes in velocity was later challenged by 
Duration
D
is
ta
nc
e
S 1
S 2
Figure 4-1 Schematic of a simple 
snapshot model. 
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Perrott et al., (1993). By asking subjects to judge whether a moving source was speeding 
up (accelerate) or slowing down (decelerate) and varying the duration of the stimulus 
pulses, they showed that subjects required an average of 310 ms and 90 ms to reach the 
75% correct criteria for 9° and 18° movement arcs respectively. Even though the 
experimental conditions were limited, this provided the first evidence that listeners were 
able to discriminate between accelerating and decelerating movement in the absence of 
Doppler cues. In doing so, it confirmed that a simple snapshot model is an inadequate 
representation. Further, if listeners only required the start and end positions to estimate 
displacement (and hence velocity), then the middle part of the signal would be of little 
perceptual import. Instead, studies showed that motion sensitivity improved when 
listeners were provided with a complete stimuli  (Perrott et al., (1991), Chapter 15 in 
Gilkey & Anderson, (1997)). It appeared listeners were integrating information 
throughout the motion path,  even though velocity was unchanged. Clearly, there is a gap 
in the simple snapshot model - the empirical evidence suggested that more than one 
snapshot is being sampled in a motion arc.  
 
4.1.2 Multi Snapshot Model 
A "multi snapshot" or "many sample" model was 
proposed to address these issues (Figure 4-2). As the 
name implies, this assumes listeners are periodically 
sampling location snapshots along the trajectory, with 
the information about these snapshots accumulated 
and processed "upstream" (Perrott, 1993, Grantham, 
1997). From our discussions about the cortical 
processing of auditory motion, there is agreement that 
a hypothetical auditory motion network should 
respond to spatial changes. Smith, Saberi, & Hickok, 
(2007) and Getzmann, (2011) suggested that the EEG 
spatial change responses and the activation patterns in 
the planum temporale were a consequence of the "snapshot" nature of motion processing, 
yet what constituted a "snapshot" was not defined. In fact, to date, no definition of a multi 
snapshot hypothesis have been offered beyond a general description and an assumption 
that each snapshot is independent; still it remains the narrative for describing auditory 
motion perception psychophysically. It is beyond the scope of this work to formulate a 
complete psychophysical model of source motion perception. Rather we intend to explore 
the assumptions of a multi snapshot model and probe its generality in more novel stimuli 
conditions. In experiments where spatial changes were easily distinguished, such as 
discontinuous jumps with clear onset and offsets, a "snapshot" could be assumed to be a 
unit change in location. This is also true in experiments where listeners discriminated 
velocity between two separate intervals in a 2AFC paradigm (Carlile & Best, 2002; 
Freeman et al., 2014). That rarely occurs normally. In fact, movements are usually smooth 
and it is unclear how the snapshots are sampled or what the associated sampling rate is. 
In addition, recent findings by Senna, Parise, & Ernst, (2015) alluded to the existence of a 
S n
Duration
D
is
ta
nc
e
S 1
S 2
S n-1
Figure 4-2 Schematic of a multi 
snapshot model. 
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slow moving prior biasing velocity perception. In that experiment, subjects consistently 
under reported the velocity of a fast moving sound, similar to that in vision. It is difficult 
to reconcile the notion of a "prior percept" with a snapshot model where each snapshot is 
assumed to be independent. A parsimonious scheme should also be compatible with the 
underlying neural behaviour – in this case, possibly an adaptation-of-excitation 
mechanism. Yet, results from Magezi et al., (2013) suggested that there may be a 
fundamental dichotomy between a snapshot approach and that of an adaptation-of-
excitation (or motion sensitive) mechanism. In that experiment, they measured the 
neural excitation patterns with auditory evoked potentials (AEPs) using an auditory 
motion aftereffects (aMAEs) paradigm. Examining the response profiles (strength and 
configuration) of the AEPs, they reported that hypotheses such as the snapshot model or 
the existence of motion detectors could not account for their results. Instead, their 
observations were best described by a neuronal process that relies on motion sensitivity, 
such as that of an adaptation-of-excitation mechanism. In summary, there are questions 
to the validity of the assumptions implicit in the multi snapshot model – that discrete 
snapshots are sampled from changes in source location. 
 
 This leads to the definition of the first problem statement in this thesis: 
Can the multi snapshot hypothesis accurately predict subjects’ behaviour in more 
complex stimuli conditions, and if not, is it possible to recast the psychophysical model 
based on our understanding of the adaptation-to-excitation mechanism? 
 
We addressed this question in a psychophysical study described in the next section. 
It was originally published as  
 
Locke, S. M., Leung, J., & Carlile, S. (2016). Sensitivity to Auditory Velocity Contrast. 
Scientific Reports, 6, 27725.  
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4.2 Sensitivity to Auditory Velocity Contrast 
 
4.2.1 Abstract 
A natural auditory scene often contains sound moving at varying velocities. Using 
a velocity contrast paradigm, we compared sensitivity to velocity changes between 
continuous and discontinuous trajectories. Subjects compared the velocities of two 
stimulus intervals that moved along a single trajectory, with and without a 1 second inter 
stimulus interval (ISI). We found thresholds were threefold larger for velocity increases 
in the instantaneous velocity change condition, as compared to instantaneous velocity 
decreases or thresholds for the delayed velocity transition condition. This result cannot 
be explained by the current static "snapshot" model of auditory motion perception and 
suggest a continuous process where the percept of velocity is influenced by previous 
history of stimulation. 
 
4.2.2 Introduction 
To the brain, most sounds are in motion. This is because both source motion in the 
external world and self motion from head movements give rise to identical dynamic 
acoustical cues. Numerous studies have examined sensitivity to the velocity of a moving 
sound (Agaeva, 2004; Carlile & Best, 2002; Féron, Frissen, Boissinot, & Guastavino, 2010; 
Freeman et al., 2014; Frissen, Féron, & Guastavino, 2014; Kaczmarek, 2005; Senna et al., 
2015; Xiang et al., 2005), with the broadly accepted finding that a 20-70% difference in 
velocity is necessary for discrimination (Carlile & Best, 2002). The common 
psychophysical approach is to ask subjects to compare two constant velocity sounds, with 
distinct start and end points that are presented sequentially. Given the lack of 
physiological evidence for neurons that specifically encode speed (see ref (Carlile & Leung, 
2016) for a review) and the insensitivity to velocity (Freeman et al., 2014), it is commonly 
accepted that velocity is estimated using distance cues.  
 
Grantham first proposed these distance cues were independent static snapshots of 
the sound's location at the start and end points in what has been termed the two-snapshot 
model (Grantham, 1986). However, in a natural auditory scene, speed often varies over 
time, and such a post-hoc inference strategy would be insensitive to velocity changes. 
Perrott, Constantino, and Ball (Perrott, Constantino, & Ball, 1993) motivated extensions 
of Grantham's model to include snapshots during motion (i.e. a multi-snapshot model), 
by showing subjects could discriminate between randomly generated accelerations and 
decelerations. Their study, however, did not examine the magnitude of change in velocity 
necessary for discrimination. Here, we measured sensitivity to velocity changes during 
motion to examine how the velocity of a moving sound is perceived on a moment-to-
moment basis. Importantly, listeners were unable to use the start and endpoints to make 
their judgments as was possible in previous velocity discrimination tasks.  
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We designed a velocity contrast task that was presented in virtual auditory space 
(Carlile, 1996). Unlike the standard velocity discrimination paradigm where the two 
stimulus intervals have the same spatial arc, we aligned the intervals along one common 
trajectory. That is, a step change in velocity was presented during a single sound 
movement, instead of two temporally and spatially distinct moving sounds with constant 
velocities. This allowed us to examine not only the sensitivity to the magnitude of change 
but also compare the direction of change (increase or decrease). Two temporal profiles 
were examined: the sound intervals were separated by a 1 second silent gap in the 
discontinuous condition, or without a gap in the continuous condition. The 
discontinuous condition is analogous to previous velocity discrimination experiments in 
that the start and end point cues were informative. Therefore, we expected subjects to 
have similar levels of sensitivity in the discontinuous condition as reported for the 
standard velocity discrimination task. In the continuous condition, we predicted the 
absence of start and end point cues would dramatically impair velocity discrimination. 
 
Our results showed a significantly impaired performance in the continuous 
condition, but only for increases in velocity: the just noticeable differences (JNDs) were 
more than three times larger compared to the comparable discontinuous condition and 
five times larger than those reported previously8.  This finding is not consistent with the 
currently received view of auditory motion perception and suggests a more continuous 
process where the instantaneous percept of velocity is significantly influenced by the 
previous history of stimulation. 
 
4.2.3 Materials and Methods 
Participants 
Five listeners (two female, 20 - 39 years old) were recruited. Two listeners were 
authors while the rest were naive to the details of the study. All participants reported 
normal hearing and gave written informed consent. The methods were carried out in 
accordance with the approved guidelines of the University of Sydney Ethics Committee. 
All experimental protocols were approved by the University of Sydney Ethics Committee. 
 
Experimental Setup 
Participants were seated in a darkened sound-attenuating chamber offering 40 dB 
of attenuation from 300 Hz upwards. They faced a 15-inch computer monitor, which 
displayed a grey fixation cross on a black background. Stimuli were generated using 
MATLAB (MathworksTM) and presented over Beyerdynamic DT990 headphones, via a RME 
Fireface 400 audio interface. Sounds were presented at a comfortable listening level. 
Responses were made using a standard computer keyboard. 
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Psychophysical Task 
All stimuli were presented in the frontal audio-visual horizon, with the direction of 
motion alternating from trial-to-trial to prevent adaptation. Start and endpoints were 
randomly selected from ±40-70°, and the velocity transition point varied between ± 15° 
around the midline (see Figure 4-3). The initial velocity interval is denoted as V1 and the 
final velocity interval as V2. The velocity transition was either discontinuous or 
continuous (Figure 4-3 c and d respectively). In the continuous transition condition, the 
V1 and V2 intervals were temporally contiguous, and the change between the velocities 
was immediate. In the discontinuous transition condition, the intervals were separated 
by 1 second of silence, identical to the previous velocity study conducted by our lab8. We 
expected this to provide a clear velocity percept for each interval to act as a baseline 
comparison. 
Listeners completed a yes-no task with a 2x2x2 randomised block design. The 
variables examined were: 1) reference velocities: 30°/s versus 60°/s, 2) direction of 
velocity change: increase versus decrease, 3) transition type: continuous versus 
discontinuous. Each condition was presented as a separate block, the order randomised 
for each listener. Listeners were asked to report if they perceived the target velocity 
Figure 4-3 a) Diagram showing the velocity contrast task design. Subject’s head remained stationary 
while the stimuli moved along the frontal audio-visual horizon, using virtual auditory space. The start 
and end points were ±40-70°, depending on velocity, with a ±15° transition zone in the middle. There 
were two stimulus intervals along the movement trajectory that had different velocities, V1 and V2 
(marked red and blue). In an increase condition, V2 > V1, and V2 < V1 in a decrease condition. 1b) An 
example of a velocity discrimination task design that is used in previous studies. Unlike a velocity 
contrast task (1a), the two stimulus intervals in (1b) travel along similar trajectories (marked red and 
blue), separated in time by an inter stimulus interval (ISI). (1c) Velocity profile of the discontinuous 
condition. The two intervals (V1 and V2) are separated in time by a 1 second gap of silence; this is 
identical to the ISI used in Carlile and Best (2002). (1d) Velocity profile of the continuous condition. The 
two intervals (V1 and V2) are continuous in time (and space) 
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change, which was either an increase or decrease depending on the block. The two 
reference velocities, examined were 30 and 60°/s. Ten test velocities were examined for 
each reference velocity, half faster and half slower (see Table 1). 
 
Reference Velocity Test Velocity (Decrease) Test Velocity (Increase) 
30°/s 5, 10, 15, 20, 25 °/s 35, 40, 60, 90, 120 °/s 
60°/s 15, 30, 30, 40, 50 °/s 70, 80, 120, 180, 240 °/s 
Table 4-1 Reference and test velocities for the decrease and increase conditions. 
 
If the subject did not reach 75% correct or the sampling was inadequate to 
characterise the threshold, an additional block of that condition was completed at the end 
of the experiment. In order to compute the sensitivity measure d-prime, catch trials were 
randomly interspersed (see supplementary material). A block contained 10 repeats of 
each of the 5 target trial combinations (50 in total) and 15 catch trials. Each block took an 
average 45 minutes and the whole experiment averaged 360 minutes, Subjects were 
provided ample rest breaks between blocks. 
 
Data Analysis 
Performance was analysed using the d-prime measure. The mean error rate across 
the catch trials was used as the false alarm rate for each threshold calculation. The d-
prime values were fitted with an isotonic regression and the threshold was the stimulus 
intensity with a d-prime of 1.35, corresponding to approximately 75% correct rate 
(Macmilan and Creelman, 2005). Importantly, we were able to compare the sensitivity 
between increases versus decreases in velocity, by separately calculating an upper and 
lower threshold for each reference velocity tested. As there were no significant 
differences between leftward and rightward motion the results were combined. Analysis 
was performed on the group mean data. 
 
Stimulus Generation 
All moving sounds were generated in Virtual Auditory Space (VAS) using 
individualised Head Related Transfer Functions (HRTFs) (Carlile, 1996). This provided the 
flexibility in stimulus placement and velocity control that was necessary for the task. 
Sounds in VAS are well externalised as they contain location-dependent spectral filtering 
cues in addition to interaural time and level differences. Prior to the experiments outlined 
here, each participant had their HRTFs recorded using a procedure detailed in (Pralong 
and Carlile, 1996). Briefly, this involved playing an exponential sine sweep burst (200 Hz 
– 20 kHz) from a moveable Audience A3 speaker at a distance of 1.1 meters. This stimulus 
was sequentially presented at each degree between -90° to 90° in the horizontal plane. 
Two small microphones, seated in the participant's ear canals, recorded the incidence 
wave of the sound arriving at the left and right ears. All recordings were conducted in a 
64m3 anechoic chamber that absorbed 99% of incident sound energy above 300 Hz. 
During post processing, the location independent components such as the headphone to 
eardrum transfer functions were removed, leaving only the directionally dependent 
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information (Middlebrooks, Makous, & Green, 1989). 
 
To generate a virtual sound at the location θ, the intended auditory stimulus was 
convolved with the left and right ear HRTFs for θ. In both experiments, the stimulus was 
300 Hz - 16 kHz broadband noise, with a 48 kHz sampling rate. A 5ms cosine ramp and 
amplitude modulation were also applied. When the filtered sounds are played through 
the corresponding left and right headphone channels, this gives the percept of a static 
sound at θ. Motion is generated by sequentially playing static sounds in 1° increments 
corresponding to the trajectory of the stimulus. This evokes the percept of smooth, 
continuous motion. The direction of motion is determined by the temporal ordering of 
the static sounds, and the speed by the duration the sound is played at each location. 
 
4.2.4 Results 
The results of this experiment are presented in Figure 4-4. Plotted in Figure 4-4A 
and Figure 4-4B are the individual and mean JNDs. Figure 4-4C and Figure 4-4D show the 
group summaries of JNDs and Weber fractions respectively, alongside the results from 
Carlile and Best8. In general, the thresholds reported here are larger than those found in 
this previous study. The largest mean threshold, 72.9 ±10.9 °/s (SEM), was observed in 
the continuous increase condition for the reference velocity of 60 °/s. For comparison, 
Carlile and Best found a threshold of 14.8 °/s for this reference velocity. 
 
Data was analysed with 2x2x2 repeated measures ANOVAs with the factors: 
transition type (continuous, discontinuous), direction of velocity change (decrease, 
increase), and reference velocity (30 °/s, 60 °/s). This analysis was performed with both 
raw thresholds and Weber fractions as dependent variables. A main effect of reference 
velocity was found in the raw thresholds ANOVA (F(1,24)=6.2, p<0.05), but was not 
significant in the Weber fractions ANOVA. Carlile and Best8 also found no significant 
differences between reference velocities when analysed in terms of Weber fractions. Both 
ANOVAs, however, showed a significant interaction effect between transition type and 
velocity change direction: F(1,24)=16.4, p<0.01, for the raw thresholds analysis, and 
F(1,24)=11.9, p<0.01, for the Weber fraction analysis. For simplicity, the post hoc 
statistical tests were performed only on the results expressed as Weber fractions. 
The significant interaction between transition type and change direction was 
analysed using pair t-tests with Holm adjusted p-values. Weber fractions for continuous 
increases were found to be significantly greater than continuous decreases, t(4)=8.7, 
p<0.01; discontinuous increases, t(4)=6.9, p<0.01; and discontinuous decreases, t(4)=8.3, 
p<0.01. The continuous increase conditions had a mean Weber fraction of 1.50 ± 0.53, 
whereas the Weber fractions of the other conditions were 0.51 ± 0.16, 0.60 ± 0.35, and 
0.46 ± 0.14 respectively. This corresponds to an approximate threefold increase in 
thresholds for the continuous increase conditions. 
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Figure 4-4(A) Just noticeable difference (JND) thresholds for the Discontinuous condition, comparing 
between reference velocities (blue = 30°/s, red = 60°/s) and velocity direction (Decrease = left group, 
Increase = right group). Individual results are shown. (B). Similar to (2A) but for JND Thresholds for the 
Continuous condition. (C) Average JND thresholds versus reference velocity, also shown are thresholds 
for Carlile and Best (2002). (D) Weber fractions versus reference velocity. 
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4.2.5 Discussion 
This study showed that listeners could discriminate changes in velocity that 
occurred during motion - if given a step change of sufficient magnitude. This corroborates 
the main conclusion from Perrott et al. (Perrott et al., 1993) that the two-snapshot model 
is insufficient to describe how humans perceive the velocity of moving sounds on a 
moment-to-moment basis because it would render them unable to perceive such velocity 
changes. The role of start and end points, however, can still be an important cue in 
velocity perception. The discontinuous transition condition (i.e. control condition) in our 
experiment allowed subjects to use this cue. The pattern of results on the discontinuous 
condition matches those previously reported in the literature. As in Carlile and Best 
(Carlile & Best, 2002), there were no significant differences between velocity increases 
and decreases and thresholds increased with reference velocity. 
 
Surprisingly, removing start and end point cues did not impair performance when 
the velocity decreased. Thresholds for the continuous and discontinuous decrease 
conditions were not significantly different. A possible explanation is that saliency of start 
and end points were diminished in our discontinuous condition compared to previous 
studies. In Carlile and Best (Carlile & Best, 2002), the spatial configuration of the two 
sound stimuli had a measurable effect on performance. Rather than having overlapping 
trajectories for each of the distinct sounds, our stimuli were spatially adjacent. This meant 
that subjects could not compare the duration each sound spent traversing the common 
region of space, which may confer some advantage in velocity discrimination. Reduced 
saliency of the start and end points may also explain why the discontinuous thresholds 
are significantly higher than our previous study (Carlile & Best, 2002). 
 
The main finding from this experiment was that listeners were highly insensitive 
to instantaneous increases in velocity. This result has not been reported in any previous 
auditory motion studies, but has been observed for visual motion when a small aperture 
was used (J & S, 2002). The discrepancy between increase and decrease thresholds only 
for the continuous transitions suggests that a different strategy or mechanism is used for 
perceiving changes in velocity that occur during motion. Of relevance might be the fact 
that the faster sounds require longer trajectories to be detected than slower sounds 
(Chandler & Grantham, 1992). In the multi-snapshot framework, this could correspond 
to fewer snapshots being available to decide whether the velocity change has occurred. A 
problem with an interpretation based on motion detection thresholds is that it cannot 
account for the difference observed between the 30°/s increase thresholds and 60°/s 
decrease thresholds. Both had overlapping ranges of test velocities but increase condition 
had larger JNDs, indicating the order of presentation of the two constant velocity intervals 
influenced the perception of the velocity change. Snapshot-type models are too simplistic 
to explain this type of result as each estimate is assumed to be independent of any 
previous snapshots. Additionally, there is physiological evidence to suggest the history of 
stimulation of a moving sound changes the response of motion responsive cells in the 
inferior colliculus (McAlpine, Jiang, & Palmer, 2001). 
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A more plausible model for auditory motion perception is a leaky integrator (Carlile 
& Leung, 2016). In this model the integrator stores previous velocity estimates of the 
moving sound and updates this estimate via averaging as new velocity information is 
received. As such, some time will be required for new information to affect the mean 
percept. For comparable velocity integrator models in vision and touch, the integration 
window is around 1 second (Gori et al., 2013). Detecting abrupt changes in velocity would 
be particularly difficult with an integrator mechanism, especially for increases in velocity 
as the total stimulus duration is decreased as opposed to decreases in velocity. 
Additionally, the discrepancy between sensitivity to increases and decreases is also 
consistent with the finding that humans have a slow velocity prior in motion perception 
(Senna et al., 2015), which can be easily incorporated into an integrator model. In the 
discontinuous condition, the one-second gap would allow velocity information from the 
first interval to "leak" but may not completely reset the integrative process. It is 
conceivable that a significant change in spatial location produces an effective reset of the 
integrator, explaining the differences in sensitivity between our control condition and 
Carlile and Best (Carlile & Best, 2002). 
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5 Perception during Self Motion 
Broad aim: To explore whether the auditory system also makes use of corollary discharge 
signals and efference copy to maintain a stable percept of the world during high-speed head 
movements.  
 
5.1 Rationale 
Head rotations are varied, with rotational speeds ranging from slow during 
voluntary tracking (10°/s) to ballistic when startled. Moreover, the changes in acoustical 
cues during source and self motion are equivalent at the ears so the auditory system needs 
additional information to distinguish between these two types of motion. During head 
movement, this "additional" information could come in the form of extra-cochlear signals 
such as vestibular and neck proprioceptive output as well as corollary discharge signals. 
The question here is whether, and how, the auditory system is making use of these signals 
to update its spatial representation under self motion.  
 
Vliegen, Van Grootel, & Van Opstal, (2004) explored this by examining how an 
auditory target was perceived during gaze shifts. In that experiment, a "static double-step" 
presentation paradigm was used where subjects had to localise via gaze shifts, two stimuli 
presented in quick succession. The first stimulus (a visual LED target) directed subject's 
initial gaze (eye and head) response, while the second stimulus (a 50 ms broadband white 
noise) was presented at random intervals after the onset of the initial gaze. They found 
that subjects were able to accurately localise both targets, and accuracy did not vary with 
head turn velocity for the speeds examined (maximum ~60°/s). Given that motor 
planning of the gaze response was already completed (and indeed, executed!) at sound 
onset, in order to correctly estimate the sound location both eye and head positions had 
to be continually monitored. This implies that the auditory system was actively making 
use of the extracochlear signals to update its internal representation. Since subjects only 
responded to the location of the auditory source after localising the initial gaze target, it 
suggests subjects remembered the auditory location even after its offset. The most 
efficient means of doing so would be to transform the target location into a fixed world 
coordinate. Also of interest is that at peak head rotation velocity of ~60°/s, the 50ms noise 
burst represented only ~3° of spatial arc. It was unclear whether a longer stimulus 
duration would afford any perceptual advantages.  
 
Recently, Brimijoin & Akeroyd, (2014) quantified spatial acuity during self motion 
by defining the moving minimum audible angle (MMAA), akin to the minimum audible 
angle (MAA) in static auditory space. Here, the hypothesis is that if there are mechanisms 
that maintain perceptual stability during self motion, they will confer a spatial perceptual 
advantage for self motion over source motion. In other words, spatial acuity during self 
motion should be more accurate than when perceiving the equivalent changes in 
acoustical cues arising from source motion. To test this hypothesis, Brimijoin et al., (2014) 
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presented two simultaneous speech signals (1 male, 1 female, both 1s in duration) in VAS. 
Listeners (N=60) were asked to judge whether the female voice was to the left or right of 
the male voice, presented at different reference azimuths along the audio-visual horizon. 
In the self motion condition, listeners were allowed to move their heads within a range of 
±15° and a maximum velocity of ~45°/s. Their head positions were continuously 
recorded at 10ms intervals, which were used to render the speech targets at fixed 
locations relative to the world. I.e., the targets were perceptually stationary even while 
the listener's head was moving. In the source motion condition, the listener's head 
remained stationary while the speech targets moved, based on the recorded trajectories 
in the self motion condition. MMAA was found to be on average 5.4° under self motion 
and 6.6° in source motion, a small but highly significant improvement (p < 0.01). This is 
consistent with the findings of Vliegen et al., (2004) that extra-cochlear cues are 
continuously integrated by the auditory system to help create a stable world view during 
head movement. Brimijoin and Akeroyd (2014) also examined a static condition where 
the head and source remained stationary (i.e., similar to a traditional MAA task but with 
concurrent targets). In that condition, spatial discrimination was more acute at 3°. This 
improvement is interesting given that from the subject's point of view, the targets were 
stationary in both static and self motion. It was possible that this was an artefact of the 
stimulus generation or psychophysical paradigm, but did not detract from the main 
findings.  
 
In summary, there is now increasing evidence that during slow head movements 
extra-cochlear cues are continuously integrated by the auditory system to form a cohesive 
representation of space. The question remains, however, whether efference feedback 
mechanisms and the resultant predictive shift in space maps also underly auditory 
sensorimotor interactions, especially at faster head rotational velocities. Recall from The 
Vestibular System, section 2.4 above, that corollary discharge and efference copy 
feedback served to maintain perceptual stability during visual saccades, resulting in 
anticipatory shifts in visual space prior to eye movements. Given these signals pervade 
most sensorimotor interactions, it has been previously hypothesised that a similar 
mechanism also subserves auditory spatial perception (Sommer & Wurtz, 2006).  
 
Vliegen et al., (2004) attempted to probe this issue in another condition of their 
aforementioned study. In that condition, the second target (again, a 50ms broad band 
white noise) was presented approximately 150 ms prior to any actual movement, during 
the motor planning stage. Their assumption was that auditory spatial distortions caused 
by anticipatory shifts in the space map would be maximally observed in this “peri 
saccadic” period, giving similar findings in vision. They showed that listeners accurately 
localised the auditory target and no distortion of auditory space was observed. However, 
these results alone could not be used to negate the existence of anticipatory shifts in the 
auditory space maps prior to head movements. Recall that in vision, a distortion of space 
or mislocalisation of visual targets was observed with this perisaccadic period only if 
subjects responded using a paradigm that did not rely on the motor system (i.e., a 
perceptual response paradigm, Ross, Morrone, & Burr, 1997). On the other hand, such 
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perceptual distortions were resolved when subjects responded by engaging the motor 
system such as via gaze shifts (i.e., an action response paradigm, see Burr, Morrone, & 
Ross, 2001). If the auditory system maintains a stable soundscape during head motion in 
a manner analogous to vision, anticipatory shifts in the auditory receptive fields from 
head movements will lead to a compression of auditory space towards the target of head 
turn. Therefore, in order to examine whether the auditory system integrates corollary 
discharge from head motor planning in a manner similar to that in the visual system will 
require a comparison between a perception and action task paradigm.  
 
 
This leads to the definition of the second problem statement in this thesis: 
Given the assumption that corollary discharge signals and efference feedback 
pathways ensure stability in auditory space during active head motion, can we observe 
anticipatory shifts in spatial perception similar to those in saccadic eye movements? 
 
We addressed this question in a psychophysical study described in the next section. 
It was originally published as  
 
Leung, J., Alais, D., & Carlile, S. (2008). Compression of auditory space during rapid head 
turns. Proceedings of the National Academy of Sciences of the United States of 
America, 105(17), 6492–6497. 
 
Author contribution statement: 
J.L., D.A., and S.C. designed research;  
J.L. performed research;  
J.L., D.A., and S.C. analysed data; and  
J.L. wrote the paper.  
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5.2 Compression of auditory space during rapid head turns 
 
5.2.1 Abstract 
Studies of spatial perception during visual saccades have demonstrated 
compressions of visual space around the saccade target. Here we psychophysically 
investigated perception of auditory space during rapid head turns, focusing on the 
‘‘perisaccadic’’ interval. Using separate perceptual and behavioral response measures we 
show that spatial compression also occurs for rapid head movements, with the auditory 
spatial representation compressing by an average of 41%. Similar to observations in the 
visual system, this occurred only when spatial locations were measured by using a 
perceptual response; it was absent for the behavioral measure involving a nose-pointing 
task. These findings parallel those observed in vision during saccades and suggest that a 
similar neural mechanism may subserve these distortions of space in each modality.  
 
5.2.2 Introduction 
Rapid movements of the head or eyes towards novel or attention-grabbing stimuli 
is a basic orienting mechanism, characterised behaviourally by a fast reaction time and a 
high rate of motion. As the spatial acuity of the auditory and visual systems is sharpest in 
the frontal region, both senses rely on this mechanism to bring stimuli of interest into the 
high resolution zone of the spatial representation. Even when not reflexively driven by 
novel stimuli, head and eye movements inevitably form part of normal exploratory 
behaviour in visual and auditory environments. Studies have shown that the auditory 
system may use the dynamic acoustical cues produced by head motion to improve 
localisation accuracy in stimulus elevation (Perrett, 1997) and to resolve ambiguities in 
the binaural cues (Wightman & Kistler, 1999). Head motion, therefore, provides 
important information in creating an accurate auditory scene. An analogous behaviour 
exists in vision where the eyes saccade on average three times per second at high speed 
(>500°/sec), allowing the rapid foveation of visual stimuli within the field of view so that 
a detailed representation of visual space can be built up (Carpenter, 1988).  
 
One key aspect of visual saccades is that they are rapid, ballistic movements. 
Although not all orienting head movements are ballistic, rapid or reflexive head turns do 
fall into this category. A rapidly rotating head may approach speeds of 500°/sec or so, and 
given the significant mass of the head, the resulting high momentum of a head turning 
rapidly towards a target makes it effectively ballistic. Thus, rapid head turns and visual 
saccades share two common characteristics: both are orienting movements, and both are 
ballistic in nature. Interestingly, both kinds of movement also share a common neural 
substrate in the superior colliculus (SC), which is the key structure involved in the control 
of overt orienting of the eyes and head, as well as the covert orienting of spatial attention 
(Desimone, Wessinger, Thomas, & Schneider, 1990). Many units in the deep layers of SC 
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are bimodal audiovisual neurons with overlapping unimodal receptive fields (King & 
Palmer, 1985; Meredith, Nemitz, & Stein, 1987), ensuring a congruent spatial topography 
that allows orienting movements in both sensory modalities to work together. 
 
In the visual domain, the perceptual consequences of visual saccades have been well 
studied. Psychophysical studies have demonstrated that despite extremely fast retinal 
motion during saccades and an abrupt change in the scene imaged on the retina, visual 
stability can be preserved across the saccadic interval through two mechanisms: first, 
saccadic suppression of (Burr, Holt, Johnstone, & Ross, 1982; Burr, Morrone, & Ross, 1994) 
and second, anticipatory shifts of receptive field location (Ross, Morrone, Goldberg, & 
Burr, 2001). Saccadic suppression refers to the strong attenuation of visual processing 
during a saccade, particularly of motion processing, so as to suppress visual transients 
and visual blurring that would otherwise swamp visual perception (Bridgeman, Hendry, 
& Stark, 1975; Burr et al., 1982). It is easily demonstrated by the fact that one cannot see 
one's own saccadic eye movements when looking into a mirror. There are also 
anticipatory shifts in receptive field position during saccades that occur in the "peri-
saccadic" interval, beginning approximately 80 ms prior to the onset of the eye movement 
and lasting into the early portion of the saccade. These shifts have been well documented 
at various stages of visual processing and are thought to reveal the visual system in the 
process of remapping its spatial receptive fields to where they will need to be to maintain 
spatial correspondence after the saccade is executed (Duhamel, Colby, & Goldberg, 1992; 
Sommer & Wurtz, 2006).  
 
One consequence of anticipatory shifts in receptive field position is that it distorts 
visual space considerably in the peri-saccadic interval. It has been demonstrated that 
during the peri-saccadic interval the location of brief probe stimuli are misperceived as 
being closer to the saccade target than they actually are (Kaiser & Lappe, 2004; Ross et al., 
1997). This effect is bi-directional: not only are locations between the original fixation 
point and the new one shifted in the direction of the saccade toward the new fixation 
point, but probes beyond the new fixation point are misperceived in the opposite 
direction, back towards the new fixation point. One curious aspect of spatial compression 
in saccades is that it is only reported when a "perceptual" measure is used to indicate 
location, as in a verbal report of the perceived location of the stimulus, and not when a 
behavioural "action" is used (e.g., physically pointing to the probe location) (Burr et al., 
2001). Because rapid head motion and visual saccades are both important orienting 
behaviours that share a common neural substrate in the SC, it is possible that the spatial 
distortions in visual perception observed during visual saccades could potentially be 
observed in the auditory modality during rapid head motion. 
 
In the auditory domain, whether rapid head-turns would influence the stability of 
the acoustic image and localisation accuracy analogously to what occurs in vision with 
saccades is an open question. It is clear that the same kinds of problem would arise in each 
modality. For example, the potential for transients and smearing to distort perception 
during rapid head turns is one potential problem, as is the challenge of maintaining 
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spatial congruence around the head-turn interval when head-defined receptive fields 
have been rapidly re-located. Given that both kinds of movement are rapid, ballistic 
orienting movements sharing a common neural substrate in the SC, it is possible that 
perceptual effects similar to those occurring in visual spatial perception during saccades 
would also occur during rapid head turns, although to date this issue has scarcely been 
addressed. One study, using behavioural action to localise sounds, showed that 
localisation accuracy during head motion was comparable to conditions where the head 
remained stationary during stimulus presentation (Vliegen et al., 2004). Although this 
null result appears consistent with observations in the visual literature that visual 
distortions do not occur during saccades for action tasks, the more critical experiment 
would be to test whether spatial distortion effects do indeed occur for perceptual 
measures (as they do in vision). Another study examined a subject who presented with 
congenital ophthalmoplegia who compensated for their lack of eye movements by using 
"head saccades" to perform visual scans (Jackson, Newport, Osborne, Wakely, & Smith, 
2005) with no obvious adverse consequences on their auditory perception and with 
comparable localisation accuracy between 'head moving' and 'head stationary' conditions. 
In this case, however, the subject's head-turn speed was slow relative to the average speed 
of visual saccades (~50°/sec vs. ~400°/sec), so the results are not surprising.  
 
In the present study, our aim is to test for distortions of auditory spatial perception 
during fast, saccade-like head-turns (greater than 200°/sec), and to measure performance 
in a perceptual paradigm designed to reveal any perceptual distortions of space. To relate 
our findings to these previous studies, performance will be compared in "perception" and 
"action" response paradigms. Briefly stated, the design involves subjects turning their 
head rapidly to a target location, and then localising sounds that are presented at various 
spatial locations during the head turn.  
 
5.2.3 Results 
Data from the head tracker show that subjects' average head-turn speeds were 
much faster than in previous experiments (Jackson et al., 2005; Vliegen et al., 2004) with 
a mean velocity of 256°/sec and a maximum of 552°/sec, speeds that approach the eye 
movement speed in visual saccades (Ross et al., 2001). Reaction times to begin a head turn 
after the head-turn target was presented varied between 222 ms and 269 ms, which is 
similar to previous data (Jackson et al., 2005).  
 
In the "perception" condition, subjects' responses were obtained by averaging the 
last 10 trials from two Quest staircases (see Methods). As shown in Figure 5-1, these 
responses varied over a narrow range – between 1° and 3° – indicating a high response 
confidence. Overall, subjects perceived the probe stimulus location accurately in the 
control condition (where head position remained stationary). The mean localisation error 
varied between 1.6°±1° to 4.4°±4° and compared well with other studies on static sound 
localisation (Carlile, Leong, & Hyams, 1997). This was not the case, however, for test trials 
where the probe sound was presented just before a rapid head rotation. On these trials,  
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Figure 5-1 Data from the experimental conditions (A-C) and summary data (D). (A) Localization 
results comparing test and control conditions using the “perception” reporting paradigm. Each 
row shows the subjects’ perceived probe location for the control condition followed by the test 
condition (control underneath test), joined by arrows. Results are shown for actual probe 
locations at azimuth ±40° and ±20°, head turn target at ±30° with the arrows starting and 
ending at the mean of the distributions and the error bars representing the standard deviation. 
The abscissa shows the azimuth and the y-axis shows the subjects. The bottom row (shaded) shows 
the normalised results. (B-C) Data gathered from subjects responding with the “action” paradigm, 
using bimodal (B) and unimodal (C) stimulus pairs respectively, plotted in the same manner as in 
(A). (D) Summary results quantifying the spatial compression after combining all left and right 
hemisphere of the normalised data by mirroring symmetrically along the midline of 0° Az. The y-
axis shows the results of the three conditions while the x-axis showed the azimuth with the 
direction of head turn indicated by the grey arrow and the head turn Target at 30°. The error bars 
represent the standard error of mean. For the action-unimodal and action-bimodal conditions, 
subjects’ perception of the probe stimuli (20° and 40° Az) was biased towards the direction of 
motion. This head turn bias disappeared under the perception task, revealing a compression of 
spatial percept.   
 Perception during Self Motion ● Compression of auditory space during rapid head turns ● 78 
probe localisation data differed significantly from the control data for all four probe 
locations examined for subjects S2-S4 (±20° & ±40°), and for ±40° probes for subject S1 
[one-way ANOVA, p <0.005]. Although localisation was quite stable within subjects, there 
were slight localisation biases across subjects, as indicated by an overall shift in the 
perceived location of both control and test stimuli. To remove this bias the data were 
normalised by shifting each subject's data so that the median localisation position in the 
control condition was aligned with the actual probe position. These data were averaged 
across observers and are shown in the bottom (shaded) row of Figure 5-1A. Probe 
localisation between test and control trials for these averaged data were significantly 
different at all probe locations [one-way ANOVA, p<0.0005]. The difference between left 
and right hemisphere localisation was not significant for either control or test conditions 
(p>0.05). 
 
To determine whether this difference between test and control conditions 
corresponded to a "compression" of auditory space around the head-turn target 
(analogous to visual spatial compression found during saccades), we devised a measure of 
spatial extent we called "perceptual width". This is defined as the distance between the 
perceived locations for the 40° and 20° probes (right hemisphere), and between -40° and 
-20° probes (left hemisphere). If there were no distortion of auditory space, perception 
would be veridical and perceptual width would be 20° in each hemisphere. This is indeed 
the case in the control condition, where the mean perceptual width averaged over the left 
and right hemispheres was not significantly different from 20°, ranging from 18.2° ±1.4° 
and 22.2°±1.5°. However, in the test condition, perceptual width decreased significantly 
to between 8.8°±1.6° and 16.5°±1.6°, indicating a compression of auditory space of 
between 29% and 52% relative to the control value. Across the subject group, auditory 
spatial compression averaged 41%.   
 
It is likely that accurate localisation under dynamic conditions requires integrating 
information about head and body position. Previous studies have suggested that the 
vestibular system may influence localisation accuracy, with stimuli mislocalised in the 
direction of motion during whole body rotations (Getzmann, Lewald, & Guski, 2004; 
Lewald, Dörrscheidt, & Ehrenstein, 2000), while other studies have shown that head 
position relative to the body can also influence sound localisation (Getzmann, 2005). 
Furthermore, perceptual overshoot has been demonstrated when the subject's head was 
kept stationary while the stimulus moved (Króliczak, Heard, Goodale, & Gregory, 2006; 
Ungerleider & Mishkin, 1982). In the current experiment the stimuli were presented just 
prior to the head turn to ensure that the positions of the head and body were aligned, 
making it difficult to compare our results with these previous studies. However, it is clear 
that any systematic bias of this kind would be indicated by a unidirectional shift of the 
localisation means for both the ±20° and ±40° probes in the direction of head motion, yet 
this pattern is not evident in our data. Instead, as shown in Figure 5-1A, the slopes of the 
arrows connecting the probe localisation means for control and test trials at ±20° and 
±40° tilt in opposite directions, converging inwards towards the head-turn target of ±30°. 
This bi-directional effect is indicative of spatial compression, and is inconsistent with any 
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unidirectional effect predicted by the head-turn direction. In particular, the clear inward 
slope of the outer arrows in Figure 5-1A (at ±40°) is in the direction opposite what would 
be expected of dynamic localisation errors induced by head rotation. We conclude 
therefore, that our perceptual report paradigm revealed spatial compression effects due 
to rapid, ballistic-like, head motion.  
 
To examine whether auditory spatial compression effects will generalise to other 
types of response measure, and to allow comparison of the present results with the 
existing literature, we repeated a very similar version of the experiment using a 
behavioural "action" measure requiring subjects to indicate sound probe locations using a 
nose-pointing gesture. We also compared head turns to visual targets (bimodal action 
condition) with head turns to auditory targets (unimodal action condition). Results for 
the bimodal-action experiment are shown in Figure 5-1B, and several differences from the 
bimodal-perception data are apparent. First, the spread of probe localisation responses 
was greater (standard deviations ranged from 4° to 13°) and second, there was a general 
probe localisation bias in the head-turn direction. For the normalised data the test and 
control conditions were different (p<0.005) for all probe locations. In this case, and unlike 
the mislocalisation reported in the perception-bimodal data, the biases consistently 
follow head-turn direction for stimuli on either side of the head turn target (arrows in 
Figure 5-1B point away from 0°). To test for any compression of auditory space in this 
condition, we followed the normalisation procedure used in the bimodal-perception 
condition to align the data across subjects, and then measured the "perceptual width" 
between the ±20° and ±40° probe locations. There was no significant spatial compression 
in this bimodal-action condition. 
 
The same data analyses were conducted on the unimodal-action data (Figure 5-1C). 
Overall, the data from the unimodal and bimodal action conditions were very similar. In 
the head-turn condition, there was again a general localisation bias in the direction of 
head turn, and there was no significant compression of space (p>0.50). There was no 
significant difference between unimodal and bimodal for probe localisation in the control 
condition at any of the locations (one-way ANOVA; p>.50), showing that the sensory 
modality of the head-turn target is not a relevant factor. In contrast, when comparing the 
data between the action-bimodal and perception-bimodal experiments, there were highly 
significant differences (p<0.0001) in probe localisation for the head turn conditions for 
all but one location (20°), while probe localisation in control conditions did not differ 
between action and perception at any location (p>0.50). 
 
The results for all three conditions are summarised in Figure 5-1D combining 
normalised data from both left and right hemispheres. Clearly, responses from the action 
tasks exhibited a unidirectional shift along the direction of head movement (as indicated 
by the horizontal grey arrows) - this was true for probe locations (20° and 40°) on either 
side of the head turn target (30°). However, this disappeared under the perception task, 
where responses from both probe locations were drawn towards the head turn target. 
Importantly, the narrowing of the perceptual width in the test condition with respect to 
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the head static condition is an indication that our perception of auditory space is 
compressed during rapid head turns. 
 
5.2.4 Discussion 
This study was designed to examine auditory spatial perception during rapid head 
motion. The results demonstrated that, when using a perceptual measure of auditory 
location of probe sounds, the perception of auditory space was compressed just prior to 
rapid head motion for stimuli occurring in the peri-saccadic interval. A spatial 
compression on average of 41% was observed in most subjects with a tight confidence 
limit. Importantly, the narrowing of perceptual width was not simply due to an excessive 
mislocalisation in the direction of head turn. Rather, the compressive effect was bi-
directional, with subjects consistently mislocalising probes presented at ±40° against the 
direction of head rotation (Figure 5-1D). This compression of auditory space was not 
observed using an "action" measure to localise probe sounds. The motive for focusing on 
the peri-saccadic time interval in the current study was twofold: first, this is the period 
where spatial distortions are observed in visual saccades, and second, prior to head 
motion, the subjects' eye, head and body frames of reference are aligned. Our findings 
differ from those in a previous case-study report that found auditory spatial perception 
was characterised by mislocalisation away from the head turn target (Jackson et al., 
2005). This case study, using both action and perception measures, examined a subject 
who suffered from congenital ophthalmoplegia and who compensated for a lack of eye 
movements by making analogous head movements. No suggestion of compressive errors 
was found in this study, although there are several probable reasons that likely explain 
this. One is that the spatial range examined was rather small at just ±10°. Although this 
is appropriate for the typical magnitude of visual saccades, head movements are 
commonly many times larger than this. A second reason for the lack of spatial 
compression is that the velocity of the head turns was much less than those we used here, 
and certainly many times less than those typical of saccadic eye movements. In contrast, 
our study used much larger head movements (±30°) and fast, ballistic-like head turns that 
approximate visual saccadic behaviour. Given that the temporal window of saccade-
related spatial distortion is brief (Ross et al., 1997) and that dissociation of visual 
information between action and perception pathways appears to require rapid 
movements (Goodale & Milner, 1992), it would require a far higher head-turn velocity 
than the ~50°/s speed used in Jackson et al's study (Jackson et al., 2005) for compressive 
spatial errors to be revealed.  
 
The physiological basis for the compression of auditory space just prior to a saccade-
like head turn is unknown. In vision, it has been postulated that peri-saccadic spatial 
compression is due to anticipatory shifts in receptive field positions of various neurons in 
areas including lateral intraparietal area (LIP), the frontal eye field (FEF) and superior 
colliculus (SC) (Duhamel et al., 1992; Ross et al., 2001). These shifts are thought to be made 
on the basis of a corollary discharge of motor signals issued to move the ocular muscles 
and sent to visual spatial areas so that spatial maps can be updated to maintain continuity 
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when the eye arrives at its new position. Consequently, for a brief period before the eye 
movement has been made, units with shifted receptive fields erroneously indicate spatial 
signals to be shifted towards the saccade target (Ross et al., 1997). Recently, the neural 
connection relaying the corollary discharge necessary for these anticipatory shifts, from 
the SC through to the FEF via the mediodorsal nucleus has been reported (Sommer & 
Wurtz, 2006). As the SC contains bimodal neurons providing a potential common 
substrate for visual saccades and saccade-like head turns, it is possible that a similar 
corollary discharge mechanism also exists in the auditory system. Moreover, since the 
head is heavy and has high momentum once turning quickly towards a target location, 
rapid head-turns such as those we have used here can be considered as effectively 
ballistic, as visual saccades are known to be. Hypothetically, this anticipatory shift in 
auditory receptive field would be triggered when behavioural conditions similar to those 
of visual saccades occur, such as rapid reaction times and high-velocity head turns.  
 
Finally, we turn to the difference between the "perception" and "action" conditions. 
Our motive for contrasting these two measurement paradigms came from work on visual 
saccades showing that spatial compression is not observed if subjects reach out and point 
to the location of the probe stimulus (Burr et al., 2001). The absence of the compression 
illusion when behaviourally indicated may be related to functional differences between 
the dorsal and ventral processing pathways in the visual system (Goodale & Westwood, 
2004). Anatomically, these pathways are separated into a dorsal stream that projects from 
the SC and primary visual cortex to the posterior parietal cortex, and a ventral stream 
projecting from the primary visual cortex to the temporal lobe. It has been proposed that 
the dorsal and ventral streams subserve functionally distinct purposes in the visual 
system. Accumulating evidence suggests that the dorsal "action" stream is involved in 
rapid, real-time motor control, while the ventral "perception" stream is slower and 
mediates perceptual processing. One distinction between the pathways is that 
behavioural action appears not to be subject to perceptual illusions (Rauschecker & Tian, 
2000; Stein & Meredith, 1993) and Burr et al's., (2001) result of spatial distortions for 
perception, but not for action, fits into this dichotomy. 
 
Several factors led us to expect that perceptual and behavioural measures would 
produce a different picture of auditory space with rapid head turns, just as found in vision 
for saccade-related compression. Saccadic eye movements and rapid head turns are both 
ballistic spatial orienting movements that depend critically on the SC. As SC integrates 
spatial maps from the different modalities (Watson & Pelli, 1983), it suggests the 
likelihood of an integrated multisensory "action space". Therefore, we reasoned that 
spatial compressions revealed using a visual orienting task might also be revealed using 
an auditory orienting task. Given this prediction was confirmed, it is tempting to push 
these parallels further in the search for an explanation. In recent years, separate dorsal 
and ventral pathways have been found in the auditory system (Ahveninen et al., 2006; 
Alain, Arnott, Hevenor, Graham, & Grady, 2001; Morrone, Ross, & Burr, 2005) and they 
exhibit similar timing differences to those observed between the visual pathways (Alain 
et al., 2001). However, we are cautious about offering an account of our findings in terms 
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of dorsal and ventral pathways, analogous to vision. Neuroimaging has shown that dorsal 
regions subserve auditory localisation while ventral regions are involved in pitch 
processing (Morrone et al., 2005). In our experiments, for both "perception" and "action", 
the task was always localisation. Instead of a 'dorsal versus ventral' hypothesis, an 
alternative explanation of our results could be based on collicular versus cortical 
processing. The lack of distortion in the "action" condition may be due to the involvement 
of SC and its tight and early links with head movement control, while the spatial 
compression found in the "perception" condition may reflect a more sluggish response 
from the cortical areas of the dorsal "where" stream. 
 
In conclusion, this report presents psychophysical data showing that auditory 
spatial perception becomes compressed as a result of rapid, saccade-like head turns. At 
high speeds, head turns approach the speed of visual saccades and become ballistic, and 
spatial compressions are observed that parallel those seen in vision during saccades. The 
spatial compression occurs on both sides of the head-turn target such that brief probe 
sounds are mislocalised as being closer to the target than they truly are. The magnitude 
of this compression averaged 41% of the spatial extent estimated by localisation with the 
head stationary. We propose that auditory spatial compression, not seen in previous 
studies using low head-turn velocities and restricted ranges of movement, requires high 
velocities. We suggest the mechanism for this effect may be similar to that thought to 
underlie visual spatial compression and involve anticipatory spatial shifts of receptive-
field locations driven by a corollary discharge from the motor system issuing commands 
to the neck muscles controlling head position. Also similar to saccade-related spatial 
compression, spatial compression during head turns required a "perceptual" 
measurement paradigm rather than a "behavioural" one. 
 
5.2.5 Methods 
Subjects, stimulus and setup  
The experiments were conducted in a darkened anechoic chamber using a robotic 
arm capable of placing a sound source at any location (specified by an [azimuth, elevation] 
coordinate system) around a subject (radius 1 m) with a precision of better than 1°. 
Stimuli were presented on the frontal audio-visual horizon where 0° azimuth was directly 
ahead and positive azimuth to the right. Acoustic stimuli were delivered by a loudspeaker 
(Vifa D26-TG-35-06) mounted on the robotic arm and by two freestanding speakers 
(Tannoy System 600A) located 1.3m from the center of the chamber at (30°, -15°) and (-
30°, -15°). Visual stimuli were delivered using red light-emitting diodes (LEDs) located at 
(30°,-10°) and (-30°,-10°). Feedback was provided via centrally mounted green LEDs.  
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All sounds (whether targets or probes: see below) consisted of 10 ms Gaussian 
broadband white noise modulated by 0.5 ms raised cosine onset and offset windows at an 
average sound level of 75 dB SPL. When visual 
stimuli were employed as head-turn targets, 
they were 10 ms flashes from one of the red 
LEDs. A TDT DD1 system controlled the Vifa 
speaker and the LEDs while a RME 
Hammerfall-Multiface combination 
controlled the Tannoy speakers. The 
combined audiovisual stimulus delivery 
system was controlled with MATLAB 
software (MathworksTM). The timing of the 
auditory and visual components were 
carefully calibrated and verified with 
reference recordings measured at the center 
of the anechoic chamber using a B&K ¼" 
sound field microphones and photodiodes 
connected to an oscilloscope (Hameg HM407 
Analog/Digital). The subjects' head motion 
was sampled using a head-mounted 
magnetic tracker (InterSense IC3) which 
sampled every 12 ms.  
 
The data were collected from 4 male 
subjects in the "perception" paradigm and 3 
other naive subjects (2 males and 1 female) 
performed the "action" series of experiments. 
All subjects (aged between 21 to 40) had 
normal hearing by audiometric testing and 
were well-trained in using the nose-pointing 
gesture to localise auditory stimuli (see Carlile 
et al for a review of the nose pointing 
localisation task (Carlile et al., 1997). 
 
Experimental design  
Subjects stood on a platform in the centre of the anechoic chamber at a calibrated 
central start position defined by intersecting orthogonal lasers. At the beginning of each 
trial they were asked to fixate their eyes and point their nose at (0°,0°) as indicated by a 
green LED. Head positioning was verified using the head tracker system. After a random 
interval, a stimulus indicating the head-turn target location was played at one of the 
Tannoy loudspeakers (head-turn targets were always either +30° or -30° in azimuth) and 
subjects had to rotate their heads rapidly to localise the source (using nose-pointing) 
while keeping their body still. At various spatial and temporal offsets relative to the head-
Figure 5-2. Stimulus presentation time line and subject 
head turn trace. The top panel shows a recording of a 
subject’s head turn during an experiment. The target 
stimuli were at azimuth ±30°. The bottom panel illustrates 
the stimulus presentation in relation to the head turn 
profile. Subjects were asked to fixate at (0°,0°) and begin 
moving their heads at the presentation of the head turn 
Target. The dotted line represents the time at which the 
subject’s movement began. After a variable ISI, the Probe 
stimulus was played, and in the case of the experiments 
using the “perception” reporting paradigm was 
immediately followed by a comparison stimulus.  
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turn target stimulus, a probe stimulus was played using the loudspeaker on the robot arm 
(see Figure 5-2). Subjects were then asked to localise the position of the probe stimulus 
(see below). To ensure that subjects made head rotations towards the target as rapidly as 
possible, training sessions were conducted prior to the experiment in which subjects' were 
provided with feedback showing their head turning profiles after each trial. The feedback 
emphasised two behavioural metrics– reaction time to initiate the head turn, and the 
speed of head rotation. During training, subjects adjusted their head turning to minimise 
the response time and maximise the rotation speed.  
 
"Action" and "Perception" paradigms  
In the "action" paradigm, subjects were required to identify first the head-turn 
target location (by pointing their nose at it) followed by the probe location, with the 
indicated positions recorded via the head tracker. The method of constant stimuli was 
used and both spatial and temporal offsets were examined. Spatially, probe positions 
varied in azimuth in the range ±10° around the target locations in 10° intervals (-40°, -
20°, +20°, +40°). Temporally, the ISI between target and probe stimuli was varied over 
four levels to examine the time period just before the head turn began. The ISIs were 
chosen for each subject to optimally span this pre-turn period based on the distribution of 
their head-turn reactions times obtained during the training sessions. Each condition was 
repeated 10 times resulting in 320 trials for each subject (4 spatial variants x 4 temporal 
variants x 10 repeats x 2 hemisphere). These trials were divided into a series of four 
sessions, each lasting approximately 20 minutes. In the action paradigm, two types of 
head-turn target were compared: visual targets and auditory targets. In each case, the 
targets were located at either +30° or -30° azimuth. Visual targets were brief flashes from 
a red LED ('bimodal' condition), while brief white noise bursts (see above) served as 
auditory targets ('unimodal' condition). For both "action" conditions, probe localisation 
data were compared against a no-turn control condition in which the subjects' heads 
remained stationary throughout the stimulus presentation. 
 
For the purposes of data analysis, we only analysed trials in which the probe was 
presented prior to the moment when the head turn began. This pre-turn period, bounded 
by the presentation of the head-turn target but before the movement has begun, is 
analogous to the "peri-saccadic" interval in visual saccades when spatial compression is 
maximal. To determine when the probe was presented with respect to the initiation of the 
head turn, subjects' head-turn profiles were analysed post-hoc and the moment when the 
head position first departed from the start position was determined. This post-hoc 
analysis also allowed us to ensure that the behavioural metrics were within the range 
expected for each subject based on their training data. Trials were deleted if response 
times or head-turn speeds were slow, as were trials where subjects pre-judged the 
direction of turn (indicated by abnormally short response times). Interestingly, subjects' 
localisation responses sometimes indicated a order reversal (similar to those mentioned 
in (Lewald & Karnath, 2000), in which the location of the probe was indicated first and 
that of the head-turn target second. These responses were removed for this study and will 
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form the basis for future research.  
 
In the "perception" paradigm, subjects turned to indicate the target position at +30° 
or -30° with a head turn, as in the "action" condition, but the location of the probe sound 
was indicated perceptually, relative to the location of a second "comparison" sound that 
was played shortly after the probe. To avoid confusion and possible interference between 
sounds, the head-turn target in the perception condition was always a red LED (i.e., a 
'bimodal' condition). In the "perception" condition, subjects remained with their head 
oriented towards the head-turn target, and indicated whether the comparison stimulus 
that followed the probe stimulus was perceived as being to the left or to the right of the 
probe, using button presses to indicate their percept. The spatial separation between the 
comparison and probe stimuli was varied adaptively using Quest (an adaptive staircase 
procedure, ( Lewald & Karnath, 2001)) that terminated after 20 trials. At each probe 
location two Quest staircases were measured to examine spatial distortion on both the left 
and right sides of the probe. In order to reduce subject expectation bias, both Quests ran 
concurrently and were randomly interleaved. Based on results from our pilot experiments 
which suggested that a target-to-probe separation of ±10° azimuth produced quantifiable 
results, the probe stimuli in this experiment were located at ±40° and ±20°, being ±10° 
around the target locations. The ISI between target and probe was individually set for each 
subject to examine the peri-saccadic interval at approximately 50 ms before the onset of 
head rotation. To ensure that subjects' head turns were within their behavioural norm, 
each Quest trial was analysed after each stimulus presentation. Trials where the head-
turn rate or response times were slower than the individuals' statistical norm by greater 
than a standard deviation were not accepted (and the data not included in the evolving 
Quest staircase) and an extra trial was run at the end of the session. Overall, each subject 
performed 160 trials, divided into two sessions each lasting approximately 15 minutes. 
As in the two "action" conditions, probe localisation data in the "perception" condition 
were compared against a no-turn control condition.  
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6 Perception of Source motion during Self 
Motion 
Broad aim: To examine auditory head tracking behaviour and to establish performance 
baselines quantifying its limits, speed and accuracy, and to lay the groundwork for future 
research in the area.  
 
6.1 Rationale 
Studies described thus far have probed different aspects of self and source motion 
separately. In this final study, we will explore the auditorimotor interactions of 
concurrent self and source motion by asking subjects to track moving sources with their 
heads. Performance in such a behavioural task can provide insight into the functioning of 
the entire neural axis along the sensorimotor feedback loop. A typical example involves 
head tracking of a moving target. In audition, Beitel (1999) examined acoustic pursuit in 
cats (Beitel, 1999), using gated rectangular pulses as targets that moved at 16°/s and 
12°/s. At these slow speeds, the cat's tracking profile showed a large initial orienting 
response, followed by a series of small stepwise head movements about the target but 
showed no sustained smooth pursuit type response. Beitel (1999), suggested that this 
limited response was likely a form of instantaneous localisation rather than continuous 
motion tracking. The seven adult cats used in the study had normal hearing but optic 
nerves were surgically sectioned, as such, were only able to make use of auditory inputs. 
To our knowledge, currently there is no systematic analysis of auditory head tracking 
response in humans.  
 
In vision, a substantial body of research have explored eye tracking behaviour in the 
form of smooth pursuit eye movements (SPEM, see Eye Movements, section 2.6.1 above; 
Kowler, (2011)). Like head tracking, SPEMs are also engaged voluntarily and used to 
ensure moving targets are maintained on the fovea. Failure in smooth pursuit in 
schizophrenia was first noted by (Holzman et al., 1974), where rapid saccadic movements 
were observed to superimpose on the slower pursuit movements across 35 patients 
suffering from different schizoaffective diseases. Since then a large number of studies 
have reported similar findings (see Calkins, Iacono, & Ones, 2008; Lencer, Trillenberg-
Krecker, Schwinger, & Arolt, 2003; Levy, Holzman, Matthysse, & Mendell, 1993; Levy, 
Sereno, Gooding, & O'Driscoll, 2010; Gillian A O'Driscoll & Callahan, 2008). It has been 
suggested that a deficit in visual motion perception underlies this abnormal behaviour 
(Chen et al., 1999; Hong et al., 2009). However, recent work has shown that it may be a 
consequence of failure in the efference copy mechanisms that can be generalised to 
patients with schizophrenia (Spering, Dias, Sanchez, Schütz, & Javitt, 2013). In studies of 
SPEM, it is common to analyse the tracking behaviour based on a number of different 
metrics, including onset, gain and tracking error. Each metric is associated with a 
different facet of motion processing. Onset error occurs at the time of movement 
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activation, and as such, does not reflect sensorimotor feedback error per se', but rather 
deficits in motion perception and prediction. On the other end, gain and tracking error are 
defined post movement onset and can be used as a measure of sensorimotor feedback 
accuracy. Whether similar errors will be observed in auditory head tracking in patients 
with disorders in motion perception or efference feedback pathways remain unknown. 
Apart from SPEM studies where a subject’s head remained stationary, more recent studies 
have begun to explore the scenario where the eyes and head move together (see 2.6.3 
above; Ackerley & Barnes, 2011; Mann, Spratford, & Abernethy, 2013). The difficulty in 
tracking both eyes and head outside the visual field of view have limited such studies to 
ranges within ±40° azimuth.  
 
Apart from a lack of knowledge on auditory head tracking behaviour, there is also a 
dearth of studies exploring head tracking of moving bisensory auditory-visual targets. A 
number of previous experiments have explored whether a combination of auditory and 
visual information will improve performance in motion extrapolation (Wuerger, Meyer, 
Hofbauer, Zetzsche, & Schill, 2010) and affect velocity perception (Bentvelzen, Leung, & 
Alais, 2009). Wuerger et al., (2010) asked subject to estimate the arrival time of a target 
moving at velocities ranging from 17°/s to 47°/s. There, they found improvement in 
subject response, in the form of a significant reduction in variance, that was consistent 
with an optimal integration of visual and auditory velocity information. In the study by 
Bentvelzen et al., (2009) we tested whether velocity perception of bisensory targets also 
followed a maximum likelihood estimation (MLE) model. By adding noise to the auditory 
and visual targets, we were able to affect the reliability of the individual components. The 
results confirmed that velocity perception of the bisensory targets closely matched 
predictions from the MLE model, as long as the component auditory and visual stimuli 
were similarly weighted. Still, it is unclear how subjects will perform when tracking a 
bisensory target compared to auditory and visual sources alone.  
 
These issues lead to the third problem statement in this thesis: 
There is a lack of performance baselines quantifying auditory head tracking 
behaviour. Also, it is unclear whether cross modal interactions will occur when tracking 
a bisensory target.  
 
We addressed this question in a behavioural study described in the next section. It 
was published originally as 
 
Leung, J., Wei, V., Burgess, M., & Carlile, S. (2015). Head Tracking of Auditory, Visual, and 
Audio-Visual Targets. Frontiers in Neuroscience, 9, 1627.  
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6.2 Head Tracking of Auditory, Visual and Audio-Visual 
Targets 
 
6.2.1 Abstract 
The ability to actively follow a moving auditory target with our heads remains 
unexplored even though it is a common behavioural response. Previous studies of 
auditory motion perception have focused on the condition where the subjects are passive. 
The current study examined head tracking behaviour to a moving auditory target along a 
horizontal 100° arc in the frontal hemisphere, with velocities ranging from 20°/s to 
110°/s.  By integrating high fidelity virtual auditory space with a high-speed visual 
presentation we compared tracking responses of auditory targets against visual-only and 
audio-visual "bisensory" stimuli. Three metrics were measured – onset, RMS and gain 
error. The results showed that tracking accuracy (RMS error) varied linearly with target 
velocity, with a significantly higher rates in audition. Also, when the target moved faster 
than 80°/s, onset and RMS error were significantly worse in audition than other 
modalities while responses in the visual and bisensory conditions were statistically 
identical for all metrics measured. Lastly, audio-visual facilitation was not observed when 
tracking bisensory targets.  
 
 
6.2.2 Introduction 
Motion tracking is a fundamental behaviour that incorporates motion processing 
with feedback from the sensory systems including auditory, visual and vestibular 
information. Everyday examples include tracking (and avoiding) a fast moving vehicle or 
following and predicting the trajectory of an incoming pitch of a cricket ball (Mann et al., 
2013). This is commonly associated with gaze control in vision and substantial research 
has examined the underlying visual-vestibular interactions (Ackerley & Barnes, 2011; 
Cullen, 2012). Such work has yielded important insights into a number of head motor 
control deficits such as cervical dystonia (Shaikh, Wong, Zee, & Jinnah, 2013) and 
efference copy malfunction in schizophrenia (Levy et al., 2010). In the real world tracking 
behavior is not restricted to vision alone. In particular, moving objects are rarely silent 
and auditory input can be important in a multisensory context or even critical in a 
unisensory situation, such as tracking a fast moving car in the dark or following a wasp 
buzzing around our heads. Yet our understanding of this simple behavior in audition is 
limited.  
 
We are aware of only 2 studies: Beitel (1999) and Scarpaci (2006), that have 
examined head tracking of moving sound. Beitel (1999) studied the dynamics of auditory 
tracking in cats by recording their head motion when tracking a series of clicks emitted 
by a speaker rotating at 12°/s or 16°/s. Using cats with optical nerves that were sectioned 
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to eliminate visual involvement, the cats reacted to moving sounds in two phases: 1) a 
rapid head orienting response to localize the target followed by a 2) a maintenance phase 
that consisted of a succession of stepwise movements involving cycles of overshoot-and-
pause, which ensured the target was close to the midline. This response has a passing 
resemblance to the visual pursuit of acoustical targets and is suggestive of a series of 
stepwise localization tasks. (Scarpaci, 2006) examined the head tracking accuracy of 
auditory stimuli in humans as a means to verify the accuracy of a real-time virtual 
auditory space (VAS) rendering system. The subjects were asked to track a band-limited 
stimulus filtered with non-individualized head related transfer functions (HRTF) that 
moved around the head in a pseudo-random manner. The time lag of the head tracker was 
varied, demonstrating that tracking error increased as a function of head tracker delay. 
These two studies provided glimpses into auditory tracking behaviour and highlighted 
various methodological challenges. However, to understand the underlying sensorimotor 
feedback mechanisms, there needs to be a clearer picture of the behavioural norms and 
biological constraints involved in auditory tracking.  
 
In this study, we systematically examined auditory head tracking over a wide range 
of stimulus velocities. By combining individualized virtual auditory space and real time 
head tracking, we rendered realistic auditory targets that were perceived to be moving 
externally around the subject (source motion), while creating a cohesive auditory space 
by constantly monitoring and correcting for subjects' own head movements (self motion). 
Unlike vision, there is a lack of evidence for the existence of low-level auditory motion 
detectors in audition and the prevailing notion is that a form of "snapshot" processing 
facilitates motion perception (Grantham, 1997). This suggests that in a tracking task 
subjects can compare the positional differences between head and target locations in each 
"snapshot" window and correct their trajectories accordingly. It is uncertain, however, if 
"binaural sluggishness" that is inherent in auditory spatial processing, may limit the rate 
at which subjects can accurately track a moving target (Grantham & Wightman, 1978). 
Likewise, the biomechanics of head movement may impose a ceiling on the velocity at 
which subjects can accurately control their head rotations. Also, of interest is whether 
subjects' performance will differ between audition and vision tracking, given the 
differences in mechanisms underlying motion processing. As such, we will compare the 
auditory responses to a control condition that asked the subjects to track a moving visual 
target in the dark at identical speeds and trajectories. Lastly, by integrating the auditory 
and visual presentation systems, we were able to examine a "bisensory" condition using 
spatially aligned auditory and visual targets. Previous work has shown that cross modal 
interactions can affect audio-visual motion perception even though the spatial acuity of 
vision is superior to audition (Schmiedchen, Freigang, Nitsche, & Rübsamen, 2012; 
Wuerger et al., 2010) 
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6.2.3 Materials and Methods 
Subjects 
Six volunteers (2 females and 4 males, ages 24-50) participated in this study. This 
cohort was drawn from within the University of Sydney student pool, and with the 
exception of one subject, was naïve to the task. All subjects had normal or corrected vision 
and normal hearing as tested under clinical audiometry (up to 8 kHz); furthermore, none 
of the subjects reported previous history of cervical dystonia, related neurological 
deficits, difficulties in head movements or neck stiffness. All participants provided 
written consent in accordance with ethics requirements approved by the University of 
Sydney Ethics Committee. 
 
System Description 
The tracking system recorded the subject's head motion in near real-time as they 
tracked a moving auditory, visual or audio-visual object by pointing their nose. The 
system was based on software written in MathworksTM MATLAB 2009b and 2013a 
running on a Windows PC (Xeon Quad core) that integrated InterSense IC3 and IC4 head 
trackers, RME Fireface 400 audio interface and a programmable LED array for visual 
display (see component descriptions below). System latency was minimized by delegating 
essential operations to the hardware components. Software interfaces that were written 
and compiled to ensure minimum latencies were also used. The system used the native 
system timing commands to achieve an average of 2 microseconds resolution. The 
maximum system latency to execute each program cycle was 2.5ms (see Auditory 
stimulus section). The head tracker had a maximum update rate of 180Hz and rated to 
angular speeds of 1200°/s.  
 
Auditory Stimulus 
VAS Generation 
Individualized virtual auditory space (VAS) was used to create the moving auditory 
stimuli as this has numerous advantages over traditional methods such as movable 
speakers and stereo balancing with speaker arrays. It generates no mechanical noise when 
moving, can be moved at speeds of over 100°/s and produces no acoustical transients on 
activation. Instead, it provides a high degree of flexibility in setting the parameters of 
motion, with fine-grained control over path, velocity and acceleration. Here, broadband 
white noises were filtered with the subject's HRTFs that were recorded at 1° spatial 
intervals (see below). To ensure a smooth transition between positions, the post-
conditions of the previous filtering output stage were interpolated with the pre-
conditions of the next stage. Traditionally, VAS delivered over headphones has a head 
centered frame of reference, where the locations of the stimulus shift in accordance with 
head position. In order to decouple the auditory ("source") frame from the head ("self") 
frame of reference, the system computes the difference between the actual sound and 
current head location (based on the head tracker output). A stimulus can then be 
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generated that accounts for the orientation of the head. In practice, by regularly 
monitoring the head position and adjusting the location of the target to compensate for 
any movement, a perceptually static source can be produced. For a sound that is moving, 
provided that the subject maintained perfect head tracking of the source location, the 
sound will maintain a fixed spatial location in front of the subject's head. In this 
experiment, velocity was manipulated based on the duration of sound (in milliseconds) 
per degree of movement. In this context, it is essential that a precise sampling resolution 
be maintained otherwise a "slippage error" will occur, where the stimulus position is 
corrected erroneously by a delayed head position sample. Timing measurements of the 
core stimulus generation code showed an average execution time of 2ms ± 0.5ms for each 
cycle consisting of the following main steps: (1) head position sampling from the head 
tracker, (2) frame of reference correction and (3) HRTF filtering and delivery. Each cycle 
was delimited by the length of the stimulus at each position (e.g. a 100°/s moving 
stimulus will have a 10ms time cycle and a 50°/s stimulus will have a 20ms cycle). While 
this may present a situation where sampling time increased when stimulus velocities 
decreased, care was taken to ensure that the sampling resolution is better than the 
sensory threshold. Previous work by (Brungart, Kordik, & Simpson, 2006) established that 
head tracking latency in excess of 73ms will lead to a decrease in localization accuracy for 
static targets and that a 30ms latency is perceptually irrelevant. As such, for velocities 
slower than 50°/s the system subsample space by halving the sampling time; for example, 
with the lowest stimulus velocities of 20°/s, the sampling time will be 25ms rather than 
50ms. Subjects were asked qualitatively about their perception of the stimulus: 1) 
whether the targets were externalized outside their heads, 2) were there any apparent 
change in sound quality such as jitter and jumps during source and self motion. All 
subjects reported that the tracking and presentation system rendered a smooth and 
externalized auditory space.  
 
HRTF recordings 
Head related transfer functions (HRTFs) were recorded individually for each subject 
using a "blocked-ear" recording technique (Møller, Sørensen, Hammershøi, & Jensen, 
1995). Subjects' ear canals (outer portion) were sealed with a mould made with dental 
extrusion gel that was used to hold the recording microphone (Knowles FG23329). Then 
subjects were seated in an anechoic chamber of size 64m^3 with a 99% sound absorption 
above 300Hz. Inside the anechoic chamber, a semicircular robotic armature system can 
move a speaker (Audience A3, apex mounted) to any location in space (above −40° 
elevation) 1m away from the participants head (described in detail in Carlile et al 1997). 
Prior to the recording the subject's head was aligned with two lasers mounted on the 
robotic arm. A single pole coordinate system describes space, where the right hemisphere 
goes from 0° to 180° Az and positive elevations describe positions above the audio-visual 
horizon. HRTFs were recorded at 1° intervals along the audio-visual horizon using a 1s 
exponential sine sweep (Fontana & Farina, 2006). In order to reduce the recording 
artefacts from inadvertent head movements, a head tracker (InterSense IC3) was used to 
continuously monitor the subject's head position. The automated recording procedure 
paused whenever head motion was detected. This system was controlled by a Windows 
 Perception of Source motion during Self Motion ● Head Tracking of Auditory, Visual and Audio-Visual Targets ● 94 
PC running MATLAB 2009b with a RME Fireface 400 audio interface.  
 
Playback 
A pair of Sennheiser HD650 open-back circumaural headphones were used for VAS 
playback and its transfer function was also recorded for each subject in the same anechoic 
environment. Five repeat headphone calibration recordings were made where the 
subjects were asked to remove and re-seat the headphones. The average of the five 
recordings was taken as the calibration recording (Pralong & Carlile, 1996). Prior to 
stimulus generation, the calibration recordings of the microphone and headphones were 
removed from the HRTF recording using the Kirkeby inverse (Fontana & Farina, 2006). 
The fidelity of the individual's recording was verified via a series of virtual space 
localization experiments (see Results). 
 
Visual Stimulus 
Apparent visual motion was generated using a high density LED strip containing 
100 equally spaced red LEDs mounted on a semicircular wooden frame of 1 m radius. Each 
of the LEDs was individually controlled via a WS2801 integrated controller. This LED strip 
was connected to the tracking system via an Arduino Mega2560 platform and a custom 
MATLAB software interface. By pulsing each LED sequentially, apparent visual motion 
was created appearing as a short line segment moving in the direction of motion. In this 
experiment, the velocity of motion was controlled by varying the on-off time of each LED. 
To ensure the correct velocity was attained, the system was calibrated using two photo 
diodes placed at various locations along the path. By measuring the time difference 
between the excitation of the diodes we were able to check the actual stimulus velocity. 
Output from these photo diodes was recorded and measured using a digital oscilloscope 
and also sampled via an analog-digital converter. Repeated measurements were made at 
different locations under various velocities and the deviations were within 1°/s.  
 
Audio-Visual "Bisensory" Stimuli 
A stimulus containing both moving audio and visual components was created by 
presenting the moving sound and apparent visual motion in synchrony (Sankaran, 
Leung, & Carlile, 2014). Particular care was taken to ensure accurate spatio-temporal 
synchrony between the two modalities by calibrating and comparing the output of the 
photo-diodes (see above) with an auditory calibration stimulus at each velocity. A number 
of calibration positions were taken. Photo diodes were placed at these positions on the LED 
array. In audition, pure tone pips of 10ms were embedded in the broadband noise, at 
temporal offsets that corresponded to these calibrating positions. The output of the 
photo-diodes and auditory stimulus were looped back into the RME Fireface interface to 
ensure that no samples were dropped in the recording process. By comparing the 
activation time of the photo-diodes with the position of the 10ms tone pips, we were able 
to synchronize the auditory and visual stimuli.  
 
 Perception of Source motion during Self Motion ● Head Tracking of Auditory, Visual and Audio-Visual Targets ● 95 
 
Experiments 
Localisation Validation 
The fidelity of the HRTF recordings was validated by a series of localization training 
and test sessions under free field and VAS conditions (Jin, Corderoy, Carlile, & van Schaik, 
2004). In the free field, subjects were given a series of training sessions where they were 
asked to point their noses towards a static 150ms noise source (broadband white noise) 
positioned randomly in space. Auditory and visual feedback was provided and subjects 
were reminded to use their noses rather than eyes for pointing to the perceived location. 
After the subject gained proficiency in the task, localization accuracy was tested in a series 
of 5 localization sessions that provided no feedback. Each session consisted of 76 positions 
conducted inside the anechoic chamber in the dark.  
 
In the VAS condition, sounds were generated by filtering a broadband noise burst 
with the individual's HRTF filters and presented over headphones. The set of locations 
presented were chosen from the tracking experiments at ±50°, ±35°, ±20° ±10°, ±5, ±2 
and 0° Az along the audio-visual horizon. Two forms of localization tests were performed: 
1) static short burst noise (head fixed) and, 2) sustained sounds with head movement 
(head free). In the head fixed condition, a 150ms noise burst was presented while subjects' 
head remained fixed in front (as recorded by the head tracker), this is identical to the free 
field training and testing condition. In the head free condition, a 3s noise was presented 
during which the subjects were free to move their heads. Since the tracking system 
continuously compensates for subjects' head movement, subjects' perceived the target as 
fixed at the simulated location in space.  
 
Motion Target Tracking 
The aim of this experiment was to examine the ability of subjects to track a moving 
stimulus with their heads between ±50° Az (frontal hemisphere, audio-visual horizon) at 
speeds from 20°/s to 110°/s at 10°/s intervals for both left and rightward moving objects. 
This 100° maximizes the 
tracking radius while 
maintaining a comfortable 
neck turn range (see Figure 
6-1) Subjects were seated in 
the center of a light-
attenuated dark room, and 
their initial position was 
calibrated using two 
guiding lasers. Ten training 
trials were presented in 
each session to familiarize 
the subjects with the task 
and stimulus. Subjects 
Figure 6-1 Schematic diagram of the head tracking experimental 
setup. Subjects fixate towards a LED located on either ±50°Az, 
depending on direction of motion. The target will begin moving at 
±90°Az, providing a 40° run-up section. 
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began by fixating to one of the two LEDs at +50° or -50°, this maximizes the tracking 
radius while maintaining a suitable neck turn range (see Figure 6-1). The stimulus onset 
started at ±90°, giving a 40° "run-up" arc where the subjects were asked to keep their head 
stationary. This provided the subjects with the opportunity to estimate the velocity of the 
stimulus. They were instructed to start tracking only when the stimulus reached the 
location of the fixation light, and ensure that their nose was pointing to the stimulus at 
all times during the trial. The fixation light at the tracking end point was lit up as an 
indication that the trial was complete. 
 
Three separate experiments examined auditory, visual and auditory-visual 
tracking performance. For each experiment, the 10 velocities were presented randomly 
with 10 repeats for each velocity and direction totalling 200 trials. These were divided 
into 4 blocks of 50 trials. The direction of motion alternated each trial. A single block took 
approximately 5 minutes to complete and a short break was provided between blocks to 
avoid fatigue. 
 
Data Analysis 
All statistical analysis was conducted using a combination of MATLAB 
(MathworksTM) and Prism (GraphPad) software. Unless otherwise stated, ANOVA with 
multiple comparisons were Tukey corrected and confidence intervals of the group means 
were derived from a non-parametric bootstrap with replacement (N = 1000).  
 
The three metrics analysed were onset error, RMS error and gain. These were 
calculated from a subject's head movement trace, from the point of head movement onset 
to the end of tracking (see Figure 6-2). 
The onset position was estimated 
using the "knee point" in the head 
movement traces. This knee point 
was calculated using a bisected linear 
fit that minimized the fitting error of 
two line segments. Simply, a bisection 
point was arbitrarily defined (near the 
beginning of the head tracking trace), 
and then sequentially moved along 
the trace. At each increment two line 
segments were fitted and the knee 
point was the bisection point that 
minimized the sum of errors of the 
fits. Post-hoc visual checks of the 
analysis showed that this method was 
robust and incorporated the head-
resting tremor during fixation.  
 
 
Figure 6-2 Schematic diagram of an individual head tracking 
trace overlaid with target motion, showing how gain, RMS and 
onset errors are calculated. 
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6.2.4 Results 
Localisation Control 
Figure 6-3 shows each subject's responses of 
actual versus perceived azimuth averaged across five 
repeat measures. The results showed a tight 
distribution of responses in the frontal region (-5° to 5°) 
under both head fixed (Figure 6-3a) and head free 
(Figure 6-3b) conditions. As expected, localization 
accuracy decreased in the head fixed condition as the 
target azimuth moved further to the sides, as illustrated 
by the increased variances in Figure 6-3a at target 
azimuths >±20°. This was not observed in the head free 
condition (Figure 2b). Overall, subjects performed 
consistently and accurately. Pooled across subjects and 
the 13 target azimuths, the average localization error 
was 4.6° with STD of ±1.8° and 3.9° with STD of ±1.4° 
for head fixed (Figure 6-3a) and head free (Figure 6-3b) 
conditions respectively.  
 
Tracking Analysis 
The fast sampling rate and high spatial sensitivity 
of the recording system generated a highly redundant 
data set for each trial, as such, before data analysis, the 
"raw" recorded traces were quantized to 0.5° (from 
0.03°, the head tracker resolution). Figure 6-4 shows 
examples of the quantized head tracking responses for 
auditory (blue), visual (red) and bisensory stimuli 
(green), for one subject comparing between a slow 
(30°/s) and fast velocity (110°/s). Qualitatively at 
30°/s, tracking responses all followed the general shape of the ideal curve with 
insubstantial differences between the three stimulus conditions. At 110°/s however, 
there was an increasing lag in head movement initiation that lead to substantial "under 
turn" from the ideal response that was most evident under the auditory only condition. 
Three metrics were used to quantify this tracking behaviour: 1) onset error, 2) RMS error 
and 3) gain. All results shown combined the leftwards and rightwards motion, pooled 
across the 6 subjects.  
 
Onset 
Figure 6-6 shows the onset error versus target velocity, defined as the target 
position relative to head movement onset, with positive values indicating a lag in head 
onset. It is clear that visual and bisensory responses followed the same trend. A 
Figure 6-3 VAS Localization results 
comparing between perceived and actual 
azimuth in head fixed (2A) and head free 
(2B) conditions. Responses from all subjects 
are shown with error bars representing 95% 
CI.  
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comparison of nonlinear regression models confirmed the null hypothesis that results 
from both modalities can be accounted for by a single model (p = .166, F(4,112) = 1.7). 
Importantly, a comparison between simple linear and segmented regression rejected a 
simple linear fit, instead favouring a two segment model (p = .007, F(2,56) = 5.5) with an 
inflection point at 87°/s (95% CI [77,90], R2 = 0.91).  
 
  
Figure 6-4 Example head tracking traces for one subject tracking targets moving at 30°/s and 
110°/s. Rightward head motion is shown for the positive Y axis and time is plotted on the X axis. In 
all cases the head position averaged across 10 trials was shown with the standard deviation shaded 
in grey and the dotted line marking the ideal response. All three targets modalities are shown – 
auditory (blue), visual (red), bisensory (green).  
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The line segments were: " = 0.024( + 2.4, for ( < 87°/s,  and " = 0.25( + 4.5 for ( > 87°/s 
While the mean onset error between target speeds of 20°/s to 80°/s was 3.08±0.83°.  
However, performance in the auditory condition differed significantly when 
compared to visual and bisensory conditions (p < .001, F(4,112) = 42). While a 2 segment 
linear fit was still preferred, the inflection point was significantly slower at 68°/s (95% CI 
[55,82], R2 = 0.98).  
 
The line segments were: " = 0.19( − 10, for ( < 68°/s, and " = 0.45( + 2.9, for ( > 68°/s 
 
This showed that when tracking the slower moving sounds (<60°/s) there was a 
tendency for subjects to move their heads too early - before the target even arrived at the 
fixation point. Further, a multiple comparison analysis showed that between 60°/s to 
80°/s, there were no significant differences in onset error between the modalities. For 
target velocities outside this range, auditory performance significantly decreased (see 
Table 1, Appendix 3, Supplementary). 
 
RMS Error 
RMS error was calculated by a point-by-point comparison of the target position 
against the subject's head position using the following equation: 
 ./0	23343 = 		 5267(926:	;4<6=>47? − @63A2=	;4<6=>47?)C 
 (The 40° "run up" arc of the target movement was excluded from the calculation). 
 
Figure 6-5 compares RMS error against target speeds. A comparison of nonlinear 
regression models again showed that visual and bisensory results can be represented by 
the same line fit (p = 0.54, F(2,116) = 0.63, R2 = 0.88) of: . Whereas, the nonlinear 
regression model for audition was significantly steeper (p < .001, F(2,116) = 43, R2 = 0.93) 
with a fit of: . A multiple comparison analysis between modalities and velocities 
highlighted that RMS error did not differ substantially between modalities from 20°/s to 
70°/s, but diverged for the faster speeds in auditory tracking (see Table 2, Appendix 3, 
Supplementary). At 110°/s, there were highly significant differences between audition 
and the other modalities, with mean difference of 11.0, 95% CI [5.82, 16.1] (Auditory vs 
Visual, p < .001) and 9.72, 95% CI [4.56, 14.9] (Auditory versus Bisensory, p < .001). 
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Figure 6-6 Onset error vs target velocity. X-axis shows 
the target velocity, Y-axis shows the Onset error 
averaged across the subjects. Error bars denote 95% CI. 
Dotted lines are the lines of best fit. In Audition (blue 
circles), a segmented linear regression was preferred 
over a simple linear fit, whereas the converse was true 
for Vision (red squares) and Bisensory (green triangles). 
When the actual target lags behind head movement, 
onset error will be less than 0°, marked as the “Early” 
region 
Figure 6-5 RMS error vs target velocity. X-axis shows 
the target velocity, Y-axis shows the RMS error 
averaged across the subjects for each modality. Error 
bars denote 95% CI. The dotted lines are the lines of 
best fit.  
Figure 6-7 Gain vs target velocity. Grouped by 
modality for clarity, velocity ranged from 20°/s 
to 110°/s within each subgroup as indicated. A 
segmented linear regression was preferred in 
Audition (blue circles), whereas a simple line fit 
was preferred for Vision (red squares) and 
Bisensory (green triangles). 
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Gain 
In this analysis, gain is defined as a metric that describes whether subjects were able 
to correctly match the speed of the target. Gain is the ratio of head velocity to target 
velocity. This is done by fitting a line of best fit to the head position data and dividing its 
gradient with that of the stimulus (the stimulus velocity). It is calculated from the onset 
of head motion to the end of the tracking interval. The mean gain values pooled across 
subjects are shown in Figure 6-7, with a gain of 1 indicating a perfect match of velocity. 
There were large variances in conditions and modalities, and a multiple comparison 
analysis revealed no significant differences in gain between modalities across target 
velocities (Table 3, Supplementary). However, the overall trend again highlights the 
differences between audition and the other modalities. In audition, a segmental linear 
regression with an inflection point at 61°/s (95% CI [43,78], R2 = 0.91) was significantly 
better at representing the data than that of a straight line (p < .006, F(2,56) = 5.62), 
whereas the converse is true in vision and bisensory.  
 
6.2.5 Discussion 
To our knowledge this is the first systematic study of head tracking response to a 
moving auditory target in humans, testing the condition where the source (target) and 
self (head) are moving simultaneously at a range of stimulus velocities. While this 
commonly occurs in a natural listening environment, studies thus far have examined 
these frames of references separately – either using source motion to examine auditory 
motion perception, or self motion to probe auditory spatial perception (see Carlile and 
Leung (2015) for a review). As such, the complex sensorimotor interaction in a dynamic 
environment remains unclear. Beitel (1999) examined the acoustic tracking responses in 
cats using a slow moving target that subtended a 36° arc in free field. Two response 
phases were characterized: onset and maintenance. The onset phase comprised of a head 
movement towards the target based on its initial velocity and direction. This onset 
response closed the gap between the head and target to lead into the maintenance phase 
of tracking, characterized by a succession of small stepwise head movements about the 
stimulus location. Here, we examined human responses with a wider range of velocities 
(20°/s to 110°/s), trajectory (100°) and modalities (audio, visual and bisensory), also 
characterizing the tracking profiles into onset and maintenance phase. Our results 
showed consistent patterns that can help delineate the complexities of the underlying 
sensorimotor feedback loop (see below), but we also observed individual differences and 
within subject variations. One source of variability can be attributed to the biomechanics 
of the head movement. Unlike eye movements, the group of muscles responsible for head 
motion have a degree of redundancy and are not aligned into push-pull pairs (Beitel, 1999; 
Peterson, 2004). It has been observed that different muscle combinations have been used in 
tracking and are highly task dependent (Peterson, 2004). Even though our subjects had 
training and experience prior to testing it is possible that their strategies varied subtly 
between trials. As noted in Beitel (1999), head-eyes interactions may also affect auditory 
tracking responses. While the optic nerves of the cats were resected in that experiment, 
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we were also interested in cross modal effects so chose not to restrict visual input to just 
the fixation lights. Instead, our experiments were conducted in a darkened room with the 
only visual references being the onset LEDs.  
 
Stimulus Validation 
As discussed in Methods, our stimulus presentation system used individualized 
head related transfer functions (HRTFs) that were recorded at 1° spatial intervals around 
the subject's audio-visual horizon. This was necessary to render high fidelity virtual 
auditory space (VAS) given that subjects' head movements could be random. The 
resultant VAS was psychophysically validated with a series of control localization 
experiments in a head-fixed condition where subjects' head remained stationary during 
stimulus presentation. Further, we also tested the fidelity of the presentation system 
using a head free condition, where subjects were encouraged to move their heads during 
stimulus presentation. Subjects uniformly reported that the auditory targets were clearly 
localizable and externalized in both conditions. As shown in Figure 6-3a, localization 
errors in the head-fixed condition were tightly distributed along the midline at 0° Az and 
diverged from 10° Az. This is consistent with free field localization results in our 
laboratory as well as previous studies that showed increasing localization error from the 
midline (Carlile, Leong, & Hyams, 1997; Lewald, Dörrscheidt, & Ehrenstein, 2000). Carlile 
et al. (1997) suggested this increase in location error with increasing distance from 
midline could be partly due to the motor error of nose pointing as more experienced 
subjects appeared to have smaller localization errors. This was absent in the head-free 
condition (Figure 6-3b), where subjects' performance was largely uniform with 
substantially reduced variance. Given the additional binaural cues available during head 
movement this was not surprising, as subjects were able to fine-tune their responses by 
adjusting for errors otherwise made by the initial nose pointing (Thurlow, Mangels, & 
Runge, 1967; Wightman & Kistler, 1994). In addition, the small mean localization error 
and tight variance (4.53 ± 0.37° pooled across all subjects) confirmed the fidelity of virtual 
auditory space used in subsequent tracking tasks.  
 
Onset Phase 
We measured the spatial difference between the stimulus reaching the start 
location and onset of head movement (Figure 6-6). Apart from reflecting the time 
required for motor planning, the onset error is also conflated with the subject's estimation 
of the arrival time of the target to the onset LED, since subjects were asked to only move 
their heads when the target arrived at the onset position. In audition, a segmented linear 
analysis showed that the onset delay did not follow a simple linear trend but rather a two 
segment line fit was preferred, with an inflection point at 68°/s (Figure 6-6). For targets 
moving slower than 60°/s, subjects tended to begin rotation before the target reached the 
onset point, by 4° to 8°. Similar observations, where the end point of a moving target is 
mislocalised towards the direction of motion, has been reported previously (Feinkohl, 
Locke, Leung, & Carlile, 2014). For velocities greater than 60°/s, the error increased and a 
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delayed onset was evident, by up to 22° at 110°/s. This may be due to perceptual errors in 
estimating the target location at faster velocities as well as the speed of the subject's 
sensorimotor feedback loop. In vision, where the localization accuracy is far more precise, 
there was no indication of an early bias in arrival estimation; rather, there was a slight 
delay in onset responses at the slower target velocities that was nearly constant (gradient 
= 0.024) until an inflection point at 87°/s. For example, when the visual target was 
moving at 20°/s, the subjects was behind the target by 1.8° ±2.2° (SD) at onset compared 
to 2.7° ±1.8°(SD) behind at 80°/s. This pattern was minor yet consistent and may reflect 
small gaze discrepancies at fixation; while we were unable to track subjects' eye position, 
the experiment was performed in the dark to ensure adequate fixation and minimize eye 
movements. Given the highly localizable nature of the visual target, it was not surprising 
that there was a lack of early bias in onset estimation. For the faster velocities post 
inflection, the trend was similar to auditory tracking in that the onset error increased 
with velocity, but the magnitude was substantially smaller: 9.1° ±2.7° when tracking a 
110°/s visual target. While we did not systematically probe the nature of this error, it is 
likely driven by reaction time necessary for head onset given the mass of the head and the 
number of muscles involved in its engagement. Comparing visual and auditory 
modalities it appears that the increased onset error in audition can be attributed to a delay 
in resolving spatial locale in the sensorimotor feedback loop, possible due to the binaural 
sluggishness in the auditory system (Grantham & Wightman, 1978). 
 
In the bisensory condition, given the accuracy and precision in visual localization 
we expected subjects' responses to predominantly follow what we observed in vision. A 
comparison of fitting parameters showed that this was true, where one curve satisfied 
both conditions (p = .166, F (DFn, DfD) = 1.654 (4,112)). We were also interested in 
whether a stimulus containing spatially congruent auditory and visual components 
improved subject responses. Such multisensory cross modal facilitation can be modelled 
based on a maximum likelihood integrator and has been demonstrated for static (Alais 
and Burr, 2004) and dynamic (Wuerger et al., 2010) auditory-visual stimuli. If the 
auditory and visual spatial information were combined following that of a maximum 
likelihood integration, the response variances in the bisensory condition would be smaller 
than either of the unimodal conditions (Ernst & Banks, 2002; Wuerger et al., 2010). 
However, no such evidence was found in our results. It is unclear why cross modal 
facilitation was not observed in our experiment. It is possible that the response to our task 
may not have been sufficiently sensitive to detect such facilitation. This may be 
exacerbated by the difference in mode of stimulus presentation. In previous experiments 
all stimuli were presented in free field; whereas here, the visual target was in "free field" 
while the auditory target was in virtual space thus leading to a degree of sensory 
dissonance.  
 
Maintenance Phase 
In the maintenance phase subjects were expected to constantly compare their head 
position against the target to minimize spatial discrepancies. Our daily experience and 
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numerous studies (Cooper, Carlile, & Alais, 2008; Leung, Alais, & Carlile, 2008) showed 
that our heads can move freely in a wide range of velocities, mostly as an orienting 
response. However, a tracking task imposes the extra requirement of constant 
sensorimotor feedback to compare between head position and target location, which 
given the variability in the biomechanics of the head may impact subjects' response 
profile. Here, we are interested in how accuracy varied with target velocity. Recall that 
targets moved in a straightforward manner without any random path changes and 
subjects had prior knowledge of the direction and velocity gained from the onset phase, 
plus a rich set of localization cues from individualized HRTFs. We expected that subjects 
would take full advantage of these available cues - space, time and velocity, to accurately 
predict and locate the target position (i.e. minimize error) along its path at any given 
moment. When the targets are moving slowly, subjects should be able to freely move their 
heads in line with a moving target to maintain accuracy. However, at higher speeds 
subjects may have difficulty performing similar head movements as this requires an even 
faster rate of motion and acceleration than the target motion. In these cases, it is possible 
that subjects will follow the target by matching and maintaining the target velocity 
instead. We will explore these predictions below by examining the RMS error and gain 
function.  
  
Figure 6-5 shows the RMS error averaged across subjects for the range of velocities 
tested. While there were individual variations the trends discussed here are consistent 
across subjects. Overall RMS error increased with a highly significant interaction with 
velocity in all modalities (p < .001). At 20°/s, we observed only a slight increase in error 
when compared against localization of a static target in the control cases. There, 
localization error was on average 3.9°± 1.4° in the dynamic (head free) condition while 
RMS error in audition at 20°/s was 8.7°±1.2. This small increase was not surprising given 
that RMS error was averaged across the tracked path from the onset position and the 
differences in task requirement. Subjects all reported that the task was easy and an 
examination of the subjects' head profiles showed that most subjects were able to follow 
the actual location of the target sound, while some swept their heads across the target to 
pinpoint its exact location. Again, visual and bisensory performances were not 
statistically different but performance was significantly worse in audition, with a 
significantly steeper gradient (0.14±0.027 degrees per °/s in audition, versus 
0.053±0.009 degrees per °/s in the other modalities, p < .001). This suggests that all 
subjects could follow the targets at the slower velocities but performance deteriorated at 
faster velocities in audition. A multiple comparison analysis showed that differences in 
RMS error between audition and the other modalities became significant when target 
velocities reached 80°/s. We hypothesize that the overall worsening performance in 
audition is related to the computational nature of the binaural system that is less precise 
and inherently "sluggish" (see Carlile and Leung 2015 for a review) compared to the 
spatiotopic nature of the visual system. Previous work examining binaural integration of 
moving sounds suggested subjects could only follow slow moving targets, with the 
minimal audible movement angle of around 5° at 15°/s that increased to more than 20° 
at 90°/s target velocity (Grantham, 1986). Even though these previous studies were 
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limited to source motion where subjects' head remained stationary, the trends are 
comparable. At the faster velocities, the increase in RMS error in audition may in part be 
due to difficulties in catching up to the target after onset, as hinted at by the increase in 
onset error mentioned previously. It should be noted that subjects reported no difficulties 
moving their heads at the faster velocities, and as reported in (Leung et al., 2008) even 
faster head turn speeds are possible. As such, it is interesting that they did not exhibit any 
over compensatory behaviour in head turn speeds, given the a priori velocity information 
provided by the run-up period.  
  
Gain response was the second metric analysed during the maintenance phase, 
comparing the actual target velocity against the average head tracking velocity. A gain of 
1 indicates perfect velocity matching. As part of our experimental design, the initial 40° 
segment was designated a "run-up", whereby subjects had to fixate and listen to the target 
motion without physically moving their heads. This provided subjects with the relevant 
perceptual information to form an internal prior of the direction and velocity of the 
moving target. During pilot studies, subjects were tested without this segment and had 
substantial difficulties in tracking even at moderate speeds. In audition, we found that for 
velocities slower than about 80°/s the gain is below 1, suggesting that subjects' overall 
head turn speed was slower than the target speed. This was consistent with the 
observations of (Beitel, 1999) in cats. From the onset phase analysis we observed that 
subjects tended to engage in head motion before the target reached the onset point. Taken 
together, this suggests that subjects were deliberately retarding their head motion to 
compensate for the early onset. For targets moving faster than 80°/s the gain was greater 
than 1. There were substantially less deviation in the other modalities, with gain close to 
unity for velocities up to 90°/s. Together, the analysis during the maintenance phase 
suggests that subjects were able to actively compensate for the early or late onset 
responses.  
 
Summary 
In summary, this study examined the ability of subjects to track moving auditory, 
visual and bisensory stimuli. The overall findings suggest that subjects were able to track 
moving auditory targets at velocities below 80°/s. The fact that performance was 
comparatively worse than vision and audio-vision was likely due to differences in 
localization precision and binaural sluggishness, leading to significant tracking errors at 
the faster velocities. Cross modal facilitation between auditory and visual stimuli was not 
observed and tracking behaviour to bisensory targets was not significantly different to 
that of unimodal visual responses. These results describe behavioural responses to a 
straightforward tracking task in a simple environment, forming the basis for future 
research. Recent technological developments in virtual reality displays that incorporate 
realistic 3D vision and immersive spatial audio will allow us to explore more complex and 
naturalistic situations, that can include multiple moving targets and unpredictable 
trajectories, providing important insights into human sensorimotor pathways.  
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7 General Discussion 
The overall goal of this thesis is to broaden our understanding of auditory motion 
processing. It incorporates three main experiments that 1) tested the robustness of 
existing models in source motion perception, 2) examined the sensorimotor interaction 
of self movements about a stationary stimulus and 3) quantified the behavioural response 
of head movements when tracking a moving source, thereby examining the sensorimotor 
interaction from simultaneous self and source motion. In this chapter we will discuss the 
novel results in the broader context of the field and consider future research directions. 
 
7.1 Perception of Source motion during Self Motion 
We will first consider the results from the behavioural study examining the 
interaction between self and source motion and our ability to track a moving source with 
our heads. Such accurate directed goal movements require continuous sensory 
prediction, error feedback and motor control (Shadmehr et al., 2010). This type of object 
tracking paradigm has been used extensively in vision to study smooth pursuit eye 
movements and gaze responses, providing valuable insights into the underlying 
connectivity between the vestibular and visual systems (Barnes, 2008; Dubrovsky & 
Cullen, 2002; Guitton & Volle, 1987; Lisberger, Morris, & Tychsen, 1987; Ruhland, Yin, & 
Tollin, 2013). In audition, it has received very little attention apart from Beitel’s study in 
cats (Beitel, 1999) and Scaparci’s thesis on real time VAS generation (Scaparci et al., 2006). 
This may partly be attributed to the complexities in generating a well-controlled moving 
stimulus while simultaneously recording head movement. Methodological challenges 
notwithstanding, Holzman et al., demonstrated the importance of understanding the 
basic elements of smooth pursuit eye tracking when they reported eye tracking 
dysfunctions in schizophrenic patients and their first degree relatives (Holzman et al., 
1974; Holzman & Proctor, 1973). Since then, this field of study has provided an important 
fundamental platform for examining  efference dysfunctions in various diseases (Kowler, 
2011; Lencer, Malchow, Trillenberg-Krecker, Schwinger, & Arolt, 2000; Levy, Holzman, 
Matthysse, & Mendell, 1993; Levy, Sereno, Gooding, & O'Driscoll, 2010; Mitropoulou et al., 
2011; Sweeney et al., 1998). As such, exploring auditory head tracking behaviour can have 
important clinical relevance as well as of fundamental interest. As we discuss below, 
results from this experiment provide insights into normal behaviour in our study of 
auditory tracking performance in a clinical cohort. 
 
7.1.1 Behavioural Norms 
Results from this experiment established a number of behavioural metrics for head 
tracking of auditory, visual and bisensory targets versus target velocity. Not surprisingly, 
subjects performed worse when tracking an auditory target given the lower spatial acuity 
compared to the other modalities. More interesting was the pattern of differences in the 
onset and gain profiles. For all modalities, there appeared an inflection point in target 
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velocity at which the RMS error rate significantly increased (see Figure 6-5). Statistically, 
it was modelled as a two-state process suggesting that above a certain target velocity 
subjects’ underlying behaviour changed. We posited this to be the difference between 
spatial tracking at the slower velocities versus velocity matching at the faster speeds, but 
more work is needed to confirm this hypothesis. Another consistent pattern was that the 
velocity inflection point was always slower for auditory responses, which we attribute to 
a combination of binaural sluggishness and lower spatial resolution (Petropavlovskaia, 
Shestopalova, & Vaitulevich, 2010).  
 
Recent work by Spering, Dias, Sanchez, Schütz, & Javitt, (2013) revealed that eye-
tracking dysfunctions in schizophrenic patents were likely due to a failure to integrate 
efference copy information rather than impaired motion perception. They compared 
subject’s ability to predict a motion trajectory between eyes fixated or during smooth 
pursuit. As expected, control subjects performed significantly better during pursuit than 
fixation, due to the availability of extra-retinal motion information from efference copy 
signals. However, schizophrenic patients showed no such correlation between prediction 
performance and pursuit behaviour. By separating the results into onset and 
maintenance phases, we have unpacked the relative contributions of perception and 
action in a head tracking paradigm. Given our subjects were all healthy young adults 
without a prior history of schizoaffective diseases, these data can form a useful baseline. 
In the onset phase, they were essentially performing a time-to-impact prediction on when 
to execute head motion. In the maintenance phase, they had available extra-cochlear 
information including vestibular afferents and neck proprioception to improve sensory 
prediction. We have recently tested this task in a schizophrenic cohort. While the number 
of participants was limited, the pattern was consistent that schizophrenic patients 
performed worse in auditory head tracking than control. The fact that both groups had 
similar performance in a velocity discrimination task corroborated the existing idea of 
efference dysfunction in a schizophrenia (Burgess, Leung et al., 2016). 
 
In summary, here we provided novel baseline results for head tracking of targets 
along the audiovisual horizon using a flexible stimulus presentation system that can be 
easily programmed and controlled. This laid the ground work for future experiments that 
are not only of fundamental interest but of clinical relevance. 
 
7.2 Perception during Self Motion 
In Chapter 5, we considered motion perception from the other frame of reference, 
where subjects themselves moved about a stationary source. In audition, this commonly 
occurs when our heads move around to interact with the environment, such as a 
controlled movement to reorient gaze or a ballistic motion from a startle reflex towards a 
target of interest. When the sources are stationary, head movements have shown notable 
benefits such as reducing front to back errors and improving externalisation (Brimijoin, 
Boyd, & Akeroyd, 2013; Macpherson, 2011; Wallach, 1940). Acoustically, the changes in 
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cues mirror that of a source moving with identical motion parameters, so the auditory 
system has to address the problem of how to maintain a stable soundscape during head 
movements (Sommer & Wurtz, 2006). This issue has been extensively studied in vision 
for saccadic eye movements. It has been shown that the sensory systems make use of 
corollary discharge from the motor planning stage (also known as the efference copy) to 
minimise perceptual distortions and ensure accurate goal directed movements 
(Bridgeman, 1995; Kowler, 2011; Ross, Morrone, & Burr, 1997; Shadmehr, Smith, & 
Krakauer, 2010; Sommer & Wurtz, 2006). Sommer and Wurtz (2006) showed that the 
cortical frontal eye fields shift their visual receptive fields as a consequence of the 
corollary discharge signals from the thalamus, thus allowing for a smooth transition in 
percept even with movements that are ballistic in nature. Paradoxically, a consequence of 
this anticipatory shift in receptive field is a perceptual compression that is only observed 
when subjects responded without motor feedback (the “action” versus “perception” 
dichotomy, see Burr, Morrone, & Ross, 2001; Morrone, Ross, & Burr, 2005). As remarked 
by Sommer and Wurtz (2006), a similar process may subserve auditory spatial constancy 
during head movements. Indeed, results from this study suggested that this is the case.  
 
Here, we examined the distortions in auditory space during ballistic head 
movements using an auditory 
localisation task. Our hypothesis 
was that the auditory system 
maintains a stable soundscape 
during head motion in a manner 
analogous to vision. Hence 
anticipatory shifts in auditory 
receptive fields from head 
movements will lead to a 
compression of auditory space 
towards the target of head turn 
(Figure 7-1), instead of against the 
direction of head motion. 
Importantly, this compression should only occur when the subjects responded with a 
“perceptual” (2AFC) task as opposed to an “action” (nose-pointing) technique.  
 
Our findings agreed with the above hypothesis, with auditory spatial percept 
compressed by an average of 41% across the subject group but only when responding via 
a 2AFC task (perception). We also found that the level of compression varied between 
target locations. Similar to the findings in visual experiments, a stronger level of 
compression was observed when the target was further away (40°). However, the exact 
mechanisms behind this effect are currently unclear. We believe our results to be the first 
evidence of anticipatory shifts in the auditory receptive field as a consequence of the 
corollary discharge signals. Similar to vision, this shift occurred in the “perisaccadic 
period” about 50 ms before onset of motion, which we posited was the motor planning 
stage. As such, the perceptual compression was not due to any acoustical interactions. 
Actual TargetDirection of 
Head Motion
Direction of compression in 
auditory receptive fields
Figure 7-1 Compression of auditory space towards head turn 
target. 
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Unlike perceptual compression, there was a consistent bias in localisation along the 
direction of head turn in the action task. Given the ecological nature of head motion this 
consistent over-turn is of interest. It is possible that the speed of head movements in the 
action task was a factor of the bias. Common head motion rarely exceeds 100°/s. As such, 
we hypothesise that the substantially higher speed in the action task might have caused 
a displacement in the subject’s auditory spatial perception, similar to that of 
representation momentum. 
 In summary, this was the first psychophysical evidence in audition that showed 
differences in responses between an action and perception task for the same stimulus. 
The consistency of these results, even given the substantial differences in peripheral 
encoding of space between vision and audition, suggests a common neural pathway 
subserving the sensorimotor feedback. One potential candidate is the superior colliculus, 
which contains space maps of different sensory modalities.  
 
7.2.1 Perceptual Compression of Auditory Space 
Prior to our report, two other studies examined auditory localisation with head 
motion. Vliegen et al., (2004) found no perceptual distortion using an action (nose-
pointing) response paradigm, providing further support that compressions can only be 
observed using a non-motor response task. Jackson et al., (2005) found no evidence of 
localisation compression in a subject who compensated for ophthalmoplegia with 
continual, slow head movements. At an average velocity of 50°/s (compared to ballistic 
motion of at least 200°/s), any distortions from anticipatory shifts would be minimal and 
the null result was unsurprising. Still, it clearly showed the behavioural importance of 
head movements in gaze response.  
 
Subsequent to this, Richard (2011) extended previous work in vision by examining 
perisaccadic compression of gaze response (combining eye and head movements) and 
finding a strong perceptual compression. Further, the compression was found to be 
directed towards the intended gaze target and not due to eye movements, similar to our 
findings. In audition, Teramoto et al., (2012) reported a compression in auditory space 
with forward linear motion without head movements. In this experiment, subjects 
experienced forward and backwards movement while seated on a robotic wheelchair 
moving with linear acceleration. The corridor in which the wheelchair moved was lined 
with an array of 17 loudspeakers and subjects (who were blindfolded) were asked to 
identify the perceived location of the sound source using a hand held indicator. The 
results revealed a significant compression of spatial distance perception when compared 
against the stationary control condition. Interestingly, the degree of displacement 
correlated with the amount of acceleration but no effects were observed when subjects 
moved backwards. Since the participants did not move themselves, there was no motor 
efference feedback to drive an anticipatory shift in the auditory space map. Instead, it is 
likely that this shift was caused by vestibular afferent signals (Cullen, 2012; Cullen & 
Minor, 2002). Our results were thus consistent with these studies and together, showed 
that vestibular afferents and motor efference could lead to anticipatory shifts in sensory 
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space maps.  
 
7.2.2 Perception and Action 
An important result of our study was that the perceived compression of auditory 
space stemmed from a perceptual response only. Such a “perception” versus “action” 
dichotomy has increasingly gained traction in vision as well as hand grasping studies 
(Whitwell et al., 2015; Whitwell, Milner, & Goodale, 2014) even though the exact 
interpretation remains under debate (Schenk & McIntosh, 2010). It is hypothesised that 
during “action”, the motor efference feedback corrects for perceptual differences, 
whereas this form of error correction is absent in a perception task. Functionally, this 
alludes to a differentiation between the dorsal and ventral pathways that has also been 
demonstrated in audition (Alain et al., 2001; Lewald & Getzmann, 2013; Looijestijn et al., 
2013; Smith et al., 2010), describing the differences between the “what” and “where” 
systems (Bizley & Cohen, 2013; Ahveninen et al., 2006; Clarke & Thiran, 2004; 
Rauschecker & Tian, 2000; Malhotra and Lomber, 2008). Yet in audition, previously 
evidence suggests that the  “what” and “where” systems relate to the differences in 
processing between localisation and pitch respectively, so cannot be directly translated to 
our observations - given that both “action” and “perception” responses in Experiment 2 
were based on a localisation paradigm. It is possible that a dorsal versus ventral 
distinction can affect other functional differentiation given the ecological importance of 
motor responses. Recently, Leone et al., (2015) found supporting evidence to this effect in 
a multisensory paradigm. Using an audiovisual stimulus, they compared the temporal 
requirements for multisensory integration between an action and perception task. By 
varying the stimulus onset asynchrony of the visual and auditory input, they reported 
that in an action task (subject’s reaction time), perceived simultaneity corresponding to 
actual physical simultaneity of the converging audiovisual inputs. Whereas, when 
subjects responded using a temporal order judgement task (perception) to the same 
audiovisual presentation, perceived simultaneity required that vision to always lead 
audition for simultaneity to occur. They posit that such differences in facilitative 
multisensory integration are due to differences in processing time between the two 
streams.  
 
7.2.3 Post Perisaccadic (Extra-Cochlear) Cues 
It is clear from our daily experiences that perception of auditory space is stable 
irrespective of movements in our eyes, head or body under normal circumstances. Results 
from Experiment 2 explored how that is accomplished through motor efference feedback 
at the perisaccadic interval – during the motor planning stage even before the onset of 
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motion. Once the head moves other sources of sensorimotor cues such as acoustical, 
vestibular and proprioceptive feedback come into play. Recently, Brimijoin & Akeroyd, 
(2014) explored whether self motion led to improved perceptual sensitivity over the 
equivalent acoustical changes from source motion. A positive result would suggest that 
the auditory system can make use non-acoustical information to at least partially cancel 
out self-generated motion for a more stable percept. Indeed, their results showed that 
subjects’ moving minimum audible angles were ~1-2° lower in the self-motion condition 
for both normal and hearing impaired listeners. Together with the aforementioned 
studies, it is clear that the auditory system makes use of multiple information sources to 
stabilise our soundscape during head motion, such as from proprioceptive signals from 
the neck muscles reacting to the acceleration induced flexion.  
  
 
7.3 Perception during Source Motion 
Lastly, we consider motion perception in the auditory system. Motion is defined as 
a change in space over time, and much of the literature has examined auditory motion 
perception through that prism. The approach is intuitive and has been successful in 
understanding visual motion detection. The story is more complex in audition. Given that 
space is not directly encoded at the sensory epithelium, a low level correlational process 
(such as by first and second-order Reichardt detectors) is unlikely. This view is supported 
by neurophysiological evidence,  suggesting that motion sensitivity can be explained by 
an adaptation-of-excitation process in the auditory pathway (see 2.3.2 above). The 
implication is that the auditory system is motion sensitive but not motion selective. In 
order to determine motion selective parameters such as direction and velocity, a higher 
order process is necessary. If so, such high order motion detectors will operate by 
correlating the responses to spatial changes derived from the ascending auditory 
pathway, and may also be sensitive to a changing map of salient features and be mediated 
by attentional processes, as suggested by Lu & Spering (1995) in vision. In audition, 
results from Magezi et al., (2013) provided some tentative support of such a framework 
and suggested that this higher order motion processing can occur beyond the traditional 
auditory pathway. 
 
Psychophysically, the snapshot hypothesis is widely used to describe auditory 
motion perception. Yet, the definition of an actual “snapshot”, or details such as the 
number of snapshots, are still undefined and has received little attention in the literature; 
except perhaps as an abstract concept relating to the minimum integration time 
discussed in Grantham (1986). As an ad hoc model then, it has proven successful in 
providing a common framework to discuss motion related phenomena, but the lack of 
specifics is an impediment to a deeper understanding of auditory motion processing in 
general. Even though as a correlational process a snapshot model can, in theory, support 
higher order motion processing, results from some recent studies have shed light on the 
inadequacies of a snapshot description (See 4.1.1 Snapshot model; Senna et al., 2015; 
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Magezi et al., 2013). 
 
In this experiment, we designed a novel task - the velocity contrast paradigm - to 
psychophysically examine the underlying assumptions of the snapshot model. This 
experimental design combined two stimulus intervals that moved with constant, yet 
different, velocities; effectively simplifying the continuously changing velocity design of 
Perrott et al., (1993). Recall that a snapshot based framework can explain motion 
perception of a sound moving with a constant speed; thus it is not unreasonable to expect 
that it can also predict subject’s behaviour in this task. However, our results could not be 
reconciled by a snapshot approach. Specifically, it was clear that there was an interaction 
between the two stimulus intervals under certain conditions, suggesting that perception 
of the current snapshot is contingent upon the previous snapshot (or a prior history). Such 
inter-snapshot dependencies are absent in the current snapshot model. As such, the 
results from Experiment 1 strongly suggest that the snapshot model of auditory motion 
perception is insufficient except for the most basic types of stimuli and conditions.  
 
As an aside, Perrott et al. (1993) cited subject’s ability to discriminate between 
acceleration and deceleration as evidence that low level motion detectors subserve 
auditory motion perception, similar to that of vision. Even though the strength of 
evidence since then suggests such detectors do not exist, it is instructive to consider the 
hypothetical question if they do, can they account for the present observations? Given 
that the raison d’être of motion detectors is to continuously update source motion 
information, a logical assumption for auditory motion detectors would be that they will 
be tuned to speed and direction, as in the visual system. As such, one would expect similar 
responses when the velocities are identical, irrespective of the history of responses. This 
is clearly at odds with the observed data and our results provide more circumstantial 
evidence that auditory motion detectors similar to those in vision do not exist.  
 
In the next section we will propose an alternative view to the snapshot model that 
is based on the adaptation-of-excitation mechanism in the auditory pathways (Magezi et 
al., 2013). It can account for the observations in Experiment 1, and also accommodate the 
possibility of a “perceptual prior” found in more recent studies (Senna et al., 2015).  
 
7.3.1 An Adaptation-of-Excitation Process 
 Results from Experiment 1 showed that auditory velocity perception required more 
than just correlating discrete samples of multiple static locations over time, this is at odds 
with the implicit assumptions of the snapshot model. In particular, it suggested that 
previous history of responses had to be taken into account, and a mechanism to reset the 
“perceptual states” in the presence of a temporal discontinuity. Here we consider the 
possibility that velocity perception is processed following an approach that is similar to 
the adaptation-of-excitation process described earlier (Ingham et al., 2001). As an initial 
assumption, we posit that this occurs subsequent to that of static spatial perception, 
 General Discussion ● Perception during Source Motion ● 115 
forming a hypothetical “higher order motion” unit that takes input from some form of 
spatial snapshots and computes motion perceptual parameters such as velocity.  
 
 Consider the velocity contrast task then, where subjects were asked to compare the 
velocity of two stimulus intervals - with velocities V1 and V2 - which were either 
temporally discontinuous or continuous. In this scenario, the neural units would be 
adapted by the first stimulus interval with velocity V1.  
In the temporally discontinuous condition, the neural units had 1 second of inter 
stimulus interval (ISI) to recover from this adaptation before being presented with the 
second stimulus interval. Essentially ensuring that the processing of the two intervals 
remained independent. We posit that this neuronal recovery time was also related to the 
observed “perceptual reset”.  
In the continuous condition, the motion sensitive neurons were again adapted by 
the first stimulus interval with velocity V1, but without a noiseless ISI to recover in, their 
sensitivities would be dampened in the second interval with velocity V2. There were two 
possibilities in this scenario depending on the direction of velocity change: 
If V2 was slower than V1, the “dwell time” of the stimulus was longer (see Moving 
VAS, 3.2.4 above). The dwell time corresponded to the amount of stimulus excitation on 
the neural units. As such, a longer dwell time would cause a stronger excitation that could 
“overcome” their adapted state.  
If V2 was faster than V1, the “dwell time” of the stimulus was shorter. While this 
would  paradoxically increase the recovery time of the motion sensitive units, the reduced 
total excitation interval would imply a reduced sensitivity to spatial changes.  
 
While the above reasoning is general and qualitative, the overall description is 
compatible with the results from Experiment 1. As discussed previously, there is 
neurophysiological evidence of such an adaptation-to-excitation process in the early 
auditory pathways for processing spatial change responses. To date, a model for such a 
process has not been previously described. In the next section we will offer a possible 
implementation using a leaky integrator framework.  
 
7.3.2 The Leaky Integrator Model 
 A leaky integrator (LI) is a mathematical function 
that has seen broad use in neuroscience as a model for 
single neurons or population codes. The most basic form 
describes a process whereby input is accumulated 
exponentially over a given temporal window while 
continually dissipating at a constant decay rate (see 
Figure 7-2). It is most commonly used to model temporal 
integration in audition (Beauvois & Meddis, 1991; Heil & 
Neubauer, 2003; Patterson & Allerhand, 1995), and has 
been successfully used to implement biologically 
inspired Bayesian frameworks and modelling population 
Integration 
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( T )
Decay Constant
( ! )
Leaky Integrator Response
Figure 7-2 Response profile of a 
Leaky Integrator  
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codes for encoding memory of sensory inputs (Beck et al., 2008; Boerlin & Denève, 2011; 
Paulin & van Schaik, 2014). It has also been successfully used in describing neuronal 
responses to visual motion adaptation (Glasser, Tsui, Pack, & Tadin, 2011). In such a LI 
framework, the adaptation of the neural units follows an exponential accumulation of 
input to the LI, while the recovery time of the adapted units is the decay rate (!).		In vision, Giese & Poggio (2003) successfully modelled the recognition of biological 
motion by integrating the output from a series of visual snapshot neurons with motion 
pattern neurons that were described by a leaky integrative process. While the specifics 
may differ in audition, a similar process may underlie more complex auditory motion 
perception such as velocity processing. A hypothetical model and its response profile are 
shown in Figure 7-3 and Figure 7-4 respectively. In this model, responses to spatial 
changes are temporally integrated by a leaky integrative process. Below we will describe 
the output from this design and consider the benefits of this approach. 
 
This output leaky integrator will accumulate parameter estimates over its temporal 
integration window. If the velocity is constant, the output of the leaky integrator - i.e., the 
velocity percept - remains unchanged (see Figure 7-4 blue line). When the velocity 
changes, the leaky integrator will update its internal estimate by averaging the new input 
with the previously stored estimate (see Figure 7-4 red line). There are several corollaries 
of such a process: 1) a finite time is needed to settle on the final parameter estimate, based 
on the temporal integration window; 2) a greater change in input will lead to a quicker 
change in the mean output compared with a minor change in input velocity; 3) 
importantly, during intervals of silence the velocity estimates will continue to decay. If 
the time interval to the next input stimulus is longer than the decay constant of the leaky 
integrator, then it will reset to a baseline estimate. Otherwise, it will retain a form of prior 
percept. The benefits of this approach are now clear – it provides an implicit definition of 
a prior and offers a parsimonious mechanism to detect changes in parameters such as 
velocity.  
 
Recently, Senna, Parise, & Ernst., (2015) suggested that a slow velocity prior exists 
in audition, similar to that in vision. This was most apparent when the signal to noise ratio 
of the moving stimulus was low (masked by a background noise), which likely widened 
the likelihood function leading to a greater bias towards a slower prior. When the velocity 
contrast task is modelled as above, an instantaneous change in velocity is inherently 
noisy. As such, a larger increase in velocity is required to counteract a slow velocity prior, 
which is again, consistent with our observations. Still, whether the Bayesian decisional 
process described in Senna et al. (2015) is a direct result of the hypothetical leaky 
integrator hypothesis requires further studies.  
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Figure 7-3 Basic schema of auditory motion perception. Showing the 
possible path from the adaptation process in the IC, to the spatial 
change responses in A1, and the hypothetical higher order motion 
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 Lastly, Magezi et al., (2013) considered the snapshot hypothesis and the adaptation-
of-excitation process to be distinct and incompatible. We suggest that it is not necessarily 
the case. To our knowledge, there are no empirical studies examining the mechanism 
underlying a higher order motion detector for auditory motion. While some 
neurophysiological evidence may imply that the auditory pathways do not support a 
correlational, snapshot style,  comparator, it is possible that this is occurring beyond the 
auditory cortex or the belt region. We took this view when including a correlation 
mechanism as an input stage of the higher order motion detector. We should also 
emphasise that a leaky integrator is agnostic to its input and can summate from a range 
of correlational models including the snapshot. They are well defined functions with 
properties that can be directly tested in future experiments. It should also be clear that 
while we use such a LI higher order motion unit to describe velocity contrast, it is possible 
that other motion parameters such as acceleration and direction are processed here also.  
In summary, a snapshot-only model cannot describe the results observed in 
Experiment 1 in its current form. Here, we offered an alternative view and defined a high 
order motion detector that combines a leaky integrator with a correlational process 
(which can be based on a snapshot approach). This model can account for results from 
previous velocity discrimination experiments as well as observations from the velocity 
contrast experiment.   
 
7.4 Overall Conclusion 
This dissertation reported on a series of studies that examined the different facets 
of auditory motion processing. Drawing on our current understanding of the underlying 
neural mechanisms in auditory and visual motion processing, we clarified the underlying 
framework for auditory motion detection and perception. By recasting the 
psychophysical model of auditory motion perception to include a leaky integration 
process, we extended its descriptive power to include more complex scenarios. This also 
formalised the process from low level motion sensitive neurons to high order complex 
motion perception; thus laying the groundwork for a computational model of auditory 
motion perception. Perception of source motion is but one aspect of motion processing, 
given that head movements present another potent source of motion cues. In this context 
we offered the first evidence of a perceptual compression of auditory space during head 
rotations; thus confirming that stability of auditory space can be maintained by corollary 
discharge signals and efference copy feedback. This is of particular significance in 
situations where integration with extra-cochlear information can be inadequate, such as 
rapid head movements. We also examined the sensorimotor interactions between source 
motion and self movements, quantifying the behavioural response of a head tracking 
task. To our knowledge, this is the first systematic exploration of auditory and 
multisensory head tracking. As such, it is of fundamental interest and relevant to 
clinically motivated research. It is also timely with the recent explosion of commercially 
available virtual reality environments and devices.  
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7.5 Future Directions 
In this body of work, we examined the different facets of auditory processing, in the 
hopes that it will be a small step in the process of describing a complete computational 
model of auditory motion processing. Yet, much remains unknown. Here, we will briefly 
consider some outstanding questions that can further our understanding of this complex 
problem.  
 
7.5.1 Models and Mechanisms for Auditory Motion Perception 
The question of how we perceive auditory motion is still unanswered. While we 
offered a better-defined model, its assumptions need to be further tested and details 
refined. Firstly, while we retained a snapshot type correlation detector in our model, we 
made the assumption that it is part of a high order motion detector that is separate from 
the auditory pathways. This assumption stems from current neurophysiological evidence 
that requires confirmation studies. The basic tenet that the auditory motion sensitivity is 
derived from an adaptation-of-excitation process requires more empirical evidence 
neurophysiolgically and psychophysically.  
 
The neural recording and analysis leading to the formulation of the adaptation-of-
excitation process described by Ingham et al., (2001) used a different stimulus generation 
technique than the current study. Specifically, the generation of apparent auditory 
motion was based on the sequential activations of speakers instead of smoothly rendered 
motion. To our knowledge, similar recordings and analysis using continuous motion have 
not been attempted. When rendering a continuously moving apparent motion, the 
stimulus speed is inversely related to the dwell (On) time: as the on time increases, the 
speed decreases. This is opposite to that in Ingham et al., (2001). There, the speed of 
apparent motion decreased when the off-time increased. Given that the stimulus on/off 
time correlates with neuronal adaptation, comparing the neuronal response between 
continuously and discontinuously moving stimuli will provide valuable insight into the 
adaptation process. Psychophysically, this leads to an interesting question, does the 
percept of velocity differ between continuous and discontinuously rendered apparent 
motion? 
 
At a higher level, some studies have reported auditory motion sensitivity based on 
spatial change responses cortically (see 2.3.3 above). The lack of directional selectivity 
found in these studies would imply that either 1) our perception of moving sounds is 
directionally agnostic; or rather more likely 2) motion selectivity is processed elsewhere. 
If, as we and others suggest that, such motion parameters are encoded by a higher order 
motion processor, imaging studies of other known motion processing areas would be of 
interest, such as higher visual motion areas. Also, the sensitivity of higher level motion 
processing is unclear.  The stimuli used in current studies have mostly relied on apparent 
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motion rendered using broadband noises, or interaural phase modulation. While such 
stimulus can provide a rich source of basic acoustical cues, it is possible that a higher order 
motion processor will respond more robustly to moving sources with rich environmental 
and contextual cues. This is of interest given that attention and salience may play a role 
in such a high level detector. Another relevant question regards the multimodal nature of 
motion perception. While we did not address this issue in the current work, it is possible 
that there is some form of shared resources in motion processing, especially at the higher 
cortical areas.   
 
The velocity contrast paradigm provides a useful design for probing auditory 
motion perception and the leaky integrator hypothesis. Firstly, we can examine the 
“perceptual reset” mechanism by varying the inter stimulus interval (ISI) in the 
discontinuous condition. This is related to the decay time of the leaky integrator and may 
be correlated to the neuronal recovery time in the adaptation-of-excitation process. 
Secondly, we can examine the nature of higher order process such as attention and 
prediction, by injecting disjoint stimulus such as reverse correlated noise or tone pulses 
in the ISI. Thirdly, it is possible to probe the parameter accumulation profile of the leaky 
integrator by introducing an accelerating (or decelerating) stimulus in the first interval, 
which will provide a means to vary the velocity accumulation rate of the stimulus. Lastly, 
while we showed that subject’s perceptual sensitivity to velocity increase was 
substantially worse in a continuous condition, it is of interest to examine whether subject 
performance will improve with extra-cochlear information about head motion. In this 
scenario, subjects will be asked to track the moving source with their heads while 
comparing velocity judgements. This will provide further insights into the sensorimotor 
interactions of the auditory system.  
 
7.5.2 Sensorimotor Interactions  
Recent studies have begun to clarify the extra-cochlear involvement of auditory 
motion processing (see 2.6). The evidence is accumulating that the auditory system can 
integrate source position with head position to maintain a stable and accurate percept of 
space, at least for slow to medium movement speeds. However, current studies have been 
limited to sources moving along the audio-visual horizon where interaural timing cues 
dominate. The involvement of spectral cues remains unclear. In this scenario, a tracking 
study can be performed where the target is moving in both azimuth and elevation. The 
veracity of spectral cues can also be degraded by using non-individualised HRTFs (or 
spectrally compressed HRTFs) to quantify tracking accuracy. Such results will be of 
significant interest to the current development of virtual reality systems. Moreover, an 
important metric that has not been considered is the predictive inertia of the 
sensorimotor system. This can be probed using “zig-zig” style stimulus with random 
paths. In consideration with a high level view of auditory motion perception, the time 
required to reorient head position will provide a hint on the latency of the system. Lastly, 
while recent work has beginning to form a view that the vestibular ocular reflex (VOR) is 
only minimally suppressed during head and eye tracking, it is still unclear how the eyes 
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move in concert with the head, especially with only an auditory moving target. A 
technical challenge remains to simultaneously track eye and head motion; this may soon 
be overcome by the recent advances in virtual reality systems.  
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Review
The Perception of Auditory Motion
Simon Carlile1,2 and Johahn Leung1
Abstract
The growing availability of efficient and relatively inexpensive virtual auditory display technology has provided new research
platforms to explore the perception of auditory motion. At the same time, deployment of these technologies in command
and control as well as in entertainment roles is generating an increasing need to better understand the complex processes
underlying auditory motion perception. This is a particularly challenging processing feat because it involves the rapid decon-
volution of the relative change in the locations of sound sources produced by rotational and translations of the head in space
(self-motion) to enable the perception of actual source motion. The fact that we perceive our auditory world to be stable
despite almost continual movement of the head demonstrates the efficiency and effectiveness of this process. This review
examines the acoustical basis of auditory motion perception and a wide range of psychophysical, electrophysiological, and
cortical imaging studies that have probed the limits and possible mechanisms underlying this perception.
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auditory motion perception, auditory velocity threshold, minimum audible movement angle
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Introduction
We live in a world that moves. On the one hand, animate
objects can present as threats or opportunities and track-
ing their course of movement is critical to responding
appropriately. On the other hand, listeners are also in
motion, so physically stationary sound sources move rela-
tive to the listener. The challenge here is twofold. First
understanding how motion per se is encoded in the audi-
tory nervous system and second, understanding how the
listener is able to disambiguate the actual motion of a
source from the apparent motion. Despite almost constant
head motion, the fact that we still perceive the world
around us as stable may provide some important clues
as to how the nervous system performs this complicated
deconvolution (Brimijoin & Akeroyd, 2014). Furthermore,
a fair bit is known about this ubiquitous perceptual prop-
erty in vision, and there is undoubtedly much there to
inform our understanding in audition. There are, however,
material diﬀerences in the encoding of space between the
two systems—visual space largely reflects the spatiotopic
coding of the receptors on the retina, while auditory space
is necessarily computational and relies on acoustic cues
that arise at each ear and between the ears. In the course
of this review, we will also examine some of the important
consequences of these diﬀerences.
The study of the perception and physiological pro-
cessing of moving sound sources has been complicated
to some extent by the technical diﬃculty in generating
adequately controlled stimuli. Mechanically moving a
sound source soundlessly is challenging and the practical
trajectories are usually simple linear and rotational
movement with respect to the listener. Perrott and
Strybel (1997) pointed out that one of the earliest reports
exploiting simulated auditory motion, using binaural beat
stimuli, appeared in the literature almost a 100 years ago
(Peterson, 1916). In marking this centenary, it is timely to
take stock of our current understanding and what major
outstanding questions or themes remain. Aside from the
work of Rayleigh (1907), Perrott’s paper also documented
a spurt of activity in this area in the early part of the 20th
century and from the late 1960s a very rapid growth in the
number of studies; some using real motion but the major-
ity (!70%) using forms of movement simulation.
In this review, we will consider the major themes that
have emerged in those 100 years. We will argue that
many of the anomalies and contradictions in the litera-
ture can be traced back to the limitations of the stimulus
paradigms with both real and simulated movement.
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Another reason we believe that such a review is timely is
the increasing access to the advanced virtual and aug-
mented reality technologies that can flexibly generate the
full set of veridical acoustic cues that drive this percep-
tion. Coupled with precise human movement tracking,
such systems can be used to examine not just the ques-
tion of the perception of auditory motion but the disam-
biguation of source and self-motion, together with the
cross-modal and audio-motor interactions that undoubt-
edly play an important role in our everyday perceptual
experiences.
Acoustic Cues to Spatial Perception
A sound source will have three diﬀerent perceptual attri-
butes that are relevant to this discussion. The first is
whether it is moving or stationary; the second the
location and trajectory of the motion; and the third is
the velocity of motion relative to that of the head. At the
most fundamental level, perception is dependent on the
acoustic cues used in the spatial localization of a sound
source, so we will begin with a brief review of the phys-
ical and psychophysical basis of the perception of sta-
tionary sound sources.
Binaural Cues to Sound Location
The placement of the two ears on roughly opposite sides
of the head allows the auditory system to simultaneously
sample the sound field from two diﬀerent spatial loca-
tions and, for sounds located away from the listener’s
midline, under slightly diﬀerent acoustic conditions.
The information from both ears constitutes the binaural
cues to location (for reviews, see Carlile, 1996, 2014).
For sound locations oﬀ the midline, the path length
diﬀerences between the sound source and each ear pro-
duces a diﬀerence in the time of arrival (onset) of the
sound to each ear—the interaural time diﬀerence (ITD)
cue to azimuth or horizontal location. The magnitude of
the ITD roughly follows a sine function of horizontal
angle (0" directly ahead; Shaw, 1974) so that small dis-
placements from the midline produce much larger
changes in ITD than do the same displacements at
more lateral locations. The auditory system is also sen-
sitive to the instantaneous phase of low-frequency
sounds (<1.5 kHz), and the amplitude envelopes of
high frequencies (e.g., Bernstein & Trahiotis, 2009;
Ewert, Kaiser, Kernschmidt, & Wiegrebe, 2012).
The reflection and refraction of the sound by the head
for wavelengths smaller than the head also give rise to an
interaural level diﬀerence cue (ILD), which is also depend-
ent on the horizontal location of the source. The pinna
and concha also boost and spectrally filter these wave-
lengths, particularly for locations in space contralateral
to the ear. The ILD calculated for a spherical head
shows a maximum for locations not on the interaural
axis, but for location 45" on either side of that axis
(Shaw, 1974). Furthermore, the acoustical axis of the
pinna is orientated toward the frontal field over this fre-
quency range (Middlebrooks, Makous, & Green, 1989).
The combination of these two acoustic properties cause
the ILDs for the mid to high-frequency range to increase
to a maximum for locations in the anterior field, oﬀ the
midline which varies in a frequency dependent manner
due to the spectral filtering characteristics of the pinna
and concha (Shaw, 1974).
The observation that the ILD cues are predominant at
the middle to high-frequency range of human hearing,
and the ITD cues are particularly important for low
frequencies was first made by Lord Rayleigh (1907);
this is referred to as the duplex theory of localization
(see also Mills, 1958, 1972). Despite a range of limita-
tions in its interpretation, the theory still holds consider-
able influence over the way many researchers think about
the utilization of these acoustic cues.
One generally recognized limitation is that these bin-
aural cues are ambiguous because of the symmetrical
placement of the ears on the head. That is, any particular
ITD/ILD combination can only specify the sagittal plane
containing the source. This ambiguity has been referred
to as the “cone of confusion” for specific binaural inter-
vals (Carlile, Martin, & McAnnaly, 2005; but see also
Shinn-Cunningham, Santarelli, & Kopco, 2000). This
ambiguity can be resolved using the so-called monaural
spectral cues provided by the location dependent filtering
of the outer ear (see below), but this requires that the
sound source contains energy covering a relatively broad
range of frequencies.
For a repeated sound or one of moderate duration,
moving the head can help resolve the cone of confusion
by multiply sampling the sound source and integrating
that information with information about the movement
of the head (van Soest, 1929, as quoted in Blauert, 1997;
Brimijoin & Akeroyd, 2012; Perrett & Noble, 1997;
Pollack & Rose, 1967; Wallach, 1940; Wightman &
Kistler, 1999). This integration of motor and sensory
information in spatial hearing is very important, but lar-
gely neglected, a theme to which we will return.
Spectral or Monaural Cues to Sound Location
The complexly convoluted shape of the outer ear
produces a complex pattern of sound resonances and
diﬀractions that boost and cut diﬀerent frequencies.
The specific spectral pattern depends on the coupling
of the various acoustic mechanisms with the sound
field which in turn is dependent on the relative angle of
incidence of the wave front (see for instance Teranishi &
Shaw, 1968; reviews Carlile, 1996; Shaw, 1974). Many of
the more prominent spectral features (>4 kHz) that vary
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with location are likely represented in the neural code
(Carlile & Pralong, 1994).
Quite a number of studies have demonstrated superior
levels of accuracy (e.g., Carlile, Leong, & Hyams, 1997;
Makous & Middlebrooks, 1990b) and precision (Mills,
1958) in auditory localization performance for the anter-
ior region of space. This is likely to be due at least in
part to more spatially detailed acoustic cues as a conse-
quence of the anteriorly directed pinna acoustic axis
and the diﬀractive eﬀects of pinna aperture. The specific
frequencies of the spectral gains and notches are highly
dependent on the spatial location of the source for this
region of space.
One important perceptual outcome of the filtering
of the sound by the outer ear is the emergent perception
of an externalized sound image. Head movements can
also play a role in the emergent perception of an exter-
nalized sound image (Brimijoin, Boyd, & Akeroyd, 2013;
Loomis, Hebert, & Cicinelli, 1990).
Accuracy and Resolution in
Auditory Localization
In ecological terms, localizing a sound source entails
identifying its spatial location relative to the listener.
While on the one hand, this is patently obvious, and
on the other, this is not necessarily the way that perform-
ance has been measured. Many early studies of the pro-
cessing of the acoustic cues to location were focused on
the absolute sensitivity to these cues and how they might
vary with overall magnitude (the so-called Weber frac-
tion). In the classic study of Mills (1958), the spatial
resolution or the minimum audible angle (MAA) was
measured for a wide range of frequencies for diﬀerent
location on the anterior audio-visual horizon. In a two
alternative forced choice 2AFC task, the subject identi-
fied if the second of two short tone bursts, separated by a
second of silence, appeared to the right or left of the first.
For locations around the midline, the MAA ranged from
1" to 3" as a function of frequency (1.5 kHz and 10 kHz
had the highest thresholds) and the MAA increased with
increasingly more lateral locations (7" or much greater
for some frequencies at 75" azimuth).
The MAA is a measure of the precision or the just
noticeable diﬀerence in spatial location. Importantly, the
direction of the change in location between the two test
stimuli is necessary to ensure that the just noticeable dif-
ference is related to spatial location as opposed to some
other chance in the percept. A large number of other
studies have examined absolute localization accuracy
(e.g., Butler, Humanski, & Musicant, 1990; Gilkey &
Anderson, 1995; Good & Gilkey, 1996; Hofman & Van
Opstal, 1998, 2003; Makous & Middlebrooks, 1990a;
Oldfield & Parker, 1984; Wightman & Kistler, 1989)
including work from our own laboratory (see in
particular Carlile et al., 1997). These data are best con-
sidered in terms of the overall accuracy (bias), represented
by the average localization response to repeat stimuli, and
precision, as indicated by the variance of those responses.
The MAA is much smaller (at least fivefold) than the
precision exhibited by the absolute localization response
and this diﬀerence is likely due to a number of factors.
The MAA is a perceptual task while the diﬀerent
approaches used to indicate the perceived absolute loca-
tion of the stimulus will each have a diﬀerent error asso-
ciated with the method (pointing with the nose or hand to
the spatial location, using a pointer on an interface or
calling out a spatial coordinate estimate, etc.). On the
other hand, the diﬀerences between the MAA and abso-
lute localization are also likely to reflect the diﬀerences in
the nature of the task: the MAA is a just noticeable dif-
ference JND task, where there is a standard or anchor
that a second stimulus is judged by, and the localization
task is a single-interval absolute judgement task—these
two tasks rely on entirely diﬀerent domains of judgement,
even though they share the same perceptual cues.
Sensory–Motor Integration in
Auditory Spatial Perception
Before we consider in detail the research that has
focussed particularly on the perception of auditory
motion, it is important to consider the related question
of the role of non-auditory information in auditory spa-
tial processing. In humans, the ears are symmetrically
placed on the head and immobile so that the acoustic
cues to location are head-centred. Of course, the relative
position of the head is constantly changing and needs to
be accounted for in the generation of the perceived loca-
tion of a sound source. Using an audio-visual localiza-
tion paradigm Goossens and van Opstal (1999) have
shown that auditory targets are encoded in a body
centred, rather than a head-centred, coordinate system.
This indicates that the accurate perception of the loca-
tion of a sound source requires the integration of infor-
mation about the relative position of the head with
respect to the body. Not surprisingly then, they also
found that head orientation influenced the localization
of a stationary auditory target.
This finding has been corroborated by other studies:
Lewald and Ehrenstein (1998) reported that the per-
ceived midline was influenced by the direction of gaze
or the horizontal orientation of the head. This has
been extended this to both horizontal and vertical dimen-
sions using a laser pointing task (Lewald & Getzmann,
2006). Moreover, the spatial shift induced by eye pos-
ition has also been shown to occur in the absence of a
visual target (Cui, Razavi, Neill, & Paige, 2010; Razavi,
O’Neill, & Paige, 2007). Whether the source of this pos-
tural information is aﬀerent proprioceptive information
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or eﬀerence copy from the motor system is not known,
although vestibular stimulation has been shown to influ-
ence auditory spatial perception in the absence of
changes in the posture of the head (DiZio, Held,
Lackner, Shinn-Cunningham, & Durlach, 2001; Lewald
& Karnath, 2000).
In summary, the emerging picture suggests that non-
auditory information about the relative location of the
head is important in converting the head centred, audi-
tory spatial cues into body-centred coordinates. This
may well provide the basis for both integrated action
in response to auditory spatial information and for the
generation of the perception of a stable auditory world.
The Perception of Source Motion
The perception of motion can represent both the actual
movement of the source through space or the apparent
motion produced by the translation or rotation of
the head in space. It is probably fair to say that the major-
ity of motion events that we experience are those that result
from the self-motion generated by an active, ambulatory
listener with a highly mobile head. By contrast, with very
few exceptions, it is motion perception with a static head
that has been the focus of the research in this area to date.
It is also important to note that, in the latter part of
the last century, much of the research and subsequent
debate have revolved around conceptions of motion pro-
cessing that have their roots in visual motion processing.
In particular, the contributions of Hassenstein and
Reichardt to the understanding of low-level motion pro-
cessing have been extremely influential (discussed in
Borst, 2000). In vision, low-level motion detectors can
selectively respond to velocity and direction with mon-
ocular input, using a simple neural circuitry first pro-
posed by Reichardt (1969). First, although the auditory
system lacks a spatiotopic receptor epithelium—a feature
central to the idea of low-level motion processing in the
retina—the search for auditory motion detectors focused
on cues that could vary continuously as a function of the
variation in spatial location, such as dynamic changes in
interaural phase (e.g., Spitzer & Semple, 1991; discussed
in detail later). A major limitation of such approaches is
that actual motion induces a coherent variation in each
of the location cues reviewed earlier. We will review
work below demonstrating that the use of individual
cues results in a much reduced perception of motion in
the listener, a reduced auditory motion after eﬀect and
significantly reduced motion response in imaging, and
electroencephalography (EEG) studies when compared
with a veridical combination of cues.
Second, there has been much debate about whether
low-level motion detectors exist in the auditory system.
Such motion detectors, first modeled by Reichardt (1969)
in vision, would be characterized by their monaural
responses and peripheral location. Yet, as discussed in
Neurophysiology section, such low-level motion detectors
have not been found in the auditory system. This suggests
that auditory motion perception maybe subserved by
a higher level system—similar to that of third-order
motion detectors in vision, which are centrally located,
binocular in nature, and heavily modulated by attention
(Boucher et al., 2004). In audition, such a third-order
system would likely take as inputs positional information
resolved from binaural cues and form the basis for a
“snap-shot” style model.
To date, this has not led to the sort of rigorous mod-
eling that gave rise to many of the most useful predic-
tions around visual motion detection (as discussed in
detail in Borst, 2000) and has remained at a qualitative
level of explanation. Clearly, we can perceive auditory
motion. There are many EEG and vital imaging studies
demonstrating the cortical areas responding to moving
auditory stimuli which are complimented by lesion case
studies demonstrating perceptual deficits (Griﬃths et al.,
1996). Positing these as evidence for motion detectors per
se, however, adds nothing to the discussion about the
nature and processing of the relevant cues.
One final introductory point is the nature of a moving
stimulus. By definition, movement represents a change in
location over time. The emergent property of speed
or velocity can be derived from the duration of the move-
ment and the distance traveled. Is velocity per se
(a certain distance in a certain time) or distance or time
the critical factor in movement threshold? How does sen-
sitivity to these elements covary in an ecologically or
psychophysically meaningful way? This covariation of
distance, time, and velocity is a complication that
needs to be managed both in terms of the experimental
design and the interpretation of the nature of the eﬀect-
ive stimulus underlying the perception of velocity and
direction of motion – an issue we will return to below.
Detection of Motion
The subjective perception of motion can be induced
using the sequential presentation of discrete auditory
events (also referred to as “saltation” Phillips & Hall,
2001) for relatively short (50ms) bursts of sound the per-
ception of motion is determined by the stimulus onset
asynchrony (SOA): that is, the time from the onset of the
leading stimulus to the onset of the following burst. For
location arranged about the anterior midline, the opti-
mal SOA was between 30ms to 60ms. In this range,
subjects were able to correctly discriminate the direction
of motion and the relative spatial separation of the
sources (6", 40", or 160") did not aﬀect the perception
of motion (Strybel, Manligas, Chan, & Perrott, 1990).
The optimal SOA also depended on the duration of the
first stimulus (see Strybel et al, 1992 and Perrott &
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Strybel, 1997 for discussion). Following monaural ear
plugging, listeners still reported motion for these stimuli
but were at chance levels in identifying the direction of
motion (Strybel & Neale, 1994). This suggests that the
spectral changes associated with the change in location
were suﬃcient to induce the perception of motion; how-
ever, at least for the horizontal dimension tested, the
binaural cues appear necessary to determine the direc-
tion of motion. The SOA measures using noise bursts are
broadly similar to findings reported using click stimuli
where the strength of the perception of motion increased
with binaural presentation and where binaural level dif-
ferences were less than 30 dB (Phillips & Hall, 2001).
Notably, these two studies focused on saltation or the
perception of sequential step wise movements. In con-
trast, Harris and Sargent (1971) found that the MAA
for a real moving sound source was similar between
monaural and binaural listening with white noise, while
that for a pure tone increased substantially, presumably
due to the loss of spectral cues.
At the other end of the continuum, the upper limits of
rotational motion perception have been examined under
anechoic and reverberant conditions (Feron, Frissen,
Boissinot, & Guastavino, 2010). Using a 24-speaker
array, listeners were able to perceive simulated horizon-
tal rotation up to 2.8 rotations/s, that is, close to 1000"/s.
Listeners were slightly more sensitive to accelerating
compared with decelerating noise, as well as band-lim-
ited and harmonic complexes (12–32 harmonics).
Listeners were more sensitive to motion of harmonic
complexes with low fundamental frequencies, presum-
ably because of the greater availability of ITD informa-
tion. Surprisingly, threshold velocities were even faster
for all stimuli when testing in highly reverberant condi-
tions (a concert hall). It was suggested that this might be
the consequence of a broader source image in the rever-
berant compared with the dry conditions (but see
Sankaran Leung & Carlile, 2014 for lower velocities).
The main focus of this review is on rotational trajec-
tories. However, it is also instructive to briefly discuss
looming and linear motion, both of which are common
in a natural environment. In a series of psychophysical
tasks, Lutfi and Wang (1999) examined the relative
weighting of overall intensity, ITDs, and Doppler shifts
cues that are involved in a sound that moved linearly in
front of a listener. They reported that intensity and ITDs
correlated most with displacement discrimination, at
least at slower velocities (10m/s), while Doppler cues
dominated at the faster velocities (50m/s). Not surpris-
ingly, velocity and acceleration discrimination were
highly correlated with the Doppler eﬀects. A looming
stimulus describes an object that is moving toward the
listener, such as that of an approaching threat. Unlike
rotational motion which requires interaural cues, a
“looming” percept can be produced from increasing
intensity with a diotic stimulus (Seifritz et al., 2002).
Its opposite—receding motion—can be generated by a
decrease in intensity. A number of studies have examined
the perception of looming motion (Bach, Neuhoﬀ, Perrig,
& Seifritz, 2009; Ghazanfar, Neuhoﬀ, & Logothetis, 2002;
Gordon, Russo, & MacDonald, 2013; Maier &
Ghazanfar, 2007; Neuhoﬀ, 2001), in particular by com-
paring the salience of looming versus receding sounds
(Hall & Moore, 2003; Rosenblum, Wuestefeld, &
Saldan˜a, 1993). It has been shown that subjects consist-
ently overestimate the intensity of a looming stimulus and
underestimate the corresponding time to target (Neuhoﬀ,
1998). This is not surprising, given the evolutionary
advantages this can aﬀord for threat evasion. Seifritz
et al. (2002) explored the neural mechanisms subserving
this perceptual bias using functional magnetic resonance
imaging. They found that a looming stimulus activated a
wider network of circuitry than to a receding stimulus.
Furthermore, consistent with horizontal and vertical audi-
tory motion, they also found greater activation in the
right temporal plane in both looming and receding
motion compared with stationary sounds.
Direction of Motion and the Minimum
Audible Movement Angle
The MAA is presumed to be the limiting condition for
motion perception. In the latter quarter of the 20th
Figure 1. The relationship between horizontal MAMA at 0"
Azimuth, velocity and stimulus duration at MAMA threshold for
seven studies. The green filled symbols indicate pure tone stimuli
(usually 500Hz), the blue filled symbols band limited stimuli (>6 kHz
or <2 kHz) and the open diamond symbol MAMA threshold
following many weeks of training (Data from Brimijoin & Akeroyd,
2014; Grantham, 1986; Grantham et al., 2003; Harris & Sergeant,
1971; Perrott & Marlborough, 1989; Perrott & Musicant, 1977;
Strybel, Manligas, et al., 1992; Strybel, Witty, & Perrott, 1992).
Carlile and Leung 5
 by guest on June 29, 2016tia.sagepub.comDownloaded from 
century, work focused on the measurement of the min-
imum audible movement angle (MAMA) which was
defined as the minimum distance that a stimulus
needed to be moved to be distinguished from a stimulus
that was stationary. The first studies had huge disparities
in the velocities tested, which reflected the diﬀerent ways
in which the movement was generated. Harris and
Sargent (1971) used a loudspeaker speaker on a trolley
moving linearly at 2.8"/s and for a 500Hz pure tone
report a MAMA of around 2". Perrott and Musicant
(1977) who attached a loud-speaker to the end of a rap-
idly rotating boom and examined velocities from 90"/s to
360"/s, reported that the MAMA for a 500Hz tone
increased from 8.3" to 59" with increasing velocity.
Grantham (1986) used stereo balancing to simulate the
motion of a 500Hz tone at velocities of 22"/s to 360"/s.
The MAMA data from eight studies spanning 1971 to
2014 are plotted in Figure 1 for locations around the
frontal midline.
Despite the large diﬀerences in the stimulation proced-
ures, stimulus characteristics and measurement protocols,
a number of general observations can be made:
(a) MAMA is a strong function of velocity (see also
Figure 2a); (b) wide band stimuli (filled red circle) show
smaller MAMAs than pure tones (filled green circle); (c)
training has a significant eﬀect on the MAMA (open
black diamond; see Perrott & Marlborough, 1989 and
Strybel, Manligas, & Perrott, 1992). The variation in
MAMA with velocity is also consistent with the increase
in MAA with decreasing ISI (see Grantham, 1997).
When collapsed across velocity (Figure 2b) and the eﬀects
of training (open diamond) are ignored, the MAMA
appears to asymptote at around 1.5" for duration greater
than 200ms. This observation was first made by
Grantham (1986) who originally estimated this as !5"
MAMA at !150ms duration for a 500Hz tone and sug-
gested that this reflected a minimum integration time for
optimal performance.
Using broad-band pulses, Saberi and Perrott (1990)
simulated a wide range of velocities and showed a U-
shaped function for horizontal MAMA—data from two
subjects showed an increase in the MAMA for very slow
movement of less than 1"/s. This suggests that there is an
optimal velocity for movement detection of between 1"/s
and around 20"/s. Figure 1 also illustrates that there is a
minimum amount of perceptual “information” required
before the sound was judged to be moving, and this could
be the stimulus duration or the distance travel. Distance
was not simply about the locations of the end points of
the motion, as continuously sounding stimuli are asso-
ciated with a significant (albeit small) improvement in
MAMA compared with short stimuli marking the end
points (Perrott & Marlborough, 1989). Moreover, accel-
erating and decelerating stimuli can be discriminated over
relatively short durations (90ms and 310ms for 18" and
9" or arc movement, respectively; Perrott, Costantino, and
Ball (1993)), indicating sensitivity to sound events during
the course of the movement (Grantham, 1997).
The MAMA for horizontal movement varies as a
function of the azimuth location (Grantham, 1986;
Figure 2. Data from Figure 1 collapsed across duration (a) and velocity (b). All other details as per Figure 1.
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Harris & Sergeant, 1971; Strybel, Manligas, et al., 1992)
and follows much the same pattern as the MAA increas-
ing two to threefold from 0" to 60" from the midline and
increasing substantially for locations behind the subject
(Saberi, Dostal, Sadralodabai, & Perrott, 1991). For
horizontal movement at diﬀerent elevations, Strybel,
Manligas, et al. (1992) reported that the MAMA
increased slightly with elevation but not substantially
until the elevation was greater than 70". The MAMA
also increased marginally for diagonal trajectories but
was significantly larger for vertical trajectories
(Grantham, Hornsby, & Erpenbeck, 2003; Saberi &
Perrott, 1990). The vertical MAMA was not substan-
tially diﬀerent for anterior or posterior locations
(Saberi et al., 1991). These latter studies also suggested
that the diagonal MAMA is defined by the relative con-
tributions of the binaural (horizontal) and monaural
(vertical) cues.
In general, for horizontal moving stimuli around the
midline, the MAMA was 2 to 3 times larger than the
MAA for static stimuli when measured under the same
conditions (Brimijoin & Akeroyd, 2014; Grantham, 1986;
Grantham et al., 2003; Harris & Sergeant, 1971; Saberi &
Perrott, 1990 but see Grantham, 1986 footnote 2). This
was also the case for measures along diagonal or vertical
orientations (Grantham et al., 2003; Saberi & Perrott,
1990). The “dynamic” MAA has also been measured
using moving sound sources and found to agree with
that measured using static sources, indicating that the
larger MAMA is not simply the result of “blurred” local-
ization (Perrott & Musicant, 1981). With extensive train-
ing, however, the MAMA has been shown to approach
the previously published MAA for horizontal broad-band
sounds around the midline (Saberi & Perrott, 1990;
Perrott & Marlbrough, 1989, c.f. Perrott & Saberi,
1990). From these data, however, it is not clear if this
represents perceptual or procedural learning.
Velocity
The perception of the rate of motion of a sound source
(its velocity) has been examined psychophysically in only
a handful of studies. Altman and colleagues have used
dynamic variation in the ITD (Altman & Viskov, 1977)
and ILD (Altman & Romanov, 1988) of trains of clicks
in a 2AFC discrimination task with a reference velocity
of 14"/s. Using only ITD, the diﬀerence limens were sur-
prisingly large at 10.8"/s, whereas ILD variation pro-
duced diﬀerence limens of around 2"/s (see Figure 3).
Although these stimuli are both impoverished and con-
flicted (real motion produces a covariation of each of the
localization cues), this result suggests that ILD may pro-
vide a more salient cue for velocity discrimination—a
diﬃcult finding for those physiological studies that
have used binaural beat or other temporally varying sti-
muli in the search for low-level motion detectors (e.g.,
Spitzer & Semple, 1991, 1993; see also below). These
experiments involved radial motion. When the movement
trajectory is linear, intensity changes and Doppler shifts
provide the most salient cues for velocity and acceleration
discrimination (see Lufti & Wang, 1999).
Taking a diﬀerent approach, Grantham (1986) used
stereo balancing to generate the illusion of a moving
500Hz tone. Diﬀerence limens in this study were also
very large and of the order of 10"/s (a Weber fraction
of 1!) and may have reflected the relative brevity of
the stimuli (<1 s). He did note, however, that threshold
discrimination may have been on the basis of the diﬀer-
ence in the distance traveled between the reference and
the test stimuli and calculated this threshold as between
4" and 10". As discussed earlier, the discrimination
between two stimuli with diﬀerent velocities could rely
on diﬀerence in the distance traveled for fixed duration
stimuli or in the case of a fixed distance, the relative
duration of the stimulus.
We tackled this problem in our own laboratory in two
diﬀerent experiments. In the first, we randomized the
duration and distance (i.e., the arc of movement) of the
stimuli, making these cues uninformative (Carlile & Best,
2002). In that experiment, JNDs increased with increas-
ing velocity with median Weber fractions of 0.37, 0.3,
and 0.24 for reference velocities of 15"/s, 30"/s, and
Figure 3. (a) JNDs and (b) Weber fractions for all studies to date
examining velocity perception (Agaeva, 2004; Altman & Viskov,
1977; Carlile & Best, 2002; Frissen et al., 2014; Grantham, 1986).
Adapted from Frissen et al. 2014 with permission.
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60"/s, respectively. This indicated that subjects were sen-
sitive to velocity per se but curiously and possibly coun-
terintuitively, the Weber fractions decreased with
increasing velocity. When distance cues were made avail-
able by using constant duration stimuli, thresholds
improved significantly in a manner that was related to
the magnitude of the distance cue. In that study, the
subject’s attention was drawn to stimulus velocity by
the nature of the 2AFC task so in a second, more
recent study (Freeman et al., 2014) we used a 3AFC
odd-ball task and measured discrimination contours
for stimuli lying in the distance-duration plane (see
Figure 4). The odd-ball task will identify the cues being
used in the discrimination task without biasing the obser-
ver to focus on any particular cue. The discrimination
contour method produces a set of motion thresholds
Figure 4. (a) Motion discrimination contours, defined in the duration (x axis) – distance (y axis) plane. Sensitivity thresholds were
measured along the orientations yi using a three-interval oddity task consisting of two identical standard stimuli and one test stimulus,
presented in a random order (see Freeman et al. 2014). When the perception of speed dominates performance, the resultant ellipse will be
oriented along y¼ 45" (top right). If duration and distance are separable and individually dominates performance, the ellipses will be aligned
along the cardinal axes (bottom right). (b) Motion discrimination contour for a single naı¨ve subject for speed¼ 50"/s, duration¼ 400ms. In
this task, the stimuli contained veridical distance and duration cues without additive noise. If auditory motion were encoded by specialized
velocity detectors, we would expect a resultant ellipse along 45". Instead, the results suggest that subjects were most sensitive to the
duration cues. (c) Same as (b) but noise was added to the distance and duration cues in the stimuli, rending them less salient. The results
showed a discrimination contour with an ellipse along 45", suggesting that subjects were sensitive to speed, when distance and duration
cues were made uninformative.
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from the manipulation of the distance, time, and speed
cues. When thresholds are plotted on the distance-
duration plane, the orientation of the contour should
be along the dimension which is most informative: that
is, when the dimension which identifies the diﬀerence
between the standards and the odd-ball is equivalent,
this should result in a larger threshold. For instance,
on a distance-duration plane, if velocity sensitivity was
dependent on velocity detectors alone, then the contour
orientation should be on the diagonal, where velocity
and distance covary. On the other hand, if the system
relies more on diﬀerence of duration, then the contours
should orientate along that dimension. Without
roving the duration and distance (so that these cues
remained informative), the detection of the odd-ball
was dependent primarily on duration and to a lesser
extent on distance. When the stimuli were randomly
roved (as in the Carlile & Best, 2002, study) thresholds
were higher and contours were orientated along the diag-
onal velocity plane. This provided very strong evidence
that the auditory system relies on duration and distance
over speed; however, when these cues are unavailable or
unreliable (as is the case when distance and duration
where randomized), then the auditory system used the
velocity cues but was much less sensitive compared with
when distance and duration cues are available. The reduc-
tion in Weber fraction with increasing velocity was also
evident over the range 12.5"/s to 200"/s in that study.
In another quite recent study, Frissen, Fe´ron, and
Guastavino (2014) have reported that velocity discrimin-
ation persists up to 720"/s. In that study, spectral infor-
mation at lower frequencies produced better JNDs
for velocities from 288"/s to 576"/s and the Weber frac-
tions also reduced over that range (see Figure 4,
Frissen et al., 2014). Most interestingly, velocity sensitiv-
ity was also shown to be unaﬀected by relatively high
levels of reverberation—in contrast to the deleterious
eﬀects of reverberation for static localization accuracy
(e.g., Devore, Ihlefeld, Hancock, Shinn-Cunningham,
& Delgutte, 2009).
Despite the wide range of paradigms (dichotic stimu-
lation, stereo-balance (500Hz), virtual space presenta-
tion, discrete speaker switching) the data present a
quite coherent picture of sensitivity across a wide range
of velocities. Note that the solid lines and (interpolated)
dotted lines indicate that while the JND increases with
velocity the Weber fraction actually decreases. (Figure 4
adapted from Frissen et al., 2014).
The Relationship Between Velocity
Perception and MAMA
In a very recent experiment in our laboratory, we have
focused on the relationship between the perception of
velocity and the MAMA (Locke, Leung, &
Carlile 2015). Recall that the MAMA represents the
threshold angle that a source needs to travel before it
is perceived as moving. If the perception of velocity is
dependent on the MAMA, then it is a reasonable predic-
tion that if the velocity of a source changes during its
motion, then the threshold arc of motion to detect a
change in velocity will be the MAMA for the new vel-
ocity. In a two-interval velocity-discrimination experi-
ment with large step changes in velocity ($2 to $4),
Leung, Locke, and Carlile (2014) report the threshold
arcs were 2 to 5 times larger than would have been pre-
dicted by the MAMA. Moreover, the threshold angles
required to discriminate the velocity in the second inter-
val were significantly influenced by the velocity in the
first, where small changes were associated with larger
thresholds (Locke et al., 2015). The velocity JND for a
step change in the velocity was also reported to be many
times larger than that previously reported for a discon-
tinuous comparison of velocity (Carlile & Best, 2002).
Taken together these results indicate that the recent his-
tory of a temporally continuous or a spatially continuous
source plays an important role in the perception of the
velocity of the source (Locke et al., 2015; see in particular
Senna, Parise and Ernst, 2015).
These results are far more consistent with the idea of a
leaky integrator process underling velocity perception
compared with a “snap shot” model of motion percep-
tion (e.g., Middlebrooks & Green, 1991). For instance,
when the velocity changes instantaneously, the integrator
contains mainly previous velocity information and takes
time for a new mean output to settle. As time progresses,
the integrator begins to fill up with the new velocity
information. If the new velocity is very diﬀerent, then
the mean output of the detector will change sooner
than if there is a smaller change: that is, will have a
lower threshold for larger changes. Short intervals of
silence between stimuli will aﬀect the integrator but do
not provide a complete reset. On the other hand, large
changes in spatial location (as in Carlile & Best, 2002) do
seem to have the capacity to reset the process underlying
velocity perception—possibly because diﬀerence in loca-
tion is a strong cue to a discontinuous or new target.
Such a model is also consistent with the role of onset
asynchrony in generating the perception of apparent
motion (Perrott & Strybel, 1997), the dependence of
auditory saltation on inter stimulus interval (Phillips &
Hall, 2001) and that accelerating and decelerating sound
sources result in detection thresholds that are diﬀerent to
the MAMA for the equivalent average velocity (Perrott
et al., 1993).
The Auditory Motion After effect
Using the well know dictum “if you can adapt it, it’s
there” (Mollon, 1974), demonstrations of an auditory
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motion after eﬀect (AMAE), analogous to the visual
motion after eﬀect or “waterfall eﬀect” have been used
as evidence that the auditory systems employs motion
detectors similar to the first order motion detectors in
vision (Freeman et al., 2014). Headphone presentation
of a tone with dynamic variation in the inter-aural phase
and a complementary ramping of ILD results in the per-
ception of a source moving between the ears. Repetitive
exposure to such a tone at 500Hz (the adapting stimulus)
was reported to produce apparent motion of a stationary
source (the probe stimulus at the same frequency) in the
direction opposite to the adapting stimulus but only
when moving at 200"/s and not for a 2 kHz tone at any
velocity up to 200"/s (Grantham & Wightman, 1979). A
similar finding was reported for 500Hz low-pass noise
from a source rotated around the listener (Grantham,
1989), but only when the adaptor and probe were spec-
trally matched. In contrast (Ehrenstein, 1984; reported in
Grantham, 1998) used narrowband (0.5-octave) noise
adaptors moving in the free field, or simulated motion
using dynamically varying ILD or ITDs and found no
AMAE. Rather, subsequent localization of stationary
stimuli was displaced in the direction opposite that of
the adaptor, but only for stimuli around 6 kHz with
varying ITD.
In their well-regarded review of auditory spatial per-
ception, Middlebrooks and Green (1991) observed that
the auditory after eﬀects were somewhat smaller than
those observed in vision and, together with the contra-
dictory previous findings (summarized earlier), suggested
that there was little evidence to support the notion of
dedicated motion processors in the auditory system.
More recent work has demonstrated, however, much
more robust auditory after eﬀects. Dong, Swindale,
Zakarauskas, and Hayward (2000) measured AMAE’s
using broad-band stimuli rotated at relatively slower
velocities (20"/s or slower) as a percentage of the adapt-
ing velocity and found them comparable to those demon-
strated in the visual system at similar velocities (see also
Carlile, Kurilowich, & Leung, 1998). Using units of sen-
sitivity (JNDs), Deas, Roach, and McGraw (2008)
demonstrated comparable auditory and visual motion
after eﬀects in the same individuals using stimuli with
similar movement dynamics. Of some interest, they
have also shown that shifts of up to two JNDs can
occur in auditory localization following adaption to
moving visual stimuli!
As with the MAMA, it appears that spectrally rich
stimuli with a full set of veridical cues (actual free field;
Dong et al., 2000, or individualized virtual auditory
space (VAS); Carlile et al., 1998; Kurilowich, 2008) pro-
duce the most robust AMAEs. In addition to the latter
two studies, Grantham (1998) used non-individualized
VAS and collectively these data indicate that spectral
match and spatial overlap between probes and adaptors
produce a strong AMAE that is invariant with azimuth
location (unlike the MAA). The duration of the adapta-
tion period also appears to play a role in the magnitude
of the AMAE (as it does in vision), with the early studies
reporting weaker AMAE using no preadaptation
(Grantham & Wightman, 1979) or a relatively short
period (30 seconds; Grantham, 1989; Grantham, 1992,
1998). Studies employing longer periods of adaptation
(2 minutes; Dong et al., 2000, 3 minutes; Carlile et al.,
1998; Kurilowich, 2008), with “top-up” exposure to the
adaptor between probe stimuli, all showed much larger
and more robust AMAE. Kurilowich (2008) systematic-
ally degraded the adaptor presented in individualized
VAS by holding the ILD or ITD constant and found
(a) that the AMAE was smaller when the cues were con-
flicting (e.g., monaural spectral cues and ILD change
systematically but ITD is held at 0) and (b) that ILD
was a much stronger driver of the AMAE than ITD.
One study examined the early time course of the
AMAE (Neelon & Jenison, 2004) and reported that
adaptor periods as brief as 1 s produced an AMAE
that increased in strength for adaptors increasing in dur-
ation up to 5 s. In the former case, probe stimuli needed
to be presented immediately after the adaptor, while in
the latter case, the AMAE was strongly evident up to
1.7 s later, indicating that more adaptation produces
longer lasting AMAE. These shorter adaption periods
only produced an AMAE for sounds moving toward
the midline, and this was argued to reflect the short-
term dynamics of the neural response reported in
animal models.
All of the studies above have used or simulated
motion that rotated around the listener (as when the
head rotates). However, a significant fraction of
moving sounds will move linearly and largely tangen-
tially with the head. Such motion also produces a vari-
ation in distance and angular velocity; however, AMAE
produced by such simulated motion was not diﬀerent
from that produced by a comparable rotating stimulus
at 76"/s (Neelon & Jenison, 2003). The eﬀect of motion
in depth to produce AMAE has been examined in a
number of recent studies from Andreeva and colleagues
(Andreeva & Malinina, 2010, 2011; Andreeva &
Nikolaeva, 2013; Malinina, 2014a, 2014b; Malinina &
Andreeva, 2013). This group has simulated the approach
or recession of a moving target by level balancing
between two loudspeaker directly ahead at 1m and
4.5m. In general, 5 s of adaptation using a broad-band
stimulus produces an AMAE in the direction opposite to
that of the adapter (approaching or receding), which was
more eﬀective for “velocities” of 3.4m/s or slower and
was stronger when the adaptor and probe were matched
in distance and spectral content. Control experiments
indicated that some of the perceptual biases might be
accounted for by loudness adaptation eﬀects (see also
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Ehrenstein, 1994) but that this was an inadequate
explanation of the overall eﬀect.
Auditory Representational Momentum
Early studies of the MAMA also noted that the percep-
tion of the locations of the end points of the motion was
often displaced in the direction of the motion (Perrott &
Musicant, 1977). The term “representational momentum
(RM)” was coined in the visual research literature to
describe a similar observation for a moving visual stimu-
lus, where a significant amount of work has been done
examining both the drivers and potential mechanisms
(see, e.g., Hubbard, 2005; Hubbard, Nijhawan, &
Khurana, 2010). The link between target velocity and
the magnitude of the RM is well established in the
visual domain; however, in the auditory domain, there
are only a handful of studies, and there is significant
contradiction in the results. The initial auditory observa-
tions report RM over a range from %11" to 25" (Perrott
& Musicant, 1977) and an influence of target velocity
(600"/s to 90"/s) for the onset but not for the oﬀset loca-
tion. Using a pointing task, Getzmann, Lewald, and
Guski (2004) report displacement in the direction of
motion of up to 7" to 8" and an inverse influence of
velocity for the quite slow speeds of 16"/s and 8"/s.
Schmiedchen, Freigang, Ru¨bsamen, and Richter (2013)
demonstrated comparable RM to visual and auditory
targets in the same subjects over a wide range of velo-
cities (160"/s to 13"/s) with an eﬀect of velocity but only
for a target moving from the periphery to the midline but
not for motion away from the midline. The large diﬀer-
ences in the velocities tested between studies may explain
some of the diﬀerences in the results, as might the meth-
ods of measuring the eﬀect (being perceptual estimates in
the first and pointing in the latter; see also Leung, Alais,
& Carlile, 2008).
In a recent experiment in our laboratory, we examined
auditory RMusing a horizontally moving (25"/s to 100"/s)
broad-band stimuli presented in individualized VAS, the
eyes fixed to one of three fixation points and a perceptual
task to measure the perceived end points of the motion
(Feinkohl, Locke, Leung, & Carlile 2014). We found a
significant eﬀect of velocity (100"/s RM2.3" c.f. 25"/s
RM 0.9") with endpoint displacement in the direction of
the motion and comparable to that reported for visual
RM. We also found a significant and substantial additive
eﬀect of fixation, which is consistent with previous studies
of the eﬀects of eye position on the localization of station-
ary targets (e.g., Cui et al., 2010). In the previous studies of
auditory RM, eye position was not controlled for andmay
have resulted in the substantial variation in the results
between studies. Although the magnitude of the RM is
relatively small over quite a wide range of velocities, it
does underscore the influence of the recent history of a
moving stimulus in its perception (see also section The
Relationship Between Velocity Perception and MAMA).
Auditory Self-Motion
Head Movements
Apart from source motion, self-motion due to body
and head movements can also lead to similar changes
in acoustical cues. Such cue changes are fundamentally
limited by our range of motion. Numerous studies
have examined the biomechanics and neural feedback
loop underlying head movements (Peterson, 2004;
Zangemeister, Stark, Meienberg, & Waite, 1982). For a
normal adult, the head moves commonly along the hori-
zon, with a maximal extent of approximately 70" oﬀ the
midline in either direction. Neck muscle spindles are
highly innervated with proprioceptive inputs, allowing
constant feedback of positional information and control.
However, the head-neck musculoskeletal system is
over-complete, where the number of muscles required
to control the articulations are greater than the minimum
required for activation. This contributes to the large vari-
ations of velocity and acceleration profile, not only
between individuals but also within each subject, since
it is possible diﬀerent muscles are activated for the same
task, at diﬀerent times. Some common scenarios are bal-
listic head movements from a startle reflex, an auditory
“search light” behavior to refine the location of a source
stimulus or gaze orienting and tracking to bring and
maintain an object of interest into foveal space
(Brimijoin et al., 2013; Vliegen, Van Grootel, & Van
Opstal, 2004; Wightman & Kistler, 1994). Each of
these situations elicit diﬀerent temporal, velocity, and
acceleration profiles, thus posing an additional level of
complexity in experiments where head movements need
to be controlled.
Head movements are commonly used to refine local-
ization accuracy, especially when binaural cues become
ambiguous along a cone of confusion. In these situ-
ations, head movements by listeners can help resolve
such ambiguities, as hypothesized by Wallach (1940).
Wightman and Kistler (1999) further showed a signifi-
cant reduction of front-back errors in the localization of
static sound sources when subjects were allowed to move
their heads. They also examined the opposite—whether
source motion, either independently or via subject
control, had the same eﬀect when head movements
were restricted. Here they found that only when source
motion was controlled by the subjects did front-back
errors disappear. Recent work has confirmed that even
small head rotations can facilitate front-back local-
ization in stimuli with weak spectral information
(Macpherson, 2011; Martens, Cabrera, & Kim, 2011).
This suggests that head movements were supplementing
Carlile and Leung 11
 by guest on June 29, 2016tia.sagepub.comDownloaded from 
the reduced spectral cues. Results from Brimijoin and
Ackeroyd (2012) and Macpherson (2011) also suggest
that as the amount of spectral information increased,
the stability of location percept from the Wallach cue
decreased. Using simulated motion that contained bin-
aural cues corresponding to a stationary source in the
hemisphere opposite to the motion, a low-pass sound
(500Hz) was perceived as static. However, as the stimu-
lus spectral content increased, it came into increasing
conflict with the self-motion cues, and subjects reported
an unstable location percept that flickered between the
front and back, reaching a guess rate of !50% with a
low-pass cut-oﬀ greater than 8 kHz (Brimijoin &
Ackeroyd, 2012). Brimijoin and Akeroyd (2014) also
showed that the moving MAA from self-motion (sub-
jects moving their heads) was 1" to 2" smaller than if
an external sound source moved along the same trajec-
tory, even though the changes in acoustical cues would
have been identical relative to the head. These results are
consistent with the idea, discussed above, that eﬀerent
feedback from the head motor commands or vestibular
information may play a role in auditory perception
Evidence of such sensorimotor interaction was further
demonstrated by Leung et al. (2008), where ballistic head
movements along the horizon resulted in a compression
of auditory space toward the target position, with max-
imal distortion occurring 50ms prior to onset of motion,
similar to the presaccadic interval in vision. In the visual
system, this ensures a smooth temporal representation of
space, despite the discontinuities and rapid changes in
gaze. Such compression of auditory space was also
observed by Teramoto, Sakamoto, Furune, Gyoba,
and Suzuki (2012), during forward body motion using
a motorized wheelchair moving at 0.45 to 1.35m/s.
Interestingly, as the subjects were seated and the wheel-
chair was remotely controlled, only vestibular feedback
cues were present, suggesting that auditory spatial shifts
can also be aﬀected by vestibular sensory aﬀerents.
In another study, Cooper, Carlile, and Alais (2008)
examined localization accuracy during rapid head turns
using very short broad-band stimuli, in eﬀect causing
a “smearing” of the acoustical cues. There, they found
a systematic mislocalization of lateral angles that were
maximal in the rear. Critically, such mislocalizations
only occur when the sounds were presented at the later
part of the head turn. This suggests that a “multiple
look” strategy was being employed by the participants
in localizing a target during rapid head movements.
Interestingly, the smallest localization error occurred
when subjects turned toward the point of attentional
focus, strongly suggesting that attention could modulate
the eﬀect of cue smearing.
A methodological consideration when conducting
motion experiments is whether the stimuli should be
delivered in free field or virtually over headphones.
Virtual sound delivery systems are not limited by
speaker placements, where spatial interpolation of ver-
idical head-related transfer functions (HRTFs) can
render realistic motion in any trajectory. However,
most HRTFs are recorded in anechoic environments,
and the lack of reverberation cues or room acoustics
may reduce the sense of spaciousness, thus subjects
may perceive the moving stimuli closer to their heads.
Furthermore, when self motion is integrated, excessive
delays in updating the next spatial location during play-
back can substantially reduce the veracity of the result-
ant VAS. As examined in Brungart, Kordik, and
Simpson (2006), the latency from head-tracking feedback
can aﬀect localization accuracy. Subjects were able to
detect latencies >60ms, and a delay >73ms lead to an
increase in mislocalization of static targets. It was rec-
ommended that a delay of less than 30ms be maintained
in fast-moving and complex listening situations.
Studies described so far have examined auditory
motion in either frame of reference—source or self move-
ments. However, we also encounter situations where
both our heads and sources are moving, such as when
tracking a moving object and few studies have examined
such complex acoustical–sensory feedback interactions.
Head Tracking
Head tracking of moving sounds by pointing the nose or
orientating the face toward a moving sound source has
not been examined extensively. Beitel (1999) studied the
dynamics of auditory tracking in cats by recording their
head motion when tracking a series of clicks emitted by a
speaker rotating at 12"/s or 16"/s. Using cats with sec-
tioned optical nerves to eliminate visual involvement, the
cats reacted to moving sounds in two phases: (a) a rapid
head-orienting response to localize the target followed by
(b) a tracking response that consisted of a succession of
stepwise movements involving cycles of overshoot-and-
pause, which ensured the target was maintained around
the midline. This response has a passing resemblance to
that of visual pursuit of acoustical targets and is suggest-
ive of a series of stepwise localization tasks. In a meth-
odological study (Scarpaci, 2006), the head-tracking
accuracy of auditory stimuli was examined in humans
as a means to verify the accuracy of a real-time VAS
rendering system. The subjects were asked to track a
band-limited stimulus filtered with non-individualized
HRTF that moved around the head in a pseudo-
random manner. The time lag of the head tracker and
the method of phase reconstruction were varied as
dependent variables, showing that the tracking error
increased as a function of head-tracker delay.
These two studies provided insights into the mech-
anics of auditory motion tracking and highlighted vari-
ous methodological requirements. Yet, much of the
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behavioral norms and biological constraints involved
remain unknown. In a subsequent study by Leung,
Wei, Burgess, and Carlile (2016), auditory head-tracking
behavior was examined over a wide range of stimulus
velocities in order to establish the basic underlying
limits of the sensory feedback loop. Using a real-time
virtual auditory playback system, subjects were asked
to follow a moving stimulus by pointing their nose.
The stimulus moved along the frontal horizon between
&50" Azimuth with speeds ranging from 20"/s to 110"/s
and was compared against a visual control condition
where subjects were asked to track a similarly moving
visual stimulus. Based on a root mean square error ana-
lysis averaging across the trajectory, head-eye-gaze
tracking was substantially more accurate than auditory
head tracking across all velocities. Not surprisingly,
tracking accuracy was related to velocity, where at
speeds >70"/s, auditory head-tracking error diverged sig-
nificantly from visual tracking. One interpretation is that
at the higher velocities, subjects were performing a bal-
listic style movement, with little positional feedback
adjustments; while at the slower velocities, subjects
were able to make use of the neck proprioceptive feed-
back information in the sensory–motor feedback loop.
Neural Encoding of Auditory Motion
Animal Neurophysiology
Neurophysiological studies of various animals have
examined motion sensitivity at successive nuclei along
the central auditory pathway by quantifying the changes
in spatial receptive fields (SRF) and response patterns of
these neurons to moving stimuli. The assumption is that
motion processing based on the snapshot hypothesis
would only need location sensitive neurons, making
motion sensitive neurons unnecessary and improbable
(Wagner, Kautz, & Poganiatz, 1997). So far, no
motion sensitive neurons have been found in the brain-
stem nuclei of medial superior olive and the lateral super-
ior olive, one of the first major binaural integrative sites.
In the midbrain, shifts in the SRF have been reported in
bats, guinea pigs, and owls (Ingham, Hart, & McAlpine,
2001; McAlpine, Jiang, Shackleton, & Palmer, 2000;
Wilson & O’Neill, 1998; Witten, Bergan, & Knudsen,
2006). Here, the neurons typically responded much
more robustly to sounds entering their receptive fields,
shifting the SRF opposite the direction of motion.
Importantly, Witten et al., (2006) found that such
shifts in the SRF can predict where the target will be
in 100ms and are scaled linearly with stimulus velocity.
They further note that this is the approximate delay for
an owl’s gaze response to a target.
These data and further computational modeling
strongly suggest that auditory space maps are not static
and that such shifts are behaviorally critical to compensate
for delays in the sensorimotor feedback loop. No studies,
however, have conclusively demonstrated the existence of
neurons that are actually motion sensitive. While a
number of early studies have reported a small number of
neurons in the inferior colliculus of cats and gerbils to be
selective to stimulus direction (Altman, 1968; Spitzer &
Semple, 1993; Yin & Kuwada, 1983), McAlpine et al.
(2000) demonstrated that these neurons were not directly
sensitive to the motion cues per se but rather to their pre-
vious response to stimulation. In other words, instead of
motion-specialized cells in a similar vein to that of the
visual system, these were spatially tuned neurons that
were adapted by the direction and rate of motion.
Higher level recordings have been made in monkeys,
rats, and cats in the auditory cortex and the surrounding
anterior ectosylvian cortex (Ahissar, Ahissar, Bergman, &
Vaadia, 1992; Doan & Saunders, 1999; Firzlaﬀ & Schuller,
2001; Poirier, Jiang, Lepore, & Guillemot, 1997; Stumpf,
Toronchuk, & Cynader, 1992; Toronchuk, Stumpf, &
Cynader, 1992). While directional sensitivity, shifts in
SRF and velocity sensitivities have been reported, the sig-
nificant majority of neurons that responded to motion was
also sensitive to static location and as such, may not be
“pure” motion detectors.
Stimulus diﬀerences could also play a role in the
diversity of responses reported, and an important con-
sideration in this regard is what actually constitutes an
adequate auditory motion stimulus. Dichotic stimuli,
such as those used in Witten et al. (2006) and
Toronchuk et al. (1992), relied on changes in one par-
ameter of auditory cues to illicit apparent movements, be
it interaural phase or amplitude diﬀerences. Such sounds
are not externalized in space, with a range of motion
limited to between the ears. Even so, the neuronal
responses were strongly dependent upon changes in the
parameters of these stimuli, which Spitzer and Semple
(1993) attributed to selective sensitivity to the dynamic
phase information. Others, such as Poirier et al. (1997)
and Ingham et al. (2001), used speaker arrays in free field
for a richer set of acoustical cues and cautioned that the
majority of responses were not directionally selective and
that responses to stationary and moving sounds were
similar.
Human Imaging and EEG
A number of studies have explored the cortical pathways
involved in auditory motion processing in humans. Early
work implicated the parietal cortex and superior temporal
gyrus (specifically the planum temporale, PT) as regions
of interest (Alink, Euler, Kriegeskorte, Singer, & Kohler,
2012; Baumgart, Gaschler-Markefski, Woldorﬀ, Heinze,
& Scheich, 1999; Ducommun et al., 2004; Griﬃths et al.,
1996; Krumbholz, Hewson-Stoate, & Scho¨nwiesner, 2007;
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Lewald, Staedtgen, Sparing, & Meister, 2011; Poirier
et al., 2005; Smith, Hsieh, Saberi, & Hickok, 2010;
Smith, Okada, Saberi, & Hickok, 2004; Smith, Saberi, &
Hickok, 2007; Warren, Zielinski, Green, Rauschecker, &
Griﬃths, 2002). Yet, it is unclear whether these structures
are explicitly motion sensitive or rather simply sensitive to
spatial changes. Smith et al. (2004, 2007) have in particu-
lar examined the PT and found no significant diﬀerences
between moving and spatially varying but non-moving
sounds. In a more recent study, Alink et al. (2012) used
multivoxel pattern analysis to examine directional sensi-
tivity of moving sounds and found that the left and right
PT provided the most reliable activation pattern for detec-
tion, while a trend in increased activation pattern in borh
the left and right primary auditory cortex was also
observed. Other studies explored the cortical dynamics
in response to moving stimuli with EEG, examining mis-
match negativity and classifying onset responses. There is
strong evidence that there are significant diﬀerences in
responses between moving and static sounds (Altman,
Vaitulevich, Shestopalova, & Petropavlovskaia, 2010;
Krumbholz et al., 2007; Shestopalova et al., 2012), yet
again, such dynamics are not necessarily representative
of explicit motion sensitivity but rather more general
changes in spatial position (Getzmann & Lewald, 2012).
Numerous case studies have reported deficits in audi-
tory motion perception after lesions. In a case report,
Griﬃths, Bates, et al. (1997) discussed a patient with a
central pontine lesion that presented diﬃculty in sound
localization and movement detection. Using a 500Hz
phase-ramped stimulus presented over headphones, it
was shown that the subject was unable to perceive
sound movement, even when the phase change was
equivalent to 180" Azimuthal displacement. Repeated
testing using an interaural amplitude modulated stimulus
confirmed that the subject was significantly worse than
untrained controls. Interestingly, the subject exhibited
normal performance in detecting fixed interaural phase
diﬀerences (static targets). Magnetic resonance imaging
revealed that the lesion involved the trapezoidal body
but spared the midbrain, suggesting an early delinea-
tion of spatial and temporal processing in the auditory
processing chain. In another case study, Griﬃths,
Rees, et al. (1997) reported a subject with spatial and
temporal processing deficits, including a deficit in per-
ceiving apparent sound source movement after a right
hemispheric infarction aﬀecting the right temporal lobe
and insula.
Subsequently, Lewald, Peters, Corballis, and
Hausmann (2009) examined the eﬀects of hemispherect-
omy versus temporal lobectomy in static localization and
motion perception and found evidence supporting diﬀer-
ent processing pathways between the two tasks. Here,
a subject with right-sided temporal lobectomy was able
to perceive auditory motion with the same precision as
controls but had significantly worse performance in
static localization tasks. However, two subjects with
hemispherectomy exhibited selective motion deafness,
“akineatocousis,” similar to that described in Griﬃths,
Rees, et al. (1997), while static localization abilities were
normal.
Spatial Motion Perception
and Hearing Loss
To date, no experiments have directly addressed the
impact of hearing loss on spatial motion perception.
A number of studies, however, have examined localiza-
tion and discrimination performance in a static auditory
space for the aging population and hearing loss patients
(Abel, Giguere, Consoli, & Papsin, 2000; Dobreva,
O’Neill, & Paige, 2011; Freigang, Schmiedchen,
Nitsche, & Ru¨bsamen, 2014; Kerber & Seeber, 2012;
Seeber, 2002; for recent review see Akeroyd, 2014).
Performance is generally decreased in people with hear-
ing impairment. This is likely due first, to the overall
decrease in availability of location cues (e.g., reduced
sensitivity to the mid to high-frequency information
important for both monaural and interaural level diﬀer-
ence cues) and, second, to decrease in the fidelity of the
residual cues produced by degradation of timing infor-
mation (for a recent review see Moon & Hong, 2014) and
reduced frequency selectivity (e.g., Florentine, Buus,
Scharf, & Zwicker, 1980). Given the importance of
these cues in motion perception discussed above, it is
likely that motion sensitivity will be similarly aﬀected
for individuals with hearing loss.
Concluding Remarks
The early studies used a wide range of diﬀerent sound
stimuli and means for producing or simulating motion.
The survey of those data presented here, however, iden-
tifies the general findings that the MAMA is strongly
dependent on velocity and signal bandwidth, increasing
with velocity and decreasing with bandwidth. Likewise,
other work indicates that a combination of veridical
cues is a far stronger driver of physiological responses
and motion after eﬀects than the manipulation of a
single cue to spatial location. Another common theme
is that velocity perception, particularly to changes in
velocity, is likely to be aﬀected by a prior state and is
perhaps better characterized by a leaky integrator pro-
cess than a more static “snapshot” model of changes
in location.
When considering the complexity of the self-motion
and source-motion deconvolution task, the picture emer-
ging is one of a process involving a dynamic interaction
of various sources of sensory and motor information
with all the likely attendant loop delays, reliability, and
14 Trends in Hearing
 by guest on June 29, 2016tia.sagepub.comDownloaded from 
noise issues. The more recent work suggests that a wide
range of mechanisms are likely to be playing a role in this
ecologically important perceptual process, including
prior state, prediction, dynamic updating of perceptual
representation and attentional modulation of processing
characteristics. There are now emerging a range of
sophisticated technical approaches using virtual space
stimulation techniques, coupled with fast and accurate
kinematic tracking, that are providing powerful new
platforms for systematically examining these processes.
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Sensitivity to Auditory Velocity 
Contrast
Shannon M. Locke1,2,*, Johahn Leung1,* & Simon Carlile1,3
A natural auditory scene often contains sound moving at varying velocities. Using a velocity contrast 
paradigm, we compared sensitivity to velocity changes between continuous and discontinuous 
trajectories. Subjects compared the velocities of two stimulus intervals that moved along a single 
trajectory, with and without a 1 second inter stimulus interval (ISI). We found thresholds were 
threefold larger for velocity increases in the instantaneous velocity change condition, as compared to 
instantaneous velocity decreases or thresholds for the delayed velocity transition condition. This result 
cannot be explained by the current static “snapshot” model of auditory motion perception and suggest 
a continuous process where the percept of velocity is influenced by previous history of stimulation.
To the brain, most sounds are in motion. This is because both source-motion in the external world and 
self-motion from head movements give rise to identical dynamic acoustical cues. Numerous studies have exam-
ined sensitivity to the velocity of a moving sound1–8, with the broadly accepted finding that a 20–70% difference 
in velocity is necessary for discrimination8. The common psychophysical approach is to ask subjects to compare 
two constant velocity sounds, with distinct start and end points that are presented sequentially. Given the lack of 
physiological evidence for neurons that specifically encode speed (see ref. 9 for a review) and the insensitivity to 
velocity6, it is commonly accepted that velocity is estimated using distance cues.
Grantham10 proposed these distance cues were independent static snapshots of the sound’s location at the 
start and end points in what has been termed the two-snapshot model. However, in a natural auditory scene, 
speed often varies over time, and such a post-hoc inference strategy would be insensitive to velocity changes. 
Perrott, Constantino, and Ball11 motivated extensions of Grantham’s model to include snapshots during motion 
(i.e. a multi-snapshot model), by showing subjects could discriminate between randomly generated accelerations 
and decelerations. Their study, however, did not examine the magnitude of change in velocity necessary for dis-
crimination. Here, we measured sensitivity to velocity changes during motion to examine how the velocity of a 
moving sound is perceived on a moment-to-moment basis. Importantly, listeners were unable to use the start and 
endpoints to make their judgments as was possible in previous velocity discrimination tasks.
We designed a velocity contrast task that was presented in virtual auditory space12. Unlike the standard veloc-
ity discrimination paradigm where the two stimulus intervals have the same spatial arc, we aligned the intervals 
along one common trajectory. That is, a step change in velocity was presented during a single sound movement, 
instead of two temporally and spatially distinct moving sounds with constant velocities. This allowed us to exam-
ine not only the sensitivity to the magnitude of change but also compare the direction of change (increase or 
decrease). Two temporal profiles were examined: the sound intervals were separated by a 1 second silent gap 
in the discontinuous condition, or without a gap in the continuous condition. The discontinuous condition is 
analogous to previous velocity discrimination experiments in that the start and end point cues were informative. 
Therefore, we expected subjects to have similar levels of sensitivity in the discontinuous condition as reported for 
the standard velocity discrimination task. In the continuous condition, we predicted the absence of start and end 
point cues would dramatically impair velocity discrimination.
Our results showed a significantly impaired performance in the continuous condition, but only for increases 
in velocity: the just noticeable differences (JNDs) were more than three times larger compared to the comparable 
discontinuous condition and five times larger than those reported previously8. This finding is not consistent with 
the currently received view of auditory motion perception and suggests a more continuous process where the 
instantaneous percept of velocity is significantly influenced by the previous history of stimulation.
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Materials and Methods
Participants. Five listeners (two female, 20–39 years old) were recruited. Two listeners were authors while 
the rest were naive to the details of the study. All participants reported normal hearing and gave written informed 
consent. The methods were carried out in accordance with the approved guidelines of the University of Sydney 
Ethics Committee. All experimental protocols were approved by the University of Sydney Ethics Committee.
Experimental Setup. Participants were seated in a darkened sound-attenuating chamber offering 40 dB 
of attenuation from 300 Hz upwards. They faced a 15-inch computer monitor, which displayed a grey fixa-
tion cross on a black background. Stimuli were generated using MATLAB (MathworksTM) and presented over 
Beyerdynamic DT990 headphones, via a RME Fireface 400 audio interface. Sounds were presented at a comfort-
able listening level. Responses were made using a standard computer keyboard.
Psychophysical Task. All stimuli were presented in the frontal audio-visual horizon, with the direction of 
motion alternating from trial-to-trial to prevent adaptation. Start and endpoints were randomly selected from 
± 40–70°, and the velocity transition point varied between ±15° around the midline (see Fig. 1). The initial veloc-
ity interval is denoted as V1 and the final velocity interval as V2. The velocity transition was either discontinuous 
or continuous (Fig. 1C,D respectively). In the continuous transition condition, the V1 and V2 intervals were 
temporally contiguous, and the change between the velocities was immediate. In the discontinuous transition 
condition, the intervals were separated by 1 second of silence, identical to the previous velocity study conducted 
by our lab8. We expected this to provide a clear velocity percept for each interval to act as a baseline comparison.
Listeners completed a yes-no task with a 2 × 2 × 2 randomized block design. The variables examined were: 
1) reference velocities: 30°/s versus 60°/s, 2) direction of velocity change: increase versus decrease, 3) transition 
type: continuous versus discontinuous. Each condition was presented as a separate block, the order randomized 
for each listener. Listeners were asked to report if they perceived the target velocity change, which was either an 
increase or decrease depending on the block. The two reference velocities, examined were 30 and 60°/s. Ten test 
velocities were examined for each reference velocity, half faster and half slower (see Table 1).
If the subject did not reach 75% correct or the sampling was inadequate to characterize the threshold, an 
additional block of that condition was completed at the end of the experiment. In order to compute the sensitivity 
Figure 1. (A) Diagram showing the velocity contrast task design. Subject’s head remained stationary while the 
stimuli moved along the frontal audio-visual horizon, using virtual auditory space. The start and end points 
were ± 40–70°, depending on velocity, with a ± 15° transition zone in the middle. There were two stimulus 
intervals along the movement trajectory that had different velocities, V1 and V2 (marked red and blue). In an 
increase condition, V2 > V1, and V2 < V1 in a decrease condition. (B) An example of a velocity discrimination 
task design that is used in previous studies. Unlike a velocity contrast task (A), the two stimulus intervals in 
(B) travel along similar trajectories (marked red and blue), separated in time by an inter stimulus interval (ISI). 
(C) Velocity profile of the discontinuous condition. The two intervals (V1 and V2) are separated in time by a 
1 second gap of silence; this is identical to the ISI used in Carlile and Best8. (D) Velocity profile of the continuous 
condition. The two intervals (V1 and V2) are continuous in time (and space).
Reference Velocity
Test Velocity 
(Decrease)
Test Velocity 
(Increase)
30°/s 5, 10, 15, 20, 25°/s 35, 40, 60, 90, 120°/s
60°/s 15, 30, 30, 40, 50°/s 70, 80, 120, 180, 240°/s
Table 1.  Reference and test velocities for the decrease and increase conditions.
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measure d-prime, catch trials were randomly interspersed (see supplementary material). A block contained 10 
repeats of each of the 5 target trial combinations (50 in total) and 15 catch trials. Each block took an average 
45 minutes and the whole experiment averaged 360 minutes, Subjects were provided ample rest breaks between 
blocks.
Data Analysis. Performance was analyzed using the d-prime measure. The mean error rate across the catch 
trials was used as the false alarm rate for each threshold calculation. The d-prime values were fitted with an iso-
tonic regression and the threshold was the stimulus intensity with a d-prime of 1.35, corresponding to approxi-
mately 75% correct rate13. Importantly, we were able to compare the sensitivity between increases versus decreases 
in velocity, by separately calculating an upper and lower threshold for each reference velocity tested. As there 
were no significant differences between leftward and rightward motion the results were combined. Analysis was 
performed on the group mean data.
Stimulus Generation. All moving sounds were generated in Virtual Auditory Space (VAS) using individual-
ized Head Related Transfer Functions (HRTFs)12. This provided the flexibility in stimulus placement and velocity 
control that was necessary for the task. Sounds in VAS are well externalized as they contain location-dependent 
spectral filtering cues in addition to interaural time and level differences. Prior to the experiments outlined here, 
each participant had their HRTFs recorded using a procedure detailed in14. Briefly, this involved playing an expo-
nential sine sweep burst (200 Hz–20 kHz) from a moveable Audience A3 speaker at a distance of 1.1 meters. 
This stimulus was sequentially presented at each degree between − 90° to 90° in the horizontal plane. Two small 
microphones, seated in the participant’s ear canals, recorded the incidence wave of the sound arriving at the left 
and right ears. All recordings were conducted in a 64 m3 anechoic chamber that absorbed 99% of incident sound 
energy above 300 Hz. During post processing, the location independent components such as the headphone to 
eardrum transfer functions were removed, leaving only the directionally dependent information (see ref. 15).
To generate a virtual sound at the location θ , the intended auditory stimulus was convolved with the left and 
right ear HRTFs for θ . In both experiments, the stimulus was 300 Hz–16 kHz broadband noise, with a 48 kHz sam-
pling rate. A 5 ms cosine ramp and amplitude modulation were also applied. When the filtered sounds are played 
through the corresponding left and right headphone channels, this gives the percept of a static sound at θ . Motion 
is generated by sequentially playing static sounds in 1° increments corresponding to the trajectory of the stimulus. 
This evokes the percept of smooth, continuous motion. The direction of motion is determined by the temporal 
ordering of the static sounds, and the speed by the duration the sound is played at each location.
Results
The results of this experiment are presented in Fig. 2. Plotted in Fig. 2A,B are the individual and mean JNDs. 
Figure 2C,D show the group summaries of JNDs and Weber fractions respectively, alongside the results from 
Carlile and Best8. In general, the thresholds reported here are larger than those found in this previous study. The 
largest mean threshold, 72.9 ± 10.9°/s (SEM), was observed in the continuous increase condition for the reference 
velocity of 60°/s. For comparison, Carlile and Best found a threshold of 14.8°/s for this reference velocity.
Data was analyzed with 2 × 2 × 2 repeated measures ANOVAs with the factors: transition type (continuous, 
discontinuous), direction of velocity change (decrease, increase), and reference velocity (30°/s, 60°/s). This anal-
ysis was performed with both raw thresholds and Weber fractions as dependent variables. A main effect of ref-
erence velocity was found in the raw thresholds ANOVA (F(1,4) = 30.7, p < 0.01), but was not significant in the 
Weber fractions ANOVA. Carlile and Best8 also found no significant differences between reference velocities 
when analyzed in terms of Weber fractions. Both ANOVAs, however, showed a significant interaction effect 
between transition type and velocity change direction: F(1,4) = 9.0, p < 0.05, for the raw thresholds analysis, and 
F(1,4) = 11.8, p < 0.05, for the Weber fraction analysis. For simplicity, the post hoc statistical tests were performed 
only on the results expressed as Weber fractions.
The significant interaction between transition type and change direction was analyzed using pair t-tests with 
Holm adjusted p-values. Weber fractions for continuous increases were found to be significantly greater than con-
tinuous decreases, t(4) = 8.7, p < 0.01; discontinuous increases, t(4) = 6.9, p < 0.01; and discontinuous decreases, 
t(4) = 8.3, p < 0.01. The continuous increase conditions had a mean Weber fraction of 1.50 ± 0.53, whereas the 
Weber fractions of the other conditions were 0.51 ± 0.16, 0.60 ± 0.35, and 0.46 ± 0.14 respectively. This corre-
sponds to an approximate threefold increase in thresholds for the continuous increase conditions.
Discussion
This study showed that listeners could discriminate changes in velocity that occurred during motion - if 
given a step change of sufficient magnitude. This corroborates the main conclusion from Perrott et al.11 that 
the two-snapshot model is insufficient to describe how humans perceive the velocity of moving sounds on a 
moment-to-moment basis because it would render them unable to perceive such velocity changes. The role of 
start and end points, however, can still be an important cue in velocity perception. The discontinuous transition 
condition (i.e. control condition) in our experiment allowed subjects to use this cue. The pattern of results on the 
discontinuous condition matches those previously reported in the literature. As in Carlile and Best8, there were no 
significant differences between velocity increases and decreases and thresholds increased with reference velocity.
Surprisingly, removing start and end point cues did not impair performance when the velocity decreased. 
Thresholds for the continuous and discontinuous decrease conditions were not significantly different. A possible 
explanation is that saliency of start and end points were diminished in our discontinuous condition compared to 
previous studies. In Carlile and Best8, the spatial configuration of the two sound stimuli had a measurable effect 
on performance. Rather than having overlapping trajectories for each of the distinct sounds, our stimuli were spa-
tially adjacent. This meant that subjects could not compare the duration each sound spent traversing the common 
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region of space, which may confer some advantage in velocity discrimination. Reduced saliency of the start and 
end points may also explain why the discontinuous thresholds are significantly higher than our previous study8.
The main finding from this experiment was that listeners were highly insensitive to instantaneous increases 
in velocity. This result has not been reported in any previous auditory motion studies, but has been observed for 
visual motion when a small aperture was used16. The discrepancy between increase and decrease thresholds only 
for the continuous transitions suggests that a different strategy or mechanism is used for perceiving changes in 
velocity that occur during motion. Of relevance might be the fact that the faster sounds require longer trajectories 
to be detected than slower sounds17. In the multi-snapshot framework, this could correspond to fewer snapshots 
being available to decide whether the velocity change has occurred. A problem with an interpretation based on 
motion detection thresholds is that it cannot account for the difference observed between the 30°/s increase 
thresholds and 60°/s decrease thresholds. Both had overlapping ranges of test velocities but increase condition 
had larger JNDs, indicating the order of presentation of the two constant velocity intervals influenced the percep-
tion of the velocity change. Snapshot-type models are too simplistic to explain this type of result as each estimate 
is assumed to be independent of any previous snapshots. Additionally, there is physiological evidence to suggest 
the history of stimulation of a moving sound changes the response of motion responsive cells in the inferior 
colliculus18.
A more plausible model for auditory motion perception is a leaky integrator9. In this model the integrator 
stores previous velocity estimates of the moving sound and updates this estimate via averaging as new velocity 
Figure 2. (A) Just noticeable difference (JND) thresholds for the Discontinuous condition, comparing between 
reference velocities (blue = 30°/s, red = 60°/s) and velocity direction (Decrease = left group, Increase = right 
group). Individual results are shown. (B) Similar to (A) but for JND Thresholds for the Continuous condition. 
(C) Average JND thresholds versus reference velocity, also shown are thresholds for Carlile and Best8. (D) Weber 
fractions versus reference velocity.
www.nature.com/scientificreports/
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information is received. As such, some time will be required for new information to affect the mean percept. 
For comparable velocity integrator models in vision and touch, the integration window is around 1 second19. 
Detecting abrupt changes in velocity would be particularly difficult with an integrator mechanism, especially for 
increases in velocity as the total stimulus duration is decreased as opposed to decreases in velocity. Additionally, 
the discrepancy between sensitivity to increases and decreases is also consistent with the finding that humans 
have a slow velocity prior in motion perception5, which can be easily incorporated into an integrator model. 
In the discontinuous condition, the one-second gap would allow velocity information from the first interval to 
“leak” but may not completely reset the integrative process. It is conceivable that a significant change in spatial 
location produces an effective reset of the integrator, explaining the differences in sensitivity between our control 
condition and Carlile and Best8.
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Studies of spatial perception during visual saccades have demon-
strated compressions of visual space around the saccade target.
Here we psychophysically investigated perception of auditory
space during rapid head turns, focusing on the ‘‘perisaccadic’’
interval. Using separate perceptual and behavioral response mea-
sures we show that spatial compression also occurs for rapid head
movements, with the auditory spatial representation compressing
by up to 50%. Similar to observations in the visual system, this
occurred only when spatial locations were measured by using a
perceptual response; it was absent for the behavioral measure
involving a nose-pointing task. These findings parallel those ob-
served in vision during saccades and suggest that a common neural
mechanism may subserve these distortions of space in each
modality.
action and perception ! auditory localization ! head motion ! saccades !
spatial perception
Rapid movements of the head or eyes toward novel orattention-grabbing stimuli is a basic orienting mechanism,
characterized behaviorally by a fast reaction time and a high rate
of motion. Because the spatial acuity of the auditory and visual
systems is sharpest in the frontal region, both senses rely on this
mechanism to bring stimuli of interest into the high-resolution
zone of the spatial representation. Even when not reflexively
driven by novel stimuli, head and eye movements inevitably form
part of normal exploratory behavior in visual and auditory
environments. Studies have shown that the auditory system may
use the dynamic acoustical cues produced by head motion to
improve localization accuracy in stimulus elevation (1) and to
resolve ambiguities in the binaural cues (2). Head motion,
therefore, provides important information in creating an accu-
rate auditory scene. An analogous behavior exists in vision
where the eyes saccade on average three times per second at high
speed (!500°/sec), allowing the rapid foveation of visual stimuli
within the field of view so that a detailed representation of visual
space can be built up (3).
One key aspect of visual saccades is that they are rapid,
ballistic movements. Although not all orienting head movements
are ballistic, rapid or reflexive head turns do fall into this
category. A rapidly rotating head may approach speeds of
500°/sec or so, and, given the significant mass of the head, the
resulting high momentum of a head turning rapidly toward a
target makes it effectively ballistic. Thus, rapid head turns and
visual saccades share two common characteristics: both are
orienting movements, and both are ballistic in nature. Interest-
ingly, both kinds of movement also share a common neural
substrate in the superior colliculus (SC), which is the key
structure involved in the control of overt orienting of the eyes
and head, as well as the covert orienting of spatial attention (4,
5). Many units in the deep layers of SC are bimodal audiovisual
neurons with overlapping unimodal receptive fields (6, 7),
ensuring a congruent spatial topography that allows orienting
movements in both sensory modalities to work together.
In the visual domain, the perceptual consequences of visual
saccades have been well studied. Psychophysical studies have
demonstrated that, despite extremely fast retinal motion during
saccades and an abrupt change in the scene imaged on the retina,
visual stability can be preserved across the saccadic interval
through two mechanisms: first, saccadic suppression (8, 9) and,
second, anticipatory shifts of receptive-field location (10). Sac-
cadic suppression refers to the strong attenuation of visual
processing during a saccade, particularly of motion processing, so
as to suppress visual transients and visual blurring that would
otherwise swamp visual perception (8, 11). It is easily demon-
strated by the fact that one cannot see one’s own saccadic eye
movements when looking into a mirror. There are also antici-
patory shifts in receptive field position during saccades that
occur in the ‘‘perisaccadic’’ interval, beginning "80 ms before
the onset of the eye movement and lasting into the early portion
of the saccade. These shifts have been well documented at
various stages of visual processing and are thought to reveal the
visual system in the process of remapping its spatial receptive
fields to where they will need to be to maintain spatial corre-
spondence after the saccade is executed (12, 13).
One consequence of anticipatory shifts in receptive field
position is that it distorts visual space considerably in the
perisaccadic interval. It has been demonstrated that during the
perisaccadic interval the location of brief probe stimuli is
misperceived as being closer to the saccade target than they
actually are (14, 15). This effect is bidirectional: not only are
locations between the original fixation point and the new one
shifted in the direction of the saccade toward the new fixation
point, but probes beyond the new fixation point are misperceived
in the opposite direction, back toward the new fixation point.
One curious aspect of spatial compression in saccades is that it
is reported only when a ‘‘perceptual’’ measure is used to indicate
location, as in a verbal report of the perceived location of the
stimulus, and not when a behavioral ‘‘action’’ is used (e.g.,
physically pointing to the probe location) (16). Because rapid
head motion and visual saccades are both important orienting
behaviors that share a common neural substrate in the SC, it is
possible that the spatial distortions in visual perception observed
during visual saccades could potentially be observed in the
auditory modality during rapid head motion.
In the auditory domain, whether rapid head turns would
influence the stability of the acoustic image and localization
accuracy analogously to what occurs in vision with saccades is an
open question. It is clear that the same kinds of problem would
arise in each modality. For example, the potential for transients
Author contributions: J.L., D.A., and S.C. designed research; J.L. performed research; J.L.,
D.A., and S.C. analyzed data; and J.L. wrote the paper.
The authors declare no conflict of interest.
This article is a PNASDirect Submission.M.G. is a guest editor invited by the Editorial Board.
†To whom correspondence should be addressed at: Auditory Neuroscience Laboratory,
Department of Physiology, University of Sydney, Anderson Stuart Building F13, Sydney
NSW 2006, Australia. E-mail: jleung@mail.usyd.edu.au.
© 2008 by The National Academy of Sciences of the USA
6492–6497 ! PNAS ! April 29, 2008 ! vol. 105 ! no. 17 www.pnas.org"cgi"doi"10.1073"pnas.0710837105
and smearing to distort perception during rapid head turns is one
potential problem, as is the challenge of maintaining spatial
congruence around the head-turn interval when head-defined
receptive fields have been rapidly relocated. Given that both
kinds of movement are rapid, ballistic orienting movements
sharing a common neural substrate in the SC, it is possible that
perceptual effects similar to those occurring in visual spatial
perception during saccades would also occur during rapid head
turns, although to date this issue has scarcely been addressed.
One study, using behavioral action to localize sounds, showed
that localization accuracy during headmotion was comparable to
conditions where the head remained stationary during stimulus
presentation (17). Although this null result appears consistent
with observations in the visual literature that visual distortions
do not occur during saccades for action tasks, the more critical
experiment would be to test whether spatial distortion effects do
indeed occur for perceptual measures (as they do in vision).
Another study examined a subject who presented with congen-
ital ophthalmoplegia who compensated for their lack of eye
movements by using ‘‘head saccades’’ to perform visual scans
(18) with no obvious adverse consequences on their auditory
perception and with comparable localization accuracy between
‘‘head moving’’ and ‘‘head stationary’’ conditions. In this case,
however, the subject’s head-turn speed was slow relative to the
average speed of visual saccades ("50°/sec versus"400°/sec), so
the results are not surprising.
In the present study, our aim is to test for distortions of
auditory spatial perception during fast, saccade-like head turns
(!200°/sec) and to measure performance in a perceptual para-
digm designed to reveal any perceptual distortions of space. To
relate our findings to these previous studies, performance will be
compared in perception and action response paradigms. Briefly
stated, the design involves subjects turning their heads rapidly to
a target location and then localizing sounds that are presented
at various spatial locations during the head turn.
Results
Data from the head tracker show that subjects’ average head-
turn speeds were much faster than in previous experiments (17,
18) with a mean velocity of 256°/sec and a maximum of 552°/sec,
speeds that approach the eye movement speed in visual saccades
(10). Reaction times to begin a head turn after the head-turn
target was presented varied between 222 ms and 269 ms, which
is similar to previous data (18).
In the perception condition, subjects’ responses were obtained
by averaging the last 10 trials from two Quest staircases (see
Methods). As shown in Fig. 1a, these responses varied over a
narrow range—between 1° and 3°—indicating a high response
confidence. Overall, subjects perceived the probe stimulus lo-
cation accurately in the control condition (where head position
remained stationary). The mean localization error varied be-
tween 1.6° # 1° and 4.4° # 4° and compared well with other
studies on static sound localization (19). This was not the case,
however, for test trials where the probe sound was presented just
before a rapid head rotation. On these trials, probe localization
data differed significantly from the control data for all four
probe locations examined for subjects S2–S4 (#20° and #40°)
and for #40° probes for subject S1 (one-way ANOVA, P $
0.005). Although localization was quite stable within subjects,
there were slight localization biases across subjects, as indicated
by an overall shift in the perceived location of both control and
test stimuli. To remove this bias the data were normalized by
shifting each subject’s data so that the median localization
position in the control condition was aligned with the actual
probe position. These data were averaged across observers and
are shown in the bottom (shaded) row of Fig. 1a. Probe
localization between test and control trials for these averaged
data was significantly different at all probe locations (one-way
ANOVA, P $ 0.0005). The difference between left and right
hemisphere localization was not significant for either control or
test conditions (P ! 0.05).
To determine whether this difference between test and control
conditions corresponded to a ‘‘compression’’ of auditory space
around the head-turn target (analogous to visual spatial com-
pression found during saccades), we devised a measure of spatial
extent we called ‘‘perceptual width.’’ This is defined as the
distance between the perceived locations for the 40° and 20°
probes (right hemisphere) and between %40° and %20° probes
(left hemisphere). If there were no distortion of auditory space,
perception would be veridical and perceptual width would be 20°
in each hemisphere. This is indeed the case in the control
condition, where the mean perceptual width averaged over the
left and right hemispheres was not significantly different from
20°, ranging from 18.2° # 1.4° to 22.2° # 1.5°. However, in the
test condition, perceptual width decreased significantly to be-
tween 8.8° # 1.6° and 16.5° # 1.6°, indicating a compression of
auditory space of between 29% and 52% relative to the control
value. Across the subject group, auditory spatial compression
averaged 41%.
It is likely that accurate localization under dynamic conditions
requires integrating information about head and body position.
Previous studies have suggested that the vestibular system may
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Fig. 1. Data from the experimental conditions (a–c) and summary data (d).
(a) Localization results comparing test and control conditions using the per-
ception reporting paradigm. Each row shows the subjects’ perceived probe
location for the control condition followed by the test condition (control
underneath test), joined by arrows. Results are shown for actual probe loca-
tions at azimuth # 40° and # 20°, head-turn target at #30°, with the arrows
starting and ending at the mean of the distributions and the error bars
representing the standard deviation. The x axis shows the azimuth, and the y
axis shows the subjects. The bottom row (shaded) shows the normalized
results. (b and c) Data gathered from subjects responding with the action
paradigm, using bimodal (b) and unimodal (c) stimulus pairs respectively,
plotted in the samemanner as in a. (d) Summary results quantifying the spatial
compression after combining all left and right hemisphere of the normalized
data by mirroring symmetrically along the midline of 0° azimuth. The y axis
shows the results of the three conditions, and the x axis shows the azimuth
with the direction of head turn indicated by the gray arrowand the head-turn
target at 30°. The error bars represent the standard error of mean. For the
action-unimodal and action-bimodal conditions, subjects’ perception of the
probe stimuli (20° and 40° azimuth) was biased toward the direction of
motion. This head-turn bias disappeared under the perception task, revealing
a compression of spatial percept.
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influence localization accuracy, with stimuli mislocalized in the
direction of motion during whole-body rotations (20, 21),
whereas other studies have shown that head position relative to
the body can also influence sound localization (22). Further-
more, perceptual overshoot has been demonstrated when the
subject’s head was kept stationary while the stimulus moved (23,
24). In the current experiment the stimuli were presented just
before the head turn to ensure that the positions of the head and
body were aligned, making it difficult to compare our results with
these previous studies. However, it is clear that any systematic
bias of this kind would be indicated by an unidirectional shift of
the localization means for both the #20° and #40° probes in the
direction of head motion, yet this pattern is not evident in our
data. Instead, as shown in Fig. 1a, the slopes of the arrows
connecting the probe localization means for control and test
trials at #20° and #40° tilt in opposite directions, converging
inward toward the head-turn target of #30°. This bidirectional
effect is indicative of spatial compression and is inconsistent with
any unidirectional effect predicted by the head-turn direction. In
particular, the clear inward slope of the outer arrows in Fig. 1a
(at #40°) is in the direction opposite what would be expected of
dynamic localization errors induced by head rotation. We con-
clude, therefore, that our perceptual report paradigm revealed
spatial compression effects due to rapid, ballistic-like head
motion.
To examine whether auditory spatial compression effects will
generalize to other types of response measure, and to allow
comparison of the present results with the existing literature, we
repeated a very similar version of the experiment using a
behavioral action measure requiring subjects to indicate sound
probe locations using a nose-pointing gesture.We also compared
head turns to visual targets (bimodal action condition) with head
turns to auditory targets (unimodal action condition). Results
for the bimodal-action experiment are shown in Fig. 1b, and
several differences from the bimodal-perception data are ap-
parent. First, the spread of probe localization responses was
greater (standard deviations ranged from 4° to 13°), and, second,
there was a general probe localization bias in the head-turn
direction. For the normalized data the test and control condi-
tions were different (P $ 0.005) for all probe locations. In this
case, and unlike the mislocalization reported in the perception-
bimodal data, the biases consistently follow head-turn direction
for stimuli on either side of the head-turn target (arrows in Fig.
1b point away from 0°). To test for any compression of auditory
space in this condition, we followed the normalization procedure
used in the bimodal-perception condition to align the data across
subjects and then measured the perceptual width between the
#20° and #40° probe locations. There was no significant spatial
compression in this bimodal-action condition.
The same data analyses were conducted on the unimodal-
action data (Fig. 1c). Overall, the data from the unimodal and
bimodal action conditions were very similar. In the head-turn
condition, there was again a general localization bias in the
direction of head turn, and there was no significant compression
of space (P! 0.50). There was no significant difference between
unimodal and bimodal for probe localization in the control
condition at any of the locations (one-way ANOVA, P ! 0.50),
showing that the sensory modality of the head-turn target is not
a relevant factor. In contrast, when comparing the data between
the action-bimodal and perception-bimodal experiments, there
were highly significant differences (P $ 0.0001) in probe local-
ization during head turns for all but one location (20°), whereas
probe localization in control conditions did not differ between
action and perception at any location (P ! 0.50).
The results for all three conditions are summarized in Fig. 1d,
combining normalized data from both left and right hemi-
spheres. Clearly, responses from the action tasks exhibited an
unidirectional shift along the direction of head movement (as
indicated by the horizontal gray arrows)—this was true for probe
locations (20° and 40°) on either side of the head-turn target
(30°). However, this disappeared under the perception task,
where responses from both probe locations were drawn toward
the head-turn target. Importantly, the narrowing of the percep-
tual width in the test condition with respect to the head static
condition is an indication that our perception of auditory space
is compressed during rapid head turns.
Discussion
This study was designed to examine auditory spatial perception
during rapid head motion. The results demonstrated that, when
using a perceptual measure of auditory location of probe sounds,
the perception of auditory space was compressed during rapid
head motion for stimuli occurring in the perisaccadic interval. A
spatial compression on the order of 50% was observed in most
subjects with a tight confidence limit. Importantly, the narrowing
of perceptual width was not simply due to an excessive mislo-
calization in the direction of head turn. Rather, the compressive
effect was bidirectional, with subjects consistently mislocalizing
probes presented at #40° against the direction of head rotation
(Fig. 1d). This compression of auditory space was not observed
using an action measure to localize probe sounds. The motive for
focusing on the perisaccadic time interval in the current study
was 2-fold: first, this is the period where spatial distortions are
observed in visual saccades, and, second, before head motion,
the subjects’ eye, head, and body frames of reference are aligned.
Our findings differ from those in a previous case-study report
that found that auditory spatial perception was characterized by
mislocalization away from the head-turn target (18). This case
study, using both action and perception measures, examined a
subject who suffered from congenital ophthalmoplegia and who
compensated for a lack of eye movements by making analogous
headmovements. No suggestion of compressive errors was found
in this study, although there are several probable reasons that
likely explain this. One is that the spatial range examined was
rather small at just #10°. Although this is appropriate for the
typical magnitude of visual saccades, head movements are
commonly many times larger than this. A second reason for the
lack of spatial compression is that the velocity of the head turns
was much less than those we used here and certainly many times
less than those typical of saccadic eye movements. In contrast,
our study used much larger head movements (#30°) and fast,
ballistic-like head turns that approximate visual saccadic behav-
ior. Given that the temporal window of saccade-related spatial
distortion is brief (15) and that dissociation of visual information
between action and perception pathways appears to require
rapid movements (25), it would require a far higher head-turn
velocity than the "50°/sec speed used in Jackson et al.’s study
(18) for compressive spatial errors to be revealed.
The physiological basis for the compression of auditory space
just before a saccade-like head turn is unknown. In vision, it has
been postulated that perisaccadic spatial compression is due to
anticipatory shifts in receptive field positions of various neurons
in areas including the lateral intraparietal area, the frontal eye
field, and the SC (10, 12). These shifts are thought to be made
on the basis of a corollary discharge of motor signals issued to
move the ocular muscles and sent to visual spatial areas so that
spatial maps can be updated to maintain continuity when the eye
arrives at its new position. Consequently, for a brief period
before the eye movement has been made, units with shifted
receptive fields erroneously indicate spatial signals to be shifted
toward the saccade target (15). Recently, the neural connection
relaying the corollary discharge necessary for these anticipatory
shifts, from the SC through to the frontal eye field via the
mediodorsal nucleus, has been reported (13). Because the SC
contains bimodal neurons providing a potential common sub-
strate for visual saccades and saccade-like head turns, it is
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possible that a similar corollary discharge mechanism also exists
in the auditory system. Moreover, because the head is heavy and
has high momentum once turning quickly toward a target
location, rapid head turns such as those we have used here can
be considered as effectively ballistic, as visual saccades are
known to be. Hypothetically, this anticipatory shift in auditory
receptive field would be triggered when behavioral conditions
similar to those of visual saccades occur, such as rapid reaction
times and high-velocity head turns.
Finally, we turn to the difference between the perception and
action conditions. Our motive for contrasting these two mea-
surement paradigms came from work on visual saccades showing
that spatial compression is not observed if subjects reach out and
point to the location of the probe stimulus (16). The absence of
the compression illusion when behaviorally indicated may be
related to functional differences between the dorsal and ventral
processing pathways in the visual system (26). Anatomically,
these pathways are separated into a dorsal stream that projects
from the SC and primary visual cortex to the posterior parietal
cortex, and a ventral stream projecting from the primary visual
cortex to the temporal lobe. It has been proposed that the dorsal
and ventral streams subserve functionally distinct purposes in the
visual system. Accumulating evidence suggests that the dorsal
action stream is involved in rapid, real-time motor control,
whereas the ventral perception stream is slower and mediates
perceptual processing. One distinction between the pathways is
that behavioral action appears not to be subject to perceptual
illusions (27, 28), and Burr et al.’s (16) result of spatial distortions
for perception, but not for action, fits into this dichotomy.
Several factors led us to expect that perceptual and behavioral
measures would produce a different picture of auditory space
during rapid head turns, just as was found in vision for saccade-
related compression. Saccadic eye movements and rapid head
turns are both ballistic spatial orienting movements that depend
critically on the SC. Because SC integrates spatial maps from the
different modalities (29), it suggests the likelihood of an inte-
grated multisensory ‘‘action space.’’ Therefore, we reasoned that
spatial compressions revealed using a visual orienting task might
also be revealed by using an auditory orienting task. Given that
this prediction was confirmed, it is tempting to push these
parallels further in the search for an explanation. In recent years,
separate dorsal and ventral pathways have been found in the
auditory system (30–32), and they exhibit timing differences
similar to those observed between the visual pathways (31).
However, we are cautious about offering an account of our
findings in terms of dorsal and ventral pathways, analogous to
vision. Neuroimaging has shown that dorsal regions subserve
auditory localization whereas ventral regions are involved in
pitch processing (32). In our experiments, for both perception
and action, the task was always localization. Instead of a ‘‘dorsal
versus ventral’’ hypothesis, an alternative explanation of our
results could be based on collicular versus cortical processing.
The lack of distortion in the action condition may be due to the
involvement of SC and its tight and early links with head
movement control, whereas the spatial compression found in the
perception condition may reflect a more sluggish response from
the cortical areas of the dorsal ‘‘where’’ stream.
In conclusion, this article presents psychophysical data show-
ing that auditory spatial perception becomes compressed as a
result of rapid, saccade-like head turns. At high speeds, head
turns approach the speed of visual saccades and become ballistic,
and spatial compressions are observed that parallel those seen in
vision during saccades. The spatial compression occurs on both
sides of the head-turn target such that brief probe sounds are
mislocalized as being closer to the target than they truly are. The
magnitude of this compression can approach 50% of the spatial
extent estimated by localization with the head stationary. We
propose that auditory spatial compression, not seen in previous
studies using low head-turn velocities and restricted ranges of
movement, requires high velocities. We suggest that the mech-
anism for this effect may be similar to that thought to underlie
visual spatial compression and involve anticipatory spatial shifts
of receptive-field locations driven by a corollary discharge from
the motor system issuing commands to the neck muscles con-
trolling head position. Also similar to saccade-related spatial
compression, spatial compression during head turns required a
perceptual measurement paradigm rather than a behavioral one.
Methods
Subjects, Stimulus, and Setup. The experiments were conducted in a darkened
anechoic chamberusinga robotic armcapableofplacinga sound sourceatany
location [specified by an (azimuth, elevation) coordinate system] around a
subject (radius 1 m) with a precision of better than 1°. Stimuli were presented
on the frontal audiovisual horizon where 0° azimuth was directly ahead and
positive azimuth to the right.Acoustic stimuliweredeliveredbya loudspeaker
(Vifa D26-TG-35-06) mounted on the robotic arm and by two freestanding
speakers (Tannoy System 600A) located 1.3 m from the center of the chamber
at (30°, %15°) and (%30°, %15°). Visual stimuli were delivered by using red
light-emitting diodes (LEDs) located at (30°, %10°) and (%30°, %10°). Feed-
back was provided via centrally mounted green LEDs.
All sounds (whether targets or probes; see below) consisted of 10 ms of
Gaussian broadbandwhite noisemodulatedby 0.5-ms raised cosine onset and
offsetwindows at an average sound level of 75 dB soundpressure level.When
visual stimuli were used as head-turn targets, they were 10-ms flashes from
one of the red LEDs. A TDT DD1 system controlled the Vifa speaker and the
LEDs, and a RME Hammerfall Multiface combination controlled the Tannoy
speakers. The combined audiovisual stimulus delivery system was controlled
with Matlab software (Mathworks). The timing of the auditory and visual
components was carefully calibrated and verified with reference recordings
measured at the center of the anechoic chamber using a Bru¨el & Kjær 1⁄4-inch
sound field microphones and photodiodes connected to an oscilloscope
(Hameg HM407 Analog/Digital). The subjects’ head motion was sampled by
usingahead-mountedmagnetic tracker (Intersense IC3),which sampledevery
12 ms.
The data were collected from four male subjects in the perception para-
digm, and three other naive subjects (two males and one female) performed
the action series of experiments. All subjects (aged between 21 and 40) had
normal hearing by audiometric testing and were well trained in using the
nose-pointing gesture to localize auditory stimuli [see Carlile et al. (19) for a
review of the nose-pointing localization task].
Experimental Design. Subjects stood on a platform in the center of the ane-
choic chamber at a calibrated central start position defined by intersecting
orthogonal lasers. At the beginning of each trial they were asked to fixate
their gaze and point their noses at (0°, 0°) as indicated by a green LED. Head
positioning was verified by using the head tracker system. After a random
interval, a stimulus indicating the head-turn target locationwas played at one
of the Tannoy loudspeakers (head-turn targets were always either &30° or
%30° in azimuth), and subjects had to rotate their heads rapidly to localize the
source (usingnose-pointing)while keeping their bodies still. At various spatial
and temporal offsets relative to the head-turn target stimulus, a probe
stimulus was played by using the loudspeaker on the robot arm (see Fig. 2).
Subjects were then asked to localize the position of the probe stimulus (see
below). To ensure that subjects made head rotations toward the target as
rapidly as possible, training sessionswere conductedbefore the experiment in
which subjects were provided with feedback showing their head turning
profiles after each trial. The feedback emphasized two behavioral metrics—
reaction time to initiate the head turn and the speed of head rotation. During
training, subjects adjusted their head turning to minimize the response time
and maximize the rotation speed.
Action and Perception Paradigms. In the action paradigm, subjects were
required to identifyfirst thehead-turn target location (bypointing their noses
at it) followedby the probe location,with the indicatedpositions recorded via
the head tracker. The method of constant stimuli was used, and both spatial
and temporal offsets were examined. Spatially, probe positions varied in
azimuth in the range#10° around the target locations in 10° intervals (%40°,
%20°,&20°,&40°). Temporally, the interstimulus interval (ISI) between target
and probe stimuli was varied over four levels to examine the time period just
before thehead turnbegan. The ISIswere chosen for each subject to optimally
span this preturnperiodbasedon thedistributionof their head-turn reactions
times obtained during the training sessions. Each condition was repeated 10
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times resulting in 320 trials for each subject (4 spatial variants ' 4 temporal
variants' 10 repeats' 2 hemispheres). These trials were divided into a series
of four sessions, each lasting "20 min. In the action paradigm, two types of
head-turn target were compared: visual targets and auditory targets. In each
case, the targets were located at either&30° or%30° azimuth. Visual targets
werebrief flashes froma red LED (‘‘bimodal’’ condition), andbriefwhite noise
bursts (see above) served as auditory targets (‘‘unimodal’’ condition). For both
action conditions, probe localization data were compared against a no-turn
control condition in which the subjects’ heads remained stationary through-
out the stimulus presentation.
For the purposes of data analysis, we analyzed only trials in which the
probe was presented before the moment when the head turn began. This
preturn period, bounded by the presentation of the head-turn target but
before the movement has begun, is analogous to the perisaccadic interval
in visual saccadeswhen spatial compression is maximal. To determinewhen
the probe was presented with respect to the initiation of the head turn,
subjects’ head-turn profiles were analyzed post hoc and the moment when
the head position first departed from the start position was determined.
This post hoc analysis also allowed us to ensure that the behavioral metrics
were within the range expected for each subject based on their training
data. Trials were deleted if response times or head-turn speeds were slow,
as were trials where subjects prejudged the direction of turn (indicated by
abnormally short response times). Interestingly, subjects’ localization re-
sponses sometimes indicated an order reversal (similar to those mentioned
in ref. 33) in which the location of the probe was indicated first and that of
the head-turn target was indicated second. These responses were removed
for this study.
In the perception paradigm, subjects turned to indicate the target
position at &30° or %30° with a head turn, as in the action condition, but
the location of the probe sound was indicated perceptually, relative to the
location of a second ‘‘comparison’’ sound that was played shortly after
the probe. To avoid confusion and possible interference between sounds,
the head-turn target in the perception condition was always a red LED (i.e.,
a bimodal condition). In the perception condition, subjects remained with
their heads oriented toward the head-turn target and indicated whether
the comparison stimulus that followed the probe stimulus was perceived as
being to the left or to the right of the probe, using button presses to
indicate their percept. The spatial separation between the comparison and
probe stimuli was varied adaptively using Quest [an adaptive staircase
procedure (34)], which terminated after 20 trials. At each probe location
two Quest staircases were measured to examine spatial distortion on both
the left and right sides of the probe. To reduce subject expectation bias,
both Quests ran concurrently and were randomly interleaved. Based on
results from our pilot experiments, which suggested that a target-to-probe
separation of #10° azimuth produced quantifiable results, the probe
stimuli in this experiment were located at #40° and #20°, being #10°
around the target locations. The ISI between target and probe was indi-
vidually set for each subject to examine the perisaccadic interval at"50 ms
before the onset of head rotation. To ensure that subjects’ head turns were
within their behavioral norm, each Quest trial was analyzed after each
stimulus presentation. Trials where the head-turn rate or response times
were slower than the individuals’ statistical norm by greater than a stan-
dard deviation were not accepted (and the data not included in the
evolving Quest staircase) and an extra trial was run at the end of the
session. Overall, each subject performed 160 trials, divided into two ses-
sions each lasting "15 min. As in the two action conditions, probe local-
ization data in the perception condition were compared against a no-turn
control condition.
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Head Tracking of Auditory, Visual,
and Audio-Visual Targets
Johahn Leung*, Vincent Wei, Martin Burgess and Simon Carlile
Auditory Neuroscience Laboratory, School of Medical Sciences, University of Sydney, Sydney, NSW, Australia
The ability to actively follow a moving auditory target with our heads remains unexplored
even though it is a common behavioral response. Previous studies of auditory motion
perception have focused on the condition where the subjects are passive. The current
study examined head tracking behavior to a moving auditory target along a horizontal
100◦ arc in the frontal hemisphere, with velocities ranging from 20 to 110◦/s. By
integrating high fidelity virtual auditory space with a high-speed visual presentation we
compared tracking responses of auditory targets against visual-only and audio-visual
“bisensory” stimuli. Three metrics were measured—onset, RMS, and gain error. The
results showed that tracking accuracy (RMS error) varied linearly with target velocity, with
a significantly higher rate in audition. Also, when the target moved faster than 80◦/s, onset
and RMS error were significantly worst in audition the other modalities while responses
in the visual and bisensory conditions were statistically identical for all metrics measured.
Lastly, audio-visual facilitation was not observed when tracking bisensory targets.
Keywords: auditory perception, motion perception, tracking, localization
INTRODUCTION
Motion tracking is a fundamental behavior that incorporates motion processing with feedback
from the sensory systems including auditory, visual, and vestibular information. Everyday examples
include tracking (and avoiding) a fast moving vehicle or following and predicting the trajectory
of an incoming pitch of a cricket ball (Mann et al., 2013). This is commonly associated with
gaze control in vision and substantial research has examined the underlying visual-vestibular
interactions (Ackerley and Barnes, 2011; Cullen, 2012). Such work has yielded important insights
into a number of head motor control deficits such as cervical dystonia (Shaikh et al., 2013) and
eﬀerence copy malfunction in schizophrenia (Levy et al., 2010). In the real world tracking behavior
is not restricted to vision alone. In particular, moving objects are rarely silent and auditory input can
be important in a multisensory context or even critical in a unisensory situation, such as tracking a
fast moving car in the dark or following a wasp buzzing around our heads. Yet our understanding
of this simple behavior in audition is limited.
We are aware of only two studies: Beitel (1999) and Scarpaci (2006), that have examined head
tracking of moving sound. Beitel (1999) studied the dynamics of auditory tracking in cats by
recording their head motion when tracking a series of clicks emitted by a speaker rotating at 12
or 16◦/s. Using cats with optical nerves that were sectioned to eliminate visual involvement, the
cats reacted to moving sounds in two phases: (1) a rapid head orienting response to localize the
target followed by a (2) a maintenance phase that consisted of a succession of stepwise movements
involving cycles of overshoot-and-pause, which ensured the target was close to the midline. This
response has a passing resemblance to the visual pursuit of acoustical targets and is suggestive
of a series of stepwise localization task. Scarpaci (2006) examined the head tracking accuracy of
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auditory stimuli in humans as a means to verify the accuracy
of a real-time virtual auditory space (VAS) rendering system.
The subjects were asked to track a band-limited stimulus filtered
with non-individualized head related transfer functions (HRTF)
that moved around the head in a pseudo-random manner. The
time lag of the head tracker was varied, demonstrating that
tracking error increased as a function of head tracker delay. These
two studies provided glimpses into auditory tracking behavior
and highlighted various methodological challenges. However, to
understand the underlying sensorimotor feedback mechanisms,
there needs to be a clearer picture of the behavioral norms and
biological constraints involved in auditory tracking.
In this study, we systematically examined auditory head
tracking over a wide range of stimulus velocities. By combining
individualized VAS and real time head tracking, we rendered
realistic auditory targets that were perceived to be moving
externally around the subject (source motion), while creating a
cohesive auditory space by constantly monitoring and correcting
for subjects’ own head movements (self motion). Unlike vision,
there is a lack of evidence for the existence of low-level auditory
motion detectors in audition and the prevailing notion is that
a form of “snapshot” processing facilitates motion perception
(Grantham, 1997; Carlile and Leung, accepted). This suggests
that in a tracking task subjects can compare the positional
diﬀerences between head and target locations in each “snapshot”
window and correct their trajectories accordingly. It is uncertain,
however, if “binaural sluggishness” that is inherent in auditory
spatial processing, may limit that rate at which subjects can
accurately track a moving target (Grantham and Wightman,
1978). Likewise, the biomechanics of head movement may
impose a ceiling on the velocity at which subjects can accurately
control their head rotations. Also, of interest is whether
subjects’ performance will diﬀer between audition and vision
tracking, given the diﬀerences in mechanisms underlying motion
processing. As such, we will compare the auditory responses to a
control condition that asked the subjects to track a moving visual
target in the dark at identical speeds and trajectories. Lastly, by
integrating the auditory and visual presentation systems, we were
able to examine a “bisensory” condition using spatially aligned
auditory and visual targets. Previous work has shown that cross
modal interactions can aﬀect audio-visual motion perception
even though the spatial acuity of vision is superior to audition
(Wuerger et al., 2010; Schmiedchen et al., 2012).
MATERIALS AND METHODS
Subjects
Six volunteers (two females and four males, ages 24–50)
participated in this study. This cohort was drawn from within
the University of Sydney student pool, and with the exception
of one subject, were naïve to the task. All subjects had
normal or corrected vision and normal hearing as tested under
clinical audiometry (up to 8 kHz); furthermore, none of the
subjects reported previous history of cervical dystonia, related
neurological deficits, diﬃculties in head movements or neck
stiﬀness. All participants provided written consent in accordance
with ethics requirements approved by the University of Sydney
Ethics Committee.
System Description
The tracking system recorded the subject’s head motion in near
real-time as they tracked a moving auditory, visual or audio-
visual object by pointing their nose. The system was based on
software written in Mathworks Matlab 2009b and 2013a running
on a Windows PC (Xeon Quad core) that integrated Intersense
IC3 and IC4 head trackers, RME Fireface 400 audio interface and
a programmable LED array for visual display (see component
descriptions below). System latency was minimized by delegating
essential operations to the hardware components. Software
interfaces that were written and compiled to ensure minimum
latencies were also used. The system used the native system
timing commands to achieve an average of 2ms resolution. The
maximum system latency to execute each program cycle was
2.5ms (see Section Auditory Stimulus). The head tracker had a
maximum update rate of 180Hz and rated to angular speeds of
1200◦/s.
Auditory Stimulus
VAS Generation
Individualized VAS was used to create the moving auditory
stimuli as this has numerous advantages over traditional methods
such as movable speakers and stereo balancing with speaker
arrays. It generates no mechanical noise when moving, can be
moved at speeds of over 100◦/s and produces no acoustical
transients on activation. Instead, it provides a high degree of
flexibility in setting the parameters of motion, with fine-grained
control over path, velocity and acceleration. Here, broadband
white noises were filtered with the subject’s HRTFs that were
recorded at 1◦ spatial intervals (see below). To ensure a smooth
transition between positions, the post-conditions of the previous
filtering output stage were interpolated with the pre-conditions
of the next stage. Traditionally, VAS delivered over headphones
has a head centered frame of reference, where the locations of
the stimulus shift in accordance with head position. In order to
decouple the auditory (“source”) frame from the head (“self ”)
frame of reference, the system computes the diﬀerence between
the actual sound and current head location (based on the
head tracker output). A stimulus can then be generated that
accounts for the orientation of the head. In practice, by regularly
monitoring the head position and adjusting the location of the
target to compensate for any movement, a perceptually static
source can be produced. For a sound that is moving, provided
that the subject maintained perfect head tracking of the source
location, the sound will maintain a fixed spatial location in front
of the subject’s head. In this experiment, velocity wasmanipulated
based on the duration of sound (in milliseconds) per degree of
movement. In this context, it is essential that a precise sampling
resolution be maintained otherwise a “slippage error” will occur,
where the stimulus position is corrected erroneously by a delayed
head position sample. Timing measurements of the core stimulus
generation code showed an average execution time of 2 ± 0.5ms
for each cycle consisting of the following main steps: (1) head
position sampling from the head tracker, (2) frame of reference
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correction, and (3) HRTF filtering and delivery. Each cycle was
delimited by the length of the stimulus at each position (e.g.,
a 100◦/s moving stimulus will have a 10ms time cycle and a
50◦/s stimulus will have a 20ms cycle). While this may present a
situation where sampling time increased when stimulus velocities
decreased, care was taken to ensure that the sampling resolution
is above sensory threshold. Previous work by Brungart et al.
(2006) established that head tracking latency in excess of 73ms
will lead to a decrease in localization accuracy for static targets
and that a 30ms latency is perceptually irrelevant. As such,
for velocities slower than 50◦/s the system subsample space by
halving the sampling time; for example, with the lowest stimulus
velocities of 20◦/s, the sampling time will be 25ms rather than
50ms. Subjects were asked qualitatively about their perception of
the stimulus: (1) whether the targets were externalized outside
their heads, (2) were there any apparent change in sound quality
such as jitter and jumps during source and self motion. All
subjects reported that the tracking and presentation system
rendered a smooth and externalized auditory space.
HRTF Recordings
HRTFs were recorded individually for each subject using a
“blocked-ear” recording technique (Møller et al., 1995). Subjects’
ear canals (outer portion) were sealed with a mold made
with dental extrusion gel that was used to hold the recording
microphone (Knowles FG23329). Then subjects were seated in an
anechoic chamber of size 64 m∧3 with a 99% sound absorption
above 300Hz. Inside the anechoic chamber, a semicircular
robotic armature system can move a speaker (Audience A3,
apex mounted) to any location in space (above −40◦ elevation)
1m away from the participants head (described detail in Carlile
et al., 1997). Prior to the recording the subject’s head was aligned
with two lasers mounted on the robotic arm. A single pole
coordinate system describes space, where the right hemisphere
goes from 0 to 180◦ Az and positive elevations describe positions
above the audio-visual horizon. HRTFs were recorded at 1◦
intervals along the audio-visual horizon using a 1 s exponential
sine sweep (Fontana and Farina, 2006). In order to reduce the
recording artifacts from inadvertent head movements, a head
tracker (Intersense IC3) was used to continuously monitor the
subject’s head position. The automated recording procedure
paused whenever head motion was detected. This system was
controlled by a Windows PC running Matlab 2009b with a RME
Fireface 400 audio interface.
Playback
A pair of Sennheiser HD650 open-back circumaural headphones
were used for VAS playback and its transfer function was also
recorded for each subject in the same anechoic environment.
Five repeat headphone calibration recordings were made where
the subjects were asked to remove and re-seat the headphones.
The average of the five recordings was taken as the calibration
recording (Pralong and Carlile, 1996). Prior to stimulus
generation, the calibration recordings of the microphone and
headphones were removed from the HRTF recording using the
Kirkeby inverse (Fontana and Farina, 2006). The fidelity of the
individual’s recording was verified via a series of virtual space
localization experiments (see Section Results).
Visual Stimulus
Apparent visual motion was generated using a high density LED
strip containing 100 equally spaced red LEDs mounted on a
semicircular wooden frame of 1m radius. Each of the LEDs
was individually controlled via a WS2801 integrated controller.
This LED strip was connected to the tracking system via an
Arduino Mega2560 platform and a custom Matlab software
interface. By pulsing each LED sequentially, apparent visual
motion was created appearing as a short line segment moving
in the direction of motion. In this experiment, the velocity of
motion was controlled by varying the on-oﬀ time of each LED.
To ensure the correct velocity was attained, the system was
calibrated using two photo diodes placed at various locations
along the path. By measuring the time diﬀerence between the
excitation of the diodes we were able to check the actual stimulus
velocity. Output from these photo diodes was recorded and
measured using a digital oscilloscope and also sampled via an
analog-digital converter. Repeated measurements were made at
diﬀerent locations under various velocities and the deviations
were within 1◦/s.
Audio-Visual “Bisensory” Stimuli
A stimulus containing bothmoving audio and visual components
was created by presenting the moving sound and apparent visual
motion in synchrony (Sankaran et al., 2014). Particular care
was taken to ensure accurate spatio-temporal synchrony between
the two modalities by calibrating and comparing the output
of the photo-diodes (see above) with an auditory calibration
stimulus at each velocity. A number of calibration positions
were taken. Photo diodes were placed at these positions on the
LED array. In audition, pure tone pips of 10ms were embedded
in the broadband noise, at temporal oﬀsets that corresponded
to these calibrating positions. The output of the photo-diodes
and auditory stimulus were looped back into the RME Fireface
interface to ensure that no samples were dropped in the recording
process. By comparing the activation time of the photo-diodes
with the position of the 10ms tone pips, we were able to
synchronize the auditory and visual stimuli.
Experiments
Localization Validation
The fidelity of the HRTF recordings was validated by a series
of localization training and test sessions under free field and
VAS conditions (Jin et al., 2004). In the free field, subjects were
given a series of training sessions where they were asked to
point their noses toward a static 150ms noise source (broadband
white noise) positioned randomly in space. Auditory and visual
feedback was provided and subjects were reminded to use their
noses rather than eyes for pointing to the perceived location.
After the subject gained proficiency in the task, localization
accuracy was tested in a series of 5 localization sessions that
provided no feedback. Each session consisted of 76 positions
conducted inside the anechoic chamber in the dark.
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In the VAS condition, sounds were generated by filtering
a broadband noise burst with the individual’s HRTF filters
and presented over headphones. The set of locations
presented were chosen from the tracking experiments
at ±50◦, ±35◦, ±20◦, ±10◦, ±5, ±2, and 0◦ Az along the
audio-visual horizon. Two forms of localization tests were
performed: (1) static short burst noise (head fixed) and, (2)
sustained sounds with head movement (head free). In the
head fixed condition, a 150ms noise burst was presented while
subjects’ head remained fixed in front (as recorded by the head
tracker), this is identical to the free field training and testing
condition. In the head free condition, a 3 s noise was presented
during which the subjects were free to move their heads. Since
the tracking system continuously compensates for subjects’ head
movement, subjects’ perceived the target as fixed at the actual
location in space.
Motion Target Tracking
The aim of this experiment was to examine the ability of subjects
to track a moving stimulus with their heads between ±50◦
Az (frontal hemisphere, audio-visual horizon) at speeds from
20 to 110◦/s at 10◦/s intervals for both left and rightward
moving objects. This 100◦ maximizes the tracking radius while
maintaining a comfortable neck turn range (see Figure 1)
Subjects were seated in the center of a light-attenuated dark
room, and their initial position was calibrated using two guiding
lasers. Ten training trials were presented in each session to
familiarize the subjects with the task and stimulus. Subjects began
by fixating to one of the two LEDs at+50 or−50◦, this maximizes
the tracking radius while maintaining a suitable neck turn range
(see Figure 1). The stimulus onset started at ±90◦, giving a 40◦
“run-up” arc where the subjects were asked to keep their head
stationary. This provided the subjects with the opportunity to
estimate the velocity of the stimulus. They were instructed to
start tracking only when the stimulus reached the location of
the fixation light, and ensure that their nose was pointing to the
stimulus at all times during the trial. The fixation light at the
tracking end point was lit up as an indication that the trial was
complete.
FIGURE 1 | Schematic diagram of the head tracking experimental
setup. Subjects fixate toward an LED located at either ±50◦Az, depending on
direction of motion. The target will begin moving at ±90◦Az, providing a 40◦
run-up section.
Three separate experiments examined auditory, visual, and
auditory-visual tracking performance. For each experiment, the
10 velocities were presented randomly with 10 repeats for each
velocity and direction totaling 200 trials. These were divided into
four blocks of 50 trials. The direction of motion alternated each
trial. A single block took approximately 5min to complete and a
short break was provided between blocks to avoid fatigue.
Data Analysis
All statistical analysis was conducted using a combination of
Matlab (Mathworks) and Prism (GraphPad) software. Unless
otherwise stated, ANOVAwithmultiple comparisons were Tukey
corrected and confidence intervals of the group means were
derived from a non-parametric bootstrap with replacement (N =
1000).
The three metrics analyzed were onset error, RMS error, and
gain. These were calculated from a subject’s head movement
trace, from the point of head movement onset to the end of
tracking (see Figure 4). The onset position was estimated using
the “knee point” in the head movement traces. This knee point
was calculated using a bisected linear fit that minimized the
fitting error of two line segments. Simply, a bisection point was
arbitrarily defined (near the beginning of the head tracking trace),
and then sequentially moved along the trace. At each increment
two line segments were fitted and the knee point was the bisection
point that minimized the sum of errors of the fits. Post-hoc visual
checks of the analysis showed that this method was robust and
incorporated the head-resting tremor during fixation.
RESULTS
Localization Control
Figure 2 shows each subject’s responses of actual vs. perceived
azimuth averaged across five repeat measures. The results showed
a tight distribution of responses in the frontal region (–5 to 5◦)
under both head fixed (Figure 2A) and head free (Figure 2B)
conditions. As expected, localization accuracy decreased in the
head fixed condition as the target azimuth moved further to the
sides, as illustrated by the increased variances in Figure 2B at
target azimuths >±20◦. This was not observed in the head free
condition (Figure 2B). Overall, subjects performed consistently
and accurately. Pooled across subjects and the 13 target azimuths,
the average localization error was 4.6◦ with STD of ±1.8 and
3.9◦ with STD of ±1.4◦ for head fixed (Figure 2B) and head free
(Figure 2B) conditions, respectively.
Tracking Analysis
The fast sampling rate and high spatial sensitivity of the recording
system generated a highly redundant data set for each trial,
as such, before data analysis, the “raw” recorded traces were
quantized to 0.5◦ (from 0.03◦, the head tracker resolution).
Figure 3 shows examples of the quantized head tracking
responses for auditory (blue), visual (red), and bisensory stimuli
(green), for one subject comparing between a slow (30◦/s) and
fast velocity (110◦/s). Qualitatively at 30◦/s, tracking responses all
followed the general shape of the ideal curve with insubstantial
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FIGURE 2 | VAS localization results comparing between perceived and
actual azimuth in head fixed (A) and head free (B) conditions. Mean
responses from all subjects are shown with error bars representing 95% CI.
diﬀerences between the three stimulus conditions. At 110◦/s
however, there was an increasing lag in headmovement initiation
that lead to substantial “under turn” from the ideal response
that was most evident under the auditory only condition. Three
metrics were used to quantify this tracking behavior: (1) onset
error, (2) RMS error, and (3) gain. All results shown combined
the leftwards and rightwards motion, pooled across the six
subjects.
Onset
Figure 5 shows the onset error vs. target velocity, defined as the
target position relative to head movement onset, with positive
values indicating a lag in head onset. It is clear that visual and
bisensory responses followed the same trend. A comparison of
nonlinear regression models confirmed the null hypothesis that
results from both modalities can be accounted for by a single
model [p = 0.166, F(4, 112) = 1.7]. Importantly, a comparison
between simple linear and segmented regression rejected a simple
linear fit, instead favoring a two segment model [p = 0.007,
F(2, 56) = 5.5] with an inflection point at 87
◦/s (95% CI [77,90],
R2 = 0.91). The line segments were:
y = 0.024x + 2.4, for x < 87◦/s, and
y = 0.25x + 4.5, for x > 87◦/s
While the mean onset error between target speeds of 20 to 80◦/s
was 3.08± 0.83◦.
However, performance in the auditory condition diﬀered
significantly when compared to visual and bisensory conditions
[p < 0.001, F(4, 112) = 42]. While a 2 segment linear fit was
still preferred, the inflection point was significantly slower at 68◦/s
(95% CI [55,82], R2 = 0.98). The line segments were:
y = 0.19x − 10, for x < 68◦/s, and
y = 0.45x + 2.9, for x > 68◦/s
This showed that when tracking the slower moving sounds
(<60◦/s) there was a tendency for subjects to move their heads
too early—before the target even arrived at the fixation point.
Further, a multiple comparison analysis showed that between 60
and 80◦/s, there were no significant diﬀerences in onset error
between the modalities. For target velocities outside this range,
auditory performance significantly decreased (see Supplementary
Table 1).
RMS Error
RMS error was calculated by a point-by-point comparison of
the target position against the subject’s head position using the
following equation:
RMS error =
√
mean(Head locations − Target locations)2
(The 40◦ “run up” arc of the target movement was excluded from
the calculation).
Figure 6 compares RMS error against target speeds. A
comparison of nonlinear regression models again showed that
visual and bisensory results can be represented by the same
line fit [p = 0.54, F(2, 116) = 0.63, R
2 = 0.88] of: y =
0.053x + 5.7. Whereas, the nonlinear regression model for
audition was significantly steeper [p < 0.001, F(2, 116) = 43,
R2 = 0.93] with a fit of: y = 0.14x + 4.7. A multiple comparison
analysis between modalities and velocities highlighted that RMS
error did not diﬀer substantially between modalities from 20 to
70◦/s, but diverged for the faster speeds in auditory tracking (see
Supplementary Table 2). At 110◦/s, there were highly significant
diﬀerences between audition and the other modalities, withmean
diﬀerence of 11.0, 95% CI [5.82, 16.1] (Auditory vs. Visual, p <
0.001) and 9.72, 95% CI [4.56, 14.9] (Auditory vs. Bisensory,
p < 0.001).
Gain
In this analysis, gain is defined as a metric that describes
whether subjects were able to correctly match the speed of
the target. Gain is the ratio of head velocity to target velocity.
This is done by fitting a line of best fit to the head position
data and dividing its gradient with that of the stimulus (the
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FIGURE 3 | Example head tracking traces for one subject tracking targets moving at 30 and 110◦/s. Positive y-axis values correspond to rightward head
motion and time is plotted on the X-axis. In all cases the head position averaged across 10 trials is shown with the standard deviation shaded in gray and the dotted
line marking the ideal response. All three targets modalities are shown—auditory (blue), visual (red), bisensory (green).
stimulus velocity). It is calculated from the onset of head motion
to the end of the tracking interval. The mean gain values
pooled across subjects are shown in Figure 7, with a gain of 1
indicating a perfect match of velocity. There were large variances
in conditions and modalities, and a multiple comparison
analysis revealed no significant diﬀerences in gain between
modalities across target velocities (Supplementary Table 3).
However, the overall trend again highlights the diﬀerences
between audition and the other modalities. In audition, a
segmental linear regression with an inflection point at 61◦/s
(95% CI [43,78], R2 = 0.91) was significantly better at
representing the data than that of a straight line [p < 0.006,
F(2, 56) = 5.62], whereas the converse is true in vision and
bisensory.
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FIGURE 4 | Schematic diagram of an individual head tracking trace overlaid with target motion, showing how gain, RMS, and onset errors are
calculated.
DISCUSSION
To our knowledge this is the first systematic study of head
tracking response to a moving auditory target in humans, testing
the condition where the source (target) and self (head) are
moving simultaneously at a range of stimulus velocities. While
this commonly occurs in a natural listening environment, studies
thus far have examined these frames of references separately—
either using source motion to examine auditory motion
perception, or self motion to probe auditory spatial perception
(see Carlile and Leung, accepted for a review). As such, the
complex sensorimotor interaction in a dynamic environment
remains unclear. Beitel (1999) examined the acoustic tracking
responses in cats using a slow moving target that subtended a
36◦ arc in free field. Two response phases were characterized:
onset and maintenance. The onset phase comprised of a head
movement toward the target based on its initial velocity and
direction. This onset response closed the gap between the head
and target to lead into the maintenance phase of tracking,
characterized by a succession of small stepwise head movements
about the stimulus location. Here, we examined human responses
with a wider range of velocities (20–110◦/s), trajectory (100◦)
and modalities (audio, visual, and bisensory), also characterizing
the tracking profiles into onset and maintenance phase. Our
results showed consistent patterns that can help delineate the
complexities of the underlying sensorimotor feedback loop (see
below), but we also observed individual diﬀerences and within
subject variations. One source of variability can be attributed to
the biomechanics of the head movement. Unlike eye movements,
the group of muscles responsible for head motion have a
degree of redundancy and are not aligned into push-pull pairs
(Beitel, 1999; Peterson, 2004). It has been observed that diﬀerent
muscle combinations have been used in tracking and are highly
task dependent (Peterson, 2004). Even though our subjects
had training and experience prior to testing it is possible that
their strategies varied subtly between trials. As noted in Beitel
(1999), eye-gaze interactions may also aﬀect auditory tracking
responses. While the optic nerves of the cats were resected in
that experiment, we were also interested in cross modal eﬀects so
chose not to restrict visual input to just the fixation lights. Instead,
our experiments were conducted in a darkened room with the
only visual references being the onset LEDs.
Stimulus Validation
As discussed in Methods, our stimulus presentation system
used individualized HRTFs that were recorded at 1◦ spatial
intervals around the subject’s audio-visual horizon. This was
necessary to render high fidelity VAS given that subjects’
head movements could be random. The resultant VAS was
psychophysically validated with a series of control localization
experiments in a head-fixed condition where subjects’ head had
to remain stationary during stimulus presentation. Further, we
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FIGURE 5 | Onset error vs. target velocity. X-axis shows the target
velocity, Y-axis shows the onset error averaged across the subjects. Error bars
denote 95% CI. Dotted lines are the lines of best fit. In audition (blue circles), a
segmented linear regression was preferred over a simple linear fit, whereas the
converse was true for vision (red squares) and bisensory (green triangles).
When the actual target lags behind head movement, onset error will be less
than 0◦, marked as the “Early” region.
FIGURE 6 | RMS error vs. target velocity. X-axis shows the target velocity,
Y-axis shows the RMS error averaged across the subjects for each modality.
Error bars denote 95% CI. The dotted lines are the lines of best fit.
also tested the fidelity of the presentation system using a head
free condition, where subjects were encouraged to move their
heads during stimulus presentation. Subjects uniformly reported
that the auditory target were clearly localizable and externalized
in both conditions. As shown in Figure 2B, localization error
in the head-fixed condition were tightly distributed along the
midline at 0◦ Az and diverged from 10◦ Az. This is consistent
with free field localization results in our laboratory as well as
previous studies that showed increasing localization error from
the midline (Carlile et al., 1997; Lewald et al., 2000). Carlile et al.
(1997) suggested this increase in location error with increasing
distance from midline could be partly due to the motor error
of nose pointing as more experienced subjects appeared to
have smaller localization errors. This was absent in the head-
free condition (Figure 2B), where subjects’ performance was
FIGURE 7 | Gain vs. target velocity. Grouped by modality for clarity, velocity
ranged from 20 to 110◦/s within each subgroup as indicated. A segmented
linear regression was preferred in Audition (blue circles), whereas a simple line
fit was preferred for Vision (red squares), and Bisensory (green triangles).
largely uniform with substantially reduced variance. Given the
additional binaural cues available during head movement this
was not surprising, as subjects were able to fine-tune their
responses by adjusting for errors otherwise made by the initial
nose pointing (Thurlow et al., 1967; Wightman and Kistler,
1994). In addition, the small mean localization error and tight
variance (4.53 ± 0.37◦ pooled across all subjects) confirmed the
fidelity of VAS used in subsequent tracking tasks.
Onset Phase
We measured the spatial diﬀerence between the stimulus
reaching the start location and onset of head movement
(Figure 4). Apart from reflecting the time required for motor
planning, the onset error is also conflated with the subject’s
estimation of the arrival time of the target to the onset LED,
since subjects were asked to only move their heads when the
target arrived at the onset position. In audition, a segmented
linear analysis showed that the onset delay did not follow a simple
linear trend but rather a two segment line fit was preferred,
with an inflection point at 68◦/s (Figure 4). For targets moving
slower than 60◦/s, subjects tended to begin rotation before the
target reached the onset point, by 4–8◦. Such a “representation
momentum” eﬀect—where the end point of a moving target is
mislocalized toward the direction of motion, has been reported
previously (Feinkohl et al., 2014). For velocities>60◦/s, the error
increased and a delayed onset was evident, by up to 22◦ at 110◦/s.
This may be due to perceptual errors in estimating the target
location at faster velocities as well as the speed of the subject’s
sensorimotor feedback loop. In vision, where the localization
accuracy is far more precise, there was no indication of an early
bias in arrival estimation; rather, there was a slight delay in onset
responses at the slower target velocities that was nearly constant
(gradient= 0.024) until an inflection point at 87◦/s. For example,
when the visual target was moving at 20◦/s, the subjects was
behind the target by 1.8◦ ± 2.2◦ (SD) at onset compared to 2.7◦
± 1.8◦(SD) behind at 80◦/s. This pattern was minor yet consistent
and may reflect small eye-gaze discrepancies at fixation; while we
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were unable to track subjects’ eye position, the experiment was
performed in the dark to ensure adequate fixation and minimize
eye movements. Given the highly localizable nature of the visual
target, it was not surprising that there was a lack of early bias
in onset estimation. For the faster velocities post inflection, the
trend was similar to auditory tracking in that the onset error
increased with velocity, but the magnitude was substantially
smaller: 9.1◦ ± 2.7◦ when tracking a 110◦/s visual target. While
we did not systematically probe the nature of this error, it is likely
driven by reaction time necessary for head onset given themass of
the head and the number of muscles involved in its engagement.
Comparing visual and auditory modalities it appears that the
increased onset error in audition can be attributed to a delay
in resolving spatial locale in the sensorimotor feedback loop,
possible due to the binaural sluggishness in the auditory system
(Grantham and Wightman, 1978).
In the bisensory condition, given the accuracy and precision
in visual localization we expected subjects’ responses to
predominantly follow what we observed in vision. A comparison
of fitting parameters showed that this was true, where one curve
satisfied both conditions [p = 0.166, F (DFn, DfD) = 1.654 (4,
112)]. We were also interested in whether a stimulus containing
spatially congruent auditory and visual components improved
subject responses. Such multisensory cross modal facilitation can
be modeled based on a maximum likelihood integrator and has
been demonstrated for static (Alais and Burr, 2004) and dynamic
(Wuerger et al., 2010) auditory-visual stimuli. If the auditory
and visual spatial information were combined following that of
a maximum likelihood integration, the response variances in the
bisensory condition would be smaller than either of the unimodal
conditions (Ernst and Banks, 2002). However, no such evidence
was found in our results. It is unclear why cross modal facilitation
was not observed in our experiment. It is possible that the
response to our task may not have been suﬃciently sensitive to
detect such facilitation. This may be exacerbated by the diﬀerence
in mode of stimulus presentation. In previous experiments all
stimuli were presented in free field; whereas here, the visual target
was in “free field” while the auditory target was in virtual space
thus leading to a degree of sensory dissonance.
Maintenance Phase
In the maintenance phase subjects were expected to constantly
compare their head position against the target to minimize
spatial discrepancies. Our daily experience and numerous studies
(Cooper et al., 2008; Leung et al., 2008) showed that our heads can
move freely in a wide range of velocities, mostly as an orienting
response. However, a tracking task imposes the extra requirement
of constant sensorimotor feedback to compare between head
position and target location, which given the variability in
the biomechanics of the head may impact subjects’ response
profile. Here, we are interested in how accuracy varied with
target velocity. Recall that targets moved in a straightforward
manner without any random path changes and subjects had prior
knowledge of the direction and velocity gained from the onset
phase, plus a rich set of localization cues from individualized
HRTFs. We expected that subjects would take full advantage
of these available cues—space, time, and velocity, to accurately
predict and locate the target position (i.e., minimize error) along
its path at any given moment. When the targets are moving
slowly, subjects should be able to freely move their heads in
line with a moving target to maintain accuracy. However, at
higher speeds subjects may have diﬃculty performing similar
head movements as this requires an even faster rate of motion
and acceleration than the target motion. In these cases, it is
possible that subjects will follow the target by matching and
maintaining the target velocity instead. We will explore these
predictions below by examining the RMS error and gain function.
Figure 6 shows the RMS error averaged across subjects for the
range of velocities tested. While there were individual variations
the trends discussed here are consistent across subjects. Overall
RMS error increased with a highly significant interaction with
velocity in all modalities (p < 0.001). At 20◦/s, we observed only
a slight increase in error when compared against localization of
a static target in the control cases. There, localization error was
on average 3.9◦ ± 1.4◦ in the dynamic (head free) condition
while RMS error in audition at 20◦/s was 8.7◦ ± 1.2. This
small increase was not surprising given that RMS error was
averaged across the tracked path from the onset position and
the diﬀerences in task requirement. Subjects all reported that the
task was easy and an examination of the subjects’ head profiles
showed that most subjects were able to follow the actual location
of the target sound, while some swept their heads across the
target to pinpoint its exact location. Again, visual and bisensory
performances were not statistically diﬀerent but performance
was significantly worse in audition, with a significantly steeper
gradient (0.14 ± 0.027 degrees per ◦/s in audition, vs. 0.053 ±
0.009 degrees per ◦/s in the other modalities, p < 0.001). This
suggests that all subjects could follow the targets at the slower
velocities but performance deteriorated at faster velocities in
audition. Amultiple comparison analysis showed that diﬀerences
in RMS error between audition and the other modalities became
significant when target velocities reached 80◦/s. We hypothesize
that the overall worsening performance in audition is related
to the computational nature of the binaural system that is less
precise and inherently “sluggish” (see Carlile and Leung, accepted
for a review) compared to the spatiotopic nature of the visual
system. Previous work examining binaural integration of moving
sounds have suggested subjects can only follow slow moving
targets, with the minimal audible movement angle of around
5◦ at 15◦/s that increased to more than 20◦ at 90◦/s target
velocity (Grantham, 1986). Even though these previous studies
were limited to source motion where subjects’ head remained
stationary, the trends are comparable. At the faster velocities,
the increase in RMS error in audition may in part be due to
diﬃculties in catching up to the target after onset, as hinted at
by the increase in onset error mentioned previously. It should be
noted that subjects reported no diﬃculties moving their heads at
the faster velocities, and as reported in Leung et al. (2008) even
faster head turn speeds are possible. As such, it is interesting that
they did not exhibit any over compensatory behavior in head turn
speeds, given the a priori velocity information provided by the
run-up period.
Gain response was the second metric analyzed during the
maintenance phase, comparing the actual target velocity against
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the average head tracking velocity. A gain of one indicates perfect
velocity matching. As part of our experimental design, the initial
40◦ segment was designated a “run-up,” whereby subjects had to
fixate and listen to the target motion without physically moving
their heads. This provided subjects with the relevant perceptual
information to form an internal prior of the direction and
velocity of the moving target. During pilot studies, subjects were
tested without this segment and had substantial diﬃculties in
tracking even at moderate speeds. In audition, we found that for
velocities slower than about 80◦/s the gain is below 1, suggesting
that subjects’ overall head turn speed was slower than the target
speed. This was consistent with the observations of Beitel (1999)
in cats. From the onset phase analysis we observed that subjects
tended to engage in head motion before the target reached the
onset point. Taken together, this suggests that subjects were
deliberately retarding their head motion to compensate for the
early onset. For targets moving faster than 80◦/s the gain was
greater than 1. There were substantially less deviation in the other
modalities, with gain close to unity for velocities up to 90◦/s.
Together, the analysis during the maintenance phase suggests
that subjects were able to actively compensate for the early or late
onset responses.
In summary, this study examined the ability of subjects to
track moving auditory, visual, and bisensory stimuli. The overall
findings suggest that subjects were able to track moving auditory
targets at velocities below 80◦/s. The fact that performance was
comparatively worst than vision and audio-vision was likely due
to diﬀerences in localization precision and binaural sluggishness,
leading to significant tracking errors at the faster velocities.
Cross modal facilitation between auditory and visual stimulus
was not observed and tracking behavior to bisensory targets was
not significantly diﬀerent to that of unimodal visual responses.
These results describe behavioral responses to a straightforward
tracking task in a simple environment, forming the basis for
future research. Recent technological developments such as
the Oculus Rift will allow us to explore more complex and
naturalistic situations that can include multiple moving targets
and unpredictable trajectories, providing important insights into
human sensorimotor pathways.
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Abstract
Evidence that the auditory system contains specialised motion detectors is mixed. Many psychophysical studies confound
speed cues with distance and duration cues and present sound sources that do not appear to move in external space. Here
we use the ‘discrimination contours’ technique to probe the probabilistic combination of speed, distance and duration for
stimuli moving in a horizontal arc around the listener in virtual auditory space. The technique produces a set of motion
discrimination thresholds that define a contour in the distance-duration plane for different combination of the three cues,
based on a 3-interval oddity task. The orientation of the contour (typically elliptical in shape) reveals which cue or
combination of cues dominates. If the auditory system contains specialised motion detectors, stimuli moving over different
distances and durations but defining the same speed should be more difficult to discriminate. The resulting discrimination
contours should therefore be oriented obliquely along iso-speed lines within the distance-duration plane. However, we
found that over a wide range of speeds, distances and durations, the ellipses aligned with distance-duration axes and were
stretched vertically, suggesting that listeners were most sensitive to duration. A second experiment showed that listeners
were able to make speed judgements when distance and duration cues were degraded by noise, but that performance was
worse. Our results therefore suggest that speed is not a primary cue to motion in the auditory system, but that listeners are
able to use speed to make discrimination judgements when distance and duration cues are unreliable.
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Introduction
In everyday listening it is rare for location cues to remain
stationary over time since the head is often in motion and many
sound sources also move. Perceiving auditory space therefore
depends on the ability to encode motion within the acoustic image.
Various cortical areas are sensitive to the movement of sounds [1–
5], with the right hemisphere appearing to dominate [6–8]. Less
clear is the type of motion processing that occurs within these
areas. Motion could be recovered directly as a velocity code from
dynamic changes within the acoustic image, such as the temporal
derivative of interaural level differences (ILDs) [9] or interaural
time differences (ITDs). According to this type of account, listeners
should be quite sensitive to speed within the acoustic image and
the auditory system should contain specialised mechanisms that
encode image motion, perhaps similar to the motion detectors
found early in the visual system [10,11]. There is some
neurophysiological evidence for this kind of detector, although
the evidence for wide-ranging speed and directional selectivity is
not strong [12–18]. Nonetheless, if such a scheme were to operate
then speed should dominate the detection and discrimination of
moving sounds. Alternatively, motion could be recovered
indirectly by monitoring the locations of sounds at different times
and inferring movement as a change in position over time, as in
the ‘snapshot theory’ [19–21]. Accordingly, listeners should be less
reliant on speed per se, instead basing their psychophysical
judgements on the overall duration shown and distance travelled.
The evidence attempting to differentiate between these two
auditory motion accounts is somewhat inconclusive. The existence
of a compelling motion aftereffect (MAE) following adaptation to
auditory motion would provide simple support for the presence of
specialised motion mechanisms, because ‘If you can adapt it, it’s
there’ (p.479) [22]. However, while adaptation to auditory motion
can produce a MAE [8,23,24], the effect is somewhat weak [25]
compared to the robust MAEs reported for vision [26]. A second
line of attack has been to compare the ability to discriminate
position when sounds are either static or moving, the idea being
that better performance with moving sounds would reveal the
existence of specialised motion detectors. Results from these
studies are mixed, with some showing that discrimination
thresholds for moving stimuli are never better than those found
for static stimuli [19,27–29], while others show better performance
when stimuli move, at least for slower velocities around 20u/s
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[20,30]. In any case, it is unclear whether the existence of
specialised motion detectors should necessarily yield better
performance when sounds move. This would depend in part on
the underlying noise associated with the putative motion
mechanism, compared to that related to the processing of duration
and distance, and whether observers are able to monitor all three
types of information at once.
A more fundamental problem with these studies is that the
thresholds they measure necessarily confound speed with duration
and distance [27]. This bears a striking analogy to some of the
problems encountered in similar experiments in vision (see [31] for
review). Moreover, many of the experiments in audition create
motion on the basis of isolated cues (e.g., dynamic changes in ITDs
or ILDs), potentially creating conflicting information as to the true
motion of the stimulus while at the same time reducing ecological
validity. In order to circumvent these issues, Carlile & Best
(2002)[32] used virtual auditory space (VAS) techniques to present
all available motion cues to the listener, including any consequent
spectral changes, and also had listeners make speed discrimination
judgements with stimulus duration randomised (i.e., roved). The
latter is a methodological trick often used in psychophysical studies
of visual motion perception (e.g., [33]), one that forces observers to
use speed to make their judgements as opposed to distance
travelled or total duration. Under this regime, Carlile and Best
(2002) found that listeners were able to discriminate motion on the
basis of speed alone, but that thresholds improved when cues to
distance, duration, start-points and end-points were introduced.
The findings of Carlile & Best (2002) show that listeners are able
to use speed to discriminate moving sounds when forced, but they
still do not tell us whether auditory motion is a directly-sensed
perceptual dimension or one inferred from snapshot-like mecha-
nisms. That is, their data do not speak to the presence or absence
of specialised motion detectors in the auditory system. For
instance, the improved thresholds obtained when more cues to
motion are added could be statistical, arising from probability
summation rather than indicating the presence of specialised
auditory motion mechanisms.
One useful technique for determining how different motion cues
are integrated is to determine discrimination contours for stimuli
lying in the distance–duration plane. This approach has been used
mainly in colour vision [34–37] although more recently it has been
applied to visual motion perception [38–40] and its potential for
studying auditory motion was hinted at by Middlebrooks & Green
(1991) in their review on sound localisation [41]. In this paper, we
report the first use of the ‘discrimination contours’ technique to
investigate the probabilistic combination of distance, duration and
speed cues in auditory motion perception. In Experiment 1 we
measured discrimination contours for a broadband noise stimulus
Figure 1. The ‘discrimination contours’ technique. (A) Motion discrimination contours were defined in the distance-duration plane by
measuring thresholds along orientations hi using an 3-interval oddity task consisting of two identical standard stimuli and one test stimulus,
presented in a random order. The test differed from the standards by a given proportion (Weber fraction) of duration and distance; a test with an
identical speed to the standards therefore falls anywhere on the thick red ‘iso-speed’ line oriented at h=45u. (B) If speed dominates performance,
then the ellipse will be oriented obliquely along the iso-speed line h= 45u. (C) If distance and duration cues are separable and dominate performance,
then the resulting motion discrimination contours will be aligned with the cardinal axes and tend to be elliptical. When the major axis is horizontal,
distance cues dominate; when the major axis vertical, duration cues dominate.
doi:10.1371/journal.pone.0102864.g001
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that moved over a wide range of standard speeds (12.5–200u/s),
durations (200–800 ms) and distances (10–40u). Stimuli were
presented using VAS to minimise conflicting cues to motion (e.g.,
changes in ITD with no consequent ILD change) and were
individualised for each participant to ensure an externalised
motion percept. We found good evidence that duration and to a
lesser extent distance dominated the speed cue at threshold. In
Experiment 2 we therefore added random components to duration
and distance to make them uninformative and found that listeners
can use speed alone to discriminate motion when the component
cues are unreliable. Our results reveal that auditory motion
perception is predominantly driven by distance and duration cues
but that speed-based perception is possible when these cues are
made uninformative.
Experiment 1
The ‘discrimination contours’ technique is sketched in Figure 1.
Discrimination thresholds are determined in a number of different
orientations (h) from a standard stimulus in the distance–duration
plane. An oddity task is used to measure each threshold, which
consists of presenting listeners with three intervals on each trial
and asking them to choose which stimulus is unique. Two of the
intervals contain an identical ‘standard’ stimulus while the other
interval contains a ‘test’ stimulus, differing in a way that depends
on the particular h being tested. One advantage of the oddity task
is that observers are not directed to use a particular cue, such as
being told to use speed to find the faster interval as in Carlile &
Best (2002). As such, they may use any cue that optimises their
performance (though we emphasise that no feedback is given from
trial to trial). Because distance and duration cues have different
units, we express all stimuli as a proportion of the standard’s
distance and duration, i.e., as Weber fractions. In standardised
Weber units, all stimuli moving at the same speed must lie on
h=45u, shown as a thick red ‘iso-speed’ line in Figure 1, even if
they are composed of different distance–duration combinations.
Points lying anywhere else in the distance–duration plane will
differ in speed from the standard (and potentially distance and
duration cues, depending on the particular h). Thus, if auditory
motion were encoded by specialised detectors sensitive to auditory
speed, relatively small speed deviations from the standard speed
would be discriminable along lines oriented away from h=45u. In
contrast, the listener would find discrimination along the iso-speed
line particularly difficult compared to discriminations that lie
orthogonal to this, where speed changes maximally. We would
then expect the subsequent discrimination contour to be an ellipse
oriented along the oblique as shown in Figure 1B. On the other
hand, if distance and duration cues are separable at threshold and
dominate performance, then the contours would be oriented
Figure 2. Example psychometric function for single observer. Performance in an 3-interval oddity task follows a Gaussian when error rate is
plotted against the test’s radial distance (r) along a given orientation hi and its complement hi+p. Gaussian functions were fit to the data using a
maximum likelihood procedure. Any radial test distance containing two or fewer trials was excluded from the fit (examples shown in open red
symbols).
doi:10.1371/journal.pone.0102864.g002
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parallel to the cardinal axes as shown in Figure 1C. The major
axis of the ellipse will be vertical if sensitivity to duration is better
than distance, or horizontal if sensitivity to distance is better.
Methods
Stimuli. A moving broadband (300 Hz–16 kHz) white noise
was used as the auditory stimulus, which was rendered using
individualised VAS and delivered via Etymotics ER2 insert
earphones. The stimuli were driven by an RME Fireface 400
audio interface at a sampling rate of 48 kHz. Details on how
individualised VAS is created are described more fully in Pralong
& Carlile (1996)[42]. Briefly, we first recorded each listener’s head-
related transfer functions (HRTFs) at 1u intervals in a 360u arc on
the azimuthal plane. To create the moving stimuli, sequential
segments of broadband white noise were filtered with the HRTFs
corresponding to closely-spaced locations along the intended path
of movement. These sequential segments were smoothly concat-
enated by joining the final conditions of the current filtering
process with the initial conditions of the next, using 10 ms raised
cosine ramps and an ‘overlap-and-add’ blending method. The
Figure 3. Motion discrimination contours for a single naı¨ve observer for the 9 standards investigated in Experiment 1. The results for
each individual standard value follow the conventions defined in Figure 1. Error bars for each threshold were obtained using a bootstrapping
technique and correspond to 95% CIs. Ellipses were fit according to a non-linear least-squares technique.
doi:10.1371/journal.pone.0102864.g003
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HRTF recordings were performed in an anechoic chamber of size
64 m3 that was equipped with a computer-controlled, laser-
calibrated, robotic hoop (radius 1 m), with a speaker (Audience A3
wideband tweeter) mounted at the apex. Listeners were seated in
the center of the room and monitored by an Intersense IC3
magnetic headtracker. At each location, a series of exponential
sine sweeps were played [43] and the HRTFs were recorded from
insert microphones placed in the subjects ears (Knowles FG2335,
2.8 mm diameter), based on a ‘‘blocked-ear’’ recording technique
(see Middlebrooks et al, 1989; Moller et al, 1995).
Psychophysical Procedure. Thresholds were determined
for a set of orientations (hi) in the distance–duration plane using an
oddity task. Each trial consisted of three sequentially-presented
intervals, two standards (S) and one test (T), presented in a random
order. The listener’s task was to pick the odd one out by indicating
which stimulus appeared most different using a button press. No
feedback was given. The mid-point of each stimulus arc was
jittered independently by65% of the standard distance in order to
make position cues at the start and end of the motion sequences
uninformative. The test differed from the standards by given
proportions (Weber fractions, W) of the standard duration and
distance. Specifically, Wx= (Tx-Sx)/Sx and Wt= (Tt-St)/St, where
x refers to distance travelled and t the stimulus duration. Hence, in
polar coordinates, the test differed from the standard by a radial
distance r = !(Wx2+Wt2) along any hi, as shown in Figure 1A.
When r = 0, test and standard are equal, and listeners will be at
chance in their ability to correctly identify the test. Hence the error
rate = 0.66. As r increases along hi (or its complement hi+p), error
rate declines and describes a Gaussian-shaped psychometric
function (Figure 2)[44]. We defined threshold as the standard
deviation of the best-fitting Gaussian (see below).
In each experimental session, two hs and their complements
were selected at random from the 16 orientations investigated in
total. The radial distance r that was used to define the test on any
particular trial was controlled by a 1-up 2-down staircase. Each h
was probed with its own staircase, hence each session comprised 4
interleaved staircases. Staircases terminated after 8 reversals.
Nine standard stimuli were constructed from a factorial
combination of 3 standard durations (200, 400, 800 ms) and 3
standard distances (10, 20 and 40 degs). This yielded 5 standard
speeds (12.5, 25, 50, 100 and 200u/s). Two listeners (L1, L2)
generated discrimination contours for each of the 9 standards and
Figure 4. Summary of best-fitting ellipses across the four listeners (L1-L4) studied in Experiment 1. Two observers (L1, L2) completed all
9 conditions; two others (L3, L4) completed the 3 conditions lying on the major negative diagonal. The horizontal grey lines have length =61 Weber
fraction. All ellipses are oriented parallel to the axes of the distance-duration plane. Thus, one-sample t-tests for the mean ellipse orientations
associated with the three standards on the major negative diagonal did not differ significantly from vertical (top-left: t(3) = 1.84, p..10; middle:
t(3) = .45, p..50; bottom-right: t(3) =20.81,p..40). The results therefore provide no evidence that speed is used to discriminate test from standard;
performance for all observers appears to be governed by separate estimates of distance and duration. The ellipses are stretched parallel to the Y axes,
showing that duration discrimination was superior to distance discrimination.
doi:10.1371/journal.pone.0102864.g004
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two further listeners (L3, L4) completed a subset (3 standard speeds
of 12.5, 50 and 200u/s). Three of the listeners (L2-L4) completed
two replications for each of the 16 staircases associated with each
standard while one listener (L1) completed at least one replication.
Analysis. The staircase data along hi and its complement hi+
p were used to construct psychometric functions, an example of
which is shown in Figure 2. A maximum-likelihood procedure was
used to find the best-fitting Gaussian. The fitting procedure
ignored any test stimulus values (r) that had 3 or fewer trials
(examples of excluded data points are shown as open red symbols
in the Figure). The model included a lapse rate parameter
constrained to be 6% or less [45]. Confidence intervals (95%) were
estimated from a bootstrapping procedure based on 999 resamples
of the data (with replacement) associated with each psychometric
function. The bootstrapped means were sorted and the values
enclosing the central 95% of the distribution defined the
confidence intervals. The bootstrapping distribution was asym-
metric; hence the error bars shown in the Results section are as
well.
Discrimination contours were summarised by fitting ellipses to
the set of thresholds associated with each standard. The best-fitting
ellipse was based on an iterative technique that minimises the
geometric distance between data and curve (see [38]).
Participants. Four listeners took part in the two experiments.
Three were authors (L2-L4), two of whom were fully aware of the
hypotheses (L2, L3). The other listener (L1) was naı¨ve to the aims
of the study. All subjects had normal hearing according to
standard clinical audiometry exams.
Ethics Statement. Participants gave written informed con-
sent. The experimental procedure conformed to the declaration of
Helsinki and was approved by the local ethics committee (Human
Research Ethics Committee (HREC) Low Risk Executive
Committee, University of Sydney, Protocol No. 14458).
Results
Figure 3 shows the motion discrimination contours for a naı¨ve
observer (L1) who completed all nine standard conditions. The
panels are arranged so that standard duration increases from left
to right and standard distance increases from bottom to top;
standard speeds are shown on the diagonal of each panel. Weber
fractions within each panel follow the definitions given in
Figure 1A.
All ellipses are oriented vertically rather than obliquely. The
results therefore show that differences in speed did not determine
performance for this listener. Figure 4 shows a summary of the
ellipses obtained across the 4 listeners who took part in
Experiment 1 (recall that L3 and L4 carried out a reduced set of
conditions comprising the 3 standards along the major negative
diagonal). As with listener L1, the ellipses are oriented close
vertical (the results of one sample t-tests are given in the figure
legend). Hence, there is little evidence that speed underlies
performance for any of the listeners who took part in Experiment
1.
Since all ellipses are oriented vertically for each standard
investigated, listeners appear to be more sensitive to changes in
duration than distance. Moreover, the width of each ellipse
Figure 5. Isolating the speed cue. In Experiment 2, independent noise was added to the two standards to make distance and
duration cues uninformative. This was achieved by defining a range of distances and durations from which to select the two standard stimuli,
while ensuring that for each standard stimulus, the ratio of distance to duration (i.e. speed) was fixed and so constrained to lie on the 45u diagonal
(thick red oblique arrow). Each standard selected in this manner was unique on each trial. The ranges used were defined individually for each
observer. They were equal to 4 times the Weber fractions measured along the oblique (h= 45u) in Experiment 1.
doi:10.1371/journal.pone.0102864.g005
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appears to be independent of standard distance and speed, with
the Weber fraction along the horizontal (ie. hi = 0) remaining
roughly constant as standard duration increases. The latter finding
suggests that duration discrimination obeys Weber’s law over the
range of standard durations tested. Conversely, distance discrim-
ination does not appear to obey Weber’s law because the height of
each ellipse increases as standard distance declines. Thus, for the
shortest distance investigated, distance discrimination is consider-
ably worse in a proportional sense than at the two longer distances.
The observations about Weber’s law assume that speed is not
used by any of the listeners, an assumption that the overall
orientation of the ellipses (and related statistics) seems to support.
Distance and stimulus duration are therefore separable perceptual
dimensions on the basis of these data. The fact that speed is not
used when distance and duration cues are available could be
interpreted in one of two ways: either the auditory system is unable
to encode speed, or the encoding is largely ignored, perhaps
because the underlying signals are noisy and so given less weight.
Experiment 2 was designed to differentiate between these two
alternatives by making distance and duration cues uninformative.
If listeners are unable to encode speed, then they will be at chance
for all h. On the other hand, if they are able to encode speed at
some point in the auditory system, the discrimination contours
should rotate to become oriented obliquely along the iso-speed
line.
Experiment 2
Experiment 2 used the manipulation suggested by Reisbeck &
Gegenfurther (1999)[39], in which noise is added to the distance
and duration components of the standard in such a way that their
speed (i.e., their ratio) remains unchanged (see also Wardle & Alais
Figure 6. Results of Experiment 2, in which distance and duration noise were added to the standards to force discrimination based
on speed. Each column corresponds to a different listener (L1-L4); each row is a different standard ‘‘mean’’, corresponding to the standard values
given along the major negative diagonal of Figures 3 and 4. The results show that the auditory system is sensitive to speed: when distance and
duration cues are made uninformative, listeners are able to discriminate stimuli based on speed alone.
doi:10.1371/journal.pone.0102864.g006
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(2013) [40]; note that Carlile and Best (2002) carried out a similar
manipulation but for a two-interval task in which listeners knew to
discriminate speed). This is shown graphically in Figure 5. On
each trial, a standard duration is randomly selected from a
predescribed range (vertical dotted lines), with the corresponding
distance constrained to produce the required standard speed. Each
standard selected in this manner was therefore unique on each
trial. Listeners using either distance or duration cues to make their
judgements would therefore be at chance in discriminating test
from standard, forcing them to use speed.
Methods
The stimuli and procedure were identical to those used in
Experiment 1. The same listeners participated, which allowed us
to tailor the amount of noise added to the standard based on each
individuals’ sensitivity found in Experiment 1. Specifically, the
range of distances and durations used were equal to
Wx=6r.sin(hi) and Wt=6r.cos(hi), with hi = 45u and r set to
twice the Weber fractions measured in this direction in Experi-
ment 1. The value of r therefore corresponds to half the length of
the thick oblique red line shown in Figure 5. Note that only two of
the listeners (L2, L3) knew that distance and duration cues had
been made uninformative.
Discrimination contours for three standard speeds were
investigated (12.5, 50 and 200 u/s), based on mean standard
distances and durations pairs of (10u, 800 ms), (20u, 400 ms) and
(40u, 200 ms). These corresponded to the standards lying along the
negative obliques of Figures 3 and 4.
Results
Figure 6 shows the results for all four listeners (columns) and all
three standards (rows). With the addition of noise, the motion
discrimination ellipses rotated from vertical to oblique, lying
parallel to the iso-speed line. The results therefore show that
listeners are able to use speed when forced to do so by making
duration and distance cues unreliable. However, it is also the case
that the thresholds are overall higher than in Experiment 1; in
particular, the ellipses are wider along their minor diagonals,
suggesting that performance was worse when listeners only have
speed cues available to make their judgement.
Figure 7 summarises the findings of the two experiments, based
on the three standards common to both. Each bar depicts the
Figure 7. Comparison of Experiment 1 (without noise) and Experiment 2 (with noise) for the three common standards investigated
(see legend). Without noise, the mean orientation of the major axis of the three ellipses was close to vertical (orientation= 90u). When speed noise
was added, the mean was close to the iso-speed line oriented at 45u. Error bars correspond to 95% CIs.
doi:10.1371/journal.pone.0102864.g007
Discrimination Contours for Moving Sounds
PLOS ONE | www.plosone.org 8 July 2014 | Volume 9 | Issue 7 | e102864
mean orientation of the ellipse across the four listeners, with the
error bars showing 95% confidence intervals. For Experiment 1
(left hand bars), the means did not significantly differ from vertical
(defined as 90u), showing the dominance of duration and distance
cues over speed cues. When distance and duration cues were made
uninformative in Experiment 2 (right-hand bars) the means did
not significantly differ from the iso-speed line (defined as 45u),
indicating that listeners were able to use speed cues when forced.
Discussion
Motion discrimination thresholds were measured within the
distance–duration plane in order to determine whether a
combination of speed or distance and durations cue, or speed
per se, dominates performance. If speed is the primary cue, then
motion discrimination along lines of constant speed should be
difficult and subsequent threshold contours elongated in this
direction. Borrowing from colour vision (eg. [46]), these stimuli
would form ‘metamers’ that cannot be differentiated near
threshold, despite the fact that they are made from different
combination of distance and duration. Finding evidence of
metamers would then imply the existence of specialised motion
detectors. Conversely, if speed is not the primary dimension
limiting performance, and distance and duration are separable,
then subsequent discrimination contours will align with the
distance and duration axes. The results of Experiment 1 followed
this pattern over a wide range of standard distances, durations and
speeds: the discrimination contours were oriented vertically,
implying better sensitivity to duration. However, when noise was
added to the distance and duration cues as in Experiment 2,
listeners were able to make use of speed information though
performance was worse. Our data do not therefore support the
idea that motion is precisely encoded early within the auditory
system. Of course, we cannot rule out the possibility that low-level
auditory motion detectors do exist but are overlooked by listeners
when informative distance and duration cues are also made
available. However, this does not seem a parsimonious explana-
tion of our findings and so is not a view that we favour. Moreover,
this view would have difficulty in explaining the domination of
speed in visual discrimination tasks similar to the one used here
[39,47], given that in vision there is overwhelming evidence that
such low-level motion detectors exist. If the auditory system
contained similar motion mechanisms, we might expect a similar
domination of speed.
The sounds used in the current experiments were made to move
in an arc centred on the head, as is common in work on auditory
motion [48]. One of the reasons for using circular trajectories is
because a significant proportion of the motion created within the
acoustic image corresponds to rotating the head in front of a
largely stationary scene. However, by using horizontal motion, we
effectively limited the motion information to dynamic changes in
binaural cues (ILDs and ITDs), with spectral information
primarily present to externalise the simulated sound sources. Of
course, self-motion can cause the head to translate, as do some
sources, and translation gives rise to additional cues to motion,
such as monaural changes in frequency (the Doppler shift) and
intensity. It is possible, therefore, that the study of different motion
trajectories designed to include these additional motion cues may
reveal specialised motion processing mechanisms not unveiled by
our stimuli. In support of this possibility, Lutfi & Wang (1997)[49]
and Kaczmarek (2005)[50] found that listeners give most weight to
Doppler shifts when other motion cues are also present.
Conversely, Neelon and Jenison (2003)[25] found no significant
difference in the magnitude of auditory motion after effects when
rotating and translating sources were compared.
Our findings should not be taken to mean that the speed of a
moving sound is therefore an irrelevant dimension for the auditory
system. For instance, Wuerger, Meyer, Hofbauer, Zetzsche &
Schill (2010)[51] found that participants are able to judge the time-
to-impact of auditory and visual stimuli with the same degree of
precision and accuracy, once discriminability is equated. They
went on to show that the precision of audio-visual time-to-impact
judgements could be predicted from the precision of auditory and
visual events when presented alone, suggesting optimal combina-
tion of motion information across these two modalities. Thus there
appears to be some metric representation of speed information
within the auditory system, though it does not seem to be encoded
directly from the acoustic image.
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Supplementary	Table	1
Multiple	Comparison	Analysis	(Tukey	corrected)	for	Onset	Error:	comparing	the	mean	onset	error	between	modality	and	target	velocity.
Tukey's multiple comparisons test Mean Diff.95% CI of diff.Summary Adjusted P Value
20*/s
Auditory vs. Visual -8.9 -13 to -4.6 **** < 0.0001
Auditory vs. Bisensory -9.6 -14 to -5.2 **** < 0.0001
Visual vs. Bisensory -0.63 -5.0 to 3.7 ns 0.937
30*/s
Auditory vs. Visual -5.7 -10 to -1.4 ** 0.0063
Auditory vs. Bisensory -7.7 -12 to -3.3 *** 0.0002
Visual vs. Bisensory -1.9 -6.3 to 2.4 ns 0.55
40°/s
Auditory vs. Visual -5.4 -9.8 to -1.0 * 0.0108
Auditory vs. Bisensory -6.4 -11 to -2.1 ** 0.0019
Visual vs. Bisensory -1 -5.4 to 3.4 ns 0.8473
50°/s
Auditory vs. Visual -4 -8.4 to 0.33 ns 0.0766
Auditory vs. Bisensory -4.6 -9.0 to -0.28 * 0.034
Visual vs. Bisensory -0.61 -5.0 to 3.8 ns 0.9411
60°/s
Auditory vs. Visual -3.1 -7.5 to 1.2 ns 0.2067
Auditory vs. Bisensory -3.9 -8.3 to 0.47 ns 0.0902
Visual vs. Bisensory -0.76 -5.1 to 3.6 ns 0.9116
70°/s
Auditory vs. Visual 0.5 -3.9 to 4.9 ns 0.9609
Auditory vs. Bisensory -0.9 -5.3 to 3.5 ns 0.8765
Visual vs. Bisensory -1.4 -5.8 to 3.0 ns 0.7289
80°/s
Auditory vs. Visual 4.2 -0.17 to 8.6 ns 0.0623
Auditory vs. Bisensory 3 -1.3 to 7.4 ns 0.2307
Visual vs. Bisensory -1.2 -5.5 to 3.2 ns 0.8025
90°/s
Auditory vs. Visual 8.7 4.4 to 13 **** < 0.0001
Auditory vs. Bisensory 6.9 2.6 to 11 *** 0.0007
Visual vs. Bisensory -1.8 -6.2 to 2.6 ns 0.5944
100°/s
Auditory vs. Visual 9.9 5.5 to 14 **** < 0.0001
Auditory vs. Bisensory 8.2 3.8 to 13 **** < 0.0001
Visual vs. Bisensory -1.7 -6.1 to 2.7 ns 0.6267
110°/s
Auditory vs. Visual 13 8.4 to 17 **** < 0.0001
Auditory vs. Bisensory 11 6.4 to 15 **** < 0.0001
Visual vs. Bisensory -2 -6.4 to 2.3 ns 0.5108
Supplementary	Table	2
Multiple	Comparison	Analysis	(Tukey	corrected)	for	RMS	Error:	comparing	the	mean	RMS	error	between	modality	and	target	velocity.
Tukey's multiple comparisons test Mean Diff. 95% CI of diff. Summary Adjusted P Value
20°/s
Audition vs. Vision 1.9 -2.7 to 6.5 ns 0.5865
Audition vs. Bisensory 1.5 -3.1 to 6.1 ns 0.7182
Vision vs. Bisensory -0.41 -5.0 to 4.2 ns 0.9759
30°/s
Audition vs. Vision 1.9 -2.7 to 6.5 ns 0.5915
Audition vs. Bisensory 1.4 -3.2 to 6.0 ns 0.7442
Vision vs. Bisensory -0.48 -5.1 to 4.1 ns 0.9673
40°/s
Audition vs. Vision 3.2 -1.4 to 7.8 ns 0.2348
Audition vs. Bisensory 2.2 -2.4 to 6.8 ns 0.5035
Vision vs. Bisensory -1 -5.6 to 3.6 ns 0.8648
50°/s
Audition vs. Vision 3.8 -0.78 to 8.4 ns 0.1247
Audition vs. Bisensory 3.2 -1.4 to 7.8 ns 0.2291
Vision vs. Bisensory -0.62 -5.2 to 4.0 ns 0.9462
60°/s
Audition vs. Vision 4 -0.60 to 8.6 ns 0.1022
Audition vs. Bisensory 3.2 -1.4 to 7.8 ns 0.2308
Vision vs. Bisensory -0.81 -5.4 to 3.8 ns 0.9096
70°/s
Audition vs. Vision 3.1 -1.5 to 7.7 ns 0.2507
Audition vs. Bisensory 3.2 -1.4 to 7.8 ns 0.2204
Vision vs. Bisensory 0.14 -4.5 to 4.7 ns 0.997
80°/s
Audition vs. Vision 6 1.4 to 11 ** 0.0064
Audition vs. Bisensory 5.7 1.1 to 10 * 0.0112
Vision vs. Bisensory -0.36 -5.0 to 4.2 ns 0.981
90°/s
Audition vs. Vision 6.2 1.6 to 11 ** 0.0047
Audition vs. Bisensory 5.5 0.95 to 10 * 0.0136
Vision vs. Bisensory -0.67 -5.3 to 3.9 ns 0.9363
100°/s
Audition vs. Vision 7.7 3.1 to 12 *** 0.0003
Audition vs. Bisensory 7.4 2.8 to 12 *** 0.0006
Vision vs. Bisensory -0.37 -5.0 to 4.2 ns 0.98
110°/s
Audition vs. Vision 11 6.4 to 16 **** < 0.0001
Audition vs. Bisensory 9.7 5.1 to 14 **** < 0.0001
Vision vs. Bisensory -1.3 -5.9 to 3.3 ns 0.7953
Supplementary	Table	3
Multiple	Comparison	Analysis	(Tukey	corrected)	for	Gain:	comparing	the	mean	gain	between	modality	and	target	velocity.
Tukey's multiple comparisons test Mean Diff. 95% CI of diff. Summary Adjusted P Value
20*/s
Auditory vs. Visual -0.058 -0.19 to 0.071 ns 0.5362
Auditory vs. Bisensory -0.043 -0.17 to 0.085 ns 0.7046
Visual vs. Bisensory 0.015 -0.11 to 0.14 ns 0.9611
30*/s
Auditory vs. Visual -0.057 -0.19 to 0.072 ns 0.5494
Auditory vs. Bisensory -0.061 -0.19 to 0.067 ns 0.4964
Visual vs. Bisensory -0.0047 -0.13 to 0.12 ns 0.996
40°/s
Auditory vs. Visual -0.085 -0.21 to 0.044 ns 0.2641
Auditory vs. Bisensory -0.08 -0.21 to 0.048 ns 0.3051
Visual vs. Bisensory 0.0048 -0.12 to 0.13 ns 0.9957
50°/s
Auditory vs. Visual -0.079 -0.21 to 0.049 ns 0.3122
Auditory vs. Bisensory -0.085 -0.21 to 0.043 ns 0.2605
Visual vs. Bisensory -0.006 -0.13 to 0.12 ns 0.9932
60°/s
Auditory vs. Visual -0.1 -0.23 to 0.026 ns 0.1447
Auditory vs. Bisensory -0.11 -0.23 to 0.023 ns 0.1287
Visual vs. Bisensory -0.0031 -0.13 to 0.13 ns 0.9982
70°/s
Auditory vs. Visual -0.0039 -0.13 to 0.12 ns 0.9972
Auditory vs. Bisensory -0.022 -0.15 to 0.11 ns 0.9116
Visual vs. Bisensory -0.018 -0.15 to 0.11 ns 0.939
80°/s
Auditory vs. Visual -0.066 -0.19 to 0.062 ns 0.4442
Auditory vs. Bisensory -0.081 -0.21 to 0.047 ns 0.2941
Visual vs. Bisensory -0.015 -0.14 to 0.11 ns 0.9574
90°/s
Auditory vs. Visual 0.082 -0.047 to 0.21 ns 0.2924
Auditory vs. Bisensory 0.063 -0.066 to 0.19 ns 0.479
Visual vs. Bisensory -0.019 -0.15 to 0.11 ns 0.9372
100°/s
Auditory vs. Visual 0.054 -0.075 to 0.18 ns 0.5872
Auditory vs. Bisensory 0.049 -0.079 to 0.18 ns 0.638
Visual vs. Bisensory -0.0044 -0.13 to 0.12 ns 0.9964
110°/s
Auditory vs. Visual 0.065 -0.064 to 0.19 ns 0.4597
Auditory vs. Bisensory 0.05 -0.078 to 0.18 ns 0.6237
Visual vs. Bisensory -0.014 -0.14 to 0.11 ns 0.9622
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Reverberation on Spatiotemporal Thresholds of Audio-
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Abstract
The present study examined the effects of spatial sound-source density and reverberation on the spatiotemporal window
for audio-visual motion coherence. Three different acoustic stimuli were generated in Virtual Auditory Space: two
acoustically ‘‘dry’’ stimuli via the measurement of anechoic head-related impulse responses recorded at either 1u or 5u
spatial intervals (Experiment 1), and a reverberant stimulus rendered from binaural room impulse responses recorded at 5u
intervals in situ in order to capture reverberant acoustics in addition to head-related cues (Experiment 2). A moving visual
stimulus with invariant localization cues was generated by sequentially activating LED’s along the same radial path as the
virtual auditory motion. Stimuli were presented at 25u/s, 50u/s and 100u/s with a random spatial offset between audition
and vision. In a 2AFC task, subjects made a judgment of the leading modality (auditory or visual). No significant differences
were observed in the spatial threshold based on the point of subjective equivalence (PSE) or the slope of psychometric
functions (b) across all three acoustic conditions. Additionally, both the PSE and b did not significantly differ across velocity,
suggesting a fixed spatial window of audio-visual separation. Findings suggest that there was no loss in spatial information
accompanying the reduction in spatial cues and reverberation levels tested, and establish a perceptual measure for
assessing the veracity of motion generated from discrete locations and in echoic environments.
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Introduction
Various experiments have sought to determine the nature of the
spatiotemporal integration window for audio-visual motion [1–3].
To probe this question, studies typically deliver moving auditory
stimuli using an array of sequentially activated speakers in free-
field [4–7], or over headphones by measuring Head Related
Impulse Responses (HRIRs) and rendering a Virtual Auditory
Space (VAS) [8]. Irrespective of the delivery method, there are a
number of unresolved issues in the process.
In the generation of acoustical motion, moving the sound source
itself mechanically has the advantage of real-world coherence
[9,10]. However, physical constraints such as background motor
noise, restricted speeds and limited spatial extents present
numerous disadvantages experimentally. Instead, the percept of
motion is usually created by sequentially activating discrete
stationary sound-sources. Whether these are physical speakers
placed in free field arrays or stimuli rendered in VAS via the
measurement of HRIRs (see methods), the changes in acoustical
cues are quantized, resulting in a loss of spatial information. While
the resulting moving stimulus may be perceived as spatially
continuous, other psychophysical consequences of this reduction in
cue density remain unclear. This is an important consideration
given that a clear understanding of the mechanisms underlying
auditory motion perception remain outstanding. Typical step-sizes
utilized in auditory motion studies range from approximately 2u to
6u [4,6,11]. Intuitively, a perceptual limit of this quantization can
be estimated from the minimum audible movement angle
(MAMA), defined as the minimum spatial extent required for a
sound to elicit a motion percept [12]. However, reported values
differ depending on velocity and spectral content, confounding a
systematic description of MAMA across any one parameter. Using
moving stimuli generated by stereo balancing a 500 Hz tone
across two speakers, Grantham [13] reported MAMAs ranging
from 5u to 21u at source velocities of 15u/s and 90u/s respectively.
Perrot and Marlborough [10] found MAMAs ranging from 0.9u to
1.6u using a speaker that rotated at 20u/s with a 500 Hz–8 kHz
pink noise stimulus. The small but statistically significant difference
depended on whether onset and offset cues were provided to the
listeners. In contrast, Chandler and Grantham [9] reported a
value of 5.6u using 500–10 kHz ‘‘wideband’’ noise delivered by a
speaker moving at 20u/s, increasing to 14.4u at a velocity of 90u/s.
Taken together, these studies describe a metric that is highly
variable, with the only commonality being the increase with
velocity. Further complicating the issue, as suggested in Grantham
[13] and confirmed in Carlile and Best [14] and Freeman et al.
[15] (2014), velocity per se is not a salient cue in auditory motion
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perception. Given the increasing number of auditory motion
studies that use a discrete-sequential presentation technique, a goal
of the present study is to compare auditory motion perception of
the finest spatial discretization (1u) against one that is commonly
used (5u) using wide-band stimuli at various velocities.
Experiments often present a moving auditory stimulus that is
anechoic. However, everyday environments contain reverberant
energy due to sound-reflecting surfaces. Despite its ubiquity, little
is known about the perceptual effects of reverberation outside its
influence on stationary sound sources [16–19]. Such studies have
demonstrated that, though the ratio of direct to reverberant energy
(D/R) provides a direct cue to source depth that would be
unavailable to the listener under anechoic conditions [20,21], the
interference of direct and reflected sound at the listener’s ears can
decorrelate the binaural cues, thereby diminishing localization
ability [16]. One goal of the current study is to explore the nature
of this trade-off when a source is in motion. Rather than utilizing a
very echoic environment, where reflected sound obviously
diminishes localizability, the current study examines reverberation
levels found in typical listening rooms. In doing so, the perceptual
impact of reverberation in the most common listening environ-
ments can be better understood.
A body of neurophysiological and psychophysical evidence
suggests that specific motion-detectors are present at early stages of
visual processing [22]. In contrast, there is no similar evidence of
similar low level encoding in the auditory periphery [23].
However, various models of auditory motion have been proposed.
One such model that is widely quoted is the ‘‘snapshot’’
hypothesis, whereby motion is perceived via the sequential
localization and comparison of a number of static snapshots
[24]. In this context, reverberation then may also degrade the
acuity of motion perception since movement is inferred from the
same static cues that reverberation degrades. Consistent with this
notion, in a motion detection task, Saberi and Petrosyan [25]
reported a rapid deterioration in performance from supra-
threshold to chance level as the amount of correlation in the
binaural acoustical cues decreased.
Traditionally, investigations into these issues are limited to
unimodal approaches. Here, we present audio-visual motion in
order to explore the effects of acoustic spatial quantization and
reverberation on the spatiotemporal integration window. Models
of optimal integration suggest that overall localization uncertainty
is minimized via the optimal weighing of each sensory input based
on the reliability of their constituent cues [26–28]. Such models
account not only for ventriloquism, where visual cues dominate
perception, but describe a two-way interaction in which auditory
and visual streams concurrently influence each other [29,30].
Other studies have shown this holds for moving audio-visual
sources [5,31–33]. In the current study, subjects compared the
relative times at which moving virtual auditory and visual targets
were perceived to pass the midline.
In Experiment 1, auditory motion was spatially constrained to
two step-sizes: a densely sampled 1u and the sparser 5u
quantization. This reduction in cue density necessitates a spread
of acoustical information from a 1u to a 5u window, which may
elicit greater spatial uncertainty. In Experiment 2, relevant room
acoustical information was included in the construction of the
VAS, using binaural room impulse responses (BRIRs) recorded in
situ in 5u step-sizes. If the reverberation perceptibly decorrelated
the binaural cues, we expected the spatial uncertainty of the
reverberant stimuli to be even greater than that of the anechoic
stimuli. Throughout this study, the visual stimuli remained
unchanged (see methods), ensuring invariant visual localization
cues across all auditory conditions. Given this, and the significantly
greater spatial resolution of the visual system, the visual stimulus
served as a reference, allowing for an unambiguous comparison
between acoustic conditions. We thus hypothesized that the
reduction in cue density and reverberation would increase task
difficulty, making the judgment about which modality was leading
harder. This would be reflected by an increase in the spread of the
distribution, resulting in greater variance of a fitted Gaussian
function (b). The point of subjective audio-visual equality (PSE)
was also measured for the three acoustic conditions, though the
effects of auditory uncertainty on this parameter are harder to
predict. It is important to note that even though vision has a
significantly greater spatial resolution, the current study provides
insight into the effects of quantization and reverberation through
the relative comparisons across acoustic conditions.
Experiment 1: Quantization of Auditory Space
Methods
Participants. Six subjects (five male, one female) participated
in the experiment. All subjects had normal hearing as confirmed
by audiometric screening.
Ethics Statement. Written informed consent was provided
and experiments were approved by the Human Research Ethics
Committee of the University of Sydney (HREC number 15278).
Stimuli. The recording procedure and rendering of motion in
VAS is briefly outlined below. For a more detailed description see
Carlile [8]. Individualized blocked ear HRIRs [14,34] were
measured under anechoic conditions by securing microphones in
the ear canals using medical grade silicon gel (Polyvinylsiloxane).
The subjects’ head was stabilized by a chin-rest and monitored
using a head-tracker (InterSense IC3). One-second exponential
sine sweep stimuli [35] were presented by a speaker (Audience A3)
mounted at the apex of a robotic arm that moved along a radial
arc 1 meter from the listener. Measurements were taken from 2
90u to +90u along the audio-visual horizon in 1u increments.
The responses of the recording microphone and stimulus
speaker were then deconvolved from the HRIRs. Figure 1
summarises the process by which moving auditory stimuli were
generated. First, a broadband white noise (300 Hz to 16 kHz) of
the total trial duration was generated. This was then filtered with a
series of bandpass filters (from 400 to 16 kHz, equally spaced at
200 Hz with a bandwidth of 100 Hz) and amplitude modulated at
20 Hz. Such a stimulus provided a high level of modulation
coherence so as to encourage perceptual object formation [36].
Finally, each segment of the noise stimulus was convolved with left
and right HRIRs corresponding to each recording position (1u or
5u steps), the duration of each segment being determined by the
chosen velocity of motion (see below). Subjects indicated (via
qualitative feedback) that the auditory stimuli were externalized
and easily localizable, which is consistent with our previous
findings using similar stimuli [37]. Apparent motion was created
by sequentially playing the convolved output corresponding to
adjacent HRIR positions along the radial trajectory. Different
velocities were generated by changing the duration per segment of
noise at each quantized step; e.g. a 100u/s stimulus will have a
10 ms duration time per 1u. The 5u quantized stimulus followed
the same procedure, however HRIR positions were constrained to
5u increments and the duration per position was correspondingly
increased (i.e. a 100u/s stimulus would have a duration of 50 ms
per 5u step). In addition, the final and initial conditions of the
convolved signal from adjacent filters were combined in software
(MATLAB 8.0, The MathWorks Inc) to ensure a smooth
continuous signal. The rendered auditory signal was delivered to
a pair of Beyer-Dynamic DT990 open-back headphones via an
Factors Contributing to Audio-Visual Motion Coherence
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RME Fireface 400 audio interface, using the Psychophysics
Toolbox extensions [38–40] to ensure sample-accurate playback
timing. All recording and digital processing was performed at a
48 kHz-sampling rate.
To generate the visual stimulus, an array of high-density LEDs
spaced by 1.8u was arranged in a strip along the same radial path
as the rendered auditory stimuli. For each individual LED, the
brightness, colour, and activation timing were controlled using a
WS2801 integrated controller with microsecond accuracy. An
Arduino Mega2560 USB platform connected to a Matlab
interface was used to power and control the LED strip. Apparent
visual motion was produced by the sequential ‘on-off’ activation of
adjacent LEDs along the strip, again, specifying velocity as a
function of time per pulse. All subjects reported that apparent
visual motion was smooth for all velocities examined, with the
stimulus eliciting the percept of a moving line along the radial
path.
Playback timing between the auditory and visual stimuli was
calibrated by measuring the excitation of two photodiodes placed
at various locations along the LED strip while simultaneously
recording audio output. In doing so, systematic latencies in LED
activation were adjusted to ensure temporal onset accuracy of
auditory and visual stimuli (see below).
Procedure. Trials consisted of moving auditory and visual
stimuli presented along a common radial trajectory with a 1 m
radius along the frontal audio-visual horizon. The trajectory
subtended 140u around the subject whose head was aligned using
reference lasers and stabilized by a chinrest (figure 1). The two
modalities were temporally aligned, but spatial congruency was
varied such that audition with respect to vision was either leading
or lagging in the direction of motion. This was done by presenting
the visual stimulus along a constant trajectory from 270u to +70u
and varying the auditory start and end points to achieve the
desired spatial offset. To avoid motion after-effects, the stimuli
direction (leftward or rightward) alternated on a trial-to-trial basis.
In a 2AFC task, observers were asked to track the visual stimulus
with their eyes and indicate the perceived leading modality as the
stimuli crossed the approximate midline, registering their response
on a keyboard. For each quantization level (1u vs. 5u), auditory and
visual stimuli were presented at three velocities; 25u/s, 50u/s and
100u/s, resulting in total stimulus durations of 5.8, 2.9 and 1.45
seconds respectively. Auditory and visual stimuli were spatially
offset by randomly varying the starting location of the auditory
stimuli to one of nine possible values (Table 1). Here, positive
offsets indicate a visual lead; negative offsets indicate an auditory
lead and zero represents spatiotemporal equality. A testing block
consisted of 90 trials (10 repeats per displacement) at a given
velocity and for a given acoustical condition. Psychometric
functions (PF) were fitted to the results and analyzed as described
below. Subject responses were fitted to a cumulative Gaussian
distribution using a maximum likelihood estimation function. The
lapse rate of the PF fit was maximally limited to 0.06 to account for
errors due to stimulus-independent effects [41,42].
From each PF, two values were extracted. Firstly, the Point of
Subjective Equality (PSE), here defined as the domain value at the
inflection of the cumulative PF. Secondly, the Slope (b), defined as
Figure 1. Motion generation and experimental setup. Subjects were positioned at the centre of a 1 meter radial arc extending from 290u to
90u along the audio-visual horizon. Their heads remained in a fixed position, stabilized by a chin rest and motion direction was alternated between
trials. HRIRs from adjacent positions spaced by hu were convolved with the broadband input stimulus before being sequentially played to achieve
apparent auditory motion, presented via headphones. The auditory stimuli were spatially offset from visual stimuli by an amount mu throughout the
motion path. Subjects made a 2AFC judgement of the leading modality as it crossed the approximate midline.
doi:10.1371/journal.pone.0108437.g001
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the variance of the Gaussian fit. PFs were parametrically
bootstrapped based on a maximum likelihood model [43]
(n = 1000) in order to obtain 95% confidence limits solely for
comparing within-subject data. All relevant experimental data is
available at http://dx.doi.org/10.6084/m9.figshare.978755 in-
cluding individual subject data.
Results
PSEs for experiment 1 are shown in Figure 2A for all subjects
(see also Table S1). Positive PSEs equate to a physically leading
visual stimulus, indicating a perceptual tendency to judge the
auditory stimulus as leading when both stimuli had spatiotemporal
equality. We refer to this as an auditory lead bias. Similarly,
negative PSEs denote a visual lead bias. The results show
substantial across-subject variability for a given acoustic condition
and velocity. While PSEs were slightly greater in the HRIR 1u
condition, this general trend did not reach statistical significance.
A repeated-measures ANOVA was performed to examine the
effects of both quantization level (HRIR 1u vs. HRIR 5u) and
stimulus velocities (25 vs. 50 vs. 100u/s). No significant main effects
were observed for quantization level (F = 5.74, p= 0.12) or velocity
(F = 2.33, p = 0.15). The interaction between quantization levels
and velocity was also insignificant (F= 0.005, p = 0.995).
The group means of the psychometric function slopes (b) are
plotted in Figure 2B. Though there was a general trend of higher
bs in the HRIR 5u condition, a repeated measures ANOVA
showed that the effects of quantization level on b was not
statistically significant (F=5.4, p=0.07). Interestingly, b was
statistically equivalent across the three velocity conditions
(F=0.870, p=0.45). Furthermore, the interaction between
quantization level and velocity was also statistically insignificant
(F = 1.05, p= 0.39).
Experiment 2: Reverberant Auditory Motion
Methods
In order to examine the effects of reverberation, Binaural Room
Impulse Responses (BRIRs) were measured in situ i.e. in the
experimental testing room (17 m3, RT60 ,200 ms), ensuring that
a veridical amount of room acoustical information was included in
the recordings. BRIR recordings were made as in Experiment 1,
with the exception that 5-second exponential sine sweeps were
used as the impulse response recording stimuli. These were
presented over a Fostex PMO.4n dual-cone speaker that was
positioned manually in 5u increments. This longer recording
stimulus was necessary to ensure that the relevant reverberant
acoustics were properly characterized (see below). The duration of
the test stimulus was determined as per the method and velocities
of Experiment 1.
Major reflective peaks were found in the first 21 ms of all BRIRs
measured (Figure 3), which was preserved and convolved with the
input stimulus. Pilot testing confirmed that there was no
perceptual difference between stimuli rendered from the entire
BRIR versus one which only used the first 21 ms of the filter (i.e.
the reverberant tail contained no perceptually significant detail).
Further testing and estimation of D/R also verified that the
reverberant stimuli contained a salient amount of room informa-
tion (see Discussion). Motion was then generated as described
earlier (see Figure 1) and the experimental procedure followed that
of Experiment 1.
Results
PSEs for experiment 2 are shown in Figure 4A (BRIR 5u),
plotted alongside PSEs corresponding to the anechoic condition of
Table 1. Audio-Visual Spatial displacements.
Velocity (6/sec) m (6)
25 0, 61.25, 62.5, 65, 610
50 0, 62.5, 65, 67.5, 610
100 0, 65, 610, 615, 620
At each velocity, congruence between auditory and visual stimuli was offset by one of nine randomized values. Positive offsets indicate an auditory lag; negative values
indicate an auditory lead. Zero represents spatiotemporal equality.
doi:10.1371/journal.pone.0108437.t001
Figure 2. Results for Experiment 1. (A) Individual PSEs from the two
acoustic conditions for all six subjects. Blue squares and red circles
denote values from HRIR (1u) and HRIR (5u) respectively. (B) Group mean
bs shown in blue and red for HRIR (1u) and HRIR (5u) respectively at the
three experimental velocities. Error bars indicate between-participants
standard errors.
doi:10.1371/journal.pone.0108437.g002
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equal spatial sampling from experiment 1 (HRIR 5u) for
comparison. A 263 repeated measures ANOVA was performed
and no statistically significant effects on PSEs were observed for
acoustical condition (F = 0.10, p = 0.77) or velocity (F = 1.57,
p = 0.26). The interaction between velocity and acoustical
condition was also not significant (F = 0.75, p = 0.50).
Group mean bs from reverberant conditions are shown in
Figure 4B (BRIR 5u), presented alongside the results from
experiment 1 (HRIR 5u). Contrary to our expectations, no
significant differences were observed between reverberant and
anechoic conditions (263 repeated measures ANOVA; F=0.11,
p = 0.75) or stimulus velocities (263 repeated measures ANOVA;
F= 0.49, p = 0.63) and the interaction was insignificant (F = 1.25,
p = 0.33).
Discussion
Visual cues remained constant throughout both experiments.
Given this, our results suggest that the reduction in spatial cue
density and the interaural decorrelation imparted by reverberation
cause no perceptually significant loss of auditory spatial informa-
tion, at least across the range of parameter space tested.
Additionally, b was invariant across velocity in both experiments,
suggesting that the threshold for perceptible audio-visual separa-
tion had a constant spatial arc. We discuss these findings in the
context of several stimulus and task-related factors.
Multimodal Interaction. While this study compared be-
tween different acoustical conditions, we took advantage of the
perceptual separability between the visual and auditory stimuli to
use a visual stimulus as the spatiotemporal reference, thus
mitigating any potential acoustical confounds. Stimuli in both
modalities were distinct and highly localizable and subjects
reported no multisensory integration or fused percept. Prior
knowledge of the independent nature of the modalities may also
have contributed in preventing any sensory integration. While
there is evidence suggesting that cross-modal interactions may
occur despite the lack of such integration [4], this has only been
shown in a split attention task with short, narrow band stimuli. In
this study we provided subjects with access to the full range of
auditory localisation cues and emphasised the need to attend to
both modalities.
Velocity Invariant Spatial Window. The slope of the PF (b)
reflects the level of uncertainty in the psychophysical judgement
rather than accuracy [41,42]. In this context it reflects the
objective difficulty in resolving the location of auditory from visual
stimuli. Given this, b enables inferences about the magnitude of
the spatiotemporal window of audio-visual separation. Interest-
ingly, results from Experiments 1 and 2 found no significant
difference in b across experimental velocities. Given that audio-
visual offsets (Table 1) were defined spatially and b values were
thus calculated from a PF in the spatial domain, these data suggest
that the spatial resolution of the audio-visual system is constant
across the parameter space tested in the current study. Because
stimulus velocity was constant, this corresponds to a finer temporal
window of audio-visual separation for higher velocities. Such a
decrease in temporal variability with increasing stimulus velocity is
consistent with a previous motion extrapolation study [11] in
which subjects registered the arrival times of a moving auditory
stimulus crossing a stationary visual fixation. Though not the focus
of their study, they found a decrease in the variability of estimated
arrival times as stimulus speed increased (from a 160 ms standard
deviation at 17u/s to 100 ms at 47u/s, read from their Figures 2
and 3). Furthermore, the lack of significant differences in b across
1u and 5u VAS suggests that the invariance in b between anechoic
and reverberant conditions, where both stimuli were quantized at
5u, represents a genuine perceptual threshold, whereby a judgment
of the leading modality in the latter condition (echoic vs. anechoic
conditions) may have been constrained by the resolving capability
of the auditory system rather than a physical limit imposed by the
spatial quantization of the stimulus.
MAMA. The perceptual relevance of a reduction in the
density of acoustic cues can be linked to measures of the MAMA.
Findings from prior studies have reported MAMA’s ranging from
Figure 3. Example Binaural Room Impulse Response (BRIR).
BRIR measured using microphones positioned inside the ear canal of
one subject. Pilot testing determined that the shaded area contained
perceptually relevant information while the subsequent reverberant tail
(.21 ms) was discarded. The regions inside the blue and red ellipses
represent direct and reverberant energy respectively. Six early-reflected
peaks are visible in the preserved BRIR.
doi:10.1371/journal.pone.0108437.g003
Figure 4. Results for Experiment 2. (A) Individual PSEs from the
reverberant condition (BRIRs; black circles) presented alongside the
anechoic data experiment 1 (HRIRs; red squares) for all six subjects. Both
auditory spaces are spatially quantized at 5u step-sizes. (B) Group mean
bs. Error bars indicate between-participants standard errors.
doi:10.1371/journal.pone.0108437.g004
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1u to 21u, depending on stimulus velocity and bandwidth [9,13].
PSEs in the current study had a magnitude of less than 5u, ranging
from 24.41u to 3.6u (Figures 2,4 and Table S1), and bs did not
significantly differ across 1u and 5u VAS (Figure 2). Together,
these results suggest that the 5u quantization of auditory space is
still sub-threshold, thus resulting in no perceptually significant
discretization of auditory motion for the broadband stimuli and
velocities tested. Consistent with this, subjective feedback from
pilot tests confirmed that motion was perceptually smooth at 5u
step-sizes (see also Feinkohl et al. [37]) suggesting that the sparser
auditory sampling resulted in no loss of spatial resolution.
Reverberation Level and Room Characteristics. As
discussed previously, a clear body of evidence demonstrates that
reverberation degrades the quality of acoustic cues utilized for
static localization [16]. Consequently, we predicted that reverber-
ation would degrade auditory motion perception and thus alter the
spatiotemporal dynamics between vision and audition. In light of
this, the lack of significant difference in both the PSE and b
between anechoic and reverberant conditions was surprising.
The present study sought to examine reverberation in everyday
listening rooms, with less reflected energy then that used in
Hartmann [16]. The perceptual quality of reverberation in the
BRIR recording (and testing) room (RT60,200 ms) is therefore of
interest. Though the reverberation level of the environment was
relatively lower than previous studies, qualitative listening
confirmed that the reverberation was perceptible (particularly so
in contrast to the anechoic chamber environment); the stimulus
had a vastly different sound quality, contained more ‘‘presence’’
and yielded a more externalized percept than the anechoic
stimulus. To obtain quantitative evidence of this perceptual
difference, we consider the difference in D/R between the two
environments. Using techniques outlined by Jeub et al. [44], the
D/R of the anechoic and reverberant impulses were estimated to
be 20.3 dB and 3.9 dB respectively. Zahorik [45] determined the
JND for D/R sensitivity in VAS to be 6 dB, which is substantially
lower than the 16.4 dB difference between acoustical conditions
found in the present study. This strongly suggests that the BRIRs
obtained in our testing room contained a perceptually salient level
of reverberation.
Even though reverberation levels in our experiment were above
perceptual threshold, geometric properties of the room may be
such that the precedence effect remediated the deleterious effects of
reverberation on localization [16,46]. The precedence effect refers
to the perceptual ability to suppress late-arriving signals in order to
extract localization cues in the onset waveform. The mechanism
by which precedence operates varies depending on the temporal
separation of subsequent signals [47]. When the temporal spacing
of direct and reflected signals are proximate (0–1 ms interval), a
fused image is observed rather than two separate sounds, and the
perceived direction is a complex average of the two waveforms,
referred to as localization summation [48]. Note however that the
direct and first-reflected peaks of BRIRs in the current study are
separated by approximately 2.5 ms (Figure 3). For intervals of this
magnitude, direct and reflected waveforms maintain a fused
percept but the perceived direction is dominated by the initial
signal. In such cases of localization dominance [47], reverberation
still holds perceptual weighting, conveying qualitative information
about the environment, but directional information is extracted
solely from the direct waveform. Even beyond the echo threshold,
when fusion ceases and two separate images are heard, discrim-
ination suppression caused by the presence of the direct signal can
inhibit processing of the reflected signal’s spatial cues. The echo
threshold varies according to several acoustic properties of the
surrounds, but widely reported values lie between 3 and 10 ms
[47]. Thus, with a temporal delay of 2.5 ms between direct and
reflected signals, subjects presented with reverberant stimuli may
have recovered direct onset cues due to the combined processes of
localization dominance and discrimination suppression. Such a
process of echo suppression would result in reverberant stimuli
with directional cues akin to anechoic stimuli, accounting for the
result of the present study. Supporting this, the environment in
which Hartmann [16] showed the disruptive effect of reverbera-
tion on static localization was highly echoic, with an RT60 of 4
seconds. Though the precedence effect operates at time periods
proximal to onset, research suggests that precedence has a longer
time-course for ongoing sounds due to multiple onsets brought
about by local energy fluctuations [49,50]. Given that our stimuli
consist of a concatenation of multiple discreet signals, it is possible
that auditory localization may still have been influenced by
mechanisms relating to precedence. An interesting question for
future consideration is whether a reverberant source in motion
alters the thresholds of fusion, dominance and suppression or gives
rise to entirely new perceptual phenomena.
Concluding Remarks
The current study explored the effects of spatial quantization
and reverberation on auditory motion perception. In order to do
this, three different acoustic stimuli were rendered in VAS: two
anechoic stimuli which differed in their spatial cue density, and a
reverberant stimulus recorded in situ in order to capture veridical
room acoustics. These stimuli were presented with a temporally
synchronous but spatially varied co-moving visual stimulus with
constant cues, thereby serving as a localization reference. No
significant differences were found in the PSE or b between
conditions in which the auditory spatial sampling was discretised
to 1u and 5u or between conditions in which the auditory stimuli
was anechoic and reverberant, suggesting that listeners lacked
sensitivity to the quantization and reverberation levels tested in the
current study. The MAMA and precedence effect offer potential
explanations for these findings. We also found no significant
difference between the b at all three velocities, suggesting that the
physical audio-visual threshold in order to achieve a perceptual
separation at the respective sensory peripheries is spatially
invariant. Findings suggest a key role for auditory de-reverberation
in processing moving auditory stimuli, informing the development
of algorithms implemented in digital hearing aids, automatic
speech recognition systems and telecommunications aimed at
preserving speech intelligibility in reverberant spaces. The present
result also establishes a perceptual measure for assessing the
veracity of auditory motion generated from discrete spatial
locations and in echoic environments.
Supporting Information
Table S1 PSE values for all 6 participants across the
three acoustic conditions and three experimental veloc-
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