Resistance spot welding is an important and widely used method for joining metal objects. In this paper, various classification methods for identifying welding processes are evaluated. Using process identification, a similar process for a new welding experiment can be found among the previously run processes, and the process parameters leading to high-quality welding joints can be applied. With this approach, good welding results can be obtained right from the beginning, and the time needed for the set-up of a new process can be substantially reduced. In addition, previous quality control methods can also be used for the new process. Different classifiers are tested with several data sets consisting of statistical and geometrical features extracted from current and voltage signals recorded during welding. The best feature setclassifier combination for the data used in this study is selected. Finally, it is concluded that welding processes can be identified almost perfectly by certain features.
Introduction
Resistance spot welding is one of the most important methods for joining metal objects. It is in widespread use in, for example, the automotive and electrical industries, where more than 100 million spot welding joints are produced daily in the European vehicle industry only [19] .
Different combinations of welding machines used and materials welded constitute distinctive welding processes. In other words, welding processes could also be called production batches. In this study, various classification methods for identifying welding processes were examined for potential use in the quality control of spot welding.
The research done in the field until now has concentrated on quality estimation of individual welding spots, and typically, only one welding process at a time has been considered. The objective of our research, however, has been to utilise information gathered from previously run processes to produce new welding spots of good quality. For this purpose, process classification is needed. In this paper, the aim is to search for viable features for classification and to find the classifier that would give the best results in classifying welding processes. This study is a follow-up for a previous article by the authors, in which self-organising maps were used to identify welding processes [9] .
The aim of this study was to compare the characteristics of a sample from a new welding process to information gathered from previously run processes, to find a similar process and then to apply the process parameters leading to high-quality welding joints. With this approach, good welding results can be achieved right from the beginning, and the time needed for the set-up of a new process can be significantly reduced. In addition, if a similar process is found, the quality control methods that proved viable in the previous process can also be used in the new process.
The research on computational quality assessment techniques in resistance spot welding has concentrated on quality estimation using neural networks and regression analysis. Artificial neural networks and regression models have been generated based on the dynamic resistance pattern by, for example, [2] and [3] . In addition, studies using self-organising maps [8] and Bayesian networks [12] have been made. Selforganising maps have also been used for the detection and visualisation of process drifts by [20] .
In this paper, the term 'process' is used differently from the previous studies discussing process control of spot welding. In our study, the properties of welding experiments that distinguish the different processes are the welding machine used, the materials welded and the thicknesses of the materials. However, changes in current, electrode force and electrode wear are thought to be internal changes of processes. In other studies, the term is used to refer precisely to the internal changes, including differences in electrode wear or shunting [14] .
In addition, the term 'process identification' can be misunderstood. In our study, the term refers to finding similar processes stored in a database, whereas in different application areas, such as the studies of [11] and [6] , the term is used to refer to finding mathematical models for processes.
In this paper, different classifiers are evaluated for their suitability to process identification. Welding samples are described using various geometrical and statistical features that are calculated from current and voltage signals recorded during welding. The features were chosen so as to represent the characteristics of the curves as precisely as possible.
The Data
The data used in this study were supplied by two welding equipment manufacturers. There are altogether 20 processes, of which 11 have been welded at Harms+Wende GmbH & Co.KG [7] and 9 at Stanzbiegetechnik [17] . A total of 3879 welding experiments were covered. The experiments were done by welding two metal objects together using a resistance spot welding machine, (Figure 1a) ). An example of a welded part is shown in Figure 1b The raw signal curves contained plenty of oscillatory motion and a pre-heating section, and they were therefore pre-processed before further processing. The preheating parts of the curves were cut off, so that all that remained was the signal curves recorded during the actual welding phase. In addition, the curves were smoothened using the Reinsch algorithm [15] , [16] . An example of a signal curve before and after pre-processing is shown in Figure 2 
The Features
Since it was not feasible to use all the data points of the two signal curves relating to a single welding experiment in the classification, a more compact way to describe the characteristics of a curve had to be developed. This was resolved by extracting geometrical and statistical features of the curves. The geometrical features were chosen to locate the transition points of a curve as precisely as possible. The statistical features included the median of the signal, and the arithmetic means of the signal values calculated on four different intervals based on the transition points. In addition, the signal curve was divided into ten intervals of equal length, and the means of the signal values on these intervals were used as features. There were altogether 12 geometrical and 15 statistical features. The features extracted are demonstrated in Figures 3 and 4 . In practice, it often happens that some of the geometrical features overlap, and that the overlapping features vary from one curve to another. However, this can also be regarded as a characteristic of the curve. In Figure 3a) all the geometrical features are demonstrated on an artificial curve simulating the real data. On this curve, the features do not overlap, but in other respects the curve is notably similar to genuine signal curves. Figure 3b) shows an example of the features calculated on a real signal curve. In Figure 4 , the calculation of the ten means is demonstrated. Eight data sets were formed out of the feature data to be tested with the classifiers. The first contained all of the features, while the second consisted of only the ten means. Since the number of features was rather high, and it was not known for sure that all of them contained information relevant to the classification, the feature data were compressed using principal component analysis (PCA). The aim was to pack most of the classification-related information into a relatively small number of features, to reduce the dimension of the feature space. This was done for both of these data sets, and two more sets were thereby obtained. Finally, the last four data sets were obtained by normalising each of the previous sets to have an average of zero and a standard deviation of one.
a) b)
Classification of the welding processes was carried out using five different classifiers. Since the distribution of the data was unknown, different types of classifiers were tested. The classifiers were chosen to represent both parametric and non-parametric methods. Linear Discriminant Analysis (LDA) and Quadratic Discriminant Analysis (QDA) rely on parametric estimation of multivariate normal densities. These are introduced in [13] . It should be recognized, however, that LDA and QDA are there called by the names Sample NLDR and Sample NQDR, respectively. The third classification method, Mahalanobis Discrimination (which we abbreviate as MD) is similar to the QDA method, with the exception that it classifies merely based on Mahalanobis distances. The latter method is also parametric, unlike the other two classifiers used, the k-nearest neighbour classifier (kNN) [4] (with a small value of the parameter k) and Learning Vector Quantization (LVQ) [10] . These non-parametric methods are based on modelling of the classes using prototypes and classifying according to the shortest distance to a prototype.
In order to evaluate the classifiers, the data were divided into training and test data sets, which consisted of 2/3 and 1/3 of the data, respectively. The training data set was used to train each of the classifiers, and the test data set was used to evaluate their performance. Before the actual classification, suitable initial parameter values for the kNN and LVQ classifiers had to be discovered. For the kNN classifier, the best value of the parameter k and the number of principal components used was sought out using tenfold cross-validation of the training data. In Figure 5a ), a surface plot of the results of the cross-validation is shown for one of the feature sets. It can be read from the plot that classification accuracy does not improve substantially after the inclusion of the five principal components. Likewise, it can be seen that the value 3 of the parameter k yields good results in the classification. The results for the other feature sets are similar.
a)
b)
The number of LVQ prototype vectors, called codebooks, was also determined by tenfold cross-validation of the training data. The results are shown in Figure 5b ). It can be seen how an increase in the number of codebook vectors affects the accuracy of classification. The parameter value 2200 was selected because it seems to yield good classification results for all data sets.
Results
The classifiers were tested with the eight data sets, and the results for the test data are shown in Table 1 . The percentages in the cells indicate the ratios of correctly classified processes; the cells left empty indicate invalid classifier -feature set combinations. Classification accuracy appeared to be dependent on both the feature set and the classifier used. The QDA method seems to yield better classification results than the LDA method, and it can thus be concluded that the data support rather quadratic than linear decision boundaries. In addition, the MD method that classifies merely on the grounds of Mahalanobis distances performs approximately equally well as the QDA method. However, none of these classifiers compares with the two prototype classifiers, kNN and LVQ.
The kNN and LVQ classifiers gave the best classification results, and they performed approximately equally well. The performance of the three parametric methods was, generally speaking, inferior to that of the non-parametric ones. This can be explained by the diversity of the data. The non-parametric methods performed better because they do not have any assumptions concerning the distribution of the data. These five classifiers tested yielded excellent process identification results, and there was hence no need to expand the study to other classifiers.
The kNN classifier turned out optimal for this study due to its easy implementation in contrast to the LVQ classifier. The kNN classifier with 10 signal means as features was chosen as the best classifier -feature set combination with classification accuracy of over 98 %. Detailed results of the kNN (k=3) classifier for the 20 processes are shown in the 3-D bar chart of Figure 6 , which illustrates the confusion matrix of the test data. 
Conclusions
Various classification methods were evaluated for the identification of resistance spot welding processes. Signal curves recorded during welding were pre-processed, and a number of statistical and geometrical features were extracted. The features were chosen to describe the characteristics of the curves as precisely as possible. Different combinations of the features were tested with all the classifiers. It was discovered that the kNN and LVQ classifiers yielded the best classification results with classification accuracy of over 98 %. After this, it was concluded that the kNN classifier was optimal for this classification task. The best classification results were obtained using a data set consisting of means of the signal curves calculated on ten intervals of equal length. In the future, the work with process identification will be continued with classification of experiments that originate from processes not represented in the training data. In addition, the results of this study will be put to use on real spot welding production lines.
