In this paper, we propose a novel prosody transformation framework for voice conversion by making use of phonetic information. The proposed framework is motivated by two observations. Firstly, the phonetic prosody is an important aspect of speech prosody, that is influenced by the phonetic content of utterances. We propose the use of phone-dependent dictionaries, or phonetic dictionary, that allows for effective phonetic prosody conversion. Secondly, in the traditional exemplar-based sparse representation frameworks, the estimated activation matrix highly depends on the source speech that is not the best for generating target speech. We propose to incorporate Phonetic PosteriorGrams (PPGs), that represent frame-level phonetic information, as part of the exemplars of the dictionaries. As the exemplars now consist of PPGs that are expected to be speaker-independent, the resulting activation matrix depends less on the source speaker, thus represents a better transformation function for prosody transformation. The experiments show that the proposed prosody transformation framework outperforms the traditional frameworks in both objective and subjective evaluations.
Introduction
We know that an individual can be uniquely identified by his/her voice. The fundamental objective of voice conversion (VC) is to modify the voice characteristics of one speaker to sound like those of another without changing the linguistic or phonetic content. Voice conversion is the enabling technology for a number of innovative applications such as personalized speech synthesis, speaking assistance, voice morphing, and dubbing of movies.
Generally speaking, a speaker can be characterized by both spectral features and prosody. Typically prosodic features include F0, energy and duration. Most of the well-known voice conversion frameworks focus only on spectral conversion. Some of the early voice conversion systems include vector quantization (VQ) [1] and fuzzy vector quantization [2] . The statistical voice conversion tenchniques include Gaussian mixture model [3, 4] and partial least square regression [5] . For applications with limited training data, the exemplar-based sparse representation framework, that is based on nonnegative matrix factorization (NMF) [6] , was studied intensively [7, 8, 9, 10, 11, 12] .
Recently, deep learning approach has significantly improved voice conversion performance [13, 14, 15, 16, 17] . However, such approach faces the curse of dimensionality and hinges on the size of training data, entailing an application scenario with moderate dimension and sufficient data. In addition, most of the deep learning-based VC frameworks focus on the conversion of spectral features, while carrying over the prosodic features of source speaker directly to the target with a simple F0 shifting. In this paper, we would like to address an equally important topic, that is to convert prosody of source speech to that of target in a systematic manner.
The studies on prosody and phonology [18, 19] point out the two aspects of prosody: 1) the phoneticallycaused aspects of prosody, referred to phonetic prosody, that arise from purely physical phonetic factors and are not reflected in the mental lexicon; and 2) the phonologically-maintained aspects of prosody, that is related to the mental lexicon, phrase, and sentence, that is called phonological prosody. Moreover, prosody is influenced by short term as well as long term dependencies [20] as it is hierarchical in nature [21, 22] . We believe that it makes sense to convert phonetic prosody with a phone-dependent transformation scheme, and to convert phonological prosody with a suprasegmental scheme. In this paper, we will focus on the phone-dependent transformation scheme for phonetic prosody conversion.
The continuous wavelet transform (CWT) models F0 in different temporal scales that has been used to characterize F0 in hidden Markov model (HMM) [23, 24] . CWT has also been used for voice conversion such as DKPLS [20] , exemplar-based approaches [25, 26] and emotional voice conversion with neural networks [27, 28] . The CWT decomposition provides us an effective tool to deal with phonetic prosody and phonological prosody analytically.
The main contributions of this paper include, 1) we propose a novel prosody conversion framework by building phonetic dictionaries for phone-dependent prosody conversion; 2) we propose to incorporate both framelevel and phone-level phonetic information to the sparse Odyssey 2018 The Speaker and Language Recognition Workshop 26-29 June 2018, Les Sables d'Olonne, France representation to achieve a better activation matrix estimation, that depends less on source speech; 3) we validate that such activation matrix derived from Tandem Features achieves a better prosody conversion; and 4) we propose a back-off scheme by incorporating the frame-level phonetic information into the single dictionary sparse representation as a solution to insufficient training data. This paper is organized as follows: In Section 2, we present the need for Tandem Features in the concept of sparse representation. In Section 3, we propose the novel prosody transformation framework that is based on Tandem Features. The experimental results and conclusion are given in Section 4 and 5.
Estimating Activation Matrix with Phonetic Information
It was shown that prosody conversion can be implemented under the traditional exemplar-based sparse representation framework [25] . Moreover, the phonetic sparse representation [26] improves the traditional framework [25] by using phone-dependent dictionaries. However, both of these frameworks are under the assumption that source and target speakers can share the same activation matrix. We argue that such sharing is not well grounded on theoretical and practical basis [29] . Ideally, the activation matrix should capture the information that represents the underlying phonetic and prosodic patterns, and work equally well for both source and target speakers. Unfortunately, the activation matrix in the frameworks above [25, 26] is optimized for source speech, thus, highly biased towards source speaker.
To alleviate this problem, we take the idea of phonetic sparse representation a step forward by incorporating frame-level phonetic information. Specifically, we propose to include the frame-aligned Phonetic Posteriograms (PPG) features, spectral features, and prosodic features (F0 and energy contours) in a single exemplar, that we call Tandem Features hereafter. PPG features represent the posterior probabilities of phonetic classes given a speech frame [30, 31] that are supposed to be speaker independent [32] . As the exemplar includes speaker independent PPG feature, we expect to derive an activation matrix that is more speaker independent, thus, effectively convert underlying phonetic and prosodic features.
In the exemplar-based sparse representation approach to spectral and prosody conversion [25] , a pair of dictionaries, denoted as A and B, each consists of spectrum, aperiodicity component, energy contour and 5-scale CWT representation of F0 is constructed from a parallel corpus. At run-time, the activation matrix is estimated with source spectral and prosody features, that we call the source activation matrix H as given below:
where λ is the sparsity penalty factor. A generalised Kullback-Leibler (KL) divergence is used to estimate activation matrix H. As the target activation matrix does not exist at run-time, the traditional frameworks use the source activation matrix for the target speaker to convert the spectral and prosody features, that yields to a lower voice conversion accuracy. We propose to build dictionaries using Tandem Features to estimate a more phonetically informed activation matrix, that is learnt from the source utterance, and to be used for the target at run-time. We note that PPGs are estimated with a large amount of temporal context, that are only weakly correlated with spectral features, but highly independent of speakers. They were used successfully as the intermediate representations of speech in LSTMbased voice conversion [33] and PSR-PPG [12] . Figure 1 shows the relationship between the proposed method and two other reference models. A group of studies [7, 8, 9, 34] under the framework of exemplar-based sparse representation (SR) provide the basic formulation, called model A, that works well for very limited training data. Phonetic sparse representation (PSR) [12, 26] marks an important progress by improving the exemplar dictionary, that is called model B. In this paper, we would like to propose a novel model, model C, by making use of frame-level phonetic information (Tandem Features) and phone-level information (phonetic dictionary) for the first time.
Phonetic Sparse Representation with Tandem Features (PSR-TF)
We now propose a novel prosody conversion framework that uses phone-dependent dictionaries with Tandem Features as the exemplars. We believe that a better way to convert phonetic prosody (F0, energy) is to have phone dependent dictionaries, or phonetic dictionaries. Furthermore, phonetic dictionaries with Tandem Features allow for a better estimation of activation matrix that is less dependent on source speaker. We consider that the phonetic sparse representation framework will benefit from better activation matrix with Tandem Features. To our best knowledge, this paper is the first to use PPG-spectral-prosodic Tandem Features in sparse representation for prosody conversion.
The proposed idea shares similar motivation with [26] as far as phonetic dictionary is concerned. But it differs from [26] in many ways: 1) we motivate the use of monophone and biphone phonetic dictionaries from prosody and phonological study for effective prosody conversion; 2) we propose the use of Tandem Features (PPGs, spectral and prosody features) as exemplars in the phonetic dictionary for a more balanced estimation of activation matrix; 3) we propose a back-off scheme that uses framelevel phonetic information, as an integrated solution to the case where we do not have the phonetic dictionary for a particular phone. Figure 2 shows the training and run-time phases of the proposed prosody conversion framework. During training, we use a DNN-HMM based Automatic Speech Recognizer (ASR) to find the phone labels, boundaries and PPGs for each utterance. Instead of using a single coupled dictionary as in Section 2, we now have multiple coupled dictionaries [A i ; B i ], one for each phone i, where i = 1, ..., n, A i is the source phonetic dictionary, and B i the target phonetic dictionary. Different from the previous studies [11, 12, 26] , our source dictionary here consists of PPGs, source spectral features and CWT-based prosody features, that include F0 and energy contour.
The continuous wavelet transform of an input signal f 0 (t) can be written as:
where ψ is the Maxican hat mother wavelet. If we fix the analysis at 10 discrete scales, f 0 can be represented as
where i = 1, ..., 10 and τ 0 = 5ms. These timing scales were used in many prosody modelling [23] and voice conversion frameworks such as [25, 35, 36] . After performing wavelet analysis, the original signal can be approximated by the following reconstruction formula:
At run-time conversion, we obtain the spectral and prosody features, denoted as X i and its corresponding PPGs denoted as P i , for each phone of the source speaker with the same ASR system that was used in the training phase. We then estimate the activation matrix for each phone by using KL-divergence. For phone i = k, the objective function can be formulated as
The converted spectral and prosody features for phone k can be written asŶ
The proposed phonetic sparse representation with Tandem Features is called PSR-TF hereafter. We note that the 10-scale decomposition of F0 and energy contour represent the short term as well as long term dependencies of prosody. With wavelets of different time spans, some scales are more language dependent, and others are more speaker dependent. For example, scales 3-8 represent the phonetic prosody that are shown to be speaker dependent [26] . We transform scales 3-8 and carry over scales 1, 2, 9 and 10 from source to target speakers because we consider they are speaker independent. For example, scales 1 and 2 represent long term phonological dependencies of prosody, that don't vary much from speaker to speaker.
Contextual Information
So far, each frame is converted independently, in other words, contextual information is not taken into account. This may lead to sharp changes across frames. By considering contextual information, one can expect a better conversion performance [7, 12, 26] . To achieve a more reliable activation matrix estimation, we implement exemplars that span multiple consecutive frames in TF phonetic dictionary.
In unit selection approach to speech synthesis [10, 37] , we favor speech units that share similar phonetic context as the intended context by using bi-phones or triphone context. In a similar way, we use biphones together with monophones in TF phonetic dictionary to achieve a smoother phone transition. As far as prosody conversion is concerned, the studies on prosody and phonology [18, 19] reveal that the phonetic prosody is highly influenced by the transition between phonemes such as F0 perturbation caused by pre-vocalic voiced and voiceless consonants. We consider that bi-phone phonetic dictionary with Tandem Features captures the prosodic patterns arising from specific phonetic transitions.
Back-off Scheme
As we have limited training data, it is not guaranteed that there are always enough exemplars for each phonetic dictionary. In such cases, we would like to propose a backoff scheme for PSR-TF that includes exemplars for all phones.
During the training phase of PSR-TF, we also construct a back-off dictionary that includes all exemplars from source and target speakers. We incorporate PPGs, spectral features and CWT-based prosodic features to form Tandem Features in the source dictionary, called TF back-off dictionary, while we only include spectral and prosody features in the target back-off dictionary. In practice, the TF back-off dictionary is the union of all phonetic dictionaries. Figure 3 shows the run-time conversion process. We note that ASR is still used to obtain Phonetic PosteriorGrams (PPGs), denoted as P for each test utterance of the source speaker. We augment PPGs with spectral and prosody features to obtain the source feature matrix [X; P]. With the TF back-off dictionary, we estimate the activation matrix and perform the prosody conversion. The objective function for estimating the activation matrix H can be formulated as follows: where H is estimated by KL divergence. Overall, the proposed back-off scheme is an extension to the traditional sparse representation (SR) framework [25] by incorporating PPG features. Therefore, we call it SR-TF for prosody conversion. We note that SR can perform prosody conversion under very limited training data. As the proposed back-off scheme incorporates PPGs as frame-level phonetic information, we expect that it outperforms the traditional SR framework. Last but not least, with the TF back-off dictionary, SR-TF can also be used for prosody conversion by itself.
Experiments
We conducted the experiments on the Voice Conversion Challange (VCC) 2016 dataset [38, 39] to assess the performance of the proposed prosody conversion framework for F0 and energy contour under the assumption of parallel training data. In experiments, we use a DNN-HMM based ASR [40] to obtain phone labels, phone boundaries and PPGs. The ASR is reported with 18.0% WER on WSJ Eval92 database.
Pearson correlation coefficient (PCC) [20, 36] between the converted and reference target prosody features were employed as an objective evaluation measure. Pearson correlation coefficient of two signals is a measure of their linear dependence. Mathematically, the PCC can be defined as:
where σ S and σ T are the standard deviations of signals S and T , respectively. Besides PCC, we also examine the Frame Disturbance between the converted prosody and the reference [41, 42] . We first perform dynamic programming (DTW) to obtain the frame alignment between the original target and converted F0 contour, and calculate the number Table 1 : Comparison of the proposed phonetic sparse representation with PPG Tandem Features (PSR-TF), sparse representation with PPG Tandem Features (SR-TF), the baseline frameworks without PPG Tandem Features (SR [25] and PSR [26] ) and the traditional linear F0 conversion.
of frame deviations between the target and converted F0 contour. It is noted that a large Frame Disturbance indicates poor prosody conversion performance.
Objective Evaluation
We report the experiments for F0 and energy conversion as presented in Section 3, with 20 and 30 source-target utterance pairs in training phase. We first report the experiments for F0 conversion by implementing the phonetic sparse representation with Tandem Features (PSR-TF). We use the linear F0 conversion [43] , traditional sparse (SR [25] ) and phonetic sparse representation (PSR [26] ) frameworks as the reference baselines. Moreover, we also added the proposed back-off scheme denoted as SR-TF to show its performance compared to the baseline frameworks. The formula for linear conversion of F0 is given as follows:ŷ
where x t andŷ are log-scaled F0 of the run-time source speech, and converted one at frame t. The parameters µ x and σ x are the mean and the standard deviaton of logscaled F0 calculated from training data of source speaker, and µ y and σ y are the mean and the standard deviaton of log-scaled F0 calculated from training data of target speaker. Table 1 shows the PCC and Frame Disturbance values of F0 conversion for a number of settings in a comparative study. To start with, we observed that the proposed prosody conversion framework, that is Phonetic Sparse Representation with Tandem Features (PSR-TF), outperforms all traditional approaches; PSR [26] , SR [25] , and the linear conversion [43] . It is important to mention that PSR-TF uses SR-TF as the back-off scheme, just like SR being the back-off of PSR. Therefore, we expect PSR-TF to outperform SR-TF as well. Moreover, the proposed back-off scheme SR-TF uses the frame-level phonetic information. As a result, the activation matrix of SR-TF depends less on the source speaker than that of SR approach, hence yields a better F0 conversion. Last but not least, by comparing SR with SR-TF, and PSR with PSR-TF, we show the effect of Tandem Features in achieving a better conversion.
We further report the experiments for energy contour conversion as presented in Table 2 . As expected, we observed that all Phonetic Sparse Representation with Tandem Features settings for energy contour conversion outperform the traditional frameworks PSR and SR as well as the baseline system where we use source speaker's energy contour directly. In addition, we observed that the proposed back-off scheme consistently outperforms the traditional sparse representation.
Overall, Table 1 and 2 confirm the effectiveness of the novel idea to incorporate PPGs as phonetic features to achieve a more speaker independent activation matrix estimation. PSR has proven effective [26] to outperform the baseline sparse representation (SR) framework [25] by taking into account the phonetic information at phone level, or segmental level. However, in this paper, we propose a novel prosody conversion framework PSR-TF, that takes into account frame-level as well as phone-level phonetic information, hence achieve a better estimation of activation matrix. Lastly, we find that the use of phonetic information in both segmental level and frame level is rewarding. 
Subjective Evaluation
We further conducted the listening tests to assess the performance of the proposed prosody conversion framework PSR-TF in terms of speaker similarity. We use 30 utterance pairs in PSR and PSR-TF frameworks. 15 subjects participated in all the listening tests. 3-frame exemplars with monophone+biphone are used in all PSR and PSR-TF setups. We conducted the following 2 listening experiments to assess the conversion performance of PSR-TF:
• F0 conversion, and
• both F0 and energy contour conversion.
In these experiments, each listener was asked to listen both the converted samples and the original target samples. Then, each listener choses the sample that is closest to the target in terms of prosody similarity. The first listening experiment that is given in Fig. 4 , assesses the performance of F0 conversion. In the second listening experiment, we evaluate the performance of F0 conversion together with energy conversion, as reported in Fig. 5 . We observed that PSR-TF outperforms the baseline PSR framework consistently in both F0 and energy contour conversion, that confirms the effectiveness of the proposed prosody conversion framework. 
Conclusions
We have proposed a novel prosody conversion framework that includes F0 and energy contour. In the proposed framework, by augmenting spectral and prosody features with PPG phonetic features to represent speech exemplars, we explicitly incorporate frame-level phonetic information into the dictionaries. Moreover, we propose a back-off scheme, that is shown to be more effective than the traditional single dictionary sparse representation. The activation matrix derived from TF-dictionaries depends less on source speaker, therefore, improves the quality of converted speech. Both subjective and objective experiment results show that PSR-TF marks a success by outperforming the baseline frameworks.
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