1. Introduction. It is a well-known theorem of Landau [1] , [2] , [3] , [4] that if B(x) is the number of integers ^ x that are expressible in the form u + v , then uX (1) B(X)~V^X where (2) b = [2UH-q-2)rm, Q the product being taken over all primes q of the form 4?n + 3. Empirically, the ratio B(x)\/log x/bx approaches unity slowly from above in very much the same way in which 7r(a;) log x/x approaches unity from above.
Ramanujan [5] independently asserted that where K (his notation) is also given by the right side of (2) . Since f' du Kx r 1 / 1 \~| (4) K A VhSgü -Víoi^ L1 + 2 log x + ° VlogVJ ' fx du ._ the ratio / / • vlog x/x also approaches unity slowly from above, and RamaJi vlog ft nujan's assertion at first seems plausible. In the analogous prime number theorem it is well known that / dw/log u appro ' ates t(x) much better than z/Iog x does. J2 G. H. Hardy [3, p. 9, p . 63] stated, however, that Ramanujan's "integral has no advantage, as an approximation, ™'er the simpler function Kx/\/\og x." Now empirically, as we shall see, the integral is definitely a closer approximation to B(x). One therefore first assumes that Hardy did not mean to be taken literally here, and that he merely meant that the second-order term in (4) is not the correct one; specifically, that the coefficient i is inaccurate. However, upon examination of the original paper [6] of Hardy's student, Miss G. K. Stanley, it was found that she states, in effect, that the correct second-order coefficient is negative. If this were true, then Hardy's remark would be entirely unobjectionable, since Ramanujan's integral (4) would, in fact, be less accurate than the leading term. Apparently Hardy believed this to be the case, for later he writes [3, p. 19 ] "The integral is better replaced by the simpler function ■ • • ."
But that is in such conflict with the actual behavior of B(x) that it became apparent that there must be an error in [6] . In fact, there are several errors, and these nullify the proof there that Ramanujan's second term is wrong. Nonetheless, it is wrong, as we shall verify.
In the present paper [8] we will correct the several errors in [6] , and show how to accurately compute the first two coefficients in (5) BW = ^fe[1+.¿ + 0(¿).'
We then give a comparison of B(x) with the right sides of (1), (3), and (5). Finally, we prove some related theorems, and, associated with these, we note a simple, elementary argument that Ramanujan could have used (since it does not involve Cauchy's Theorem) to convince himself that his equation (3) was highly improbable.
2. Analysis of the Errors in [6] . Stanley uses the same analysis as in Landau's original paper [1] . Let bn = 1 if n = u + v and bn = 0 otherwise. Then B(x) = 12n¿x bn ■ Let/(s) = X»-i bnn~s. Landau proved that/(s) has a branch point at s=l, and a convergent series:
(6) # m _^L= + iVTzr-s + a2 i(i _ ,)«* + ... . There is a rather obvious typographical error here but we may correct it without further discussion since no erroneous conclusions were based upon it. The r(|) should read r(|). In the analysis [6, p. 234] leading to equation (8) there are two other typographical errors. Again, one of these may be changed without discussion, namely, change «i = Ja/vV to ai = iai/\/ir. But the other error is important and must be discussed. It reads:
It is clear that there is some misprint here, and in a subsequent corrigendum [7] Stanley modified this as follows: change ft + i to m + i, n + 1 to m + ¡, and delete "where 8 > 0." But though this now reads consistently, it does not suffice mathematically.
It implies, for m = 0, that the error in integrating the leading term in (6) may affect our second-order term by an unknown amount. And since this is the term in question, an error of that order is not acceptable. However, it is easy to prove that With (11) thus corrected, and rewriting the corrected (10) in a form more suitable to computation, we obtain from (8 ) and (5) the following formula for c:
(12) C = 2 \a -V = 2 + T" -4 -4TÖ) " 4 d¡ bg V Vr^^^y at least five times, by Berger [9], Lerch [10] , de Séguier [11], Landau [12] , and the author. Using (13), the first four terms on the right in (12) may be combined into ibMrd. 2
Since Gauss [13] computed log ¿j to many places, and log x, log 2, and y are wellknown, we easily obtain <"> lb-*(*$.
0.4675804827
for this combination.
The slowly convergent remaining term in (12) , and the related product in (2), may be transformed by a technique of some general interest, since it is applicable to a whole class of related infinite products. For s > i we may easily verify that
Hence, by recursion, we may transform (2) into the very rapidly converging product:
From tables of Lis) and f(s) (1 -2~s), say in [14] , we thus easily obtain (17) b = 0.764223654.
(A transformation similar to (15) is possible when q ranges over other arithmetic progressions [15] .) For the last term on the right side of (12) it is more convenient to apply the transformation (15) only twice. We obtain
The last term here converges very rapidly to -0. does. In Table 1 we show that this is indeed the case.
In this table we tabulate Bix) for a; = 2, 4, • • ■ , 2k, ■ ■ ■ , 226 = 67,108,864.
These counts were computed by Larry P. Schmid on an IBM 7090 [15] . We also tabulate Landau's function and the second-order approximation:
Vlog L log x\ ' 
Áx) = b j V log u which was computed by the method indicated in the appendix below, was also rounded to the nearest integer. Finally, Table 1 lists the ratios of Bix) to the three approximation functions to 4D. All three of these functions underestimate Bix). The results in Table 1 are consistent with the foregoing analysis. Ramanujan's rix) is a substantially better approximation than Landau's lix). But since Bjx)/ljx) -1 Bix)/rix) -1 approaches a positive limit as x -» », rix) has an error of the same order.
The error in six) is about twice that of rix) for x ~ 200, and about equal to that of rix) for x aí 200,000. Henceforth six) is the best of the three. This temporary success of ?-(a:) is, of course, due to the fact that s (a;) ignores the third and higher order terms; and while these are surely not correctly represented by rix), the third term, at least, is of the correct sign.
In concluding this section we would point out the rather obvious fact that while bx VïogT ■1 + _s_ + r4_. ■] log x log2 x log3 X is correct asymptotically, it is not very accurate for finite x. Two terms give us only i % accuracy at a; m 70-10 , and the higher coefficients, d, e, etc., can be calculated only with considerable labor. In contrast, / du/\og u agrees with x(a;) to about J2 t£ö% at x oe 70 ■ 106. An unsolved problem of interest is to find a replacement for the incorrect rix), that could be computed without undue difficulty by a convergent ( x \ process, and which would be accurate to O I ;-w 1 for all m.
Odds and Evens and an Elementary
Argument. The foregoing disproof of (3) is based on Landau's analysis, and this is based upon Cauchy's Theorem. It was certainly not available to Ramanujan in 1913, since, according to Hardy [3, p. 43 ], "he did not know Cauchy's Theorem." We raise the question whether we can give an elementary disproof of (3), i.e., one not based on Cauchy's Theorem. And we reply that there is a simple elementary argument which makes (3) highly unlikely (although it doesn't disprove it). Further, this argument arises in a very natural way as soon as we begin to compute Bix).
An even number 2n is expressible in the form u + v if and only if n is, since Hence, to compute Bix), it suffices to compute Oiix), and to obtain E^x) and Bix) by the recursions:
as we shall see, this means a saving in computation of 50%. (This is, in fact, the way in which the Bix) of Table 1 was computed. See Table 2 .) The generating function /( s ) for B (x ), given above by ( 11 ' ), may also be written b'c')x Vlögx (log a;)3 '2 But from (25) and (32) we also have
and since (34a) Eiix) = èba; -\/log x -log 2 [-log x -log 2 I log 2
VÏÔVx L log x \log2 a:/J ' -s/log a; -log 2 Vlog:
by comparing (33) and (34) Now (35) is consistent with (27). But (36) indicates that c and c cannot both equal §. Therefore at least one of (3) and (30) must be false. But the generating functions/(s) in (28) and/(s) in (29) are very similar. Neither could be said to be more "fundamental" in any reasonable sense. There is no more reason for (3) to be true than for (30) to be true. By the Principle of Sufficient Reason it would be most likely, therefore, if neither were true. And this, as we now know, is the case.
Carrying out the analysis of section 2 with the generating function / (s) we obtain and record Theorem 1.
(37) (37) and (34a) we thus obtain (42). Then from (5) we obtain (41). By elementary means-that is, by algebraic and arithmetic calculations, but no new analysis-the reader may obtain, if he wishes, the following results which are more precise than those of equations (40) Similarly, we may compute Ei ix) and BA (x) by recursion from Ot (a:) = Oiix). This is done in Table 2 . Since ci, which equals 0.466424129, is even closer to § than c is, we might expect % rix) to be a good approximation for Bt (a:). It is, in Finally, we might mention the general problem, B"(a:), for numbers of the form u + nv. For indefinite forms, n < 0, and for such cases as w = 6, where the socalled class number exceeds unity, there are interesting complications. These will be discussed in a forthcoming paper, [15] .
Appendix (The computation of rix)). 
Fk
. .
In Table 3 we tabulate / (log w)~1/2 du to 9 significant figures for future reference.
From these values rix) is obtained by (22).
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