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Abstract
In many natural language processing (NLP)
tasks, a document is commonly modeled as
a bag of words using the term frequency-
inverse document frequency (TF-IDF) vec-
tor. One major shortcoming of the frequency-
based TF-IDF feature vector is that it ignores
word orders that carry syntactic and seman-
tic relationships among the words in a docu-
ment, and they can be important in some NLP
tasks such as genre classification. This pa-
per proposes a novel distributed vector repre-
sentation of a document: a simple recurrent-
neural-network language model (RNN-LM)
or a long short-term memory RNN language
model (LSTM-LM) is first created from all
documents in a task; some of the LM param-
eters are then adapted by each document, and
the adapted parameters are vectorized to rep-
resent the document. The new document vec-
tors are labeled as DV-RNN and DV-LSTM
respectively. We believe that our new docu-
ment vectors can capture some high-level se-
quential information in the documents, which
other current document representations fail to
capture. The new document vectors were eval-
uated in the genre classification of documents
in three corpora: the Brown Corpus, the BNC
Baby Corpus and an artificially created Penn
Treebank dataset. Their classification perfor-
mances are compared with the performance
of TF-IDF vector and the state-of-the-art dis-
tributed memory model of paragraph vector
(PV-DM). The results show that DV-LSTM
significantly outperforms TF-IDF and PV-DM
in most cases, and combinations of the pro-
posed document vectors with TF-IDF or PV-
DM may further improve performance.
Index Terms: document genre classification, doc-
ument embedding, recurrent neural network, long
short-term memory network
1 Introduction
Document vectorization plays a vital role in many
natural language processing (NLP) tasks. One of
the most popular document vectors is the term
frequency-inverse document frequency (TF-IDF)
feature vector (Robertson and Jones, 1976). It can
offer a robust baseline in many NLP tasks, includ-
ing genre classification, albeit task specific design
may improve the performance. (Karlgren and Cut-
ting, 1994; Kessler et al., 1997; Wolters and Kirsten,
1999; Stamatatos et al., 2000; Dewdney et al., 2001;
Lee and Myaeng, 2002; Freund et al., 2006; Petrenz,
2009; Webber, 2009).
TF-IDF Document vectorization has a major
drawback(Cachopo, 2007; Le and Mikolov, 2014):
it ignores word orders and other sequential informa-
tion in a document. Moreover, TF-IDF and n-gram
TF-IDF vectors cannot capture syntactic or semantic
relationship/similarity between words, paragraphs,
and documents. Besides TF-IDF, another notable
document vectorization is the paragraph vector(Le
and Mikolov, 2014). Paragraph vectors that learned
from a distributed memory model (PV-DM) is a suc-
cinct distributed representation of sentences or para-
graphs (Le and Mikolov, 2014; Dai et al., 2015; Ai
et al., 2016). PV-DM has been shown to perform
significantly better than the bag-of-words model in
many NLP tasks. Moreover, Skip-Thought Vectors
(Kiros et al., 2015) also show superior performances
against bag-of-words model.
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In this paper, we would like to explore a new doc-
ument vectorization method that produces a densely
distributed representation of text documents while
capturing some sequential information in the doc-
uments at the same time. Our approach is to
adapt/retrain a simple recurrent neural network lan-
guage model (RNN-LM) (Mikolov et al., 2010) or
a long short-term memory RNN language model
(LSTM-LM) (Sundermeyer et al., 2012) with a
document, and then vectorize the retrained/adapted
model parameters to obtain its document vector (la-
beled as DV-RNN and DV-LSTM) from RNN-LM
and LSTM-LM respectively. The recurrent nature
of the RNN-LM or LSTM-LM should capture some
high-level and abstract sequential information from
its training documents, and our extraction method
will not suffer from the limitation imposed by a slid-
ing context window such as in PV-DM. In tasks such
as text classification or sentiment analysis, different
task-specific models have been proposed (Tai et al.,
2015; Lai et al., 2015; Yang et al., 2016; Zhou et al.,
2015; Zhang et al., 2015; Tang et al., ; Zhang et al.,
2016). these models can also take abstract long-term
information into consideration. However, these are
semi-supervised or supervised methods, which pre-
vent them from training document embeddings from
unlabeled data. The effectiveness of the proposed
document vectors was evaluated on genre classifi-
cation of documents in three corpora, and their per-
formance was compared with that of TF-IDF vector
and PV-DM. Our results show that in most cases, our
document vector significantly outperforms n-gram
TF-IDF vector and PV-DM.
2 Recurrent Neural Network Language
Modeling (RNN-LM and LSTM-LM)
Recurrent neural network language model (RNN-
LM) and long short-term memory (LSTM-LM) lan-
guage model is the state-of-the-art language method
(Mikolov et al., 2010; Mikolov et al., 2011; Bengio
et al., 2006).
Figure 1 shows the simple RNN with output layer
factorized by classes. In this models, the input is the
current wordwt and the output layer is factorized by
a (word) class layer. The input word is projected to
a distributed representation by the input matrix U.
The recurrent matrix H helps memorize the word
Figure 1: DV-RNN based on a Recurrent neural net-
work language model with output layer factorized
by classes.
history.
Training the above simple RNN may suffer from
the problem of exploding or vanishing gradients
(Hochreiter and Schmidhuber, 1997; Sundermeyer
et al., 2012). We also propose a network structure
for DV-LSTM based on LSTM-LM (labeled as DV-
L100-LSTM100, which has a 100-unit hidden layer
and a 100-unit sigmoid layer before the hidden layer.
(Figure 2).
3 Document Vectorization by RNN-LM /
LSTM-LM Adaptation
From here on we would refer to our approach as
’adaptation’ for simplicity (it can also be considered
as retraining). Below is the basic document vector-
ization procedure:
STEP 1 : Train a parent LM using all the documents
in the training corpus, which serves as the initial
model for adaptation.
STEP 2 : Adapt the parent LM with each document
in the training corpus1
STEP 3 : Extract model parameters of interest from
the adapted LM, and vectorize them to produce
the DV for the adapting document.
1Not all model parameters in the parent LM are necessarily
adapted. Only the layers shown in green in Figure 1, Figure 2
are adapted in this paper.
Figure 2: DV-L100-LSTM100 based on a 100-unit-
hidden-layer LSTM language model with output
layer factorized by classes, with an extra linear com-
pression layer plus an extra sigmoid layer behind the
input layer.
3.1 Derivation of DV-RNN from RNN-LM
adaptation
As shown in Figure 1, an RNN-LM consists of 4
weight matrices: the input projection matrix U, the
recurrent matrix H, the output matrix Q and the
word class matrix K. We choose to adapt only H
and K matrices for the derivation of DV-RNN of a
document, while keeping the matrices U and Q in-
tact during adaptation. After adaptation, H and/or
K are vectorized to h = vec(H) and k = vec(K)
respectively by enumerate the matrix parameters
column by column. The two vectors are concate-
nated together to form the DV-RNN for the adapting
document.
3.2 Derivation of DV-LSTM from LSTM-LM
adaptation
The structure of an LSTM cell is more complex
than a simple RNN cell, To perform robust LSTM-
LM adaptation, we limit ourselves only to adapt
the biases in the sigmoid layer bl (in DV-L100-
LSTM100), LSTM layer bm and the class layer bc.
The LSTM biases bm is comprised of 4 bias sub-
vectors: forget-gate biases bmf , input-gate biases
bmi , output-gate biases bmo , and cell biases bmc .
For DV-L100-LSTM100, all four gates’ bias is
updated. Plus the bl and bc. The final DV-L100-
LSTM100 vector, dm100 , is the concatenation of the
LSTM biases, the sigmoid layer biases and the class
layer biases as follows:
dm100 = [n(b
′
a100), n(b
′
c)]
′ . (1)
and,
ba100 = [n(b
′
mf
), n(b′mi), n(b
′
mo), n(b
′
mc), n(b
′
l)]
′ .
(2)
bm100 = [n(b
′
mf
), n(b′mi), n(b
′
mo), n(b
′
mc)]
′ .
(3)
where bm100 is the four LSTM gate biases con-
catenated in DV-L100-LSTM100. ba100 is the con-
catenation of bm100 and bl. n() is the normalization
operation which would normalize the vector to the
unit norm so that the two sub-vectors of very differ-
ent value range can be concatenated.
The three different biases in DV-LSTM are sup-
posed to capture various types of information for
a document: bl is to capture the abstract and dis-
tributed word embeddings from the sigmoid com-
pression layer; bm is to capture the long-span se-
quential text information in a document, enabling by
the recurrent structure and different gates in LSTM
cell; bc is to capture the word-class information.
4 Experimental Evaluation: Text Genre
Classification
The DV-RNN, and DV-L100-LSTM100 were eval-
uated on the genre classification of documents in
three corpora: the Brown Corpus (Francis and
Kucera, 1979), the British National Corpus (BNC)
Baby dataset (Burnard, 2003), and an artificially
created dataset from Penn Treebank (Marcus et al.,
1995). Performances are reported in weighted F-
scores (weighted by the sample number in each cat-
egory).
4.1 Corpora used for text genre classification
Table 1 summarizes some basic information of each
testing corpus. The Penn Treebank dataset(PTB)
was artificially extracted from the Penn Treebank
Corpus by taking out the documents that have the
available genre tags provided by (Webber, 2009;
Plank, 2009). As the number of files in each genre
Table 1: Some basic information of the corpora in
the experiments.
Corpus PTB Brown BNC
#Genres 4 10 4
#Docs 239 500 182
#Words 190K 1M 4M
#Words/Doc 795 2K 22K
is very unbalanced, we limited the number of docu-
ments in each genre to no more than 100 and remove
the errata genre (as there are very few documents of
that genre). We also removed short documents with
fewer than 200 words. As a result, the dataset has
a total of 239 documents in 4 genres (38 highlights,
95 essays, 42letters, and 64 news). For the Brown
Corpus, the sub-genres under the fiction genre were
merged so that the total number of genres was 10
(Wu et al., 2010).
4.2 Training of the document vector DV-LSTM
The RWTH Aachen University Neural Network
Language Modeling Toolkit (RWTHLM) (Sunder-
meyer et al., 2015; Sundermeyer et al., 2014) was
used for training all LSTM-LMs and adapting them
to produce the DV-LSTMs.
The word-classes were determined by the Brown
clustering method.
4.3 Training of the paragraph vector PV-DM
Table 2: The hyperparameter combinations for fine-
tuning PV-DM
Window size 5,10,15, 20
Min frequency 0, 5,10,20
Negative word samples 0,10 ,20
Sub-sampling 0, 5E-5
The paragraph vectors (PV-DMs) (Le and
Mikolov, 2014) were trained for each document in
a corpus using the Gensim toolkit (vRehu˚vrek and
Sojka, 2010). The PV-DMs were trained with an
initial learning rate of 0.025, with 20 epochs. It was
found that PV-DMs of 500 dimensions provide con-
sistent good performance on all three corpora; they
are denoted as PV500. One-Tenth close-set data is
randomly sampled for fine-tuning, and a grid search
for the optimal hyperparameter combination is per-
formed on the each task datasets. The combination
of the hyperparameters is the permutation of each
parameter value in Table 2. The respective optimal
combinations of the hyperparameters are then cho-
sen for each task to obtain better performance from
PV-DM.
Table 3: the dimension of respective feature vectors.
c500 dm h k z
1000
5 z5
500 1000 10000 10000 1000 10000
Table 3 summarizes the dimensions of various
feature vectors used for the experiments. z10005 and
z5 are the TF-IDF feature vector of top 1000 and top
10000 5-gram terms respectively.
4.4 Experimental Results
Table 4: Genre classification performance in terms
of F-score.
Features PTB Brown BNC Baby
1-gram* - - 0.913
5-gram* - - 0.956
5-POS* - - 0.947
5-gram, z5 0.7996 0.6275 0.9623
c500 0.7962 0.6148 0.9407
PV500 0.8154 0.6455 0.9820
bm100 0.7559 0.5959 0.9841
bc100 0.8239 0.6326 0.9941
dm100 0.8434 0.6443 1.0000
dm100-PV500 0.8576 0.6613 1.0000
dm100-z
1000
5 0.8607 0.6614 1.0000
The genre classification results using different
(combinations of) feature vectors over the three cor-
pora are summarized in Table 4 in terms of weighted
F-scores. The bold results represent the best results
given by a single feature or a set of combined fea-
tures. The baseline results labeled with * are quoted
from (Tang and Cao, 2015; Wu et al., 2010).
From the results, we have the following observa-
tions:
• Our own 5-gram TF-IDF obtained results better
than the quoted baseline results from existing
works. Thus, we will use our 5-gram TF-IDF
results as baselines in the ensuing discussion.
• Both PV500 and our DVs show superior perfor-
mances comparing to traditional N-gram TF-
IDF.
• PV500’s performance have shown significant
improvements when we conduct the grid search
on tuning hyperparameters. DV-LSTM and
DV-RNN also have the same hyperparameters
as in Table 2 except the window size. Due to
the limitation of the current platform, we do
not tune these parameters for our DV-LSTMs
or DV-RNN. We could also expect a signifi-
cant room for improvement on DV-LSTM and
DV-RNN’s performance if such hyperparame-
ters are also fine-tuned like those of PV-DM’s.
• In most cases, our DV-LSTM’s performance is
better than PV-DM and PV-DM is better than
the 5-gram TF-IDF’s performance regarding F-
score. The difference is most significant in the
PTB dataset and the BNC baby dataset. To
evaluate the statistical significance of the per-
formance difference between each vector, we
also adopt the pair sample t-test (Dietterich,
1998). The confidence threshold is setting at
0.99. All the result highlighted with the bold
font is statistically significant, comparing to
the performance of 5-gram TF-IDF and PV-
DM. And the difference between DV-L100-
LSTM100 and PV-DM in the case of the Brown
corpus is not statistically significant. Thus, our
DV-LSTM show significant improvement over
PV-DM and 5-gram vector in most cases, with
the exception of DV-L100-LSTM100 in the
Brown corpus’s case (where the performance
is at least as good as those of PV-DM and the
5-gram TF-IDF).
• The concatenation of bm bc and bl form the
final DV-LSTM vector dm gives good results
than each sub-vectors used along in almost all
the cases. Thus, we may conclude that the
three bias vectors are complementary to each
other for extracting information in genre clas-
sification. The gate bias, the class layer bias
and the sigmoid layer bias could capture differ-
ent structural or semantic patterns in the docu-
ments.
• In all three corpora, combining DV-RNN or
DV-LSTM with the 5-gram TF-IDF or PV500
gives the best classification performance. This
again shows that our proposed document vec-
tors have extracted some information other than
term frequency-based information.
• The strength of various bias components of
our DV-LSTM were investigated. It is inter-
esting to see that the LSTM bias vector bm
is outperformed by the class bias vector bc.
There are two possible reasons: (a) the abstract
form of term frequency, which is represented
by the class bias parameter, is still the most
import feature baseline. (b) DV-LSTM used
the Brown clustering method to organize its
vocabulary class, which may offer better per-
formance. Thus we also test the performance
of the stand along Brown clustering term fre-
quency feature in c500 (the same 500 classes
as the class bias vector in DV-LSTM), it shows
that c500 is still much inferior comparing to the
5-gram TF-IDF and bc. Therefore, it could
be inferred that it is the recurrent LSTM neu-
ral network structure and abstract feature ex-
traction capability in the DV-LSTM makes the
greater contribution to the performances.
Table 5: Genre classification performance of DV-
RNN in terms of F-score.
Features PTB Brown BNC Baby
h-k 0.8505 0.5836 0.9813
h 0.7785 0.5156 0.9850
k 0.7877 0.5743 0.9767
h-z5 0.8622 0.6343 0.9936
• Table 5 presents the performance of the DV-
RNN. In general, DV-RNN’s performance is
better than PV-DM and 5-gram TF-IDF in the
PTB and BNC baby dataset, while worse in the
Brown dataset.
• In summary, in terms of weighted F-score, the
best results are achieved by the concatenated
feature of PV-DM or 5-gram TF-IDF with our
DV-L100-LSTM100 vector. Vectors from DV-
L100-LSTM100 achieve the best (or at least
equal) single vector performance.
5 Conclusions and Future Works
This paper proposes a novel distributed representa-
tion of a document, which we call “document vec-
tor” (DV). In the current task, DV-LSTM shows
good performance when used independently or in
conjunction with TF-IDF or PV-DM, and performs
better than DV-RNN. Given that DV-LSTM is more
compact than DV-RNN and its better performance,
DV-LSTM is preferred except that DV-RNNs is
faster to train. In the future, we would investigate its
effectiveness in other NLP problems such as topic
classification and sentiment detection.
Finally, we believe that the concept of our new
DV can be applied to other sequential data (such as
gene sequences and stock prices) of variable lengths
by treating the sequential data as a document, from
which we may create a DV of fixed length to repre-
sent them.
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