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Abstract
We present practical Levenberg-Marquardt variants of Gauss-Newton and natural
gradient methods for solving non-convex optimization problems that arise in train-
ing deep neural networks involving enormous numbers of variables and huge data
sets. Our methods use subsampled Gauss-Newton or Fisher information matrices
and either subsampled gradient estimates (fully stochastic) or full gradients (semi-
stochastic), which, in the latter case, we prove convergent to a stationary point.
By using the Sherman-Morrison-Woodbury formula with automatic differentiation
(backpropagation) we show how our methods can be implemented to perform
efficiently. Finally, numerical results are presented to demonstrate the effectiveness
of our proposed methods.
1 Introduction
First-order stochastic methods are predominantly used to train deep neural networks (NN), including
mini-batch gradient descent (SGD) and its variants that use momentum and acceleration [5, 17]
and an adaptive learning rate [8, 10]. First-order methods are easy to implement, and only require
moderate computational cost per iteration. However, it is cumbersome to tune their hyper-parameters
(e.g., learning rate), and they are often slow to escape from regions where the objective function’s
Hessian matrix is ill-conditioned. Although adaptive learning rate methods converge fast on the
training set, pure SGD is still of interest as it sometimes has better generalization property ([9]).
Second-order stochastic methods have also been proposed for training deep NNs because they take
far fewer iterations to converge to a solution by using knowledge of the curvature of the objective
function. They also have the ability to both escape from regions where the Hessian of objective
function is ill-conditioned, and provide adaptive learning rates. Their main drawback is that, due
to the huge number of parameters that deep NNs have, it is practically impossible to compute and
invert a full Hessian matrix. Efforts to overcome this problem include Hessian-free inexact Newton
methods, stochastic L-BFGS methods, Gauss-Newton and natural gradient methods and diagonal
scaling methods. See [5] for a review of these approaches and relevant references.
1.1 Our Contributions
Our main contribution is the development of methods for training deep NNs that incorporate partial,
but substantial, second-order information, while keeping the computational cost of each iteration
comparable to that required by first-order methods. To achieve this, we propose new generic
subsampled generalized Gauss-Newton and natural gradient methods that can be implemented
efficiently and are provably convergent. Our methods add a Levenberg-Marquardt (LM) damping
term to the Gauss-Newton and Fisher information matrices and invert the resulting matrices using the
Sherman-Morrison-Woodbury formula. Moreover, by taking advantage of the Kronecker factored
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structure in these matrices, we are able to form and invert them in O(n) time. Furthermore, we
prove that semi-stochastic versions of our algorithms (i.e., those that use a full gradient combined
with mini-batch stochastic Gauss-Newton or Fisher information matrices) converge to a stationary
point. We demonstrate the effectiveness of our methods with numerical experiment, comparing both
first-order method (SGD) and second-order methods (Hessian-free, KFAC).
1.2 Closely Related Work
Our methods were initially motivated by the Hessian-free approach of [14], which approximates the
Hessian by the generalized Gauss-Newton matrix and then approximately solves the huge n × n
linear system involving that matrix and an LM damping term to update the n parameters of the
NN by an ”early-termination” linear CG method. Other closely related methods include the Krylov
subspace descent method of [19], which generalizes the Hessian-free approach by constructing a
Krylov subspace; the KFAC method [15], which uses the block-diagonal part of the Fisher matrix to
approximate the Hessian; and the Kronecker Factored Recursive Approximation method [4], which
uses a block-diagonal approximation of the Gauss-Newton matrix. For very recent work on properties
of the natural gradient method and the Fisher matrix in the context of NNs see [2, 6, 21].
2 Background
2.1 Feed-forward Neural Networks
Although our methods are applicable to a wide range of NN architectures, for simplicity, we focus on
feed-forward fully-connected NNs with L+ 1 layers. At the l-th layer, given the vector of outputs
from the preceding layer v(l−1) as input, v(l) is computed as v(l) = φ(l)(W (l)v(l−1) + b(l)), where
W (l) ∈ Rml×ml−1 , b(l) ∈ Rml , and φ(l) : Rml → Rml is a nonlinear activation function. Hence,
given the input x = v(0), the NN outputs yˆ = v(L). To train the NN we minimize an empirical
average loss
f(θ) =
1
N
N∑
i=1
fi(θ) =
1
N
N∑
i=1
ε(yˆi(θ), yi), (1)
where θ =
(
vec(W (1))T , (b(1))T , · · · , vec(W (L))T , (b(L))T )T (vec(W ) vectorizes the matrix W
by concatenating its columns) and ε(yˆi(θ), yi) is a loss function based on the differences between
yˆi and yi, for the given set {(x1, y1), ..., (xN , yN )} of N data points. Note θ ∈ Rn, where n =∑L
l=1 (mlml−1 +ml) can be extraordinarily large.
2.2 Approximations to the Hessian matrix
At iteration t, at the point θ = θ(t), Newton-like methods compute pt = −G−1t gt, where Gt is an
approximation to the Hessian of f(θ(t)), and gt is ∇f(θ(t)), or an approximation to it, and then set
θ(t+1) = θ(t) + pt. Computing Gt and inverting it (solving Gtpt = −gt) is the core step of such
methods. Finding a balance between the cost of computing pt and determining an accurate direction
pt is crucial to developing a good algorithm.
2.2.1 Gauss-Newton Method
In order to get a good approximation to the Hessian of f(θ), we first examine the Hessian of fi(θ)
corresponding to a single data point. By (1) it follows from the chain rule that
∂2fi(θ)
∂θ2
= J>i HiJi +
mL∑
j=1
(
∂fi(θ)
∂yˆi
)
j
∂
∂θ
(Ji)j ,
where Ji = ∂yˆi∂θ , and Hi =
∂2fi(θ)
∂(yˆi)2
. The Gauss-Newton (GN) method (e.g., see [20, 14]) ap-
proximates the Hessian matrix by ignoring the second term in the above expression, i.e., the GN
approximation to ∂
2fi(θ)
∂θ2 is J
T
i HiJi. Note that Ji ∈ RmL×n and Hi ∈ RmL×mL , and hence that Hi
2
is a relatively small matrix. Finally, ∂
2f(θ)
∂θ2 is approximated by
Bt =
1
N
N∑
i=1
JTi HiJi. (2)
2.2.2 Natural gradient method
The natural gradient (NG) method ([1]) modifies the gradient ∇f(θ) by multiplying it by the inverse
of the Fisher (information) matrix, which serves as an approximation to ∂
2f(θ)
∂θ2 :
Bt = Ft ≡ 1
N
n∑
i=1
∇fi(θ(t))∇fi(θ(t))>. (3)
2.2.3 Properties of the approximations
There are several reasons why the NG and GN methods are well-suited for training NNs. First, even
though the loss function (1) is a non-convex function of θ, Hi is positive semi-definite (Hi  0) for
commonly-used loss functions (e.g., least-squared loss, cross entropy loss). Hence, JTi HiJi  0.
Also, Ft  0. pt is a descent direction, as long as −gt is a descent direction and gt is not in the null
space of Bt. Second, the multiplication of an arbitrary vector by the matrix Bt or F can be done
efficiently by backpropagation (see appendix or, e.g., [18]).
2.3 Mini-batch and damping
The prohibitively large amount of data and (relative) difficulty in computing the GN and Fisher
matrices suggests simplifying these approximations to the Hessian matrix further. Consequently, as
in [14, 15], we estimates (2) and (3) using a mini-batch of indices St2 ⊂ {1, 2, ..., N} at iteration t
where |St2| = N2.
Mini-batch approximations make the GN and Fisher matrices low-rank. Hence, we add λI to
them to make them invertible (namely, the Levenberg-Marquardt (LM) method ([16])). Thus, the
approximation to the Hessian becomes
Gt = Bt + λI, (4)
where Bt is either the Fisher information matrix or the Gauss-Newton matrix.
Viewing the LM method as a trust-region method, the magnitude of λ is inversely related to the size
of the region ||p|| ≤ ∆t in which we are confident about the ability of the quadratic model
mt(p) = f(θ
(t)) + gTt p+
1
2
pTBtp
to approximate f(θ(t) + p). Note that solving Btp = −gt is equivalent as minimizing mt(p).
To determine the value of λ, let λ = λLM + τ , where λLM is updated at each iteration, and τ > 0. τ
is typically very small and can be viewed as coming from an l2 regularization term in the objective
function, which is a common practice in training deep NNs to avoid possible over-fitting. It also
ensures that λt ≥ τ > 0, which guarantees that the smallest eigenvalue of Gt is strictly positive.
To update λLM, we consider the ratio of the actual reduction in f(·) to the reduction in the quadratic
model mt(·)
ρt =
f(θ(t))− f(θ(t) + pt)
mt(0)−mt(pt) (5)
to measure how "good" that model is. If ρt is positive and large, it means that the quadratic model
is a good approximation. Hence, we enlarge the "trust region", by decreasing the value of λLM. If
ρt is small, we increase the value of λLM (see Section 5 for more intuition). Specifically, λLM is
updated as follows: if ρt < : λ
(t+1)
LM = boost× λ(t)LM; else if ρt > 1− : λ(t+1)LM = drop× λ(t)LM; else:
λ
(t+1)
LM = λ
(t)
LM, where 0 <  <
1
2 , drop < 1 < boost. Finally, λt+1 = λ
(t+1)
LM + τ .
3
3 Our Innovation: a general framework for computing pt
In the NN context, it is very expensive to compute (2) or (3); and even given Gt, computing pt still
requires O(n3) time, which is prohibitive. For these reasons [14] proposed a Hessian-free method
that uses an "early termination" linear conjugate gradient method to compute pt approximately. Here
we propose an alternative approach, that is both potentially faster, and is also exact.
3.1 Using the Sherman-Morrison-Woodbury (SMW) Formula
The matrix Gt for both the GN and NG methods has the form Gt = λI + 1N2 J
>HJ , where
J> = (J>1 , · · · , J>N2) and H = diag{H1, · · · , HN2} for GN and J> = (∇f1(θ), · · · ,∇fN2(θ))
and H = I for NG. Using the well-known SMW formula,
G−1t =
1
λ
(
I − 1
N2
J>D−1t J
)
, where Dt = λH−1 +
1
N2
JJ>. (6)
Note that the matrix Dt in (6) is N2mL ×N2mL in the GN case and mL ×mL in the NG case,
much smaller than the n× n LM matrix Gt, assuming N2 is not too large in the GN case.
In cases where the Hi are not invertible (e.g., softmax regression with GN method), we can still use
SMW to obtain
G−1t =
1
λ
(
I − 1
N2
J>HD−1t J
)
, where Dt = λI +
1
N2
JJ>H. (7)
Because the analysis for these cases are similar to those where Hi is invertible, we will restrict our
analysis to the symmetric expressions in (6).
3.2 Backpropagation in SMW
For an arbitrary vector V ∈ RmL , J>i V =
(
∂yˆi
∂θ
)>
V =
∂((yˆi)>V )
∂θ . Hence, we can compute the
vector J>i V by backpropagating through the customized function (yˆi)
>V . The other vectors needed
in (6) can be computed similarly (See appendix).
3.3 Computing Dt
We first demonstrate how to compute Dt in (6) in an efficient way. For a given data point i, let DW
(l)
i
denote the gradient of fi(θ) w.r.t W (l). As shown in the appendix, DW
(l)
i is a rank-one matrix, i.e.,
DW
(l)
i = (g
(l)
i )(v
(l−1)
i )
>. Hence, the (i, j) element of Dt can be computed as
∇fi(θ)>∇fi(θ) =
L∑
l=1
vec
(
DW
(l)
i
)>
vec
(
DW
(l)
j
)
=
L∑
l=1
vec
(
(g
(l)
i )(v
(l−1)
i )
>
)>
vec
(
(g
(l)
j )(v
(l−1)
j )
>
)
=
L∑
l=1
(
(g
(l)
i )
>(g(l)j )
)(
(v
(l−1)
i )
>v(l−1)j
)
For simplicity, we have ignored the b’s in the above. Therefore, we computeDt without explicitly writ-
ing out any DW (l)i , where all the vectors needed have been computed when doing backpropagation
for the gradient.
Similarly, in the case of the GN matrix where Dt is defined in (6), we need to compute Ji1J
>
i2
for
all i1, i2 = 1, ..., N . The (j1, j2) element of Ji1J
>
i2
, namely e>j1Ji1J
>
i2
ej2 , is the dot product of two
"backpropagated" gradients J>i1 ej1 and J
>
i2
ej2 , and hence can be computed efficiently.
1
1 There are other ways to compute and "invert" Dt, e.g., solving Dtdt = −Jgt by the linear conjugate
gradient method as in Hessian-free, with either the explicit value of Dt, or an oracle to compute the product of
Dt with an arbitrary vector. We tried both of these approaches and neither performed better that inverting Dt,
i.e., computing dt exactly.
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4 Algorithm for Subsampled Second-Order Methods
In this section, we summarize our subsampled GN and NG methods. Since we are focused on very
large data sets, we estimate the gradient ∇f(), and f() in the reduction ratio ρt (see (5)) using a
mini-batch St1.
Algorithm 1 Sub-sampled Gauss-Newton / Natural Gradient method
1: Parameters: N1, N2, 0 <  < 12 , learning rate α
2: for t = 0, 1, 2, ... do
3: Randomly select a mini-batch St1 ⊆ [N ] of size N1 and St2 ⊆ St1 of size N2
4: Compute gt = 1|St1|
∑
i∈St1 ∇fi(θ
(t))
5: Compute Dt and pt = −G−1t gt as in (6) or (7) with mini-batch St2
6: Update λ using the LM style rule { see Section 2.3 } with St1 mini-batch estimates of f() to
compute ρt in (5)
7: set θ(t+1) = θ(t) + α · pt
8: end for
The above algorithm works for both the GN and NG methods, the only differences being in computing
and inverting Dt and the backpropagations needed for computing G−1t gt.
5 Convergence
Recall that the LM direction that we compute is pt = −(Bt + λtI)−1gt. If we let ∆t = ||pt||, it is
well known that pt is the global solution to the trust-region (TR) problem
min
p
mt(p) s.t. ||p|| ≤ ∆t.
As in the classical TR method, we evaluate the quality of the quadratic model mt(·) by computing
ρt defined by (5). However, while the classical TR method updates ∆t depending on the value of
ρt, we follow the LM approach of updating λt instead. Loosely speaking, there is a reciprocal-like
relation between λt and ∆t. While Martens [14] proposed this way of updating λt as a "heuristic",
we are able to show that Algorithm 1, with a exact (full) gradient (i.e., N1 = N ) and only updating
θt when ρt is above a certain threshold (say η), converges to a stationary point under the following
assumptions:
Assumption 1. ||Bt|| ≤ β.
Assumption 2. ||∇2f(θ)|| ≤ β1.
Our proof is similar to that used to prove convergence of the standard trust-region method ( e.g., see
[20]), and in particular makes use of the following:
Lemma 1. Under Assumption 1, there exists a constant c1 > 0 such that
mt(0)−mt(pt) ≥ c1||gt||∆t.
Proof. Because pt = −(Bt + λtI)−1gt, −gTt pt = pTt (Bt + λtI) pt. Then since Bt  0 , we have
mt(0)−mt(pt) = −gTt pt −
1
2
pTt Btpt ≥ λt||pt||2.
On the other hand, since λtβ+λt ≥ τβ+τ = c1 > 0, ||Bt|| ≤ β and ∆t = ||pt||,
c1||gt||∆t = c1|| − (Bt + λtI)pt||||pt|| ≤ c1 (β + λt) ||pt||2 ≤ λt||pt||2.
Using Lemma 1, we now prove the global convergence of the full-gradient variant of Algorithm 1:
Theorem 1. Suppose in Algorithm 1, we set N1 = N , α = 1 and only update θt when ρt ≥ η where
0 < η < . Then, under Assumptions 1 and 2, if f is bounded below. we have that limt→∞ ||gt|| = 0.
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Proof. We first show that λt is bounded above by some constant Λ1: Recalling (5), at iteration t, we
have
|ρt − 1| =
∣∣∣∣mt(pt)− f(θ(t) + pt)mt(0)−mt(pt)
∣∣∣∣ . (8)
By Taylor’s theorem, f(θ(t) + pt) = f(θ(t)) + ∇f(θ(t))T pt + 12pTt ∇2f(θ(t) + µpt)pt for some
µ ∈ (0, 1). Hence,∣∣∣mt(pt)− f(θ(t) + pt)∣∣∣ = ∣∣∣∣12pTt Btpt − 12pTt ∇2f(θ(t) + µpt)pt
∣∣∣∣ ≤ 12(β + β1)||pt||2. (9)
By (8) and (9), we have that
|ρt − 1| ≤
1
2 (β + β1)||pt||2
λt||pt||2 =
1
2 (β + β1)
λt
.
Hence, there exists a Λ > 0 such that for all λt ≥ Λ, we have |ρt − 1| ≤ , and thus, ρt ≥ 1 − .
Consequently, by the way λLM is updated, for all t, λt ≤ boost ·Λ+τ = Λ1; i.e., λt is bounded above.
By Assumption 1, ||Bt + λtI|| is also bounded, i.e., ||Bt + λtI|| ≤ β + Λ1. Hence, the minimum
eigenvalue of (Bt + λt)−1 is no less than 1β+Λ1 . Finally, by the Cauchy-Schwarz inequality and
the fact that ∆t = ||pt|| = || − (Bt + λtI)−1gt||, we have that ||gt||∆t ≥ ||gt(Bt + λtI)−1gt|| ≥
1
β+Λ1
||gt||2.
Let T1 = {t = 0, 1, ... | ρt ≥ η} denote the set of indices t such that step pt is accepted. For any
t ∈ T1, by definition of ρt and Lemma 1,
f(θ(t))− f(θ(t+1)) > ηc1||gt||∆t ≥ ηc1 1
β + Λ1
||gt||2. (10)
We now show that |T1| = ∞ (unless for some t, gt = 0 and Algorithm 1 stops finitely): Suppose
that this is not the case. Then there exists a T > 0 such that for all t ≥ T , pt is rejected (i.e.,
ρt ≤ η < ). Then, λt → ∞, contradicting the fact that λt is bounded. Because |T1| = ∞,
limt→∞ ||gt|| = limt∈T1 ||gt||. Because f is bounded below and f(θ(t)) is non-increasing, the
left-hand-side of (10) goes to zero. Hence, the right-hand-side also goes to zero, which implies
limt∈T1 ||gt|| = 0.
6 Computational Costs of Proposed Algorithms
In this section we discuss the computational cost of our SMW-based GN and NG algorithms, and
compare them with SGD, Hessian-free (HF) and KFAC. First, several basic operations including
computing fi(θ), ∇fi(θ), JV and JT v all requires O(n) time for a single data point. Hence, all
algorithms have a cost of O(N1n) for computing the stochastic gradient gt.
For the second order methods, the following table summarizes the extra costs for computing the LM
direction pt, where nHF denotes the number of CG iterations used in Hessian-free.
Algorithm Cost
SMW-GN O(mLN2n+m2LN
2
2
∑
lml +m
3
LN
3
2 )
SMW-NG O(N2n+N22
∑
lml +N
3
2 )
HF nHF ×O(N2n)
KFAC O(
∑
lm
3
l +N2
∑
lm
2
l )
6.1 Comparison Between Algorithms
Since n is usually extremely large in NNs, we see that in SMW-GN the multiplier of the term
involving n is reduced from nHFN2 in HF to mLN2. KFAC has a term proportional to
∑
lm
3
l , which
is of an even higher order than n.
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For all of the second-order methods, when N2  N1, the overhead for each iteration is usually
compensated for by the better direction generated by these methods for updating the parameters.
However, even if the condition N2  N1 is not met, as long as N2 is reasonably small, the overhead
is controllable. Consequently, one should choose a relatively small N2 when implementing our
SMW-based algorithms.
7 Numerical Experiments
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Figure 1: Results on MNIST classification problem with N1 = 60, N2 = 30. Learning rates: 0.1
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Figure 2: Results on CIFAR classification problem with N1 = 100, N2 = 50. Learning rates: 0.01
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Figure 3: Results on webspam classification problem with N1 = 60, N2 = 30. Learning rates: 0.4
(SGD), 0.05 (HF and SMW-GN), 0.1 (SMW-NG, SMW-NG and KFAC)
We compared our algorithms SMW-GN and SMW-NG with SGD, HF and KFAC. The KFAC
algorithm was implemented using block-diagonal approximaton, without re-scaling and momentum
(see section 6.4 and 7 of [15]). We also included a block diagonal version of SMW-NG, namely,
SMW-NG-BD, where in each block, the matrix is inverted by SMW, in order to mimic the block
diagonal approximation used by KFAC.
For all of the experiments reported in this section, we set the initial value of λLM to be 1, boost = 1.01,
drop = 0.99,  = 1/4, τ = 0.001, same as in [11]. All algorithms were implemented in MATLAB
R2019a and run on an Intel Core i5 processor. We tested the performance of the algorithms on several
classification problems. We reported both training loss and testing error. The data sets were scaled to
have zero means and unit variances.
MNIST ([13]): The training set is of size N = 6× 104. We used a NN with one hidden layer of size
500 and logistic activation, i.e., (m0,m1,m2) = (784, 500, 10), where the first and last layers are the
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size of input and output. The output layer was softmax with cross entropy. The learning rate for SGD
was set to be 0.1, tuned from {0.01, 0.05, 0.1, 0.5}. Initial learning rates for other methods were also
set to be 0.1 for purposes of comparison. We did not tune the learning rates for second-order methods
because they adaptively modify the rate by updating λLM as they proceed. We ran each algorithm for
10 epochs. The results are presented in Figure 1.
CIFAR-10 ([12]): The training set is of size N = 5× 104. We used a NN with two hidden layers
of size 400 and logistic activation, i.e., (m0,m1,m2,m3) = (3072, 400, 400, 10). The output layer
was softmax with cross entropy. The learning rate was set to be 0.01. We ran each algorithm for 10
epochs. The results are presented in Figure 2.
webspam ([7]): The training set is of size N = 3× 105. We used a NN with two hidden layers of
size 400 and logistic activation, i.e., (m0,m1,m2,m3) = (254, 400, 400, 1). Because this is a binary
classification, we set the output layer to be logistic with binary cross entropy. We tuned the learning
rate for SGD and initial learning rates for other algorithms separately, and the results shown in Figure
3 all used their corresponding best learning rates, which are indicated there. We ran each algorithm
for 1 epoch.
7.1 Discussion of results
Interestingly, the relative ranking of the algorithms changes from one problem to another, indicating
that the relative performance of the algorithms depends upon the data set, structure of the NN, and
parameter settings.
From our experimental results, we see that SMW-GN is always faster than HF in terms of both
epochs and clock-time, which is consistent with our analysis above. KFAC sometimes performs
very well, not surprisingly, because it accumulates more and more curvature information with each
new mini-batch. But it also slows down considerably when the NN has wide layers (see Figure 2).
Moreover, the three experiments were done differently, mimicing the different practices used when
training a NN model, namely, tuning learning rates for all algorithms, tuning learning rates for one
algorithm and then using it for all, or simply choosing a conservative learning rate. After carefully
tuning the learning rate, SGD can perform as well as second-order methods as shown in Figure 1.
However, if learning rate is chosen to be more conservative or typical (e.g., 0.01), it may suffer from
slow convergence compared with second-order methods (see Figure 2). If we want to get lower
training loss or testing error, we may have to run it for far more epochs / time.
The key take-away from our numerical results is that our SMW-based algorithms that are based
on the Gauss-Newton and natural gradient methods are competitive with their Hessian-free and
Kronecker-factor implementations, HF and KFAC, as well as SGD. In particular, SMW-GN performs
extremely well without requiring any parameter tuning.
8 Summary and Future Research Directions
In this paper, we proposed efficient LM-NG/GN methods for training neural networks, semi-stochastic
versions of which are provably convergent, while fully stochastic versions are competitive with off-
the-shelf algorithms including SGD and KFAC. A promising future research topic is the study of how
to adapt gradient (diagonal) rescaling techniques like Adam [10] and AdaGrad [8], that are based on
running averages of the first and second moments of the stochastic gradients encountered during the
course of the algorithm, to our GN and NG algorithms. This is a challenging topic, since both NG
and NG based algorithms already incorporate non-diagonal rescalings. A second promising future
research topic is the study of how to, starting from relatively small gradient and GN and Fisher matrix
mini-batches, increase their sizes as needed, by evaluating their variances (e.g., see [3] and references
therein). Finally, the structure of our algorithms is well-suited for parallel computation. Besides
the common approach of distributing the data across different processors, one can compute terms
involving Dt in parallel, so that the cost of second-order computations becomes comparable to that
for evaluating gradients.
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A Computational techniques
In this section, we present the major computational techniques used by our algorithm, and present their pseudo-
codes.
A.1 Network computation (forward pass)
We have the Algorithm 2.
Algorithm 2 Forward Pass: Compute the neural network w.r.t. a single input x
1: Input: θ, x
2: Output: yˆ or h(l), v(l) (l = 1, ..., L)
3: unpack θ to be W (l), b(l) (l = 1, ..., L)
4: v(0) = x
5: for l = 1, ..., L do
6: h(l) = W (l)v(l−1) + b(l)
7: v(l) = φ(l)(h(l))
8: end for
9: yˆ = v(L)
A.2 Gradient computation (backward pass)
In order to compute the gradient∇f(θ), it suffices to compute∇fi(θ) for i = 1, ..., N .
For i = 1, ..., N ,
∇fi(θ) = ∂fi(θ)
∂θ
=
∂ε(yˆi(θ), yi)
∂θ
=
∂ε(yˆi(θ), yi)
∂yˆi(θ)
∂yˆi(θ)
∂θ
=
∂ε(yˆi, yi)
∂yˆi
∂v
(L)
i
∂θ
.
Hence,
∂fi(θ)
∂b(l)
=
∂ε(yˆi, yi)
∂yˆi
∂v
(L)
i
∂b(l)
=
∂ε(yˆi, yi)
∂yˆi
∂v
(L)
i
∂h
(L)
i
∂h
(L)
i
∂v
(L−1)
i
· · · ∂h
(l+1)
i
∂v
(l)
i
∂v
(l)
i
∂h
(l)
i
∂h
(l)
i
∂b(l)
=
∂ε(yˆi, yi)
∂yˆi
∂v
(L)
i
∂h
(L)
i
W (L) · · ·W (l+1) ∂v
(l)
i
∂h
(l)
i
. (11)
Since
∂h
(l)
i
∂vec(W (l))
=
(
∂h
(l)
i
∂W
(l)
:,1
· · · ∂h
(l)
i
∂W
(l)
:,ml−1
)
=
(
(v
(l−1)
i )1Iml×ml · · · (v(l−1)i )ml−1Iml×ml
)
,
similarly,
∂fi(θ)
∂vec(W (l))
=
∂ε(yˆi, yi)
∂yˆi
∂v
(L)
i
∂h
(L)
i
∂h
(L)
i
∂v
(L−1)
i
· · · ∂h
(l+1)
i
∂v
(l)
i
∂v
(l)
i
∂h
(l)
i
∂h
(l)
i
∂vec(W (l))
=
∂ε(yˆi, yi)
∂yˆi
∂v
(L)
i
∂h
(L)
i
W (L) · · ·W (l+1) ∂v
(l)
i
∂h
(l)
i
·
(
(v
(l−1)
i )1Iml×ml · · · (v(l−1)i )ml−1Iml×ml
)
.
Thus,
∂fi(θ)
∂W (l)
=
∂ε(yˆi, yi)
∂yˆi
∂v
(L)
i
∂h
(L)
i
W (L) · · ·W (l+1) ∂v
(l)
i
∂h
(l)
i
(v
(l−1)
i )
T . (12)
By (11) and (12), we have the following recursion
∂fi(θ)
∂b(l)
=
∂fi(θ)
∂b(l+1)
W (l+1)
∂v
(l)
i
∂h
(l)
i
,
∂fi(θ)
∂W (l)
=
∂fi(θ)
∂b(l)
(v
(l−1)
i )
T .
Combining all of the above yields Algorithm 3.
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Algorithm 3 Backward Pass: Compute the gradient ∇fi(θ)
1: Input: θ, h(l), v(l) (l = 1, ..., L), x, y
2: Output: ∇fi(θ)
3: unpack θ to be W (l), b(l) (l = 1, ..., L)
4: g(L) = ∂ε(v
(L),y)
∂yˆ
∂v
(L)
i
∂h
(L)
i
5: b(L)1 = g
(L)
6: W (L)1 = g
(L)(v(L−1))T
7: for l = L− 1, ..., 1 do
8: g(l) = g(l+1)W (l+1) ∂v
(l)
i
∂h
(l)
i
9: b(l)1 = g
(l)
10: W (l)1 = g
(l)(v(l−1))T
11: end for
12: pack W (l)1 , b
(l)
1 (l = 1, ..., L) to be∇fi(θ)
13: return ∇fi(θ)
A.3 Ji
Although we do not explicitly compute Ji in our algorithms, deriving an expression for Ji will help us in deriving
expressions for the quantities we need.
Noticing that Ji = ∂yˆi∂θ =
∂v
(L)
i
∂θ
, we’d like to get an recursion w.r.t. ∂v
(0)
i
∂θ
, ..., ∂v
(L)
i
∂θ
. Because v(0)i ≡ xi, we
have that ∂v
(0)
i
∂θ
= 0. For l = 1, ..., L,
∂h
(l)
i
∂θ
=
∂
(
W (l)v
(l−1)
i + b
(l)
)
∂θ
=
∂W (l)
∂θ
v
(l−1)
i +W
(l) ∂v
(l−1)
i
∂θ
+
∂b(l)
∂θ
,
∂v
(l)
i
∂θ
=
∂v
(l)
i
∂h
(l)
i
∂h
(l)
i
∂θ
, (13)
where ∂W
(l)
∂θ
, ∂b
(l)
∂θ
are some abstract notions that will be specified later.
A.4 Jiθ1
We use the subscript 1 to denote the directional derivative of some variables as a function of θ along the direction
θ1. Because Ji =
∂v
(L)
i
∂θ
, we have that
Jiθ1 =
∂v
(L)
i
∂θ
θ1 = v
(L)
i,1 .
We can also decompose θ1 into vec(W
(l)
1 ) (hence, W
(l)
1 ) and b
(l)
1 (for all l = 1, ..., L), which agrees with the
directional derivative notation.
Note that v(0)i,1 =
∂v
(0)
i
∂θ
θ1 = 0. Then, recursively, by (13), for l = 1, ..., L,
h
(l)
i,1 =
∂h
(l)
i
∂θ
θ1 =
(
∂W (l)
∂θ
v
(l−1)
i +W
(l) ∂v
(l−1)
i
∂θ
+
∂b(l)
∂θ
)
θ1
=
∂W (l)
∂θ
θ1v
(l−1)
i +W
(l) ∂v
(l−1)
i
∂θ
θ1 +
∂b(l)
∂θ
θ1 =W
(l)
1 v
(l−1)
i +W
(l)v
(l−1)
i,1 + b
(l)
1 ,
v
(l)
i,1 =
∂v
(l)
i
∂θ
θ1 =
∂v
(l)
i
∂h
(l)
i
∂h
(l)
i
∂θ
θ1 =
∂v
(l)
i
∂h
(l)
i
h
(l)
i,1. (14)
This leads to Algorithm 4.
11
Algorithm 4 Compute the product of Ji and a vector θ1
1: Input: θ1, θ, h, v
2: Output: Jiθ1
3: unpack θ to be W (l), b(l) (l = 1, ..., L)
4: unpack θ1 to be W
(l)
1 , b
(l)
1 (l = 1, ..., L)
5: v(0)1 = 0
6: for l = 1, ..., L do
7: h(l)1 = W
(l)
1 v
(l−1) +W (l)v(l−1)1 + b
(l)
1
8: v(l)1 =
∂v(l)
∂h(l)
h
(l)
1
9: end for
10: return v(L)1
A.5 JTi x
The idea behind computing JTi x (x being an arbitrary vector) is even more tricky than Jiθ1. For given Ji and x,
we define s(θ2) = θT2 (JTi x) = (Jiθ2)
Tx = (v
(L)
i,2 )
Tx.
We denote the transpose of the partial derivative of s w.r.t. a variable by adding a hat on
the variable, e.g, θˆ2 =
(
∂s
∂θ2
)T
. Because θˆ2 = JTi x, it suffices to compute θˆ2 =
(vec
(
Wˆ
(1)
2
)T
,
(
bˆ
(1)
2
)T
, · · · , vec
(
Wˆ
(L)
2
)T
,
(
bˆ
(L)
2
)T
)T .
Notice that vˆ(L)i,2 = x, which is given. For l = L,L− 1, ..., 2, when vˆ(l)i,2 is given, by (14), we have that
v
(l)
i,2 =
∂v
(l)
i
∂h
(l)
i
h
(l)
i,2
⇒hˆ(l)i,2 =
(
∂s
∂h
(l)
i,2
)T
=
(
∂s
∂v
(l)
i,2
∂v
(l)
i,2
∂h
(l)
i,2
)T
=
(
∂v
(l)
i,2
∂h
(l)
i,2
)T
vˆ
(l)
i,2
h
(l)
i,2 =W
(l)
2 v
(l−1)
i +W
(l)v
(l−1)
i,2 + b
(l)
2
⇒vˆ(l−1)i,2 =
(
∂s
∂v
(l−1)
i,2
)T
=
(
∂s
∂h
(l)
i,2
∂h
(l)
i,2
∂v
(l−1)
i,2
)T
=
(
W (l)
)T
hˆ
(l)
i,2
Wˆ
(l)
2 = vec
−1
(
̂
vec
(
W
(l)
2
))
= vec−1
 ∂s
∂vec
(
W
(l)
2
)
T = vec−1
 ∂s
∂h
(l)
i,2
∂h
(l)
i,2
∂vec
(
W
(l)
2
)
T
= vec−1
 ∂h(l)i,2
∂vec
(
W
(l)
2
)
T ( ∂s
∂h
(l)
i,2
)T = vec−1(((v(l−1)i )T ⊗ Iml×ml)T hˆ(l)i,2
)
= vec−1
((
v
(l−1)
i ⊗ Iml×ml
)
hˆ
(l)
i,2
)
= hˆ
(l)
i,2
(
v
(l−1)
i
)T
bˆ
(l)
2 =
(
∂s
∂b
(l)
2
)T
=
(
∂s
∂h
(l)
i,2
∂h
(l)
i,2
∂b
(l)
2
)T
= hˆ
(l)
i,2,
where vec−1() is the inverse map of the "vectorization" map vec().
Then, we have Algorithm 5.
Note that we have an option of outputting JTi x or hˆ
(l)
2 (l = 1, ..., L). In the latter case (partial-computing
mode), some operations can be skipped to save time.
A.5.1 Computing JTi V
We present the algorithm for computing JTi V , where V ∈ RmL is an arbitrary vector whose dimension matches
the column dimension of JTi . The vector J
T
i V is of length n, which corresponds to the parameters θ of the
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Algorithm 5 Compute the product of JTi and a vector x
1: Input: x, θ, h, v
2: Output: JTi x or hˆ
(l)
2 (l = 1, ..., L)
3: unpack θ to be W (l), b(l) (l = 1, ..., L)
4: vˆ(L)2 = x
5: for l = L, ..., 1 do
6: hˆ(l)2 =
(
∂v(l)
∂h(l)
)T
vˆ
(l)
2
7: vˆ(l−1)2 = (W
(l))T hˆ
(l)
2
8: Wˆ (l)2 = hˆ
(l)
2 (v
(l−1))T
9: bˆ(l)2 = hˆ
(l)
2
10: end for
11: pack Wˆ (l)2 , bˆ
(l)
2 (l = 1, ..., L) to be J
T
i x
neural network. We use Wˆ (l)2 and bˆ
(l)
2 to denote the part in J
T
i V corresponding to the part W
(l) and b(l) in θ,
for l = 1, ..., L.
Algorithm 6 Compute JTi V by backpropagation
1: vˆ(L)2 = V
2: for l = L, ..., 1 do
3: hˆ(l)2 =
(
∂v
(l)
i
∂h
(l)
i
)T
vˆ
(l)
2
4: vˆ(l−1)2 = (W
(l))T hˆ
(l)
2
5: Wˆ (l)2 = hˆ
(l)
2 (v
(l−1)
i )
T
6: bˆ(l)2 = hˆ
(l)
2
7: end for
We can compute JTi V by a backpropagation, described in Algorithm 6 in O(n) time. From Algorithm 6, it is
clear that the part of JTi V that corresponds to a W
(l) is the outer product of two vectors, which can be expressed
as the Kronecker product of a column vector with a row vector. This observation was also made in [15] and [4]
and can be useful when we compute Ji1J
T
i2 , as shown in Section 3.3.
A.6 (JTi1x1)
TJTi2x2
The straightforward way to form (JTi1x1)
TJTi2x2 is to compute both J
T
i1x1 and J
T
i2x2 using Algorithm 5, and
then compute their dot product. We now present a much more efficient way to do this. In the following, we
use superscripts to distinguish variables associated with JTi1x1 and J
T
i2x2. Since vec(a1b
T
1 )
T vec(a2bT2 ) =
(b1 ⊗ a1)T (b2 ⊗ a2) = (bT1 ⊗ aT1 )(b2 ⊗ a2) = (bT1 b2)⊗ (aT1 a2) = (bT1 b2)(aT1 a2), we have that
(JTi1x1)
TJTi2x2 = (θˆ
(1)
1 )
T θˆ
(2)
2 =
L∑
l=1
[(
vec
(
Wˆ
(l),(1)
1
))T
vec
(
Wˆ
(l),(2)
2
)
+ (bˆ
(l),(1)
1 )
T bˆ
(l),(2)
2
]
=
L∑
l=1
[(
vec
(
hˆ
(l)
i1,2
(v
(l−1)
i1
)T
))T
vec
(
hˆ
(l)
i2,2
(v
(l−1)
i2
)T
)
+ (hˆ
(l)
i1,2
)T hˆ
(l)
i2,2
]
=
L∑
l=1
(
(v
(l−1)
i1
)T v
(l−1)
i2
+ 1
)
·
(
(hˆ
(l)
i1,2
)T hˆ
(l)
i2,2
)
.
Hence, we can compute (JTi1x1)
TJTi2x2 without actually forming these two vectors. On the contrary, we can
simply use the vectors hˆ(l)i,2 and v
(l)
i (defined in Section A.5).
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A.7
(
Ji1J
T
i2
)
i1,i2=1,...,N
First, consider computing a single matrix Ji1J
T
i2 for i1, i2 = 1, ..., N . If we denote V
(l−1)
i1,i2
= (v
(l−1)
i1
)T v
(l−1)
i2
+
1, the (j1, j2)-th element of it is computed as
eTj1Ji1J
T
i2ej2 = (J
T
i1ej1)
TJTi2ej2 =
L∑
l=1
(
(v
(l−1)
i1
)T v
(l−1)
i2
+ 1
)(
(hˆ
(l),(j1)
i1,2
)T hˆ
(l),(j2)
i2,2
)
=
L∑
l=1
V
(l−1)
i1,i2
(
(hˆ
(l),(j1)
i1,2
)T hˆ
(l),(j2)
i2,2
)
.
Furthermore, if we denote Hˆ(l)i,2 =
(
hˆ
(l),(1)
i,2 · · · hˆ(l),(mL)i,2
)
, we have that JTi1Ji2 =∑L
l=1 V
(l−1)
i1,i2
(Hˆ
(l)
i1,2
)T Hˆ
(l)
i2,2
.
Furthermore, when computing B, we can use the following shortcut:J1JT1 · · · J1JTN· · · · · · · · ·
JNJ
T
1 · · · JNJTN
 = ( Ji1JTi2 )i1,i2=1,...,N = ( ∑Ll=1 V (l−1)i1,i2 (Hˆ(l)i1,2)T Hˆ(l)i2,2 )i1,i2=1,...,N
=
L∑
l=1
(
V
(l−1)
i1,i2
(Hˆ
(l)
i1,2
)T Hˆ
(l)
i2,2
)
i1,i2=1,...,N
=
L∑
l=1
(
V
(l−1)
i1,i2
1mL×mL
)
i1,i2=1,...,N

(
(Hˆ
(l)
i1,2
)T Hˆ
(l)
i2,2
)
i1,i2=1,...,N
(where  denotes pointwise multiplication, and 1m×m denotes an m×m matrix of all ones)
=
L∑
l=1
(
V (l−1) ⊗ 1mL×mL
)

(
(Hˆ
(l)
2 )
T Hˆ
(l)
2
)
(let Hˆ(l)2 =
(
Hˆ
(l)
1,2 · · · Hˆ(l)N,2
)
, let V (l) =
(
V
(l)
i1,i2
)
i1,i2=1,...,N
)
The cost of computing the above expression is O(Lm2LN
2 +
∑N
l=1
(
mlm
2
LN
2 +m2LN
2 +ml−1N2
)
) =
O(m2LN
2∑N
l=1ml).
Then, we have Algorithm 7.
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Algorithm 7 Compute a |S| × |S| block matrix (Ji1JTi2)i1,i2∈S
1: Input: θ, hi, vi (i ∈ S), S
2: Output:
(
Ji1J
T
i2
)
i1,i2∈S
3: for i ∈ S do
4: for j = 1, ...,mL do
5:
(
hˆ
(l),(j)
i,2
)
l=1,...,L
= Compute_J_transpose_V(ej , θ, hi, vi) (partly-computing mode)
6: {see Algorithm 5}
7: end for
8: end for
9: for l = 1, ..., L do
10: for i ∈ S do
11: v˜(l−1)i =
(
v
(l−1)
i
1
)
12: Hˆ(l)i,2 =
(
hˆ
(l),(1)
2 · · · hˆ(l),(mL)2
)
13: end for
14: v˜(l−1) =
(
v˜
(l−1)
i
)
i∈S
{arranged in a row}
15: Hˆ(l)2 =
(
Hˆ
(l)
i,2
)
i∈S
{arranged in a row}
16: Bl =
((
(v˜(l−1))T v˜(l−1)
)⊗ 1mL×mL) ((Hˆ(l)2 )T Hˆ(l)2 )
17: end for
18: return
∑L
l=1Bl
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