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Abstract
We present a simple and fast algorithm for computing
the N -th term of a given linearly recurrent sequence.
Our new algorithm uses O(M(d) logN) arithmetic op-
erations, where d is the order of the recurrence, and
M(d) denotes the number of arithmetic operations for
computing the product of two polynomials of degree d.
The state-of-the-art algorithm, due to Fiduccia (1985),
has the same arithmetic complexity up to a constant
factor. Our algorithm is simpler, faster and obtained
by a totally different method. We also discuss several
algorithmic applications, notably to polynomial modu-
lar exponentiation and powering of matrices.
Keywords: Algebraic Algorithms; Computational
Complexity; Linearly Recurrent Sequence; Rational
Power Series; Fast Fourier Transform
1 Introduction
1.1 General context Computing efficiently selected
terms in sequences is a basic and fundamental algo-
rithmic problem, whose applications are ubiquitous,
for instance in theoretical computer science [65, 49],
algebraic complexity theory [59, 73], computer alge-
bra [28, 71, 48], cryptography [31, 32, 29, 33], algorith-
mic number theory [72, 1], effective algebraic geome-
try [12, 36], numerical analysis [52, 51] and computa-
tional biology [56].
In simple terms, the problem can be formulated as
follows:
Given a sequence (un)n≥0 in an effective
ring0 R, and given a positive integer N ∈ N,
compute the term uN as fast as possible.
Here, the input (un)n≥0 ∈ RN is assumed to be
a recurrent sequence, specified by a data structure
0The ring R is assumed to be commutative with unity and
effective in the sense that its elements are represented using some
data structure, and there exist algorithms for performing the basic
ring operations (+,−,×) and for testing equality of elements in R.
consisting in a recurrence relation and sufficiently many
initial terms that uniquely determine its terms.
Efficiency is measured in terms of ring operations
(algebraic model), or of bit operations (Turing machine
model). The cost of an algorithm is respectively esti-
mated in terms of arithmetic complexity or of binary
complexity. Both measures have their own usefulness:
the algebraic model is relevant when ring operations
have essentially unit cost (typically, if R is a finite ring
such as the prime field Fp := Z/pZ), while the bit com-
plexity model is relevant when elements of R have a vari-
able bitsize, and thus ring operations in R have variable
cost (typically, when R is the ring Z of integer numbers).
The recurrence relation satisfied by the input se-
quence (un)n≥0 might be of several types:
(C) linear with constant coefficients, that is of the form,
un+d = cd−1un+d−1 + · · ·+ c0un, n ≥ 0,
for some given c0, . . . , cd−1 in R. In this case we
simply say that (un)n≥0 is linearly recurrent (or,
C-recursive). The most basic examples are the
geometric sequence (qn)n≥0, for q ∈ R, and the
Fibonacci sequence (Fn)n with Fn+2 = Fn+1 + Fn
for n ≥ 0 and F0 = 0, F1 = 1.
(P) linear with polynomial coefficients, of the form,
un+d = cd−1(n)un+d−1 + · · ·+ c0(n)un, n ≥ 0,
for some given rational functions c0(x), . . . , cd−1(x)
in R(x). In this case the sequence is called
holonomic (or, P-recursive). Among the most
basic examples, other than the C-recursive
ones, there is the factorial sequence (n!)n≥0 =
(1, 1, 2, 6, 24, 120, . . .) and the Motzkin sequence
(un)n≥0 = (1, 1, 2, 4, 9, 21, 51, . . .) specified by the
recurrence un+1 = 2n+3n+3 · un +
3n
n+3 · un−1 and the
initial conditions u0 = u1 = 1.
(Q) linear with polynomial coefficients in q and qn, that
is of the form,
un+d = cd−1(q, qn)un+d−1+· · ·+c0(q, qn)un, n ≥ 0,
for some q ∈ R and some rational functions
c0(x, y), . . . , cd−1(x, y) in R(x, y). In this case, the
sequence is called q-holonomic; such a sequence can
be seen as a q-deformation of a holonomic sequence
(in the sense that when q 7→ 1, the limit sequence
tends to be holonomic). A typical example is the
q-factorial [n]q! := (1 + q)· · ·(1 + q + · · ·+ qn−1).
In all these classes of examples, the recurrence
is linear, and the integer d that governs the length
of the recurrence relation is called the order of the
corresponding linear recurrence.
Of course, some interesting sequences satisfy non-
linear recurrences, as is the case for the so-called Somos-
4 sequence (1, 1, 1, 1, 2, 3, 7, 23, . . .) defined by: un+4 =(
un+3un+1+u2n+2
)
/un together with u0 = · · · = u3 = 1,
but we will not consider this larger class in what follows.
To compute the N -th term uN of a sequence of type
(P), resp. (Q), the best known algorithms are presented
in [16, 12], resp. in [9]. In the algebraic model, they rely
on an algorithmic technique called baby-step/giant-step,
allowing to compute uN in a number of operations in R
that is almost linear in
√
N , up to logarithmic factors.
This should be contrasted with the direct iterative
algorithm, of arithmetic complexity linear in N .
In the bit model, the same references provide dif-
ferent algorithms based on a different technique, called
binary splitting; these algorithms are quasi-optimal in
the sense that they are able to compute uN in a num-
ber of bit operations almost linear (up to logarithmic
factors) in the bitsize of the output value uN . Once
again, this should be contrasted with the direct itera-
tive algorithm, whose binary complexity is larger by at
least one order of magnitude (e.g., in case (P) the naive
algorithm has bit complexity O(N3)).
1.2 The case of C-recursive sequences In what
follows, we will restrict our attention to the case (C)
only. This case obviously is a subcase of both cases (P)
and (Q). It presents an exceptional feature with respect
to the algebraic model: contrary to the general cases
(P) and (Q), in case (C) it is possible to compute the
term uN using a number of arithmetic operations in R
that is only logarithmic in N .
For the geometric sequence un = qn, this is known
since Pingala (∼200 BC) who seemingly is the inventor
of the algorithmic method of binary powering, or square-
and-multiply [46, §4.6.3]. The corresponding algorithm
is recursive and based on the equalities
qN =
{
(qN/2)2, if N is even,
q · (qN−12 )2, else.
The arithmetic complexity of this algorithm is bounded
by 2 logN multiplications1 in R, which represents a
tremendous improvement compared to the naive iter-
ative algorithm that computes the term qN in N − 1
multiplications in R, by simply unrolling the recurrence
un+1 = q · un with q0 = 1.
In the general case (C), Miller and Spencer Brown
showed in 1966 [54] that a similar complexity can be
obtained by converting2 the scalar recurrence of order d
(1.1) un+d = cd−1un+d−1 + · · ·+ c0un, n ≥ 0,



























, n ≥ 1,
and by using binary powering in the ringMd(R), of d×d




(MN/2)2, if N is even,
M · (M N−12 )2, else.
From there, uN can be read off the matrix-vector
product vN = MN · v0. The complexity of this method
is O(dθ logN) operations in R, where θ ∈ [2, 3] is any
feasible exponent for matrix multiplication inMd(R).
Strangely enough, the paper [54] of Miller and
Spencer Brown was largely overlooked in the subsequent
literature, and their result has been rediscovered sev-
eral times in the 1980s. For instance, Shortt [68] pro-
posed a O(logN) algorithm for computing the N -th Fi-
bonacci number3,4 and extended it together with Wil-
1In this article, notation log refers to the logarithm in base 2.
2[15, p. 74] calls this un truc bien connu (“a well-known trick”).
3Shortt’s algorithm had actually appeared before, in the 1969
edition of Knuth’s book [45, p. 552], as a solution of Ex. 26 (p. 421,
§4.6.3). The algorithm is based on the so-called doubling formulas
(F2n, F2n−1) = (F 2n+2FnFn−1, F 2n+F 2n−1), actually due to Lucas
(1876) and Catalan (1886), see e.g. [20, Ch. XVII]. The currently
best implementation for computing FN over Z (mpz_fib_ui from
GMP) uses a variant of this method, requiring just two squares
(and a few additions) per binary digit of N .
4Already in 1899, G. de Rocquigny asked “for an expeditious
procedure to compute a very distant term of the Fibonacci
sequence” [19]. In response, several methods (including the one
mentioned by Knuth in [45, p. 552]) have been published one
year later by Rosace (alias), E.-B. Escott, E. Malo, C.-A. Laisant
and G. Picou [66]. This fact does not seem to have been noticed
in the modern algorithmic literature before the current paper,
although the reference [66] is mentioned in Dickson’s formidable
encyclopedic book [20, p. 404].
son [76] to the computation of order-d Fibonacci num-
bers in O(d3 logN) arithmetic operations. The same
cost has also been obtained by Dijkstra [21] and Ur-
banek [75]. Pettorossi [60], and independently Gries
and Levin [34], improved the algorithm and lowered
the cost to O(d2 logN), essentially by taking into ac-
count the sparse structure of the matrix M . See
also [22, 50, 23, 24, 39, 63, 30, 44] for similar algorithms.
1.3 Fiduccia’s algorithm The currently best algo-
rithm is due to Fiduccia5 [26]. It is based on the fol-
lowing observation: the matrix M in (1.2) is the trans-
pose of the companion matrix C which represents the
R-linear multiplication-by-x map from the quotient ring




fore, denoting by e the row vector e = [1 0 · · · 0],
the N -th term uN equals
(1.3)
uN = e·vN = e·MN·v0 =
(
CN · eT
)T·v0 = 〈xN mod Γ, v0〉,
where the inner product takes place between the vector
v0 =
[
u0 · · ·ud−1
]
of initial terms of (un)n≥0, and the
vector whose entries are the coefficients of the remainder
(xN mod Γ) of the Euclidean division of xN by Γ.
Thus, computing uN is reduced to computing the
coefficients of (xN mod Γ), and this can be performed
efficiently by using binary powering in the quotient ring
A := R[x]/(Γ), at the cost of O(logN) multiplications
in A. Each multiplication in A may be performed using
O(M(d)) operations in R [27, Ch. 9, Corollary 9.7],
where M(d) denotes the arithmetic cost of polynomial
multiplication in R[x] in degree d. Using Fast Fourier
Transform (FFT) methods, one may take M(d) =
O(d log d) when R contains enough roots of unity, and
M(d) = O(d log d log log d) in general [27, Ch. 8].
In conclusion, Fiduccia’s algorithm allows the com-
putation of the N -th term uN of a linearly recurrent se-
quence of order d using O(M(d) logN) operations in R.
Since 1985, this is the state-of-the-art algorithm for this
task in case (C).
A closer inspection of the proof of [27, Corollary 9.7]
shows that a more precise estimate for the arithmetic
cost of Fiduccia’s algorithm is
(1.4) F(N, d) = 3 M(d)blogNc+O(d logN)
operations in R. This comes from the fact that squar-
ing6 in A = R[x]/(Γ) is based on a polynomial product
5The idea already appears in the 1982 conference paper [25].
We have discovered that the same algorithm had been sketched
by D. Knuth in the corrections/changes to [46] published in 1981
in [47, p. 28], where he attributes the result to R. Brent. Almost
surely, C. Fiduccia was not aware about this fact.
6Note that multiplying by x in A is much easier and has linear
arithmetic cost O(d).
in degree less than d followed by an Euclidean division
by Γ of a polynomial of degree less than 2d. The Eu-
clidean division is reduced to a power series division by
the reversal Q(x) := xd ·Γ(1/x) of Γ, followed by a poly-
nomial product in degree less than d. The reciprocal of
Q(x) is precomputed modulo xd once and for all (using a
formal Newton iteration) in 3 M(d)+O(d) operations in
R, and then each squaring in A also takes 3 M(d)+O(d)
operations in R. The announced cost from (1.4) follows
from the fact that binary powering uses blogNc squar-
ings and at most blogNc multiplications by x.
1.4 Main results We propose in this paper a new
and simpler algorithm, with a better cost. More
precisely, our first main complexity result is:
Theorem 1. One can compute the N -th term of a
linearly recurrent sequence of order d with coefficients
in a ring R using
T(N, d) = 2 M(d)dlog(N + 1)e+ M(d)
arithmetic operations in R.
The proof of this result is based on a very natural
algorithm, which will be presented in Section 2.1. Let us
remark that it improves by a factor of 1.5 the complexity
of Fiduccia’s algorithm. This factor is even higher in
the FFT setting, where polynomial multiplication is
assumed to be performed using Fast Fourier Transform
techniques. In this setting, we obtain the following
complexity result, which will be proved in Section 4.
Theorem 2. One can compute the N -th term of a
linearly recurrent sequence of order d with coefficients
in a field K supporting FFT using7
∼ 23 M(d) log(N)
arithmetic operations in K.
Algorithms 1 and 2 (underlying Theorem 1) and
Algorithm 11 (underlying Theorem 2) are both of LSB-
first (least significant bit first) type. This prevents
them from computing simultaneously several consecu-
tive terms of high indices, such as uN , . . . , uN+d−1. This
makes a notable difference with Fiduccia’s algorithm
from §1.3. For this reason, we will design a second al-
gorithm, of MSB-first (most significant bit first) type,
by “transposing” Algorithm 1.
This leads to the following complexity result.
7Here, and in what follows, the “equivalent” sign ∼ is to be
understood for fixed N and d going to infinity.
Theorem 3. One can compute the terms of indices
N−d+1, . . . , N of a linearly recurrent sequence of order
d with coefficients in a ring R using
(2 M(d) + d)dlog(N + 1)e+O(M(d))
arithmetic operations in R.
The method underlying this complexity result is
based on Algorithms 5, 6 and 8, which are presented
in Section 3. Along the way, using the MSB-first
Algorithm 5, we improve the cost of polynomial modular
exponentiation, which is a central algorithmic task in
computer algebra, with many applications. Since this
result has an interest per se, we isolate it here as our
last complexity result.
Theorem 4. Given N ∈ N and a polynomial Γ(x) in
R[x] of degree d, one can compute xN mod Γ(x) using
(2 M(d) + d)dlog(N + 1)e+ M(d)
arithmetic operations in R.
This complexity of ∼ 2 M(d) logN compares favor-
ably with the currently best estimate of ∼ 3 M(d) logN
obtained by square-and-multiply in the quotient ring
R[x]/(Γ(x)), combined with fast modular multiplica-
tions performed either classically [27, Corollary 9.7], or
using Montgomery’s algorithm [55]. In the FFT setting,
the gain is even larger, and our results improve on the
best estimates, due to Mihăilescu [53].
1.5 Structure of the paper In Section 2 we propose
our LSB-first (least significant bit first) algorithm for
computing the N -th term of a C-recursive sequence.
We design in Section 3 a second algorithm, which is an
MSB-first (most significant bit first) variant, and discuss
several algorithmic applications, including polynomial
modular exponentiation and powering of matrices. In
Section 4 we specialize and analyze Algorithm 1 in the
specific FFT setting, where polynomial multiplication
is based on Discrete Fourier Transform techniques, and
we compare it with the FFT-based Fiduccia’s algorithm.
We conclude in Section 5 by a summary of results and
plans of future work.
2 The LSB-first algorithm and applications
We will prove Theorem 1 in §2.1, where we propose
the first main algorithms (Algorithms 1 and 2), which
are faster than Fiduccia’s algorithm. Then, in §2.2 we
instantiate them in the particular case of the Fibonacci
sequence. The resulting algorithm is competitive with
state-of-the-art algorithms.
2.1 LSB-first algorithm: Proof of Theorem 1
In this section, we give the proof of Theorem 1. Let us







We use the following classical characterization of gener-
ating functions of linearly recurrent sequences [64]. To
be self-contained, we include a proof.
Lemma 1. A sequence (un)n≥0 is linearly recurrent
of order d if and only if its generating function is
F (x) = P (x)/Q(x) for some polynomials P (x) of degree
at most d− 1 and Q(x) of degree d satisfying Q(0) = 1.
Proof. Assume (un)n≥0 is a linearly recurrent sequence
of order d. Let us define Q(x) := 1− cd−1x−· · ·− c0xd,
that is the reversal of the characteristic polynomial
Γ(x) = xd −
∑d−1
i=0 cix
i of recurrence (1.1). Then,
P (x) := Q(x) · F (x) is a polynomial of degree less
than d. This is immediately seen by checking that, for
any n ≥ 0, the coefficient of xn+d in the power series
Q(x) ·F (x) is equal to un+d− cd−1un+d−1− · · · − c0un,
hence it is zero by (1.1).
Conversely, assume that the generating function of
a sequence (un)n≥0 is F (x) = P (x)/Q(x) for some
polynomials P (x) and Q(x) satisfying the conditions in
the lemma. Then, Q(x)F (x) = P (x) implies that the
coefficient of xn+d in Q(x)F (x) is zero for all integers
n ≥ 0. Hence, the linear recurrence equation (1.1) must
be satisfied, where 1− cd−1x− · · · − c0xd := Q(x).
Proof of Theorem 1. From the values u0, . . . , ud−1 and
c0, . . . cd−1, we obtain Q(x) := 1 − cd−1x − · · · − c0xd
without any operations in R, and can compute P (x) :=
(u0 + · · ·+ud−1xd−1) ·Q(x) mod xd using at most M(d)
operations in R. According to Lemma 1, our goal is to
compute
uN = [xN ]
P (x)
Q(x) ,
where [xN ] F (x) denotes the coefficient of xN in F (x) ∈
R[[x]]. From Lemma 1, we can assume that Q(0) = 1.
But, for the sake of generality, in the following, we only
assume that Q(0) is invertible in R. If N = 0, we have
uN = P (0)/Q(0). If N ≥ 1, we multiply Q(−x) by the
numerator P (x) and the denominator Q(x), and obtain
uN = [xN ]
P (x)Q(−x)
Q(x)Q(−x) .
Here, Q(x)Q(−x) is an even polynomial, which means
that all coefficients of x2n+1 for integers n ≥ 0 in this
Algorithm 1 (OneCoeff)
Input: P (x), Q(x), N Output: [xN ] P (x)Q(x)
Assumptions: Q(0) invertible and deg(P ) <
deg(Q) =: d
1: while N ≥ 1 do






















9: N ← bN/2c
10: return P (0)/Q(0)
polynomial are equal to 0. Hence, there exists a unique
polynomial V (x) satisfying V (x2) = Q(x)Q(−x). Here,
the degree of V (x) is d and V (0) = Q(0)2 is invertible
in R. Now, we obtain
uN = [xN ]
U(x)
V (x2)
for U(x) := P (x)Q(−x). The numerator U(x) has
degree at most 2d− 1. Here, 1/V (x2) is an even formal
power series. That implies that if N is even (or odd),
we can ignore the odd (or even) part of U(x). Let
Ue(x) and Uo(x) be the even and odd parts of U(x),
respectively, i.e., Ue(x) :=
∑d−1
i=0 U2ix
i and Uo(x) :=∑d−1
i=0 U2i+1x
i for U(x) =
∑2d−1
i=0 Uix
i. Then, we obtain





V (x2) , if N is even
[xN ] xUo(x
2)
V (x2) , else.
=
{
[xN/2] Ue(x)V (x) , if N is even
[x(N−1)/2] Uo(x)V (x) , else.
Here, Ue(x) and Uo(x) are polynomials of degree at most
d− 1, while V (x) is a polynomial of degree d satisfying
that V (0) is invertible in R. Hence, we can repeat this
reduction until N ≥ 1.
Our algorithm for computing [xN ] P (x)/Q(x) is
summarized in Algorithm 1, and its immediate con-
sequence for computing the N -th term of the lin-
early recurrent sequence (un)n≥0 defined by eq. (1.1)
is displayed in Algorithm 2. Algorithm 1 has com-
plexity 2 M(d)dlog(N + 1)e and Algorithm 2 has cost
2 M(d)dlog(N+1)e+M(d), which proves Theorem 1.
Note that Algorithms 1 and 2 use an idea similar to
the ones in [11, 10] which were dedicated to the larger
Algorithm 2 (OneTerm)
Input: rec. (1.1), u0, . . . , ud−1, N Output: uN
Assumptions: Γ(x) = xd −
∑d−1
i=0 cix
i with c0 6= 0
1: Q(x)← xdΓ(1/x)
2: P (x)← (u0 + · · ·+ ud−1xd−1) ·Q(x) mod xd
3: return [xN ]P (x)/Q(x) . using Algorithm 1
class of algebraic power series, but restricted to positive
characteristic only. Algorithm 1 also shares common
features with the technique of section operators [2,
Lemma 4.1] used by Allouche and Shallit to compute
the N -th term of k-regular sequences [2, Corollary 4.5]
in O(logN) ring operations.
Algorithm 1 can be interpreted at the level of re-
currences as computing ∼ logN new recurrences pro-
duced by the Graeffe process, which is a classical tech-
nique to compute the largest root of a real polyno-
mial [40, 57, 58]. Interestingly, the Graeffe process has
been used in a purely algebraic context by Schönhage
in [67, §3] for computing the reciprocal of a power series,
see also [14, §2]. However, our paper seems to be the
first reference where the Graeffe process and the section
operators approach are combined together.
2.2 New algorithm for Fibonacci numbers To
illustrate the mechanism of Algorithm 1, let us instan-
tiate it in the particular case of the Fibonacci sequence




n is x/(1 − x − x2).
Therefore, the coefficient FN = [xN ] x1−x−x2 is equal to
[xN ] x(1 + x− x
2)
1− 3x2 + x4 =
{
[xN2 ] x1−3x+x2 , if N is even,
[xN−12 ] 1−x1−3x+x2 , else.
The computation of FN is reduced to that of a coefficient
of the form
[xN ] a+ bx1− cx+ x2 = [x
N ] (a+ bx)(1 + cx+ x
2)
1− (c2 − 2)x2 + x4
which is equal to{
[xN2 ] a+(bc+a)x1−(c2−2)x+x2 , if N is even,
[xN−12 ] (ac+b)+bx1−(c2−2)x+x2 , else.
This yields Algorithm 3 for the computation8 of FN .
8Notice that the same algorithm can be used to compute ef-
ficiently the N -th Fibonacci polynomial, or the N -th Cheby-
shev polynomial. Fibonacci polynomials in R[t] are defined by
Fn+2(t) = t · Fn+1(t) + Fn(t) with F0(t) = 1 and F1(t) = 1. It is
sufficient to initialize c to t2 +2 (instead of 3) and b to t when N is
even (instead of 0). The complexity of this algorithm is O(M(N))
operations in R, which is quasi-optimal.
Algorithm 3 (NewFibo) Input: N Output: FN
Assumptions: N ≥ 2
1: c← 3
2: if N is even then
3: [a, b]← [0, 1]
4: else
5: [a, b]← [1,−1]
6: N ← bN/2c
7: while N > 1 do
8: if N is even then
9: b← a+ b · c
10: else
11: a← b+ a · c
12: c← c2 − 2
13: N ← bN/2c
14: return b+ a · c
In the direct application of Algorithm 1 to the Fibonacci
sequence, the condition N > 1 in line 7 should be
N ≥ 1 and b + a · c in line 14 should be a. But, in
that case, there is a redundant product c2 in line 12
when N = 1. This modification saves one multiplication
and one subtraction. This saving is crucial over the
integers, when we consider bit complexity, since c grows
exponentially in the iterations, and the bit complexity
of the redundant multiplication c2 occupies a constant
factor of the whole bit complexity.
A close inspection reveals that this algorithm com-
putes FN by a recursive use of the formula
FN = L2blog Nc · FN−2blog Nc + (−1)N · F21+blog Nc−N ,
which is a particular instance of the classical formula
Fn+m = LmFn + (−1)nFm−n
relating the Fibonacci numbers and the Lucas numbers
Ln = Fn+1 + Fn−1.
When N is a power of 2, then Algorithm 3 degener-
ates into Algorithm 4. This is equivalent to Algorithm
fib(n) in [18, Fig. 6]9. It uses 2 log(N)−3 products (of
which log(N)−2 are squarings) and log(N)−2 subtrac-
tions.
When N is arbitrary, Algorithm 3 has essentially
the same cost: it uses at most 2 log(N)− 1 products (of
which at most log(N)−1 are squarings) and 2blog(N)c−
1 additions/subtractions. In contrast, [18, Fig. 6] uses
a more complex algorithm, with higher cost.
A nice feature of Algorithm 3 is not only that it is
simple and natural, but also that its arithmetic and bit
9This algorithm had also appeared before, in Knuth’s book [45,
p. 552, second solution].
Algorithm 4 Input: N Output: FN
Assumptions: N ≥ 2 and N is a power of 2
1: [b, c]← [1, 3]
2: N ← bN/2c
3: while N > 2 do
4: b← b · c
5: c← c2 − 2
6: N ← bN/2c
7: return b · c
complexity match the complexities of the state-of-art
algorithms for computing Fibonacci numbers [74].
3 The MSB-first algorithm and applications
We present in §3.1 a “most significant bit” (MSB)
variant (Algoritm 5) of Algoritm 1. Then we discuss
various applications of Algorithms 1 and 5. In §3.2
we design a faster algorithm for polynomial modular
exponentiation, that we use in §3.3 to design a faster
Fiduccia-like algorithm for computing a slice of d terms
of indices N−d+1, . . . , N in ∼ 2 M(d) logN operations.
3.1 The MSB-first algorithm In Fiduccia’s algo-




i of P/Q is given by the inner
product 〈xN mod Γ(x), v0〉, where Γ is the reversal poly-
nomial of Q and v0 is the vector of initial coefficients[
u0 · · · ud−1
]
. Here, xN mod Γ(x) depends only on
the linear recurrence equation (1.1), and is independent
of the initial terms v0. Hence, if we want to compute the
N -th terms of k different linearly recurrent sequences
that share the same linear recurrence equation (1.1),
we can first determine ρ(x) := xN mod Γ(x), and then
〈ρ, v(i)0 〉 for i = 1, . . . , k, where v
(i)
0 denotes the vector of
d initial terms of the i-th sequence. The total arithmetic
complexity of this algorithm is O(M(d) logN +kd); this
is faster than Fiduccia’s algorithm repeated indepen-
dently k times, with cost O(kM(d) logN).
On the other hand, in Algorithm 1 we iteratively
update both the denominator and numerator, and each
new numerator depends on the original numerator P (x)
which encodes the initial d terms of the sequence.
Hence, it is not a priori clear how to obtain with
Algorithm 1 the good feature of Fiduccia’s algorithm.
In this section, we present an algorithm that com-
putes uN with complexity equal to that of Algorithm 1
and which, in addition, achieves the costO(M(d) logN+
kd) for the above problem with k sequences.
While Algorithm 1 looks at N from the least
significant bit (LSB), the main algorithm presented in
this section (Algoritm 5) looks at N from the most
Algorithm 5 (SliceCoeff)
Input: Q(x), N Output: FN,d(1/Q(x))
Assumptions: Q(0) invertible and deg(Q) =: d
1: function SliceCoeff(N , Q(x))
2: if N = 0 then
3: return xd−1/Q(0)








6: W (x)← SliceCoeff(bN/2c, V (x))
7: if N is even then
8: S(x)← xW (x2)
9: else
10: S(x)←W (x2)








significant bit (MSB). In fact, Algoritm 5 is essentially
equivalent to “the transposition” of Algorithm 1 in the
sense of [8]. This is the reason why this MSB-first
algorithm has the same cost as Algorithm 1. However,
in order to keep the presentation self-contained, we are
not going to appeal here to the general machinery of
algorithmic transposition tools, but rather derive the
transposed algorithm “by hand”, by a direct reasoning.
In order to compute [xN ]P (x)/Q(x), it is sufficient
to compute the (N − d + 1)-th term to the N -th term







i. Our goal is to


























where V (x2) := Q(x)Q(−x).
In the second equality, we ignore the terms of
1/V (x2) except for the (N − 2d + 1)-th term to the
N -th term. In the third equality, we use the fact
that FN,d(xA(x)) = FN−1,d(A(x)). Let now W (x) :=










xW (x2), if N is even
W (x2), else.
Algorithm 6 (OneCoeffT)
Input: P (x), Q(x), N Output: [xN ] P (x)Q(x)
Assumptions: Q(0) invertible, deg(P ) < deg(Q) =: d
1: U ← FN,d(1/Q(x)) using Algorithm 5 .
U = uN−d+1 + · · ·+ uNxd−1





Input: P1, . . . , Pk, Q,N Output: [xN ] PjQ , j = 1, . . . , k
Assumptions: Q(0) invertible, deg(P ) < deg(Q) =: d
1: U ← FN,d(1/Q(x)) using Algorithm 5 .
U = uN−d+1 + · · ·+ uNxd−1
2: return p(j)0 uN + · · ·+ p
(j)







The resulting method for computing FN,d(1/Q(x)) is
summarized in Algorithm 5, and its applications to the
computation of [xN ]P/Q, and to [xN ]P (i)/Q for several
i = 1, . . . , k, are displayed in Algorithms 6 and 7.
Let us analyze the complexity of Algorithms 5
and 6 more carefully. At each step, Algorithm 5 com-
putes Q(x)Q(−x) and Q(−x)S(x), where the degrees of
Q(x) and S(x) are d and at most 2d − 1, respectively.
Hence a direct analysis concludes that its complexity
is 3 M(d) logN operations in R. However, an improve-
ment comes from the remark that not all coefficients of
Q(−x)S(x) are needed: it is sufficient to compute the d-
th coefficient to the (2d−1)-th coefficient of Q(−x)S(x).
This operation is known as “the middle product”, and
can be performed with the same arithmetic complexity
as the standard product of two polynomials of degree d,
plus a few d additional operations [35, 8]. Therefore,
if steps 11 and 12 of Algorithm 5 are performed “at
once” using a middle product, then the arithmetic com-
plexity drops to (2 M(d) + d) logN . This complexity is
also inherited by Algorithm 6, which uses at most 2d
additional operations in the last step.
It should be obvious at this point that the slight
variant Algorithm 7 of Algorithm 6 achieves arithmetic
complexity O(M(d) logN + kd) for the aforementioned
problem with k sequences, and more precisely its cost
is of at most (2 M(d) + d) logN + 2kd operations in R.
In conclusion, Algorithm 5 achieves the same arith-
metic complexity as Algorithm 1 and it extends to Al-
gorithms 6 and 7. All algorithmic techniques specific to
the FFT setting, that we will describe in Section 4, can
also be applied to Algorithms 5, 6 and 7, yielding the
same complexity gains.
Algorithm 8 (NewModExp)
Input: Γ(x), N Output: xN mod Γ(x)
Assumptions: lcoeff(Γ) invertible, Γ(0) 6= 0 and
deg(Γ) =: d
1: Q(x)← xdΓ(1/x)
2: u(x)← FN,d(1/Q(x)) . using Algorithm 5
3: v(x)← u(x)Q(x) mod xd
4: return v(1/x)xd−1
3.2 Faster modular exponentiation The algo-
rithms of §3.1 are not only well-suited to compute the
N -th terms of several sequences satisfying the same re-
currence. In this section, we show that they also per-
mit a surprising application to the computation of poly-
nomial modular exponentiations. This fact has many
consequences, since modular exponentiation is a central
algorithmic task in algebraic computations. In §3.3,
we will discuss a first application in relation with the
main topic of our article. Namely, we will design a new
Fiduccia-style algorithm for the computation of the N -
th term, and actually of a whole slice of k ≥ d terms, in
(2 M(d) + d) logN +O((k + d)M(d)/d) ring operations.
More consequences will be separately discussed in §3.4.
Assume we are given a polynomial Γ(x) ∈ R[x] of
degree d, an integer N , and that we want to compute
ρ(x) := xN mod Γ(x). Without loss of generality, we
may assume Γ(0) 6= 0. Let Q(x) ∈ R[x] be the reversal
of Γ(x), that is Q(x) := xdΓ(1/x). Let us denote the




equation (1.3) implies that
(3.5)
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is the Hankel matrix
H :=

a0 · · · ad−1
a1 · · · ad
...
ad−1 · · · a2d−2
 .
Note that the matrix H is invertible, as its determinant
is equal (up to a sign) to ([xd]Q)d−1 = Γ(0)d−1.
Therefore, r (and thus ρ) can be found by
(1) computing
[
aN · · · aN+d−1
]
using Algorithm 5;
(2) solving the Hankel linear system (3.5).
Step (1) has arithmetic cost (2 M(d) + d) log(N + d),
while step (2) has negligible cost O(M(d) log d) us-
ing [13], see also [6, Ch. 2, §5].
It is actually possible to improve a bit more on this
algorithm, by using the next lemma.
Lemma 2. Let N ∈ N and let Γ(x) ∈ R[x] be of
degree d with Γ(0) 6= 0. Let Q(x) ∈ R[x] be its




i, and let u(x) be FN,d(1/Q(x)) = aN−d+1+
· · ·+aNxd−1. Define v(x) to be u(x)Q(x) mod xd. Then
xN mod Γ(x) = v(1/x)xd−1.
Proof. Write the Euclidean division xN = L(x) ·Γ(x) +
ρ(x), where deg(L) = N − d and ρ(x) = r0 + · · · +
rd−1x
d−1. Replacing x by 1/x on both sides, and
then multiplying by xN yields 1 = Lrev(x) · Q(x) +
xN−d+1 · ρ̃(x), where Lrev(x) = xN−d · L(1/x) and
ρ̃(x) = xd−1 · ρ(1/x). In other words
1
Q(x) = Lrev(x) + x
N−d+1 · ρ̃(x)
Q(x) .
Since Lrev(x) has degree at most N − d, it follows that
u(x) = ρ̃(x)Q(x) mod x
d. Therefore, ρ̃(x) is equal to v(x),
and the conclusion follows.
The merit of Lemma 2 is that it shows that
computing xN mod Γ(x) can be reduced to comput-
ing FN,d(1/Q(x)), plus a few additional operations
with negligible cost M(d). The resulting method
is presented in Algorithm 8, whose complexity is
(2 M(d) + d) logN + M(d). This proves Theorem 4.
Note that Algorithm 8 is simpler, and faster by a
factor of 1.5, than the classical algorithm based on bi-
nary powering in the quotient ring R[x]/(Γ(x)). Algo-
rithm 5, and hence also Algorithm 8, admits a special-
ization into the FFT setting (Algorithm 13 in §4) with
complexity ∼ 23 M(d) logN . Similarly to the case of
Algorithm 11 in §4, this FFT variant of Algorithm 8
is faster by a factor of 2.5 than Shoup’s (compara-
tively simple) algorithm [70, §7.3], and by a factor
of 1.625 than the (much more complex) algorithm of
Mihăilescu [53].
This speed-up might be beneficial for instance in
applications to polynomial factoring in Fp[x], where
one time-consuming step to factor f ∈ Fp[x] is the
computation of xp mod f , see [27, Algorithms 14.3,
14.8, 14.13, 14.15, 14.31, 14.33 and 14.36], and also [70,
48].
It is also so in point-counting methods such as
Schoof’s algorithm and the Schoof-Elkies-Atkin (SEA)
algorithm [7, Ch. VII], the second one being the best
known method for counting the number of points of el-
liptic curves defined over finite fields of large character-
istic. Indeed, the bulks of these algorithms are computa-
tions of xq modulo the “division polynomial” f`(x) and
of xq modulo the “modular polynomial” Φ`(x), where
` = O(log(q)) and deg(f`) = O(`2), deg(Φ`) = O(`).
As a final remark, note that while Fiduccia’s al-
gorithm shows that computing the terms of indices
Algorithm 9 Input: rec. (1.1), u0, . . . , ud−1, N
Output: uN , . . . , uN+d−1
Assumptions: Γ(x) = xd −
∑d−1
i=0 cix
i with c0 6= 0
1: ρ(x)← xN mod Γ(x) . using Algorithm 8
2: U(x)← u0 + · · ·+ u2d−2x2d−2 . using Algorithm
in [69, p. 18]




4: return [vd, . . . , v2d−1]
N, . . . , N + d − 1 of a linearly recurrent sequence of
order d can be reduced to polynomial modular expo-
nentiation (xN mod Γ(x)), Algorithm 8 shows that the
converse is also true: polynomial modular exponentia-
tion can be reduced to computing the terms of indices
N, . . . , N + d− 1 of a linearly recurrent sequence of or-
der d. Therefore, these two problems are computation-
ally equivalent. To our knowledge, this important fact
seems not to have been noticed before.
3.3 A new Fiduccia-style algorithm We conclude
this section by discussing a straightforward application
of Algorithm 8. This is based on the next equality,
generalizing (3.5) to any k ≥ 1:
(3.6)
[
uN · · · uN+k−1
]
= r×Hk,
where as before r =
[
r0 · · · rd−1
]
is the coefficients
vector of ρ =
∑d−1
i=0 rix
i, with ρ = xN mod Γ(x), and
Hk is the Hankel matrix
Hk :=

u0 · · · ud−1 · · · · · · uk−1





ud−1 · · · u2d−2 · · · · · · · · · uk+d−2
 .
The matrix Hk is built upon the first terms of the
sequence (un)n≥0 satisfying recurrence (1.1) with char-




lently, from the power series expansion of the rational
function P/Q with Q(x) = xd Γ(1/x).
Note that the entries of Hk can be computed
either from P and Q, or from the recurrence (1.1)
together with the initial terms u0, . . . , ud−1, using
O((k + d) M(d)/d) arithmetic operations, by the algo-
rithm in [69, Thm. 3.1], see also [8, §5]. To compute
uN , . . . , uN+k−1 it thus only remains to perform the
vector-matrix product (3.6).
When k = 1, the product r×H1 costs 2d operations
and it yields the term uN .
When k ≥ d, the product r × Hk can be reduced




i, and this can be performed using
dk+dd eM(d) arithmetic operations. As a consequence,
the whole slice of coefficients uN+i = [xN+i]P/Q for
i = 0, . . . , k − 1, can be computed using Algorithm 8
and eq. (3.6) for a total cost of arithmetic operations of







When k = d, this proves Theorem 3. The corresponding
algorithm is given as Algorithm 9.
We emphasize that this variant of Fiduccia’s algo-
rithm is different from Algorithm 1. It is actually a bit
slower than Algorithm 1 when k = 1. However, when
k > 1 terms are to be computed, it should be preferred
to repeating k times Algorithm 1. It also compares fa-
vorably with Fiduccia’s original algorithm, whose adap-
tion to k terms has arithmetic complexity
3 M(d) logN +O
(





3.4 Applications In this section, we discuss more
applications of the MSB-first algorithms (Algorithm 5
and 8) presented in §3.1 and §3.2. We deal with the case
of multiplicities (§3.4.1), and explain a new way to speed
up computations in that case. Then, we address another
application, to faster powering of matrices (§3.4.2).
To simplify matters, we assume in this section that
R = K is a field.
3.4.1 The case with multiplicities Hyun and his
co-authors [42, 41] addressed the following question: is
it possible to compute faster the N -th term of a linearly
recurrent sequence when the characteristic polynomial
of the recurrence has multiple roots? By the Chinese
Remainder Theorem, it is sufficient to focus on the case
where the characteristic polynomial is a pure power of
a squarefree polynomial. In other words, the main step
of [42, Algorithm 1] is to compute xN mod Q, where
Q = (Q?)m and Q? is the squarefree part of Q. Under
suitable invertibility conditions, the problem is solved
in [42, 41] in O(M(d?) logN + M(d) log d) operations in
K, where d? = deg(Q?) and d = deg(Q) = m · d?.
This cost is obtained using an algorithm based on bi-
variate computations, using the isomorphisms between
K[x]/(Q) and K[y, x]/(Q?(y), (x − y)m) made effective
by the so-called tangling / untangling operations. We
now propose an alternatively fast, but simpler, algo-
rithm with the same cost.
Let us explain this on an example, for “multiple-
Fibonacci numbers”, that is when Q has the form
(Q?)m, with Q? = 1− x− x2 and d? = 2, d = 2m.
Assume we want to compute the N -th coefficient
uN in the power series expansion of (x/(1− x− x2))m.
The cost of Fiduccia’s algorithm, and also of our new
algorithms, is O(M(m) · logN).
Let us explain how we can lower this to O(logN +
M(m) logm). The starting point is the observation
that, by the structure theorem of linearly recurrent
sequences [15, §A.(I)] (see also [62, §2]), uN is of the
form wm(N)φN +vm(N)ψN , where φ and ψ are the two
roots of 1+x = x2 and wm, vm are polynomials inK[x] of
degree less than m. By an easy liner algebra argument,
uN is thus equal to Wm(N)FN + Vm(N)FN+1, where
Wm(x) and Vm(x) are polynomials in K[x] of degree
less than m. These polynomials can be computed by
(structured) linear algebra from the first 2m values of
the sequence (un), in complexity O(M(m) logm).
For instance, when d = 2, we have U2(x) =
−(x + 1)/5 and V2(x) = 2x/5. Once Um and Vm are
determined, it remains to compute FN and FN+1 using
Algorithm 9 in O(logN) operations in K, then to return
the value Wm(N) · FN + Vm(N) · FN+1.
The arguments extend to the general case
and yields an algorithm of arithmetic complexity
(2 M(d?) + d?) logN +O(M(d) log d).
3.4.2 Faster powering of matrices Assume we are
given a matrix M ∈Md(K), an integer N , and that we
want to compute the N -th power MN of M .
The arithmetic complexity of binary powering in
Md(K) is O(dθ logN) operations in K, where as before
θ ∈ [2, 3] is any feasible exponent for matrix multiplica-
tion inMd(K).
A better algorithm consists in first computing the
characteristic polynomial Γ(x) of the matrix M , then
the remainder ρ(x) := xN mod Γ(x), and finally eval-
uating the polynomial ρ(x) at M . By the Cayley-
Hamilton theorem, ρ(M) = MN . The most costly
step is the computation of ρ, which can be done as ex-
plained in §3.2 using ∼ 2 M(d) log(N) operations in K.
The cost of the other two steps is independent of N ,
and it is respectively O(dθ log d) [43] and O(dθ+ 12 ), this
last cost being achieved using the Paterson-Stockmeyer
baby-step/giant-step algorithm [59]. The total cost of
this algorithm is (2 M(d) + d) log(N) +O(dθ+ 12 ).
Note that a faster variant (w.r.t. d), of cost
(2 M(d) + d) log(N) + O(dθ log d), can be obtained us-
ing [28, Corollary 7.4]. The corresponding algorithm
is based on the computation of the Frobenius (block-
companion) form of the matrixM , followed by the pow-
ering of companion matrices, which again reduces to
modular exponentiation.
4 Analysis under the FFT multiplication model
In this section, we specialize, optimize and analyze
the generic Algorithm 1 to the FFT setting, in which
polynomial products are assumed to be performed using
the discrete Fourier transform (DFT), and its inverse.
To do this, we will assume that the base ring R
possesses roots of unity of sufficiently high order. To
simplify the exposition, R will be supposed to be a field,
but the arguments also apply without this assumption,
modulo some technical complications, see [27, §8.2].
4.1 Discrete Fourier Transform for polynomial
products Let K be a field with a primitive n-th root
ωn of unity. Let A ∈ K[x] be a polynomial of degree at
most d ≤ n− 1. The DFT Â of A is defined by





n for y = 0, 1, . . . , n− 1.
Here, Ay = 0 for y > d. It is classical that the DFT map
is an invertible K-linear transform from Kn to itself, and









n for i = 0, 1, . . . , n− 1.
For computing the polynomial multiplication
C(x) = A(x)B(x) for given A(x), B(x) ∈ K[x] of degree
at most d, it is sufficient to compute the DFT of C(x)
for n ≥ 2d+1. Since Ĉy = C(ω−yn ) = A(ω−yn )B(ω−yn ) =
ÂyB̂y, the polynomial C(x) can be computed using two
DFTs and one inverse DFT.
Let E(n) be an arithmetic complexity for computing
a DFT of length n. Then the cost of polynomial
multiplication in K[x] is governed by
M(d) = 3 E(2d) +O(d).
4.2 Fast Fourier Transform In this subsection, we
briefly recall the Fast Fourier Transform (FFT), which
gives the quasi-linear estimate E(n) = O(n logn).


































Similarly, we have Ân/2+y = Âey − ω−yn Âoy. We
















for y = 0, 1, . . . , n/2− 1.
Thus, computing a DFT in size n reduces to two DFTs
in size n/2. More precisely, E(n) ≤ 2 E(n/2)+(3/2)n. If
n is a power of two, n = 2k, and if the field K contains a
primitive 2k-th root of unity (as is the case for instance
when K = C, K = Fp for a prime number p satisfying
2k | p − 1), this reduction can be repeated k = logn
times, and it yields the estimate E(n) = 32n logn.
The corresponding algorithm is called the decimation-
in-time Cooley–Tukey fast Fourier transform [17], see
also [5, §2].
By the arguments of §4.1, we conclude that polyno-
mial multiplication in K[x] can be performed in arith-
metic complexity
M(d) = 9 d log d+O(d).
4.3 Efficiently doubling the length of a DFT In
the FFT setting, it is useful for many applications to
compute efficiently a DFT of length 2n starting from
DFT of length n.
Assume n ≥ d+ 1 and we have at our disposal the
DFT Â of A, of length n. Assume that we want to
compute the DFT Â(2n) of length 2n.
The simplest algorithm is to apply the inverse DFT
of length n to obtain A, and then to apply the DFT
of length 2n to A. This costs E(n) + E(2n) arithmetic
operations, that is 92n logn+ 3n operations in K.




























where Bi := ω−i2nAi for i = 0, 1, . . . , n − 1. We obtain
Algorithm 10 with arithmetic complexity 2 E(n)+n, i.e.
3n logn+n, [5, §12.8], see also [4, 52]10. Compared with
the direct algorithm, the gain is roughly a factor of 3/2.
4.4 Algorithm 1 in the FFT setting Recall that
our main objective is, given P,Q in K[x] with d =
10This “FFT doubling” trick is sometimes attributed to
R. Kramer (2004), but we were not able to locate Kramer’s paper.
Algorithm 10 Input: DFTn(A) Output: DFT2n(A)
1: function DoubleDFT(Â)
2: A← IDFTn(Â)
3: Bi ← ω−i2nAi for i = 0, 1, . . . , n− 1
4: B̂ ← DFTn(B)
5: Â(2n)2y ← Ây for y = 0, 1, . . . , n− 1
6: Â(2n)2y+1 ← B̂y for y = 0, 1, . . . , n− 1
7: return Â(2n)
deg(Q) > deg(P ), to compute the N -th coefficient uN
in the series expansion of P/Q.
Let k be the minimum integer satisfying 2k ≥ 2d+1.
Assume that there exists a primitive 2k-th root of unity
in K. In this case, we can employ an FFT-based
polynomial multiplication in K[x]. In each iteration
of Algorithm 1, it is sufficient to compute P (x)Q(−x)
and Q(x)Q(−x). Here, only two FFTs and two inverse
FFT of length 2k are needed since Q̂−y = Q̂ȳ for
Q−(x) := Q(−x) where ȳ := y + 2k−1 if y < 2k−1
and ȳ := y − 2k−1 if y ≥ 2k−1. Hence, the arithmetic
complexity S(d) for a single step in Algorithm 1 satisfies
S(d) ≤ 4 E(2k) +O(2k).
In the following we will show the improved estimate
S(d) ≤ 4 E(2k−1) +O(2k).
Before entering the while loop in Algorithm 1, the
DFTs P̂ and Q̂ of P (x) and Q(x) of length 2k are
computed, respectively. Inside the while loop, P̂ and
Q̂ are updated. The recursive formula (4.7) for the















for y = 0, 1, . . . , 2k−1.
By using this formula, Âe (or Âo) can be computed with
O(2k) operations from Â. By using Algorithm 10, we
obtain the updated P̂ from Âe or Âo. The algorithm is
summarized in Algorithm 11. In each step, DoubleDFT
is called twice. Hence, the total arithmetic complexity
of Algorithm 11 is
(4 E(2k−1) +O(2k)) · logN.
When d is of the form 2` − 1, then11 one can take
k = `+ 1 and the cost simplifies to
T(N, d) = 4 E(d) logN +O(d logN),
11In the general case, it might be useful to use the Truncated
Fourier Transform (TFT), which smoothes the “jumps” in com-
plexity exhibited by FFT algorithms [38, 37, 3].
Algorithm 11 (OneCoeff-FFT)
Input: P (x), Q(x), N Output: [xN ] P (x)Q(x)
1: P̂ ← DFT2k (P )
2: Q̂← DFT2k (Q)
3: while N ≥ 1 do
4: Ûy ← P̂y Q̂ȳ for y = 0, 1, . . . , 2k − 1
5: if N is even then
6: Û ey ← (Ûy + Ûy+2k−1)/2 for y =
0, 1, . . . , 2k−1 − 1
7: P̂ ← DoubleDFT(Û ey)
8: else
9: Ûoy ← ω
y
2k (Ûy − Ûy+2k−1)/2 for y =
0, 1, . . . , 2k−1 − 1
10: P̂ ← DoubleDFT(Ûoy )
11: Ây ← Q̂y Q̂ȳ for y = 0, 1, . . . , 2k−1 − 1
12: Q̂← DoubleDFT(Â)







16: return P (0)/Q(0)
or, equivalently
T(N, d) = 6 d log d logN +O(d logN).
The (striking) conclusion of this analysis is that, in the
FFT setting, our (variant of the) algorithm for comput-
ing the N -th term of P/Q uses much less operations
than in the general case, namely
(4.8) T(N, d) ∼ 23 M(d) logN,
while for a generic multiplication algorithm the cost is
∼ 2 M(d) logN . This proves Theorem 2.
Note that the complexity bound (4.8) compares
favorably with Fidducia’s algorithm combined with the
best algorithms for modular squaring. For instance,
Shoup’s algorithm [70, §7.3] computes one modular
squaring in the FFT setting using ∼ 53 M(d) arithmetic
operations, while Mihăilescu’s algorithm [53, Table 1]
(based on Montgomery’s algorithm [55]) uses roughly
∼ 1312 M(d) arithmetic operations. Our bound (4.8) is
better by a factor of 2.5 than Shoup’s (comparatively
simple) algorithm, and by a factor of 1.625 than the
(much more complex) algorithm by Mihăilescu.
Let us point out that all the other algorithms admit
similarly fast versions in the FFT setting. We will
however not give them in full detail here, mainly for
space reasons.
4.5 Algorithm 5 in the FFT setting In this sec-
tion, we present Algorithm 5 in the FFT setting with
Algorithm 12
Input: DFT2k (A) Output: DFT2k−1(Asec)
1: function SecondHalfDFT(Â)
2: B̂y ← Â2y+1 for y = 0, 1, . . . , 2k−1 − 1
3: B ← IDFT2k−1(B̂)
4: Ci ← ωi2kBi for i = 0, 1, . . . , 2
k−1 − 1
5: Ĉ ← DFT2k−1(C)
6: D̂y ← (Â2y − Ĉy)/2 for y = 0, 1, . . . , 2k−1 − 1
7: return D̂
arithmetic complexity ((2/3)M(d) +O(d)) logN . Algo-
rithm 5 includes one standard product Q(x)Q(−x) and
one middle-product Q(−x)S(x). The standard product
can be performed by two FFTs of length 2k−1 as in Al-
gorithm 11. For the middle-product, we first compute
the cyclic product. i.e., the product in K[x]/(x2k − 1),
between Q(−x) and S(x), and then extract the second
half of the cyclic product. For computing the DFT of























This formula gives Algorithm 12 which transforms Â
to Âsec. The arithmetic complexity of Algorithm 12 is
2E(2k−1) + O(2k). The whole algorithm is shown in
Algorithm 13. The input of the algorithm is N and Q̂
that is the DFT of Q of length 2k. The output of the
algorithm is the DFT of FN,2k−1(1/Q(x)) of length 2k−1
rather than length 2k since the DFT of W (x2) of length
2k can be obtained efficiently from the DFT of W (x) of
length 2k−1. Algorithm 13 calls one DoubleDFT and one
SecondHalfDFT. Hence, similarly to Algorithm 11, the
arithmetic complexity of Algorithm 13 is (4E(2k−1) +
O(2k)) logN .
5 Conclusion
We have proposed several algorithmic contributions to
the classical field of linearly recurrent sequences.
Firstly, we have designed a simple and fast algo-
rithm for computing the N -th term of a linearly recur-
rent sequence of order d, using ∼ 2 M(d) logN arith-
metic operations, which is faster by a factor of 1.5 than
the state-of-the-art 1985 algorithm due to Fiduccia [26].
When combined with FFT techniques, the algorithm
has even better arithmetic complexity ∼ 23 M(d) logN
Algorithm 13 (SliceCoeff-FFT) Input: DFT2k (Q), N
Output: DFT2k−1(FN,2k−1(1/Q(x)))
1: function SliceCoeff-FFT(N ,Q̂)




4: return [1 ω2k ω22k · · ·ω
2k−1
2k ]/Q(0)
5: Ây ← Q̂y Q̂ȳ for y = 0, 1, . . . , 2k−1 − 1
6: V̂ ← DoubleDFT(Â)
7: Ŵ ← SliceCoeff-FFT(bN/2c, V̂ )
8: if N is even then
9: Ŝy ← ω−y2k Ŵy mod 2k−1 for y = 0, 1, . . . , 2
k−1
10: else
11: Ŝy ← Ŵy mod 2k−1 for y = 0, 1, . . . , 2k − 1
12: B̂y ← Ŝy Q̂ȳ for y = 0, 1, . . . , 2k − 1
13: return SecondHalfDFT(B̂)
which is faster than the fastest variant of Fiduccia’s al-
gorithm in the FFT setting by a factor of 1.625. The
new algorithms are based on a new method (Algo-
rithm 1) for computing the N -th coefficient of a rational
power series.
Secondly, using algorithmic transposition tech-
niques, we have derived from Algorithm 1 a new method
(Algorithm 5) for computing simultaneously the coeffi-
cients of indices N − d + 1, . . . , N in the power series
expansion of the reciprocal of a degree-d polynomial, us-
ing again ∼ 2 M(d) logN arithmetic operations. Using
Algorithm 5, we have designed a new algorithm for com-
puting the remainder of xN modulo a given polynomial
of degree d, using ∼ 2 M(d) logN arithmetic operations
as well. This is better by a factor of 1.5 than the pre-
vious best algorithm for modular exponentiation, with
an even better speed-up in the FFT setting, as for Al-
gorithm 1. Combined with the basic idea of Fiduccia’s
algorithm, our new algorithm for modular exponentia-
tion yields a faster Fiduccia-like algorithm (by the afore-
mentioned constant factors) that computes a slice of d
consecutive terms (of indices N − d+ 1, . . . , N) of a lin-
early recurrent sequence of order d using ∼ 2 M(d) logN
arithmetic operations.
Thirdly, we have discussed applications of the new
algorithms to a few other algorithmic problems, includ-
ing powering of matrices and the computation of terms
of linearly recurrent sequences when the recurrence has
roots with (high) multiplicities.
As future work, we plan to investigate further the
full power of our technique. To which extent can it
be generalized to larger classes of power series? For
instance, although it perfectly works for bivariate ra-
tional power series U(x, y), the corresponding method
does not directly provide a O(logN)-algorithm for com-
puting the (N,N)-th coefficient uN,N , the reason being
that the logN new bivariate recurrences produced by
the Graeffe process do not have constant orders, as in
the univariate case. This is disappointing, but after all
not surprising, because the generating function of the
sequence (un,n)n is known to be algebraic, but not ra-
tional anymore [61]. As of today, no algorithm is known
for computing the N -th coefficient of an algebraic power
series faster than in the P-recursive case (P), namely in
a number of ring operations almost linear in
√
N .
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