However, a potential contribution of early visual areas to BR dynamics has been overlooked, 25 because these areas also responded to the physical stimulus alternation mimicking BR. In 26 the present study, instead of focusing on activity during perceptual switches, we highlighted 27 brain activity during suppression periods to investigate a potential link between activity in 28 human early visual areas and BR dynamics. We used a strong interocular suppression 29 
have demonstrated the involvement of high-level regions by showing that frontal and 23 parietal cortices responded time-locked to spontaneous perceptual alternation in BR. 24
However, a potential contribution of early visual areas to BR dynamics has been overlooked, 25 because these areas also responded to the physical stimulus alternation mimicking BR. In 26 the present study, instead of focusing on activity during perceptual switches, we highlighted 27 brain activity during suppression periods to investigate a potential link between activity in 28 human early visual areas and BR dynamics. We used a strong interocular suppression 29 paradigm called continuous flash suppression to suppress and fluctuate the visibility of a 30 probe stimulus, and measured retinotopic responses to the onset of the invisible probe 31 using fMRI. There were approximately 130-fold differences in the median suppression 32 durations across 12 subjects. The individual differences in suppression durations could be 33 predicted by the amplitudes of the retinotopic activity in extrastriate visual areas (V3 and 34 Instead of focusing on brain activity around the time of perceptual switches, the present 75 study highlighted brain activity during visual suppression, specifically, a retinotopic activity in 76 early visual areas evoked by the onset of a suppressed stimulus. Our approach was 77 motivated by two recent findings. The first is a close link between BR dynamics and sensory 78 suppression; human psychophysics showed that longer awareness suppression is associated 79 with stronger sensory suppression, measured as loss in visual sensitivity under continuous 80 flash suppression (CFS; Tsuchiya et al. 2006) . Under CFS, a less dynamic stimulus presented 81 to one eye would be rendered invisible by the presence of a highly dynamic flashing stimulus 82 presented to the other eye for a longer (10-fold) duration than conventional BR. At the same 83 time, detection sensitivity for a contrast increment in the invisible stimulus decreased 84 around 7-fold compared with conventional BR. We assume that the magnitude of sensory 85 suppression can be measured by fMRI, since contrast increment thresholds can be predicted 86 from retinotopic fMRI responses (Boynton et al. 1999 ). The second intriguing finding is the 87 individual differences manifested in BR alternation rate (Pettigrew and Miller 1998 ) and its 88 genetic influence (Miller et al. 2010) , suggesting constitutional and stable differences in the 89 processes underlying BR dynamics between individual brains. 90
Therefore, based on the findings of sensory suppression and individual differences in 91 BR, we predict that, if a visual area played a role in BR dynamics, then its activity evoked by 92 an invisible stimulus should be weaker in individuals with longer suppression durations and 93 stronger in those with shorter suppression durations. This hypothesis was tested in the 94 converting to percent signal change. 243 <Figure 2 about here> 244
ANGULAR REGIONS OF INTEREST. 245
For each visual area, the fMRI time course was analyzed according to the polar angle 246 representation of the visual field ( Fig. 2A) , which is referred to as an angular region of 247 interest (aROI). Specifically, according to angular positions of the pRF centers, the surface of 248 each visual area was divided into 30 subregions, each of which represents a 12° polar angle 249 in the visual field ( Fig. 2A, upper left inset) . The subregions were further restricted to the 250 retinotopic representation of the visual field region where the wedge travels (1.5-4.5°; Fig.  251 2A, the regions surrounded by a white line), based on the eccentric positions of the pRF 252 centers. 253
RETINOTOPIC RESPONSES TO THE INVISIBLE WEDGE. 254
We focused on retinotopic responses to the invisible wedge (i.e., the transient responses 255
evoked by the onset of the rotating wedge when it entered a given pRF; see The mean retinotopic response time courses to the invisible wedge were estimated 262 using a deconvolution technique (Dale 1999), which is essentially equivalent to a selective 263 averaging with corrections for temporally overlapping responses. In the deconvolution 264 analysis, the design matrix was defined to isolate the response to the invisible wedge from 265 the signals caused by other confounds, the retinotopic responses to the visible wedge, 266 response modulations around the time of perceptual appearance and disappearance of the 267 wedge, which we call transition-related responses, and the constant terms. The onset time 268 of the wedge for a given aROI was defined as when the center of the wedge reaches the 269 center of the aROI (Fig. 2B) . These onsets were classified as invisible or visible, according to 270 the subject's visibility reports while it traveled within the visual field region represented by 271 the aROI (from 3 s before to 3 s after the onset; Fig. 2B ). To maximize the isolation, the onsetwas classified as invisible only if the wedge was invisible throughout the travel; it was 273 classified as visible otherwise (Fig. 2C) . Note that, with this criterion, the invisible phases less 274 than 6 s would be classified as visible events, because the wedge takes 6 s to go through the 275 visual field region represented by an aROI. The deconvolution time window was set from 20 276 s before to 40 s after the onset. 277
The transition-related responses were added to regress out the responses evoked 278 on the retinotopic responses to the wedge, the regressors for the transition responses were 284 defined independently of the position of the wedge (i.e., non-retinotopically, so that all the 285 aROIs would respond equally to a perceptual switch). They were modeled separately for 286 perceptual appearance (invisible to visible) and disappearance (visible to invisible). The time 287 window was set from the beginning of the perceptual phase just before the transition to the 288 end of the phase just after the transition (limited at most from 30 s before to 30 s after the 289 transition). The design matrices were generated for each aROI and run. To increase the 290 signal-to-noise ratio, theses matrices were concatenated into one matrix, on the assumption 291 that responses are uniform across aROIs and runs. Then, for each subject, the deconvolution 292 was carried out for fMRI signals concatenated across aROIs and runs. Note that pRF sizes in 293 the aROIs were not taken into account at this stage. 294
RESPONSE AMPLITUDES. 295
Next, we estimated the amplitudes of the retinotopic responses by fitting a model 296 waveform incorporating the organization of pRF (Fig. 2D) . First, the median pRF size across 297 aROIs was computed for each visual area and subject (average of the medians across 298 subjects: V1: σ = 0.8°; V2: σ = 1.1°; V3: σ = 1.8°; V4v: σ = 2.7°). Second, the wedge-shaped 299 visual field region represented by an aROI was convolved with the median pRF model (Fig.  300 2D, first row), generating a model of a responsive visual field region of an aROI; that is, a pRF 301 of aROI. Third, the pRF of aROI was multiplied by a stimulus model time course pixel-by-pixel12 as described in Estimation of population receptive field section. The neural response was 304 convolved with the individually estimated HIRF to generate a model fMRI response (Fig. 2D,  305 third row). Finally, the response amplitudes were estimated as the height of the model 306 response that fit best to the measured responses. In addition to the fitted amplitude, we 307 used a peak amplitude, which was calculated by subtracting baseline intensity from peak 308 intensity. The peak intensity was defined by the average intensity of three time points 309 around the maximum within 12 s after the onset. The baseline intensity was defined by the 310 average intensity of three time points around the minimum from 12 s before to 2 s before 311 the onset. 312
Bootstrapping technique (Efron and Tibshirani 1993) was used to obtain confidence 313 intervals of the response time courses and amplitudes for each visual area and subject. A 314 single bootstrap sample was made as follows. First, we randomly chose runs with 315 replacement from all the runs of each subject. Then, from the fMRI and behavioral data sets 316 of the chosen runs, we deconvolved fMRI responses time courses and estimated the 317 response amplitudes in the same way as for the original data sets. This procedure was 318 repeated 10,000 times, and then 95% confidence intervals were obtained from the resulting 319 distribution. 320
CORRELATION ANALYSIS. 321
To characterize the relationship between BR dynamics and the activity in early visual areas, 322 we computed Spearman's rank correlation coefficient (ρ) between the median suppression 323 durations and the response amplitudes to the invisible wedge for each area. The statistical 324 significance of the correlation was calculated via a two-tailed permutation test. 325
326

Control analyses.
CONTAMINATION CONTROL. 328
The retinotopic responses to the wedge would spread spatially over the cortical surface due 329 to the pRFs. In addition, the responses were temporally fluctuated, because of the 330 fluctuation of the reaction time between the perceptual change and the key press. These 331 response spreads might contaminate spatially and temporally close responses (i.e., 332 responses to temporally close onsets in neighboring aROIs). However, such spreads were not 333 the possible contamination, we simulated the retinotopic responses to the visible wedge 336 with spatial spreads and temporal fluctuations and regressed them out in the contamination 337 control analysis as follows (Fig. 2F) . 338
First, for each subject and run, a perceptual time course for the visibility of the 339 wedge was generated from the key press recorded in the CFS experiment. To simulate the 340 reaction time fluctuation, the timing for each perceptual switch was shifted back by a 341 random duration sampled from the reaction time distributions estimated in the replay 342 experiment (Fig. 2E) . Second, to model neural responses to the wedge, the individually 343 modeled pRFs of aROIs were multiplied by a stimulus time course pixel-by-pixel and summed 344 ( signal-to-noise ratio (SNR) of the estimated responses. As the total number of the invisible 361 onsets tended to be smaller in subjects with short suppression durations compared with 362 subjects with long ones, this imbalance between subjects might affect the correlation 363 between the fMRI responses and the suppression durations. If there were a systematic bias 364 number of samples would lead to the larger amplitudes, the correlation could be explained 366 by the imbalance of the samples. To control for the imbalance, we performed a SNR control 367 analysis on the data collected in the CFS experiments, in which the total number of the 368 invisible onsets was equated across subjects. Specifically, we sub-sampled the invisible 369 onsets randomly without replacement, so that the total number for each subject matched 370 that of the fewest subject. Then, the responses to the sub-sampled onsets were deconvolved 371 and the amplitudes were estimated in the same way as for the original data, while the 372 responses to the rest of the invisible onsets were regressed out. This procedure was iterated 373 100 times and the estimated amplitudes were averaged across iterations. Finally, the 374 averaged amplitudes were used to re-calculate the correlation coefficients. 375
PARTIAL CORRELATION ANALYSIS TO CONTROL FOR THE EFFECT OF THE DURATION OF THE 376 SUPPRESSION PERIODS. 377
The correlation between the individuals' median suppression durations and the fMRI 378 responses might not be due to the stable characteristics of the individuals; instead, it might 379 be due solely to the duration of the suppression periods itself, regardless of the individual 380 differences. If this is true then, for example, when the fMRI responses were derived from 381 equally long suppression periods, the fMRI responses of subjects with long suppression 382 periods would be as strong as those of subjects with short suppression periods. To explore 383 the neural correlates of the individual differences in perceptual dynamics during BR, 384 controlling for the effect of the duration of the suppression itself, we performed a partial 385 correlation analysis. Specifically, for each subject, the suppression periods within the range 386 from 6 to 34 s were divided into 7 bins of 4 s wide. Within this range, data from most of the 387 subjects were available (mostly from 11 subjects; data from at least 7 subjects). For each bin, 388 fMRI responses to the invisible wedge were deconvolved and their amplitudes were 389 estimated in the same way as for the original data. Then, data from all the bins were 390 combined and partial Spearman's correlation coefficients (ρ) between the fMRI responses 391 and individuals' median suppression durations were computed, regressing out the influence 392 of the duration of the suppression periods. There were approximately 3-fold differences between subjects in dominance durations 407 (medians range: 3.0 to 9.3 s). 408
Interestingly, five of the subjects (S3, S5, S7, S10, and S12) show a periodic pattern 409 that synchronized with the rotation of the wedge (60 s) ( when the wedge reached a particular position of the visual field (i.e., at the onset at that 413 position), the wedge tended to be seen. However, we do not discuss this further here, 414 because this periodicity was observed in both types of subjects with long and short 415 suppression durations, suggesting that the onset bias occurred independently of the 416 suppression duration. 417 Figure 3C shows the histograms of dominance and suppression phase durations 418 pooled across subjects. These distributions, both skewed positively, were well approximated 419 by a lognormal distribution, suggesting that they followed typical BR phase duration 420 The invisible wedge evoked retinotopic responses.
432
We found two kinds of activity in visual areas V1, V2, V3 and V4v during CFS. The first was 433 the periodic activity that synchronized with the rotation of the wedge. Figure 4A shows 434 spatiotemporal fMRI responses in V1, which were averaged selectively during the visible ( (Fig. 4A, the diagonal broken line) , 440 demonstrating the retinotopic activity evoked by the visible and invisible wedge. These 441 responses were shifted to make the onsets aligned across aROIs (Fig. 4B , left and middle 442 panels) and then averaged across aROIs to obtain waveforms (Fig. 4B, right The second type of the activity was time-locked to when the subjects reported that 448 the invisible wedge became visible or the visible wedge became invisible. Figure 4C shows 449 spatiotemporal fMRI responses around the time of the perceptual switches, averaged 450 separately for appearance and disappearance, and averaged across subjects. When the 451 wedge became visible (appearance), activity in V1 decreased (Fig 4C, left panel and magenta  452 waveform in the right panel), and when the wedge became invisible (disappearance) activity 453 in V1 increased (Fig 4C, middle panel Since these transition-related responses (Fig. 4C) temporally overlapped with the 465 responses during suppression or dominance periods (Fig. 4B) , they certainly contaminated 466 the retinotopic responses to the invisible wedge (blue waveform in Fig. 4B right panel) , 467
which was of interest in this study. We therefore isolated the retinotopic response to the 468 invisible wedge by regressing out the other components in the deconvolution analysis. The 469 data in Figure 5A show the time course of the isolated retinotopic responses to the invisible 470 wedge pooled across aROIs and averaged across subjects. We found robust retinotopic 471 activity to the invisible wedge in all areas. The response amplitudes were significantly larger 472 than zero (one tailed t-test, P-values were Bonferroni-corrected for the four visual areas 473 tested; V1: t (11) = 7.63, P < 0.001; V2: t (11) = 8.51, P < 0.001; V3: t (11) = 3.54, P = 0.009; V4v: 474 t (11) = 4.38, P = 0.002). Note that the responses in all areas rose before the onset (time = 0 in 475 We performed a series of control analyses to confirm the results. The first is the 499 sensitivity control, in which we assessed if the extracted responses to the invisible wedge 500 merely reflected the individual's intrinsic sensitivity, rather than their sensitivity to the 501 suppressed wedge. If this is the case, then retinotopic responses to the visible wedge 502 measured in the non-CFS experiment (Fig. 6A) , in which the Mondrian masks were removed, 503 should also predict suppression durations measured in the CFS experiment. However, the 504 responses to the visible wedge failed to predict the suppression duration in all areas (Fig. 6B) . 505
The second is the contamination control, in which we tested if the correlations were 506 due to the responses to the visible wedge, rather than the invisible one. For subjects with 507 shorter suppression durations, the perceptual switches were more frequent and, therefore, 508 the responses to the invisible wedge would be more likely to be contaminated from those to 509 the visible wedge. Given that a visible stimulus would evoke a larger response than an 510 invisible one, as reported for the tool images (e.g. Hesselmann and Malach 2011), it is 511 possible that the correlation can be accounted for by the contamination. To rule out this 512 possibility, we simulated the responses to the visible wedge with spatial spread due to the 513 pRFs and with temporal spread due to the reaction time fluctuations, and then regressed 514 out these contaminating components. After removing the contamination, the correlations in 515 V3 and V4v remained statistically significant (V1: ρ = −0.15, P = 1.00; V2: ρ = −0.38, P = 0.874; 516 V3: ρ = −0.75, P = 0.029; V4v: ρ = −0.86, P = 0.002; N = 12; Bonferroni corrected). 517
The third is the SNR control, in which we ruled out the potential contribution from 518 the imbalance of the SNR between subjects, which arose from the difference in the number 519 of the onsets of the invisible wedge. After equalizing the SNR between subjects by 520 subsampling the invisible onsets, we again found the significant correlation between the 521 fMRI responses and the suppression durations in V3 and V4v (V1: ρ = −0.21, P = 1.000; V2: ρ 522 = −0.38, P = 0.910; V3: ρ = −0.78, P = 0.019; V4v: ρ = −0.76, P = 0.024; N = 12; Bonferroni 523 corrected). 524
Finally, we controlled for the potential effect of the duration of the suppression 525 periods itself. The observed correlation might not be due to the individual differences in the 526 perceptual dynamics during BR, but might be due solely to the duration of the suppression 527 periods itself from which the fMRI responses were extracted. To rule out this possibility, we 528 performed a partial correlation analysis on the fMRI responses derived from 7 bins of 529 equally long suppression periods between subjects (collected from all subjects except 530 subject S1). The partial correlation analysis confirmed that the fMRI responses in V3 and V4v 531 were significantly correlated with the individuals, when the influence of the duration of the 532 suppression period itself was removed (Fig 6C; 
DISCUSSION
536
In the present study, we showed a close link between individual's perceptual dynamics 537 during CFS and activity in early visual areas. The present experiment showed that early visual 538 areas responded to the moving checker stimulus in a retinotopic manner, even when it was 539 rendered invisible by CFS. Crucially, the magnitude of the retinotopic responses predicted 540 the perceptual dynamics of individuals. Subjects with weaker extrastriate responses in V3 541 and V4v had longer suppression durations. 542
To our knowledge, the present study is the first to report a significant association 543 between neural activity and interindividual differences in the dynamics of CFS and, in a 544 broader sense, BR. The association was found in early visual areas, which is consistent with 545 recent TMS and magnetic resonance spectroscopy studies. Pearson et al. (2007) showed that 546 TMS over early visual areas shortens phase durations during BR. van Loon et al. (2013) 547 showed that the GABA concentration in the visual cortex was correlated with interindividual 548 differences of perceptual dynamics of bistable perception including BR. Our results bridged 549 the gap between magnetic stimulation and behavior and the gap between neurotransmitter 550 and behavior by showing tight coupling between brain activity and behavior. The neural 551 activity retinotopically representing the suppressed stimulus were indeed strongly 552 suppressed in retinotopic visual areas (V3 and V4v) of subjects with longer suppression. 553
Taken together, these findings suggest that if, in early visual areas, there is abundant GABA 554 and the neural representation of the suppressed stimulus receives a lot of inhibitory input so 555 that its activity is greatly suppressed, the suppression lasts for a long time. 556
The activity in early visual areas has been suggested to represent the contents of 557 visual awareness by previous neuroimaging studies demonstrating that the activity 558 If such adaptation process also played a key role in our experiment, the responses to the 576 invisible stimulus should have increased over time during a suppression period as they 577
reported. To test this notion, we performed an additional analysis on the data collected in 578 the CFS experiment. In brief, we classified invisible onsets included in each suppression 579 period into five time bins according to their timing relative to the duration of that 580 suppression period, and then we deconvolved retinotopic responses for each bin. Contrary 581 to our prediction, the response amplitudes to the invisible wedge did not change over time 582 during a suppression period; no significant correlation was observed between the 583 amplitudes and the onset timing in all areas ( Fig. 7; The second implication is related to one of the simplest assumptions in biological 627 theories of consciousness, termed "activation thresholds." According to this theory, any 628 neural activity that satisfies a certain sufficient condition (e.g., the amount of activity, the 629 duration of activity, or other factors) will produce consciousness of the content it represents 630 (Palmer 1999) . Although this assumption is too simple to be entirely true (see, Rees 2007), it 631 is generally thought that conscious representations are stronger than unconscious ones (e.g., 632
Cleeremans 2008). Given the idea of activation thresholds, a parsimonious interpretation of 633 the negative correlation would be that the weaker the unconscious cortical representation is, 634 the less likely it is to produce consciousness, because it is far from the threshold of visual 635 awareness. Importantly, in the present study, the association was found across individuals. 636
This may imply that the activation threshold for awareness would remain nearly constant 637 across individuals. Otherwise, the association between the brain activity and the invisibility 638 would be confined within an individual. 639 Invisible   0  30  60  90  120  150  180  210  240  270  300  330  360   5   3   1   S2   0  30  60  90  120  150  180  210  240  270  300  330 
