Explicit representations of densities for linear parabolic partial differential equations are useful in order to design computation schemes of high accuracy for a considerable class of diffusion models. Approximations of lower order based on the WKB-expansion have been used in order to compute Greeks in standard models of the interest rate market (cf.
Introduction
Higher order approximations of fundamental solutions or densities for scalar linear partial differential equations of parabolic type are very useful as an element for the design of higher order schemes and efficient algorithms in the context of a large class of diffusion models. Note that this concerns also models which do not satisfy the rather strict conditions which we need in order to get local convergent expansions of densities for such equations. As examples consider the front-fixing iteration for American options in [3] or the analytic AD-scheme in [7] for semi-elliptic equations of type
on the domain [0, T ] × R n , and where
and are smooth vector fields vector fields which satisfy satisfy the Hörmander condition only with respect to the subspace of dimension d ≤ n at each point x, i.e. the sets
span a linear subspace W x of dimension d ≤ n at each point x ∈ R n . If d = n then the equation (1) is micro-hypoelliptic and therefore hypoelliptic. Here [., .] denotes the Lie bracket of vector fields. Furthermore, recall that a differential operator L with C ∞ -coefficients is called hypoelliptic on an open set Ω ⊆ R n if Lu ∈ C ∞ implies u in C ∞ for any distribution u. Operators of the type of equation (1) such that (3) spans the full space R n for all x ∈ R n , are microhypoelliptic, i.e. preserve the wave front set WF(u) = WF(Lu),
where WF(u) is the intersection of the characteristic varieties of pseudodifferential operators P of order zero which satisfy P u ∈ C ∞ . Well, it is clear that the operators of (1) are not microhypoelliptic for d < n in general. This is reflected by the fact for pseudodifferential operators of negative order the characteristic variety equal the whole co-tangential bundle T 0 Ω of the domain Ω. Hence, the microhypoelliptic theory is designed for pseudodifferential operators of order 0 (at least), and this does not apply in general if the Hörmander condition is satisfied on a subspace of lower dimension than n. Note that typical diffusion models in finance, e.g. (multivariate versions) of the Heston model, are often microhypoelliptic or hypoelliptic, but not strictly elliptic. Moreover, in many practical situations of related stochastic ordinary differential equations the number of Brownian motions may be less than than the dimension of the domain. The situation is considered in [7] . Another example of semi-elliptic problems which are not hypoelliptic in general, are free boundary problems. Consider for example American derivatives in finance. Let 
which has a unique strong solution, if the drift functions
and the (volatility of) volatility functions
satisfy certain Lipschitz conditions. In this context the value function V (t, x, y) of an American option with payoff φ is given by 
where Stop [t,T ] is the set of all stopping times with value in [t, T ]. The related obstacle problem is semi-elliptic. Such a problem is (micro)-hypoelliptic only on a subspace in general. Next a natural question occurs: can we use approximations of fundamental solutions of strictly elliptic equations, i.e. equations of form (1) which satisfy a uniform ellipticity condition on the whole space, in order to design algorithm in situations of (micro)-hypoellipticity or semiellipticity? More precisely and more general, assuming regularity and at most linear growth of the coefficients, how may we use local expansions of the fundamental solutions p of form p(t, x; 0, y) = 1
in the context of the semi-elliptic types of equations mentioned above?
Remark 1.1. Note that representations of the form (9) hold in the timehomogeneous case. In the time-inhomogeneous case they are of the form p(t, x; 0, y) = 1
and they are computerized in a similar way (see below).
Here, the d k are solutions of recursively defined linear partial differential equations of first order, and d R is a Riemannian metric defined by the line element
Remark 1.2. Note that expansions of type (10) are different from the WKBexpansion considered in [2] and in [3] .
Note that the coefficients a * ij denote the components of the inverse of the diffusion matrix (a * ij ) where the latter coefficients are determined by the vector filed coefficients a ji in the usual way. The interest in such expansions is related to the observation that the first order equations which determine the coefficient functions d k are easier to solve than the original second order equations. Well, it is sometimes not that easy. In order to determine the line element (11) we need to solve nonlinear eikonal equations of the form
Furthermore, we have to construct solutions of (12) in regular spaces since the higher derivatives of d 2 R appear as coefficients (and are involved in source terms) of the equations for the higher order terms d k in order to get accurate data for these equations. Note that the 'iff'-condition on the 'boundary', i.e. the condition d 2 r (x, y) = 0 if and only if x = y, leads to a term of lowest order of form
for d 2 R . From that term it looks hopeless to search for analytic expansions of type (9) in the context of (micro)-hypoelliptic models. In such cases the points of elliptic degeneracies of such models are related to singularities of the inverse (a ij ) which defines the line element. However, this does not mean that it is impossible to find good approximations of the density in the form (9) in many cases. Let us consider an example in finance. Univariate or multivariate stochastic volatility diffusion models like (5) are usually of form
with µ some drift vector, and σ some dispersion matrix-valued function. Lets assume that elliptic degeneracies of σσ T appear for some set of arguments of measure zero (this is true for most of the standard stochastic volatility diffusion models such as the Heston model and multivariate versions of it). Indeed Malliavin calculus tells us that for models satisfying (3) we typically have related weakly invertible covariance matrices. More precisely, if n = d and the Hörmander condition holds, consider the associated Stratonovic integral of a process starting at x ∈ R n is
Then the associated covariance matrix process σ t of the process satisfies
where
and where Z is a matrix-valued invertible process defined by
Here, I d denotes the d-dimensional identity matrix. This indicates that the set of degeneracies is rather thin (of Lebesgue-measure zero). This is indeed what we observe in finance usually (cf. the Heston model or the SABRmodel). This leads us to the following consideration. Let D ǫ Deg be the set of arguments S, Y where the lower ellipticity constant of σσ T (S, Y ) is less or equal to ǫ. Since the leading order term of (9), i.e.
goes rapidly to zero for arguments in D ǫ Deg if epsilon is small one may consider approximations p ǫ of the density p which are defined to be zero on the set D ǫ Deg and equal the expansion for some strictly elliptic operator with ellipticity constant ǫ > 0 in the complementary domain. Well, one has to control the time parameter t to be not too large such that (19) really dominates the higher order terms d k where d 2 R and derivatives of d 2 R are involved. Then using the semigroup property one can set up weak higher order schemes (as considered in [2] for example) which are time-discretized according to the nature of the degeneracies. The analysis of the time-discretization may be complicated sometimes, but it is a possible way of approximation in many situations of hypoelliptic operators considered by practitioners.
From the computational point of view there are challenges other than degeneracies. Let us consider a few. First, the WKB-expansion
considered in [2] can lead to numerical instabilities if higher order terms c k with k ≥ 2 are considered (see discussion below). In [2] the expansion was considered up to the first order term c 1 . The accuracy and efficiency of schemes based on analytic expansions is demonstrated by the fact that options in the Libor market with ten years of maturity are computable in a typical market situation in one time step. However, for higher volatilities higher order terms are desirable, and in that case numerical instabilities may appear. In order to have a damping leading order term as in (9) we compute the equations for d k instead of the c k in (20). The resulting first order equations for d k are more difficult to solve than those for c k . In this paper we compute recursive solutions for the d k in terms of the c k , and recursively explicit solutions for the coefficients d k in the case where there is a global transformation of the second order part of the operator to the Laplacian (the 'reducible case'). In that case we also derive a lower bound for the radius of convergence. The use of first order solutions for the d k is not restricted to semi-elliptic equations with a thin set of elliptic degeneracies. For example high-dimensional models in finance are often reduced in order to get computationally feasible models. In [1] and in [7] reduced market models are considered which lead to semi-elliptic equations which are not microhypoelliptic (they are micro-hypoelliptic only on a subspace). In general such equations do not have regular densities. Indeed they typically have densities only in a distributional sense. For example, the lower dimensional Cauchy problem on [0, T ] × R 2 :
has a 'distributional density' of the form
In [7] analytical AD-schemes were defined based on analytical expansions of densities considered in this paper. We shall review these schemes below and show how analytic density approximations of this paper can be used. In any case, the really hard part is the computation of the Riemannian metric and its derivatives. One approach based on regular polynomial interpolation is considered in [5] . However, we shall see that a more efficient method exists based on analytic schemes which we shall consider in a subsequent paper (second part of this work). The linear first order equation for the higher order terms are sometimes explicitly solvable, especially in the reducible case where a global transformation of the second order terms to the Laplacian exists. In general they may be computed by the regular interpolation method considered in [6] . Our first observation in this paper is that we can obtain recursive expressions for the d k from recursive expressions for the c k of the WKB-expansion, i.e. in order to compute a local solution of
(with analytic data) in the form
we may first compute the WKB-expansion
Indeed the connection between the c k and the d k can be easily computed using Leibniz rule. We have
and
The case where the diffusion part can be globally transformed to a Laplacian is of special interest, because this makes it easier to study the convergence behavior of the higher order terms d k and the horizon of convergence. We call this case the reducible case. Accordingly, in the first part of this paper we derive explicit analytic formulas of fundamental solutions to scalar linear equations of the form
in terms of analytical representations of the coefficient functions b i and on a domain D = (0, T ] × Ω with Ω ⊆ R n a bounded domain. The expansion is local in time (as is the WKB-expansion). Our explicit expansion is derived from the ansatz
Here, ∆x i := (x i − y i ). Note again that this is different from the WKBexpansion which is of the form
The coefficients d k in (29) are more difficult to compute than the coefficients c k in (30). However, concerning the growth of the coefficients with respect to the spatial variables we expect for coefficients with bounded derivatives and fixed time that
holds formally for the WKB expansion and this implies that higher order approximations involving c k for k ≥ 2 may cause problems (we have no negative sign for c k on the whole domain in general).
Remark 1.3. In the situations of low volatilities as considered in [2] it is sufficient to compute the terms c 0 and c 1 even in order to get accurate results options with ten years maturity in a scheme with one time step. However, in general we need higher order approximations.
Hence we expect for coefficients with bounded derivatives and for fixed time that
holds formally for expansions of the form (24). However, as the growth of c 0 is linear in ∆x the highest order term of (24) is an effective damping factor as |∆x| becomes large (note, however, that we consider only bounded domains). Expansions of the form (24) were considered in a more general framework in proofs of the Atiyah-Singer index theorem of course. However, in that case only the behavior in the limit t ↓ 0 is of interest. However, from a perspective of computational implementation it is also of interest to consider how large the time horizon can be chosen given a certain (bounded) domain and a certain set of coefficients b i such that an expansion of the form (24) holds. First we do the analysis in the special case of (28). We shall assume that for all 1 ≤ i ≤ n the functions (t, x) → b i (t, x) are of linear growth and equal their Taylor expansion and have bounded derivatives of polynomial growth, i.e. |D
for some C > 0. Since we consider bounded domains and from the perspective of computation an important case are finite Fourier series, i.e.
where m 0 = (m 0 0 , m 1 0 , · · · , m n 0 ) and j = (j 0 , j 1 , · · · , j n ) are n + 1-tuples, and j · x := n i=0 j i x i denotes the scalar product of dimension n where we identify x 0 with time t for simplicity of notation. Since all L 2 -functions can be approximated on a bounded domain up to any degree of accuracy the class of finite Fourier series is satisfying from a computational or practical point of view. In the more general case of variable diffusion coefficients a * ij we assume that The result is also fundamental for investigation of the more general situation of equations with spatially dependent coefficients
or equations with coefficients dependent of space and time as in
because some arguments will of the reducible case will transfer to the irreducible case. However, the extension hinges on a deeper analysis of (12) . We will state the result but an extension of a the proof is given in a subsequent paper. Since second order PDEs are essentially symmetric, it is essentially an equation of form
which has to be solved. For an extension of the convergence proof additional assumptions on the coefficient functions are needed. In order to compute a lower order bound of convergence we assume that
for some C > 0 and for all 1 ≤ i, j ≤ n. Since we consider bounded domains and from the perspective of computation an important case are finite Fourier series, i.e.
with an analogous notation as above. In the following we state a main theorem which makes the preceding remarks precise and then prove the theorem. Then in section 3 we compute a recursively explicit formulas for the coefficients d k . In section 4 we prove convergence and determine a lower bound for the time horizon where the expansion converges. In section 5 we consider extensions to parabolic equations with time-dependent coefficients.
In section 6 we consider the expansion of parabolic equations with variable coefficients. In section 7 we consider application to (micro)-hypoelliptic and semielliptic equations, i.e. the design of weak higher order schemes in this context. In section 8 we consider applications to American derivatives as a second type of semi-elliptic equations which are not (micro)-hypoelliptic in general.
A convergence result for reducible diffusion equations
While heat-kernel expansions of the form (29) are well-known the following questions deserve investigation:
• what is a lower bound for the exact time horizon T 0 where such an expansion holds ? Can T 0 be computed in terms of the coefficient functions b i ?
• is there an exact formula in terms of analytical expansions of the coefficient functions?
Both questions are very important as they are fundamental in order to compute an efficient scheme for parabolic problems of type (28). The answer to the first questions tells us what time step size we have to choose in order to construct a locally analytic weak higher order scheme. The answer to the second question provides a formula for each time iteration step of the scheme, where the semi-group property is invoked to get a global scheme. We have Theorem 2.1. Given assumption (33) there exists a finite time horizon T 0 such that on the domain Ω × (0, T 0 ] for any finite T 0 > 0 and any domain Ω ⊆ R n a constant β can be computed such that the fundamental solution of
has the pointwise valid representation
for j = 1, · · · , n, and for (t, x) ∈ (0, βT 0 ) × Ω. If (34) holds then a lower bound of the constant β is given by
where 2|m 
Remark 2.2. Note that the relation (136) contains also the relation of the time horizon of the convergence to the size of the domain, i.e. the time horizon is proportional to the inverse of the square of the domain.
Theorem 2.3. More explicitly, we have
and, given the power series representation
we have
where with
δ i , and
Formal computation of solution of the parabolic equation
First we consider the equation (28) with time-homogeneous coefficients, i.e. where the coefficient functions x → b i (x) depend only on the spatial variable x. It turns out that the ansatz
leads to first order partial differetial equations for d k with variable coefficients which are difficult to solve if looked at from an abstract point of view. Hence we compute the d k via the c k of the WKB-ansatz
Hence we first derive recursive relations for the coefficients c k and then get the recursive relations for the d k via the general logarithmic recursion outlined in the introduction, i.e. we use the recursion
In a second step, using global analyticity of the coefficient functions b i , we derive the explicit solution in terms of Taylor power series of b i . For the time derivative we get
For the first and second spatial derivatives we get
Plugging into (28) and ordering with respect to the terms t −2 , t −1 etc. we get the following recursive relations for the c j k , where 1 ≤ j ≤ n:
and for all k − 1 ≥ 0.
(59) Note that the first order coupling of the system is essentially reflected in the recursive first order partial differential equations starting from (59). This would be different if we had coupling via the second order terms and it makes the solution of the system much easier. Note that equation (57) is satisfied. Equation (58) is equivalent to
with the solution
and for all k ≥ 1 we have
with R k−1 as in equation (86). Next we compute the solution explicitly doing the integral for c 0 first. We abbreviate ∆x = (x − y) with components ∆x i = (x − y) i and for a multiindex α = (
along with some multiindex γ, then
Next we compute c k for k ≥ 1. We have
Assuming that c k−1 equals its Taylor series for every y ∈ R n , i.e.
then we may evaluate the derivatives occurring in R k−1 as follows:
For the multiindex γ, we have
Proof of convergence and computation of the time horizon of convergence
It is essential to show that for fixed x, y ∈ Ω (where Ω is some bounded domain)
represents some analytic function on some interval [0, βT 0 ] for some β to be determined. Then it follows that
is also an analytic function on that interval.
Since Ω ⊂ R n is bounded, there is a ball B R (0) around 0 with radius R such that Ω ⊂ B R (0). Recall that
with
Let us first consider c 0 . The coefficients of equation (34) have a representation of the form
for some real numbers e j and f j . Let
where J is the set of all multiindices of the sum in (77). Then we get the estimate
Next the time transformation
transforms the equation
where u(t, x) = v(τ, x), and where 
for j = 1, · · · , n. Plugging (83) into (82) and collecting the terms with τ −2 , τ −1 etc. we get (we feel free to write t instead of βτ if convenient)
and for all k − 1 ≥ 0 
Let
For c up k,β := sup
we have c
First let
etc.. In order to compute this expression we first apply the Laplacian to exp(m 0 ix). We get
where |m 0 | := max j∈{0,1,··· ,n} m j 0 . Since there are n drift functions b i the explicit representation of c 0 has n(2|m 0 | + 1) terms with the factor exp(i(j · x)). Since the dimension is n we have n factors δx i := (x i − y i ) in the definition of c 0 . Note that for m ≥ 0
Next we observe that on a domain of radius
as k ↑ ∞ if (note the strict inequality sign because of additional factor k)
The operators of quadratic type applied to c 0 (x, y) O 2,n k c 0 decrease also to zero as k ↑ ∞ if β is small. Inductively with respect to k you show that
We get
For large k this is essentially the largest term of all the 3 k contributions in the sum (92) 
as k ↑ ∞, and this is also the estimate which holds for c k for large k. k . For natural numbers l let us define an increasing sequence of numbers k 1 < k 2 < · · · < k l < k l+1 · · · , and operators
Then in the summands o (92) we have to consider the asymptotic behavior of values of family of operators of form (107)), then for large k O 2 k c 0 (x, y) becomes a majorant of such a summand. Hence, the estimate (104) is a majorant for large k and proves the convergence of the series in (92).
Generalisation to the time-inhomogeneous case
We start with the formal computation in the time-inhomogeneous case and then show how the local convergence proof of the previous section can be extended.
Formal computation of recursive coefficients in the timeinhomogeneous case
We consider parabolic equations with time-dependent coefficients of the form
We consider the ansatz
Compared to the time-homogeneous case the time derivative contains an additional term. We have
(110) The spatial derivatives are essentially the same as in the time-homogeneous case. We compute
Plugging into equation (28) and ordering with respect to the terms t −2 , t −1 etc. we get the following recursive relations for the c j k , where 1 ≤ j ≤ n. First, the highest order terms are the same as before:
The terms of order t −1 are essentially as before (we just have to add the t-argument in the coefficient functions b j ):
For k − 1 ≥ 0 we get an additional t-derivative on the right side:
which has the solution
with R k−1 as in equation (115). The explicit calculation of the solution is know completely analogous, so it suffices to write down the results. We write
along with some multiindex γ. Then
Given that c k−1 equals its Taylor series for every y ∈ R n , i.e.
where the p yγ kδ are defined exactly as before. The proof of convergence is then analogue to the time-inhomogeneous case.
Generalisation in the case of variable coefficients
In order to provide a first discussion to various types of semi-elliptic equations let us formally compute the local expansion
of the parabolic equation
First we compute for t > 0
Plugging into (124) we get
Collecting terms of order t −2 we have
Note that here d 2 x i is the partial derivative of d 2 with respect to x i . Equation (128) is closely connected to a Hamilton-Jacobi equation and admits a unique solution if the boundary condition, i.e. the condition d(x, y) = 0 if x = y, is satisfied. Collecting terms of order t −1 we get
Equation (129) is a linear first order equation which can be written as
As we shall see later, this equation together with some boundary condition
determines c 0 uniquely for each y ∈ R n . In general, the boundary condition on c 0 ensures that p is a probability density (i.e. integrates to 1). This is not essential as far as existence, uniqueness, and convergence of the coefficient functions c k are concerned. If we define c 0 (x, y) − c 0 (y, y) =: c 0 (x, y) then c 0 satisfies the equation (130) too with the boundary condition c 0 (x, y) = 0 if x = y. For k + 1 ≥ 1 we get
with the boundary conditions
R k being the right side of (132). We have 
for j = 1, · · · , n, and for (t, x) ∈ (0, βT 0 ) × Ω. If (34) and (39) hold then a lower bound of the constant β is given by
where c k is defined as above.
Application to linear semi-elliptic equations
First we consider the application to (micro)-hypoelliptic equations. Then we consider the application to semi-elliptic equations which are (micro)-hypoelliptic on a linear subspace. More details about the analysis of semilinear equations will be provided in version 3 of [7] (which will appear in arXiv shortly).
Application to (micro)-hypoelliptic equations
In the situation of linear semi-elliptic equations described in the introduction consider the case n = d, i.e. consider a matrix-valued function x → (a ji ) d,m (x), 0 ≤ i, j ≤ n on R n , and m + 1 smooth vector fields of dimension d 
Assume that (140) satisfies the Hörmander condition with respect to the subspace R d , i.e. assume that
spans R d at each point x. The existence of regular solutions of the Cauchy problem in this case is well known (cf. [8] ). Indeed Hörmander's result shows us that there exists a family of smooth transition densities if (141) holds for every x ∈ R d . Indeed we may extract the following Malliavin estimate of the density from [17] .
Theorem 7.1. Consider an n-dimensional diffusion process associated to (140) of the form
with X(0) = x ∈ R n with values in R n and on a time interval [0, T ], i.e. assume that the solution of the Cauchy problem (140) has the probabilistic representation
Assume that b i , σ ij ∈ C ∞ lb . Then the law of the process X is absolutely continuous with respect to the Lebesgue measure and the density p exists and is smooth, i.e.
Moreover, for each nonnegative natural number j, and multiindices α, β there are increasing functions of time
and functions
such that
Moreover, all functions (145) and (146) for all x ∈ R n |f (x)| ≤ C exp(C|x|) for some constantC > 0.
Assume that a ij , b i are bounded coefficients with bounded derivatives with
for some C (e.g. a ij and b i have representations in form of finite Fourier series). Then under these conditions using the [?] one may prove that
where p denotes the density of the process X according to theorem (7.1) above. Then we may approximate the density via expansion on D ǫ Deg where it is strictly elliptic and set up an higher order scheme. Details of analysis will be given in a subsequent paper. Note that this observation can be used to construct weak higher order estimates for diffusion market models which satisfy the Hörmander condition. Recall that an approximation scheme Y converges weakly with order γ > 0 to X as ∆t ↓ 0 and with respect to a function class C, if for all g ∈ C
as ∆T ↓ 0. It depends on the regularity of functions in C whether (150) is a strong condition. In finance we may low regularity of payoffs, e.g. in the case of digital payoffs. This leads to sophisticated weighted Monte-Carlo schemes of bounded variance. The related estimators in [2] may be adapted to the more general situation in a quite straightforward way (well, the proof of bounded variance and the error estimates become a little more intricate).
Applications to semi-linear equations which are hypoelliptic on some linear subspace
Note that for n > d the Cauchy problem (140) does not satisfy the Hör-mander condition on the whole space R n in general but only on a linear subspace. Especially, a density may not exist in a regular sense. As an example, consider the following Cauchy problem on [0, T ] × R 2 :
Assume that the Hörmander condition is satisfied on a subspace of dimension d (for any (x d+1 , · · · , x n ) fixed). Hence the fundamental solution p d of
exists (for any (x d+1 , · · · , x n ) fixed), and the solution of (151) becomes The solution of this equation is
This leads us to a 'distributional density' of the form
We see from this example that a density exists only in a distributional sense. However, if the initial data f satisfy an exponential growth condition, and are smooth on the space R n \R d , and locally L p on the subspace R d where the Hörmander condition holds, then the Cauchy problem (140) has a regular solution, i.e. a solution in C ∞ ((0, T ] × R n ). The simple example shows that in general there exists no regular density in a situation of degenerate diffusion models with n > d. Especially, the regularity theory of densities in the context of Malliavin calculus does not apply directly (as we remarked in [7] ). However, the regularity theory for densities of Malliavin calculus may still be useful, especially for the analysis on the subspace of dimension d where the Hörmander condition holds. Let us consider (140) from a probabilistic perspective. The associated Stratonovic integral of a process starting at x ∈ R n is
where W i denote Brownian motions and • indicates that the integral is in the Stratonovic sense. If n = d and the Hörmander condition holds, then the associated covariance matrix process σ t is almost surely invertible, i.e.
for every real number p and t in some arbitrary finite time horizon [0, T ]. Clearly this is not true in the example above. Note, however, that the associated process exists, i.e. global existence for ordinary stochastic differential equations as is well-known in the context of elementary stochastic analysis. A standard theorem of ordinary stochastic differential equations (for statement and proof cf. [12] ) shows the existence of Levy-continuous solutions.
Next we state and an extension of a theorem in [7] (the proof will be given in the third version of [7] ). One can use estimates obtained in [17] which we cited above. In order to see how analytic expansions can be used in this context, our main interest here are some of the constructive aspects of the scheme which leads to the global existence and regularity proof. Let's consider the theorem first. Our interst here is the use of analytic expansions in this context. A detailed proof will be given in version 3 of [7] in arXiv shortly. Let us consider the time-homogeneous case. Consider a matrix function x → (v ji ) n,m (x), 1 ≤ j ≤ n, 0 ≤ i ≤ m on R n , and m smooth vector fields
where 0 ≤ i ≤ m. Consider the Cauchy problem on [0, T ] × R n (where T > 0 is an arbitrary finite horizon)
This may be rewritten in the form
A general reduced Cauchy problem is defined by the condition that for all
has rank d ≡ d(x) ≤ n, where for each x ∈ R n the number d(x) is determined by the Hörmander condition at x ∈ R n , i.e.
. In this case we may consider the intersection of all x-dependent subspaces which are spanned by the local Hörmander condition at x, i.e.
where W x is the vector subspace of dimension d(x) spanned by (162) above at x. Here the notation I H indicates that we consider a intersection of spaces defined by local Hörmander conditions. Our most general theorem will show that regular global solutions of (158) (rsp. (159)) exist if the data are rough (i.e. in L p (R n ) only in I H and are smooth on the complementary vector subspace R n \ I H . In the following section we look at the situation from the perspective of elementary stochastic analysis. We observe that from this perspective regularity is closely linked to regularity of the data. We shall see then that a constructive analytic scheme together with Malliavin type estimates lead us to stronger results. Next consider a matrix-valued function
, and m smooth vector fields
where 0 ≤ i ≤ m. We have
Assume that the initial data function f : R n → R satisfies
Assume that the coefficients are smooth (i.e. C ∞ ) of linear growth with bounded derivatives, i.e.
for i = 0 and 1 ≤ j ≤ n, or 1 ≤ i ≤ m and 1 ≤ j ≤ n. Then the Cauchy problem (158) has a global classical solution u, where
where the singular behaviour is t = 0 is determined by the Malliavin-type estimate in [17] as follows: for given natural numbers m and N there is a number q such that the solution u and its time derivatives up to order m and its spatial derivatives up to order N are located in the space.
and . denoting the supremum norm. Moreover, q = max |α|≤N n m,α,0 −n/2 where n m,α,0 is determined by the estimate in [17] of the singular behavior of the density.
Since we are interested in the application of analytic expansions let us consider the main steps of the proof which lead to the constructive scheme (cf. [7] for details). For most applications in finance the situation in (7.2) can be reduced to the block structure, where the whole space R n can be decomposed into a part R d where the Hörmander condition holds and a complementary part R n−d where the operator looks like a vector field. For associated first order equations with source term one observes (for a proof cf. [7] ) : 
has the solution
The notation above which indicates that some coordinates are fixed (x d or x n−d ) is a little cumbersome and we shall drop it sometimes writing just x instead of (x d , x n−d ) in the following when it is quite clear from the context which components of x should be considered to be fixed. Next we define a local iteration scheme involving global flows of the type discussed in Proposition 7.3 above and solutions of parabolic equations of form
with x n−d fixed. The natural ansatz is an AD-scheme of the following form: we define Vector Field
Step: (l ≥ 0)
and Diffusion
Step: (l ≥ 1)
For each m we define u m (0, .) = f (.) and u m+1 (0, .) = f (.). Here, in equation (174) we understand (x d+1 , · · · , x n ) to be fixed, and in (173) we understand (x 1 , · · · , x d ) to be fixed. In order to prove convergence time step by time step we rewrite the scheme in time-dilatation coordinates (ρ will be small)
Then we get an equivalent equation in τ where the coefficients of the symbol of the operator become small if ρ is small. We have dt dτ = ρ,
An iteration step of the scheme considered in transformed time τ for some time horizon [0, T 0 ] is then given by
for l ≥ 1. We start the scheme with
The initial conditions are
where for m = 1, 3, · · · (x d+1 , · · · , x n ) is fixed, and for m = 0, 2,
is fixed. The solution can be constructed in the form in the form
and in each substep where the right side in (183)
Moreover, for m ≥ 1 δu ρ,m has zero initial conditions, i.e. δu ρ,m (0, x) = 0. For small ρ the scheme just described is locally convergent with respect to time. Then iteration of the scheme in time using the semigroup property leads to a convergent scheme of a global solution to the Cauchy problem
Note that iteration in time means that we start the next time step with the initial data u ρ (T 0 , .), and after repeating the scheme above we get the next initial data u ρ (2T 0 , .) and so on. The choice of ρ depends on certain a priori estimates in [17] . At each time step approximations of the densities of the diffusion substeps can be constructed according to the preceeding section. This leads to efficient schemes for a considerable class of semielliptic equations. For problems in higher dimensions probabilistic weighted Monte-Carlo schemes are constructed from the scheme above in a natural way (we shall discuss them in version 3 of [7] shortly).
Application to American derivatives
We reconsider the front-fixing method in the case of a multivariate put option. We extend the considerations of [3] to (micro)-hypoelliptic operators.
Our main interest here is how analytic expansions may be used in this context. Further ananlysis as well as details of global existence and regularity proofs can be found in a subsequent paper. We start with the operator
where v ij = (σσ T ) ij and r may depend on time t and spatial variables S. We do not assume that v ij the volatility matrix is strictly elliptic, but we assume that the operator is (micro)-hypoelliptic in the continuation region, or that the Hörmander condition holds in the continuation region. This may be rephrased nicely in the context of the frontfixing method on a halfspace. Let E ⊂ [0, T ] × R n + denote the exercise region and for each t ∈ [0, T ] let E t denote the t-section of the exercise region, i.e. E t := {x|(t, S) ∈ E}. In general beside basic standard assumptions on diffusion market models introduced in the previous Section we shall assume that (GG) for each t ∈ [0, T ] we assume that 0 ∈ E t and that E t is star-shaped with respect to 0, i.e. for all S ∈ E t and all λ ∈ [0, 1] we assume that λS ∈ E t .
Remark 8.1. Note that this means that for a fixed "angle" at S = (S 1 , · · · , S n ), i.e. at
S i we have one intersection point of the free boundary of the section E t and the ray through 0 which is determined by the angle φ S .
The condition (GG) is called the global graph condition. The condition (GG) holds if x → u(t, x) is convex, where (t, x) → u(t, x) denotes the value function of an American Put. This is a sufficient (not necessary) condition for (GG) to hold. Especially, this condition is satisfied for the multivariate Black-Scholes model (Consider the Snell envelope definition in order to verify convexity). However, note that from the Snell envelope representation of the price of an American index Put
we see that the price function p A of an American put option with strike K and with maturity T > 0
is homogenous of degree 1 with respect to (S, K), i.e. for any λ > 0 we have
Now we can prove Proposition 8.2. Assume the American put is written in a market where the no-arbitrage condition holds. The price function p A of an American put option with strike K and with maturity T > 0 has the property that the function
is convex for all t ∈ [0, T ] and K fixed. Hence, (GG) is satisfied in this case independent of the underlying model.
Proof. Comparing a portfolio Π A (t) consisting of µ American puts with strike K 1 and (1 − µ) American Puts with strike K 2 with a portfolio P B consisting of one American Put with strike K = µK 1 + (1 − µ)K 2 we get
Then for fixed K we may write convexity of
Division of (193) by (µλ 1 + (1 − µλ 2 ) and the observation that p A on the left side of (193) may be rewritten in the form
along with
leads to the reduction of convexity with respect to the asset to convexity with respect to the strike.
Furthermore, note homogeneity of order one in (S, K) is a quite natural condition. If a selffinancing portfolio with initial value Π t 0 reduplicates the payoff (K − S τ * ), then the portfolio λΠ t reduplicates the payoff (K − S T ) Hence, the free boundary can be written in terms of the angles in form
We consider the transformation
Note that the spatial part of ψ (0, T ) × R n + is homeomorph to the half space H ≥1 = {x ∈ R n |x 1 ≥ 1}. In the following the domain D is the interior of the image of ψ, i.e. D := (0, T ) × (1, ∞) × (0, 1) n−1 . We have
We get The mixed condition (BC2) follows from the smooth fit condition together with (BC3) .
Remark 8.4. Note that in the context of market models based on Levy processes or, more generally, Feller processes the smooth fit condition does not hold in general and one has to be careful concerning generalization at this point.
In order to determine the coefficients a F ij and b F i we compute first
We observe that
It follows that
Hence, we have
It is clear that
In order to determine the latter coefficient functions we compute
Next, for j ≥ 2 we have
∂x l , and (206)
Finally,
Here δ ij is always the Kronecker Delta, F j is short for ∂F ∂x j , F jl is short for ∂ 2 F ∂x j ∂x l . Now we have determined the explicit form of (199). The next step is to construct a representation of the solution of (199) in terms of convolutions with the transition density, i.e the fundamental solution related to (199) .
Note that only the inner regularity of the free boundary function can be proved. Starting with some u 0 (solution of (199) for F ≡ 1 for example) for numerical reasons we may consider an iteration scheme v n = tu n with v 0 = tu 0 , and consider for n ≥ 1 the following iteration for 199. Let 
where v n has zero initial condition. On the hyperplane {x 1 = 1} we require v n x 1 (t, 1, x 2 , · · · , x n ) − v n (t, 1, x 2 , · · · , x n ) = −tK.
Given u n−1 and F n−1 for each n we look first at the solution for v n in the form (note that D b below contains an integral 
where p v n is the fundamental solution of
and where φ v n solves an integral equation 
Remark 8.5. Asymptotic analysis shows that even √ tF t is bounded as t ↓ 0.
For the next step we get F n and u n via tF n = K −v n (1,x 1 ) and tu n = v n . In the case of strictly elliptic operators L we get convergence in adapted Banach spaces for v n (cf. [3] ). Regularity resuls and convergence of the scheme can be generalised to the case of micro-hypoelliptic operators L, i.e. if L has the representation
with a matrix-valued function x → (a ji ) d,m (x), 0 ≤ i, j ≤ n on R n , and m + 1 smooth vector fields of dimension d
where 0 ≤ i ≤ m such that the Hörmander condition with respect to the subspace R d , i.e. assume that
spans R d at each point x ∈ {x|x ∈ R n and x 1 ≥ 1}. The proof uses the estimate in [10] cited above. Details will be given in [4] .
