Abstract A new approach for transient analysis of nonlinear circuits is presented. The circuit equations are formulated as functions of incident and reflected waves at the device ports. Only one large matrix decomposition is necessary if time step is constant. The proposed method is parallelizable, allows straightforward inclusion of complex nonlinear device models and has better convergence properties compared to existing methods. Simulation results are provided to demonstrate the approach.
(or pre-compute) all possible reflections given all possible incident waves from all nonlinear ports. That kind of approach is useful only when the number of nonlinear ports is small. Reference [8] proposes a method to eliminate DFLs for circuits containing nonlinear inductors. This method relies on an estimation of the inductor current at each time step and can not be applied for algebraic nonlinearities. In Reference [6] WDF are used to simulate power electronic circuits with nonlinear devices treated as switches. A relaxation approach was proposed by Meerkötter et al. [3] to eliminate DFLs. This approach always converges for circuits that contain passive nonlinear devices that are also locally passive. Local passivity implies that the spectral radius of the device small-signal scattering parameter matrix is less than one (note transistors are not locally passive). Reference [4] further investigates this approach and shows that it is possible to cut DFLs and split the computation in independent blocks suitable for parallel processing without losing convergence.
The wave-based transient analysis approach presented in this work solves DFLs through an iterative procedure that has better convergence properties than previous works. Another advantage of the proposed approach is that allows easy inclusion of complex multiport nonlinear devices formulated in the Kirchhoff domain. Only one large (sparse) matrix decomposition is required for a given time step size. This paper is organized as follows: the formulation of the method and some of its properties are presented in Section 2, followed by simulation examples in Section 3. Conclusions and directions for further research are given in Section 4.
Proposed Method
In the following we will assume that all sources have some internal resistance and all remaining devices are passive as shown in Fig. 1 . Let n be the total number of ports and m the number of nonlinear ports. For each port, we associate a characteristic impedance equal to Z j . Since a time domain method is being considered, Z j is pure real. The voltage and current at Port j can be expressed in terms of power waves as follows:
where a j and b j are the incident and reflected power waves at Port j as seen from the devices as shown in Fig. 1 . The circuit topology defines the relationship between the vector of incident and reflected waves, a and b, respectively. Let Q and B be the full cut-set and loop-set matrices for a given tree in the circuit. The vectors of all port currents (i) and port voltages (v) satisfy ...
Combining (1) and (2) with (3) and (4) the following system of n equations is obtained:
where D is a diagonal matrix that has the square root of the reference impedances ( Z j ) in its diagonal. Matrices Q and B are sparse and thus a can efficiently be obtained for large circuits if b is known. This equation defines the scattering matrix that represents the circuit topology,
where a N , a L and a S are the vectors of waves incident to nonlinear devices, linear devices and sources, respectively and b N , b L and b S are similarly defined for the reflected waves. The trapezoidal rule is used for time discretization as is usual in the WDF literature [6] . Reference resistances at sources and linear devices are chosen such that there are no DFL from the device back to the network [6] . Thus b L is constant for one time step as all loops contain at least one delay.
Nonlinear Models
Nonlinear devices, both static and dynamic, will cause DFLs. Reflections are calculated in this work using Newton's method. For example, suppose the current in a nonlinear device is given by a nonlinear function,
This can easily be generalized for multi-port nonlinear devices, both static and dynamic. Newton iterations are performed independently for each nonlinear device and require a small Jacobian matrix factorization. One advantage of this approach is that it allows straightforward treatment of complex nonlinear models.
Iterative Method
Vector b S is known since it is forced by the matched sources. The nonlinear equation to be solved is thus
with a 0 = S 12 b L + S 13 b S being constant for a given time instant and F is a nonlinear vector function that represents the contribution of nonlinear passive devices. The following iterative fixed-point scheme is proposed:
where the k superscript denotes the iteration number, I is an identity matrix and K k is an m × m matrix that may be constant or updated at each iteration as described in the following subsection.
Convergence Analysis
Assume for now that K k = I. In that case (9) is equivalent to just propagating reflections along the DFLs in the circuit (i.e., plain relaxation). It can be shown that iterations converge to the desired solution if the spectral radius of J F S 11 is less than one, where J F is the Jacobian matrix of F. This condition is satisfied if all nonlinear devices are locally passive (e.g., diodes) and in this case convergence is global. Unfortunately convergence is not guaranteed if devices such as transistors are present in the circuit. Consider now a scalar (γ) between 0 and 1 and let
Equation (9) becomes essentially equivalent to the formulation proposed in Reference [4] . A good selection of γ may improve convergence properties compared to plain relaxation but this modification is not enough to guarantee convergence in the presence of locally active devices. Local convergence can be obtained by setting
Equation (9) becomes then equivalent to Newton's method. Note that J F is a blockdiagonal matrix with each block being the small-signal scattering matrix for each nonlinear device. Although it is possible to re-order (5) and (9) in order to perform one sparse matrix decomposition per iteration, this is more expensive than the backward substitution of the relaxation approach. One possibility to avoid the factorization of a large matrix at each iteration is to make K k artificially sparse. If elements of S 11 in (11) are set to zero to obtain the same block-diagonal pattern as in J F , the resulting K k matrix is also blockdiagonal. This requires explicit knowledge of S 11 which in turn requires m backward substitutions of the decomposed matrix originating from (5), but this only need to be performed once. The resulting iterative scheme is known as Newton-Jacobi algorithm [11] . Local convergence is no longer guaranteed but it will be shown in Section 3 that this modification is an improvement over the relaxation approach.
Reflected Power Considerations
An interesting property of the pure relaxation approach (K k = I) is that due to the nature of power waves iterations are guaranteed not to diverge to infinity, even if the initial guess is far from the solution. This is demonstrated as follows: The total reflected power at each iteration is given by |b k+1 N | 2 , where the bars denote the Euclidean Norm, and is bounded by
here L is a scalar less than one (since nonlinear devices are passive) and P max is the maximum power that can be sent from the nonlinear devices to the network during one time step and depends on the total energy stored in nonlinear capacitors and inductors. If the upper bound is propagated from the first iteration the following result is obtained:
An upper bound can also be found if K k is chosen as in (10) . This property can be extended to the Newton-Jacobi approach if K k is chosen as follows:
where K k NJ is the block diagonal matrix used for the Newton-Jacobi approach and α is the lowest scalar between 0 and 1 such that b k+1 N satisfies (12) . For circuits with locally passive nonlinear devices this choice tends to provide both global convergence when initial guess is far from the solution and faster convergence rate near the solution as α becomes 0.
In summary, iterations are performed according to (9) using K k as defined in (14). Thus the proposed method is an hybrid between relaxation and Newton-Jacobi. Steffensen [12] updates,
are ocasionally used along with regular iterations to accelerate convergence. All calculations in (9) and (15) can be performed locally for each nonlinear device and thus could be computed in parallel. The only communication between processors at each iteration is to evaluate the product S 11 b k N which requires the reflections from all nonlinear devices.
Numerical Example
The circuit shown in Fig. 2 Table 1 summarizes the results for different input voltages, reference impedances at the diode ports. The number of time steps is the same for all simulations. The last column indicates how many iterations with α = 0 (i.e., limited reflected power) were performed. The first three rows show the results when the full Jacobian ma- trix is used instead of a block-diagonal matrix. The choice of reference impedance does not significantly affect the convergence rate for that case, but this is not so when pure relaxation or the modified Newton-Jacobi method is used as seen in the remaining rows of the table. The most nonlinear cases (200 V input) show that both Steffensen updates and reflected power limitation are frequently used. Selective Steffensen updates improve convergence in all cases. It should be noted that sometimes the reflected power limitation reduces somewhat the convergence rate. However even when that happens the proposed approach converges faster than plain relaxation.
Conclusions and Discussion
The proposed method has the good numerical properties associated with the WDF approach and allows the inclusion of complex nonlinear device models. Equation (9) introduces a cause-effect relation in the power delivered to nonlinear devices that is not apparent in more classical approaches. That formulation along with selective Steffensen's updates, the treatment of nonlinear device models and the approach to prevent numerical divergence with Newton-Jacobi iterations are novel in this work. An admittedly simple nonlinear circuit was simulated to illustrate the performance of the proposed method. It was shown that the combination of the techniques proposed here improves the convergence rate compared with plain relaxation. As expected, Newton-Jacobi iterations do not converge as fast as regular Newton iterations. Newton-Jacobi could be faster however for large circuits as the cost of iterations does not grow as much with the circuit size. The performance of the proposed method with large scale circuits has yet to be evaluated.
Circuits with locally active devices (e.g., transistors) can be handled by this method but then convergence is no longer guaranteed. Work in progress indicates that with some modifications it is possible to guarantee (at least local) convergence in that case. The analysis presented here is for fixed time step, but variable time step could be handled without additional matrix decompositions by considering variable reflections from linear devices, i.e. b L changes with each iteration. There is an associated computational cost with this modification, but the main features of the method remain intact. Another important issue is the optimum selection of reference impedances at nonlinear device ports. This selection may have to be adaptive since the optimum values are dependent on the circuit state. Further research will also include the application of the ideas presented here for other types of circuit analysis such as Harmonic Balance, or Envelope Following Transient.
