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I. Abstract 
 
This paper investigates techniques for identifying turbulent combustion regimes from planar 
laser induced images of hydroxyl distributions. The overarching goal of this work is to help 
design a tool that is capable of identifying turbulent combustion regimes from test images so 
that new insights can be used to better model large eddy simulation sub-grid behaviour. In this 
paper a tool for extracting important geometric properties from hydroxyl visualisations is 
designed. The design of an additional tool for extracting turbulent combustion regime data is 
undertaken by developing a new method for visualising turbulent combustion regimes based 
on the Williams diagram. Results from this new visualisation method assist with the selection 
of a chemical timescale value to be used in the turbulent Damkohler number.   
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II. Introduction 
The concept of a hypersonic air breathing propulsion system utilising supersonic combustion 
was first introduced in 1958 by R. J. Weber and J. S. Mackay where it was proposed as an 
alternative mode for space access [1].  The benefit offered by this engine over the conventional 
rocket design is the ability to breathe atmospheric oxygen for fuel rather than requiring a liquid 
oxidiser to be carried on board. Liquid oxidiser typically constitutes 65% of a rocket’s gross 
take-off weight and as such, by using a hypersonic air breathing propulsion system, the fuel 
mass savings can be redirected towards other uses. This generally presents in the form of a 
more robust vehicle that is capable of being relaunched multiple times [2]. 
While scramjet engines offer significant advantages over rocket engines during atmospheric 
flight, the technology was not pursued when it was first conceived. This is predominantly due 
to the plethora of added design difficulties introduced by breathing atmospheric oxygen and 
maintaining efficient combustion in a supersonic flow. Due to what was required at the time, 
rockets were the logical path to pursue during the space age. With the modern revitalisation of 
the space industry and an emphasis being placed on the cost reduction that reusability offers, 
the benefits of scramjet engines are becoming more highly valued. 
One of the areas still hindering the completion of a commercially viable scramjet engine is the 
current accuracy of computational fluid dynamic simulations [3]. A popular method for 
modelling turbulence in computational fluid dynamics is by using Large Eddy Simulations 
(LES). An LES looks to simulate turbulent flow by numerically solving the Navier-Stokes 
equations which describe the motion of viscous fluids. Ideally, this would be done over all 
appropriate time and length scales, however, this is a very computationally taxing process. To 
circumnavigate this problem when designing an LES, the smallest length scales which are the 
most computationally demanding are filtered out [4]. These unresolved “sub-grid scales” still 
contain vital information for developing an accurate simulation and are instead modelled into 
the equations to be numerically solved. As there is no single correct method for modelling the 
sub-grid scale interactions, a technique that best emulates the real-world system should be 
chosen [5]. When considering the turbulent combustion that occurs in scramjet engines, 
molecular mixing and diffusion, as well as chemical reactions, all occur at sub-grid scales. 
These processes are fundamental combustion properties and hence, the accurate modelling of 
the sub-grid is essential [3]. Unfortunately, for reasons highlighted later in this report, it is 
difficult to accurately determine the combustion processes that are occurring in experimental 
scramjet tests and furthermore, the broader field of turbulent combustion is only partially 
understood. As such, a more holistic understanding of the local turbulent combustion processes 
known as “turbulent combustion regimes” is paramount to improving the modelling of sub-
grid scales in an LES. The identification and analysis of these combustion regimes is the focus 
of this report. 
The concluding remarks of a recent research paper [6] reflecting on the past fifty years of 
turbulent combustion research posed four key questions yet to be solved: 
1. What are the different turbulent combustion regimes and how can boundaries between these 
regimes be described? 
2. What are the flame structure characteristics for each turbulent combustion regime? 
3. What variables can sufficiently characterise the local properties of a flame? 
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4. How can a model be designed such that it is capable of modelling all the existing flame 
structures? 
The work documented in this report directly addresses the first three key questions, providing 
added insights drawn from a new method that can be used to analyse turbulent combustion 
regimes. As any new information surrounding the first three concerns helps to build an 
understanding of combustion regimes, which is required to design more capable models, the 
fourth key question is also indirectly addressed. 
The traditional, and still most commonly relied upon, method for describing turbulent 
combustion regimes was first introduced by F. A. Williams in his chapter on turbulent 
combustion, found in the 1985 work “The Mathematics of Combustion” [7]. Williams 
postulates the existence of different turbulent combustion regimes and the parameters required 
to distinguish between them. Although a solely theoretical endeavour, it provides a compelling 
explanation for the manifestation of different combustion regimes. In this work, Williams 
himself acknowledges that this technique is subject to error due to the oversimplification of the 
classifying parameters, in particular a single parameter designated to represent all of the 
reaction’s chemistry; the chemical timescale. Nonetheless, Williams’ work serves as the 
backbone for turbulent combustion regime research. 
All the parameters that Williams used to classify combustion regimes are dimensionless 
representations of important physical flow characteristics. Unfortunately, with the current 
equipment at our disposal, it is not possible to non-intrusively measure these parameters with 
the location specific accuracy required to categorize the turbulent combustion regimes 
occurring inside a scramjet engine [8]. This difficulty is particularly vexing as the combustion 
regimes must be known to accurately model the sub-grid interactions.  
With direct measurement of the classifying parameters not an option for identifying the 
combustion regimes in practice, it raises the question of whether another method exists to 
identify these regimes. As previously mentioned, the classifying parameters represent physical 
characteristics of the flow. Depending on the absolute and relative influence of these 
parameters, different turbulent combustion regimes will present with distinct physical 
characteristics [9]. If these regimes can be visualised, then they can potentially be identified 
based on their geometry. Fortunately, there is a technique that can visualise the flow. 
The scramjet designs examined in this report rely on hydrogen (H2) as fuel. When combustion 
between the hydrogen and oxygen (O2) occurs, a by-product called hydroxyl (OH) is produced 
and not re-consumed [10]. The OH radical occupies the reaction zone and can be illuminated 
and photographed by using a technique known as Planar Laser Induced Fluorescence (PLIF). 
PLIF involves shining a laser beam along a plane of the combustor, the wave length of the laser 
is tailored to match the electronic excitation frequency of the OH molecule causing it to glow 
with an intensity directly proportional to the OH mass fraction [8]. 
With these building blocks available, it is possible that a technique could exist whereby the 
turbulent combustion regimes occurring in a scramjet can be identified based on the 
geometrical properties of the OH distribution captured through PLIF imaging. The early design 
of such a technique is the basis for this report.  
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III. Literature Review 
When conducting a classical turbulent combustion regime analysis as developed by Williams, 
there are three fundamental parameters to be considered: 
• Premixedness of the flow; 
• Turbulent Damkohler Number; and 
• Turbulent Reynolds Number. 
The premixedness of the flow must be initially determined as the potential for certain regimes 
to occur is dictated by this property [7]. In order to fully understand the implications of the 
premixedness parameter, the turbulent Damkohler and turbulent Reynolds numbers will be 
explored first in this literature review and each of the factors influencing analysis will be 
summarised in the following sections. 
1. Turbulent Damkohler and Turbulent Reynolds Numbers 
The turbulent Damkohler number (𝐷𝑎𝑡) provides a metric to examine the interactions between 
turbulent and chemical structures: 
𝐷𝑎𝑡 =
𝜏𝑡
𝜏𝑐
 (1) 
𝜏𝑡 is the characteristic turbulent timescale, the time it takes for the largest turbulent structures 
to turn over in space. The turbulent timescale is directly proportional to the size of the turbulent 
structure. 𝜏𝑐 is the chemical timescale, a measure of the time taken for a significant 
concentration gradient change to occur due to chemistry [11, 12]. There is not yet consensus 
on how the chemical timescale should be defined, and this is something that will be investigated 
in further detail later in the report.  
The turbulent Reynolds number 𝑅𝑒𝑡 compares the strength of turbulent transport forces against 
resistive viscous forces: 
𝑅𝑒𝑡 =
𝑘2
𝜖𝑣
 (2) 
Where 𝑘 represents the turbulent kinetic energy, 𝜖 is the turbulent dissipation and 𝑣 is the 
kinematic viscosity of the flow. The turbulent forces enhance the turbulence-chemistry 
interactions helping to mix the fuel and oxidiser, however, the turbulent forces can become 
powerful enough to break the reacting zone apart and cause local extinctions of the flame [13, 
14]. 
2. Williams Diagrams 
In F. A. Williams’ section from The Mathematics of Combustion, he defines two potential 
regimes that may be occupied by premixed and non-premixed flows alike; reaction sheets and 
stirred reactors [7]. Williams differentiates between these two regimes by using the turbulent 
Damkohler number. 
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In the case where 𝐷𝑎𝑡 ≪ 1, the turbulent timescale is significantly smaller than the chemical 
timescale and turbulent structures can enter into chemical structures to both enhance mixing 
and broadly distribute the reaction zone [7, 15].  
In the case where 𝐷𝑎𝑡 ≫ 1, the chemical timescale is significantly smaller than the turbulent 
timescale and the chemistry governs flame propagation. As the main factor governing 
chemistry is temperature, the flames prefer to remain in hot flow regions existing in the 
diffusive layers that are found in thin sheets, thus, we see reaction sheets forming. The turbulent 
structures, not able to enter into the reaction sheets, instead buffet and distort them [7, 15].  
Williams proceeds to acknowledge that, with increasing turbulence intensity, the distorting of 
reaction sheets becomes more severe until they may begin to reconnect, encapsulating pockets 
of unburnt gas and forming multiple reaction sheets. From this observation a modest pilot 
version of the Williams Diagram was proposed which plotted the log of the turbulent 
Damkohler number against the log of the turbulent Reynolds number as shown in Figure 1 [7]. 
 
Figure 1: The first appearance of a Williams Diagram [7] 
In a later 1994 letter published by Balakrishnan and Williams, use of the Williams Diagram for 
regime visualisation was reaffirmed [16]. At the time of release the diagram was promoted for 
visualisation of diffusion flames although future works consistently find the defining 
boundaries are better suited for the classification of premixed combustion regimes where 
chemical kinetics are less important [17]. Recently, little progress has been made in the way of 
developing better boundaries for the classification of diffusion flame regimes. 
3. Premixedness 
For combustion to occur, the correct stoichiometric proportion of fuel and oxidiser must be 
present in the flow. This is important for scramjet design where the two substances are initially 
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segregated until the fuel is injected into the air-flow and mixing begins. A flow’s premixedness 
is classified as one of two categories [7]:  
• Non-Premixed Turbulent Combustion; 
• Premixed Turbulent Combustion. 
3.1. Non-Premixed Turbulent Combustion 
In the case of non-premixed combustion the rate of combustion is mostly mixing limited, 
meaning the reactants must first undergo mixing at a molecular level via diffusion to achieve 
the appropriate stoichiometric proportions for combustion to occur [18]. Diffusion occurs at 
the fuel/oxidiser interface and the rate of diffusion is directly proportional to concentration 
gradients, area of interface and mixing time. Since combustion is mixing limited and flow 
through times in scramjet combustors are tens of milliseconds, it is imperative the reactants be 
mixed at a macroscopic level to increase the rate of diffusion [15].  The macroscopic mixing is 
predominantly performed by turbulent shear layers which stretch the reactant interface, 
increasing interfacial area and concentration gradients. Figure 2 demonstrates how this process 
transforms two segregated reactants into a molecularly mixed layer and Figure 3 shows the 
growth of the mixing layer thickness as it travels down the combustor length. It is also worth 
noting that in the scramjet designs considered for this report, fuel is injected into the airflow 
which, along with the combustor inlet geometry, causes a series of oblique shocks that serve to 
further enhance fuel/oxidiser diffusion [11]. As well as turbulent mixing processes, fuel and 
oxidiser concentration gradients are subject to change from flame chemistry consuming 
reactants, turning non-premixed combustion into a complex turbulence-chemistry problem 
[15]. 
 
Figure 2: Formation of vortex structures in a 
transitional shear layer. Dashed curves at mixant 
boundaries indicate molecular diffusion. [18] 
 
Figure 3: Growth of time-averaged mixing layer 
thickness δm, following mixing transition. [18] 
Historically, the regime boundaries on the original Williams Diagram were used to describe 
non-premixed flow with questionable accuracy. Unfortunately, less literature exists for the 
reclassification of these regimes and much of what does is an extrapolation of subsonic flow 
regimes [11, 13]. Despite these difficulties, progress has been made which designates the non-
premixed turbulent combustion parameter space into four regions as conceptualised in Figure 
4. These designations make use of 𝑅𝑒𝑡 and 𝐷𝑎𝑡, however, two additional limiting Damkohler 
values, specific to the flow’s properties, are used to categorise the regimes.  
3.1.1. Laminar Flames 
The first regime is a laminar flame. These only occur in sections of the flow where 𝑅𝑒𝑡 < 1 
[19]. These conditions are not met in a scramjet combustor making the laminar flame regime 
inconsequential for this work.  
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3.1.2. Quenching 
When values of 𝑅𝑒𝑡 > 1, turbulent forces begin to break apart laminar flames and the 
combustion regimes becomes dependant on 𝐷𝑎𝑡. With non-premixed turbulent combustion, 
two additional flow specific turbulent Damkohler values must be identified. The first is 𝐷𝑎𝑒𝑥𝑡, 
due to being a flow specific value, exact values from other works are of little importance for 
this report. If 𝐷𝑎𝑡 ≤ 𝐷𝑎𝑒𝑥𝑡 for a specified 𝑅𝑒𝑡, turbulent forces disrupt the reaction zones, 
shown in Figure 5, developing inside the non-premixed turbulent flame, causing flame 
extinction [13, 20]. 
3.1.3. Non-Premixed Flamelets 
The next flow specific turbulent Damkohler number is 𝐷𝑎𝐿𝐹𝐴. For values of 𝐷𝑎𝐿𝐹𝐴 ≤ 𝐷𝑎𝑡 for 
a specific 𝑅𝑒𝑡, chemistry occurs sufficiently fast that turbulent forces are not able to disrupt the 
flamelets inner structure. The flame presents as a propagating laminar flamelet as seen in Figure 
5 [13, 21]. 
3.1.4. Unsteady effects 
The final non-premixed combustion regime exists where 𝐷𝑎𝑒𝑥𝑡 < 𝐷𝑎𝑡 < 𝐷𝑎𝐿𝐹𝐴 for a specific 
𝑅𝑒𝑡. In this range unsteady flame effects are observed with local ignition and extinction [13]. 
 
Figure 4: Non-premixed turbulent combustion regime 
schematic, modelled by Veynante & Vervisch [13] off 
prior work done by Cuenot & Poinsot [10]. 
 
Figure 5: Non-premixed turbulent flame structure 
taken directly from Veynante & Vervisch [13]. 
Z: mixture mass fraction 
ld: diffusion zone thickness 
lr: reaction zone thickness 
lt: turbulent length scale 
This new regime classification model should be considered tentatively as limited research has 
been performed into defining the regime boundaries (𝐷𝑎𝐿𝐹𝐴 & 𝐷𝑎𝑒𝑥𝑡) in supersonic flow 
conditions [10].  Furthermore, using Williams fundamental simplification, characterising all 
chemistry interactions with the chemical timescale [7], is a poor approximation of the complex 
chemical interactions existing in non-premixed turbulent combustion.  
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3.2.Premixed Turbulent Combustion 
Analysis of premixed flows tends to become more straightforward than the non-premixed 
counterpart because the combustion process is no longer dependant on diffusive mixing. With 
an appropriate stoichiometric proportion no longer being a limiting factor for flow combustion, 
the premixed flame propagation is predominantly dictated by the reactive mixture temperature. 
The processes which heat the reactive mixture are a distortion of flame surfaces, serving to 
increase flame surface area, and turbulent mixing. This makes turbulence, not chemical 
kinetics, the flow feature of importance when looking at heat release and subsequently, the 
problem can be considered to have a fluid mechanical nature [17]. 
Owing to the downplayed importance of chemistry interactions in premixed flow, the 
characterisation of all chemistry by the chemical timescale parameter has proven appropriate 
for combustion regime classification. As such, five different combustion regimes can be 
described by the turbulent Damkohler and Reynolds numbers and they are bounded on the 
Williams Diagram as shown in Figure 6 [16, 22]. The five regimes and their bounding 
parameters are outlined below. 
3.2.1. Flamelet Regime 
As originally noted by Williams and mentioned earlier, the first regime boundary to be 
considered is at 𝐷𝑎𝑡 = 1. All regimes that exist where 𝐷𝑎𝑡 > 1 do so as reaction sheets. The 
regimes can be further deconstructed by considering the flow’s Kolmogorov timescales (𝜏𝑘) 
against the chemical timescales in a parameter known as the Karlovitz number [13]: 
𝐾𝑎 =
𝜏𝑐
𝜏𝑘
 (3) 
When 𝐾𝑎 < 1, the smallest possible turbulent scales are larger than the chemical scales and an 
absolute limit is imposed on turbulence-chemistry interactions [15]. By comparing the smallest 
eddy turnover velocity 𝑢′ to the laminar flame speed 𝑆𝐿, the flamelet regime can be split into 
wrinkled and corrugated flamelets. The former occurs when 𝑢′ < 𝑆𝐿 and the turbulent motions 
are unable to affect the flame front. The latter occurs when 𝑢′ > 𝑆𝐿 and larger structures are 
capable of interacting with the flame front [13]. Since these geometric differences are so minor, 
for practicality the flamelet region can be considered as a single regime and can be visualised 
as shown in Figure 7a. 
3.2.2. Thin Reaction Zone Regime 
For values of 1 < 𝐾𝑎 & 1 < 𝐷𝑎𝑡, small turbulent structures can begin to enter the flame and 
thicken the flame front, enhancing mixture preheating. However, at this size, the turbulent 
structures are still too large to enter the reaction zone as it is an order of magnitude smaller 
than the flame. Figure 7b shows the thickening flame geometry found in the thin reaction zone 
regime [13, 15].  
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3.2.3. Broken Reaction Zone Regime 
Another Karlovitz number can be used to describe the relationship between the reaction and 
Kolmogorov scales: 
𝐾𝑎𝛿 =
𝜏𝛿
𝜏𝑘
 (4) 
For 𝐾𝑎𝛿 > 1, the smallest turbulent scales start to become larger than the reaction zone and 
can cause sufficiently powerful turbulent mixing to disrupt the chemical reactions to such an 
extent that local extinction may begin to occur [23].  
3.2.4. Distributed Reaction Zone Regime 
When 𝐷𝑎𝑡 < 1, turbulent scales are able to enter into the reaction zone and begin distributing 
heat and radicals to enhance combustion. It is no longer possible to identify a laminar flame 
structure [13]. Figure 7c provides a visual of the flame geometry.  
3.2.5. Well Stirred Reactor Regime 
The well stirred reactor regime is entered once all turbulent length scales are smaller than the 
chemical scales. It is unlikely to find this regime dominating in scramjet combustors [11]. 
 
Figure 6: Williams Diagram of collective scramjet 
combustion regime estimates and regime boundaries 
[15]. 
 
Figure 7: Flame geometry’s that occur in the flamelet, 
thin reaction zone and distributed reaction zone 
turbulent combustion regimes, respectively [12]. 
4. Current State of Experimental Regime Identification 
When analysing the combustion regimes occurring in simulations of scramjet combustion, the 
premixedness of the flow must first be considered. In the two experimental designs that are 
explored in detail through this section [11, 15], fuel is injected into the airflow at the combustor 
inlet. By the time ignition occurs further down the combustor entrance, diffusive mixing has 
taken place such that the flow upon ignition can be considered partially premixed [11, 15]. Due 
to the importance of mixing in a partially premixed regime, turbulence-chemistry interaction 
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models are becoming favoured [15]. To improve the accuracy of these models, the turbulent 
combustion regimes occurring throughout the combustor need to be identified. 
In a 2015 study  [15], the discrete and time-averaged data from a range of studies for both 
premixed and non-premixed turbulent combustion regimes was plotted on a Williams Diagram, 
shown in Figure 6. The implication of this data is that a range of turbulent combustion regimes 
exist inside a scramjet engine. The same study goes on to further classify combustion regimes 
by their local distribution, examining which regimes are present or dominating in different 
combustor locations; the results of this study are shown in Figure 8.  
The results produced in this study serve to confirm previous research findings that turbulent 
combustion inside a scramjet engine is present in all potential regimes. On top of this 
validation, further conclusions about the behaviour of partially premixed combustion can be 
drawn. The lower banding in Figure 8 indicates that close to the combustor entrance, the well 
stirred reactor, distributed reaction zone and thin reaction zone regimes are dominating. This 
is likely due to the premixed portion of the flow being initially consumed. As the flow travels 
down the reactor and all of the premixed reactants are consumed, it becomes mixing dependant 
and the flamelet regime begins dominating in the latter half of the engine [15].  
 
Figure 8: Williams Diagram of instantaneous combustion regimes in a scramjet engine [13]. 
In 2018, Gibbons published results of his research [11] which carried on from the previously 
discussed 2015 study. It examines in significant detail the combustion regimes as well as 
improves upon methods of computing 𝑅𝑒𝑡 & 𝐷𝑎𝑡. The data used in this project is obtained from 
Gibbons’ study. As expected, the results show that both premixed and non-premixed turbulent 
combustion occurs in the scramjet combustor. A distinction is made between the two by using 
a parameter called the Takeno flame index (𝜉) which is the dot product of the gradient vectors 
between the fuel and oxidiser mass fractions (∇Y𝐻2 , ∇Y𝑂2) [14].  
𝜉 =
∇Y𝐻2 ∙ ∇Y𝑂2
|∇Y𝐻2 ∙ ∇Y𝑂2|
 (5) 
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The Takeno flame index provides the normalised product of the two vectors multiplied by the 
cosine of the angles they make with one another. As a result, values of −1 ≤ 𝜉 < 0 indicate 
sections where the fuel and oxidiser are approaching from opposite directions as would be 
expected from non-premixed combustion and 0 ≤ 𝜉 ≤ 1 show sections where they are 
synchronised, indicating premixed combustion [24].  
Figure 9 and Figure 10 show a frequency heat map of the resulting combustion regime data 
corresponding to the different premixedness parameters. These exact results are informative as 
the data used in this report comes from Gibbons’ study, however, the techniques Gibbons has 
used to understanding the flow’s properties are of key interest. What Gibbons finds is that 
whilst non-premixed turbulent combustion dominates based on cell count, there are enough 
sections of premixed combustion occurring that it cannot be disregarded.  
 
Figure 9: Nonpremixed turbulent combustion regime 
data (n = number of cells) [11] 
 
Figure 10: Premixed turbulent combustion regime 
data (n = number of cells) [11] 
To provide a more informative comparison between the relative importance of the two 
parameters, Gibbons’ examines the heat release rate of each cell based on their corresponding 
Takeno flame index. The results show that non-premixed turbulent combustion dominates with 
a ratio of 5:1 over premixed turbulent combustion. Furthermore, Gibbons finds that 99% of the 
heat is produced by 16% of the cells in the entire domain, a number that decreases to just 3% 
of the cells in the domain when 90% of the heat is considered.  
These findings leave some key questions to be considered. Despite the existence of multiple 
combustion regimes, is there a certain regime dominating regarding heat release? If there are 
multiple regimes dominating, where along the combustor geometry do they occur? Do certain 
regimes indeed present with distinct OH distributions as theorised by works based on Williams 
research? If so can these regimes be identified by their spatially corresponding OH 
distributions? To answer these questions, it seems unlikely that Williams Diagrams will 
continue to suffice as too much vital location specific regime information is lost.  
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IV. Scope 
This report will firstly focus on developing a tool for extracting geometrical data from OH 
visualisations. This tool can be tailored to any scramjet combustor design and plane location 
so that it is able to extract geometrical data from simulation hydroxy distribution images and 
test PLIF images. This report will subsequently focus on developing a tool for extracting 
turbulent combustion regime data. This tool will require a new method for visualising and 
interpreting turbulent combustion regime data with an emphasis on retaining locational 
information, unlike the commonly used Williams Diagrams. Finally, from these findings, 
recommendations will be made regarding further research into completing a technique for 
identifying turbulent combustion regimes from OH visualisations. 
V. Method 
Based on the current state of understanding surrounding parameters that define different 
turbulent combustion regimes, as well as the capabilities of LES, the following method was 
proposed to develop key tools for a technique capable of identifying turbulent combustion 
regimes from OH visualisations. The proposed method required data on the OH distributions 
geometry and spatially corresponding turbulent combustion regimes. Accordingly, simulation 
data was used as it satisfied both requirements.  
 
1. Tool for extraction geometrical data from OH visualisations 
 
Before a tool was designed for extracting geometrical data, geometrical features relevant to 
turbulent combustion regime identification were first chosen. The following features were 
considered significant: 
 
• OH Distribution Thickness: As mentioned in the literature review, different turbulent 
combustion regimes presented with different thicknesses ranging from flamelet regimes to 
distributed reaction zone.  
• OH Edge Density: Due to the strength of turbulent forces, multiple thin reaction sheets 
could exist in a section of the combustor. If an analysis was based solely on area, these 
sections could have a similar area to thin reaction zones or distributed reaction zones. A 
ratio of the flow perimeter to its area would help differentiate between those regimes. 
• OH Area Efficiency: The turbulent integral length scale was used in regime analysis to 
determine the turbulent timescale. This proved a particularly difficult feature to extract 
from the OH distribution. To best capture it, the efficiency of the OH area distribution is 
considered.  
 
To design a robust tool for extracting geometrical features, the simulation data was first 
exported as an image to emulate the PLIF images available from tests. These images were then 
analysed in Python where a variable size window was used to determine the local geometric 
properties of the OH visualisation.  
 
2. Tool for calculating spatially corresponding turbulent combustion regimes 
 
To visualise turbulent combustion regimes with the spatial accuracy that was required for this 
project, the combustion regime ratio 𝐶𝑟 = (log10 𝐷𝑎𝑡) (log10 𝑅𝑒𝑡)⁄  was mapped directly onto 
the combustor geometry. To identify significant sections of the flow, a cut-off cell heat release 
rate was specified as done by Gibbons. With only significant combustion regime data 
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remaining, an in-depth analysis of the turbulent combustion regimes over the whole combustor 
length and certain combustor locations was performed.  
VI. Experimental Design 
To assist in understanding the results, the experimental design must first be briefly examined. 
As mentioned in the literature review, all of the data used in this report comes from work done 
by Gibbons [11]. Key design features identified by Gibbons which are significant to this project 
include: 
1. Simple combustor geometry to avoid unnecessary complexity; 
2. Combustion processes isolated from the side walls of the combustor; 
3. A single, centrally located fuel injector just upstream of the combustor, identified as feature 
A in  Figure 11; 
4. Cold boundary condition combustor walls. 
For this report the central plane of the combustor, depicted in  Figure 11, is examined as it is 
the plane on which fuel is injected into the flow. Due to this property, a significant number of 
flow features may be observed. Section B of  Figure 11 identifies the final portion of the 
scramjet inlet, flow through this section is initially laminar and travelling at Mach 10 before 
colliding with the inlet walls and injected fuel, causing a series of oblique shock waves which 
continue down Section C of  Figure 11, the main combustor. These shock waves slow down 
the flow, transition it from laminar to turbulent, enhance mixing and increase pressure and 
temperature to the point where ignition can occur.  
 
 Figure 11: Key features of the combustor central plane 
Figure 12 provides a clear picture of the chemical mixing behaviour where red sections are 
atmospheric air, blue sections are fuel and radicals and white sections show fuel-oxidiser 
diffusion. Upstream from section A it can clearly be seen where the fuel is injected into the 
free stream flow and mixing begins to occur. At section A the flow enters a pair of counter-
rotating vortices which push the fuel and radicals out of the central plane. At the downstream 
end of section A, the fuel and radicals return to the central plane for the remainder of the 
combustor’s length. Figure 12 displays an important flow property of this design; the fuel and 
radicals tend to occupy the roof of the combustor whilst the atmospheric air occupies the base.  
 
Figure 12: Oxygen mass fraction 
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VII. Results 
1. OH Distribution 
To begin analysing the OH geometrical features, the OH distribution was first visualised along 
the central plane as seen in Figure 13. Immediately noticeable about the distribution was that 
the OH mass fraction steadily increased as the flow traversed the combustor length. This was 
to be expected as OH is a by-product of the fuel-oxidiser reaction and the further down the 
combustor the flow travels, the longer the reaction was occurring. 
 
Figure 13: OH distribution along the central plane of the scramjet combustor 
PLIF imaging in a test environment provides an instantaneous snapshot of the OH distribution 
where more saturated pixels represent a higher OH mass fraction. To replicate these conditions, 
a greyscale image of the OH flow was produced where completely black pixels represented the 
highest OH mass fraction and completely white pixels represented sections where no OH was 
present. The greyscale OH distribution, as shown in Figure 14, was then read into Python to 
further analyse its geometry.  
 
Figure 14: Combustor OH Distribution (Pre-Normalisation) 
In Python, the image data was extracted with the OpenCV module. OpenCV describes pixel 
colours using a (red, green, blue) number scale where any colour can be specified by using a 
combination of these three numbers. The prevalence of each primary colour ranges from 0 – 
255 where (255, 0, 0) would, for example, produce a red pixel or (0, 255, 0) would produce a 
green pixel. As the image of the OH distribution was greyscale there was always an equal 
weighting of each primary colour so that: 
• (000, 000, 000)  indicates a completely black cell 
• (100, 100, 100)  indicates a dark grey cell 
• (200, 200, 200) indicates a light grey cell 
• (255, 255, 255) indicates a completely white cell 
The result of this process was 256 discretised measurements of the OH mass fraction, where a 
value of 255 indicates no OH was present and a value of 0 indicates the highest OH mass 
fraction. These saturation values (𝑆𝑦,   𝑥) were then saved into an 𝑀 × 𝑁 NumPy array with 𝑁 
denoting the horizontal pixel location and 𝑀, the vertical pixel location. A NumPy array was 
used due to the speed at which operations could be performed. 
𝑂𝑟𝑖𝑔𝑖𝑛𝑎𝑙 𝑂𝐻 𝐷𝑖𝑠𝑡𝑟𝑖𝑏𝑢𝑡𝑖𝑜𝑛 = [
𝑆0,   0 ⋯ 𝑆0,   𝑛−1 
⋮ ⋱ ⋮
𝑆𝑚−1,   0 ⋯ 𝑆𝑚−1,   𝑛−1
] ;  𝑓𝑜𝑟 0 ≤ 𝑆 ≤ 255 
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As previously mentioned, the mass fraction of the OH flow was skewed towards the combustor 
exit. This proved problematic when trying to set a global saturation cut-off value for specifying 
portions of the OH distribution that represented the reaction zone. To resolve this issue, a 
variable width (𝑤) averaging kernel was used to calculate a nearby mean saturation value 
(𝑀0,   𝑥) for each column along the combustor length.  
𝑀𝑒𝑎𝑛 𝑆𝑎𝑡𝑢𝑟𝑎𝑡𝑖𝑜𝑛 =  [𝑀0,   0 ⋯ 𝑀0,   𝑛−1]; 
𝑊ℎ𝑒𝑟𝑒:       𝑀0,   𝑥 =
1
(𝑤 + 1) × 𝑚
× ∑ [
𝑆0, max(0,   𝑥−0.5𝑤) ⋯ 𝑆0, min(𝑛−1,   𝑥+0.5𝑤) 
⋮ ⋱ ⋮
𝑆𝑚−1, max(0,   𝑥−0.5𝑤) ⋯ 𝑆𝑚−1, min(𝑛−1,   𝑥+0.5𝑤)
] ; 
𝐹𝑜𝑟:             0 ≤ 𝑥 ≤ 𝑛 − 1 
A normalised OH distribution, as shown in Figure 15, was produced by dividing each original 
OH saturation value (𝑆𝑦,   𝑥) by the mean saturation value (𝑀0,   𝑥) for its corresponding column. 
All values were then equally scaled so that the maximum saturation value in the entire array 
was once again 255. Finally, a weak gaussian blur was applied to soften the edges between the 
columns. 
 
Figure 15: Combustor OH Distribution (Post-Normalisation) 
With the OH distribution normalised, a cut-off saturation threshold could be specified. The 
value will differ depending on the scramjet combustor design and the combustor plane being 
examined. In this instance, a threshold value of 140 proved appropriate. If (𝑆𝑦,   𝑥) > 140 the 
array element was set to false (0). If (𝑆𝑦,   𝑥) < 140 the array element was set to true (1). The 
resulting binary array (𝐵𝑦,   𝑥) size 𝑀 × 𝑁 was then used to generate a binary image of the OH 
distribution as shown in Figure 16.  
 
Figure 16: Combustor OH Distribution (Binary-Normalisation) with sliding window 
The OH distribution edges were calculated from the normalised binary image. These edges 
were easily captured using Canny Edge Detection, as shown in Figure 17. A final edges array 
(𝐸𝑦,   𝑥) size 𝑀 × 𝑁 was produced, where array elements representing an edge were set to true 
(1) and all other elements were set to false (0). 
 
 
Figure 17: Combustor OH Distribution (Binary-Normalisation Edges) 
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2. OH Geometrical Properties 
With the OH distribution deconstructed into the binary array elements (𝐵𝑦,   𝑥) and the edges 
array elements (𝐸𝑦,   𝑥), local geometrical properties of the flow were calculated within a sliding 
window. The window was the height of the combustor with a variable width (𝑊) that could be 
tailored to appropriately capture local OH geometrical features. A visual aid of this window is 
illustrated on Figure 16 and Figure 17. Values for geometric properties were calculated based 
on the window’s position along the combustor length. As the window approached the edges of 
the combustor, its width shortened to a minimum value of 0.5𝑊 so that it would not exceed 
the bounds of the domain. The following section explains how OH geometrical properties were 
calculated using the sliding window. 
2.1. OH Distribution Area 
The OH distribution area (𝐴𝑥) was calculated by summing all the binary array elements 
contained inside the sliding window: 
𝐴𝑥 = ∑ [
𝐵0, max(0,   𝑥−0.5𝑊) ⋯ 𝐵0, min(𝑛−1,   𝑥+0.5𝑊) 
⋮ ⋱ ⋮
𝐵𝑚−1, max(0,   𝑥−0.5𝑊) ⋯ 𝐵𝑚−1, min(𝑛−1,   𝑥+0.5𝑊)
] ;  𝑓𝑜𝑟 0 ≤ 𝑥 ≤ 𝑛 − 1 
Recall all the binary array elements where OH was present were given a value of 1. By 
summing all the elements contained in the window and multiplying the value by the total area 
each pixel represented, the OH distribution area was found.  
2.2. OH Distribution Thickness 
If all the OH inside the sliding window on the binary array was pressed into a rectangle of 
width 𝑊, the OH distribution thickness (𝑇𝑥) would be the thickness of that rectangle. It is 
calculated as: 
𝑇𝑥 =
𝐴𝑥
𝑊
;  𝑓𝑜𝑟 0 ≤ 𝑥 ≤ 𝑛 − 1 
2.3. OH Distribution Edge Length 
The OH edge length (𝐿𝑥) was calculated in the same way as the distribution area except using 
the edges array where edge elements had a value of 1: 
𝐿𝑥 = ∑ [
𝐸0, max(0,   𝑥−0.5𝑊) ⋯ 𝐸0, min(𝑛−1,   𝑥+0.5𝑊) 
⋮ ⋱ ⋮
𝐸𝑚−1, max(0,   𝑥−0.5𝑊) ⋯ 𝐸𝑚−1, min(𝑛−1,   𝑥+0.5𝑊)
] ;  𝑓𝑜𝑟 0 ≤ 𝑥 ≤ 𝑛 − 1 
2.4. OH Distribution Edge Density 
The OH edge density (𝐷𝑥) was a ratio of distribution area (𝐴𝑥) to edge length (𝐿𝑥). 
Accordingly, it was calculated as: 
𝐷𝑥 =
𝐴𝑥
𝐿𝑥
;  𝑓𝑜𝑟 0 ≤ 𝑥 ≤ 𝑛 − 1 
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2.5. OH Distribution Area Efficiency 
The OH area efficiency (𝑅𝑥) measured how efficiently the flow perimeter would encapsulate 
the flow’s area where the most efficient geometry is a perfect circle. First, the circumference 
of a circle (𝐶𝑥) containing the flow area (𝐴𝑥) was calculated: 
𝐶𝑥 = 2√𝜋 × 𝐴𝑥; 𝑓𝑜𝑟 0 ≤ 𝑥 ≤ 𝑛 − 1 
Then, the total perimeter of the flow (𝑃𝑥) contained in the sliding window was calculated. This 
was done as the sum of the flow edges along all the internal columns within the sliding window 
plus the sum of the flow area on the two columns bordering the window: 
𝑃𝑥 = ∑ [
𝐸0, max(1,   𝑥−0.5𝑊−1) ⋯ 𝐸0, min(𝑛−2,   𝑥+0.5𝑊−1) 
⋮ ⋱ ⋮
𝐸𝑚−1, max(1,   𝑥−0.5𝑊−1) ⋯ 𝐸𝑚−1, min(𝑛−2,   𝑥+0.5𝑊−1)
] + ∑ [
𝐴0, max(0,   𝑥−0.5𝑊)
⋮
𝐴𝑚−1, max(0,   𝑥−0.5𝑊)
]
+ ∑ [
𝐴0, min(𝑛−1,   𝑥+0.5𝑊)
⋮
𝐴𝑚−1, min(𝑛−1,   𝑥+0.5𝑊)
] ; 𝑓𝑜𝑟 0 ≤ 𝑥 ≤ 𝑛 − 1 
Finally, the OH area efficiency was calculated: 
𝑅𝑥 =
𝐶𝑥
𝑃𝑥
; 𝑓𝑜𝑟 0 ≤ 𝑥 ≤ 𝑛 − 1 
The result of these calculations was a 1 × 𝑁 size array for each geometrical property. These 
arrays were plotted against pixel location to get the OH geometrical property data based on 
combustor location as shown in Figure 18. 
 
Figure 18: OH distribution geometrical property data versus combustor length 
These arrays are the final output of this tool. Together with data collected on the location 
specific combustion regimes the arrays can be used to train a function that is capable of 
identifying turbulent combustion regimes based on hydroxyl visualisations.  
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3. Turbulent Combustion Regime Visualisation 
As mentioned in the Method, the turbulent combustion regimes from Gibbons’ data were 
visualised by calculating the combustion regime ratio 𝐶𝑟 = (log10 𝐷𝑎𝑡) (log10 𝑅𝑒𝑡)⁄  for every 
data point. These ratios were then mapped onto the combustor geometry. An in-depth analysis 
of this visualisation method is provided it the discussion. Regimes were initially mapped using 
the CEMA chemical timescale that Gibbons uses in his work [11]. For reasons discussed later, 
an additional chemical timescale calculation was provided by Gibbons. This timescale is 
defined as the time it would take for the reactant concentration to deplete or increase by 99% 
at the current rate of change [11]. This method of calculating the chemical timescale showed 
that on average, chemistry was occurring more slowly than the CEMA method, as such this 
method is called the “Slow Timescale” and the CEMA method is called the “Fast Timescale”. 
The following sections explore the properties of the turbulent combustion regimes produced 
by these two timescales. The turbulent timescales and turbulent Reynolds numbers remain 
unchanged from the results published in Gibbons’ work. 
3.1. Fast Timescale Turbulent Combustion Regimes 
The initial result of the new method for visualising turbulent combustion regimes using the fast 
timescale is shown in Figure 19. First noticeable about this result was the orderly transition 
between turbulent combustion regimes when examining the combustor from a macroscopic 
perspective. If instead Figure 19 showed a homogenous mix of combustion regimes or frequent 
and intense oscillations between regimes, it would have jeopardised the validity of the 
simulation as it would be presenting a phenomenon that opposes the real behaviour of regimes. 
 
 
Figure 19: Fast timescale turbulent combustion regimes. Top: Full geometry. Bottom: Combustor length. 
As identified by Gibbons, most cells in the combustor do not contribute significant heat release. 
To analyse the turbulent combustion regimes, these sections of the flow must be eliminated. A 
cut-off rate was selected to capture approximately 99% of heat released in the combustor. The 
reaction zone identified by this cut-off value can be seen in Figure 20. 
 
Figure 20: Top: Fast timescale turbulent combustion regimes. Bottom: OH mass fraction.  
(99% of Heat Release) 
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The top image in Figure 20 shows that there is a wide range of turbulent combustion regimes 
present in the flow. Regime frequencies will be identified using a histograms as shown in 
Figure 21. 
 
Figure 21: Fast timescale regimes (99% of Heat Release) 
Average Regime 1.27 
Median Regime 1.20 
Standard Deviation 0.38 
Skew 0.58 
Table 1: Figure 21 Statistics  
The regime data was then analysed to find an average regime, a median regime, a standard 
deviation and a skew. The skew was defined using Pearson’s Coefficient of Skewedness and 
was included as a supplementary statistic, the actual skew is not of primary importance: 
𝑆𝑘𝑒𝑤 =
3 × (𝑀𝑒𝑎𝑛 − 𝑀𝑒𝑑𝑖𝑎𝑛)
𝑆𝑡𝑎𝑛𝑑𝑎𝑟𝑑 𝐷𝑒𝑣𝑖𝑎𝑡𝑖𝑜𝑛
 
The regime statistics presented in Table 1 along with Figure 21 clearly indicate that the 
turbulent combustion regimes produced by the fast timescale exist entirely as flamelets. This 
result clashes with findings by previously performed studies into scramjet turbulent 
combustion regimes, outlined in Figure 6 of the literature review.  
A contradicting result does not mean that it is incorrect, however, the uncertainty surrounding 
the chemical timescale calculation gives cause for concern. To see examine the impact of the 
chemical timescale calculation on regime data, Gibbons provided the slow timescale 
calculation to draw comparisons. 
3.2. Slow Timescale Turbulent Combustion Regimes 
The results from the slow timescale are shown in Figure 22 where an orderly transition between 
different turbulent combustion regimes was once again observed. 
 
 
Figure 22: Slow timescale turbulent combustion regimes. Top: Full geometry. Bottom: Combustor length. 
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The same heat release cut off rate was applied to this timescale to produce the flow distribution 
in Figure 23. 
 
Figure 23: Top: Slow timescale turbulent combustion regimes. Bottom: OH mass fraction. 
(99% of Heat Release) 
The slow timescale combustion regime population data is presented in Figure 24 and Table 2. 
 
Figure 24: Slow timescale regimes (99% of Heat Release) 
Average Regime 0.33 
Median Regime 0.37 
Standard Deviation 0.27 
Skew - 0.51 
Table 2: Figure 24 Statistics 
Interestingly, the slow timescale regimes produced a very similar but mirrored image of the 
fast timescale regimes. The two data sets had near identical skewedness, with one being 
positively skewed whilst the other, negatively skewed. Both data sets had similar standard 
deviations, but unlike the fast timescale, the mean and median 𝐶𝑟 values produced by the slower 
timescale were nearly a whole unit smaller.  
So far, the regimes produced by the two timescales have only been considered for all significant 
cells over the total combustor length. To better understand these two populations, boundary 
conditions were applied to them based on: 
• Varying heat release;  
• Varying combustor sections; and 
• Varying OH mass fraction. 
The results produced by these bounds are presented in the following sections. 
3.3. Both Timescales’ Turbulent Combustion Regimes – Varying Heat Release Rate 
The following section shows the effect heat release has on different turbulent combustion 
regimes. The section is broken into 5 heat release bands, each taken over the entire combustor 
length. The results from each band are presented in the sections below with the emerging trends 
discussed at the end. The exact heat release rate figures used to calculate the bands were of 
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little importance, the important result was the percentage of total significant heat release each 
band contributed.  
4e8 < Heat Release Rate: 
The results presented in this banding contain all significant rates of heat release. Figure 25 and 
Table 4 contain the same regime information that was identified in the previous section. The 
statistics from this band will be used as a control group. Any deviations from the control group 
are presented under headings ΔST for the slow timescale and ΔFT for the fast timescale. Blue 
histogram data represents the fast timescale and red, the slow timescale. 
 
 
Figure 25: Both timescales regimes (4e8 < h-rate) – Control Group 
 Fast Timescale Slow Timescale 
Average Regime 1.27 0.33 
Median Regime 1.20 0.37 
Standard Deviation 0.38 0.27 
% of Significant Heat Release: 100% 
Table 3: Figure 25 Statistics – Control Group 
4e8 ≤ Heat Release Rate < 8e8: 
 
Figure 26: Both timescales regimes (4e8 ≤ h-rate < 8e8) 
 𝚫ST 𝚫FT 
Average Regime -16% 0 
Median Regime -11% -1% 
Standard Deviation +22% +18% 
% of Significant Heat Release: 33% 
Table 4: Figure 26 Statistics 
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8e8 ≤ Heat Release Rate < 12e8: 
 
Figure 27: Both timescales regimes (8e8 ≤ h-rate < 12e8) 
 𝚫ST 𝚫FT 
Average Regime +9% -4% 
Median Regime 0% 0% 
Standard Deviation -70% -47% 
% of Significant Heat Release: 25% 
Table 5: Figure 27 Statistics 
12e8 ≤ Heat Release Rate < 16e8: 
 
Figure 28: Both timescales regimes (12e8 ≤ h-rate < 16e8) 
 𝚫ST 𝚫FT 
Average Regime +33% 0% 
Median Regime +19% -1% 
Standard Deviation -82% -8% 
% of Significant Heat Release: 14% 
Table 6: Figure 28 Statistics 
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16e8 ≤ Heat Release Rate < 20e8: 
 
Figure 29: Both timescales regimes (16e8 ≤ h-rate < 20e8) 
 𝚫ST 𝚫FT 
Average Regime +33% -4% 
Median Regime +24% 0% 
Standard Deviation -63% -58% 
% of Significant Heat Release: 9% 
Table 7: Figure 29 Statistics 
20e8 ≤ Heat Release Rate: 
 
Figure 30: Both timescales regimes (20e8≤ h-rate) 
 𝚫ST 𝚫FT 
Average Regime +36% +2% 
Median Regime +32% +3% 
Standard Deviation -41% -37% 
% of Significant Heat Release: 19% 
Table 8: Figure 30 Statistics 
Heat Release Rate Trends: 
A behaviour observed across both timescales is the regime standard deviations initially 
increasing in the lowest banding before significantly reducing for all subsequent higher bands. 
Regarding the fast timescale, this was perhaps the only significant change to occur as the mean 
and median regimes did not change with any significance based on heat release. The slower 
timescale calculation showed that with the lowest banding, not only did the standard deviation 
increase but the mean and median regimes both significantly decreased. An interpretation of 
these trends is provided in the discussion. 
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3.4. Both Timescales’ Turbulent Combustion Regimes – OH Mass Fraction 
The following section examines the relationship between the OH distribution and spatially 
corresponding turbulent combustion regimes. The flow was broken into six sections, as shown 
in Figure 31, where the OH mass fraction was manually chosen to preserve geometrical 
features.  
 
Figure 31: OH mass fraction partitioned into six section 
Flow Section 1: 
 
Figure 32: Section 1 - both timescales 
 
 
Figure 33: Section 1 - regime visualisations. Top: OH section. Left: Slow timescale. Right: Fast timescale. 
Before an OH parameter was applied to the flow section, there were some interesting results 
observed. Both timescales resulted in bimodal regime distributions and, similarly the two 
modes appeared to be occupying the same combustor space as shown in Figure 33. The larger 
𝐶𝑟 values dominated the base of the flow whilst the smaller 𝐶𝑟 values were found above. This 
result indicated that perhaps ignition occurred on the fuel-oxidiser interface, resulting in 
flamelets which heated the flow up enough to resist the turbulent transport forces and thus, 
thickened reaction zones developed. Another interesting feature of this section was the clear 
breaks in the reaction zone as it began to develop. This was likely due to insufficient heat 
available to drive chemical interactions at a rate needed to overcome the turbulent transport 
forces causing broken reaction zones. 
An OH bound, shown in Figure 34, was applied to the flow to see how the distribution 
correlated with the combustion regimes. 
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Figure 34: OH Aligned (Red), OH Misaligned (Grey) – Section 1 
 
Figure 35: Section 1 - OH Aligned 
 
Figure 36: Section 1 - OH Misaligned 
 𝚫ST 𝚫FT 
Average Regime +51% -2% 
Median Regime +35% -1% 
Standard Deviation -77% -53% 
Table 9: Figure 35 Statistics 
 𝚫ST 𝚫FT 
Average Regime -33% -30% 
Median Regime -38% -27% 
Standard Deviation -33% -63% 
Table 10: Figure 36 Statistics 
The “OH Aligned” results provided in Figure 35 and Table 9 create a clear picture of the 
relationship between the combustion regimes and OH distribution in this section of the flow. 
Firstly, the bimodal distribution trend was removed with OH aligned sections accounting for 
the higher 𝐶𝑟 values. This indicated that in this portion of the flow, OH is indicative of the 
igniting flamelets.  
Conversely, Figure 36 and Table 10 show that sections of the flow without the presence of OH 
lead to thickening reaction zones.  
What was interesting about flow section 1 was the tendency for OH to occupy the flamelet 
reaction zones and not the thickened reaction zones as the literature would suggest. A possible 
explanation is that there was a lack of pre-existing OH in the flow and so it is only observable 
in sections intensely producing it, i.e. the flamelet regimes. 
Flow Section 2: 
 
Figure 37: Section 2 - both timescales 
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Figure 38: Section 2 - regime visualisations. Left: Slow timescale. Right: Fast timescale. 
This flow section is situated adjacent to the previously described pair of counter rotating 
vortices. Due to these vortices, most of the flow was pushed out of the central plane, removing 
data required to make more in-depth observations. Nonetheless, two notable trends between 
the timescales were observed. 
Firstly, more intense reaction zones (redder portions of the flow) tended to occupy the same 
combustor locations for both timescales. Secondly, a thin band of blue was present along the 
roof of the combustor. This band was likely due to a slow in chemistry rate caused by the cold 
wall boundary conditions of the combustor. 
 
Figure 39: OH Aligned (Red), OH Misaligned (Grey) - Section 2 
 
Figure 40: Section 2 - OH Aligned 
 
Figure 41: Section 2 - OH Misaligned 
 𝚫ST 𝚫FT 
Average Regime +31% +1% 
Median Regime +30% +6% 
Standard Deviation -89% -53% 
Table 11: Figure 40 Statistics 
 𝚫ST 𝚫FT 
Average Regime -10% -13% 
Median Regime -14% -10% 
Standard Deviation 63% -47% 
Table 12: Figure 41 Statistics 
The results in Figure 40 and Table 11 show that, as with flow section 1, the presence of OH 
was an indicator of higher 𝐶𝑟 values for both timescales.  
Figure 31 and Table 12 show an interesting change occurred in reaction zones devoid of OH. 
These flow sections were now exhibiting higher average 𝐶𝑟 values. This was likely due to the 
flow heating up as it traversed the combustor, helping to speed up the rate of chemistry. This 
is also likely why there were no longer broken reaction zones. What is troublesome about this 
result is the indication that significant regime effects occur outside of the OH distribution. 
Without a flow distribution to examine, these effects may not be perceivable in a test 
environment. 
Page | 30 
 
Flow Section 3: 
 
Figure 42: Section 3 - both timescales 
 
Figure 43: Section 3 - regime visualisations. Left: Slow timescale. Right: Fast timescale. 
Section 3 looked at the reaction zone as it returned from the counter rotating vortices into the 
central plane. With mixing enhanced in the vortices and an increase in the flow’s temperature, 
more intense reaction processes were able to endure the disruptive turbulent transport forces 
leading to a thicker reaction zone. The fast timescale began to exhibit unusual behaviour in this 
section of the flow, presenting with intense pockets of reacting flow, in the centre of which are 
very low regime values. This behaviour was likely the result of erroneous chemical timescale 
values.  
 
Figure 44: OH Aligned (Red), OH Misaligned (Grey) - Section 3 
 
Figure 45: Section 3 - OH Aligned 
 
Figure 46: Section 3 - OH Misaligned 
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 𝚫ST 𝚫FT 
Average Regime +21% -2% 
Median Regime +16% -2% 
Standard Deviation -51% -36% 
Table 13: Figure 45 Statistics 
 𝚫ST 𝚫FT 
Average Regime -12% -10% 
Median Regime -11% -13% 
Standard Deviation -37% -11% 
Table 14: Figure 46 Statistics 
Again the OH distributions continue to occupy the same flow regions as the larger 𝐶𝑟 values, 
however, the narrowing spread in mean and median 𝐶𝑟 values between Table 13 and Table 14 
indicates that the OH distribution is proving less useful for dichotomising the flow. 
Additionally, Figure 44 shows that the OH distribution was not even covering 50% of the 
reaction zone. If the OH distribution were the sole regime indicator for this section it would be 
easy to conclude that broken reaction zones are predominant. In actuality, it is more likely to 
be thickened reaction zones. 
Flow Section 4: 
 
Figure 47: Section 4 - both timescales 
 
Figure 48: Section 4 - regime visualisations. Left: Slow timescale. Right: Fast timescale.  
Bottom: Close-up of the fast timescale 
The maximum amount of heat released was in this section of the flow. The fast timescale 
continued to present with streaks of intense reaction zones that proved difficult to interoperate. 
Perhaps these zones were caused by the chemical timescale calculation reaching its limit. It 
seems unlikely the behaviour is intended as these zones are unperturbed by the OH distribution 
boundaries and the intense pockets of reacting flow often appeared to originate from a few low 
value dark blue cells, shown in the bottom image of Figure 48. 
 
Close-up 
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Figure 49: OH Aligned (Red), OH Misaligned (Grey) - Section 4 
 
Figure 50: Section 4 - OH Aligned 
 
Figure 51: Section 4 - OH Misaligned 
 𝚫ST 𝚫FT 
Average Regime +21% -1% 
Median Regime +11% +2% 
Standard Deviation -67% -50% 
Table 15: Figure 50 Statistics 
 𝚫ST 𝚫FT 
Average Regime +48% +10% 
Median Regime +35% +5% 
Standard Deviation -56% +11% 
Table 16: Figure 51 Statistics 
When comparing the mean and median 𝐶𝑟 values between Table 15 and Table 16, a complete 
role reversal was observed. OH aligned sections of flow did not change all that much from their 
previously observed properties, the reversal was due to changes in the OH misaligned flow 
portions. The regimes of the OH misaligned sections show a large jump in value that was 
almost certainly due to a failure of the OH distribution to fully represent the reaction zone, as 
shown in Figure 49. A result that raises further doubts about the capability for an OH 
distribution to fairly represent underlying combustion regimes.  
Flow Section 5: 
 
Figure 52: Section 5 - both timescales 
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Figure 53: Section 5 - regime visualisations. Left: Slow timescale. Right: Fast timescale. 
By the time the flow reached section 5 Gibbons noted that all the premixed fuel and oxidiser 
had been consumed leaving the reactions to rely solely on non-premixed combustion.  
 
Figure 54: OH Aligned (Red), OH Misaligned (Grey) - Section 5 
 
Figure 55: Section 5 - OH Aligned 
 
Figure 56: Section 5 - OH Misaligned 
 𝚫ST 𝚫FT 
Average Regime -33% +3% 
Median Regime -23% +2% 
Standard Deviation +10% +8% 
Table 17: Figure 55 Statistics 
 𝚫ST 𝚫FT 
Average Regime -4% +2% 
Median Regime -5% +1% 
Standard Deviation -10% -22% 
Table 18: Figure 56 Statistics 
The effects of mixing limited combustion caused the slow timescale 𝐶𝑟 values to decrease over 
the entire reaction zone. Oddly, the fast timescale, which has historically displayed a tendency 
to move in a similar fashion to the slower timescale, did not show any change. Furthermore, 
no distinction between fast timescale regimes could be made by considering the OH 
distribution. The slow timescale continued to present with the same OH distribution dependant 
behaviour witnessed in flow section 4. 
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Flow Section 6: 
 
Figure 57: Section 6 - both timescales 
 
Figure 58: Section 6 - regime visualisations. Left: Slow timescale. Right: Fast timescale. 
As the flow exits the combustor, the reaction zone begins to break. This is likely due to an 
absence of reactants to continue fuelling efficient combustion. 
 
Figure 59: OH Aligned (Red), OH Misaligned (Grey) - Section 6 
 
Figure 60: Section 6 - OH Aligned 
 
Figure 61: Section 6 - OH Misaligned 
 𝚫ST 𝚫FT 
Average Regime -11% -2% 
Median Regime -19% +1% 
Standard Deviation -81% -69% 
Table 19: Figure 60 Statistics 
 𝚫ST 𝚫FT 
Average Regime -10% -4% 
Median Regime -18% +1% 
Standard Deviation -67% -76% 
Table 20: Figure 61 Statistics 
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The results recorded in Table 19 and Table 20 show that it is no longer possible to discern 
between OH aligned and OH misaligned reactions zones.  
Flow Section and OH Distribution Trends: 
Overall a very confusing picture of turbulent combustion regimes was provided. 
In the first three flow sections, the OH aligned reaction zones were markers for flamelet 
regimes whilst the OH misaligned reaction zones were producing thickened reaction zones and 
flamelets. Once reaching flow section four the OH misaligned reaction zone became dominated 
by intense flamelet regimes. Through this process the OH misaligned 𝐶𝑟 values remained 
stagnant. As section 5 was entered, all the premixed flow had been consumed and the spread 
between OH aligned and OH misaligned reaction zone regimes narrowed until, at flow section 
6, there was no longer a discernible difference. 
VIII. Discussion 
This discussion will first focus on the design and results of the tool used to extract geometrical 
properties from the OH visualisations, it will then go onto the new method used for extracting 
turbulent combustion regime results before finishing on the design difficulties faced in 
developing a tool to extract turbulent combustion regime data. 
The tool for analysing OH distributions is very versatile, all it requires to work is an image 
where a chemical species mass fraction is represented by pixel saturation such as in PLIF 
imaging. The tool must then have its: 
• Averaging kernel width, 
• Gaussian blur, 
• Saturation cut-off value, and 
• Sliding window width 
manually tailored to suit the mass fraction images being analysed. The fact that these 
parameters must be manually tailored is a weakness of the tool if it is intended to be used for 
analysing flow from frequently changing combustor designs or plane locations. However, for 
scramjet testing this is unlikely to be the case. The tool is probably going to be used to analyse 
large amounts of images for a single combustor design and plane location where the previously 
mentioned parameters will remain unchanged.  
It is therefore possible to take advantage of this tool’s ability and build up a library of OH 
geometrical data from computational fluid dynamic simulations by analysing the OH 
distributions over a large number of time points. Owing to the tool’s use of computationally 
efficient NumPy array manipulations, it is capable of analysing images in milliseconds, 
allowing it to iterate through large amounts of time series data.  
Once a library of OH geometrical data for a certain combustor design and plane location is 
accumulated, error bounds on the geometrical data can be defined. This is done by stating what 
geometrical data values for a certain combustor location X% of data points will lie between.  
Put differently, for a random hydroxyl distribution in a certain location there is an X% chance 
that it’s geometrical properties will lie between two specified values.  
If similar data is collected on turbulent combustion regimes, then it will be possible to express 
the predominant turbulent combustion regime occupying that combustor location with a certain 
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error measurement. Together these data libraries would provide the necessary ingredients to 
begin training a function capable of identifying the percentage chance of a turbulent 
combustion regime existing between certain bounds given OH geometry parameter values as 
the inputs.    
For such a function to work with any degree of accuracy, the OH geometrical parameters 
chosen must first be confirmed as significant for identifying turbulent combustion regimes and 
the accuracy of calculating these parameters must be critically reviewed. Unfortunately, 
turbulent combustion regime data was not collected in a form that could be used to begin 
training a function to identify regimes and assess the OH parameters significance. Despite this 
fact, insights into weaknesses and errors of the parameterisation process can be explored. 
1. Normalisation and binary cut-off of the OH distribution 
It is without doubt that the image processing performed to the original OH distribution will 
introduce errors into the distribution’s geometry. Unfortunately, it is impossible to avoid this 
process due to the rate of OH production. Additionally, a decision must be made about what 
OH features are preserved and what OH features are discarded.  As shown in the sectional 
analysis of the turbulent combustion regimes, this is a very difficult task to satisfy. If a reaction 
zone is existing with multiple regimes inside of it, the best hope is that the OH distribution will 
present with unique geometrical features that can be associated with the occurrence of all 
regimes involved. 
2. Pixilation errors 
A very important part of the parameterisation process involves calculating edge lengths, areas 
and curvatures from the layout of pixels. Error is therefore introduced every time an assumption 
is made that pixels are accurately representing a diagonal line or curved edge. Figure 62 
displays two arrangements of how pixels might try to simulate a diagonal line. If we assume 
the pixels are unit squares than in the first formation a line that should have a length of 3√2 
will only record a length of 3 whilst in the second formation a line that should only have a 
length of 2√2 will again record a length of 3. 
 
Figure 62: Pixel Formation 
This error becomes more significant the more distorted the flows edges, and distorted edges 
are a key feature for trying to gain insight into the turbulent integral length scales. 
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3. OH distribution area and edge length reliance 
All of the proposed geometry parameters for regime identification are reliant on OH 
distribution area and edge length calculations. To recap, the parameters outlined in the results 
section are: 
• OH distribution thickness:   𝑇𝑥 =
𝐴𝑥
𝑊
 
• OH distribution edge density:  𝐷𝑥 =
𝐴𝑥
𝐿𝑥
 
• OH distribution area efficiency:  𝑅𝑥 =
𝐶𝑥
𝑃𝑥
 
Therefore, if any errors are introduced into the area and edge length calculations, they will be 
present in all of the parameterisations. To try and push down these introduced errors, additional 
parameters, less dependent on these arrays, can be considered. One simple to calculate 
parameter is the average OH distribution height. It was left out of this report as it does not seem 
to explicitly represent any flow features, however, it would be simple enough to include it in 
regime calculations and then measure its significance after the fact. A second flow parameter 
that would be mostly decoupled from the edge and area array values but prove much more 
complicated to calculate is the flow’s radius of curvature. A good starting point to begin would 
be by fitting a curve to a local portion of the flow at the oxidiser-fuel interface where the eddy’s 
are most pronounced. The points used to calculate the curvature could then slide along the base 
of the flow to get an approximate radius of curvature value corresponding to each position 
along the combustor length. A rudimentary visualisation of the concept is shown in Figure 63. 
 
Figure 63: Combustor OH Distribution (Binary-Normalisation Edges) – Curvature Fitting 
The biggest difficulty associated with implementing a radius of curvature parameter like this 
is that the fuel-oxidiser interface often bends back over itself as shown by annotation A in 
Figure 64. To successfully calculate the radius of curvature this problem must be solved as 
these sections of the flow contain vital information about the eddy’s properties. 
 
Figure 64: Combustor OH Distribution (Binary-Normalisation Edges) – Flow Distortion 
 
In this report the parameterisation process was not refined with regards to immunising against 
these potential sources of error. This task was left outside of the scope because as previously 
mentioned, both a turbulent combustion regime library and OH distribution parameter library 
would be required to begin training a function to identify regimes. A beta version of this 
function is essential for determining if error refinements are improving the accuracy.  
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With a tool developed for populating an OH distribution parameter library, the focus of the 
project shifted to creating a tool for populating the turbulent combustion regime library. As 
mentioned throughout the report, to begin this process a new method for visualising turbulent 
combustion regimes was required. With the OH distribution data being interoperated based on 
its position in the combustor geometry it stands to reason that the best method of analysing 
turbulent combustion regime data is also directly from the combustors geometry. 
The method outlined for displaying this data was based on the Williams diagram for premixed 
turbulent combustion, see Figure 6. A key feature of the Williams diagram is that all of the 
turbulent combustion regimes, except for the broken reaction zone, can be described by 
considering the ratio 𝐶𝑟 = (log10 𝐷𝑎𝑡) (log10 𝑅𝑒𝑡)⁄  originating from the origin. It is easy 
enough to determine sections of the flow where the broken reaction zone is dominating by 
using the conditions 𝐶𝑟𝐵 = (log10 𝐷𝑎𝑡) (log10 𝑅𝑒𝑡 − 4)⁄ .  
For values of: 
• 1 ≤ 𝐶𝑟    The wrinkled flamelets regime is dominating; 
• 0.5 ≤ 𝐶𝑟 < 1   The corrugated flamelets regime is dominating; 
• 0 ≤ 𝐶𝑟 < 0.5    The thin reaction zone regime is dominating; 
• −1 ≤ 𝐶𝑟 < 0   The distributed reaction zone is dominating;  
• 𝐶𝑟 < −1   The well stirred reactor regime is dominating; and 
• 0 ≤ 𝐶𝑟𝐵 < 0.5   The broken reaction zone is dominating. 
An idealised version of this visualisation method is presented in Figure 65 below, where the 
turbulent Damkohler number and turbulent Reynolds number calculations are assumed to be 
perfect and the flow is considered fully premixed. In the image, black portions of the flow 
indicate broken reaction zones with all other regimes identified by the key. Sharp boundaries 
between the different regimes have been enforced.  
 
Figure 65: Slow timescale - fully premixed turbulent combustion regimes 
In the literature review Gibbons highlights the trouble he has viewing turbulent combustion 
regimes frequencies. The conventional method is to use a heat map of the Williams diagram 
with an area of the plot becoming “hotter” as it contains more data points, see Figure 9 and 
Figure 10. In this report the frequency of turbulent combustion regimes was plotted using a 
histograms with bins containing data points based on their 𝐶𝑟 values.  
Both these methods of identifying turbulent combustion regimes suffer the same weakness, 
they lose information on the absolute influence of the turbulent Damkohler number and 
turbulent Reynolds number. This is the trade-off required when regimes retaining locational 
data want to be visualised. If required, this blind side can be covered by simply using the three 
data visualisation methods together.  
So far discussed is the utility of this method for visualising premixed turbulent combustion 
regimes but, as noted by Gibbons, non-premixed turbulent combustion tends to dominate in 
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the scramjet combustor. Highlighted in the literature review, there has not yet been a proven 
technique for plotting non-premixed turbulent combustion regimes. The approach shown in 
Figure 4 is the best current attempt at defining these regimes although there is little evidence 
to support the process. Furthermore, as mentioned in the literature review, this technique 
requires two flow specific Damkohler values, 𝐷𝑎𝑒𝑥𝑡 and 𝐷𝑎𝐿𝐹𝐴.  
For values of: 
• 𝐷𝑎𝐿𝐹𝐴 ≤ 𝐷𝑎𝑡   The non-premixed flamelets regime dominates* 
• 𝐷𝑎𝑒𝑥𝑡 < 𝐷𝑎𝑡 < 𝐷𝑎𝐿𝐹𝐴 The unsteady flame effects regime dominates* 
• 𝐷𝑎𝑡 ≤ 𝐷𝑎𝑒𝑥𝑡   The quenching regime dominates* 
*for specified 𝑅𝑒𝑡 values. 
Without knowledge of the flow specific properties required to draw the boundaries between 
these regimes it is not possible to discern between them. The new method for visualising 
different turbulent combustion regimes would, however, be able to distinguish between these 
regimes if the necessary parameters were known. It could do this by applying the same phase 
shift principle used to identify 𝐶𝑟𝐵 except the Damkohler number would be shifted rather than 
the Reynolds number. With the new method of regime visualisation adequately deconstructed, 
the results can now be discussed. 
Problematic throughout the course of this project was uncertainty surrounding the chemical 
timescale calculation. This is a problem that has plagued the field of turbulent combustion 
research since Williams first proposed his approach to identifying turbulent combustion 
regimes. In this report the two chemical timescales that are used produced results situated 
around very different 𝐶𝑟 values. As the 𝐶𝑟 value is the primary tool for differentiating between 
the different turbulent combustion regimes, particularly for the premixed paradigm, all 
confidence in a turbulent combustion regime library populated with results produced from 
these timescales would be void. What was interesting about the 𝐶𝑟 values produced by the two 
timescale was that despite being situated in very different regimes, they expressed a number of 
distribution similarities. This leads to the question of whether the two populations will exhibit 
similar behaviour when subjected to the same environmental conditions. Furthermore, 
depending on the behaviour of the populations in response to the boundary conditions, perhaps 
insights could be inferred about which chemical timescale more closely mirrors expectations 
laid out by theory.  
The first boundary conditions laid down to observe the two populations were varying heat 
release rates. This process initially involved setting a lower bound heat release rate that would 
remain in place for the rest of the experiment. This lower bound was set to capture cells 
releasing approximately 99% of the total heat. Setting this boundary condition removes all the 
combustor sections where irrelevant combustion processes are occurring, leaving only the 
reaction zone.  
The populations occupying this zone can be seen in Figure 25 and they served as the control 
group. The mean, median, standard deviation and skew of the two populations are compared 
against this control group for changing environmental conditions. When the lowest heat release 
band was applied, the mean and median 𝐶𝑟 values for the slow timescale decreased by 15% 
and 10% respectively whilst the standard deviation increased by 22%. This result is 
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encouraging as lower 𝐶𝑟 values are expected to be found for lower heat release rates. This is 
due to the rate of chemistry being slowed by disruptions from turbulent transport forces. 
Through each of the next heat release bands the slow timescales mean and median 𝐶𝑟 values 
continued to rise until in the final banding they had increased by 36% and 32% respectively. 
This is more encouraging behaviour as the higher 𝐶𝑟 values are due to faster chemistry which 
also produces higher heat release rates. 
The fast timescale showed no significant change to its mean and median 𝐶𝑟 values, with only 
the standard deviation fluctuating somewhat. This is undesirable behaviour as the regimes are 
failing to mimic real world interactions, a trend that continues through higher heat release rates. 
The results of these bounds lend strong support to use of the slow timescale calculation over 
the fast timescale. To further examine the two timescales’ combustion regimes, a more visual 
approach aided by the population behaviour trends was adopted.  
The full reaction zone was split into six equal length sections which were individually analysed, 
taking into consideration the whole section’s reaction zone, the reactions zone where it was 
aligned with the OH distribution and the reaction zone where it was misaligned with the OH 
distribution. It was interesting to note that in each section the portion of the reaction zone 
covered by the OH distribution rarely exceeded 50%. This finding places the hypothesis of OH 
distributions containing sufficient information to categorise combustion regimes into jeopardy. 
It could, however, turn out that in each section of the flow the OH distribution presents with 
enough unique geometrical features to sufficiently categorise all the regimes in the reaction 
zone.  
After analysing the combustion regimes based on OH alignments and locational properties, 
both timescales seemed to exhibit similar behavioural changes to changing boundary 
conditions. This is an encouraging result because it shows that both the timescales seem to 
respond to their environment in a similar fashion. It is probably meaningless to try and 
qualitatively draw deeper conclusions about the flows behaviour than what was identified in 
the results section, however, important findings about the fast timescale arose. 
As the mixing rate and heat release in the combustor began to increase, regimes produced by 
the fast chemical timescale started to behave erroneously. There were lots of very high 𝐶𝑟 flow 
streaks being produced. These where superimposed on the flamelet backdrop and almost 
always presented with very low central 𝐶𝑟 values. This flurry of regimes is not representative 
of real world behaviour and the sudden 𝐶𝑟 fluctuation at the centre indicates that the fast 
chemical timescale calculation is possible reaching its limit. 
All of the findings presented in this report are in support of the slow timescale over the fast 
timescale. Continual work towards developing a tool capable of extracting turbulent 
combustion regime data should be performed with this timescale. The best technique for 
recording this data is still not yet clear although additional insights will likely be provided by 
splitting the flow into premixed and non-premixed paradigms with the Takeno flame index.  
As it stands I would recommend that if a library were to be populated with combustion regime 
data. The population of location specific turbulent combustion regimes should be used rather 
than a single dominating regime.  
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IX. Conclusions 
 
1. The new technique for visualising turbulent combustion regimes provides a number of 
added benefits over the Williams diagram and the scope for its use is very broad. This 
regime visualisation technique will likely prove helpful in furthering the field of turbulent 
combustion research. 
 
2. The Hydroxyl distribution analyser is a versatile tool, not simply limited to analysing 
hydroxyl visualisations. If later research finds that hydroxyl cannot sufficiently categorise 
turbulent combustion regimes or other researcher groups exhibit interest in using it to 
deconstruct their PLIF images, it can be tailored for use. 
 
3. A key finding of this research is that the slower chemical timescale calculation technique 
exhibits a number of real world properties over a range of environmental factors. These 
findings will hopefully help guide others when choosing or designing their chemical 
timescales.  
 
4. The final key finding of this work is that the OH distributions do not tend to occupy the 
majority of the reaction zone as was hypothesised but despite this fact these distributions 
may still contain enough geometrical qualities to provide insight into the entire reaction 
zone’s combustion regimes. This is the main area of this project where further research can 
be undertaken. This research will be aided by the findings outlined in the discussion of this 
report.  
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