Abstract. In this paper, a boundary value problem for a singularly perturbed linear system of two second order ordinary differential equations of convectiondiffusion type is considered on the interval [0, 1]. The components of the solution of this system exhibit boundary layers at 0. A numerical method composed of an upwind finite difference scheme applied on a piecewise uniform Shishkin mesh is suggested to solve the problem. The method is proved to be first order convergent in the maximum norm uniformly in the perturbation parameters. Numerical examples are provided in support of the theory.
Introduction
Singular perturbation problems of convection-diffusion type arise in many areas of applied mathematics such as fluid dynamics, chemical reactor theory, etc. Also, linearising Navier-Stokes equations, which plays vital role in the field of science, leads to a system of convection-diffusion equations.
For a broad introduction to singularly perturbed boundary value problems of convection-diffusion type one can refer to [1] , [2] and [3] . There, the authors suggest robust computational techniques to solve them. A class of systems of singularly perturbed reaction-diffusion equations has been examined by several authors in [4] , [5] , [6] and [7] .
Here, in this paper, a weakly coupled system of two singularly perturbed convection -diffusion equations with distinct perturbation parameters is studied both analytically and numerically. If the perturbation parameters are equal, then the arguments in [3] are sufficient to show that the suggested method is parameter uniform. But in general boundary layers of unequal width are expected for the components of the solution because of the coupling of the components.
In the papers [8] and [9] , a class of strongly coupled systems of singularly perturbed convection-diffusion problems is examined. A coupled system of two singularly perturbed convection-diffusion equations is considered in [10] . In [11] , the author analysed a coupled system of singularly perturbed convection-diffusion equations.
In this paper, the major assumptions ε 1 ≤ CN −1 , ε 2 ≤ CN −1 in [10] , are removed. Moreover the analytical and numerical arguments are completely different from [10] and [11] in the following sense. The decomposition of the solution is based on the effect of each perturbation parameter on the components of the solution. Thus, we get more information about the components of the solution and its layer pattern. Also, it is to be noted that the decomposition of the smooth component in [10] is given a correct definition, here in this paper. 
Throughout this paper, C denotes a generic positive constant which is independent of the singular perturbation and discretization parameters.
Formulation of the problem
Consider the following system of equations
Here, ε 1 and ε 2 are two distinct small positive parameters and, without loss of generality, we assume that ε 1 < ε 2 . The coefficient functions are taken to be sufficiently smooth on Ω and
The case a i (x) ≤ α < 0, for i = 1, 2, is put into the form (2.1) by the change of independent variable from x to 1 − x.
Since, the matrix B(x) is not diagonal and the matrix A(x) is diagonal, the sytem is weakly coupled. If the matrix A(x) is not diagonal, then the system becomes strongly coupled. If a 1 (x) and a 2 (x) are zero functions, then the above problem comes under the class considered in [4] .
The reduced problem corresponding to (2.1)
where, u 0 (x) = (u 01 (x), u 02 (x)) T .
A boundary layer of width O(ε 2 ) is expected near x = 0 in the solution components u 1 and u 2 , if u 2 (0) = u 02 (0) and a boundary layer of width O(ε 1 ) is expected near x = 0 in the solution component u 1 , if u 1 (0) = u 01 (0). Numerical illustrations provided for each case exhibit such layer patterns.
Analytical Results
In this section, a maximum principle, a stability result and estimates of the derivatives of the solution of the system of equations (2.1)-(2.2) are presented.
Proof. Let x * and y * be such that
Without loss of generality, we assume that ψ 1 (x * ) ≤ ψ 2 (y * ) and suppose ψ 1 (x * ) < 0; then x * ∈ {0, 1}, ψ 1 (x * ) = 0 and
An immediate consequence of the maximum principle is the following stability result.
Corollary 1. Let u be the solution of (2.1) − (2.2), then
Theorem 3.3. Let u be the solution of (2.1)-(2.2), then for x ∈ Ω and i=1,2
By mean value theorem, there exists y i ∈ (a, a + ε i ) such that
Substituting for u i (s) from (2.1) and integrating by parts, we get
Again from (2.1),
Differentiating (2.1) once and substituting the above bounds lead to
3.1. Shishkin decomposition of the solution. The solution u of the problem (2.1)-(2.2) can be decomposed into smooth and singular components v and w given by
T is the solution of (3.6)-(3.8),
y 01 (1) = r 1 (1), y 02 (1) = r 2 (1), (3.8)
T is the solution of (3.9)-(3.11),
T is the solution of (3.12)-(3.14),
In (3.14), p is a constant to be chosen such that |p| ≤ C.
From (3.6)-(3.11), it is not hard to see that, for 0 ≤ k ≤ 3,
Now, consider the equations (3.12)-(3.14) and using Lemma 3.2
Using the estimate (3.1) from Theorem 3.3, we get,
From (3.12),
Estimating z 0 and z 1 from (3.19) & (3.20) and using Chapter 8 of [1] for the problem (3.21), the following estimates hold for 0 ≤ k ≤ 3,
21 (x)| ≤ Cε
Differentiating (3.13) once and using (3.17) and (3.22) (3.23) |y
Hence, from (3.15) -(3.17) and (3.22) -(3.23), the estimates of the components 
Theorem 3.4. Let w(x) be the solution of (3.5), then for x ∈ Ω, the following estiamates hold.
Proof. Estimates (3.26)-(3.28) follow from Lemma 4 of [10] . From (3.5), we have
Differentiating the above equation once,
3.2. Improved estimates for the bounds of the singular components. Let B 1 (x) and B 2 (x) be the layer functions defined on [0, 1] as follows
Using the arguments similar to those used in Lemma 5 of [6] , it is not hard to see that there exists point x s ∈ (0 ,   1 2 ) such that
Now the singular components w 1 (x) and w 2 (x) are decomposed as follows
where, w 11 , w 12 , w 21 and w 22 are defined by
Lemma 3.5. Let w 11 , w 12 , w 21 and w 22 are as defined in (3.33)-(3.36), then for x ∈ Ω, the following estimates hold.
, by the definition of w 11 (x) and using (3.27) and (3.30),
, by the definition of w 11 (x) and using (3.27) and (3.31),
2 B 2 (x), on Ω. Similar arguments lead to, (3.40) |w
2 B 2 (x), on Ω. Using (3.34), (3.27), (3.41) and (3.31), it is not hard to see that, for x ∈ [0, x 3 ),
Since w 12 (1) = 0, it follows that for any x ∈ [0, 1],
Hence,
Similar arguments lead to,
Now consider the alternate decomposition of the singular component w 1 (x) as below.
where w 11 and w 12 are defined by
Then, arguments similar to Lemma 3.5 lead to 
In each of the intervals [0,
, N/4 mesh elements are placed and N/2 mesh elements are placed in the interval [τ 2 , 1] so that the mesh is piecewise uniform. The mesh becomes uniform when τ 2 = 1/2 and τ 1 = τ 2 /2. 
Therefore the possible four Shishkin meshes are represented by Ω N = {x j } N j=0 , where,
To resolve the layers, the mesh is constructed in such a way that it condenses at the inner regions where the layers are exhibited and is coarse in the outer region, away from the layers. To solve the BVP (2.1)-(2.2) numerically the following upwind classical finite difference scheme is applied on the mesh Ω N .
T and for 1 ≤ j ≤ N − 1,
Error Analysis
In this section a discrete maximum principle, a discrete stability result and the first order convergence of the proposed numerical method are established. 
Proof. Let k 1 and k 2 be such that ψ 1 (x k1 ) = min
Without loss of generality, we assume that ψ 1 (x k1 ) ≤ ψ 2 (x k2 ) and suppose
An immediate consequence of the above discrete maximum principle is the following discrete stability result.
T is any vector valued mesh function defined on Ω N , then for i = 1, 2 and 0 ≤ j ≤ N ,
Error Estimate.
Analogous to the continuous case, the discrete solution U can be decomposed into V and W as defined below.
Lemma 5.3. Let v be the solution of (3.4) and V be the solution of (5.1), then
By the standard local truncation used in the taylor expansions,
),
).
Since (x j+1 − x j−1 ) ≤ CN −1 , using (3.24) and (3.25),
Using Lemma 5.2,
To estimate the error in the singular components , we consider the mesh functions B 
Proof. Consider the following vector valued mesh functions on Ω N ,
Then for sufficiently large C, ψ
Using discrete maximum principle, we have ψ ± (x j ) ≥ 0 on Ω N , which implies that
Lemma 5.5. Let w be the solution of (3.5) and W be the solution of (5.2), then
Proof. By the standard local truncation used in the Taylor expansions,
where the norm is taken over the interval [
For the case τ 2 = 1/2 and τ 1 = 1/4, the mesh is uniform,
2 ≤ C ln N and thus we obtain,
.
Consider the following barrier function φ given by
where γ is a constant such that 0 < γ < α,
It is not hard to see that
Consider the discrete functions
Then for sufficiently large C, using (5.4) and (5.5), ψ
Using discrete maximum principle, ψ ± (x j ) ≥ 0 on Ω N . Hence,
For other choices of τ 1 and τ 2 , estimate of ( W − w) Ω N is as follows.
Let Ω
and Ω
, then for x j ∈ Ω N 2 , using Lemma 5.4 and Theorem 3.4,
On the other hand, if ε 2 > 2ε 1 , then using (3.32) ,
Also, by the standard local truncation used in the Taylor expansions and using Lemma 3.5,
Using the alternate decomposition of w 1 (x) given in (3.43) and the arguments similar to the above, it is not hard to verify that for N/4 ≤ j < N/2,
Hence, for N/4 ≤ j < N/2, expressions (5.9) & (5.10) yield
. Consider the following barrier functions for 0 < j < N/4 (5.14) and for N/4 ≤ j ≤ N/2,
T and consider the following vector valued mesh functions, for
For sufficiently large C,
Then by Lemma 5.1 ψ ± (x j ) ≥ 0 for 0 ≤ j ≤ N/2. Hence,
Therefore, for any choice of τ 1 and τ 2 ,
Theorem 5.6. Let u be the solution of the problem (2.1)-(2.2) and U be the solution of the problem (4.1)-(4.2), then,
Proof. The result follows by using triangle inequality, (5.3) and (5.18).
Numerical Illustrations
Example 6.1. Consider the boundary value problem for the system of convection diffusion equations on (0,1)
The above problem is solved using the suggested numerical method and plot of the approximate solution for N = 1024, ε 1 = 5 −4 , ε 2 = 2 −7 is shown in Figure 1 . Parameter uniform error and order of convergence of the numerical method are shown in Table 1 which are computed using two mesh algorithm, a variant of the one suggested in [3] . From Table 1 , it is to be noted that the error decreases as number of mesh elements N increases. Also for each N, the error stabilizes as ε 1 and ε 2 tends to zero. Solution of the reduced problem is (u 01 (x), u 02 (x)) T = (2x, x + 1) T . Eventhough u 01 (x) coincides with u 1 (x) at the boundary points, u 02 (0) = u 2 (0) implies that ε 2 -layer may occur at x = 0 in both the solution components u 1 and u 2 . For N = 1024, ε 1 = 5 −6 , ε 2 = 2 −6 , the plots of the approximate solution components of (6.4) -(6.6) shown in Figures 2 and 3 ensure the foresaid layer patterns. solution component u 1 . For N = 1024, ε 1 = 5 −4 , ε 2 = 2 −4 , the plots of the approximate solution components of (6.10) -(6.12) shown in Figure 4 ensures the foresaid layer patterns.
