INTRODUCTION
The bodies of revolution (BoR) structures like circular waveguides and corrugated horn antennas have been widely studied in microwave engineering using mode matching techniques, for example, Refs. 1 and 2. In finite difference time domain (FDTD), the ideal way for analyzing these structures consists in formulating the problem in cylindrical coordinates system [3] [4] [5] [6] . Because of their axis-symmetry property, the fields depend analytically on the azimuthal angle. Analyzing them using the BoR-FDTD method [3] [4] [5] [6] [7] [8] [9] could save considerably computational resources as the threedimensional lattice of the simulation space is projected onto a twodimensional (2D) plane that contains solely q-and z-directions.
One of the advantages of the FDTD method is its ability to analyze wide spectrum problems in a single simulation run. However, like other full-wave numerical methods, it becomes impractical when dealing with electrically large structures such as reflector antenna systems. In this case, hybrid methods like those combining the full-wave techniques with asymptotic formulations are often preferred, for example, Refs. 10 and 11. However, in the particular situations where the antenna size is not large enough to apply asymptotic methods, it might be preferable to study the entire structure using a full-wave analysis.
In this article, we introduce for the first time a new approach using the multiresolution technique known as the dual-grid (DG) method [12] to simulate electrically large BoR structures in cylindrical coordinates system. The test example selected here is a parabolic antenna system [ Fig. 1(b) ] illuminated by an electromagnetic band gap (EBG) resonator antenna [ Fig. 1(a) ] [13] . We show that the proposed numerical scheme leads to much shorter computational time without scarifying the accuracy of the simulation.
DESCRIPTION OF THE DG SCHEME IN BoR-FDTD
The DG scheme consists in dividing the electromagnetic problem into two successive simulation steps.
Step 1: Fine Analysis of the Feed Parts
In the first simulation, only the feed is considered [ Fig. 1(a) ]. It is discretized using a fine mesh for good structural approximation. The computational volume is represented in Figure 2 . It is limited by unsplit perfectly matched layers to simulate an infinite open problem. The field data generated along the near-field contours L 1 to L 3 are stored at each time step throughout the simulation. At the end of this simulation, the characteristics of the isolated feed are determined.
2.2.
Step 2: Coarse Analysis of the Whole Antenna System Once the first simulation is completed, the second one is launched [ Fig. 1(b) ]; a coarser FDTD mesh is selected to describe the whole antenna structure. The near-field data stored along the field lines in the first simulation are used as excitation sources in the second run. The ''total field/scattered field'' (TF/SF) decomposition is then applied to inject these fields into the coarse simulation domain [9] . As a consequence, the coarse simulation is divided into two field regions [ Fig. 1(b) ], both regions being separated by the excitation lines. The feed part is now totally encapsulated inside the scattered-field region and is thus considered as part of the scatterer.
Interpolation and Sampling in Space Domain
As the mesh resolution is different in both simulations, the data stored in Step 1 cannot be used directly in Step 2; they must either be interpolated or sampled in space to maintain field continuity. Data sampling is performed if the field computed in Step 2 lies at the same position as in Step 1. Otherwise interpolation is used to calculate the data by considering only the adjacent fields in Step 1. We have found that the use of linear interpolation is sufficient to guaranty smooth field variations.
For this purpose, it is important to note that, in any BoR-FDTD lattice, the first cell in q-direction is defined to be half the size of the adjacent cells [3, 9] . If N is an arbitrary integer number defining the mesh size ratio between the first and second simulations, respectively
then the mesh size ratio of the first cell in q-direction is equal to N/2. If N is an odd number, this value is not an integer whereas it remains an integer if N is an even number. Therefore, depending on the parity of N, the fields in the fine FDTD simulation must be properly identified to interpolate or sample the values for the coarse simulation. Because of this reason, separate sets of equations must be used to handle odd and even values of N.
We outline below the scheme needed for the linear interpolation and sampling of the field components in space. We only consider one of the three contour lines, the other two lines being treated in a similar manner. We select here the contour line L 1 (z ¼ const: ¼ z First, let us suppose that N is an even integer. As an example, Figure 3 illustrates the field configurations for the fine and coarse meshes with N ¼ 2. A set of general space interpolation equations Eq. (2) for all even mesh ratios (N ¼ 2, 4, 6, etc.) along path L 1 is derived (here, we assume that Dz ¼ Dq; but Eq. (2) remain the same if Dq = Dz because the mesh ratio is identical in both directions [Eq. (1)] where E int and H int are the interpolated field components, and E fine and H fine refer to the field components of the fine FDTD mesh.
). In these equations, i is the cell index in q-direction for the coarse FDTD domain (i ¼ 1, 2, 3, …, i max ). The value i max is given by i max ¼ i max fine =N, where i max_fine is the maximum number of cells along path L 1 in the fine FDTD domain. As this value must be an integer, i max_fine must be able to be divided by N exactly. Note that the value of E q int in Eq. (2b) is sampled from E q fine in finer mesh (Fig. 3) because it lies at the same position.
Other field values are calculated using linear interpolation.
Similarly, for odd values of N (N ¼ 3, 5, 7, etc.), Figure 4 illustrates an example of field configuration for the fine and coarse grids assuming N ¼ 3. Using the same notations, the general space sampling equations are given by Once determined, the field data E int and H int are saved; they will be used later in the second simulation as correction terms to the TF/SF update equations [9] .
Sampling in Time Domain
As the mesh size of the second simulation is larger than in the first one, the stored data must comply with the stability criterion. Hence, they must be also interpolated in time domain in accordance with the applied mesh ratio N. The linear time domain interpolation requires that the fields at time index n and n þ 1 of the first FDTD simulation to be weighted according to the time ratio between Dt coarse and Dt fine . In all cases, we select the time step in the second FDTD simulation to be Dt coarse ¼ N Â Dt fine . As N is always assumed to be an integer number, this operation is thus equivalent to sampling in time domain. This consideration is incorporated in Eqs. (2) and (3). This ensures smooth continuity and stability of the fields.
NUMERICAL VALIDATIONS
To validate the proposed scheme, we selected a parabolic reflector antenna system as a benchmark case. In this example, we use one dimensional-(1D) EBG resonator antenna with double disk layers as shown in Figure 1 to illuminate the reflector [14] . The antenna is designed at 10 GHz (k 0 ¼ 30 mm) and the relative dielectric permittivity of the EBG layers equals 10.2. The advantage of using a 1D-EBG antenna as a feed lies in its directive radiation pattern and its small overall size, reducing the shadowing effect for the overall system. The reflector is a parabolic dish with a diameter size of 60 Â k 0 and a focal length to diameter ratio (F/D) of 0.35. In terms of analysis, the feed must be discretized finely to describe accurately its features, whereas the reflector does not need such a fine mesh due to its large size and simple design.
We first validate the feed antenna using the DG technique to show the advantage of using this approach over the classical BoR-FDTD. To this end, Figure 5 compares the radiation patterns computed using three approaches 1. Classical BoR-FDTD with a fine mesh (k 0 /60, Dq ¼ Dz ¼ 0.5 mm): the corresponding solution is the reference one. The FDTD mesh is fine enough to describe accurately all the features of the 1D-EBG antenna, 2. Classical BoR-FDTD with a coarser mesh (k 0 /20, Dq ¼ Dz ¼ 1.5 mm), 3. DG-BoR-FDTD: in this case, the feed antenna is simulated as illustrated in Figure 2 with the fine mesh resolution (k 0 / 60). The near-field distribution is saved after being interpolated with mesh ratio N ¼ 3, and these data are reradiated in far field in free space using the coarse mesh (k 0 /20).
This figure shows that the DG technique is in very good agreement with the reference solution whereas the simulation using solely coarser mesh is clearly inaccurate.
Next, we consider the entire parabolic antenna structure. We simulate it using the fine mesh simulation (k 0 /60, classical BoR-FDTD) and compare its radiation patterns with those generated with the classical coarse BoR-FDTD (k 0 /20) and the DG technique. As the first DG step has been already performed (Fig. 5) , the saved data can be reused for the second step; in this case, the parabolic reflector is described coarsely, as illustrated in Figure 1(b) . Note that the feed structure is retained in this simulation as part of the scatterer. The final results are represented in Figure 6 at 10 GHz. The agreement between the DG technique and the fine BoR-FDTD result is excellent. As expected, the classical coarse BoR-FDTD run shows inaccurate result. Table 1 compares the main simulation features for classical fine and DG-BoR-FDTD. The latter have been launched on a 2-GHz Intel machine with 1 GB RAM. This Table shows that the total time needed to perform simulation using the DG technique is only 14 min, compared to 2.4 h using the classical fine BoR-FDTD approach. The execution time and memory resources are reduced by a factor 10 and 2.5, respectively, compared to the reference case.
CONCLUSIONS
The DG-BoR-FDTD technique has been introduced to analyze effectively large axis-symmetrical problems. The proposed approach combines two successive BoR-FDTD simulations with different mesh resolutions. The implementation procedure has been described with emphasis on the mechanisms used to link both BoR-FDTD volumes, namely the linear interpolation or sampling in time and space domains, and the TF/SF decomposition. The set of general equations has been derived depending on the parity of the mesh ratio value between the fine and coarse BoR-FDTD meshes in the DG scheme.
The proposed algorithms have been validated successfully by comparing the numerical results obtained with the fine classical BoR-FDTD and the DG-BoR-FDTD. Provided that the mesh ratio N is unchanged, the saved near-field data can be repeatedly used (second simulation of the DG algorithm) without repeating the expensive computational part of the calculation (first simulation of the DG technique). The DG scheme reduces simulation time and memory considerably and paves the way for efficient full-wave optimizations in the future.
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