The effect of solution additives on surface roughness evolution during copper electrodeposition on flat copper surfaces was investigated by comparing experimental measurements with numerically simulated results. Deposition was carried out on Cu͑111͒ surfaces for 300 s at 10-20 mA/cm 2 with solutions of 0.5 M CuSO 4 ϩ 1 M H 2 SO 4 with various combinations of 1.5 mM Cl Ϫ , 500 ppm polyethene glycol MW 3400, and either 2 mM or 2 M 3-mercapto-1-propane sulfonic acid. Potential transients and surface roughness data were measured and compared with multiscale numerical simulations carried out with a noncontinuum Monte Carlo model of the surface linked to a continuum model of the diffusion layer. Hypotheses for electrodeposition of copper in additive-free solutions as well as those containing one, two, or three additive components were selected from the literature and encoded into a Monte Carlo model. The simulations included up to 32 parameters of which some were available from independent measurements and the remaining were selected to match experimental data. Simulations were carried out on the Condor highthroughput system. Comparison of numerical results with experimental data led to recognition of several areas for improvement. These included ͑i͒ recognizing the need for high-throughput experimental methods for obtaining a sufficient quantity of data to establish statistically significant trends, (ii) improving numerical procedures to handle pseudoparticle sizes significantly smaller than the 100 nm used here, (iii) linking multiscale codes with external scripts to facilitate the use of different modules at one scale without affecting the operation of the module used at another scale, and (iv) automating the process for obtaining values for the most sensitive parameters.
The manufacturability of components formed by electrodeposition depends critically on precise control of interfacial conditions during processing. 1 Trace quantities of additives are often used to impart control of the chemical environment at the interface. While many aspects of additive function are understood, interest continues in obtaining an improved fundamental understanding of their concerted action as catalysts, inhibitors, adsorbents, mediators, selfassembled templates, and so on. The engineering challenge associated with rapid innovation of new products is, in part, to link the understanding of such molecular events that control product quality with the other events at larger scales that also influence processing. 2 Although the present modeling methods are well-advanced in both continuum and noncontinuum regimes, these rarely overlap. In this work, we report coupled, multiscale simulations of copper electrodeposition in the presence of additives, and compare numerical predictions of behavior with experimental data obtained from measurements of electrochemical variables as well as surface roughness evolution.
We have recently reported on a noncontinuum Monte Carlo model linked to a continuum model to investigate one simple hypothesis of mechanism for copper electrodeposition in the absence of additives. 3 The numerical simulation was used to test the hypothesis by comparing experimental roughness evolution data obtained at constant potential on initially flat surfaces with numerical simulations. In a subsequent work, the method was extended to include a single hypothetical blocking additive and to predict the evolution of deposit profiles during electrodeposition in rectangular trenches. 4 In the present work, we introduce two additional refinements, ͑i͒ extention of the previous model to consider a three-additive system ͑acidic copper sulfate with polyethylene glycol, chloride and mercapto propane sulfonic acid͒; and (ii) implementation of constant current electrodeposition.
The three-additive experimental system was selected because it exhibits key features associated with superfilling of submicrometer trenches for on-chip interconnections and, in addition, because it has been sufficiently studied in recent years that it has emerged as a well-characterized model system for fundamental copper additive investigations. [5] [6] [7] At the same time, a variety of mechanistic hypotheses have been formulated. The system thus provides a rich test-bed for developing methodologies for hypothesis testing.
The integration of noncontinuum calculations with continuum calculations and experimental data is in the early stages of development in the field of additive electrodeposition. Numerous unknown parameters appear in the simulations that are difficult or impossible to obtain experimentally. In this work, we focus on issues associated with measurement and numerical simulation of transient polarization, surface roughness, and scaling parameters. Several computational issues identified as barriers in this work, such as fitting the most sensitive parameters to experimental data, automation of parameter assessment, and segmentation of codes that operate at different scales, will be addressed in subsequent publications.
Experimental
The experimental system consisted of copper electrodeposition onto a flat copper surface from acid sulfate solutions containing various combinations of three additive species. Visual analysis of surface roughness evolution, potential-time curves, and scaling parameters computed from scaling analysis of the interfacial width were measured and compared with numerical simulations.
The electrochemical cell was drilled from a cylindrical block of Teflon. The working electrode ͑99.999% single crystal Cu͑111͒, Monocrystals, Inc., 10 mm diam͒ was hand polished on an irrigated rotary grinder down to 0.05 m alumina ͑Buehler, Ltd.͒, and had a circular exposed area ͑0.24 cm diam, 0.045 cm 2 ͒ that faced upward in the cell. The counter electrode ͑0.1 cm diam Cu wire, area 0.2 cm 2 ͒ was located in a separate compartment in the cell block. Either mercury/mercurous sulfate ͑Koslow Instruments͒ or saturated sulfate electrodes ͑SSE͒ were used in the reference electrode compartment of the cell block.
Electrolytic solutions were prepared with deionized water ͑18.0 M⍀ cm͒ containing 0.5 M CuSO 4 ͑99.995%, Aldrich͒ and 1.0 M H 2 SO 4 ͑99.9999%, Alfa͒ plus various combinations of additives, 1.5 mM Cl Ϫ ͑added as dilute HCl, 99.999%, Alfa͒, 500 ppm polyethylene glycol ͑MW 3400 Aldrich͒, and 3-mercapto-1-propane sulfonic acid ͑MPSA͒ added as its sodium salt ͑90%, Aldrich͒ to yield either 2.0 mM MPSA or 2.0 M MPSA, which corresponds to 1.0 mM or 1.0 M of the disulfate form, 3,3Ј-dipropanesulfonic acid disulfide ͑DDDS͒, respectively. Solutions were in contact with ambient air in storage and were used at room temperature.
Constant current electrochemical control was used ͑Solartron 1286 ECI potentiostat, Schlumberger͒ with CorrWare software ͑Scribner͒. Current densities in the range of 10-20 mA/cm 2 were carried out for 300 s. Once submerged into the electrolyte, the electrodes sat for 300 s at open circuit to remove oxide layers that had formed on the electrode and to let the system equilibrate.
Deposit surface roughness was measured by atomic force microscopy ͑AFM, Digital Instruments NanoScope E, 125 m head, Si 3 N 4 tips, 200 m triangular wide leg cantilevers, force constant 0.12 N/m͒. AFM measurements were within 10 min after the deposition experiments were performed. Each specimen was imaged in three locations with a 50 ϫ 50 m scan size, and surface roughness was calculated at several locations to determine whether there were variations in roughness across the surface. Then a single 5 ϫ 5 m image was measured for comparison with simulations as presented below. Images were scanned at 3.05 Hz, with proportional and integer gains of 2.0, and 512 samples per scan line. A full description of experimental details is available elsewhere.
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Code Description
Numerical simulation of electrochemical deposition of copper onto a featureless flat copper surface in the presence of additives was carried out with a Monte Carlo model linked to a continuum model. The Monte Carlo domain had periodic boundary conditions in the x and y directions, an impenetrable boundary at the electrode surface ͑in the z direction͒, and a link to the continuum code at the top boundary in the z direction. The Monte Carlo code provided the concentration of Cu 2ϩ and additives to the continuum code. The continuum code was a one-dimensional finite difference code that returned fluxes of Cu 2ϩ and additives into the Monte Carlo domain.
Monte Carlo code.-The Monte Carlo approach was based on previous work by Pricer et al., 3, 4, 9 which we now extend to include multiple additives, a broader range of additive functions plus the capability to simulate potential-step, as well as galvanostatic operation. In addition, the mechanistic hypotheses, chemistry, system parameters, and operating conditions were located in user-specified input files that could be modified and read into the code as objects. In this way, multiple hypotheses may be explored without needing to deal with the underpinnings of code operation.
The 3-D kinetic Monte Carlo code simulated behavior in the surface region at the pseudomolecular scale with a cubic lattice where blocks, or pseudoparticles, [10] [11] [12] in the simulation space represented clusters of molecules of a given species. The size of the Monte Carlo space was 50 blocks wide, 80 blocks high, and 50 blocks deep. The typical block size used for simulations in this study was 100 nm. While truly molecular-scale simulations are of interest, the effort in the present work was directed toward developing an efficient computational method that could predict surface roughness on the same scale as was measured experimentally.
The user specifies the species, the steps of the reaction sequence in which each species participates, the parameters required for each possible action, and the operating variables. Our previous work 3, 4 included possible actions of bulk diffusion, adsorption, desorption, surface diffusion, the reaction A → B with or without chargetransfer, metal lattice formation, and lattice dissolution. That code was modified for the present work to include multiple additive particles and more complex reactions with or without charge-transfer ͑such as A → B, a combination reaction A ϩ B → C, a splitting reaction A → B ϩ C͒, lattice incorporation, and lattice dissolution. Reaction A ϩ B → C proceeds at a frequency that depends upon Tafel and Arrhenius kinetics f ϭ 6k rxn e ͑ ⌬E/kTϪ␣ T nF/RT͒
͓1͔
In a similar manner, Reaction A → B ϩ C was also a function of Arrhenius and Tafel kinetics f ϭ k rxn e ͑ ⌬E/kTϪ␣ T F/RT͒
͓2͔
Three time steps were tracked in the Monte Carlo model: ͑i͒ the time step over which the continuum code was called for updated flux information ͑specified by the user͒; (ii) the sampling interval during galvanostatic simulations ͑specified by the user͒; and (iii) the Monte Carlo time step, which was computed in the code. In order to capture the full dynamics of the system, the Monte Carlo time step must be small enough to capture the action of the fastest action which, in the present study, was determined by the bulk diffusion frequencies. The time scale of the simulations was 300 s, which corresponds to the experimental deposition time. The Monte Carlo time step was 2.78 ϫ 10 Ϫ6 s and 1.08 ϫ 10 8 Monte Carlo time steps were taken in the 300 s simulations. Once the Monte Carlo time step was determined, the probability array was constructed for each possible move by each species. Random numbers were obtained from a long-period random-number generator of l'Ecuyer with Bays-Durham shuffle.
As indicated in Eq. 1 and 2, the Monte Carlo code required the charge-transfer overpotential in order to establish the frequency of surface reactions. In order to carry out galvanostatic simulations, a controller was therefore developed that manipulated the system overpotential to obtain the desired current density. [13] [14] [15] Steppotential simulations were then used to determine the dynamics in the system in order to tune the controller to compensate for the dynamics.
Continuum code.-The elementary continuum model used previously was used in the present work to simulate transport in the diffusion layer near the surface. 3 Although more complex codes could have been chosen, this first level implementation was primarily focused on noncontinuum aspects. The one-dimensional code consisted of an explicit finite difference solution of the transient diffusion equation where the boundary conditions at the surface consisted of a concentration value that was provided by the Monte Carlo code. The diffusion layer thickness was set to match experimental conditions where, owing to the upward-facing cathode, the possibility of free-convection existed. Under steady-state free convection, the diffusion boundary layer thickness would be 78 m. 16 The diffusion layer thickness was set at 50 m, a value which gave virtually the same results in the predictions of the Monte Carlo model as when the value of 78 m was used. 13 Computational method.-Simulations were run on the Condor 17 high-throughput computing environment and required an average of 50-75 h per simulation to complete. The Linux-based Condor system, which employs unused computers in a Condor flock, was located at the University of Wisconsin at Madison and included approximately 660 computers. Many of the computers in the Condor flock were 550 MHz Pentium III Xeon processors with 128 MB to 1 GB RAM.
In the case of solutions containing PEG-Cl and MPSA-PEG-Cl, simulations were carried out for 300 s under open-circuit conditions because the electrodes sat in the electrolyte for 300 s prior to the application of a current in the experimental system. Images generated by the Monte Carlo code ͑50 ϫ 50 points͒ were visualized with TECPLOT. Numerical results for surface roughness were analyzed by scaling methods. In order to obtain error bars on the scaling exponents, thirty simulations using different seed numbers were run at each point.
Methods of Comparison
Potential-time curves.-The time-variation of the overpotential during constant current electrodeposition was measured and compared with simulations. All potentials reported here are vs. a saturated sulfate reference electrode ͑SSE͒. Since the Monte Carlo simulation did not include nucleation phenomena, experimental and computed potential-time curves were not expected to agree during the early stages. The initial surface in the Monte Carlo simulations was a featureless copper surface, so all sites were equally likely to have deposition occur on them, and there were no preferential nucleation sites. Once copper began to deposit, the subsequent deposition was influenced by the relative surface energies of the different types of features that are found on the surface. In addition, Monte Carlo simulations contain random noise that, depending on the choice of particle size, may give noticeable fluctuations around the mean potential-time curve.
Scaling analysis.-Scaling analysis of the surface roughness is widely used to characterize growth mechanisms that cause surface roughness evolution. 9, [18] [19] [20] [21] [22] Two exponents, ␣ and ␤, characterize the spatial and temporal evolution of the surface roughness, respectively. The spatial scaling exponent, ␣, is determined by computing the slope of the initial points in a plot of the surface roughness as a function of distance across the surface. The temporal scaling exponent, ␤, is determined by computing the slope of a log plot of saturation roughness, which is the limit of the roughness over large distances across the surface, as a function of time.
While the scaling analysis approach has to date been used on experimental data, it is used in the present work to analyze roughness evolution simulated by the Monte Carlo model as well. Scaling analysis of simulated roughness requires that the Monte Carlo block size should be no larger than the saturation roughness ͑the standard deviation of the surface height for large area regions͒, which is known to follow a linear trend at long times. Preliminary simulations were therefore carried out with various block sizes to discern the effect on scaling analysis results, and it was found that a block size of 100 nm gave a relatively linear trend at long simulation times.
In this work, there was a difference in the number of data points on the surface between the AFM images and the Monte Carlo simulations. The effect of the coarser resolution of the simulated scaling results was to increase the standard deviation, especially with rough surfaces.
Visual comparison of surfaces.-At several times during the deposition process, visual comparisons were made between Monte Carlo simulations with AFM images. Images generated by the Monte Carlo code ͑50 ϫ 50 points͒ appeared coarser than AFM images ͑512 ϫ 512 points͒. The Monte Carlo and experimental surfaces were compared qualitatively in terms of the height of the surface, number of large bumps on the surface, and the time evolution of surface roughness.
Results and Discussion
The following paragraphs summarize experimental and numerical results for the additive-free case as well as various combinations of additives. Each section begins with a qualitative discussion of mechanism with literature sources from which the mechanistic hypothesis was selected for this investigation. After using the mechanism to generate numerical results, we compare experimental data with simulations.
Parameter estimation.-The sequence of steps indicated in Fig.  1 was used to tune parameters in the Monte Carlo model in order to match experimental and simulated data. For the initial effort reported here, the sequence began with selection of a hypothesis of mechanism which was encoded as a Monte Carlo input file. The known physical parameters were identified, and initial guesses were made for the unknown parameters based on experimental observations and intuition. Experiments were carried out in a series, beginning with additive-free solutions, then adding additive components one by one, then two by two, and finally the three-additive system. Parameters set at each stage were carried forward to the next and then adjusted differentially to fit behavior at the next stage of solution complexity. For example, if an additive was observed to have a strong acceleration effect on the deposition process and the hypothesis suggested that adsorption of the metal ion onto the surface was accelerated, then the metal ion adsorption rate was set to be higher in the presence of the additive than otherwise. In general, parameters that affected the adsorption or surface diffusion characteristics of the metal ion were found to be the most sensitive in modifying the simulated results. The unknown parameters were thus adjusted one by one until the results matched. We will report recent results obtained with more sophisticated automated parameter assessment methods in a separate publication. Table I contains values of the parameters that were chosen. The experience gained from trying to estimate parameter values served to indicate several areas where improvements are needed in both experimental and numerical methods, and these are described in the concluding remarks below.
Additive-free (0.5 M CuSO 4 ϩ 1.0 M H 2 SO 4 ).-Mechanism.-For the additive-free mechanism, described previously by Pricer et al., 3 the Cu 2ϩ diffuses from the bulk to the surface where it adsorbs and simultaneously undergoes a single charge-transfer reaction ͑reduction of Cu 2ϩ to adsorbed Cu ϩ ). The Cu ϩ adion moves by surface diffusion to an energetically favorable site where it becomes incorporated into the metal deposit by a second charge-transfer reaction ͑reduction of Cu ϩ ).
Comparison of experimental data with simulations.-Pricer simulated the additive-free system under potentiostatic conditions. In the present study the system was investigated under galvanostatic conditions at 20 mA/cm 2 with a diffusion boundary layer thickness of 50 m. The kinetic parameters used here were the same that were used in Pricer's base case additive-free simulations, with the exception of the Cu 2ϩ adsorption rate, which was the rate-limiting step. Pricer used a value of 75 nm/s for this reaction rate while the rate used in the present work was set at 150 nm/s, a value that was obtained by tuning the simulated potential-time transient to match the experimental data which, as seen in Fig. 2b gave a steady value of about Ϫ0.165 V. Divergent behavior during the first few seconds was attributed to nucleation phenomena which were not considered in the simulations. Figure 2a shows simulated and experimental 5 ϫ 5 m surfaces. Although, the simulated images had lower resolution and appeared coarser, it can be clearly seen that both experimental and simulated surfaces exhibited about eight peaks of roughly 1 m across, each separated by a micrometer or less. The height of the experimental peaks was less than the simulated peaks, while the simulated surface had small features of ϳ0.2 m that were not observed experimentally. The scaling exponents obtained from experimental data were ␣ ϭ 0.92 and ␤ ϭ 0.51, while those obtained from simulations gave values of ␣ ϭ 0.98 Ϯ 0.05 and ␤ ϭ 0.04 Ϯ 0.06. The comparison of ␣ values indicated that the experimental surface was smoother than the simulated surface, while a comparison of ␤ values indicated that the experimental surface roughness increased over time, whereas the simulated surface did not change much over time. Additionally, the experimental saturation roughness value at 300 s was about 250 nm, where the simulated saturation roughness value at this same time was about 60 nm.
Issues that need to be addressed to obtain improved methods of comparison include: ͑i͒ measuring more experimental data to establish the significance of observed trends, (ii) improving noncontinuum simulations to give finer spatial resolution, and (iii) applying automatic methods for estimating parameter values. Such improvements may enhance the process of interpreting roughening mechanisms based on values of ␣ and ␤. Such efforts could then draw on an extensive literature which contains numerous discrete and continuum models of various deposition phenomena that are associated with characteristic values of the scaling exponents. 26 proposed that at potentials negative to the point of zero charge, an increase in chloride ion concentration causes changes in the copper deposition process. In addition it is well known that small amounts ͑1.5 mM͒ of chloride accelerate the deposition rate.
27,28 Nagy et al. 27 propose that at low concentrations chloride forms an ion bridge between the cupric ion and the electrode surface, thus serving to decrease the distance for charge transfer and accelerate the reaction rate.
For the Monte Carlo code, the mechanism for copper deposition in the presence of chloride was as follows. The cupric and chloride ions diffuse to the electrode surface where they adsorb. The Cu 2ϩ adsorption is accompanied by charge transfer ͑to Cu ϩ ). Both cupric and cuprous charge-transfer reactions are accelerated by adsorbed chloride. The Cl Ϫ bulk diffusion coefficient was estimated from dilute solution theory. 29 The charge-transfer coefficients for cupric and cuprous ion charge transfer in the presence of Cl Ϫ were approximated from data reported by Yokoi et al. 30 The data presented by Yokoi et al. consists of charge-transfer coefficients for copper deposition ͑with a different copper concentration than that used in the current study͒ in various chloride concentrations and served as a first approximation in the study performed here. Reaction rate constants for cuprous and cupric ion charge transfer in the presence of Cl Ϫ were adjusted to the experimental data. It was assumed that cupric and chloride ions do not interact in the bulk electrolyte; that is, CuCl and other copper-chloride complexes if present do not have a significant influence on the deposition process.
Comparison of experimental data with simulations.-A coarsegrained comparison of experimental and simulated surfaces shown in Fig. 3a indicates that there are about seven bumps in both images. Initially in the experimental system, it appeared that nucleation occurred at many sites on the surface. Furthermore, in the experimental system, it was observed that the clusters of copper grew upward at a faster rate than in the additive-free system. However, in the simulations the growth appeared to be more of a lateral nature which was different than the upward growth observed experimentally. In Fig. 3b , the experimental potential-time data converged to a steady-state value of about Ϫ0.125 V after an initial transient of about 40 s. The simulated potential initially moved quickly to a value close to that observed in the additive-free experiments, but as the simulation progressed the potential increased steadily to a value of about Ϫ0.11 V at 50 s.
The experimental scaling parameters for the Cl Ϫ system were found to be ␣ ϭ 0.94 and ␤ ϭ 0.75; the value of ␣ was similar to that of the additive-free bath, but the value of ␤ was larger. The simulated scaling exponents were ␣ ϭ 0.70 Ϯ 0.02 and ␤ ϭ 0.18 Ϯ 0.04; both exponents were lower than experimental values, which implies that the simulated surface was smoother and that the upward growth was not as pronounced. The simulated surface does not appear to be smooth because of the coarse discretization associated with the Monte Carlo domain. Both experiment and simulation gave a larger value of ␤ than the chloride-free results, which is consistent with the view that surface diffusion is not as important in the presence of chloride owing to acceleration of the second charge-transfer reaction.
Mercapto propane sulfonic acid.-Mechanism.-Stoychev et al. 31 report that the most widely used brightening agents are organic disulfides that give Cu deposits mirror-like brightness, high leveling, and low internal stress. Healy et al. 32, 33 show that 3-mercapto-1-propane sulfonic acid ͑MPSA͒ is a brightener, that it accelerates the deposition process, and that it is unstable in sulfuric acid solutions and oxidizes rapidly to form 3,3Ј-dipropanesulfonic acid disulfide ͑DDDS͒ By the foregoing reaction sequence, Healy et al. 32 proposed that the DDDS and cuprous thiolate complex control brightening. The flux of micromolar quantities of DDDS to regions of high local current density ͑peaks͒ results in filming of the peaks and thus brightening. The brightening action is different than the leveling action imparted by additives such as PEG-Cl, which is discussed below, where the effect of the levelers is to increase the Tafel slope, i.e., block the deposition process more completely. Furthermore, Mirkova et al. 34 performed experiments with a disulfide species and noted that there was a sulfur content in the grooves of the surface when no other additives were present. In their experiments, when a leveling agent, polypropylene glycol, was added to the bath, the disulfide tended to be located on the flat surface regions.
The mechanism encoded in the Monte Carlo model consisted of the additive-free copper deposition mechanism described previously, in addition to which an MPSA-facilitated deposition process occurred. It was assumed that the cuprous-thiolate complex formed in the bulk electrolyte outside the Monte Carlo domain, diffused through the Monte Carlo domain to the electrode surface where it adsorbed. The adsorbed complex was allowed to move by surface diffusion, and also to break apart into an adsorbed cuprous ion and an adsorbed DDDS, and thus acted to accelerate the rate-limiting step suggested by the experiments. The DDDS was not allowed to desorb, but remained at the surface where it could react to regenerate the cuprous-thiolate complex. In addition, the DDDS was not permitted to surface diffuse and therefore acted as a site-blocker that inhibited local reaction at the electrode surface. Adsorbed cupric ions that contacted the DDDS could react with it to regenerate the thiolate complex, which could diffuse away from the surface. The mechanism described here attempted to follow the spirit of the cited literature while at the same time to provide a set of rules for the behavior of pseudoparticles in the Monte Carlo code.
Comparison of experimental data with simulations.-Following
Moffat et al. 35 who used identical transport parameters for MPSA and Cu 2ϩ , we used the same value for the cuprous-thiolate complex bulk diffusion coefficient as for Cu 2ϩ . Also, the cuprous-thiolate complex adsorption rate was set to twice the value of the cupric ion adsorption rate in order to reflect the trend observed in the potentialtime transients. The cuprous-thiolate complex bond breakage, regeneration, and surface diffusion rates proved to not have a large effect on the outputs and were set to values that were analogous to acceleration of the cuprous ion adsorption. The cuprous-thiolate complex surface diffusion energy barriers were set so as to make it likely that the cuprous-thiolate complex would diffuse to a valley and remain there. Figure 4a shows images of surface morphology at 300 s for the experimental and simulated systems. A coarse-grained comparison of both images indicates that in both the experiments and simulations, the surface appeared to be relatively level, with small, wellseparated peaks dispersed over the surface. For both, the surface roughness was not high, in agreement with the generally expected result that the additive had a leveling effect on the deposition process.
The potential-time curves for experiments and simulations are shown in Fig. 4b . The experimental curve indicates that the MPSA had an accelerating effect for the first 50 to 100 s, after which the potential passed through a transient in the opposite direction. These results are consistent with the hypothesis that MPSA is a multistage additive, acting initially as an accelerator, then breaking down to form a blocker. The Monte Carlo simulation did not track the potential transient; the potential converged to a steady-state value within 25 s and remained there for the duration of the simulation. The discrepancy between the experiments and simulations could be due to the mechanism implemented in the Monte Carlo model. A more detailed discussion of why the Monte Carlo simulations do not track the experimental transient can be found in the Conclusions section.
The experimental scaling exponents for this system were ␣ ϭ 0.86 and ␤ ϭ 0.63, which indicated that the final surface was slightly smoother than the additive-free surface and the roughness evolved more rapidly over time than in the additive-free system. The simulated ␣ and ␤ values were ␣ ϭ 0.88 Ϯ 0.05 and ␤ ϭ 0.06 Ϯ 0.04. The good agreement between the experimental and simulated spatial scaling exponents ͑␣͒ indicates that the parameters chosen to match the images shown in Fig. 5 are mathematically similar. However, the difference in ␤ values indicates that surfaces did not evolve in time in the same manner.
PEG-chloride.-Mechanism.-PEG has been reported to have little or no effect on the copper deposition process when it is the only additive placed in an acid sulfate bath. 36 However, a strong synergistic effect between PEG and Cl has been attributed to the formation of a complex at the cathode surface which serves to block Cu 2ϩ adsorption in an acid sulfate bath. 37, 38 Typical equilibrium coverage of the PEG-Cl complex on copper electrodes has been reported to be about a monolayer. 39 Kelly et al. 37 have proposed that, in the presence of Cl Ϫ , PEG competes for adsorption sites with cupric ions and adsorbed cuprous ions on the cathode surface. They assumed that when PEG is introduced into the system it does not influence the kinetic parameters determined in the absence of PEG. Healy et al. 40 report that the PEG-Cl film imparts a strong blocking effect on deposition. They suggest that, at concentrations of PEG and Cl high enough to form a surface film, copper deposition proceeds to nucleate at the surface by traveling through holes in the PEG-Cl film. Reid et al. 39 suggest that Cu 2ϩ ions can displace the PEG-Cl film and that subsequent growth of the copper deposit occurs more rapidly than the PEG-Cl film can reform. Yokoi et al. proposed that a PEG-cuprous ion complex formed in the bulk can be anchored at the cathode by adsorbed chloride ions. 26 White 38 suggests that cuprous ions might be stabilized by Cl within an adsorbed PEG layer at the cathode surface.
The mechanism selected for encoding in the Monte Carlo model was that of Reid et al. and Healy et al. Chloride ions were assumed to behave in the same manner as in the chloride mechanism presented previously. Some of the free PEG in the bulk electrolyte was thus assumed to be attracted to chloride ions that are adsorbed at the surface. The probability of forming a PEG-Cl complex when the individual species contact each other was set to a high value. Once the PEG-Cl complex was formed, it was assumed that the Cl attached to PEG could no longer move by surface diffusion. Thus formation of the PEG-Cl complex served to block Cu 2ϩ ion adsorption at that site. However, when a cupric block contacted a PEG-Cl block at the surface, the rate of the PEG-Cl desorption from the surface was increased. By this process, Cu 2ϩ ions could penetrate the PEG-Cl film. The PEG-Cl film was also allowed to break down spontaneously, but at a slower rate. The simulations were run at open circuit for 300 s prior to deposition, as described previously.
Comparison of experimental data with simulations.-Experiments were carried out with 1.47 ϫ 10 Ϫ4 M PEG ͑500 ppm, MW 3400 PEG͒, a value that was so low that the simulation would contain only a few PEG blocks throughout the entire Monte Carlo region. Simulations were therefore carried out with 10 Ϫ3 M PEG which was judged to be as low a value as was feasible for maintaining a connection to the dilute concentrations used in the real systems. Nevertheless, it should be noted that it is impossible to form a complete film on the simulated surface with the PEG-Cl complex at this concentration. An explanation of why it is impossible to form a complete film on the simulated surface at the concentration of interest is addressed in the Conclusions section. In the conclusions below, we summarize this and other numerical barriers which must be resolved in order to improve comparisons with experimental data.
Experimental and simulated surfaces are shown in Fig. 5a . Both surfaces show two large islands that emerged above the surroundings along with a number of smaller peaks which, in the case of the experimental system were much smaller than the simulated system. These results suggest that the filming action by PEG-Cl on the experimental surface was more effective at blocking deposition than was captured by the Monte Carlo model.
The experimental and simulated potential-time curves are shown in Fig. 5b . In the experimental system, the steady-state potential was nearly twice as large as in the additive-free experiments, illustrating that the PEG-Cl complex imparts a blocking effect on the deposition process. The simulated potential-time curve reached a steady-state value of Ϫ0.13 V after about 25 s of simulation time; this value was more cathodic than the steady-state value computed in the Cl simulations ͑Ϫ0.10 V, Fig. 3b͒ and thus indicated that the model exhibited the blocking effect of the PEG-Cl complex to some extent. However, the numerical enhancements are needed to decrease the Monte Carlo block size so that the PEG-Cl complex could film the cathode surface in a nearly complete coverage.
The experimental scaling exponents were found to be ␣ ϭ 0.91 and ␤ ϭ 0.65; simulated results gave ␣ ϭ 0.76 Ϯ 0.03 and ␤ ϭ 0.00 Ϯ 0.05. The roughness of the surface measured experimentally at 300 s was nearly the same as in the additive-free system ͑the ␣ values were very similar͒. In the simulations, ␣ is much lower than in the additive-free case, suggesting that the PEG-Cl complex has a leveling and smoothening effect on the deposition process. The simulated saturation roughness was almost linear over time. A possible reason that the value of ␤ is near zero in the simulations is that the surface was rough at the outset of the simulation, because it was held at open circuit for 300 s prior to when deposition begins during which time the roughness achieves a non-zero background level.
PEG-Cl-MPSA.-Mechanism.-The three-additive MPSA-PEG-Cl mechanism was formulated by merging additive-free Cu deposition with modifications that emerged from the previous sections on Cl Ϫ , MPSA, and PEG-Cl Ϫ . In this section, we focus on selecting a candidate hypothesis of mechanism and working out its numerical consequences with reference to experimental data. We set aside, for the moment, other important scientific issues such as ''what is the best hypothesis of mechanism?'' or ''what synergistic effects occur in the three-additive system that were not present in the one-and two-additive systems?''
Comparison of experimental data with simulations.-Experiments were carried out with 1.47 ϫ 10 Ϫ4 M PEG ͑500 ppm, MW 3400 PEG͒ and 2 M MPSA, values that were so low that the simulation would contain only a few PEG and MPSA blocks throughout the entire Monte Carlo region. Simulations were therefore carried out with 10 Ϫ3 M PEG and 2 mM MPSA, which was judged to be as low a value as was feasible for maintaining a connection to the dilute concentrations used in the real systems. Figure 6a contains images of experimental and simulated surfaces. The experimental image shows a level deposit. The simulated surface shows a number of interdigitated islands, decorated with small peaks on the upper surface, and separated by shallow narrow valleys.
Potential-time curves are shown in Fig. 6b . Experimental data show that the potential moved rapidly to a steady value ͑about Ϫ0.28 V͒ that was comparable to the value observed in the PEG-Cl system. Then, after several hundred seconds the potential drifted gradually toward less polarized values, a feature that we interpreted as consistent with the model in which penetration of the PEG-Cl Ϫ film by cupric ions leads gradually to film removal. The simulated potential-time curve converges within a few tens of seconds to a steady potential ͑about Ϫ0.15 V͒ and remains there for the duration of the simulation. The simulated value of potential was slightly less cathodic than the additive-free potential, but more cathodic than the PEG-Cl potential, which suggests that there is more blocking and/or less acceleration imparted by the additives to the deposition process than in the PEG-Cl system. Based on the encoded Monte Carlo mechanism, the MPSA acts to accelerate the cuprous ion adsorption and block cupric ion adsorption and cuprous ion surface diffusion along with PEG.
The experimental scaling exponents were ␣ ϭ 0.64 and ␤ ϭ 0.18. These exponents were lower than all other experimental scaling results in this work. The interpretation is that the surface evolution was very flat compared to the other surfaces presented previously and, moreover, that the roughness did not evolve over time as drastically. The simulated scaling exponents for this system were ␣ ϭ 0.80 Ϯ 0.02 and ␤ ϭ 0.02 Ϯ 0.03. The surface was initially rough due to the fact that the PEG-Cl input surface ͑de-scribed in the PEG-Cl results͒ was used at the beginning of the simulation.
Conclusions
The main goal of this work is to compare experimental results with hypothesis of mechanism and simulation tools. The effect of solution additives on copper electrodeposition on flat copper surfaces was chosen as the experimental platform. The CuSO 4 -H 2 SO 4 -MPSA-PEG-Cl system was found to be a wellcharacterized model system that has been widely studied, and for which there are multiple reasonable hypotheses of mechanism that involve phenomena that are readily incorporated into mathematical models. In addition, the system is interesting from a technological point of view since it is known to provide superfilling of submicrometer trenches as a consequence of additive effects.
Electrodeposition experiments on Cu͑111͒ surfaces were carried out for 300 s at 20 mA/cm 2 with use of solutions prepared from 0.5 M CuSO 4 ϩ 1 M H 2 SO 4 with various combinations of additives: 1.5 mM Cl Ϫ , 500 ppm PEG MW 3400, and either 2 mM or 2 M MPSA. Experimental data included potential transients and surface roughness measurements. Large data sets would be required to establish the statistical significance of trends at a level comparable to that afforded by the present numerical approach. For each experiment reported here, the experimental procedure required significant pre-and postelectrolysis effort, especially crystal polishing and setting up for roughness measurements. The development of highthroughput experimental methods is therefore recommended. Analysis of roughness data with scaling methods for extracting mechanistic insights about additive effects is not recommended at this time until improvements are made in experimental and numerical aspects as described in the following paragraphs.
Based on literature sources, hypotheses for electrodeposition of copper in additive-free solutions as well as those containing one, two, or three components were selected and encoded into a 3D kinetic Monte Carlo model. Although a variety of hypotheses exist to explain additive behavior, only a limited number were selected in order to perform the test-bed calculations reported here. It was found that the object-oriented programming methods used in this study facilitated the assessment of the many possible species, reactions, phenomena, compositions, parameters, geometry and operating conditions among others. Simulations provided 3D images of the surface morphology evolution from which scaling analysis methods were used to obtain scaling parameters in the same manner as was done with the experimental roughness data.
The Monte Carlo code included 32 parameters ͑Table I͒ of which a small number were available from independent measurements. Values for unknown parameters were selected in order to match experimental data with numerical simulations of surface roughness, potential-time transients, and scaling analysis parameters ͑Fig. 1͒. A sequential approach was used, starting with additive-free solution ͑Fig. 2͒ followed by solutions containing additional additives ͑Fig. 3-6͒. It was found that visual comparisons were useful even though the resolution of the numerical simulations was coarse in comparison with AFM data. It was found that stochastic noise in the Monte Carlo simulations was often small with respect to experimental potential transients, and that the simulations could track additive effects ͑including acceleration and suppression͒ qualitatively but not quantitatively. Scaling analysis of the roughness evolution of simulated surfaces was not accurate when the saturation roughness was on the order of the Monte Carlo block size.
Refinements in both experimental and numerical tools are recommended. Uncertainty in experimental data must be low if the data are to be used for estimating parameters or selecting from among multiple reasonable hypotheses. Of particular importance would be high throughput experimental methods that provides reproducible electrode preparation, as well as the transport and reaction environment at the surface during electrodeposition. Numerical improvements that permit use of pseudoparticle sizes significantly smaller than the 100 nm used here would facilitate improved simulation of diffusion of dilute additives in the micromolar range such as DDDS, surface coverage by submonolayer films formed from dilute species such as PEG-Cl Ϫ , and more complex interactions among the various surface species that self-assemble. In addition, the smaller pseudoparticle size would provide higher resolution of surface morphology, not only for AFM data of the type presented in this work, but also for simulation of nucleation phenomena. At the continuum scale, there are a wide variety of research grade, commercial and proprietary codes for modeling traditional current and potential distribution phenomena associated with electrochemical engineering applications. While substantial improvement over the continuum code used here, an elementary one-dimensional transient diffusion code, could be readily envisioned, it would be difficult to implement an upgrade since the current code is internally linked to the MD code in a single program. In a subsequent publication, we will report on recent progress in segmenting the multiscale code into components that are linked externally; such a procedure would facilitate the switch to a wide variety of more refined continuum codes that could be implemented without affecting the noncontinuum component.
Finally, improved methods for parameter estimation are needed. Although ab initio, quantum, molecular dynamics, or other methods may be feasible for direct calculation of parameters in some cases, for most technologically complex systems that involve the solidliquid electrolyte interface these computational techniques are rarely feasible. It is therefore essential to develop systematic parameter analysis techniques to obtain the physical parameters for the simulations. 
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