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Abstract
This thesis outlines the design of a prototype electromagnetic induction vibration
energy harvesting device for use in a downhole environment. First order models of
the necessary components for a generic vibration energy harvester are presented and
used to predict the most sensitive parameters for the design of energy harvesting
systems. A subset of the design tools created in MATLAB and Excel for vibration
energy harvester design and first order optimization is introduced and used to aid
in the design of an energy harvester specific to the downhole environment. The
manufacture of a prototype design is documented and recommendations for future
manufacturing processes are given. The prototype is then tested against the models.
Based on the results, final conclusions and recommendations for future refinements
are made, and other applications are suggested.
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Chapter 1
Introduction and Background
1.1 Introduction
The process of drilling holes in the earth for various purposes involves mechanically
removing rock material by fracturing the rock strata through some means of contact.
Typically the contact occurs through a drill bit attached to a series of drill pipes
known as the drill string. The mechanical energy for drilling is generated on the
surface and transmitted down hole to the bit through the drill string in the form of
rotational energy.
Modern oil well drilling can often require drill strings on the order of tens of
thousands of feet long, and uses sophisticated bit steering systems to guide the drill
string to the desired location[1]. The steering system is inserted in the drill string
between the bit and the bottom of the series of pipes and is known as the bottom hole
assembly (BHA)(figure 1-1). The actuators and instrumentation incorporated in the
BHA require electrical power to operate. Additionally, the BHA requires power to
relay telemetry information to the surface so it can be guided effectively. Transmission
of information to the surface also requires energy.
The interaction of the drill bit with the rock formation and the dynamic effects
of the long-slender drill string rotating causes significant vibration in the drill string.
Ideally a device could be created that uses the energy in this vibration to create
enough electric energy to power the necessary downhole components. As a part of
11
this thesis, the extractable energy available in the vibration for a given size envelope
is estimated and determined to be on the order of 1.2W, which is insufficient to power
all the downhole components by itself. However, the power is sufficient to operate a
subset of the components and multiple units could possibly meet the power needs.
Under certain conditions the drill string vibrates and interacts with the bore
hole to create an undesirable whirling vibration mode. This mode is damaging to
the string and wastes energy. The primary purpose of this thesis is to describe the
design of a device that is capable of harvesting vibration energy from the drill string
while simultaneously collecting information about the frequency of the vibration, thus
combining the functions of sensing and energy generation into one device.
12
1.2 Background
Currently, a typical BHA requires on the order of 10W to operate. In many cases
a lubricating/cooling/cutting-transport mud is pumped downhole through the inside
of the drill pipe, and the power needs are currently met primarily by the use of a
mud-turbine generator placed in the mud flow (figure 1-1). In cases of mud flow
Figure 1-1: Example Bottom Hole Assembly (BHA)[2]
interruption the power needs are met by batteries. Mud-turbine generators have high
maintenance costs, and the need for battery back-up is expensive in terms of space
and disposal. Other methods of providing power from the surface, including running
power cables along the drill string, have been tried and "proven to be impractical" [1].
1.2.1 Vibration Parameters
The drill string is comprised of a series of approximately 40ft long hollow steel pipes
which are connected by threaded joints at each end. Depending on the situation, the
drill string can be extended to tens of thousands of feet long. Irregular and asymmetric
forces associated with drilling excite the dynamic effects of the long slender pipe.
Figure 1-2 is a graphic representation of the expected vibration. Each location on
the drill string will have a set of vibration amplitude vs. frequency plots for various
drilling RPM settings. As shown in the figure, one task of the device is to identify
critical frequencies that correspond to undesirable and damaging vibration modes
such as whirling.
Conceptualizing the idea of critical frequencies is easy; however, a challenge with
quantifying the design parameters is uncertainty associated with which variables affect
the vibration. The many factors that determine the critical vibration parameters are
being researched separately. For this project, a set of representative acceleration
13
Figure 1-2: Pipe Frequency Visualization[3]
amplitudes is assumed based on measurements of a test pipe. Figure 1-3 shows the
estimated acceleration amplitudes for 3 different frequency ranges: 5-10Hz, 10-100Hz,
and 100-200Hz. As can be seen, the acceleration amplitudes for lateral and torsional
modes are significantly greater than amplitudes for axial modes, and acceleration
amplitudes for 10-100Hz and 100-200Hz are significantly greater than amplitudes for
5-10Hz.
1.2.2 Physical Parameters
The process of drilling holes in the earth's crust is associated with an extremely
harsh environment. The downhole environment is characterized by high temperatures,
extreme pressures, and extreme shock conditions. Table 1.1 summarizes a few of the
most applicable environmental conditions that the device must be able to operate
under to obtain certification. The highly corrosive and abrasive materials encountered
during drilling must also be considered when selecting materials.
As can be seen from figure 1-3, the lateral and torsional vibration modes from
14
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Figure 1-3: Estimated pipe acceleration amplitude for 3 different frequency ranges[4]
Parameter Value Units
Temperature >175 deg C
Pressure 140 MPa
Shock 250 g
Table 1.1: Most applicable Subset of the Minimum Environmental Certification Pa-
rameters for products developed for the typical downhole environment.[5]
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10-200Hz have the most potential for vibration energy harvesting. To maximize the
potential of utilizing energy in the torsional vibration modes the energy harvester
should be located as far from the pipe centerline as possible. Based on this intuition,
the prime location is in the outer part of the pipe annulus. BHA real estate is limited
and valuable and therefore the design must pay special attention to maximizing energy
density to compete with current solutions.
Figure 1-4 depicts the size envelope that has been designated for energy harvesting.
The space allocation is located in the outer annulus of the pipe and is defined by a
Rock Formation Mud Flow
Drill Pipe
Section
Space Alocation
Figure 1-4: Available BHA Real Estate for vibration energy harvesting[4]
maximum height in the axial direction, a maximum sweep in the theta direction,
and a maximum depth in the radial direction. Note that material removed from the
pipe/collar in the radial direction has the most effect on the pipe's ability to resist
and transmit forces and torques. Therefore, the radial dimension is the most critical
to minimize.
1.2.3 Power Requirements
If the device is to be used as a power source for the BHA, then the device must be
able to produce the BHA's power requirement at all times. As mentioned earlier, the
total power requirement of the BHA is on the order of 10W. Thus, for a vibration
energy harvester to be a replacement energy source, the system must be capable of
continuously producing on the order of 1oW reliably. A device that is located tens of
thousands of feet underground is not easily serviceable.
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For sensing applications, the device is used to identify the critical frequency peaks
shown in figure 1-2, and transmit a warning to the surface. Current transmission
methods require on the order of 2W[4]. Thus, to be self-sufficient, an energy harvest-
ing sensor application must either produce a minimum of 2W while the drill pipe is
experiencing a critical condition, or store energy between transmissions to meet the
power requirement. Addition of energy storage devices (typically batteries) is already
a problem with the current system and should be avoided, thus the power goal is a
minimum of 2W anytime the pipe is vibrating at a critical condition.
1.2.4 Summary
Table 1.2 summarizes the design constraints that were chosen. The listed design
Physical
Temperature >175 deg C
Pressure 140 MPa
Shock 250 g
Dimensional
axial 6 in
radial 1 in
theta 45 deg
radius of curvature 4.125 in
Power Requirements
Total >10 W
Transmitting ~2 W
Table 1.2: Design Parameters (numerical representations of the functional
requirements)[5, 4j
parameters are used to quantify the functional requirements of the design.
17
Chapter 2
Power Estimation, Electromagnetic
Induction, and Flexure Theory
This chapter makes a first order estimation of the maximum amount of power that can
be extracted from a spring-mass-damper system. Although the first order estimate
makes many simplifying assumptions, the estimate is useful for understanding the
most important system parameters governing power extraction. Similarly, first order
examinations of electromagnetic induction and flexure theory are used to understand
the most important parameters governing their use in a vibration energy harvester.
2.1 First Order Power Estimation
Extracting energy from a given vibration is the same as damping the vibration. One
well known method of damping a vibration is by attaching a spring-mass-damper
system to the vibrating surface. Some of the kinetic energy of the vibrating surface
is dissipated by the damper and is thus extracted from the vibrating surface. This
section presents a method for examining the maximum amount of power that can
be extracted from an input vibration. The estimate is independent of the method of
extracting energy, but does require the system elements to be estimable as linear,
18
2.1.1 Spring-Mass-Damper Solution
As a first order estimation of the extractable power in a given vibration, consider a
simple spring-mass-damper system, with linear elements, subjected to base excitation
(Figure 2-1). The governing differential equation for this type of system is derived by
b
k
I-
X('
Figure 2-1: Standard Base Excitation Model
equating forces acting on the vibrating mass (figure 2-2). Summation of forces in the
vertical direction results in equation 2.1,
Fa(t) + Fb(t) + Fk(t) = 0 (2.1)
To obtain a solvable differential equation that characterizes the motion of the moving
mass, each of the elements is assumed to be linear and proportional to either the
relative displacement or relative velocity of the moving mass,
Fk(t)
Fb(t)
Sk (x(t) - y(t))
= b (±(t) - y(t))
19
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Figure 2-2: Free Body Diagram of the vibrating mass associated with the simple spring-
mass-damper system. Where Fa = m , Fb = b(1 - i), and Fk = k(x - y)
Substitution of the given force relationships into equation 2.1 results in the governing
differential equation for the spring-mass-damper system[6],
m.+ b(± - )+ k(x - y) = 0 (2.2)
By noticing that the relative displacement, z, can be represented as the difference
between absolute displacements of the mass and the vibrating surface, z = x - y,
equation 2.2 can be represented in terms of relative displacement as,
m + bU + kz = -mQ (2.3)
Performing the Laplace transform on equation 2.3 (assuming z(t) and y(t) are both
0 for t < 0) yields,
(Ms 2 + bs + k)Z(s) = -ms 2Y(s)
from which can be seen the transfer function H(s),
Z(s) _ -mns 2H(s) = Y(s) - Ms2 bs+k (2.4)
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and substituting s = jw to return to the frequency domain yields,
mw2
H(w) - mw 2 (2.5)(k - MW2)+ bwj
Dividing through by the mass, and substituting the common relationships,
1 2 
= k/m
( { b/2Mwn
The transfer function can be written as,
H(w) =_ S(w2 
_ 
2 ) + 2(wnwj
Finally, dividing through by the natural frequency and introducing the frequency
ratio, r = w/w, the transfer function can be written as a function of two variables,
r and (,
H(r, ) =1 r ( 2.6)
(1 - r2) + 2(ri
Thus, the steady state solution to the differential equation governing relative dis-
placement, z(t), as a function of base excitation, y(t), (equation 2.3) can be written
as,
z(t) = H(r, ()y(t) (2.7)
Since H(r, () is time invariant, the same solution applies to time derivatives of z(t)
and y(t),
S(t) = H(r, )y(t) (2.8)
E(t) = H(r, 7)Q(t) (2.9)
This solution method is only applicable if y(t) is a harmonic function. However, if an
arbitrary input is decomposed in the frequency domain and represented as a fourier
series of harmonic functions, then the solution can be extended to any arbitrary input.
21
2.1.2 Power
Inspection of figure 2-1 shows that the only dissipative element in the system is the
damper. Thus, the extractable power in the system is related to the power dissipated
by the damper. The instantaneous power dissipated by the damper can be represented
as,
P(t) = F(t)V(t)
In the derivation of the governing differential equation (figure 2-2), the force exerted
by the damper was assumed to be linearly proportional to the relative velocity, Fb =
b. Thus the power can be represented as,
P(t) =b 2 (t) (2.10)
By combining the steady state solutions of the governing differential equation (equa-
tions 2.7 through 2.9) and the above expression for power (equation 2.10), the instan-
taneous expression for power can be represented as a function of a variety of inputs.
Since the input provided as a design parameter is the amplitude of acceleration as a
function of frequency, the power equation is represented in terms of the base accel-
eration, j(t) (transformation to different known inputs will simply involve powers of
s = jw). To represent the power as a function of D(t), perform the Inverse Laplace
transform on i(t), substitute the resulting expression for (t) into equation 2.9, and
substitute the subsequent equation into equation 2.10. The resulting expression for
power is,
P(t) = b H2(r, ()2(t) (2.11)
To simplify algebraic manipulations, H(r, () can be represented in exponential form,
H(r,r) = -o
(1 - r2 ) 2 + (2(r)2
where # = arctan 2r2 (2.12)
1 - r
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Substituting this expression for H(r, () and the relation w = wr into equation 2.11,
the dissipated power can be written as,
P(t) = br 2  C-2(t) (2.13)
W2[(I - r2)2 + (2(r)2
Examination of equation 2.13 shows that the instantaneous power dissipated by
the damper can be represented by a transfer function relating the base acceleration
squared to power, G 21p.
G-br 2  -2 [(1 - r 2 )2 + (2(r)2] e
br2
-j2(0+7/2) (2.14)
2g[(1 - r 2) 2 + (2(r)2]e
The average power dissipated by the damper over a given time frame (0 -+ T) is
the time average of the instantaneous power over that same time frame,
Pavg = - P(t)dt
= -- Gj2piP2(t)dt
T fo
Since Gf2ip is time invariant, the average power can be simplified to,
Pag =- Gi2Ip jT j 2 (t)dt (2.15)
Recall that the use of a frequency-based transfer function solution requires the
input acceleration as a function of time be represented as a sum of harmonic functions
over the entire frequency range,
00
Qj(t) = Ai sin (wit - ai)
i=0
Performing an integration of the square of a series of sines is possible in discrete
numerical simulations, but difficult to reduce into a closed form. To further refine the
first order estimate of the maximum average output power, begin by examining the
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transfer function G 2 1p. Figure 2-3 is a plot of the magnitude and phase of W2/b Gj21p
as a function of r for various ( As can be seen, G 2pp acts like a narrow band-pass
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Figure 2-3: Magnitude and phase of G 21p
filter. Thus, only components of vibration that are within the narrow band-pass
frequency range contribute significantly to the power. A conservative estimate of the
maximum average output power is obtained by using this band-pass property. By
considering only the value of acceleration at the frequency which corresponds to the
maximum value of |G 2ipj, j(t) can be simplified to,
f(t) = AG sin WGt
where the subscript G represents the spectral values at the frequency corresponding
to the peak value of G 21pI. Given this simplification, the time average of the in-
put acceleration squared is simply the time average of a single harmonic function
squared, which is 1/2 the amplitude squared, thus a conservative average power can
be estimated as,
A 2
Pavg max = G1 1 2 (.6
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Assuming that the input base acceleration is known and unchangeable, equation
2.16 indicates that the maximum power is obtained by maximizing the transfer func-
tion |G21p|. Figure 2-3 shows that |G 21p| has a definite maximum in the vicinity of
r = 1. The exact location of the maximum is determined by differentiating JG 21pj
with respect to r and setting the result equal to 0,
0 G21pj 
-2br(r 4 
- 1) =0
Or j 2(1 -2r2 + r4 + (2(r)2)2
Which has solutions, r 0, ±1, ±j. Since r must be real and positive, r = 0 and
r =1 are the only valid solutions. Figure 2-3 shows that r = 0 is a minimum, thus
JG21pjmax occurs at r=1 and can be simplified to,
G,21p b (2.17)max 4w 2 ((
Substituting in ( b/2mwn, equation 2.17 can be further reduced to,
G,2 1p - (2.18)
max b
The maximum power dissipated can then be represented by,
m 2 A2
Pmax = " (2.19)2b
Harmonic Excitation
As a sanity check, assume the base excitation is a pure harmonic input of the form,
y(t) = yo sin wt
y(t) = yow cos wt
j(t) = -YoW 2 sin Lt
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Thus, substituting into equation 2.15 and integrating over one cycle, the maximum
power can be written as,
I T _YW 2
Pmax = G j(-yw sin (wnt)) dt
Wbr 2 (yOw2) 2
2w2[(1 - r2)2 + (2(r)2]
Since equation 2.20 agrees with the expression for dissipated power of a harmonically
excited spring-mass-damper system presented by Kausel and Ro~sset[7], the solution
is collaborated to some extent. Additionally, if the input frequency is assumed to
equal the natural frequency of the spring and mass, r = 1, then equation 2.20 reduces
to,
Pmax m = 2 m2 b (2.21)
which matches equation 2.19.
2.1.3 Damping
Figure 2-1 represents the damping in the system as a single dashpot. However, as
mentioned, the damping coefficient is a linear combination of the inherent mechanical
damping of the spring element and the external damping caused by extraction of
energy. Each damping element acts independently on the mass and thus the total
composite dashpot is modeled as two separate dashpots in parallel (figure 2-4). The
total damping coefficient is therefore the sum of the component damping coefficients,
b - binternal + bexternal
Thus the total power dissipated at resonance is,
m 2 A 2
P bi + be 2
However, only the power dissipated in the external damper be is harvested. To deter-
mine the power dissipated in the external damper, substitute ( = (bi + be)/(2mwn)
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Figure 2-4: Model of System Damping
[on 2.17,
m 2be A 2
Pe = (b + be) 2
is a plot of the proportional power as a function of be/bi.
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power definitely peaks in the vicinity of be = bi. To determine the exact relationship
between external and internal damping that maximizes the useful extracted power,
differentiate equation 2.23 with respect to be and set the result equal to 0.
dPe b _--b
eF - mA 2 bi e =0 (2.24)
dbe ' (bi + be) 3
Neither the mass nor the time average of the acceleration is zero so the solution is
be= bi, and the maximum power is,
12 A2
Pe max M An (2.25)4bi
Thus, the maximum amount of power that can be extracted out of a linear external
damping element given a fixed base acceleration input is proportional to the square
of the mass and inversely proportional to the internal damping in the system.
2.1.4 Conclusions
One simple method to characterize the internal damping in a spring-mass system is
through an amplification factor, Q, defined as Qi = 1/2(i. The maximum power
estimate can be represented in terms of the internal amplification factor by replacing
bi with 2(jwnm in equation 2.25.
MQi A2
Pe max = n (2.26)4wn
Thus, the power will scale linearly with mass and amplification factor, and inversely
with natural frequency. Figure 2-6 is a plot of P - (w,/mQi) vs. An.
Recall from figure 1-4 that the magnitude of acceleration is assumed known and
the spectral representation of the assumed acceleration values is shown in figure 2-
7. Based on the assumed values of A(w) and an assumed amplification factor of
100 (shown later to be a relatively accurate estimate for a flexure system), figure
2-8 predicts the maximum output power as a function of frequency. For the given
assumptions, the maximum extractable power is ~ 9W/kgof moving mass-
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Figure 2-7: Assumed Sinusoidal Amplitude, A(w) as a function of Frequency, w.
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It seems counter intuitive for power to scale inversely with natural frequency.
However, recall that the invariant input is assumed to be acceleration. Thus, for
the same acceleration, a lower natural frequency will equate to a larger displacement
input or equivalently a larger velocity in the damper and thus more power.
Additionally, the derivation assumes the base acceleration is invariant. As long
as the inertia of the base is significantly higher than the inertia of the mass, then
the forces transmitted to the base will not affect the accelerations of the base. If the
device is connected to a drill string, then any amount of mass that would fit in the
given size envelope will not significantly change the vibration of the pipe.
2.2 Electromagnetic Induction as a Power Extract-
ing External Damping Element
Many methods are used to create energy from relative motion. Electromagnetic in-
duction, piezoelectric, and variable capacitance are a few examples that extract the
energy in the form of electricity. Each system has advantages. Based on the conclu-
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sions presented by Aparna S. Jonnalagadda, electromagnetic induction is considered
the best option for the given size envelope and power needs[8]. Electromagnetic in-
duction uses the change in magnetic flux associated with a moving magnet to produce
electricity in an electrically conductive coil placed within the changing magnetic field.
Aparna also shows that a geometry arrangement which places the coil parallel to the
relative motion of magnets is more efficient than if the coil surrounds the magnet and
the relative motion is perpendicular to the normal direction of the coil. This section
presents the necessary analysis of an across-coil electromagnetic induction system.
2.2.1 Geometry and Modeling
As mentioned, electromagnetic induction involves relative motion of magnets and
coils. Figure 2-9 is a schematic of a representative across-coil system. In this system
Co/s
Mage/ MAet
Figure 2-9: Schematic of the Magnet Geometry
an even number of magnets are attached to a magnetically permeable backing in
an alternating North/South pole arrangement. The magnets are forced to move
relative to an electrically conductive coil which is also attached to a magnetically
permeable backing. The magnets are estimated as dipoles with positive magnetic
charges distributed on the north face of each magnet and negative magnetic charges
distributed on the south face of each magnet. The magnetic flux is estimated to flow
from the surface of one magnet through the coils into the permeable material, along
the permeable material, back through the coils to the surface of the other magnet,
and finally return to the original magnet through the magnetic backing attached to
the magnets (figure 2-10). As the magnets are moved laterally with respect to the
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Figure 2-10: Estimated Magnetic Flux Path
coils, the coils experience a change in relative flux which generates a voltage in the
coils.
An even number of magnets is needed to ensure that each positive magnet surface
has a corresponding negative magnet surface to complete a magnetic circuit. This
arrangement ensures that the coils will see a complete magnetic flux reversal, which
is the maximum possible change in flux. Also, magnetic flux flows along the path of
least resistance, thus the coils and magnets are attached to magnetically permeable
materials to minimize edge fringing effects and maximize the flux that flows across
the coil gap.
One productive way to view the magnetic circuit is through an equivalent electrical
model. Most magnets are characterized by a surface flux density; thus, the magnet is
considered to be a flux source. The magnetically permeable materials are considered
to be infinitely permeable and offer no resistance to magnetic flux; and are therefore
a magnetic return. Given these assumptions, the equivalent magnetic circuit is shown
in figure 2-11.
The magnetic flux is known at the open surface of the magnet and can flow in one of
two directions, across the gap or through the magnet. As mentioned, the magnet flux
will follow the path of least resistance, thus the equivalent electric circuit is a current
divider (figure 2-11). The magnetic flux at the magnet surface can be related to the
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Figure 2-11: Equivalent Electrical Model of the Magnetic Circuit
magnetic flux density, B, by the area of the magnet (Amagnet surface- Am = B - A).
The magnetic flux, A, flowing across the gap can be related to the known surface flux,
Am, by the current divider equation,
(2.27)RmA Rm AmRG+ M Rm
Magnetic reluctance (equivalent to electrical resistance) is modeled as,
I
where 1 is the distance the magnetic flux travels, p is the permeability of the material
the flux travels through, and A is the cross sectional area the flux travels through.
The permeability of the magnet is considered to be equivalent to the permeability of
a vacuum, p-to; and although the air gap is not a vacuum, the permeability of the air
gap can also considered equivalent to that of a vacuum[9].
Substituting the definition of reluctance and magnetic flux density into equation
2.27 results in an equation for the magnetic flux across the gap as a function of
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geometry and surface flux density,
A B Atmagnet (2.28)
tmagnet + tGap
where tmagnet is the thickness of the magnet, and tGap is the distance from the free
magnet face to the magnetically permeable backing on the coils.
The equivalent electric circuit estimation ignores any edge fringing effects, but the
effect of the magnetic short circuit at the magnet-magnet interface can be included
by modeling it as area of zero flux. The width of the zero flux area is governed by the
principle of least resistance, and is thus equivalent to the diameter of a semi-circle
with circumference equal to the gap (figure 2-10). The lost magnetic flux area will
be proportional to the radius of the mentioned semi-circle,
_ 
tGap
27r
The maximum flux equation is then,
BLmagnet (Wmagnet - a) tmagnet(.
t magnet + tGap
Thus, for larger gaps, less flux flows across the gap which reduces the voltage that
can be created.
Up to this point, the coils have been treated as an area of electrically conductive
material. However, voltage is created as a result of a change in magnetic flux through
a contour of a conductor (figure 2-12). To obtain the full effect of the complete flux
reversal, caused by the alternating north-south magnet pole arrangement, the coils
need to be at the same pitch as the magnets. This can be seen in figure 2-12. Looking
in a direction normal to the free surface of the magnets, flux will be emitted up out of
the north oriented magnet and down into the south oriented magnet. Conceptually,
for the coil depicted with a smaller pitch, the magnets can move the difference in
pitch distances before the coil detects a switch in magnetic flux. For the coil depicted
with a larger pitch, the coil covers some area of both magnets. The superposition of
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Figure 2-12: Conceptual Visualization of Coil Pitch
positive and negative fluxes caused by the overlap reduces the maximum flux that
passes through the coil. These two bordering cases show that a coil that is matched to
the pitch of the magnet will receive the maximum flux while simultaneously obtaining
the maximum benefit of a full flux reversal when passing from the north to the south
magnet. The area, A, in equation 2.28 is then the area of the coil.
From a first order standpoint, Maxwell's equations can be viewed as a low-pass
filter, and the magnetic flux through the coils can be estimated as a spacial sinusoid,
A = Ao sin (7rzn) (2.30)
where zn is the normalized z coordinate zn = z/Wm and AO is the maximum magnetic
flux that any one coil of wire can see. For this estimation, AO is given by equation
2.28 where the magnetic flux density of the magnet, B, is given by the manufacturer
of the magnet; the area, A, is the area of one coil, and the magnet thickness, tmagnet,
and gap thickness, tGap, are dictated by the geometry of the design.
For a multi-phase coil, the magnetic flux through each coil as a function of space
can be represented as N equivalent sine waves shifted in space (shown conceptually
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for a 3 phase coil in figure 2-13),
Phase A
Phase B
N h uth Phase C
Figure 2-13: Conceptual Visualization of Multi-phase(3-phases depicted) coil
An= AO sin (7r(Zn -ZO) + 27r(n - 1)
- oo + N
Equation 2.31 also includes a shifting term, znO to account for any misalignment
between the coils and magnets.
The voltage created in a single turn of wire is the time rate of change of the flux
which, through the chain rule, can be written in terms of the spacial rate of change
of flux times the velocity,
V dAdt
dA dz
dz dt
(2.32)
The total voltage is the number of turns in the coil, u, times the voltage in a single
turn. Thus, the total multi-phase voltage is,
Vfl-uT?1r cos (7r(Zn - zno) +
27(n - 1)
N
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(2.31)
(2.33)
dAzt)
dz
Recall that according to the solution for the spring-mass-damper z(t) and (t) can
be written as the product of a transfer function and the input acceleration,
z(t) H 2
- W
H
i(t) - -(t) (2.34)
Wj
As in the power estimation section, the transfer function is a narrow band-pass filter
(figure 2-14) and thus only the accleration component at the resonant frequency is
considered.
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Figure 2-14: Magnitude and phase of Transfer function H 11y transferring input base
acceleration to relative velocity. Notice the narrow band pass nature of the transfer
function.
An sin nt -j) = 2) cos (Wnt)
2w( 2 2w 2(
= An sin (wnt - 7r) = 2 sin (wnt)
2wn( 2wn(
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=0.01
z(t)
(t) (2.35)
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The voltage is,
--uAo7rA_ An 27r(n - 1)
V = cos i cos (wnt) - zno + N sin (wnt) (2.36)
- 2Wn(Wm 2WW N/
2.2.2 Power Estimate
Each phase
resistance.
reduced to
of the coil is modeled as a voltage source in series with the coils inherent
Any device needing power will also be connected in series and can be
an equivalent load resistance (figure 2-15). Using Kirkoff's laws, the
R coil
0 Voltage
Source
R load
Figure 2-15: Electric circuit diagram of a single phase of a coil connected to a load.
system reduces to a voltage divider, and the voltage across the load resister can be
written in terms of the resistances and the previously calculated open-circuit voltage
as,
(2.37)VL= RL
RC + RLVn
where the subscripts L and c represent the load and the coil respectively.
In the electrical domain, power is the product of voltage and current, and ac-
cording to Kirkoff's laws, the current through a resistor can be written in terms of
the voltage across the resistor, and the resistance of the resistor. Thus, the power
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dissipated by the load resistor is,
V2
P = VL - iL (2.38)
RL
Using the voltage divider equation (equation 2.37), the voltage across the resistor can
be written in terms of the open-circuit voltage,
P = RL 2 239)
(RC + RL 2 n
The power equation comparing multiple damping coefficients (equation 2.23 in section
2.1.3 on page 26) has the same form as equation 2.39. As a result, a non-dimensional
plot of power as a function of load resistance normalized by coil resistance is identical
to figure 2-5 on page 27. The plot shows that the power is at a maximum when
the resistances are matched which can be proven mathematically by differentiating
equation 2.39 with respect to the load resistance, and setting the result equal to zero.
OP 0 R - RL -
aRL n (R, + RL )3
Therefore, the maximum power is dissipated when the load resistor matches the
inherent resistance in the coil, RL = RC.
V2
Pmax = n (2.40)4Rc
By superposition, the total power dissipated is the sum of the dissipated powers in
each phase.
N V2
Pmax total = 4Rn (2.41)
Assuming that the phases are matched, then the resistance is equal in each case, and
the power can be written as,
Pmax total V (2.42)
n=1
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2.2.3 Equivalent Damping Coefficient
Electromagnetic induction extracts energy without contacting the system, thus the
only damping is directly calculable by the power extracted. Substituting the basic ex-
pression for voltage given in equation 2.33 into equation 2.42, the resulting expression
for P(t) is,
Pmax total 1 N uAo7r ( 27 - 1)
n= R kW cos , - zn0 + N 
-
R 2(t) Zcos 2  z )+ 27r(n - 1))
S2 A 272 N.
= 0 N 2 (t) for N > 2 (2.43)8RWm
Recall from equation 2.10 on page 22 that the power dissipated by the external
damper is,
P(t) - be 2 (t)
Comparing equations 2.10 and 2.43 reveals that, when all the phases of a multi-phase
coil are matched (each has the same resistance) and each phase has a load resistor
matched to the inherent resistance in the coil, the equivalent damping coefficient for
electromagnetic induction can be written as,
be = R N for N > 2 (2.44)
e8RWm2
Thus, the external damping factor is proportional to the square of the maximum
magnetic flux, the square of the number of turns in the coil, and the number of
phases in the coil and is inversely proportional to the internal resistance in the coil
and the square of the magnet width.
2.2.4 Conclusions
Typically multi-phase coils are preferable since the voltage fluctuations can be more
easily rectified to a constant power, and historically, 3 phases have been shown to be a
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good compromise between constant power and manufacturing complications. Given
the assumption of a 3-phase coil, figure 2-16 shows the relationship between the
number of turns in a coil and the damping coefficient, power, voltage, and resistance.
The voltage increases linearly with the number of turns, but higher numbers of turns
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Figure 2-16: Number of Coil turns vs Expected Damping Coefficient, Power, Voltage,
and Resistance
also increase the gap distance which decreases the voltage in proportion to the inverse
of the gap distance. Thus, the voltage experiences a peak value where the effects
of increasing gap balance and then overcome the effects of increasing turns. The
resistance is related to the length of the conductor and is thus linearly proportional
to the number of turns. Finally, the power is related to the square of the voltage and
inversely related to the resistance in the coil. The power then exhibits a peak value
with a similar shape as the voltage curve, but the curve is shifted to lower turn values
due to the inverse resistance relation. As can be seen, the maximum power occurs at
an estimated 27 turns in each phase of the coil.
Notice also that at maximum power, the expected equivalent damping coefficient
is equal to the internal damping coefficient. In this case, the power is calculated based
solely on voltage and resistance estimates, and therefore, the matching of damping
coefficients helps to verify the consistency of the equations.
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Another concern is the voltage output. If the voltage output is to small, the signal
will be difficult to rectify and will likely require transformers that inevitably contain
losses. At the maximum power level, the peak voltage is expected to be on the order
of 4 volts which is sufficient to effectively rectify. Based on the above conclusions,
theory suggests that a feasible solution exists for using electromagnetic induction as
the power extraction device.
2.3 Flexure
Based on intuition and the conclusions of equation 2.25 and figure 2-8, the internal
damping of the spring-mass system must be minimized while at the same time max-
imizing the spring constant, K. Additionally, the use of magnetic induction as the
energy extraction method requires minimum out-of-plane motions of the magnets. By
using a flexure as the spring element, asymmetric geometry can be used to provide
out of plane stiffness without additional dissipative elements, such as the friction that
would be associated with a guide system. The flexure design is a balance between
spring constant and displacement, and the following sections examine the relevant
parameters governing each.
2.3.1 Maximum Deflection
One of the downfalls of flexures is their relatively limited displacement capacity. The
displacement is limited by the maximum stress in the flexure. For a beam in bending,
the stress is,
My
a- (2.45)
where M is the internal bending moment, y is the distance from the neutral axis, and
I is the moment of inertia about the neutral axis of the cross-section of the beam[10].
As an example of the displacement limitations, consider the simplest case of a
flexure: a cantilever beam (figure 2-17). To obtain the stress in the beam, imagine
making a cut some distance x in from the end of the beam. The internal bending
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Note: The stress equation assumes the coordinate
axis are anchored at the wall in the x-direction,
and at the neutral axis in the y-direction
X
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Figure 2-17: Representative Cantilever Beam
moment is obtained by summation of moments about the cut (figure 2-18),
P
JI
X
Figure 2-18: Free Body Diagram used to obtain the internal bending moment
M(x) = -Px
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The maximum bending moment occurs at the wall and is M = -PL, and thus the
stress at the wall is,
PLy
=(2.46)
Next, consider the displacement that is caused by the same load P. For the
cantilever beam shown, the displacement, 6, can be written as[10],
6 PL3  (2.47)3EI
Combining equations 2.46 and 2.47, the deflection can be written in terms of the
stress,
6 = (2.48)3Ey
For the majority of applications, the flexure must provide out of plane stiffness that
is equivalent in the positive and negative z directions. Thus, the cross-section can
safely be assumed as symmetric in the y direction, and the neutral axis will then be
in the center of the cross-section. Letting the height of the beam be represented as
h, the maximum stress will then occur the maximum distance from the neutral axis,
y = h/2. If the maximum allowable stress is assumed to be some percentage, y, of the
yield stress, a = -yy, then applying the definition of y and a, the maximum allowable
deflection can be written as,
6max - 2-yoryL 2  (2.49)3Eh
Equation 2.49 shows that the most sensitive parameter governing the maximum de-
flection is the length of the beam.
More complicated flexure structures can be analyzed using the simple cantilever
solution and superposition. Figure 2-19 is a common flexure element, and will be
used to demonstrate the process. Since the beam is symmetric about the center, the
solution for the cantilever beam can be used to find the displacement as a function of
the loads applied. At the center, L/2, the displacement is 6/2 (by symmetry). One
half of the beam is the equivalent of a cantilever beam with length L = L/2 and
deflection 6 = 6/2. Thus, the total displacement can be written using equation 2.47
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Figure 2-19: Common Fixed-Fixed Flexure Element
as,
6 _ R
2 - 3EI
RL 3
6 = 3 (2.50)12EI
Summing the moments about the fixed wall, the bending moment at the wall is found
to be M = RL/2. The shear force and bending moment diagrams shown in figure
2-19 indicate that the maximum bending moment in the structure occurs at the wall
and is equivalent to the bending moment at the wall (M = RL/2). From this, the
maximum stress in the structure (still assuming a symmetric cross-section) is given
as,
(Rf) (h)
Y RLh (2.51)41
(2.52)
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Finally, solving for R in equation 2.50 and substituting into equation 2.51 results in
an expression for the maximum displacement as a function of the beam geometry and
material properties.
6 =yco~L 2  (2.53)3Eh
Thus, for a fixed-fixed flexure, the maximum deflection is 1/2 of the cantilever flexure,
and the most important parameter is still the length. Power generation is dependent
on the amount of deflection, and thus maximizing the length of a flexure is very
important.
2.3.2 Spring Constant
For most applications, the required natural frequency of the system is prescribed.
According to vibration theory the natural frequency is W2 = K/m. As has been seen
in the preceding power estimates, the power is highly dependant on the mass, the
greater the mass, the greater the power output. Thus, to maximize the mass at a
given frequency, the spring constant must be maximized.
Recall, that the spring constant, K, is the constant (or slope) that relates force
to deflection F = K6. This relationship is derived for fixed-free and fixed-fixed
boundary condition beams in the preceding section and given as equations 2.50 and
2.51 respectively. Thus the spring constants are,
Kfixedfree = 3E (2.54)
K!ixed- fixed = LE (2.55)
The most important variable governing the spring constant is also the length, but for
the spring constant the length must be minimized. Notice that the spring constant
for the fixed-fixed boundary conditions is 4 times the spring constant for the fixed-free
boundary condition. However, the ratios of maximum deflections is only 1/2. This
shows that since a fixed-fixed boundary condition flexure is 4 times as stiff, but only
suffers a penalty of 1/2 the deflection, it is more advantageous. The remaining di-
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mensions and material selections are similar balances of competing interests. Longer
lengths increase the beams maximum allowable deflection which increases the out-
put power; however, longer lengths decrease the spring constant which decreases the
mass for the same natural frequency and thus decreases the power. The relationship
determining the optimal balance is complicated and best explored numerically.
The spring constant is also linearly proportional to the moment of inertia, I. Many
different symmetric cross-sections can be used to maximize I and thus maximize
K presumably without affecting the maximum allowable deflection. However, the
moment of inertia is highly dependent on the height of the beam, h, which is inversely
proportional to the maximum deflection. For simplicity in demonstrating, as well as
manufacturing, consider the case of a rectangular cross-section beam of height h and
width b. The moment of inertia for this case is,
bh 3
12
The spring constants can then be reduced to,
Eb h'\3
K!ixed-free - (h) (2.56)4 L
Kfixedfixed = Eb (-)3 (2.57)
L
As mentioned above, the flexure can also be used to limit out-of-plane motions
to prevent the magnets and coils from crashing into each other. In the out-of-plane
direction, the flexure elements are nearly identical. Thus, the equations for out-of-
plane stiffness are identical to the equations presented above. However, the moment
of inertia changes and for a rectangular cross-section, simply exchange the thickness
b and the height h.
hb 3
12
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Thus the spring constants are,
Kfixed-free Eh (b)'
K!ixed-fixed = Eh (b)3
(2.58)
(2.59)
If a single flexure is unable to provide the necessary torsional stiffness or deflec-
tion requirements, multiple flexures can be nested to meet the requirements. The
equivalent spring constant for a set of springs in series or parallel can be determined
by summing forces on a free-body diagram and reducing the resulting equation to
F=Keq6 (figure 2-20). The equivalent spring constants for a series or parallel spring
Series
K1 K2 F,6
FBD
K2
F -F
1 1K K2
Parallel
K1
F,6
K2
FBD
F = K1,5 .-
-- F
F =(K,+ K2 )
Keq = 1 Ke
Figure 2-20: Determination of equivalent spring constant for a multi-spring system
arrangement are respectively,
Series; 1
Keq Ki
Parallel; Keq = E Ki
(2.60)
(2.61)
Based on these relationships, greater displacement can be obtained by nesting springs
48
in series, and alternatively, the spring constant can be increased by nesting springs
in parallel.
2.3.3 Conclusions
Initial intuition and first order estimates confirm that any losses a vibration energy
harvesting system experiences will reduce the maximum output power the system
is capable of delivering. Based on this a system of flexures is a good choice as the
spring element. The only losses the flexure system experiences will be associated with
internal material losses and will be minimal when compared to the frictional losses
that would be associated with a guide system.
When designing a flexure system, the designer must be aware of the balance
between displacement and stiffness. Larger displacements provide potentially more
power; however, in a flexure system, larger displacements are inherently associated
with smaller flexural stiffness, which results in reduced moving mass for the same
natural frequency. Less moving mass equates to less power.
Using average representative values for steel (table 2.1), and assuming a rect-
angular cross-section for simplicity, the possible deflections and spring stiffness of a
fixed-fixed boundary condition spring element is show in figure 2-21. As can be
Parameter I Value Units
O_  500 MPa
_ _ 
0.5
E 200 GPa
p 7845 kg/M 3
Table 2.1: List of the applicable representative steel properties[10]. Note, -y is esti-
mated based on the fatigue properties of steel.
seen, for reasonable cross section and length ratios, the out-of-plane stiffness is gen-
erally an order of magnitude greater than the in-plane stiffness, and the maximum
displacement ratio is about twice the flexure height.
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Figure 2-21: Plot of Representative displacement and stiffness
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Chapter 3
Design Tools and Design of Device
Specific to Downhole Environment
This chapter outlines the design of an energy harvesting device specific to the down-
hole environment. To aid in the design of the device, a set of tools has been developed
in Microsoft Excel and MATLAB. The tools help the designer explore the design space
by using the previously developed models as a basis for estimating the power output
of the system. The designer then has freedom to adjust and customize certain de-
sign parameters to help optimize a specific design. The design tools and the theories
presented in the previous chapter were developed in parallel with the prototype and
several of the design iterations are discussed to help the reader obtain insight into the
design theories.
3.1 Flexure Design
According to section 2.3, a flexure is a good choice as the spring element due to its
ability to limit out-of-plane motions without the additional friction of a guide system.
As such, a flexure is used in this design.
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3.1.1 Early Iterations
Originally, the flexure was designed to collect vibration in both the torsional and
lateral modes. To do this, a flexure is needed that has approximately the same stiffness
in the lateral and torsional directions and higher stiffness in all other directions. Using
the insights of flexure theory, the flexure should be able to provide higher out-of-plane
stiffness by asymmetric geometry. A first order solid model was created and analyzed
using finite element software to determine the mode shapes. The relative frequencies
of the mode shapes are then a measure of the various stiffnesses.
The first iteration was attempted before the maximum size envelope was fully
defined and thus was designed in an attempt to minimize the axial dimension. Figure
3-1 shows the results of a finite element analysis performed by ProEngineer's ProMe-
chanica software package on the first flexure design iteration. As can be seen from
E ' dt 1 1et I fn~ a xa * yd d
Figure 3-1: FEA Results for First Solid Model Iteration of Flexure Design
the figure and the parameters in table 3.1, although the first and second modes are
nearly identical, a twist coupling at the joints between individual flexures occurs and
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Flex 1 (Width = 12.7mm)
Mode Frequency [Hz] [w/wi Description
1 123.0 1.0 Torsional
2 124.4 1.0 Lateral
3 135.1 1.1 Axial
4 255.3 2.1 Off-Axis Rotation
Table 3.1: FEA determined parameters of 1st flexure design 1st iteration
the out-of-plane stiffness is thus significantly less than expected.
To increase out-of-plane stiffness, the first instinct is to increase the width of the
design, figure 3-2 and table 3.2. By doubling the width of the flexure, the out-
Figure 3-2: FEA Results for second iteration of first flexure design
of-plane stiffness should increase by a factor of 8, which should increase the natural
frequency of the mode shape by the square root of 8 or 2.8. However, as can be seen,
the stiffness has only been increased by a factor of 1.3. Careful inspection of the
deformed shapes shows that the flexures do follow as expected and have significantly
less compliance; however, the joints between flexures are, in fact, highly compliant and
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Flex la (Width = 25.4mm)
Mode Frequency [Hz] wi/w
1 123.9 1.0
2 126.5 1.0
3 159.5 1.3
4 259.3 2.1
Table 3.2: FEA determined parameters of
[ | Description
Torsional
Lateral
Axial
Off-Axis Rotation
1st flexure design 2cond iteration
continued increase in the flexure thickness will not follow linear flexure estimations.
Since continued changing of the first flexure design's dimensions will not help
eliminate out-of-plane motions, the basic geometry of the flexure system must be
changed. Figure 3-3 and table 3.3 show the next design iteration. As can be seen
F*1 r Y I~t114 E-w Ubws frlI
Figure 3-3: FEA Results for first iteration of second flexure design
this type of design automatically eliminates lateral motions and the extremely short
flexures drive the natural frequencies of the system to unreasonably high values.
Using the lessons of the second design, the theories presented in section 2.3 were
developed and the importance of the flexure length was realized. Given this, knowl-
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Table 3.3:
Flex 2
Mode Frequency [Hz] wi/wi Description
1 1085 1.0 Torsional
2 3703 3.4 Off-axis Rotation
3 5251 4.8 Axial
4 6281 5.8 "Wings" in phase
FEA determined parameters of 2cond flexure design 1st iteration
edge of the maximum size envelope is critical in determining a reasonable flexural
layout. Using the size envelope given in figure 1-5, additional flexure design itera-
tions attempt to maximize the length of each flexure.
The final flexure design attempts to maximize the flexure lengths by positioning
the flexures in the axial direction. Figure 3-4 and table 3.4 show the values for the first
iteration of the flexure design. Two insights are associated with this iteration. First,
[ i d V kst I n~o Exmat Ldans Vr-w
Figure 3-4: FEA Results for first iteration of fourth flexure design
the flexure system must be symmetric to avoid the twisting modes caused by unequal
forces on asymmetric geometry. Second, in the rotating environment of a drill pipe,
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Flex 4
Mode [Frequency [Hz] Iwi/wi Description
1 388.7 1.0 Torsional
2 512.2 1.3 Flexure out of phase
3 868.2 2.2 Flexure in phase
4 1505 3.9 Lateral
Table 3.4: FEA determined parameters of 4th flexure design 1st iteration
any lateral modes the flexure experiences at a given instant in time, are expected to
be relatively random in direction. Since the lateral vibrations are random in direction
and the reference frame of the flexure is constantly changing as the pipe rotates, the
lateral vibrations are not expected to exhibit a constant natural frequency, and are
therefore not good candidates for energy absorbtion. This simplifies the flexure design
significantly since the flexure now only needs to isolate torsional modes.
From this insight, the final flexure design is developed and shown in figure 3-5.
The final flexure design exhibits symmetry in the axial direction, which eliminates
UpddngtedWVy
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Figure 3-5: FEA Results for the flexure design
Flex
Mode Frequency [Hz] I wi/wi Description
1 45.71 1.0 Torsional
2 219.8 4.8 Lateral
3 222.8 4.9 Off-axis rotation
4 268.9 5.9 axial rotation
Table 3.5: FEA determined parameters of the flexure design
the radial axis twisting modes. Connecting the ends of the flexures eliminates odd
flexural modes and only leaves torsional and lateral modes. Two twisting modes
remain, but their frequencies are approximately 5 times the natural frequency, which
places them well above the expected energy frequencies. Additionally, by building
the flexure around a curved geometry, the flexure's first mode does follow a curved
path. Also note that the frequency of the second mode is 4.8 times the natural mode.
Thus the next out-of-plane stiffness is at least 16 times the natural stiffness.
3.1.2 Flexure Analysis
The flexure design is a nest of flexures in both series and parallel arrangement. The se-
ries flexures are used to increase the allowable displacement of the flexure system, and
the parallel flexures are used to increase the stiffness (recall equations 2.60 and 2.61).
The parallel flexures are also used to increase stiffness in rotational modes. Addi-
tionally, the nested nature of the flexures naturally limits the maximum displacement
of each flexure. The lateral distance between flexures is designed to correspond to
the maximum allowable deflection per flexure. Thus, the joints of the flexures will
physically touch when the flexure reaches its maximum allowable deflection and the
deflection will be stopped and thus limited.
Figure 3-6 shows the symbolic representation of the spring network. As can be
seen in the figure, the flexures' stiffnesses are assumed to be the same at each tier of
the design but not necessarily the same throughout. This is due to the nested nature
of the flexures. In an attempt to maximize each individual flexure length, exterior
flexures are made the maximum length allowed by the size constraint. However, each
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Figure 3-6: Symbolic representation of the flexure spring network.
successive level of flexure must be slightly shorter than the last set to accommodate
the nesting. Since each level has equivalent lengths, the spring constants for flexures,
at the same relative level, can be assumed equivalent.
The nest of flexures can be represented by a single equivalent spring stiffness.
Since the flexure design contains 4 different lengths of flexures, the system will then
have 4 distinct spring constants. Examining force balances at each node in the system
provides 27 independent equations that can be reduced to the form F = Keq
6
, where
F and 6 are the total force and displacement inputs the mass experiences. Keq is
then given by equation 3.1.
4K 1K 2 K 3 K 4
eq K 2K 3 K 4 + K1 K3K 4 + K1 K 2K 4 + K 1K 2K3
By following St Venant's principle[11], and ensuring that each flexure has a minimum
of 3 flexure widths supporting each end, the flexure stiffness will not be affected
by the end joints and the individual Ki's can be calculated using the fixed-fixed
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boundary condition equations developed earlier. Although the flexure is built around
a curvature and the flexures are therefore not symmetric, the moment of inertia
is still estimated as rectangular. The estimation is considered valid based on the
agreement of the Excel model (presented later) and the finite element model. If the
end joints are allowed enough space to accommodate a minimum of 3 characteristic
flexure thicknesses, then the out-of-plane stiffness will also be independent of the joint
geometry. However, as can be seen from the finite element analysis, since the total
spring stiffness is already ~16 times greater out-of-plane, and the material does not
exceed it's yield stress at any location, the extra joint thickness is not needed.
An excel spread sheet was developed that accepts the individual flexure dimensions
as inputs and calculates the equivalent spring stiffness, and displacement of the flexure
system. Figure 3-7 is a screen shot of the spread sheet for explanation purposes. The
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Figure 3-7: Screen shot of Excel program used to calculate flexure stiffness and de-
flection
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first 15 columns (not shown) are used to input the material parameters such as density,
Young's Modulus, etc. Next, the maximum dimensions of the flexures are entered
into columns 16 and 17. These are used to determine the maximum length of the
flexures and the maximum width of the mass. The length of the first flexure pair is
half the maximum length minus the required linkage lengths, which are themselves a
function of the width of the flexures.
Columns 22 through 25 are the geometry inputs. Due to the recurrent nature
of the flexure length calculation, the user selects flexure dimensions and iteratively
changes the dimensions to achieve the necessary deflection and/or stiffness. The
individual flexure lengths and stiffness are displayed as well as the totals. The spread
sheet also calculates the parameters that can be entered into the relations interface in
ProEngineer so the solid model will be updated to reflect the displacement limitations
and flexure length changes. Figures 3-8 and 3-9 show the flexure parameters that
must be passed to the dynamic model for power calculations as a function of the
average flexure thickness, h. Since the device is built around a curvature, the
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Figure 3-8: Projected spring stiffness as a function of the average flexure thickness,
h. The flexure width, b, is set to 3/8 in.
flexure thickness is measured at the center of the device, or average thickness in the
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Figure 3-9: Projected maximum deflection as a function of the average flexure thick-
ness, h. The flexure width, b, is set to 3/8 in.
cross section. Exploration of the design parameters shows that 3/8in is the smallest
in-stock material which provides a projected out-of-plane stiffness that is an order
of magnitude greater than the in-plane stiffness. This material is readily available
without additional machining. The material properties used for the plot are for
average steel, and are listed in table 2.1.
3.1.3 Planar Design
A rapid prototype of the design was manufactured and is shown in figure 3-10. The
rapid prototype, shown next to a standard mechanical pencil, revealed that the curva-
ture projected over a 45deg angle results in relatively small radial thickness variations.
This revelation prompted a planar design to be evolved in parallel with the curved de-
sign. Creating the first proof of concept prototypes as planar devices allowed multiple
iterations to be more easily manufactured.
Figure 3-11 and table 3.6 are the finite element model and associated parameters
for the planar design. Interestingly, the natural mode of the system does not change
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Figure 3-10: Rapid Prototype of Flexure Design
Figure 3-11: FEA Results for the planer flexure design
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I
Planar Flex
Mode Frequency [Hz] wi/wi Description
1 45.71 1.0 Torsional
2 235.6 5.0 Lateral
3 248.8 5.3 Flexure mode
4 273.0 5.4 Rotation
Table 3.6: FEA determined parameters of the planer flexure design
if the dimensions of flexure are the same. This phenomenon additionally suggests that
the rectangular estimation of the moment of inertia for the curved design is valid. The
major change is in the higher order modes. The frequencies of the higher order modes
are slightly larger in the planar case, and the axial rotation mode is exchanged for
a flexural mode. This makes some sense when considering the end conditions of the
flexure. In the planar case, the joints are stiffer than in the curved case which helps
raise the frequencies and reduce rotational modes. The end result is that the planar
and curved cases are considered similar enough that prototypes made in the planar
case, which validate the models, are expected to accurately predict the parameters of
the curved case.
3.2 Magnetic Induction Design
As mentioned previously in section 2.2, magnetic induction is a good choice for the
expected parameters of this system. In terms of magnitude of vibration, available size,
and power requirements, magnetic induction is expected to be the least expensive and
most efficient energy extraction method. The parameters that govern the design of
a magnetic induction energy harvesting system were determined to be magnet size,
number of phases, number of turns per phase, magnetic gap, and relative magnitude
of displacement.
3.2.1 Magnet Width
From a purely theoretical standpoint, the power is directly related to the mass and
to maximize extractable power the mass should be maximized (equation 2.25). For a
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magnetic induction system, the power is dependant on the strength of the magnetic
field. Thus, to realize the full power potential of electromagnetic induction, and
maximize the efficiency of the system, the entire mass should be comprised of magnets.
This is impossible for several reasons. First, the platform designed to hold the magnets
must have some structure to transmit forces between sides of the flexure and ensure
the flexure is properly coupled in parallel. Second, the magnets require a magnetically
permeable backing material to properly complete the magnetic circuit.
Since the mass should be maximized, the magnet size is first determined by the
maximum allowable magnet area based on the given size envelope and flexure design.
The mass of the magnets is then checked against the flexural stiffness and desired
natural frequency and adjusted appropriately.
Figure 3-12 shows the relationship of flexure thickness to maximum mass width
based on the given size envelope. For the given size envelope, the maximum mass
50
E 40
E
20
C,)
C,,
2 10
E
S-0
-201
0.5 1 1.5 2 2.5 3 3.5 4
Flexure thickness [mm]
Figure 3-12: Flexure thickness vs Maximum Mass Width
thickness corresponds to a flexural stiffness of about 1.25e5N/m and a maximum total
deflection of 3.5mm. However, using MATLAB the relationship between displacement
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and magnet width can be determined. Assuming a simple single turn coil, figure 3-14
plots the power as a function of the displacement normalized by the magnet width.
The incredibly non-linear effects, related to the geometric constraints, indicate that
P f70H, W = 10mm
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Figure 3-13: Power as a function of displacement normalized by the magnet width
maximum power is obtained when the relative displacement is 60% of the magnet
width. Obviously, the more the mass moves in the same given time frame, same
frequency, the higher the velocity and power. However, as the allowable displacement
increases, the spring stiffness decreases and the mass must decrease to maintain the
same natural frequency.
Assuming the magnets will comprise the entire width of the moving mass, then the
actual width of a magnet is one half the mass width. Using the results of figure 3-14,
the needed deflection is 60% of the magnet width or 60% of one half the maximum
mass width. Overlaying a plot of the needed displacement on top of the maximum
displacement allows the magnet width and flexure width to be immediately chosen
as the intersection point (figure 3-12). Based on this, the flexure should be built at a
thickness of 1.1 mm which corresponds to a maximum magnet width of 14.6mm and
a maximum allowable displacement of 9mm.
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Figure 3-14: Plot used to select the magnet width and flexure thickness. Overlaying
a plot of the maximum allowable displacement and the needed displacement from the
flexure results in an intersection that is the optimal mass width and flexure thickness.
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3.2.2 Permeable Backing
Recall that in the derivation of the magnetic induction equations, the resistance to
magnetic flux in the magnetically permeable backing is considered negligible. For
this assumption to hold, the magnetically permeable backing must not saturate with
magnetic flux. The magnetic flux density that the backing material must carry is
related to the magnetic flux the magnet can produce and the respective areas the flux
has available to travel through.
BsAs AmBm
Bsts= WmBm (3.2)
Figure 3-15 shows a plot of magnetic flux density, B, vs. magnetizing force, H. The
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Figure 3-15: B-H curve for a variety of magnetically permeable materials
plot shows a definite saturation behavior and that most materials listed saturate
around 1.6 T. Since some materials exhibit a more abrupt saturation than others, for
safety, assume that the the flux density must remain below 1.5 T in the permeable
material. Given this assumption, equation 3.2 can be rearranged to solve for the
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=.Ma
needed thickness.
ts = Wm "M (3.3)Bs
For the 14.6mm magnets chosen, the flux density is 0.313T and thus, the magnetic
backing should be 3mm thick to ensure negligible resistance and still minimize mass.
The same calculation applies for the permeable backing on the coils, but the coils are
not as mass restricted and thus can afford more steel to reduce the risk of saturation.
3.3 Remaining Magnet Dimensions
The remaining magnet dimensions are determined by the maximum allowable mass.
For a given natural frequency, the maximum allowable mass is related to the spring
constant which is automatically set when the flexure thickness is chosen. For this
design, the desired frequency could be anywhere in the frequency range and must
be tunable. Figure 3-16 shows the relationship between moving mass and natural
frequency for the spring constant corresponding to a 1.1mm flexure thickness. The
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Figure 3-16: Mass vs. Natural Frequency
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maximum allowable magnet mass, is equivalent to the maximum allowable total mass,
minus the permeable backing mass, minus the mass of the center structure. If the
flexure is made out of a magnetically permeable material, then the mass of the support
structure can be set to zero. For an average steel, whose values are listed in table 2.1,
the mass of permeable backing is,
msteel ~ PsteeLmagnetWmagnet Tsteei
The mass of the magnet is,
mmagnet = 2 PmagnetLmagnetWmagnetTmagnet
Thus the necessary magnet thickness can be solved for,
1/rn
Tm I - PSts) (3.4)pm 2WmLm
Although the magnet length is not technically know at this point, the magnet is
assumed to be as long as possible, and is the maximum length of the device minus
the flexure clearances. Figure 3-17 is a plot of the magnet thickness as a function
of the natural frequency. For this design, since the desired natural frequency of the
device is not precisely known, arbitrarily choose a frequency in the middle of the
frequency range of 50Hz, thus the magnet thickness is 4mm.
3.3.1 Coil Design
With a known magnet width, the coil design can be determined. The coil design is
practically driven by manufacturing restraints, and theoretically driven by the desire
to match the internal damping of the spring-mass system.
As mentioned in the section on theory, the pitch of the coil system must match the
pitch of the magnets. Figure 3-18 shows a 3-phase coil system proportioned correctly
to a set of magnets. A given point on any given coil is one magnet width/pitch
away from the adjacent point on the same coil. The number of loops is determined
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Figure 3-18: Magnet Thickness vs. Natural Frequency
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by the maximum displacement. Since the flexure is known to only allow a maximum
displacement of 60% of the magnet width, the full amplitude of vibration is 3.2 magnet
widths. Rounding up to the next integer value, a four loop coil is needed with two
loops situated over the top of the magnets, and one loop protruding off of each side
to ensure the magnets always remain under coils. Each set of traces then shares one
magnet width worth of space, and thus each set of traces has a maximum width of
1/3 the magnet width per phase.
The most space efficient way to run the coils is to "snake" the coils across the
magnet face, thus producing one equivalent closed contour for voltage generation
(figure 3-19). The coil wires shown can contain multiple strands of wire connected
North South
12 3 4
Effective Coil Wire for trace Coil Wire for return
Coil Loops propagating trace propagating
rightward leftward
Figure 3-19: Conception rendition of the coil design
in series to obtain more turns and thus increase the voltage. However, care must
be taken when running the wires in series, the current must be running in the same
direction along any trace which passes across the magnet face (notice the arrows). If
the current does not flow in the same direction at each trace path then equivalent
canceling positive and negative voltages will be created and the net voltage will be
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zero.
The complication of the coil design is associated with the overlapping of traces
when 3 phases must cross each other in space. To accomplish the cross-over in the
minimum wasted space, the coil is designed in 2 layers. By designing the coil in two
layers, all the end turns can be made in the same direction on each layer and the
opposite direction in the other layer allowing the traces to travel in either direction.
Figure 3-20 is a solid model of the coil design which illustrates the necessity for
multiple layers of opposing angles.
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Figure 3-20: Annotated Solid Model of the Coil Design
Conceptually, the individual traces can be sized any dimension that will maximize
the power, thus the power can be calculated as a function of the number of traces
and maximized. However, manufacturing limitations bound the minimum trace size.
The most limiting design parameters are the minimum trace size and the minimum
kerf size, or space between traces. Although in theory, the individual trace layers can
be soldered together, as will be discussed more in the manufacturing section, the end
connections are most easily made by the use of a via, or hole through the top layer,
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that can be used to connect the layers either through plating or solder. The minimum
via size also limits the size of a trace. If the minimum via size is significantly more
than the minimum trace size, the via size will bound the trace width.
The maximum space allotted to each run is a function of the magnet width and
the minimum kerf size,
Wm
Wi = WM - Wk3
Thus the maximum number of traces that can be fit into a given space is given as,
Wi + Wk
n= 2 Wtrace + Wk + Wvia
where n is the number of traces, Wtrace is the minimum trace width, and Wia is the
minimum via size. Wtrace and Wia are given by the manufacturer or manufacturing
process. The first iteration design used a water jet to cut individual sheets of copper
and thus only one trace per layer was possible. However, the second iteration design
uses a flexible printed circuit board that is capable of 4 traces per layer (figure 3-21).
The internal resistance in the coil can be related to the coil parameters. Assuming
the current density in a coil of wire is uniform, the resistance in a wire is related to
the resistivity of the material, length of the conductor, and area of the conductor.
LpgR = L(3.5)A
For this coil design, the length of each coil is the length of a magnet plus twice the
length of a magnet pair. Each trace must travel this distance 10 times, 4 active times
per layer and 1 return per side. The area is calculated as the copper thickness times
the minimum trace width. The maximum copper thickness for printed circuit board
manufacturing techniques is measured in copper weight, and is typically 2 oz copper.
On average, 2oz copper is 2.3mils thick. The resistance of the inter-layer connections
is assumed to be negligible, and thus the resistance per layer of copper is expected
to be 2.2Ohms. Based on the conclusions given in section 2.2, the optimal number of
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Figure 3-21: Final Coil Design
turns for this configuration is 27. However, 27 is not evenly divisible by 4, and thus
either 4 layers (32 turns) or 3 layers (24 turns) must be used. Figure 2-5 indicates
that if the damping coefficients cannot be matched, power is less sensitive to a slightly
greater external than internal damping coefficient. Thus, 3 layers of coils can be used
to provide 24 turns, which will leave the damping coefficient slightly greater than
optimal, and provide the maximum power possible for the manufacturing restraints.
3.4 Conclusion
Table 3.7 summarizes the final design parameters that were chosen for the downhole
energy harvester.
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Flexure
Parameter Value Units
Material 4340 Stainless Steel
Width b 9.5 mm
Thickness h 1.1 mm
Spring Stiffness K 8952 N/m
Magnets
Parameter Value Units
Material SmCo (Sumarium Cobalt)
Magnet Width Wm 12.7 mm
Magnet Length 114.3 mm
Magnet Thickness tm 3.2 mm
Permeable Backing Thickness t, 3 mm
Coil
Parameter Value Units
Material Flexible Printed circuit board
number of traces per layer n 8
number of phases N 3
Resistance per layer 2.2 Ohm
Damping Coefficient 2.118 N-s/m
Peak Voltage 2.9 V
General
Parameter Value Units
Natural Frequency w, 40.5 Hz
Expected Power 1.19 W
Table 3.7: Final Design Parameters and Basic Results
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The device is expected to produce approximately 1.2 W of power at an input
frequency of 40 Hz in a total size envelope of 6" X 3" X 1".
For each phase of the design detailed above, MATLAB models were created to
predict the performance of the device using the theories presented in chapter 2 and
the manufacturing limitations mentioned above. The most important impact of this
research is the models. In the results section (section 4.2) each measurement is ac-
companied by a prediction from the models. As will be seen, the models reasonably
predict the performance of the designed and prototyped device. As such, the MAT-
LAB models can be used as a powerful design tool for future iterations and different
designs.
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Chapter 4
Manufacturing, Testing, and
Results
This chapter outlines the manufacturing processes that were used to prototype the
planar design of an energy harvester. Where applicable, recommendations are made
for future manufacturing process changes. The prototype design was tested against
the predictions of the MATLAB model, and the test results are presented and dis-
cussed.
4.1 Manufacturing
Several compromises were made to the design to simplify the manufacturing process.
The most significant is the modification from a curved design, specific to the drill
pipe, to a planar design. Since this was originally intended as a proof of concept
prototype, the magnet dimensions were modified slightly, to match commercially off-
the-shelf magnets, to help reduce the magnet lead time. Also, in many cases the
materials were changed from the downhole materials. Downhole approved materials
are designed for high heat and corrosion resistance, however, this combination of
properties is particularly hard to manufacture and not worth the time and effort
for a proof of concept. As the manufacturing process is chronicled, the changes are
mentioned and discussed where applicable.
77
4.1.1 Flexure
The most significant change affecting the power output of the planar flexure design is
the change from steel to aluminum. A stainless steel flexure is chosen in the original
design for it superior corrosion resistance and qualification as a downhole material.
However, for a proof of concept, a more machinable material needed to be chosen.
In this case aluminum was chosen because it is relatively easy to machine, but still
maintains an acceptable yield stress to Young's modulus ratio.
The flexure was cut on an Omax water jet with good results (figure 4-1). Various
Figure 4-1: Picture of Freshly Water Jetted Flexure
test flexures were cut and the flexure dimensions were determined to be very near
the limitations of the machine. On test cuts of flexures less than 1mm in thickness,
the water jet would wander and excessively taper the material, often times cutting
through the flexure. Increasing the cut speed helped, but increasing the cut speed
also increased the standard taper and decreased the control of the process. Also
as the nozzle wears, the offset changes. Thus for very fine flexures the offset must
be measured shortly before the flexure is cut and adjusted in the parameters of the
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machine. For flexure thicknesses greater than 1mm the water jet is an acceptably
accurate process for aluminium flexure manufacturing. Since steel is more difficult to
manufacture the minimum flexure thickness might be somewhat larger, but tests were
not performed to verify this. If problems arise, either a swivel head water jet which
eliminates taper problems should be used, or other processes such as EDM should be
explored.
4.1.2 Magnets and Coils
As mentioned, the magnet dimensions were modified slightly to match off-the-shelf
components. More significantly, the magnets material was changed to Neodymium
Boron. Neodymium Boron magnets are also rare earth magnets, but they are less
expensive and more readily available. The problem is Neodymium Boron magnets
will demagnetize at downhole temperatures, and therefore the production downhole
device will need to use the original Sumarium Cobalt magnets. Neodymium Boron
has a slightly greater magnetization and will therefore emit more flux per unit volume
and create slightly more power per unit volume. However, the Neodymium Boron
magnets emit only 1.09 times more flux and thus the cost and availability is justified
for the proof of concept prototype.
The first iteration of coils was manufactured by using the water jet to cut out
a series of single kerf width traces from a flat sheet of copper (figure 4-2). The
layers were then bonded and insulated by using double sided Kapton tape. The
sheets are then sheared off at the ends which separates the traces into individual
strands. Finally, the ends are pressed together and soldered to make the layer-to-
layer connections. The entire coil is then potted in epoxy for electrical insulation.
The first coil used 4 layers and is pictured in figure 4-3. Several methods were used
to try and automate the layer-to-layer soldering process. Solder paste was applied to
each of the surfaces, and the end of the coil was brought in contact with a heat source,
under the theory that the solder would flow; however, the copper is such an effective
heat sink that not enough heat energy could be applied safely to get a proper joint.
A reflow oven was not tried, but it is expected that due to a more even heating, the
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Figure 4-2: Water jetted copper sheet
Figure 4-3: Assembled and Potted Water Jet Coil
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reflow oven may be able to provide enough energy to properly set the solder joint.
An iteration was tried where vias were cut in one layer of the copper to allow access
for soldering, but again the volume of copper is so large that the heat was conducted
away faster than the solder could flow in the joint, and the solder tended to ball up in
the vias and leave a cold joint or an open circuit. Eventually, the traces were soldered
individually and tested after each joint to ensure a satisfactory joint.
Due to the problems with soldering joints, the second generation of coils was
created using circuit board printing techniques(figure 4-4). Using these techniques the
Exterior Solder Pads
Figure 4-4: Manufactured Flexible Coil
layer-to-layer connections can be made by through-via plating. For the first iteration
of coil design, only two layers are printed per sheet, and then additional layers are
stacked and soldered together using wire connections. For production designs, all 8
layers of the coil can be printed which will reduce the number of solder joints, increase
reliability, and reduce the coil resistance. However, the cost of small lots of parts is
exponentially related to the number of layers and for a first prototype not judged
necessary. Proper dimensioning of the solder pads is a design oversight. Plenty of
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thought was given to the dimensions of the pads themselves, but sufficient spacing
between pads was neglected. Further iterations should increase the spacing between
solder pads which will simplify soldering.
An additional benefit of the printed coil design is flexibility. The coil can be
printed directly onto a flexible insulation material, and thus, the coil can be bent
around the pipe radius or laid flat depending on the application (figure 4-5). 4-4).
Figure 4-5: Picture of flexible coil curved around a soda can for reference
4.1.3 Misc. Parts and Assembly
The magnetic backing is simply water jetted to the correct size. In the case of the
magnets, the backing is water jetted to the size of the two magnets and the magnets
are bonded to the metal surface. A pocket is recessed into the flexure using a milling
machine to flush the magnets and reduce the width of the device. Additional mass
is then removed, as necessary, from the flexure by milling and drilling pockets and
holes into the back side of the magnet mounting area. Once the pocket is prepared,
the magnets and backing are bonded into place (figure 4-6).
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Figure 4-6: Picture of flexible coil curved around a soda can for reference
The magnetically permeable backing for the coils is water jetted to the correct
size, and the coils are bonded to the surface, bonded to the support structure, and
the two halves of the device are bolted together (figure 4-7).
4.2 Testing and Results
The first prototype is tested against the MATLAB models to verify the model's
accuracy and validity as a design tool. Primarily, the models are tested against the
predicted power.
4.2.1 Flexure
The flexure is unique in that the internal damping in the system is measured. The
flexure was first placed in an Ingstrom stress-strain measuring machine and the force
is plotted as a function of displacement (figure 4-8). As can be seen, the flexure model
very accurately predicts spring stiffness with an error of 2.5%. The model predicts a
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Figure 4-7: Fully assembled planar prototype
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Figure 4-8: Comparison of Predicted and Measured Spring Constant
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natural frequency of 41.5 Hz.
Mounting the flexure to a Ling Dynamic Systems electromagnetic shaker and
measuring the acceleration inputs at the base and magnets, allows the amplification
factor of the device to be determined (figure 4-9). The amplification factor is the ratio
Figure 4-9: Flexure mounted to the Ling Dynamic Systems Electromagnetic test
shaker
of output to input and is shown for the flexure in figure 4-10. As can be seen, the
amplification factor for the stand alone flexure is ~~150, which means the damping
ratio is 0.186 N-s/m. Also noted from figure 4-10 is the natural frequency of the
system is 33Hz. When the model is corrected for the additional 30grams of mass
added by the accelerometer, the predicted natural frequency is 33.12Hz, which is
essentially correct when factoring in experimental error.
Based on these conclusions, the flexure model is assumed valid and useful as a
design tool.
85
Q=150=> =0.003
150
calculated
x measured
X
100-
50
030 32 34 36 38 40
o [Hz]
Figure 4-10: Measured damping factor of the nested flexure spring mass system.
4.2.2 Coil
The predicted coil resistance, based on geometry, is 0.11 Ohm and 2.18 Ohm for the
water jetted copper coil and the printed circuit coil respectively. Using a digital fluke
meter, the measured resistances are 0.6 Ohm and 2.2 Ohm. The large difference in
the cut copper coil is attributable to the difficulties with soldering. The difference in
the printed coil is negligible considering the measuring equipment. The coil resistance
model is therefore considered accurate so long as the layer-to-layer connections can be
considered negligible, otherwise, further analysis is needed to estimate the resistance.
4.2.3 Voltage and Power
Figure 4-11 is a plot of the closed circuit voltage across a load resistor as a function of
frequency for a given input acceleration of 0.7g. The resistance of the load resistor is
matched to the internal resistance of the coil as closely as possible, by connecting 2 10
Ohm resistors in parallel for an equivalent resistance of 5 Ohm (compared to 6.6 Ohm
for the coil). The model is then adjusted to match, and the power is calculated by the
model. The power dissipated by the resistor is shown in figure 4-12. This is the power
output from a single phase of the system, however each phase is connected to a load
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Figure 4-11: Measured closed circuit voltage vs frequency.
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Figure 4-12: Power output as a function of frequency (calculated and measured).
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resistor so the amplification factor can be measured and compared to the predicted
damping coefficient. Notice from the voltage plot that the total amplification factor
is about 10. Given this coil configuration, the external damping factor is predicted
to be 2.5N-s/m. Adding the damping factors, the calculated amplification factor is
12.5. which validates both the voltage and the damping models. Also note the close
agreement between the predicted and measured power. The predicted power is a
close approximation to the power calculated directly from the voltage and resistance
measurements.
The close agreement between the model and the measured values lends confidence
to the predictive capabilities of the model. Certainly the major effects have been
accounted for, and the model can be used effectively as a design tool to understand
the variables that govern energy harvesting in this manner. The models are also
capable of optimizing a first order design.
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Chapter 5
Summary
The most important potential impact of this research is the predictive models. A set
of theoretical models have been developed and described in this thesis to optimize
the first order design of a vibration energy harvester. These models have proven to
accurately predict the performance of a prototype design. Based on the agreement
between the model and the prototype design, the models can be used as a power-
ful design tool to predict the performance of other designs, and to understand the
parameters that most greatly affect energy harvesting by electromagnetic induction.
The initial driving purpose of the design was to provide power to downhole com-
ponents by extracting energy from the vibrating drill string. The design is currently
incapable of providing the full 10+W of power needed by the bottom hole assembly.
However, multiple devices mounted along the bottom hole assembly could potentially
meet the power needs.
More importantly, the frequency sensitive nature of the device fully fulfills the
functional requirements of a self-powered sensor. The device can easily be tuned
within the frequency range to provide a sharp power spike at a specifically determined
frequency. The device can thus be connected to power electronics which trigger at
a certain voltage. When the electronics have triggered, enough power is available to
send a signal to the operator that a critical vibration frequency is present. The current
transmission system requires 2W of power, but the current device is only capable of
1.2W. Several solutions need to be examined to deal with this. One solution is to
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place a device every few thousand feet of pipe and relay the signal up the pipe, thus
requiring less power. Other equally viable solutions can be suggested that will satisfy
the data transmission needs. Ultimately, 1.2W is considered sufficient to satisfy the
functional requirements of the design.
5.1 Recommendations for Future Work
Although the basic requirements of the design were met, and the models were proven
to be accurate, many new questions can and should now be addressed. For example,
the magnetic field was estimated as sinusoidal based on approximations of Maxwell's
equations as a low-pass filter. The magnetic flux prediction is expected to be off
by less than 5%, but more accurate models of the flux, such as those developed by
Aparna Jonnalagadda, should be included to refine the model.
The models do not currently predict the damping coefficient of the flexure sys-
tem. According to basic mechanics, a flexure system that never exceeds 70% of the
materials yield stress should never see internal material slip, and the strain is entirely
attributed to the stretch of atomic bonds. The flexure system is currently limited to
displacements that ensure the stress never exceeds 50% of the yield stress for fatigue
reasons. The flexure should not exhibit damping, yet, as was shown in the results sec-
tion, the normalized damping coefficient of the system is 0.03. This is very small and
may be attributable to fluid damping. A detailed analysis of this phenomenon needs
to be completed and added to the model to help minimize the damping coefficient
and maximize the power.
When the device is used in a downhole environment, the device will need to be
encased in a structure to protect it from the corrosive and abrasive environment.
Early structural estimates of a cap, designed to fit over the device, indicate that
the material thickness to withstand 30,000psi external pressure is prohibitively large.
Several possible solutions emerge including modifying the flexure to allow for support
posts near the mid-span of the cap. A simple solution that is employed regularly
in the downhole environment is to fluid compensate the interior of the enclosure.
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Immersing the device in a dense viscous fluid, will add significantly to the internal
damping of the system and inversely reduce the extracted power. Moving forward,
the model for fluid damping mentioned earlier should be developed in parallel with
design modifications that allow for support posts. To help validate the models, a new
design is being developed that can be immersed in fluid to test the power losses and
fluid damping.
Electromagnetic induction was chosen as the energy extraction method based
on empirical observations of other systems. The power requirements and available
size specifications specifically suggest that electromagnetic induction is the optimal
energy extraction method. A quantitative estimate of the efficiency of electromagnetic
induction, when used in this capacity, is needed to definitively support this decision.
As part of that estimate, the energy density for this system should be more elegantly
defined. Currently, the model calculates the energy density as the extracted power
divided by the device volume, which strictly speaking, is correct. However, this
method of estimation does not easily provide insight into the parameters that most
greatly affect energy density.
Currently the models are based in the frequency domain. Random input signals
can theoretically be Fourier transformed to obtain the frequency components of the
signal, and then be analyzed. However, modifications to the model that include
numerical differential equation solvers, such as MATLAB's ode,- series of solvers,
will increase the versatility of the model. Inclusion of ODE solvers will also allow
truly random inputs to be analyzed.
5.2 Additional Applications
Although this system is specifically designed for downhole energy harvesting, many
vibrating environments can benefit from energy scavenging. The models can be re-
oriented to predict the total damping provided by the device. Thus, many vibrating
environments that require damping can be damped while simultaneously extracting
useful, power rather than wasting the dissipated power to noise and heat. The device
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is especially useful in environments that are remote or would benefit from wireless
power delivery.
The oil industry alone can suggest several: sea-floor pumping stations and pow-
ering of more complex sensors (both downhole and on-rig) are a few. The auto and
aeronautical industries can benefit from reduced wiring by powering remote sensors
with energy extraction. The list can be expanded to almost any vibrating environ-
ment that requires damping.
With such a vast potential for applications, the impact of fully understanding
the capabilities of energy harvesting is massive. Thus, further development and un-
derstanding is warranted and necessary. Continued research, intended to expand
understanding, will start with the recommendations listed above to further refine
the downhole energy harvester design. This additional research is then expected to
provide the next step in the continuing research process.
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Appendix A
MATLAB Code
A.1 Full Model
%Frequency Domain Power
clear all; close all; cdc;
%Flexure parameters
%INPUTS
wn = 38*2*pi;
%[rad/s], needed natural frequency of the spring and mass
h = 1.le-3;
%m] , individual flexure thickness
b = 3/8*0.0254;
% [m], flexure width
%CALCULATED PARAMETERS
K = 6666;
spring constant
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%Magnet parameters
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%X[N/m], .
%INPUTS
Lmag = 4.5*0.0254;
I[m], length of a magnet
Wmag = 0.5*0.0254;
%[m], width of a magnet
tmag = 0.125*0.0254;
[m], thickness of a magnet
rhomag = 7.5e3;
%[kg/m^3], density of a magnet (Neodymium Boron 7.5e3)
B = 0.3130;
%[Wb/m^2], surface flux density of a magnet
(Neodymium Boron 0.3130)
%CALCULATED PARAMETERS
mmag = Lmag*Wmag*tmag*rhomag;
X[kg], mass of a magnet
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%XXXX%%
XMagnetically Permeable Material Parameters
%INPUTS
rhomp = 7870;
%[kg/m^31, magnetically permeable backing density
Bsat = 1.5;
%[T], permeablity saturation flux density
%CALCULATED PARAMETERS
ts = B/Bsat*Wmag;
X[m]1, permeable material thickness
ms = 2*Wmag*Lmag*ts*rhomp;
X[kg], mass of backing material
94
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%Coil parameters
%INPUTS
Re = 1.7e-8;
%[Ohm-m], resistivity of coil material, (copper=1.7e-8)
tracemin = 0.007*0.0254;
XEm], minimum width of spaces
thickmin = 0.03466*0.0254;
%[m], minimum width of traces
tracethic = 0.0023*0.0254;
%[m], copper thickness per trace
insthick = 0.0028*0.0254;
X[m], Thickness of the insulation per layer
via = 0.010*0.0254;
X[ml, minimum via size
N =3;
[], number of phases
nlayer = 8;
%[], number of layers of coils
%CALCULATED PARAMETERS
Wphase = Wmag/N-tracemin;
X[ml,
nphase =
%1],
Lphase =
%[m],
Aphase =
Ricoil =
%[Ohm]
width available per phase
floor((Wphase+tracemin)/(thickmin+tracemin));
number of traces in a layer per phase
10*(Lmag+4*Wmag)*nphase;
length of one full trace
thickmin*tracethic;
area of a trace
Re*Lphase/Aphase;
resistance per trace layer
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% %CALCULATED CONSTANTS
% wn = sqrt(k/m);
A[1/s], spring-mass natrual frequency
% zetai = 1/2/Qi;
%[], internal normalized damping coefficient
% bi = 2*zetai*wn*m;
%[N-s/m], internal damping coefficient
A.2 Flexure
clear all close all clc
% sigma = 500e6;
% E = 200e9;
% gamma = 0.5;
X Lh = linspace(25,100,1000);
% bh = [1 2 3 4 5];
% for i = 1:length(bh);
% K1(i,:) = E*bh(i)*1./(Lh).^3;
% Lb(i,:) = Lh/bh(i);
% K2(i,:) = E/bh(i)./(Lb(i,:)).^3;
% d2(i,:) = gamma*sigma/3/E*(Lb(i,:)).^2;
% end
% dl = gamma*sigma/3/E*(Lh).^2;
% figure(1);clf;
% subplot(2,1,1);
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% plot(Lh,K1);grid on; set(gca,'fontsize',12);
% xlabel('L/h','fontsize',16);
7 ylabel('K/h [N/m-m]','fontsize',16);
% legend(sprintf('b/h=/1.0f',bh(1)),...
% sprintf('b/h=%1.Of',bh(2)),...
% sprintf('b/h=%1.0f',bh(3)),...
% sprintf('b/h=X1.0f',bh(4)),...
% sprintf('b/h=1.Of' ,bh(5)));
7 subplot(2,1,2);
7 plot(Lh,dl); grid on; set(gca,'fontsize',12);
% xlabel('L/h','fontsize',16);
% ylabel(texlabel('delta/h [m/m]'),'fontsize',16);
% figure(2);clf;
% subplot(2,1,1);
% plot(Lh,K2) ;grid on; set(gca,'fontsize',12);
% xlabel('L/b','fontsize',16);
% ylabel('K/b [N/m-m]','fontsize',16);
% legend(sprintf('b/h=1.0f',bh(1)),...
% sprintf('b/h=X1.0f',bh(2)),...
% sprintf('b/h=X1.Of',bh(3)),...
% sprintf('b/h=%1.Of',bh(4)),...
% sprintf('b/h=1.0f',bh(5)));
% subplot(2,1,2);
% plot(Lh,d2); grid on; set(gca,'fontsize',12);
% xlabel('L/b','fontsize',16);
% ylabel(texlabel('delta/b [m/m]'),'fontsize',16);
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%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% E = 68947.6e6;
% sigma = 270e6;
E = 200e9; sigma = 350e6; gamma = 0.5;
length = 6*0.0254; width = (8.25*0.0254)*(20*pi/180);
h = linspace(0.5,4)/1000; b = 3/8*0.0254;
e = h*5;
Li = (5.671*0.0254-e)/2; L2 = L1-0.0015-e;
L3 = L2; L4 = L3-0.003;
K1 = E*b*(h./L1).^3;
dl = 2*gamma*sigma*L1.^2./(3*E*h); K2 =
E*b*(h./L2).^3;
d2 = 2*gamma*sigma*L2.^2./(3*E*h); K3 =
E*b*(h./L3).^3;
d3 = 2*gamma*sigma*L3.^2./(3*E*h); K4 =
E*b*(h./L4).^3;
d4 = 2*gamma*sigma*L4.^2./(3*E*h);
K1 = E*h.*(b./Ll).^3; K2o = E*h.*(b./L2).^3;
K3o = E*h.*(b./L3).^3;
K4o = E*h.*(b./L4).^3;
d = dl+d2+d3+d4; K
4*Kl.*K2.*K3.*K4./
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(K2.*K3.*K4+K1.*K3.*K4+K1.*K2.*K4+K1.*K2.*K3); Ko
4*Klo.*K2o.*K3o.*K4o./
(K2o.*K3o.*K4o+Klo.*K3o.*K4o+Klo.*K2o.*K4o+Klo.*K2o.*K3o);
figure(1); plotyy(h*1000,K,h*1000,Ko); grid on;
set(gca,'fontsize',12); xlabel('Flexure thickness
[mm]','fontsize',16); ylabel('Stiffness [N/m]','fontsize',16);
figure(2); plot(h*1000,d*1000); grid on; set(gca,'fontsize',12);
xlabel('Flexure thickness [mm]','fontsize',16); ylabel('Maximum
Allowable Deflection [mm]','fontsize',16);
flexthick = 2*(2*(dl+d2+d3+d4)+4*h); masswidth =
(width-flexthick)/2; n = 17;
figure(3); plot(h*1000,d*1000,h*1000,masswidth*1000*0.6,[h(n) h(n)
0]*1000,[O d(n) d(n)]*1000,'--r'); grid on; set(gca,'fontsize',12);
xlabel('Flexure thickness [mm]','fontsize',16); ylabel('Displacement
[mm]','fontsize',16);
legend('Maximum Displacement','Needed Deflection',
sprintf('Mass Width = %2.1f mm',masswidth(n)*1000));
K = 6666; Wm = masswidth(n); wn = (5:200)*2*pi;
m = K./wn.^2;
figure(4); plot(wn/2/pi,m); grid on; set(gca,'fontsize',12);
xlabel(texlabel('omega-n Hz'),'fontsize',16); ylabel('Mass
[kg]','fontsize',16);
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ts = 0.003; rs = 7845; rm = 7.5e3;
Lm = 4.5*0.0254;
tm = 1/rm*(m/Lm/(2*Wm)-rs*ts); figure(5); plot(wn/2/pi,tm*1000);
grid on; set(gca,'fontsize',12); xlabel(texlabel(omegan
Hz'),'fontsize',16); xlim([20,60]); ylabel('Mass Thickness
[mm]','fontsize',16);
Wm = 0.0127; tm = 1/8*0.0254; Lm = 4.5*0.0254;
Mm = 2*Wm*tm*Lm*rm; Ms = ts*2*Wm*Lm*rs;
M = Mm+Ms;M = 0.2;
wn = sqrt(K/M)/2/pi
wn m
29.0561
A.3 Coils
clear all; cdc;
%magnet geometry
L = 1; wm = 0.5; wk = 0.007; wc = wm/3-wk; xO = -0.5*wc; x =
linspace(-1,1,1000);
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%number of phases
n = [3; for i = 1:6
%magnetic flux
lambdaO = .025; for i = 1:n
lambda(i,:) = lambda0*sin(2*pi*((x-xO)/L+(i-1)/n));
end
figure(5); cif; plot(x,lambda) xlabel('Position') ylabel('flux')
northx = [ 0 0 0.5 0.5 0]; northy = [-0.2 0.2 0.2 -0.2
-0.2]; southx = [ 0 0 -0.5 -0.5 0]; southy = [-0.2 0.2 0.2
-0.2 -0.2];
hold on; plot(northx,northy,':m',southx, southy,':r')
%change in flux
% for i = 1:n
% dlambda(i,:) = 2*pi*lambdaO/L*cos(2*pi*((x-xO)/L+(i-1)/n));
% end
% figure(1); clf;
% [ax hi h2] = plotyy(x,lambda,x,dlambda); grid on;
% xlabel('Position [in]');
% set(get(ax(1),'ylabel'),'string','Flux [W]')
% set(get(ax(2),'ylabel'),'string','dFlux/dx [W/in]');
% set(h2,'linestyle','--');
Xmovement
x1 = 0.25; w = 30*2*pi; t = linspace(0,2*pi/w,1000);
% x = xl*sin(w*t);
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% dx = xi*w*cos(w*t);
% figure(2); cif;
% [ax hi h2] = plotyy(t,x,t,dx); grid on;
% xlabel('Time Es]');
% set(get(ax(1),'ylabel'),'string','Postion [in]')
% set (get (ax(2),'lylabel'),I'string', 'dx/dt [in/s]');
% set(h2,'linestyle','--');
% for i = 1:n
% dlambda(i,:) = 2*pi*lambdaO/L*cos(2*pi*((x-xO)/L+(i-1)/n));
% end
% figure(4); cif;
X plot(t,dx/max(dx),t,dlambda./max(max(dlambda))); grid on;
% legend('dx','1','2','3');
for i = 1:n
v(i,:) = (pi*xl*w*lambdaO/L)*cos(w*t).
*cos(2*pi*((xl*sin(w*t)-xO)/L+(i-1)/n));
end max(max(v))
figure(3); cif; plot(t,v); grid on; xlabel('Time [s]');
ylabel('Voltage [V]');
%legend('1','2','3');
Xcalculation of R
R=
% power = zeros(1,1000);
103
% for i = 1:1000
% for j = 1:n
% power(i,k) = power(i) + 1/(2*R)*v(j,i)^2;
% end
% end
% figure(2); cif;
% plot(t,power); grid on;
% xlabel('Time Es]'); ylabel('Power [W]');
% p(k) = mean(power)
% end
% figure(3); clf;
% plot(xO,p)
%circuit.m - Script code used to determine the number of traces to lay out
% based on the tolerance minimums provided.
%The following script calculates the number of individual series traces
%that can be fit into the space available. The script inputs the magnet
%width, minimum kerf or space width that the process is capable of, minimum
%via hole size the process is capable of, and the minimum trace thickness
%the process is capable of. With this information the script calculates the
%number of series traces that can be fit in the space, then based on the
%fact this number is required to be an integer value, the maximum trace
%thickness is recalculated.
%Inputs
% wm = magnet width (determines the coil pitch) [in]
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% wk = minimum kerf width or minimum space width between traces [in]
% Vm = minimum via size [in]
% mt = mimimum trace thickness [in]
%Outputs
% n = number of traces that will fit
% wt = available width for each series trace based on an integer n [in]
% Table outputed to the screen displaying n and wt based on Vm
%A Zachary Trimble
%02-01-2007
clear all; cdc;
%Inputs
wm = 0.5;
%[in], Magnet width
wk = 0.006;
%[in], Minimum distance between traces (kerf)
Vm = [0.015:-0.001:0.004];
%[in], Minimum via hole size
mt = 0.004;
%[in], Minimum trace thickness
%Calculated dimensions/constants
wc = wm/3-wk;
%[in], Available width for each trace of copper
wcp = 1/sqrt(2)*(wc+(1-sqrt(2))*wk)
%[in], Available width on the end turns
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n = floor((wc+wk)./(2*mt+wk+Vm));
% Number of traces that will fit in one
available trace width based on the minimum tolerance parameters
np = floor((wcp+wk)./(2*mt+wk+Vm));
% Number of traces that will fit in o
ne available end turn width
wt = 1./n.*(wc-(n-1)*wk);
%[in], Actual available trace width,
adjusting for an integer number of traces
wtp = 1./np.*(wcp-(n-1)*wk);
%[in], Actual available trace width,
adjusting for an integer number of traces
XOuputs
fprintf(' Vm n wt np wtp\n');
fprintf('[in] [in]
[in]\n'); for i = 1:length(Vm)
fprintf('%1.3f %2.Of %1.3f X2.Of %
1.3f\n' ,Vm(i) ,n(i) ,wt(i) ,np(i) ,wtp(i));
end
clear all wm = 0.5; wk = 0.004; n = 2:7; wtp =
sqrt(2)/6*wm./n-wk; b = 2*wk*cosd(45); wt = wm./(3*n)-b; an =
0.008; via = wtp-2*an;
fprintf('\n\nn wk b wt wtp via\n');
fprintf(' [in] [in] [in] [in] [in]\n');
for i = 1:length(n)
fprintf('%2.0f %1.4f %1.3f %1.3f %1.3f
%1.4f\n',n(i),wk,b,wt(i),wtp(i),via(i));
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end
A.4 Equivalent Damping
clear all close all clc
%electromagnetic induction damping coefficient
%variable u;
Lmag = 4.5*0.0254; Wmag = 0.5*0.0254; tmag = 0.125*0.0254;
B = 0.313; An = 0.7*9.81; K = 6666; wn = 2*pi*38; m = K/wn^2; u =
linspace(1,10)*8; Qi = 150; airgap = 0.030*0.0254; layer =
0.125*0.0254; tgap = u/8*layer+airgap;
lambda = B*Lmag*(Wmag-tgap/2/pi).^2./(tmag+tgap); R = 2.2*u/8; be =
3*u.^2.*lambda.^2*pi^2/8./R/Wmag^2; bi = wn*m/Qi; V =
u.*lambda*pi*An*m./(Wmag*(bi+be)); power = 3*V.^2/8./R; [value i] =
max(power); power = power/value;
figure(1); subplot(1,2,1); plot([min(u),max(u)],[1 1]*bi,'--r',
[u(i) u(i) 0],[0 be(i) be(i)],'--k',[u(i) u(i) 0],[0 power(i)
power(i)],'--k');
grid on; set(gca,'fontsize',12); %ylim([0 1.1]);
hold on;
[AX,H1,H2] = plotyy(u,be,u,power); %grid on; set(gca,'fontsize',12);
xlabel('number of turns','fontsize',14);
set(get(AX(1),'Ylabel'),'String','Damping Coefficient be')
set(get(AX(2),'Ylabel'),'String','Normalized Expected Power')
%ylabel('Damping coefficient','fontsize',14);
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legend(texlabel('b-e'),sprintf('Maximum %2.Of turns',u(i)));
subplot(1,2,2); plot([u(i) u(i) 0],[O V(i) V(i)],'--k'); grid on;
set(gca,'fontsize',12); hold on; [AX,H1,H2] = plotyy(u,V,u,R);
xlabel('number of turns','fontsize',14);
set(get(AX(1) , 'Ylabel') ,'String', 'Expected Voltage')
set(get(AX(2),'Ylabel'),'String','Expected Resistance')
% figure(1);
% subplot(1,3,1);
% plot(u,be, [min(u),max(u)] ,[1 1]*bi,--,
[i i 0]*8,[0 be(i) be(i)],'--g'); grid on;
set(gca,'fontsize',12);
% xlabel('number of turns','fontsize',14);
% ylabel('Damping coefficient','fontsize',14);
% legend(texlabel('b-e'),texlabel('b-i'));
% subplot(1,3,2);
% plot([i i 0]*8,[0 V(i) V(i)1,'--g',u,V);grid on;
set(gca,'fontsize',12);
% xlabel('number of turns','fontsize',14);
% ylabel('Expected Peak Voltage','fontsize',14);
% subplot(1,3,3);
% plot ([i i 0] *8, [0 power W) power WI], I--g'I, u, power);
grid on; set(gca,'fontsize',12);
% xlabel('number of turns','fontsize',14);
% ylabel('Normalized Expected Power','fontsize',14); ylim([O 1.1]);
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% legend(sprintf('Maximum X2.Of turns',i*8));
A.5 Spring-Mass-Damper
clear all close all clc
% Ang = linspace(0,1,1000);
% An = 9.81*Ang;
% Al = [0.1 0.6 0.7];
0 P = An.^2/8;
% P1 = (9.81*Al).^2/8;
0/
/0
plot(A1(1)*[1 1 0],P1(1)*[0 1
A1(3)*[1 1 0],P1(3)*[0 1
A1(2)*[1 1 0],P1(2)*[0 1
hold on;
plot(Ang,P,'k'); grid on; set
1],'b--',...
1] ,'r--',..
1], 'g--');
(gca, 'fontsize' ,12);
% xlabel(texlabel('A-n [g]'),'fontsize',16);
% ylabel(texlabel(' (wn/m Q-i) P [W/kg-sl '),'fontsize' ,16);
% legend(sprintf('5-10Hz, %0.2f [W/kg-sl',P1(1)),...
% sprintf('10-10OHz, %0.2f [W/kg-sl',P1(3)),...
% sprintf('100-200Hz, %0.2f [W/kg-sl',P1(2))
,'location','northwest');
% clear all
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Oj
/0
% figure(l);
% A = [0.1 0.7 0.6];
% wi = linspace(5,10,100);
% w2 = linspace(10,100,1000);
% w3 = linspace(100,200,1000);
X P = (9.81*A).^2/8;
% P1 = P(1)./(2*pi*wl)*100;
% P2 = P(2)./(2*pi*w2)*100;
% P3 = P(3)./(2*pi*w3)*100;
% figure(2);
% plot(wl,P1);grid on; set(gca,'fontsize',12);
% xlabel(texlabel('omega-n [Hz]'),'fontsize',16);
% ylabel(texlabel('P/m [W/kg]'),'fontsize',16);
% title(texlabel('10-1Hz, An=0.1g'),'fontsize',16);
% figure(3);
% plot(w2,P2);grid on; set(gca,'fontsize',12);
% xlabel(texlabel('omega-n [Hz]'),'fontsize',16);
% ylabel(texlabel('P/m [W/kg]'),'fontsize',16);
% title(texlabel('10-100Hz, A-n=0.7g'),'fontsize',16);
% figure(4);
% plot(w3,P3);grid on; set(gca,'fontsize',12);
% xlabel(texlabel('omega-n [Hz]'),'fontsize',16);
% ylabel(texlabel('P/m [W/kg]'),'fontsize',16);
% title(texlabel('100-200Hz, A-n=0.6g'),'fontsize',16);
Xfigure(5);
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for i = 1:length(An);
zn = An(i)*sin(w*t);
dzn = An(i)*w*cos(w*t);
for j = 1:3;
V(j,:) = n*lamda*pi*cos(pi*(zn-znO)+2*pi*(j-1)/3) .*dzn;
end
P = 1/4/R*sum(V.^2);
Pavg(i) = mean(P);
end
figure(4); clf; plot(An,Pavg); grid on;
Pavg =
0.0633
A.6 Voltage
clear all
%close all
clc
% c = [1:5];
% Wm
% [ml
= 0.5*0.0254;
Magnet Width
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% u
*A[]
% N
X[]
% [T]
% A
% [m^2]
% An
% [m/s^2
= 4*2*8*3./c;
Number of turns in the coil
= c;
Number of phases
= 0.3130;
Flux density of the magnets
= (4.5*0.0254)*Wm./c;
Normal Coil Area
= 0.36*9.81;
Acceleration input
wn = 2*pi*38;
/[rad/s] Natural Frequency
% zeta = 1/2/100;
%[] Normalized damping coefficient
% Ln = .9;
X[] Normalized gap distance
% zn0 = 0;
Normalized coil-magnet alignment offset
/ R = 2.2*8*3./c;
X[Ohm] Internal Resistance in the coils
% t = linspace(0,2*pi/wn,1000);
% zn = An/(2*wn^2*zeta*Wm)*cos(wn*t);
7 Power = zeros(length(N),length(t));
. for j = 1:length(N)
7 clear V
% for i = 1:N(j);
V(i,:) =
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X[] r
-u(j) *B*A (j) *pi*An/ (2*wn*zeta* (1+Ln) *Wm) *
cos(pi*(zn-znO)+2*pi*(i-1)/N(j)).*sin(wn*t);
X Power(j,:) = Power(j,:)+(V(i,:)).^2;
X end
% Power(j,:) = 1/4/R(j)*Power(j,:);
% Pavg(j) = mean(Power(j,:));
Y 7,fprintf('Average Power = %2.3f W\n',Pavg);
X end
X % figure(1);clf
% % plot(t,zn); grid on;
% % figure(2);clf
% % plot(t,V); grid on;
% figure(1);clf;
% plot(t,Power); grid on; legend('1','2','3','4','5'
,'6',')7',')8','9','10')
% figure(2); clf;
% plot(N,1./Pavg); grid on;
t = linspace(0,2*pi,100); z = cos(t);
N = 1:12; R = 24./N;
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for i = 1:max(N);
for j = 1:i;
V(j,:) = 1/i^2*24*cos(pi*z+2*pi*(j-1)/N(i)).*sin(t);
end
Power = sum(V.^2);
Pavg(i) = sqrt(mean(Power))/R(i);
end
close all; plot(N,Pavg); xlim([2,12])
A.7 Power
clear all close all clc
% N = 1:10;
X for j = 1:length(N)
% syms x real
% for i = 1:N(j)
% y(i) = (cos(pi*x+2*pi*(i-1)/N(j)))^2;
% end
% x = 1.2;
% s(j) = eval(vectorize(sum(y)));
% end
% s
syms x real N = 4; for i = 1:N
y(i) = (cos(pi*x+2*pi*(i-1)/N))^2;
end x = linspace(-2,2,1000); s = eval(vectorize(sum(y)));
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sl=eval(vectorize(y(1))); s2=eval(vectorize(y(2)));
s3=eval(vectorize(y(3))); s4=eval(vectorize(y(4)));
plot(x,s,x,sl,x,s2,x,s3,x,s4 ); legend('s','sl','s2','s3','s4');
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