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FOCUSING WAVES IN UNKNOWN MEDIA BY
MODIFIED TIME REVERSAL ITERATION
MATIAS DAHL, ANNA KIRPICHNIKOVA, AND MATTI LASSAS
Abstrat. We study the wave equation in a bounded domain
or on a ompat Riemannian manifold with boundary. Assume
that we are given the hyperboli Neumann-to-Dirihlet map on
the boundary orresponding to physial boundary measurements.
We onsider how to fous waves, that is, how to nd Neumann
boundary values so that at a given time the orresponding wave
onverges to a delta distribution δy while the time derivative of
the wave onverges to zero. Suh boundary value are generated by
an iterative sequene of measurements. In eah iteration step we
apply time reversal and other simple operators to measured data
and ompute boundary values for the next iteration step. The key
feature of the algorithm is that it does not require knowledge of the
oeients in the wave equation, that is, the material parameters
inside the media. However, we assume that the point y where the
wave fouses is known in travel time oordinates.
Keywords: Fousing of waves, wave equation, time reversal.
1. Introdution
Let us onsider the wave equation in a bounded domain M ,
utt(x, t) +Au(x, t) = 0, in M × R+,
u|t=0 = 0, ut|t=0 = 0,
∂νu|∂M×R+ = f,
(1)
where A is a 2nd order ellipti partial dierential operator.
In this paper we show how to onstrut Neumann boundary values
f suh that at time T , the wave (u(T ), ut(T )) is arbitrarily lose to
(cδy, 0) , where δy is the Dira delta distribution at a hosen point
y ∈ M . We all suh waves fousing waves. To nd suh boundary
values, we only assume that we an make physial measurements from
the boundary of M . For given Neumann boundary values we an
measure the Dirihlet boundary values of the wave. A fousing wave
an then be generated by an iterative sequene of measurements. In
eah iteration step we apply time reversal and other simple operators
to measured data and ompute boundary values for the next iteration
step.
Date: Otober 30, 2018.
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The iteration algorithm in this paper is losely related to time rever-
sal methods. Let us therefore shortly disuss the underlying idea and
the usually used approximations behind these methods. As a simple
example, let us onsider a domain M in R3 , and suppose that we an
measure waves and generate soures on the boundary of M . Let us
rst assume that there is a theoretial point soure at y ∈ M , and
we measure the wave and/or its normal derivative at the boundary of
M . Assume further that we reord this signal, reverse it in time, and
re-emitted into M , see [19℄. Then one an show (assuming ertain
approximations hold, see [19, 20, 16℄), that the re-emitted wave will
travel like the original wave, but as if time were running bakwards.
This auses the re-emitted wave to fous near y .
This priniple an also be used for imaging. To nd a small satterer
D in a relatively homogeneous domain M , one sends a wave into
M . If the satterer is small and the single sattering approximation
is justied, the sattered wave orresponds to a wave produed by a
point soure at D . If we reord this sattered signal at the boundary,
reversed it in time, and re-emit it into the domain, it will fous at the
satterer. Furthermore, this fousing has been observed to be quite
stable under perturbations of the medium. Thus, if the re-emitted
wave is simulated (by omputational means) in homogeneous media,
it will fous at the loation of D . In this way a small satterer an
be found using relatively simple omputational methods. The above
basi idea has been rened in various ways. If the target area ontains
multiple satterers, an iteration sheme an be used to fous the wave
on any of the satterers [33℄.
Besides imaging, time reversal an be used to fous a wave onto
a satterer, say, inside the human body. One appliation of this is
litotripsy, where one breaks down a kidney or bladder stone using a
fousing ultrasoni wave. Another appliation is hyperthermia, where
a aner is destroyed by an exessive heat dose generated by a fousing
wave. Let us point out that for the wave equation, there are various
methods to estimate material parameters in travel time oordinates
from boundary measurements. These methods are, however, quite un-
stable [2, 25℄. Therefore they might not be suitable for hyperthermia,
where safety is ruial. An important question is therefore how to fous
waves in unknown media.
For reviews and extensions on time reversal, see seminal papers of M.
Fink, [17, 18, 20℄. Time reversal methods have been intensively stud-
ied in random heterogeneous media where the statisti of the random
media is known, see e.g. [5, 6, 7, 12, 13℄. For time reversal in haoti
avities, see [39℄. For related analysis on time reversal methods, see
also [3, 4, 15, 30, 34℄.
Let us desribe the key features of the algorithm in this paper. First,
to fous a wave we do not require knowledge of the material parameters
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inside the media. We only assume that the oordinates of the point
are known in travel time oordinates. This means that fousing an
be done in the same oordinates in whih imaging is done. Thus, as
the algorithm for fousing does not require media parameters obtained
from imaging, errors in imaging do not aumulate into errors in fo-
using. Seond, the algorithm an fous waves near an area having
no satterers. Third, the algorithm is omputationally heap. In a
sense, all omputations are done in the media; there is no need to solve
the wave equation, f [23℄. We will assume that the medium is linear,
non-dispersive, non-dissipative, and frequeny-independent. However,
we do not need any other approximations like the single sattering
approximations to prove that the algorithm works.
The limitations of the present algorithm is that we assume selfad-
jointness of operator A and that time T is large enough. Moreover,
the point y where the wave fouses need to be speied in travel time
oordinates unless operator A is known.
The present work is a ontinuation of [11℄ where a similar iterative
sheme was introdued, for whih u(T ) fouses to a delta-distribution,
but the time derivative ut(T ) is unontrolled. The present work an
also be seen as also a generalization of so-alled retrofousing in ontrol
theory, where the aim is to produe boundary soures giving the same
nal state as a boundary soures sent before in the medium, see [24, 31℄.
The methodology in this paper arises from boundary ontrol methods
used to study inverse problems in hyperboli equations [8, 9, 10, 26,
27, 28, 29℄.
The outline of this work is as follows. In Setion 2 we introdue
notation and review some relevant results from ontrol theory. We also
dene the boundary operators that are needed in the iteration sheme.
In Setion 3 we desribe the main results (Theorems 5 and 7) and
outline their proofs, and in Setion 4 we prove these results.
2. Definitions
We assume that M ⊂ Rm (m ≥ 1) is the losure of an open
C∞ -smooth bounded set with non-empty smooth boundary ∂M or
a C∞ -smooth ompat manifold with boundary. Furthermore, we
assume that M is equipped with a C∞ -smooth Riemannian metri
g =
∑
jk gjk dx
j ⊗ dxk . Elements of the inverse matrix of gij are
denoted by gij . Let dVg be the smooth measure
dVg = |g(x)|
1/2dx1 ∧ · · · ∧ dxm,
where |g| = det([gjk]) . Then L
2(M) is dened by the inner produt
〈u, v〉 =
∫
M
u(x)v(x) dV,
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where dV = µdVg and µ ∈ C
∞(M) is a xed stritly positive funtion
on M .
In wave equation (1), we assume A represents the most general
formally selfadjoint ellipti partial dierential operator with respet to
the above inner produt [27℄. In loal oordinates, A has the form
Av = −
m∑
j,k=1
1
µ(x)|g(x)|1/2
∂
∂xj
(
µ(x)|g(x)|1/2gjk(x)
∂v
∂xj
)
+ q(x)v,
where q is a smooth funtion q : M → R . For example, if µ = 1
and q = 0 then A redues to the Riemannian Laplae operator. Let
us point out that A represents media that is linear, non-dissipative,
non-dispersive, and frequeny-independent.
On the boundary, operator ∂ν is dened by
∂νv =
m∑
j=1
µ(x)νj
∂
∂xj
v(x)
where ν(x) = (ν1, ν2, . . . , νm) is the unit interior normal vetor satis-
fying
∑m
j,k=1 gjkν
jνk = 1 . To integrate funtions on ∂M we use the
measure dS on ∂M indued by dVg . If B ⊂ ∂M × R+ , we dene
L2(B) = {f ∈ L2(∂M × R+) : supp(f) ⊂ B}
identifying funtions and their zero ontinuations.
With these assumptions, the wave equation has a solution whenever
f ∈ L2(∂M × R+) , and we denote this solution by u
f
. The map
f 7→ uf is linear over R , and ∂tu
f = u∂tf when f, ∂tf ∈ L
2(∂M,R+) .
Let d(x, y) be the geodesi distane orresponding to g . The metri
d is also alled the travel time metri beause it desribes how solutions
to equation (1) propagate. By the nite veloity of wave propagation,
(see [22℄) we have that if Γ ⊂ ∂M is open, and f ∈ L2(Γ×R+) , then
at time t > 0 , solution uf is supported in the domain of inuene
M(Γ, t) = {x ∈M : d(x,Γ) ≤ t}.
The diameter of M is dened as
diam(M) = max {d(x, y) : x, y ∈M}.
The harateristi funtion of a set S is denoted by χS .
2.1. Controllability for wave equation. The seminal result imply-
ing ontrollability is Tataru's unique ontinuation result [35, 37℄.
Proposition 1 (Tataru). Let u ∈ H1loc(M × R+) be a solution of the
wave equation
utt(x, t) +Au(x, t) = 0.
Assume that
u|Γ×(0,2τ) = 0, ∂νu|Γ×(0,2τ) = 0,
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where Γ ⊂ ∂M is an non-empty open set and τ > 0 . Then
u(x, τ) = 0, ∂tu(x, τ) = 0 for x ∈M(Γ, τ).
Using Tataru's unique ontinuation result, one an prove the follow-
ing ontrollability results (The proof is postponed to setion 4):
Proposition 2 (Approximate global ontrollability). If T > diam(M) ,
then the linear subspae{
(uf(T ), uft (T )) : f ∈ C
∞
0 (∂M × R+)
}
is dense in H1(M)× L2(M) .
This result yields the following ontrollability result, see e.g. [27℄
and referenes therein.
Proposition 3 (Approximative loal ontrollability). Let τ > 0 , let
Γ1, . . . ,ΓJ ⊂ ∂M be open non-empty sets, and let 0 < sk < τ , k =
1, . . . , J . Suppose
B =
J⋃
j=1
Γj × (τ − sj, τ),
and P is multipliation by the harateristi funtion χB ,
P : L2(∂M × (0, τ)) → L2(∂M × (0, τ)),(2)
f(x, t) 7→ χB(x, t) f(x, t).
Then the linear subspae{
uPh(τ) : h ∈ L2(∂M, (0, τ))
}
is dense in L2(N) , where N =
⋃J
j=1M(Γj , sj) .
2.2. Operators for boundary soures. In this setion we introdue
operators for manipulating boundary soures. These will be needed
both in the proof of the main result and in the iteration sheme.
For initial boundary value problem (1) we dene the non-stationary
Neumann-to-Dirihlet map (or response operator) Λ by setting
Λf = uf |∂M×R+, f ∈ L
2(∂M × R+).
In other words, we solve the wave equation (1) for a boundary soure
f , and measure boundary values for the solution uf when t > 0 . In
this work, we only need the nite time Neumann-to-Dirihlet map,
Λ2Tf = u
f |∂M×(0,2T ),
where T > 0 . By [36℄ the map
Λ2T : L
2(∂M × (0, 2T ))→ H1/3(∂M × (0, 2T ))
is bounded, where Hs(∂M × (0, 2T )) is the Sobolev spae on ∂M ×
(0, 2T ) .
6 DAHL, KIRPICHNIKOVA, AND LASSAS
For f ∈ L2(∂M, (0, 2T )) , let
R2T f(x, t) = f(x, 2T − t),
J2Tf(x, t) =
∫
[0,2T ]
J2T (s, t)f(x, s)ds,
where J2T (s, t) =
1
2
χL(s, t) and
L = {(s, t) ∈ R+ × R+ : t+ s ≤ 2T, s > t}.
We all R2T the time reversal map, and J2T the time lter map [11℄.
On L2(∂M × [0, 2T ]) with the measure dS(x)dt , the adjoint of Λ2T
is [11℄,
Λ∗2T = R2TΛ2TR2T .
For f ∈ L2(∂M, [0, 2T ]) , let
Q2T f =
∫ 2T
0
g(t, s)f(x, s)ds,
be the time lter operator, where g : (0, 2T )2 → R ,
g(t, s) =
1
2(e4T − 1)
{
(e−t + et)(e4T e−s + es), t < s,
(e−s + es)(e4T e−t + et), t > s,
is the Green's funtion for the problem{
(1− ∂2t )g(t, s) = δ(t− s),
∂tg|t=0 = 0, ∂tg|t=2T = 0, s ∈ (0, 2T ).
Next we onsider Λ2T , R2T , J2T , Q2T as operators suh that
Λ2T , R2T , J2T , Q2T : L
2(∂M × [0, 2T ])→ L2(∂M × [0, 2T ]).
Below, we often denote R2T , J2T , and Q2T by R, J, and Q . For
f, h ∈ L2(∂M × [0, 2T ]) the Blagovesthenskii identity states that∫
M
uf(T )uh(T ) dV =
∫
∂M×[0,2T ]
(Kf)(x, t)h(x, t) dS(x)dt,
where K : L2 → L2 is the bounded operator
K = K2T = R2TΛ2TR2TJ2T − J2TΛ2T .
For a proof, see e.g. [11℄. The importane of this identity is that
it shows that the inner produt of solutions uf(T ) and uh(T ) an
be alulated from the boundary. Namely, on the right hand side of
the Blagovesthenskii identity, dS is the Riemannian surfae volume
on ∂M , and K is dened in terms of the Neumann-to-Dirihlet map
Λ2T and simple operators on boundary values like time reversal. The
intrinsi Riemannian surfae volume dS on ∂M is determined by Λ2T .
Namely, by Tataru's unique ontinuation priniple, the Shwartz kernel
of Λ2T is supported in
E = {(x, t, x′, t′) ∈ (∂M × [0, 2T ])2 : t− t′ ≥ d(x, x′)},
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and the boundary ∂E is in the support. The set ∂E determines the
distanes of points z, z′ ∈ ∂M with respet to the intrinsi metri of
the boundary (∂M, g∂M ) .
3. Iterations and main results
3.1. Cuto of wave. In this setion we desribe Theorem 5 whih
an be seen as a lemma used in the proof of Theorem 7.
Let X be the Banah spae
X = L2(∂M × [0, 2T ])× Y, Y = H1((0, 2T );L2(∂M)),
suh that the inner produt on X is〈(
h1
a1
)
,
(
h2
a2
)〉
X
= 〈h1, h2〉L2 + 〈a1, a2〉L2 + 〈∂ta1, ∂ta2〉L2 .
Denition 4. Let T > 2 diam(M) , and let
B =
J⋃
j=1
Γj × (T − sj, T ),
where Γ1, . . . ,ΓJ ⊂ ∂M are open non-empty sets, and 0 < sk < T ,
k = 1, . . . , J . Let P = χB be the multipliation with the harateristi
funtion of B dened as in equation (2), and let L : X → X be the
operator
L =
(
1 0
0 Q
)(
2PKP −PK
−KP K − ∂tK∂t
)
.(3)
Let α ∈ (0, 1) , and let ω > 0 be suh that 2(1 + ‖L‖X) < ω , and let
S = (1−
α
ω
)I −
1
ω
L.
If f ∈ L2(∂M × R+) be a boundary soure, we dene a sequene(
hn
an
)
=
(
hj(α)
aj(α)
)
∈ X , n = 1, 2, . . . by
(
h0
a0
)
=
1
ω
(
PKf
0
)
,(
hn
an
)
=
(
h0
a0
)
+ S
(
hn−1
an−1
)
, n = 1, 2, . . . .
(4)
Theorem 5 (Cuto of wave). Let a1(α), a2(α), . . . , be as in Denition
4. Then the sequene onverges in Y ,
lim
n→∞
an(α) = a(α),
and funtion a(α) ∈ Y on the right hand side satises
lim
α→0
(
ua(α)(T )
u
a(α)
t (T )
)
=
(
χNu
f(T )
0
)
,
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where both limits are in L2(M) and N is the domain of inuene
N =
J⋃
k=1
M(Γk, sk).
Note that here ω may depend on α . For instane, we an hoose
ω = 1/α .
Let us emphasize that the novelty of this theorem is the expliit itera-
tion sheme for a(α) depending only on boundary measurements. The
sheme depends on operators J,Q, P , and K that an be alulated
from the boundary of M . The rst three are simple operators like
integration and restrition. Operator K = R2TΛ2TR2TJ2T − J2TΛ2T
involve time reversal R2T , time ltering J2T and two evaluations of
the Neumann-to-Dirihlet map Λ2T whih orresponds to two physial
measurements. Hene, the rst order approximation of a(α) requires
2 physial measurements. After that, eah additional term requires 10
additional measurements. Thus, for nite approximation of a(α) we
only need nitely many evaluations of the Neumann-to-Dirihlet map.
The full proof of Theorem 5 is given in Setion 4.1. Let us here
outline the main ideas. For α ∈ (0, 1) , boundary soures h(α), a(α)
are dened as the minimum of the funtional
F(h, a, α) = ‖uf(T )− uPh(T )‖2L2(M)
+‖uPh(T )− ua(T )‖2L2(M) + ‖u
a
t (T )‖
2
L2(M)
+α(‖h‖2L2(∂M×[0,T ]) + ‖a‖
2
L2(∂M×[0,T ]) + ‖∂ta‖
2
L2(∂M×[0,T ])),(5)
In the sequel, when there is no danger of misunderstanding, we denote
the L2 -norms in the spaes L2(M) , L2(∂M × [0, T ]) et. just by
‖ · ‖ . In Lemma 8, we use onvexity to prove that for eah α , there is a
unique minimum h(α), a(α) , and by studying the Fréhet derivative of
F we nd a linear equation (equation (8)) for this minimum. In Lemma
9 we show that iteration sheme (4) onverges to a von Neumann sum
that represents the solution to equation (8). That minimizer a(α)
satises the sought limit is proven in Lemma 10. The key step in the
proof is to use the approximative ontrollability results from Setion
2.1 to show that the rst terms in F an be arbitrarily lose to ‖(1−
χN)u
f(T )‖2 and the next two terms an be made arbitrarily small.
3.2. Fousing of wave. To understand how one an fous waves us-
ing Theorem 5 suppose we have sets B ⊂ B˜ ⊂ ∂M × [0, T ] (dened in
terms of Γi and si as in Denition 4). Then Theorem 5 implies that
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there are boundary soures a(α) and a˜(α) suh that
lim
α→0
(
ua(α)(T )
u
a(α)
t (T )
)
=
(
χNu
f(T )
0
)
,
lim
α→0
(
uea(α)(T )
u
ea(α)
t (T )
)
=
(
χ eNu
f(T )
0
)
,
where the domains of inuenes satisfy N ⊂ N˜ at time T . As the
solution operator f 7→ uf is linear and ommutes with ∂t , solution
b(α) = a˜(α)− a(α) satises
lim
α→0
(
ub(α)(T )
u
b(α)
t (T )
)
=
(
χ eN\Nu
f(T )
0
)
.
That is, in the limit, the solution orresponding to b is supported in
N˜ \ N . In the proof we onstrut P and P˜ suh that N˜ \ N is a
family of sets that shrink onto a hosen point x̂ . By further saling b
with a suitable onstant depending on the volume of N˜ \N , we obtain
the delta distribution.
To formulate the result, let us introdue some notation. By γx,ξ we
mean a geodesi in (M, g) parametrized by the arlength suh that
γx,ξ(0) = x , γ˙x,ξ(0) = ξ , and ‖ξ‖g = 1 . Let ν = ν(z) , z ∈ ∂M be
the interior unit normal vetor to ∂M . Then there is a ritial value
τ(z) > 0 , suh that for t < τ(z) the geodesi γz,ν([0, t]) is the unique
shortest geodesi from its endpoint γz,ν(t) to ∂M , and for t > τ(z)
it is no longer a shortest geodesi. We will not onsider the degenerate
ase t = τ(z) .
Denition 6. Let T > 2 diam(M) , let x̂ = γbz,ν(T̂ ) , where ẑ ∈ ∂M ,
and 0 < T̂ < T . Let Γj ⊂ ∂M for j = 1, 2, . . . be open sets around
z , suh that Γj ⊃ Γj+1 and
⋂∞
j=1 Γj = {ẑ} .
Suppose f ∈ C∞0 (∂M×R+) . Let an(α, ε) ∈ Y be funtions obtained
from the iteration in Denition 4 when B is the set
B(ε) = ∂M ×
(
T − (T̂ − ε), T
)
,
α ∈ (0, 1) , and ε > 0 is suiently small. Similarly, let an(α, j, ε) ∈
Y be funtions obtained from the iteration in Denition 4 when B is
the set
B(j, ε) =
(
∂M ×
(
T − (T̂ − ε), T
))
∪
(
Γj ×
(
T − (T̂ + ε), T
))
,
α ∈ (0, 1) , j = 1, 2, . . . and ε > 0 is suiently small.
Under these assumptions, let
bn(α, j, ε) = ε
−m+1
2 (an(α, j, ε)− an(α, ε)) ∈ Y.
Theorem 7 is the main result of this paper.
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Theorem 7 (Fousing wave). Let ẑ ∈ ∂M , T̂ , bn(α, j, ε) for n =
1, 2, . . . be as in Denition 6. Then funtions bj onverge in Y ,
lim
n→∞
bn(α, j, ε) = b(α, j, ε).
Moreover, if T̂ < τ(ẑ) then funtions b(α, j, ε) ∈ Y satisfy
lim
ε→0+
lim
j→∞
lim
α→0+
(
ub(α,j,ε)(T )
u
b(α,j,ε)
t (T )
)
= C(x̂)uf(T, x̂)
(
δbx
0
)
,(6)
where the inner two limits are in L2(M) and the outer limit is in
D ′(M) , and C(x̂) is dened in equation (13).
If T̂ > τ(ẑ) , the limit (6) is zero.
Let us make three omments about this theorem. First, the ondition
T̂ < τ(ẑ) means that ẑ ∈ ∂M is the losest boundary point to x̂
and d(x̂, z) = d(x̂, ∂M) . If a point xˆ has a unique losest boundary
point, we say that it is admissible. For example, on the losed dis, all
points are admissible exept the enter. For a general (M, g) the set
of points that are not admissible has measure zero. Seond, we assume
that f ∈ C∞0 (∂M × R+) . Hene u
f ∈ C∞(M × R+) (see [32℄), and
uf(x̂, T ) exists pointwise. Third, a funtion v ∈ L2(M) is interpreted
as a distribution v ∈ D ′(M) by the formula
〈v, φ〉 =
∫
M
vφ dV, φ ∈ D(M).
The delta distribution at y ∈ M is dened by 〈δy, φ〉 = φ(y) for
φ ∈ D(M) .
4. Proofs
We start with the proof of Proposition 2. The proof is a relatively
diret onsequene of Tataru's unique ontinuation theorem and an be
found e.g. in the ase of Dirihlet boundary onditions in [31, Lemma
2.1℄.
Proof of Proposition 2. Assume that a pair
(ψ,−φ) ∈ (H1(M)× L2(M))′ = H−10 (M)× L
2(M)
satisfy the duality
〈uf(T ), ψ〉(H1(M),H−1
0
(M)) + 〈u
f
t (T ),−φ〉L2(M) = 0
for all f ∈ C∞0 (∂M × (0, T )) . Note that H
1(M) is the domain of the
square root of the operator A + cI when c is large enough, denoted
by D(A1/2) and H−10 (M) is the dual H
1(M) = D(A−1/2) . Let
ett +Ae = 0 in M × (0, T ),
∂νe|∂M×(0,T ) = 0, e|t=T = φ, et|t=T = ψ.
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By [32℄, e ∈ C1([0, T ], L2(M)) ∩ C([0, T ], H−10 (M)) and e|∂M×(0,T ) ∈
H−2/5−ǫ(∂M × (0, T ) , ǫ > 0 . Thus we have in sense of distributions
0 =
∫
M×(0,T )
[uf(ett +Ae)− (u
f
tt +Au
f)e] dV dt
=
∫
M
(uft (T )φ− u
f(T )ψ) dV +
∫
M×(0,T )
f e dSx dt
=
∫
M×(0,T )
f e dSx dt
for all f ∈ C∞0 (∂M × (0, T )) . This yields that
e|∂M×(0,T ) = ∂νe|∂M×(0,T ) = 0.
To apply unique ontinuation for e ∈ C([0, T ], H−10 (M)) , let ǫ > 0 ,
and let η ∈ C∞0 (R) be a funtion supported on (−1, 1) ⊂ R whose
integral over R is one. Then
eǫ(x, t) =
∫
R
e(x, t′)η(
t− t′
ǫ
)dt′
satises
(∂2t +A))eǫ = 0 in M × (ǫ, T − ǫ), ∂νeǫ|∂M×(ǫ,T−ǫ) = 0
and eǫ ∈ C
∞((ǫ, T−ǫ), H−10 (M)) . By representing eǫ in terms of eigen-
funtions of A , we see that eǫ ∈ C
∞((ǫ, T − ǫ),D(A∞)) ⊂ C∞(M ×
(ǫ, T − ǫ)) . Using Tataru's unique ontinuation theorem [35℄ we see
that if 0 < ǫ < (T − diam (M))/2 then eǫ(T/2) = ∂teǫ(T/2) = 0 .
Hene eǫ = 0 identially on M × [0, T ] . When ǫ → 0 , we see that
also e vanishes identially and thus φ = ψ = 0 . 
4.1. Proof of Theorem 5. On X we will study the minimization
problem
min
(h,a)∈X
F(h, a, α),(7)
where α ∈ (0, 1) and F is dened in equation (5). By [32℄, the map
h 7→ uh is ontinuous L2(∂M× [0, T ]) → C([0, T ];H5/6−ǫ(M)) , ǫ > 0 .
Thus (h, a) 7→ F(h, a, α) is ontinuous map X → R .
Lemma 8. For any α ∈ (0, 1) minimization problem (7) has a unique
minimizer (h, a) ∈ X . This minimizer is the unique solution to
(α+ L)
(
h
a
)
=
(
PKf
0
)
,(8)
where L is dened in equation (3). Furthermore, L : X → X is non-
negative, bounded, and selfadjoint.
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Proof. We have
F(h, a, α) = 〈f − Ph,K(f − Ph)〉+ 〈Ph− a,K(Ph− a)〉
+ 〈∂ta,K∂ta〉
+α(〈h, h〉+ 〈a, a〉+ 〈∂ta, ∂ta〉),
Here K and P are selfadjoint in L2(M) . The dual Y ∗ of the Hilbert
spae Y = H1([0, 2T ];L2(M)) an be identied with H−1([0, 2T ];L2(M)) .
As Q the inverse of 1 − ∂2t , it an be onsidered as an operator
Q : Y ∗ → Y . Thus using ∂tK∂t : Y → Y
∗
, we an write
〈∂ta,K∂ta〉L2(M) = −〈∂tK∂ta, a〉Y ∗,Y = −〈Q∂tK∂ta, a〉Y .
Thus, using the inner produt on X = L2(M)× Y , we an rewrite F
as
F(h, a, α) = 〈f,Kf〉+ 2
〈(
h
a
)
,
(
1 0
0 Q
)(
−PKf
0
)〉
X
+
〈(
h
a
)
, (α+ L)
(
h
a
)〉
X
.(9)
As Q : Y ∗ → Y and ∂tK∂t : Y → Y
∗
are bounded, L : X → X is
bounded. A diret alulation shows that L is self-adjoint. Setting
f = 0 and α = 0 in equation (9) shows that L is non-negative.
Let us next observe that F is stritly onvex, so for the rst laim
it sues to prove existene; by onvexity, a loal minimum is a global
minimum, and by strit onvexity, there is only one global minimum
(see [38, Theorem 38.C℄). To prove existene, we reall that by [1℄,
x ∈ X is a loal minimum of F : X → R provided that:
(i) the rst two Fréhet derivatives at x , DxF(ξ) and D
2
xF(ξ, η) ,
exist and are ontinuous,
(ii) DxF = 0 ,
(iii) u 7→ D2xF(ξ, ·) is a linear isomorphism X → X
∗
, and
(iv) D2xF(ξ, ξ) > 0 for all ξ 6= 0 .
The sought Fréhet derivatives of F : X → R are
DFh,a(ξ) = 2
〈(
1 0
0 Q
)(
−PKf
0
)
+ (α + L)
(
h
a
)
, ξ
〉
,
D2Fh,a(ξ, η) = 2 〈ξ, (α+ L)η〉 , ξ, η ∈ X.
It remains to prove that α + L is invertible, but if (α + L)(ξ) = 0 ,
then by non-negativity, 0 ≤ 〈Lξ, x〉X = −α‖ξ‖
2
X ≤ 0 , and ξ = 0 . 
Lemma 9. Iteration sheme (4) onverges to the unique solution to
equation (8).
Proof. Using S and ω dened in denition 4, we may rewrite equation
(8) as
(I − S)
(
h
a
)
=
1
ω
(
PKf
0
)
,
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For a self-adjoint operator B , the norm satises ‖B‖ = sup{|〈x,Bx〉| :
‖x‖ = 1} . Hene α + 〈Lx, x〉 < ω/2 , and by non-negativity,
‖S‖ ≤ 1−
α
ω
< 1.
We may therefore iteratively solve h, a by a onvergent von Neumann
sum. 
Lemma 10. Minimizers h(α), a(α) ∈ X for (7) satisfy
supp h(α) ⊂ B,
a(α) ∈ rangeQ,
lim
α→0
(
ua(α)(T )
u
a(α)
t (T )
)
=
(
χNu
f(T )
0
)
,
where all limits are in L2(M) .
Proof. The rst two laims follow by writing out (8). For the other
results, let us dene Z : X → R by
Z(h, a) =
1
2
‖χNu
f(T )− uPh(T )‖2 +
1
4
‖ua(T )− χNu
f(T )‖2
+ ‖uat (T )‖
2.
To prove the last laim we show that for any ε > 0 there exists an
α(ε) ∈ (0, 1) suh that Z(h(α), a(α)) < 4ε when α ∈ (0, α(ε)). Let
us note that
uPf(T ) = χNu
Pf(T ), f ∈ L2(∂M, [0, T ]).
Hene, for any (h, a) ∈ X ,
F(Ph, a, α) = ‖(1− χN )u
f(T )‖2 + ‖χNu
f(T )− uPh(T )‖2
+ ‖uPh(T )− ua(T )‖2 + ‖uat (T )‖
2
+α(‖h‖2 + ‖a‖2 + ‖∂ta‖
2).
It follows that for any (h, a) ∈ X and α ∈ (0, 1) ,
Z(Ph, a) ≤ F(Ph, a, α)− ‖(1− χN )u
f(T )‖2.
Here we have estimated the seond term in Z using the triangle in-
equality and the inequality (s+ t)2 ≤ 2(s2 + t2) . Let us x ε ∈ (0, 1) .
By Proposition 3 there exists an hε ∈ L
2(B) suh that
‖χNu
f(T )− uPhε(T )‖2 < ε,
and by Proposition 2 there exists an aε ∈ H
1(B) suh that
‖uaε(T )− χNu
Phε(T )‖2 < ε,
‖uaεt (T )‖
2 < ε.
As hε = Phε we have
F(hε, aε, α) = ‖(1− χN)u
f(T )‖2 + 3ε+ α
(
‖hε‖
2 + ‖aε‖
2 + ‖∂taε‖
2
)
,
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and if α ∈ (0, α(ε)) , where
α(ǫ) =
ε
1 + ‖hε‖2 + ‖aε‖2 + ‖∂taε‖2
,
then the minimizer h(α), a(α) of F satises
Z(h(α), a(α)) ≤ F(Ph(α), a(α), α)− ‖(1− χN)u
f(T )‖2
≤ F(hε, aε, α)− ‖(1− χN)u
f(T )‖2
< 4ε.

4.2. Proof of Theorem 7. Let us note that for any ε > 0 , then
Γk ⊂ B(ẑ, ε) for suiently large k . By Theorem 5, the following
limits exist in Y ,
a(α, ε) = lim
n→∞
an(α, ε),
a(α, j, ε) = lim
n→∞
an(α, j, ε).
and
lim
α→0
(
ua(α,ε)(T )
u
a(α,ε)
t (T )
)
=
(
χN(ε)u
f(T )
0
)
,(10)
lim
α→0
(
ua(α,j,ε)(T )
u
a(α,j,ε)
t (T )
)
=
(
χN(j,ε)u
f(T )
0
)
,(11)
where
N(ε) = M(∂M, T̂ − ε),
N(j, ε) = M(∂M, T̂ − ε) ∪M(Γj , T̂ + ε).
We dene b(α, j, ε) = limn→∞ bn(α, j, ε) , whene
b(α, j, ε) = ε−
m+1
2 (a(α, j, ε)− a(α, ε)) .
Lemma 11. In L2(M) ,
lim
j→∞
lim
α→0
(
ub(α,j,ε)(T )
u
b(α,j,ε)
t (T )
)
= ε−
m+1
2
(
χJ(ε)u
f(T )
0
)
,
where
J(ε) = M(ẑ, T̂ + ε) \M(∂M, T̂ − ε).
Proof. Sine a 7→ ua is linear, it sues to prove that pointwise
lim
j→∞
χM(Γj ,bT+ε)\M(∂M, bT−ε)(x) = χJ(ε)(x), x ∈M.
This is lear for x ∈ J(ε) . If x /∈ J(ε) we laim that x /∈M(Γj , T̂ +ε)
for large j . However, if d(x, ẑ) > T̂ + ε , then
Γl ⊂ B
(
ẑ,
d(x, ẑ)− T̂ − ε
2
)
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for large l . For y ∈ Γl , d(x, y) ≥ d(x, ẑ) − d(y, ẑ) > T̂ + ε , so
d(x,Γl) > T̂ + ε , and x /∈M(Γl, T̂ + ε) . 
The next Lemma show that J(ε) are sets that shrink onto x̂ in the
ase when T̂ < τ(ẑ) .
Lemma 12 (Properties of J(δ) ). For any ε > 0 , there is a δ > 0
suh that
J(δ) ⊂ B(x̂, ε).(12)
Moreover, if T̂ < τ(ẑ) , then {x̂} ⊂ J(δ) for all δ implying that⋂
δ>0 J(δ) = {x̂} . If T̂ > τ(ẑ) then J(δ) = ∅ for δ small enough.
Proof. Let us rst prove (12). For a ontradition suppose that ε > 0
and x1, x2, . . . is a sequene suh that
xj ∈ J(1/j), xj /∈ B(x̂, ε).
As M is ompat, we an move onto a subsequene and assume that
xj onverges to an x ∈ M \ B(x̂, ε) . Now d(xj, ẑ) ≤ T̂ + 1/j and
d(xj, ∂M) > T̂ − 1/j , and as x 7→ d(x, ∂M) is ontinuous,
d(x, ẑ) ≤ T̂ , d(x, ∂M) ≥ T̂ .
Thus T̂ ≤ d(x, ∂M) ≤ d(x, ẑ) ≤ T̂ . If T̂ > τ(ẑ) , we have d(x̂, ∂M) <
T̂ and obtain a ontradition. Thus we an assume that T̂ ≤ τ(ẑ) .
Then the above inequalities yield that d(x, ẑ) = d(x, ∂M) = T̂ . As M
is ompat, there is a geodesi from ẑ to x that realizes d(x̂, ẑ) . Then
η also realizes d(x̂, ∂M) , and η must neessarily be normal to ∂M
[14℄. Thus η = γ , and x̂ = x ; a ontradition. Thus (12) is proven.
If T̂ < τ(ẑ) , then learly x̂ ∈ J(δ) for all δ > 0 . On the other hand,
if T̂ > τ(ẑ) then there is z′ ∈ ∂M suh that d(x̂, z′) < d(x̂, ẑ) and
we see that x̂ 6∈ J(δ) for small δ . Thus we have shown that J(δ) = ∅
for δ small enough. 
Proof of Theorem 7. Consider rst the ase when T̂ < τ(ẑ) . Then we
observe that the following limit exists
C(x̂) = lim
ε→0
Vol(J(ε))
ε
m+1
2
(13)
exists (see [11℄). Here Vol(A) =
∫
A
1 dV when A ⊂ M . Let us also
note that B(x̂, ε/2) ⊂ J(ε) so Vol(J(ε)) > 0 . Thus, as uf(T, ·) is
ontinuous,
lim
ε→0
〈
1
ε
m+1
2
χJ(ε)u
f(T ), φ〉 = C(x̂) lim
ε→0
1
Vol(J(ε))
∫
J(ε)
uf(T, x)φ(x)dV (x)
= 〈C(x̂)uf(T, x̂)δbx, φ〉, φ ∈ D(M).
The result follows by [21, Theorem 2.1.8℄.
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In the ase when T̂ > τ(ẑ) , J(ǫ) = ∅ for ǫ small enough, and thus
the limits (10) and (11) are the same. Hene limit (6) is zero. 
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