Wind power combination probability prediction can effectively describe the uncertainty of wind farm output power and reduce the negative impact of this uncertainty on grid dispatching and operation. However, there is a conflict between coverage and interval width in probability prediction that affects the construction of the optimal prediction model. To resolve the conflicts between different probabilistic evaluation indicators, this paper proposes a new method for wind power combination probability prediction based on area gray correlation decision. First, the original wind power output data is reconstructed using energy-optimized variational mode decomposition to reduce the randomness of the original wind power signal. Processed wind power output data is used to establish an input feature set containing 96-dimensional historical wind power output data. Then, different Gaussian process regression prediction models are established based on 10 covariance functions. The area gray correlation method is used to calculate the area gray correlation degree of the five evaluation indicators, and a comprehensive evaluation of multiple indicators is carried out to eliminate the conflict between indicators. Finally, the weights of the prediction results of the 10 GPR models are determined according to the area gray correlation closeness, and the prediction interval and mean are reconstructed by combining the calculation results of each model. Simulation results show that the model determined by the new method has a more reliable prediction interval and faster prediction speed and can therefore provide decision support for wind power probability prediction and for the safe and stable operation of wind power grid connections.
Wind power prediction can provide an important basis for grid operation [1] [2] [3] [4] [5] . Based on their time scales, most predictions are categorized as real-time predictions [6] [7] [8] [9] , short-term predictions [10] , or medium-or long-term predictions. Depending on the form of the prediction results, predictions can be divided into point predictions and probability predictions. Most traditional prediction methods are point predictions. The results of point prediction generally have different degrees of error, and it is impossible to characterize the probability distribution of potential wind power [11] . Compared with deterministic prediction, the prediction results obtained by probabilistic prediction methods contain more information and can quantify wind power uncertainty. High-quality probabilistic predictions help to analyze and assess wind energy risk and reduce the negative impact of wind power uncertainty [12] , [13] . A typical wind power probability prediction method usually constructs an optimal prediction model by selecting one predictor from a plurality of predictors based on data. The main methods are the nonparametric estimation method and the parameter estimation method [14] , [15] . The parameter estimation method [15] , [16] assumes that the prediction target obeys a certain distribution form, such as Gaussian distribution, warped Gaussian distribution, beta distribution, versatile distribution or logit-normal distribution. The method uses historical data to train the parameters of the presumed distribution model to make predictions. However, the difference in the choice of model results in a large difference in the prediction effect of the parameter method, and wind power does not necessarily obey a certain distribution. Nonparametric estimation methods include quantile regression [17] , kernel density estimation [18] , [19] , the lower upper bound estimation (LUBE) method [20] , and the extreme learning machine and its improved method [21] . Such methods do not make assumptions about the distribution form of the prediction target and can effectively avoid the modeling error caused by the selection of the model distribution form. In addition, the fitting effect of such methods is better and more suitable for wind power probability prediction [15] . In [17] , the uncertainty prediction of wind power is predicted by probability density prediction and quantile regression, and high prediction accuracy and rich probability information are obtained. In [18] , kernel density estimation, normal distribution and the β distribution are used to predict the wind power probability, and the nuclear density method can be proved to be more effective. In [22] , the sparse Bayesian classifier is used to estimate the prediction error of the point prediction result of the support vector machine and D-S evidence theory is used to obtain the overall probability distribution of the Support Vector Machines (SVM) prediction error. Finally, the error distribution and the predicted value of the SVM are superimposed to obtain the probability distribution result of the wind power. In [20] , the particle swarm optimization (PSO)-based LUBE method is used to construct the Neural Networks (NN) -based Prediction interval (PI) for wind power probability prediction. In [21] , the nuclear extreme learning machine (KELM) is used to establish the probability prediction model, and the particle swarm optimization algorithm is used to optimize the output weight of the KELM to determine the upper and lower limits of the optimal prediction interval. However, in the nonparametric estimation method, the quantile regression method needs to determine the regression model and the quantile in advance. The calculation amount of the model is large, and the prediction accuracy decreases significantly with the increase in prediction duration. The empirical distribution fit is critical to the data. The parameters of the extreme learning machine have a great influence on the experimental results, and the experimental results are unstable [8] . Compared with the above methods, the Gaussian process regression (GPR) model has fewer parameters, adaptively determined hyper parameters, flexible nonparametric inference, simple model structure, and strong generalization ability [23] , [24] . However, the choice of covariance function is difficult, and the choice of covariance function is the key to the GPR model.
Since a single predictor has inherent limitations, predicting with a single predictor may lead to large prediction errors in a particular scenario. At the same time, the prediction accuracy of different methods varies. A method with high overall prediction accuracy may also have large errors at individual prediction points. A combined prediction model can effectively reduce the occurrence of large errors at each prediction point, thereby improving the prediction accuracy [21] . Therefore, in recent years, combined forecasting models have received attention. However, the application of combined models to wind power probability prediction is far less common than in wind power deterministic prediction. In [26] , the original wind power series is decomposed into a set of empirical modes using an empirical wavelet transform, and each empirical mode sequence is predicted using a quantile regression forest. After that, the prediction results of different empirical modes are superimposed to obtain short-term wind power prediction values. Finally, the kernel density estimation method is used to predict the probability density of wind power.
In the wind power combination probability prediction model, the key to combining multiple predictors to establish a combined prediction model is to determine the weight of each single predictor. Using different weight calculation methods to construct a combined prediction model can effectively reduce extreme errors in specific scenarios [16] , [27] , [28] . In [16] , the variance-covariance weight dynamic allocation method is used to calculate the weighted combination forecasting model comprising the support vector machine and the extreme learning machine. In [28] , the weights of three kinds of predictors, such as the back propagation neural network(BP-NN), the radial basis function neural network and the support vector machine, in the combined model are assigned by the equal-weighted average method, the covariance preferred combination forecasting method and the time-varying weight coefficient combined forecasting method. The construction of a combined forecasting model effectively reduces the occurrence of large errors and improves the prediction accuracy. Although the existing literature gives a method of estimating the optimal weight coefficient [27] , 29, such a method often has the disadvantages of strong dependence on the initial value and slow convergence and can easily fall into the local minimum. The prediction effect of the GPR model established by using a covariance function is greatly influenced by the covariance function, and the performance of the model on different data sets is not sufficiently stable and the precision is not sufficiently high.
The focus of the different indicator assessments varies. For example, the MAE can accurately reflect the actual prediction error, the RMSE is extremely sensitive to extra-large (or extra-small) values of the prediction result, and the MAPE is convenient for comparing the accuracy of the prediction results. The larger the PICP value is, the more reliable the interval is, and the PINAW reflects the prediction clarity [29] . It is not enough to use a single indicator to evaluate a model. Therefore, it is necessary to use a variety of evaluation indicators to directly and comprehensively reflect the prediction effect (error, accuracy, reliability, interval width, etc.) of a probability prediction model [25] , [30] . However, when multiple indicators are selected to evaluate multiple probabilistic wind power prediction models, there are problems when the conclusions of the indicators conflict with each other: (1) the model with the best performance with respect to each indicator may vary, which leads to the failure to obtain an optimal model [29] , [31] . (2) in practice, PIs with high coverage probability and narrow width are expected for decision-making [20] . In wind power probability prediction, PICP is often used to describe prediction interval reliability, and the PINAW is used to describe the prediction interval width. However, these two aspects of PIs are contradictory. For example, increasing coverage probability will also widen the PI, while compressing the PI may lead to lower coverage probability [32] . The conflict between the PICP and the PINAW makes the determination of the optimal model difficult. Therefore, comprehensive evaluation of multiple indicators is required to avoid subjectivity and one-sidedness in evaluation [33] . Commonly used comprehensive evaluation methods include the analytic hierarchy process, fuzzy comprehensive evaluation, and the gray correlation degree combined with the ideal solution [29] , [34] . The analytic hierarchy process is subjective, and expert preference has a great influence on evaluation results [29] . Fuzzy comprehensive evaluation is subjective in terms of membership degree, weight determination and algorithm selection [35] . The gray correlation degree combined with the ideal solution can exclude subjective interference [34] , but the correlation coefficient ignores the interaction between different indicators [36] . The area gray correlation decision method can fully reflect the mutual influence of indicators and the distance proximity and shape similarity of different program index sequences [37] . It can more effectively resolve the conflict between evaluation indicators and is more suitable for evaluating probability prediction models with conflicts between indicators.
Therefore, this paper proposes a wind power combination probability prediction model that takes into account conflicting evaluation indicators. First, the original wind power is preprocessed using a variational mode decomposition based on the energy conservation law (EVMD). Then, the processed wind power sequence is used to establish a feature set containing a 96-dimensional historical wind power sequence and establish 10 GPR models based on different covariance functions, and five evaluation indicators are used to evaluate different model prediction capabilities. Then, the area gray correlation decision method is used to calculate the area gray correlation closeness based on the five indicators to comprehensively evaluate the performance of each prediction model and resolve the conflict between the evaluation indicators. Finally, the weights of different GPR probability prediction models in the combined model are calculated according to the area gray correlation closeness, and the combined model is constructed. The combined probability prediction model is used to predict the wind power probability combination. The method proposed in this paper have the following main advantages:
(1) EVMD reduces the strong randomness and uncertainty of historical wind power data and reduces the impact of outliers on the construction of predictive models. (2) The combined probability prediction model based on 10 different GPR models eliminates the poor prediction effect of a single predictor at some points. (3) The comprehensive evaluation of the five indicators based on the area gray correlation decision method eliminates the conflict between multiple evaluation indicators and comprehensively evaluates the performance of each prediction model. (4) The combined model constructed using the weights of the area gray correlation closeness calculation has better prediction performance than the combined prediction model constructed by the ordinary weight calculation method.
The method proposed in this paper is applied to short-term forecasting and its validity and advancement are verified on two data sets. However, researchers have noted that real-time predictions also play an increasingly important role in the grid. To perform efficient real-time prediction, it is necessary not only to establish a reliable prediction model but also to solve the communication congestion caused by a large amount of data transmission. For effective real-time prediction, the communication congestion generated by the original data during transmission must be solved [6] [7] [8] [9] . It is believed that with the development of technology, the method proposed in this paper will be verified and applied in real-time prediction.
The structure of this paper is as follows: Chapter 2 introduces the theoretical background of EVMD, GPR and area gray relational decision-making based on information entropy weighting. Chapter 3 introduces the method proposed in this paper. Chapter 4 introduces the experiment and evaluations. The last chapter summarizes this paper.
II. THERETICAL BACKGROUNDS
A. EVMD 1) BASIC PRINCIPLES OF VMD VMD was first proposed by Dragomiretskiy and Zosso in 2014 [41] [42] [43] [44] . The decomposition process of VMD consists of two parts: the construction process and the solution process. It involves three important concepts: classical Wiener filtering, Hilbert transform and frequency mixing.
(1) Construction of variational problems
The variational problem is the problem of how to decompose the original signal f into k modal functions (subsequences) U k (t). It is assumed that the finite bandwidth of each subsequence has a central frequency ω k . The estimated bandwidth of each mode is minimized. The constraint condition is that the sum of the modal functions is equal to the original signal f . Therefore, the constrained variational problem is as follows:
Here, ∂ t represents the partial derivative with respect to t and δ(t) represents the impulse function.
(2) Solution of variational problems By introducing the Lagrange multiplier gamma γ (t) and a quadratic penalty factor α, the augmented Lagrange function of equation (1) is obtained:
The alternate direction method of multipliers (ADMM) based on dual decomposition and the Lagrange method is used to solve equation (2) for the alternating iteration optimization of U K , ω k and γ :
, and n represents the number of iterations.
For a given solution accuracy, the iteration stops when equation (6) is satisfied:
Here, τ represents the updated parameters and can be set to 0.
The specific implementation process of VMD is as follows: (a) Initialization U 1 k , ω 1 k , γ 1 and the maximum number of iterations N , n = 0. (b) Updating of each modeU K according to equations (3) and (4). (c) Updating of γ according to equation (5), n = n+1. (d) Judging of convergence according to equation (6): If the process does not converge and n < N , repeat step (b). Otherwise, the final modal function U K and ω k are obtained by stopping the iteration.
2) EVMD
The decomposed Intrinsic Modal function (IMF)are orthogonal, so the energy of each IMF and the energy of the original signal obey the law of conservation of energy. VMD is robust to noise. If the VMD is over-decomposed, the energy of the remaining term fluctuates around the mean value. If the value of the VMD exceeds a suitable value, its over-decomposition component is decomposed on the basis of the original component. Due to the existence of fictitious components, the linear sum of the energy of the decomposed components is larger than the sum of the energy of the decomposed components. EVMD is used to optimize the parameters based on energy.
The equations of the energy and decomposition energy difference parameters are as follows:
Among these parameters, E is the energy value of the original signal or the component signal, x(i) is a sequence of signals, and n is the number of sampling points. The energy values of different signal decompositions are different. Finally, E b is the energy of the first b IMFs and E x is the original signal energy.
Equation (8) shows that the more accurate the solution is, the greater of the R is. When the value is close to or equal to 0, the decomposition is appropriate or insufficient. For energy parameters R corresponding to a series of K values, when a sudden change in R occurs after several minimum values, the corresponding K value of the turning point parameter is the optimal K value.
B. GPR
The selection of h affects the accuracy of WPF, so the MAPE of the corresponding model is calculated based on the contribution rate of different singular values. The contribution rate under the minimum MAPE is selected as the best contribution rate, and the optimal singular valuehis determined.
The Gauss process involves a set of random variables that is determined by the mean function E(x) and the covari-
where the x c are defined as the d-dimensional input vectors of a sample, and the input vector is y = [y 1 , y 2 , . . . , y c , . . . , y n ] T , where the y c in the training set are defined as the scalar output values of a sample. The function space f (x), f x (1) , f x (2) , . . . , f x (n) corresponding to x c comprises a set of random variables that obeys the joint Gauss distribution. Therefore, the Gauss process is expressed as follows:
If the observed target contains noise, the difference between y and the function input f is :
Here, is an independent random variable that conforms to the Gauss distribution (mean value 0, variance σ 2 ) and is denoted ∼ N 0, σ 2 . Since the noise is Gaussian white noise independent of the function f (x) , when f (x) obeys the Gaussian distribution, y obeys the Gaussian distribution. Then, the joint distribution set and covariance function of the finite observation value y are expressed as
Here, e(x) is the mean function; δ ij is a Kronecker Delta function such that δ ij =1 only when c = d; H(X,X) is an N×N kernel matrix with elements K cd = K (x cd x d ); σ 2 n is the variance of the n-dimensional sample data; I is the N×N unit matrix; and C(X,X) is the N×N covariance matrix.
Given the test set D, c = n + 1, n + 2, . . . , n + m, the input matrix of the test set is X * , and the output vector is f * . According to the Bayesian principle, the joint posterior distribution of training output vector y and f * is obtained from the prior distribution of training output vector y:
Then, the posterior distribution of the output vector f * of the test set is
Here, f * obeys the standard normal distribution, E ( * ) is the expected function, f * is expected as a deterministic prediction result of the output value of the test set, and cov(f * ) is the variance. Confidence intervals of the variance and mean are constructed as probability prediction results. The confidence interval of confidence level 1-α is:
Here, U 1 − ∂ (f * ) and L1 − ∂ (f * ) are the upper and lower limits of the confidence intervals and Z (1−a)/2 is the quantile under the corresponding confidence level.
C. AREA GRAY RELATIONAL DECISION-MAKING BASED ON INFORMATION ENTROPY WEIGHTING 1) CONSTRUCTION OF COMPREHENSIVE EVALUATION MATRIX
The evaluation indicators have different emphases, but there are often conflicts when different evaluation indicators are used to determine the optimal model. Therefore, it is necessary to synthetically evaluate the multiple indexes and synthesize the multi-index value into one index. Then, a combined probability prediction model of wind power is established according to the comprehensive index. First, different GPR models are evaluated by various evaluation indicators. Then, the index sequence of each model is obtained as an alternative method of constructing the comprehensive evaluation matrix. With g alternatives, p evaluation criteria and index values aij,
In order to eliminate the influence of the order of magnitude of the index, A is standardized as the matrix XT by means of formulas (17) and (18) for g benefit or cost indicators in column j of A.
2) CALCULATION OF AREA GREY RELATIONAL CLOSENESS After the matrix XT is obtained, the weight of each index is calculated. The weight of each index directly reflects the relative importance of the index. The larger the weight value of the index is, the greater the amount of information contained in the index [41] , [42] . In order to avoid the influence of subjective factors on the index weight, information entropy is used to calculate the evaluation index weight, and the weight vector of p evaluation indexes is B = (ω j ) 1×p , 1 ≤ j ≤ p. The weights ω j are calculated as follows:
Here, x ij is the value of the jth index of the ith model (i = 1, . . . , p; j = 1, . . . , g), p ij is the weight of theith model under the jth index, k = 1/ ln(n) > 0, e j ≥ 0, and ω j is the weight of the jth index.
In the area gray relational closeness model, in order to reflect the interaction between the indicators, the area between the adjacent indicators of the alternative scheme and the best and worst schemes is used to calculate the correlation coefficient. First, the best and worst schemes R + and R − are:
The polygon area between the alternative and the two adjacent indexes of R + and R − are denoted S + ij and S − ij :
The corresponding optimal (worst) area correlation coeffi-
Here, x + j (x − j ) is the optimal (worst) value for each alternative under the jth indicator, and ρ is the resolution coefficient, which is generally determined to be 0.5 [45] .
Therefore, the optimal (worst) correlation coefficient matrix scheme R + (R − ) is:
The gray correlation degree of the alternative and R + (R − ) is then calculated as a preferred measure of the scheme:
Here,1 ≤ i ≤ g, U + i U − i is the optimal (worst) gray correlation degree of each alternative.
The area gray correlation closeness C i is defined and the alternatives are ordered according to C i . The larger the value, the better the solution. 
III. THE PROPOSED METHOD A. EVALUTION INDICATORS
GPR prediction results include the mean, the variance and the prediction interval, where the mean and the variance are point prediction results and the prediction interval is a probability prediction result. Because of the difference between point prediction and probability prediction, it is necessary to use both a deterministic index and a probability evaluation index to evaluate the performance of the model (Table 1) . In Table 1 , N t is the number of samples, y t andŷ t are the actual value and predicted value of the time period t, respectively, and G is the actual value change range for normalizing the average bandwidth. If the predicted valueŷ t is falls between the lower limit L t and the upper limit U t , then r t = 1; otherwise, r t = 0.
The specific representation is as follows:
The MAE can accurately reflect the actual prediction error. The RMSE is extremely sensitive to the extra-large (or extrasmall) values of the predicted results. The MAPE is convenient for comparing the accuracy of prediction results; a smaller value is better. The larger the value of the PICP, the more reliable the prediction interval is. The value of PINAW indicates the prediction clarity; the use of the PINAW prevents the prediction interval from being too wide due to the reliability of the prediction interval alone, which would cause the prediction result to lose its decision value. These five indicators are used to evaluate the model. Although the prediction results of the GPR model can be comprehensively analyzed, the following conflicts can easily occur: (1) The optimal models determined by the various indicators may not all be the same. (2) There is a contradiction between the PICP and the PINAW. Therefore, it is necessary to carry out a comprehensive evaluation of multiple indicators for different prediction models.
B. ESTABLISHMENT OF THE PROPOSED MODEL
The schematic diagram of the new method in this paper is shown in Fig. 1 . The specific steps of the new method are as follows:
Step 1: Use EVMD to preprocess the original wind power sequence to get the wind power sequence W (t). This step reduces the strong volatility and randomness of the original wind power series.
Step 2: Construct a feature set containing 96-dimensional historical wind power. Step 3: Select 10 different covariance functions (EX, SE, M3, M5, RQ, AEX, ASE, AM3, AM5, ARQ) to establish 10 GPR models, and calculate the five indicators for each of these 10 models (Conference [36] explains the specific content of the 10 covariance functions).
Step 4: Evaluate the five indicators comprehensively by area gray relational decision-making. Calculate the area gray relational closeness C g of each model, and calculate the weight P g of each model in the combined model based on this numerical value: Here, g is the number of GPR models; n is the number of test samples; P g is the weight of the g-th model in the combined model; C g is the area gray relational closeness of the first model; U g , L g and M g are the upper and lower limits and mean values of the prediction intervals of the first g models, respectively; and U e , L e and M e are the upper and lower limits and mean values of the prediction intervals of the combined model.
Step 5: Determine the weight P g of the combined model C.
Calculate the prediction interval and mean according to equation (28) , and then establish and evaluate the combination model C.
C. ESTBLISHMENT OF CONSTRAST MODEL
Several comparison methods are chosen to verify the effectiveness and advancement of the wind power combination probability prediction model determined by the new method. The difference between the comparison method and the new method is that the weight determination method is different. Table 2 gives a detailed explanation of all the comparison methods. The EVMD-KELM model and the EVMD-ANN model are relatively advanced wind power probabilistic prediction methods in existing research [20] , [46] [47] [48] [49] . The EWAM-GMM model and the CWDM-GMM model do not adopt the data preprocessing method but establish a combined probability prediction model for 10 GPR models directly according to different weighting methods. The combination models A, B and C use EVMD for data preprocessing, and different weighting methods are used to weight the 10 GPR models. The model established by the proposed method is the combined model C.
In order to verify the effectiveness and advancement of the combined probability prediction model of wind power determined by the new method, two comparison methods are selected and compared with the method proposed in this paper. The difference between the comparison methods and the new method is that the weights are determined in different ways ( Table 3 ). The weights of the combination models A and B determined by the comparison method are calculated as follows:
In combined model A, the equal-weighted average method determines that the weight of each model is 0.1. In combination model B, the covariance weight assignment method calculates the weight P g of the 10 models in the combined model:
Here, e 1 , e 2 , . . . , e n is the APE of each test sample and the MAPE of n test samples.
Then, the prediction intervals and mean values of the combined models A and B are calculated according to the equation (28) . The combined models A and B are established. These two models are compared with the combined model C.
IV. EXPERIMENTS AND ANALYSIS A. DATA
The effectiveness and advancement of the new model are verified using data from two wind farms in Northeast China. The total installed capacity of wind farm A is 400.5 MW, and the number of grid-connected fan units is 267. The hub height of each fan is 70 m and the impeller diameter is 82 m. The experimental data is directly derived from the dispatch system used by the China National Grid. However, due to the actual output of wind power in China, the data are affected by the wind. In order to reduce the impact of wind abandonment and reach a more accurate conclusion, this paper first refers to other historical data such as historical wind speed to eliminate the historical wind farm output data that have obviously abandoned wind. The total installed capacity of wind farm B is 300 MW, and the number of wind turbines connected to the grid is 200. The hub height of the fan is 70 m and the impeller diameter is 82 m. The data sampling intervals of wind fields A and B are 15 minutes. The combined probability prediction model based on the new method is constructed and validated by using the wind power data of wind field A (March 14 to June 1, 2014) and wind field B (September 25 to December 23, 2014). In the 90-day data set selected, the first 72 days were used as the training set (80% of the data set) and the remaining 18 days were used as the test set (20% of the data set) [45] . Table 4 lists the statistical information of the data. The maximum and minimum values of the original wind power series differ greatly, and the standard deviation is large, which reflects the strong fluctuation of the data.
B. EXPERIMENTAL RESULTS AND ANALYSIS OF EVMD
The strong fluctuation of the original wind power series used in the training prediction model affects the prediction effect of the model, so it is necessary to reduce the outlines of the original wind power series. However, if the decomposition parameter K of VMD is too large, the modes will aggregate or even overlap. If the decomposition parameter K is too small, some of the modes can easily be divided into adjacent modes or even discarded. Therefore, EVMD is used to optimize the parameter K . The default value of the parameter α in EVMD is 2000.
The experimental results in Table 5 show that whenK ≤ 7, the parameters R are all 0. When K > 7, the parameter R increases gradually. According to the law of conservation of energy, K=7 is determined to be the optimum. Then, the minimum IMF is eliminated and the remaining IMFs are added to get the wind power series W(t), which reduces the fluctuation. The sequence is used for subsequent model training. The fresh wind power sequence obtained by using EVMD is shown in Fig. 2. Fig. 2 shows that the wind power obtained by EVMD can effectively reduce the fluctuation of the original wind power series and that the variation trend is consistent with the original series. Table 6 and Table 7 list the two probability indices and three deterministic indices of the 10 GPR models. Taking data set A as an example, the smallest-RMSE model is EVMD-AM3-GPR, the smallest-MAPE model is EVMD-AM5-GPR, the largest-PICP model is EVMD-RQ-GPR, and the smallest-PINAW model is EVMD-ASE-GPR. The above experiments show that:
C. PREDICTION RESULTS OF GPR MODEL BASED ON DIFFERENT COVARIANCE FUNCTIONS
(1) A single predictor will have large prediction errors at some points, resulting in a larger RMSE value. (2) For the same model, different indicators have different emphases and conflicts. For example, the model EVMD-ASE-GPR in Table 6 has the best PINAW and the worst PICP. It is obviously unreasonable to determine whether a model is the optimal model based on only one index. (3) The index values of the GPR models based on different covariance functions differ substantially (for example, the PICP of the model EVMD-EX-GPR in Table 5 is 96.53, while that of the model EVMD-M3-GPR is 88.89), which shows that covariance function has a great influence on the accuracy of the model. Fig. 3 lists the five evaluation indicators of the 10 GPR models in order to describe the conflict between evaluation indicators more clearly. Taking the model EVMD-EX-GPR in Fig. 3 (a) as an example, the rankings of the RMSE, MAE, MAPE, PINAW and PICP in all 10 GPR models are different. This shows that the five evaluation indicators perform differently on the same GPR model. It is not feasible to determine the predicted results of a model by the numerical ranking of the five evaluation indicators. Therefore, it is necessary to establish a combination probability prediction model of wind power, eliminate the conflict between evaluation indicators, and make a higher-quality prediction.
D. EXPERIMENTAL RESULTS OF THE COMBINED PROBABLITY PREDICTION MODEL
As shown in the previous section, using a single predictor under specific scenarios can yield extreme errors in wind power probability prediction. At the same time, there is index conflict in the multi-index evaluation model. Therefore, a new method of wind power probability prediction model based on gray correlation area decision is proposed in this paper. In this section, the combined model C determined by the proposed method is compared with the combined models A and B determined by two general methods to verify the effectiveness and advancement of the new method.
The weights in the combined model C are determined as follows: First, it is necessary to create index vectors for gray correlation area decision making. In order to avoid the influence of subjective factors, information entropy is used to create five evaluation indicators (Table 8 ). Then, the five indexes are synthesized into one index, namely, area gray relational closeness C g , by using area gray relational decision making. Table 9 lists the area gray relational closeness of each GPR model and its ranking. In Table 6 , the model EVMD-AM3-GPR has the best PICP value and the second-best MAPE and PINAW values. The model EVMD-SE-GPR has the worst RMSE and MAPE values, ranks 8 th with respect to MAE and 9 th with respect to PINAW. In Table 9 , the model EVMD-AM3-GPR ranks first, while the model EVMD-SE-GPR ranks 10 th . In Table 7 , the model EVMD-AM5-GPR has the best PICP value, the secondbest PINAW ranking, and the third-best MAPE ranking. The model EVMD-ARQ-GPR ranks 9 th with respect to MAE, RMSE, MAPE and PINAW and 8 th with respect to PICP. In Table 9 , the model EVMD-AM5-GPR ranks first, while the model EVMD-ARQ-GPR ranks 10 th . The experimental results in Tables 6-7 are consistent with those in Table 9 , which proves the validity of multi-index gray correlation area decision-making. Finally, the weight Pg of each GPR model in the combined model C is calculated according to equation (27) . (The numbers in g and Table 9 are identical; the specific values are shown in Table 10 .)
The weight P g of the combined models A and B is determined according to the corresponding method and equation (29) , as described in Section 3.2. The specific weight is shown in Table 10 . After obtaining the weights of each model in the three combined models, three probabilistic prediction models of wind power combination are established according to equation (28) . Table 11 lists the five indicators of the three combined models and their rankings for the 10 GPR models. In Table 11 , the ranking of each index of the combined models A and B is lower, and the quality of each index is different. Each index in the combined model C ranks second, which is the best among the three combined models. This shows that the combined model C, which uses area gray relational decision-making to determine the weight of the GPR models, performs better than the other two methods. Fig. 4 and Fig. 5 illustrate the prediction intervals the of three wind power combined probabilistic prediction models by taking three days in the test set as an example. Although the variation trend of models A and B is similar to that of the original wind power series, the prediction intervals of the two models cannot track the variation effectively near some extreme points or when the original wind power series changes dramatically. The prediction results of the 10 GPR models are inconsistent at the same point, especially near some extreme points. The combined model C solves the problem of large prediction error in specific scenarios by combining the 10 GPR models.
Therefore, the combined model C can not only track the original wind power sequence better than the combined model A and B but can also achieve the narrowest prediction interval.
In order to better reflect the advantages of the combined model C, Fig. 6 shows the histograms of the best-and worst-performing models in Tables 6-7 This shows that the combined model C can achieve better prediction results at all prediction points, and the prediction interval is more reliable.
E. COMPARATIVE ANALYSIS OF GAUSSIAN MIXTURE MODEL AND COMBINED MODEL C
In order to better illustrate the effectiveness and advancement of the combined model C, this section compares the combined model C with a Gaussian mixture model based on the equal-weighted average method and a Gaussian mixture model based on the covariance weight distribution method. These models are different from the combination model A and the combination model B. The input set used by these two Gaussian mixture models is a 96-dimensional feature set constructed from raw wind power data that is not processed by EVMD. Table 12 lists the five indicator values for the three models in the two data sets. An analysis of Table 11 and Table 12 shows that:
( (2) In dataset A and dataset B, the Gaussian mixture model based on the equal-weighted average method and the Gaussian mixture model based on the covariance distribution method are not as predictive as the combined model C. This shows that the wind power combination probability prediction model determined by the method proposed in this paper is more effective and advanced. (Table 13 ). According to Table 13 , the PPIC and PINAW of the combined model C are better than those of the model EVMD-KELM and the model EVMD-ANN. The prediction effect of the combined probability prediction model based on the area gray correlation decision is better than the machine learning method often used in existing research. In addition, the combination model C can directly obtain the probabilistic result and the point prediction result, which is more convenient than the two comparison methods. To show the gap between the combined model C and the existing more-advanced models visually, the experimental results from 3 days were selected for presentation (Figures 7-8) . At the same time, Figures 7-8 show partial amplification of the valley of wind power. An analysis of Fig. 7 and Fig. 8 yields the following conclusions:
(1) Observing the partial enlargement of the six troughs, it can be seen that when the wind power changes drastically, the ability of the combined model C to track the original wind power sequence changes is significantly better than that of the model EVMD-KELM or the model EVMD-ANN. (2) On data set A, the model EVMD-KELM performs better than the model EVMD-ANN. On data set B, the model EVMD-KELM performs slightly worse than the model EVMD-ANN. The combined model C has a good performance on both data sets. This shows that the combined model C has higher stability and can better adapt to different data sets. (3) Among the six subgraphs, the prediction interval of the combined model C is narrower than that of the model EVMD-KELM or the model EVMD-ANN. This shows that the combined model C can obtain a narrower prediction interval with higher reliability.
Therefore, the performance of the combined model C is better than that of the existing advanced methods. It is more advanced and has higher efficiency and stability.
V. CONCLUSION
Combined probability prediction not only describes the possible fluctuation range of wind power in the future but also gives the possible fluctuation range of wind power, which can provide a better reference for power system decision makers. A combined probability prediction model of wind power that considers the conflict of evaluation indicators is proposed in this paper. Two kinds of combined model-building methods are selected and compared with the method proposed in this paper. Two data sets are used to verify and test the proposed method and model.
The specific details of the proposed method are:
(1) EVMD is used to preprocess the original wind power sequence. This step reduces the negative impact of outliers and abnormal points in the original wind power on the model and improves the prediction quality of the probabilistic combined prediction model of wind power. (2) The area gray relational decision-making method is used to synthesize the five evaluation indicators into the area gray relational proximity index. The performance of each model is evaluated comprehensively, and the conflict between evaluation indicators is effectively solved. (3) According to the area gray relational proximity, the weights of the 10 GPR models in the combined model are reconstructed and the combined probability prediction model is established. The model reduces the large errors of a single predictor in a specific scenario and achieves good prediction results at all points.
The new model has a higher-quality prediction interval and improved prediction effect. In future research, real-time prediction of the impact of communication congestion under complex communication constraints will be studied further, and the new method proposed in this paper will be applied to real-time prediction. YINYIN WU was born in 1994. She received the bachelor's degree from Northeast Electric Power University, where she is currently pursuing the degree. Her research interests include the application of machine learning and data analysis in power systems and new energy prediction.
GUOBO LU was born in 1992. He received the bachelor's degree from the Shandong Institute of Business and Technology, in 2014, and the master's degree from Northeast Electric Power University, in 2017. He is currently with Heze Power Supply Company, State Grid Shandong Electric Power Company Ltd. His research interests include power quality analysis and load forecasting.
WENTING WANG was born in 1994. She received the bachelor's degree from Northeast Electric Power University, where she is currently pursuing the degree. Her research interests include the application of machine learning and data science in electrical engineering.
XU CAO was born in 1983. He received the bachelor's degree from North China Electric Power University. He is currently with State Grid Harbin Power Supply Company. His research interests include information technology, and its application in the ubiquitous power Internet of Things.
