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MINKOWSKI AND PACKING DIMENSION COMPARISONS FOR SETS WITH
REIFENBERG PROPERTIES
AMOS N. KOELLER
Abstract. In Koeller [8] the twelve variants of the Reifenberg properties known to be instrumental in
the theory of minimal surfaces were classified with respect to various Hausdorff measure based measure
theoretic properties. The classification lead to the consideration of fine geometric properties and a con-
nection to fractal geometry. The current work develops this connection and extends the classification to
consider Minkowski-dimension, packing dimension, measure, and rectifiability, and the equality of packing
and Hausdorff measures with interesting results.
1. Introduction
In 1960 Reifenberg [10] considered sets A ⊂ Bρ0(x) ⊂ R
n for some x ∈ Rn and ρ0 > 0 for which, for all
y ∈ A and ρ ∈ (0, ρ0], there exists a j-dimensional plane Ly,ρ such that dH (A ∩ Bρ(y), Ly,ρ ∩ Bρ(y)) < ερ.
Such sets have become known as sets satisfying the j-dimensional ε-Reifenberg property.
Simon [11] used a similar property in his important work showing the rectifiability of a class of minimal
surfaces, the most important change being that the set should be ε-Reifenberg for each ε > 0.
Further similar properties have been widely investigated, among others by David and Toro [1], David,
Kenig and Toro [2], David, de Pauw and Toro [3], and de Pauw and Koeller [4], considering generalisations of
Reifenberg’s work, shapes of Reifenberg sets, and a graph version of Reifenberg’s property. The applications
of the varying properties such as those given by Reifenberg in his original work and Simon in [11], as well
as of the generalisations such as given by David, de Pauw and Toro [3] show that an understanding of the
structure and properties in question is important.
It is the geometric measure theoretic characteristics of sets satisfying such properties that we investigate
here. Exactly which properties should be investigated is made unclear by the fine differences between the
definitions given by Reifenberg and Simon. We therefore consider all of the twelve possible affine approxi-
mation methods, as defined below in Definition 1.1, arising from combinations of the essential ingredients of
the approximations given by Reifenberg and Simon.
The measure theoretic characteristics of the Reifenberg properties that we are interested in are the dimen-
sion, locally finite measure and rectifiability of sets satisfying the Reifenberg properties. Especially given,
as we shall see, that some of the j-dimensional Reifenberg properties do not even ensure that the set be
(Hausdorff) j-dimensional it is with these very general measure theoretic characteristics that we must start.
In this paper we classify the Reifenberg properties with respect to which of the mentioned characteristics
are ensured.
In a previous paper, [8], we have already completed the classification with respect to Hausdorff dimension
and measure as well as rectifiability with respect to the Hausdorff measure. In the fine geometric structure
of Euclidean spaces, however, Hausdorff measure is not the only important measure. In this paper we
extend the classification to include the classification with respect to packing and Minkowski dimensions.
The Reifenberg properties are additionally classified with respect to which properties ensure locally finite
packing measure, rectifiability with respect to the packing measure and with respect to which properties
ensure that the packing and Hausdorff measures agree.
From the classification we also draw further insight into Minkowski dimension and the interplay be-
tween the packing and Hausdorff measures. The fact that Minkowski dimension often does not provide the
heuristically expected dimension is emphasised in that even sets with very strong j-dimensional affine ap-
proximations can have Minkowski dimension exceeding j. On the other hand we show that some Reifenberg
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properties ensure that the packing and Hausdorff measures are identical, even when the Hausdorff measure
(and therefore also packing measure) is not even locally finite.
To formally define the variants of Reifenberg’s property being considered, we first define, for any A ⊂ Rn
and any non-negative real number r, Ar := {x ∈ Rn : d(x,A)} (where d denotes the usual Euclidean
distance). Our variants of Reifenberg’s property can now be defined as the twelve following properties.
Definition 1.1. —
Let A ⊂ Rn be an arbitrary set and j ∈ N; then
(i) A has the weak j-dimensional δ-approximation property (or wj property) for some 0 < δ < 1 if,
for all y ∈ A, there is a ρy > 0 such that for all ρ ∈ (0, ρy] there exists Ly,ρ ∈ Gy(n, j) such that
Bρ(y) ∩ A ⊂ Lδρy,ρ.
(ii) A has the weak j-dimensional δ-approximation property with local ρy-uniformity (or wρj property) for
some 0 < δ < 1 if, for all y ∈ A, there is a ρy > 0 such that for all ρ ∈ (0, ρy] and all x ∈ Bρy (y) ∩ A,
there exists Lx,ρ ∈ Gx(j, n) such that Bρ(x) ∩ A ⊂ Lδρx,ρ.
(iii) The property (i) is said to be ρ0-uniform (referred to as the wρ0j property), if A is contained in some
ball of radius ρ0 and if, for every y ∈ A and every ρ ∈ (0, ρ0], there exists Ly,ρ ∈ Gy(j, n) such that
Bρ(y) ∩ A ⊂ L
δρ
y,ρ.
(iv) A is said to have the fine weak j-dimensional approximation property (or wδj property) if, for each
δ > 0, A satisfies (i).
(v) A is said to have the fine weak j-dimensional approximation property with local ρy-uniformity (or wρδj
property) if, for each δ > 0, A satisfies (ii).
(vi) A is said to have the fine weak j-dimensional approximation property with ρ0-uniformity (or wρ0δj
property) if, for each δ > 0, A satisfies (iii).
(vii) A is said to have the strong j-dimensional δ-approximation property (or sj property) for some 0 < δ < 1
if, for each y ∈ A, there exists Ly ∈ Gy(j, n) such that definition (i) holds with Ly,ρ = Ly for every
ρ ∈ (0, ρy].
(viii) A is said to have the strong j-dimensional δ-approximation property (or sρj property) with local ρy-
uniformity for some 0 < δ < 1 if, for all y ∈ A, there exists Ly ∈ G(j, n) such that for all x ∈ Bρy (y)
and all ρ ∈ (0, ρy] we have Bρ(x) ∩ A ⊂ (Ly + x)δρ.
(ix) The property in (viii) is said to be ρ0-uniform (referred to as the sρ0j property) if A is contained
in some ball of radius ρ0 and there exists L ∈ G(j, n) such that for each x ∈ A and ρ ∈ (0, ρ0]
Bρ(x) ∩A ⊂ (L + x)δρ.
(x) A is said to have the fine strong j-dimensional approximation property (or sδj property) if, for each
δ > 0, A satisfies (vii).
(xi) A is said to have the fine strong j-dimensional approximation property with local ρy-uniformity (or
sρδj property) if, for each δ > 0, A satisfies (viii).
(xii) A is said to have the fine strong j-dimensional approximation property with ρ0-uniformity (or sρ0δj
property) if, for each δ > 0, A satisfies (ix).
Such a property as defined above will be referred to in general as a j-dimensional Reifenberg property or a
Reifenberg property if the dimension is clear from the context.
For α ∈ {w, s}, β ∈ {∅, ρ, ρ0}, γ ∈ {δ} ∪ (0, 1) =: ∆ and j 6 n we write R(α, β, γ; j) to denote the set of
subsets of Rn satisfying the αβγj property if γ = δ and to denote the set of subsets of Rn satisfying the αβj
property with respect to γ otherwise.
Remark 1.2. — The three essential elements of the definitions are whether the approximation is weak
or strong, whether the approximation is ρy uniform, ρ0 uniform, or without local uniformity, and whether
the approximation is δ-fine or not. With these three elements, the notation R(α, β, γ; j) can be seen to be
descriptive of how a set is approximated. For further discussion on the not particularly transparent list of
definitions, see [8].
A difference to the original Reifenberg property of note is that the Reifenberg property is two-sided in the
sense that the approximating term is dH (A ∩ Bρ(y), Ly,ρ ∩ Bρ(y)) < ερ instead of A ∩ Bρ(y) ⊂ Lδρy,ρ. We
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consider the one-sided version as it allows for more sets to be considered. This may be done, as motivated
in [8], as it makes no difference to the resulting classification.
Note finally that the motivating property considered by Simon in [11] is exactly the wρδj property. The
property originally considered by Reifenberg in [10] can be stated as the two sided version of the wρ0j
property.
Before continuing, we note the following simple but important inclusion relations between the Reifenberg
properties.
Proposition 1.3. — Let j, n ∈ N, j 6 n, α ∈ {w, s}, β ∈ {∅, ρ, ρ0} and γ ∈ ∆. Then
R(s, β, γ; j) ⊂ R(w, β, γ; j),
R(α, ρ0, γ; j) ⊂ R(α, ρ, γ; j) ⊂ R(α, ∅, γ; j),
R(α, β, δ; j) ⊂ R(α, β, γ1; j) ⊂ R(α, β, γ2; j) for 0 < γ1 6 γ2 6 1, and
R(α, β, γ; j) ⊂ R(α, β, γ; j + 1).
Furthermore, if A ⊂ B ∈ R(α, β, γ; j), then A ∈ R(α, β, γ; j).
2. Preliminaries
Having introduced the intention of this paper generally, we now make our setting more precise. We start
by establishing our notation.
We write H j to denote j-dimensional Hausdorff measure, ωj to denote the H
j measure of the j-
dimensional unit ball, and dimH to denote Hausdorff dimension. We write dimB and dimB to denote the
upper and lower Minkowski dimensions respectively and dimP to denote the packing dimension. The pack-
ing measure will be denoted by Pj. Moreover G(n, j) will denote the Grassmann manifold of j-dimensional
subspaces of Rn.
For full definitions and the basic properties of the above measures and dimensions we refer to Falconer [5]
and [6] or Mattila [9]. Note, however, that, unlike some works on fractal geometry we use ωj to ensure that
H j corresponds to Lebesgue measure on Rj.
As mentioned, it is with respect to measure theoretic characteristics pertaining to the Minkowski dimension
as well as the Packing dimension and measure that we give our classification. Apart from the Minkowski
and Packing dimension of sets approximated by a given Reifenberg property, the characteristics with which
we concern ourselves are defined below.
Definition 2.1. — Let j, n ∈ N ∪ {0}, j 6 n, µ ∈ {H j ,Pj} and A ⊂ Rn.
A will be said to have strongly locally finite µ measure (or strong local µ-finality) if for all compact
subsets K ⊂ Rn, µ(K ∩ A) < ∞, or equivalently, if for all y ∈ Rn there exists a radius ρy > 0 such that
µ(Bρy (y) ∩A) <∞.
A will be said to have weakly locally finite µ measure (or weak local µ-finality) if, for each y ∈ A, there
exists a radius ρy > 0 such that µ(Bρy (y) ∩ A) <∞.
A is said to be (µ, j)-rectifiable if and only if
A ⊂M0 ∪
∞⋃
i=1
fi(R
j)
where µ(M0) = 0 and fi is a Lipschitz function for each i ∈ N. Finally, A is said to be purely (µ, j)-
unrectifiable if for all (µ,j)-rectifiable subsets, F ⊂ A, µ(F ) = 0.
Remark 2.2. — Both definitions of locally finite measure are considered in the literature, and therefore
both are used here in what is intended to be a general classification. Further comment on the differing
definitions and their importance for Reifenberg properties can be found in [8]. Our definition of rectifiability
follows essentially the definition of (µ, j)-countably rectifiable sets of Federer [7].
We are now in a position to formulate formally the questions by which we classify the Reifenberg properties.
Question 2.3. — For each α ∈ {w, s}, β ∈ {∅, ρ, ρ0} and γ ∈ ∆, does P ∈ R(α, β, γ; j) imply that P
(1) has lower (respectively upper) Minkowski dimension less than or equal to j,
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(2) has packing dimension less than or equal to j,
(3) has - (a) weakly or (b) strongly - locally finite Pj-measure,
(4) is (Pj, j)-rectifiable,
(5) satisfies Pj|P = H
j |P on R
n
for each j ∈ N?
Remark 2.4. — Our classification will answer these questions. We formulate such an answer by saying
that the answer to a given property and question is either yes or no. For example, the j dimensional property
(i) allows for sets satisfying (i) with packing dimension greater than j. We therefore say that the answer to
(i) (1) is no.
As has been mentioned, the analogous questions to (2), (3), and (4) for Hausdorff measure have been
answered in [8]. The classification for Hausdorff measure becomes a useful tool of reference in this work.
The questions for the Hausdorff classification can be stated as below.
Question 2.5. — For each α ∈ {w, s}, β ∈ {∅, ρ, ρ0} and γ ∈ ∆, does P ∈ R(α, β, γ; j) imply that P
(1) has Hausdorff dimension less than or equal to j?,
(2) has - (a) weakly or (b) strongly - locally finite H j-measure?,
(3) is (H j, j)-rectifiable?
for each j ∈ N?
For reference we provide the classification of the Reifenberg properties with respect to Question 2.5
Theorem 2.6. — The properties defined in Definition 1.1 satisfy the classification with respect to the
questions given in Question 2.5 given in the table below.
Property Question
(1) (2) (3)
(a), (b)
wj No No, No No
wρj No No, No No
wρ0j No No, No No
wδj Yes No, No No
wρδj Yes No, No No
wρ0δj Yes Yes, Yes Yes
sj Yes No, No Yes
sρj Yes Yes, No Yes
sρ0j Yes Yes, Yes Yes
sδj Yes No, No Yes
sρδj Yes Yes, No Yes
sρ0δj Yes Yes, Yes Yes
Of particular interest in [8] in the analysis leading to the above classification is the following rectifiability
theorem, which is integral both to the above classification and the current work.
Proposition 2.7. — Let j 6 n ∈ N. Suppose A ⊂ Rn satisfies either A ∈ R(w, ρ0, δ; j) or a strong
Reifenberg property, that is A ∈ R(s, β, γ; j) for some β and γ. Then
A ⊂
∞⋃
k=1
Gk
where Gk is the graph of some Lipschitz function over some j-dimensional plane. Furthermore, the repre-
sentation on the right hand side can be taken to be a finite union if A additionally satisfies a ρ0-uniform
property. That is, if A ∈ R(w, ρ0, δ; j) or A ∈ R(s, ρ0, γ; j) for some γ.
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Proof. The result follows from 3.9 Lemma 1 in Simon [12] and Corollary 3.2 in Koeller [8]. 
Also relevant to the present work from the analysis in [8] is the construction of a particular family
of counter examples which assists in showing the irregular results. That is, in showing that the answers to
some particular questions is no. From the analysis of this family of sets we deduce the following consequence:
Proposition 2.8. — Let j ∈ N and 0 < η < 1. Then there exist sets Γηj ∈ R(w, ρ0, η; j) and Aj ∈
R(w, ρ, δ; j), each satisfying the two-sided version of the respective Reifenberg properties ((iii) and (v)) such
that
(i) Γηj ,Aj ⊂ R
n for each j + 1 6 n ∈ N,
(ii) dimH Γ
η
j > j,
(iii) Aj has neither weakly nor strongly locally finite H
j-measure, and
(iv) Aj is purely (H
j, j)-unrectifiable.
Remark 2.9. — The construction of these sets, as well as proofs of their relevant properties can be found
in [8].
The set Γηj can be taken to be the well known fractal, the Koch curve (with appropriate initial angles).
Although again related to the Koch curve, Aj allows more variability in its construction and, in particular
more flatness at fine scales.
To conclude this section we recall a couple of simple facts about packing measures and dimension that we
find direct use for in this work. Proofs of these results can be found, for e.g., in Mattila [9]
Proposition 2.10. —
dimPA = dimPA := inf
{
sup
i
dimMAi : A =
∞⋃
i=1
Ai, Ai is bounded
}
.
Furthermore, for s ∈ R, n ∈ N and s 6 n
(1) H s 6 Ps on Rn and
(2) should E ⊂ Rn satisfy 0 < Ps(E) < ∞, then Ps(E) = H s(E) if and only if s is an integer,
Ps|E << H s and E is (Ps, s)-rectifiable.
3. Minkowski dimension
We will see that we can only appropriately bound the Minkowski dimension of a Reifenberg-like set when
the set is strongly controlled by Lipschitz functions. This fact will also be later exploited. Based on the
known Lipschitz representations of sets satisfying certain Reifenberg properties, we are actually able to prove
the result giving the desired classification with respect to Minkowski dimension directly.
Theorem 3.1. — Suppose j, n ∈ N, j 6 n and A ⊂ Rn.
Should A ∈ R(w, ρ0, δ; j), R(s, ρ0, δ; j) or R(s, ρ0, γ; j) for some γ, then
dimBA 6 dimBA 6 j.
Conversely, if j < n, there exists a set, Nj , satisfying each of the 9 remaining j-dimensional Reifenberg
properties for which
dimBNj > dimBNj > j.
Proof. We first consider the case that A ∈ R(w, ρ0, δ; j), R(s, ρ0, δ; j) or R(s, ρ0, γ; j) for some γ.
We note that for any j-dimensional Lipschitz graph over a j-dimensional ball, G,
dimBG = dimBG = j. (1)
This follows from standard theory. See for e.g. Theorem 5.7 in Mattila [9].
By the definition of the Reifenberg properties, we see that there is a y ∈ A and a ρ0 > 0 such that
A ⊂ Bρ0(y). Furthermore, by Proposition 2.7
A ⊂
Q⋃
i=1
graph(gi) (2)
6 AMOS N. KOELLER
for Lipschitz functions gi : Li → L⊥i and j-dimensional subspaces Li of R
n. As it follows that A∩graph(gi) ⊂
graph(gi)|Bρ0 (yi)∩Li , we deduce from (1) that
dimB(A ∩ (graph(gi))) 6 j
for each i ∈ {1, ..., Q}. Since the union in (2) is finite, we infer that
dimBA = dimB
(
Q⋃
i=1
(A ∩ (graph(gi)))
)
6 j.
For the remaining properties, we note that
Nj :=
∞⋃
i=1
{n−1} × [0, 1]j ⊂ Rn
satisfies the 9 remaining j-dimensional Reifenberg properties (for details on the proof, see [8]). We note
furthermore, that
dimBN0 = 2
−1
(where here [0, 1]0 := {0}, for a proof, see for e.g. Example 3.5 in Falconer [6]). Following now the Notation
of Falconer for the definition of Minkowski dimension, that is
dimBB := lim inf
ε→0
lnNε(B)
−lnε
,
we note that for each 0 < ε << 1
Nε(Nj) > (4ε)
−jNε(N0)
so that
dimB > dimBNj > lim
ε→0
−jln(4ε) + lnNε(N0)
−lnε
= j + 2−1 > j.

Remark 3.2. — The above Theorem shows also that the complete classification for either lower or upper
Minkowski dimension is identical. We therefore give the classification only once.
4. Packing Dimension
In the case of packing dimension, the properties for which dimPA > j is possible can be found quickly
by using known relationships between dimP and dimH as well as counter examples to bounded dimension
known for Hausdorff dimension. For the properties ensuring Lipschitz representation, the results follow
similarly quickly from known relationships between dimM and dimP as well as (1). The remaining two
properties are the interesting ones. For these two properties, we show that there is a function, η, dependent
on the approximating δ being used in the Reifenberg property, which yields an upper bound for the dimension
of the set. The classification results can then be deduced. We first show the existence of the necessary η.
Lemma 4.1. — There exists a function η : (0,∞)→ R with limδ→0 η(δ) = 0 such that
dimPA 6 j + η(δ1)
whenever A ∈ R(w, ρ, δ1; j).
Proof. For δ1 > 1/8 define η(δ1) = n − j + 1. Now, let 0 < δ1 < 1/8 and, for each x ∈ A, define r′x to be
the radius for which the δ1-approximations of the wρj property hold around x. Define rx := min{1, r′x}.
By the Besicovitch covering Theorem there is a countable set {xj}j∈N such that A ⊂ ∪
∞
j=1Brxj (xj). Define
Aj := Brxj (xj) ∩ A.
Note now that for any j-dimensional subspace of Rn and any δ > 0 there exists a constant C such that
for each y ∈ Rn, there exists a cover {B4δ(yk)}
Q
k=1 of L
2δ ∩ B1(y) such that Q(4δ)j < C. Defining for
0 < δ 6 1/8
η(δ) := −ln(2C)(ln(4δ))−1 (3)
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we see that limδ→0 η(δ) = 0 and Q(4δ)
j+η(δ) < 2−1. Rescaling we deduce that for each y ∈ Rn, 0 < δ 6 1/8,
and R > 0 there exists a cover {B4δR(yk)}
Q
k=1 of L
2δR ∩BR(y) with
Q(4δR)j+η(δ) < 2−1Rj+η(δ). (4)
Take some initial cover of Aj with Q
′ balls of radius 0 < λ < 2−1rxj , each with non-empty intersection with
Aj . Define T0 := max{Q′, Q}λj+η(δ1).
Now for each of these balls Bi choose zi ∈ Bi ∩ Aj . Bi ⊂ B2λ(zi) and thus there exists a j-dimensional
plane Li with Aj ∩ Bi ⊂ L2δ1λ ∩ Bi and therefore, from (4), there exists a cover of Aj ∩ Bi with Q balls of
radius 4δ1λ satisfying
Q(4δ1λ)
j+η(δ1) 6 2−1λj+η(δ1).
Repeating this argument for each ball Bi we deduce that Aj can be covered by Q
′Q balls of radius 4δ1λ
satisfying Q′Q(4δ1λ)
j+η(δ1) 6 2−1T0. That is,
N(Aj , 4δ1λ)(4δ1λ)
j+η(δ1) 6 2−1T0.
Continuing this process inductively reveals that for each q ∈ N
N(Aj , (4δ1)
qλ)((4δ1)
qλ)j+η(δ1) 6 2−qT0.
Now, for any ε > 0 there exists q ∈ N such that (4δ1)
q+1λ < ε < (4δ1)
qλ and as N(Aj , ε) 6 N(Aj , (4δ1)
q+1λ)
N(Aj , ε)ε
j+η(δ1) 6 N(Aj , (4δ1)
q+1λ)(4δ1)
q+1λ(4δ1)
−1 6 (2q+14δ1)
−1T0.
It follows that lim supε→0N(Aj , ε)ε
j+η(δ1) = 0, hence dimMAj 6 j + η(δ1) and therefore that
dimPA 6 sup
j∈N
dimMAj 6 j + η(δ1). (5)
Here, the first inequality is a standard characterisation of packing dimension. A proof can be found, for e.g.,
in Mattila [9]. 
Having established the function η, we are now able to prove the results necessary to classify the Reifenberg
properties with respect to packing dimension.
Theorem 4.2. — Let A ⊂ Rn and j 6 n. If A ∈ R(w, β, δ; j) or A ∈ R(s, β, γ; j) for some β and γ, then
dimPA 6 j. Otherwise dimPA > j is possible whenever j < n.
Proof. Since dimH A 6 dimPA for all A ⊂ Rn, dimH Γ
η
j > j for each 0 < η < 1 and j < n, and
Γηj ∈ R(w, ρ0, η; j), the claim for the wj, wρj, and wρ0j properties follows from Proposition 1.3.
Since, by Proposition 2.7, any set, A ⊂ Rn, A ∈ R(w, ρ0, δ; j) or A ∈ R(s, β, γ; j) for some β and γ, can
be represented by
A ⊂
∞⋃
k=1
Gk
where Gk is the graph of some Lipschitz function over some j-dimensional plane, it follows from Proposition
2.10 that
dimP A 6 sup
k∈N
dimPGk. (6)
By Theorem 3.1, that is, by (1), we see that dimMGk 6 j for each k ∈ N. Thus, since, for any B ⊂ Rn,
dimPB 6 dimMB, we deduce from (6) that
dimP A 6 sup
k∈N
dimMGk 6 j.
Suppose now that A ∈ R(w, ρ, δ; j). Then A ∈ R(w, ρ, ε; j) for each ε > 0, and it follows from Lemma 4.1
that
dimPA 6 lim
ε→0
j + η(ε) = j,
proving the result claimed for the wρj property.
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Finally, suppose A ∈ R(w, ∅, δ; j). Let s > 0 and take ε > 0 such that η(ε) < s where η : R → R is the
function given in (3). Since A ∈ R(w, ∅, δ; j) we know that
ρε,x :=
1
2
sup{r ∈ R : r ∈ Rx} > 0
where, for each x ∈ A, Rx is the set of real numbers ρ0 > 0 such that for all ρ ∈ (0, ρ0] there exists a
j-dimensional affine plane Lx,ρ such that Bρ(x) ∩ A ⊂ Lερx,ρ.
Define now, for each m ∈ N, Am := {x ∈ A : ρε,x > m
−1}. Clearly A = ∪m∈NAm. Further, for any
m ∈ N, since Am ⊂ A and ρε,x is bounded below in Am, we see that Am ∈ R(w, ρ, ε; j) with ρy >
1
m for
each y ∈ Am. It follows from Lemma 4.1 that dimPAm 6 j + η(ε), and thus that Pj+s(Am) = 0. Since m
was arbitrary
0 6Pj+s(A) 6
∑
m∈N
P
j+s(Am) = 0
and we infer that dimP (A) = inf{s ∈ R : Ps(A) = 0} 6 j which completes the proof. 
By comparing Theorem 4.2 to Theorem 2.6 we see that the classifications for Hausdorff and packing
dimensions are identical. The classification gives an upper bound on the dimension of the sets, but not a
value. It could therefore be asked whether we may conclude that dimH A = dimPA for a set A satisfying
some j-dimensional Reifenberg property.
When relying only on the Reifenberg properties, this is not possible. Even in the case shown in the next
section where H j |A = Pj|A, we cannot say anything about the dimension if the j-dimensional Hausdorff
and packing measures are zero. To see that the dimensions need not agree, not even for the two sided
properties, take first a subset, A ⊂ Rj with 0 < dimH A < dimPA, whose existence is known (see, for e.g.
Tricot [13]), and define B := A ∪ Qj . It is clear that B possesses all two-sided j-dimensional Reifenberg
properties and that 0 < dimH B = dimH A < dimPA = dimPB. Note, though, that the j-dimensional
measures need not disagree, as they may both be zero.
Allowing other additional properties, however, can force the Hausdorff and packing dimension to agree.
One of the simplest additional properties, as Reifenberg himself considered, is to require the sets to be closed.
In this case we can give the following Corollary showing equality of dimension in some cases.
Corollary 4.3. — Let 0 < ε < εn where εn is the approximating constant given in Reifenberg’s topological
disc theorem. Suppose that A ⊂ Rn and that
(1) A 6= ∅,
(2) A is closed,
(3) A ∈ R(w, ρ0, δ; j) or A ∈ R(s, β, γ; j), and
(4) A satisfies the two sided wρj property with respect to ε.
Then dimPA = dimH A = j.
Remark 4.4. — We first give more precise definitions of the two-sided properties relevant to this result.
A satisfies the two-sided wρj property with respect to ε > 0 if for each y ∈ A there is a ρy > 0 such that
for each x ∈ A ∩Bρy (y) and ρ ∈ (0, ρy] there is a j-dimensional affine plane Lx,ρ satisfying
dH (A ∩Bρ(x), Lx,ρ ∩Bρ(x)) < ερ.
If A ⊂ B2ρ0(x) and x ∈ A, then A satisfies the two sided wρ0j property in Bρ0(x) if for each y ∈ A∩Bρ0 (x)
and ρ ∈ (0, ρ0] there is a j-dimensional affine plane Ly,ρ containing y such that
dH (A ∩Bρ(y)), Ly,ρ ∩Bρ(y)) < ερ.
Proof. Take y ∈ A and note that A ∩Bρy (y) is closed and that A ∩ B2ρy (y) satisfies the two sided version
of the wρ0j property in Bρy (y)), that is, Reifenberg’s original condition. By Reifenberg’s topological disc
theorem it follows that A ∩Bρy (y) is homeomorphic to a closed j-dimensional unit ball (the j-dimensional
disc).
Since further, by satisfying the two-sided wρj property, d(∂Bρy (y), A) < ερ, we deduce that
piL(A) ⊃ B(1−ε)ρy (y) ∩ Ly,ρy ,
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where piL : R
n → Ly,ρy denotes the projection of R
n onto Ly,ρy . It follows that
((1− ε)ρy)
jωj 6 H
j(A) 6 Pj(A)
and therefore that j 6 dimH 6 dimP . The result now follows from Theorem 4.2. 
5. Packing Measure
Noting again that the classification for Hausdorff dimension and packing dimension are identical adds
further to the interest in the packing measure in that we may find nice conditions showing that the packing
and Hausdorff measures agree. In fact, we do; we show that in the cases for which there is no appropriate
upper bound on the dimension, nothing further can be said about the measure, but that in the remaining
cases, the packing and Hausdorff measures, and their classifications agree with each other.
We start by showing the negative results. That is, those questions answered with a no. These results
follow quickly from Proposition 2.10.
Lemma 5.1. — Let A ⊂ Rn and j 6 n. Should A not be weakly (respectively strongly) locally H j-finite, then
A is also not weakly (respectively strongly) locally Pj-finite. Similarly, should A not be (H j, j)-rectifiable,
then A is also not (Pj, j)-rectifiable.
Proof. The claim regarding locally finite measures follows directly from the definition of locally finite measure
and Proposition 2.10 (1).
For the second claim, should A not be (H j , j)-rectifiable then for each union
M =
∞⋃
i=1
fi(R
j)
with Lipschitz functions fi, P
j(A ∼M) > H j(A ∼M) > 0 from which the result follows. 
Corollary 5.2. — There exists a set, A ⊂ R2 satisfying the w1, wρ1, wρ01, wδ1, and wρδ1 properties
for which
H
1(A) 6= P1(A).
Proof. By Proposition 2.8, there is a purely (H 1, 1)-unrectifiable Borel set A1 ⊂ R2, A1 ∈ R(w, ρ, δ; 1), and
H 1(A1) = ∞. It follows, see [5] or [6], that there is a compact set E ⊂ A1 satisfying 0 < H 1(E) < ∞.
Since E ⊂ A1, it follows that E is purely (H 1, 1)-unrectifiable and that E ∈ R(w, ρ, δ; 1). That E satisfies
the w1, wρ1 and wδ1 properties now follows from Proposition 1.3.
Now let δ > 0 and take, for each y ∈ E, a ρy > 0 such that for each ρ ∈ (0, ρy] and z ∈ Bρy (y) there
exists an Lz,ρ ∈ G(j, n) such that
E ∩Bρ(z) ⊂ (Lz,ρ + z)
δρ.
That such a ρy exists for each y ∈ E follows from the definition of the wρδ1 property. Since E is compact
we can take {yk}
Q
k=1 such that
E ⊂
Q⋃
k=1
Bρyk (yk).
We deduce that there exists y0 ∈ {yk}
Q
k=1 such that, defining A := E ∩Bρy0 (y0), H
1(A) > 0. It follows that
A is purely (H 1, 1)-unrectifiable. Moreover, by the selection of ρy0 and that A ⊂ E, we see that A satisfies
the w1, wρ1, wρ01, wδ1, and wρδ1 properties.
Now, if P1(A) =∞ the proof is complete. Otherwise, 0 < H 1(A) 6 P1(A) <∞ and by Lemma 5.1 A
is not (P1,1)-rectifiable. By Proposition 2.10 it follows that P1(A) 6= H 1(A). 
Remark 5.3. — Remarking again on the two-sided situation, we note that the two-sided case also allows
for H 1 6= P1, indeed consider AQ := A1 ∩Q2 where we define Q2 := ((R×Q)∪ (Q×R)). Since Q2 is P1-
and (H 1, 1)-rectifiable, so too is AQ and we therefore deduce that P
1(AQ) = H
1(AQ) = 0. AQ is however
dense in A1 and therefore satisfies the two-sided w1, wρ1, wρ01, wδ1, and wρδ1 properties. By taking the
sets A and Bρy0 (y0) found in Corollary 5.2 and defining A2 := A ∪ (Bρy0 (y0) ∩ AQ) we see that A2 satisfies
the same two sided Reifenberg properties as AQ but that P
1(A2) 6= H 1(A2).
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The positive results, which we now prove, follow from Proposition 2.7 and from showing that for sets, A,
satisfying any given one of the properties not addressed in Corollary 5.2, H 1(A) = P1(A). The equality of
Packing and Hausdorff measures follows, as shown below, from known results and some simple estimates on
Lipschitz graphs.
Lemma 5.4. — Let L ∈ G(j, n), g : L → L⊥ be a Lipschitz function with Lipschitz constant M and
x ∈ g(L). Then there exists a constant c = c(M, j) such that for all ρ > 0
H
j(Bρ(x) ∩ graph(g(L))) > cρ
j .
Proof. Without loss of generality we can assume that L = Rj , x ∈ L, and g(x) = 0. For a ∈ Bj
ρ(1+M2)−1/2
(x)
we calculate |g(a)| = |g(a)− g(x)| < Mρ(1 +M2)−1/2. We deduce that
|(a, g(a))− x| < (ρ2(1 +M2)−1 +M2ρ2(1 +M2)−1)1/2 = ρ
and therefore that
graph
(
g|Bj
ρ(1+M2)−1/2
(x)
)
⊂ Bρ(x).
Writing G = graph(g|Bj
ρ(1+M2)−1/2
(x)) the result follows since
H
j(G) > H j
(
Bj
ρ(1+M2)−1/2
(x)
)
= ωjρ
j(1 +M2)−j/2 =: c(M, j)ρj .

Lemma 5.5. — Let L ∈ G(j, n) and g : L → L⊥ be a Lipschitz function with Lipschitz constant M . Let
A ⊂ graph(g) ⊂ Rn and H j(A) <∞. Then there exists a constant C = C(M, j) such that
P
j(A) 6 CH j(A).
Proof. Let a := H j(A) and G := graph(g). By rotation we can, without loss of generality, assume that
L = Rj . Let ε > 0 and take {Bk}
Q
k=1, a collection of balls satisfying
A ⊂
Q⋃
k=1
Bk and
Q∑
k=1
ωj
(
d(Bk)
2
)j
< a+ ε.
Now, for any η < min{d(Bk) : 1 6 k 6 Q}, consider an η packing, {Cl}l∈N, of A. We see that
⋃
l∈N
Cl ⊂
Q⋃
k=1
2Bk,
where 2Bk is the ball of identical centre to Bk but twice the radius, that the Cl are disjoint and that the Cl
are centred on A.
Since g is Lipschitz we see that
H
j
(
G ∩
Q⋃
k=1
2Bk
)
6
Q∑
k=1
H
j(G ∩ 2Bk) 6 2
jM j
Q∑
k=1
ωj
(
d(Bk)
2
)j
< 2jM j(a+ ε).
Also, by Lemma 5.4, H j(G ∩ Cl) > c(M, j)2
−jd(Cl)
j for each l ∈ N. It follows that
∑
l∈N
d(Cl)
j 6 2jc(M, j)−1
∑
l∈N
H
j(G ∩ Cl) 6 2
jc(M, j)−1H j
(
G ∩
Q⋃
k=1
2Bk
)
6 4jM jc(M, j)−1(a+ ε)
Defining C := (4M)jc(M, j), it follows that P jη (A) 6 C(A+ ε). By letting η ց 0 and then εց 0 we deduce
that P j(A) 6 Ca and thus that Pj(A) 6 Ca, giving the result. 
Theorem 5.6. — If A ⊂ Rn and A ∈ R(w, ρ0, δ; j) or A ∈ R(s, β, γ; j) for some β and γ, then Pj(A) =
H j(A).
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Proof. Since Pj and H j are Borel regular it is sufficient to show that the result holds for Borel sets. We
Therefore assume that A is a Borel set. Together with Proposition 2.7 we may write
A ⊂
∞⋃
i=1
Ai
where {Ai}i∈N is a pairwise disjoint family of Borel subsets of Lipschitz graphs with H j(Ai) <∞. It is clear
that Ai is (P
j , j)-rectifiable for each i ∈ N. By Lemma 5.5 Pj(Ai) 6 C(M, j)H j(Ai) < ∞. Moreover,
again by Lemma 5.5, for any B ⊂ Rn with H j(B) = 0
0 6Pj |Ai(B) = P
j(Ai ∩B) 6 C(M, j)H
j(Ai ∩B) = 0,
and thus Pj |Ai << H
j .
Since j ∈ N it follows from Proposition 2.10 (2) that Pj(Ai) = H
j(Ai) and thus that
P
j(A) =
∞∑
i=1
P
j(Ai) =
∞∑
i=1
H
j(Ai) = H
j(A).

As a Corollary of Theorem 5.6 the remaining classification results may now be shown.
Corollary 5.7. — Suppose A ⊂ Rn and A ∈ R(w, ρ0, δ; j) or A ∈ R(s, β, γ; j) for some β and γ. Then A
is (Pj,j)-rectifiable.
Furthermore, should A be of weakly (respectively strongly) H j locally finite measure, then A is also of
weakly (respectively strongly) Pj locally finite measure.
Proof. By Proposition 2.7 it is clear that A is (Pj , j)-rectifiable. The results regarding the local finiteness
of measure follow directly from Theorem 5.6. 
6. Classification
All of the necessary results concerning the classification undertaken here have now been proven in the
preceding sections. We now collect and state formally our completed classification in the form of a theorem.
Theorem 6.1. — The properties defined in Definition 1.1 can be classified with respect to the questions
given in Question 2.3 as follows:
Property Question
(1) (2) (3) (4) (5)
(weak, strong)
(i) No No No, No No No
(ii) No No No, No No No
(iii) No No No, No No No
(iv) Yes Yes No, No No No
(v) No Yes No, No No No
(vi) No Yes Yes, Yes Yes Yes
(vii) No Yes No, No Yes Yes
(viii) No Yes Yes, No Yes Yes
(ix) Yes Yes Yes, Yes Yes Yes
(x) No Yes No, No Yes Yes
(xi) No Yes Yes, No Yes Yes
(xii) Yes Yes Yes, Yes Yes Yes.
Proof. This theorem is a summary of the above results. More specifically the results can be assembled
as follows. The answers to question (1) are given in Theorem 3.1. The packing dimension results follow
from Theorem 4.2. The results concerning locally finite measure follow from Theorem 2.6, Lemma 5.1 and
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Corollary 5.7. The negative rectifiability results follow from Theorem 2.6 and Lemma 5.1. The positive
rectifiability results follow from Corollary 5.7. Finally, the answers to question (4) follow from Corollary 5.2
and Theorem 5.6. 
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