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1. Introduction 
Breiman’s random forest algorithm (Breiman, 2001) is a feasible, flexible, nonparametric method for 
constructing statistical predictors. Nowadays, the algorithm is acknowledged to be easy to use and to 
perform very well  in general, even in problems involving many predictor variables (see for  instance 
the survey by Biau and Scornet (2016) or the introduction to Scornet, Biau and Vert (2015))―so well, 
indeed,  that  several  authors  have  posed  and  studied  the  question  of  their  consistency  (see  Biau, 
Devroye  and  Lugosi  (2008),  Wager  (2014),  Scornet,  Biau  and  Vert  (2015),  and  the  references 
provided by  these authors). Consistent nonparametric statistical predictors have been known for a 
long  time  (Nadaraya  (1964), Watson  (1964),  Stone  (1977),  Devroye  and Wagner  (1980),  Devroye, 
Györfi  and  Lugosi  (1996),  Györfi  et  al.  (2002)),  but  they  converge  very  slowly  and  their  computer 
implementations  tend  to  be  slow,  especially  when  dealing  with  many  variables.  In  view  of  their 
comparative accuracy and high speed of implementation, random forests would become even more 
attractive if they were shown to be consistent under general data‐generating mechanisms. Besides, 
consistency is even indispensable in applications of statistical prediction to the estimation of ‘causal 
effects’ based on observational data (e.g. pp. 120‐1, 167‐9 and subsection 4.1 of Ferreira (2015)). The 
simplest and clearest general consistency result on Breiman’s random forest seems to be theorem 1 
of  Scornet,  Biau  and Vert  (2015), which  in  essence  states  that  if  the  response  follows  an  additive 
regression model (e.g. a linear regression model) then random forests are consistent in mean‐square 
if  the number of  terminal nodes  (‘leaves’) of  the constituent  trees  increases  to  infinity at a  slower 
rate than the size of the subsamples on which they are grown and if those subsamples, rather than 
being bootstrap samples, are drawn without replacement from the full sample.1 This is encouraging 
                                                            
1 Duroux and Scornet (2018) show that the number of terminal nodes and the size of the subsamples can have 
a substantial effect on the finite‐sample performance of random forests, and that if the size of the subsamples 
is about 1 െ 𝑒ିଵ of that of the full sample then random forests with trees based on subsamples perform very 
similarly to Breiman’s original random forests with trees based on bootstrap samples. Wager (2014) presents 
results of wider scope concerning other variants of  random forests under conditions which to us seem more 
restrictive or more difficult to verify. 
because additive models are often thought  to be quite  rich, but  the  two examples of classification 
problems provided in section 6 of Biau, Devroye and Lugosi (2008) show that random forests cannot 
be consistent in complete generality.  
The purpose of this note is to exhibit more general and in a sense more natural classes of models for 
which some types of random forests may be inconsistent or at least be extremely slow to converge 
to the optimal predictor. One such class  is based on the textbook example, often attributed to S.N. 
Bernstein  (e.g.  Burrill  (1972),  p.  241),  of  three  dependent  random  variables  that  are  pairwise 
independent: In essence, if the response variable 𝑌 is a nonconstant function of ሺ𝑋ଵ, 𝑋ଶ, … , 𝑋ௗሻ (𝑑 ൐
2) but  is  independent of each of 𝑋ଵ and 𝑋ଶ,  then the random forest predictor typically  fails  to use 
both variables to the full even when ሺ𝑋ଵ, 𝑋ଶሻ is the strongest predictor of 𝑌. This is a consequence of 
the ‘one‐dimensional greed’ of random forest: each split in a tree is based on the variable that ‘best 
explains’  𝑌 out of a randomly drawn subset of predictor variables; but if 𝑌 is independent of each of 
𝑋ଵ and 𝑋ଶ and repeated conditioning on some of 𝑋ଷ, … , 𝑋ௗ  continues to provide  information on 𝑌 
(typically the case when ሺ𝑋ଷ, … , 𝑋ௗሻ has a positive density on an open rectangle) then the algorithm 
will tend to split at a variable other than 𝑋ଵ and 𝑋ଶ and most trees tend to make little use of ሺ𝑋ଵ, 𝑋ଶሻ. 
This argument alone  is not sufficient  to prove the  lack of consistency of random forests because  if 
the trees in a forest grow sufficiently tall―say until each of their terminal nodes contains fewer than 
a fixed number of different observations―then 𝑋ଵ and 𝑋ଶ are likely to be picked at some ‘late’ stage 
during the construction of a tree and it seems difficult to argue in general that even very late splits 
on those two variables will not compensate for their having been ignored earlier. In fact, it is easy to 
see and must be well known that if 𝑋ଵ, 𝑋ଶ, … , 𝑋ௗ  are all binary then a tree predictor grown until each 
of its terminal nodes contains only observations with the same data on ሺ𝑋ଵ, 𝑋ଶ, … , 𝑋ௗሻ (which implies 
that at certain splits all the predictor variables must be tried) is consistent, and so is a random forest 
made up of trees grown in that way; and the same is true, of course, if each of 𝑋ଵ, 𝑋ଶ, … , 𝑋ௗ  takes a 
finite number of  values. Accordingly,  the examples mentioned  in  the preceding paragraph are not 
meant for situations in which ሺ𝑋ଵ, 𝑋ଶ, … , 𝑋ௗሻ has finite range, because as soon as the observations in 
a  node  all  have  the  same  data  on  ሺ𝑋ଷ, … , 𝑋ௗሻ  the  next  two  splits will  involve 𝑋ଵ  and 𝑋ଶ  and  the 
partition corresponding  to  the  resulting  tree  is equivalent  to a partition which would have  started 
with splits on 𝑋ଵ and 𝑋ଶ. It is evident, moreover, that if the 𝑋௝s have finite range then the partitions 
generated by such trees are asymptotically equivalent to those obtained by splitting the data without 
recourse  to  a  criterion  involving  data  on  the  ሺ𝑋௝, 𝑌ሻs―i.e.  they  amount  to  partitions with  the  so‐
called  ‘X‐property’, and the corresponding trees amount to  ‘partitioning estimates’  for which more 
general consistency results are available (section 20.1 of Devroye, Györfi and Lugosi (1996), section 
4.1 of Györfi et al. (2002)). 
The examples we give in section 2 are meant for situations in which the random forest algorithm is 
properly greedy in one‐dimension, i.e. properly uses data on ሺ𝑋௝, 𝑌ሻ for some 𝑗 to create a split; they 
do not apply to the variant proposed and shown to be consistent in section 6 of Biau, Devroye and 
Lugosi  (2008), whose rules  for splitting are based on data on ሺ𝑋ଵ, 𝑋ଶ, … , 𝑋ௗ, 𝑌ሻ. The arguments we 
are able to provide in favour of no consistency (or at least of an extremely slow rate of convergence), 
presented  in  section  3,  are  mostly  intuitive;  but  we  have  a  rigorous  and  yet  simple  result  for  a 
particular version of random forest, namely one whose trees have a fixed number of splits. On the 
other hand, the arguments are supported by numerical experiments, as illustrated in section 4. 
2. Examples 
Let 𝐵ଵ, 𝐵ଶ and 𝐵ଷ be independent Bernoulli random variables of parameter ଵଶ and set 
  𝑋଴: ൌ 1ሼ஻భୀ஻మሽ,       𝑋ଵ: ൌ 1ሼ஻భୀ஻యሽ,       𝑋ଶ: ൌ 1ሼ஻మୀ஻యሽ. 
Then 𝑋଴ is a function of 𝑋ଵ and 𝑋ଶ, namely 
  𝑋଴ ൌ 1ሼ௑భୀ௑మሽ ൌ 𝛿௑భ,௑మ , 
ℙ൫𝑋௝ ൌ 𝑥௝, 𝑋௞ ൌ 𝑥௞൯ ൌ ଵସ ൌ ℙ൫𝑋௝ ൌ 𝑥௝ሻℙሺ𝑋௞ ൌ 𝑥௞൯      ( 𝑗 ് 𝑘), 
but 
  ℙሺ𝑋ଵ ൌ 𝑥ଵ, 𝑋ଶ ൌ 𝑥ଶ, 𝑋ଷ ൌ 𝑥ଷሻ ൌ ଵସ ് ℙሺ𝑋ଵ ൌ 𝑥ଵሻℙሺ𝑋ଶ ൌ 𝑥ଶሻℙሺ𝑋ଷ ൌ 𝑥ଷሻ ൌ
ଵ
଼  
(𝑥ଵ, 𝑥ଶ, 𝑥ଷ ∈ ሼ0,1ሽ), so 𝑋଴, 𝑋ଵ and 𝑋ଶ are pairwise independent but not independent (for instance, if 
𝑋଴ ൌ 1 and 𝑋ଵ ൌ 1 then 𝑋ଶ ൌ 1 as well). 
Now put 
  𝑌: ൌ 𝛿௑భ,௑మ𝑓ሺ𝑋ଷ, … , 𝑋ௗ, 𝜖ሻ ൅ ൫1 െ 𝛿௑భ,௑మ൯𝑔ሺ𝑋ଷ, … , 𝑋ௗ, 𝜁ሻ ൅ ℎሺ𝑋ଷ, … , 𝑋ௗ, 𝜂ሻ,       (1) 
where 𝜖, 𝜁 and 𝜂 are random variables and ሺ𝑋ଷ, … , 𝑋ௗሻ is a random vector, all four independent and 
also independent of ሺ𝑋଴, 𝑋ଵ, 𝑋ଶሻ, and 𝑓, 𝑔 and ℎ are real‐valued functions. Writing 𝐗 ൌ ሺ𝑋ଵ, 𝑋ଶ, 𝐗ᇱሻ, 
𝐗ᇱ ൌ ሺ𝑋ଷ, … , 𝑋ௗሻ, and, for real numbers 𝑥ଵ, 𝑥ଶ, … , 𝑥ௗ , 𝐱 ൌ ሺ𝑥ଵ, 𝑥ଶ, 𝐱ᇱሻ, 𝐱ᇱ ൌ ሺ𝑥ଷ, … , 𝑥ௗሻ, we have 
    ℙሺ𝑌 ൑ 𝑦|𝐗 ൌ 𝐱ሻ ൌ ℙ ቀ𝛿௫భ,௫మ𝑓ሺ𝐱ᇱ, 𝜖ሻ ൅ ൫1 െ 𝛿௫భ,௫మ൯𝑔ሺ𝐱ᇱ, 𝜁ሻ ൅ ℎሺ𝐱ᇱ, 𝜂ሻ ൑ 𝑦ቚ𝑋ଵ ൌ 𝑥ଵ, 𝑋ଶ ൌ 𝑥ଶ,Xᇱ ൌ 𝐱ᇱ ቁ 
(2) 
                       ൌ 𝛿௫భ,௫మℙሺ𝑓ሺ𝐱ᇱ, 𝜖ሻ ൅ ℎሺ𝐱ᇱሻ ൑ 𝑦ሻ ൅ ሺ1 െ 𝛿௫భ,௫మሻℙሺ𝑔ሺ𝐱ᇱ, 𝜁ሻ ൅ ℎሺ𝐱ᇱ, 𝜂ሻ ൑ 𝑦ሻ. 
Evidently, if all the variables except 𝜖, 𝜁 and 𝜂 are observable, the best predictor of 𝑌 is provided by 
the  function  𝐱 → ℙሺ𝑌 ൑ 𝑦|𝐗 ൌ 𝐱ሻ,  e.g.  in  the  form  of  𝔼ሺ𝑌|𝐗 ൌ 𝐱ሻ  or  medሺ𝑌|𝐗 ൌ 𝐱ሻ  when  𝑌  is 
numeric proper. 
On the other hand, for 𝑗 ൌ 1, 2 
ℙ൫𝑌 ൑ 𝑦ห𝑋௝ ൌ 𝑥௝, Xᇱ ൌ 𝐱ᇱ൯ ൌ ℙ൫𝑋଴𝑓ሺ𝐱ᇱ, 𝜖ሻ ൅ ሺ1 െ 𝑋଴ሻ𝑔ሺ𝐱ᇱ, 𝜁ሻ ൅ ℎሺ𝐱ᇱ, 𝜂ሻ ൑ 𝑦ห𝑋௝ ൌ 𝑥௝, Xᇱ ൌ 𝐱ᇱ൯ 
                                           ൌ ଵଶ ℙሺ𝑓ሺ𝐱ᇱ, 𝜖ሻ ൅ ℎሺ𝐱ᇱ, 𝜂ሻ ൑ 𝑦ሻ ൅
ଵ
ଶ ℙሺ𝑔ሺ𝐱ᇱ, 𝜁ሻ ൅ ℎሺ𝐱ᇱ, 𝜂ሻ ൑ 𝑦ሻ 
by the independence of 𝑋଴ and 𝑋௝. Similarly, for 𝑗 ൌ 1, 2 
ℙ൫𝑌 ൑ 𝑦ห𝑋௝ ൌ 𝑥௝൯ ൌ ℙ൫𝑋଴𝑓ሺ𝐗ᇱ, 𝜖ሻ ൅ ሺ1 െ 𝑋଴ሻ𝑔ሺ𝐗ᇱ, 𝜁ሻ ൅ ℎሺ𝐗ᇱ, 𝜂ሻ ൑ 𝑦ห𝑋௝ ൌ 𝑥௝൯ 
                                          ൌ ଵଶ ℙሺ𝑓ሺ𝐗ᇱ, 𝜖ሻ ൅ ℎሺ𝐗ᇱ, 𝜂ሻ ൑ 𝑦ሻ ൅
ଵ
ଶ ℙሺ𝑔ሺ𝐗ᇱ, 𝜁ሻ ൅ ℎሺ𝐗ᇱ, 𝜂ሻ ൑ 𝑦ሻ 
by the  independence of 𝑋଴, 𝑋௝  and 𝐗ᇱ.  In particular, 𝑌  is  independent of 𝑋ଵ, and  independent of  it 
also conditionally on 𝐗ᇱ; and likewise 𝑌 is independent of 𝑋ଶ, and independent of it also conditionally 
on 𝐗ᇱ.  Since  in  general  ℙ൫𝑌 ൑ 𝑦ห𝑋௝ ൌ 𝑥௝൯  and  ℙ൫𝑌 ൑ 𝑦ห𝑋௝ ൌ 𝑥௝, Xᇱ ൌ 𝐱ᇱ൯  provide  predictors  of 𝑌 
that are worse than those provided by ℙሺ𝑌 ൑ 𝑦|𝐗 ൌ 𝐱ሻ, which are optimal, any predictor that misses 
out on one of 𝑋ଵ and 𝑋ଶ will be suboptimal. 
Now each split of each tree involved in Breiman’s random forest is determined by selecting, among a 
random subset of predictors, the variable that  ‘best explains’ 𝑌, unconditionally or conditionally on 
some of the predictors. Since 𝑌  is  independent of each of 𝑋ଵ and 𝑋ଶ separately, unconditionally as 
well as conditionally on some of 𝑋ଷ, … , 𝑋ௗ, unless one of 𝑋ଵ and 𝑋ଶ has been selected at an earlier 
split the random forest algorithm will tend to select none of them again but instead one of 𝑋ଷ, … , 𝑋ௗ . 
Consequently, a large proportion of the trees grown by the algorithm should involve only predictor 
variables  among 𝑋ଷ, … , 𝑋ௗ   in  a  large  proportion  of  their  terminal  nodes,  and  the  resulting  forest 
should not be optimal.  As  suggested earlier,  this  is  no more  than an  intuitive  argument  indicating 
that random forests can be inconsistent, an argument that we will try to elaborate a little in the next 
section. Before that, however, let us note that our example can be generalized. 
Consider a random vector ሺ𝑋଴, 𝑋ଵ, 𝑋ଶሻ with probability density function 
  𝑓ሺ𝑥଴, 𝑥ଵ, 𝑥ଶሻ ൌ 𝑓଴ሺ𝑥଴ሻ𝑓ଵሺ𝑥ଵሻ𝑓ଶሺ𝑥ଶሻሼ1 െ 𝜑ሺ𝑥଴, 𝑥ଵ, 𝑥ଶሻሽ 
for densities 𝑓଴, 𝑓ଵ and 𝑓ଶ and some function 𝜑 not identically equal to zero and such that 𝜑 ൑ 1 and 
׬ 𝑓଴ሺ𝑥଴ሻ𝑓ଵሺ𝑥ଵሻ𝑓ଶሺ𝑥ଶሻ 𝜑ሺ𝑥଴, 𝑥ଵ, 𝑥ଶሻd𝑥௝ℝ ൌ 0  
for all 𝑗, so that 𝑔௝,௞൫𝑥௝, 𝑥௞൯: ൌ ׬  𝑓ሺ𝑥଴, 𝑥ଵ, 𝑥ଶሻd𝑥௟ℝ ൌ 𝑓௝൫𝑥௝൯𝑓௞ሺ𝑥௞ሻ for all 𝑗 ് 𝑘 and again 𝑋଴, 𝑋ଵ and 
𝑋ଶ are pairwise independent without being independent. For instance, one may take 𝑋଴, 𝑋ଵ and 𝑋ଶ 
symmetric (𝑓଴, 𝑓ଵ and 𝑓ଶ even) and 
  𝜑ሺ𝑥଴, 𝑥ଵ, 𝑥ଶሻ ൌ sin ሺ𝑥଴ሻsin ሺ𝑥ଵሻsin ሺ𝑥ଶሻ; 
by  transforming  the 𝑋௝s  into 𝑋෨௝ ൌ 𝑇௝ሺ𝑋௝ሻ,  say,  one  obtains 𝑋෨଴, 𝑋෨ଵ  and 𝑋෨ଶ  with  arbitrary marginal 
distributions  that  remain  pairwise  independent without  being  independent.  Assuming  that 𝑋଴, 𝑋ଵ 
and 𝑋ଶ dependent but pairwise independent have been defined, one can then set 𝐗ᇱᇱ ≡ ሺ𝑋ଵᇱᇱ, 𝑋ଶᇱᇱሻ ≔ 
ሺ𝑋ଵ, 𝑋ଶሻ and 
  𝑋଴ᇱᇱ ൌ 𝐻ିଵሺ𝜉; 𝐗ᇱᇱሻ, 
where 𝜉  is a standard uniform variable independent of all the other variables mentioned so far and 
𝐻ሺ𝑥; 𝑥ଵ, 𝑥ଶሻ ൌ ℙሺ𝑋଴ ൑ 𝑥|𝐗ᇱᇱ ൌ ሺ𝑥ଵ, 𝑥ଶሻሻ,  𝐻ିଵሺ𝑢; 𝑥ଵ, 𝑥ଶሻ ൌ minሼ𝑥: 𝐻ሺ𝑥; 𝑥ଵ, 𝑥ଶሻ ൒ 𝑢ሽ  ( 0 ൏ 𝑢 ൏ 1 ), 
to get a vector ሺ𝑋଴ᇱᇱ, 𝐗ᇱᇱሻ ൌ ሺ𝑋଴ᇱᇱ, 𝑋ଵᇱᇱ, 𝑋ଶᇱᇱሻ with the same joint distribution as ሺ𝑋଴, 𝑋ଵ, 𝑋ଶሻ in which the 
first coordinate is a function of the other two and of 𝜉. Finally, 
  𝑌: ൌ Ψሺ𝐻ିଵሺ𝜉; 𝐗ᇱᇱሻ, 𝐗ᇱ, 𝜖ሻ,                (3) 
where 𝐗ᇱ is independent of 𝐗ᇱᇱ and Ψ is some function, defines a model in which 𝑌 is dependent on 
𝐗ᇱᇱ but independent of each of its coordinates, and for which, therefore, a random forest predictor 
based on data on ሺ𝐗ᇱ, 𝐗ᇱᇱሻ will not be consistent. 
Evidently, this example may be generalized to more than three variables, leading to a model in which 
the response is dependent on a finite set of random variables but independent of each of them. 
3. Main arguments 
In what follows we consider trees and random forests constructed as described on pp. 200‐3 of Biau 
and Scornet (2016) from a random sample with the same distribution as the generic random vector 
ሺ𝑋ଵ, 𝑋ଶ, 𝑋ଷ, … , 𝑋ௗ, 𝑌ሻ defined by (1). We assume that Xᇱ ൌ ሺ𝑋ଷ, … , 𝑋ௗሻ has a strictly positive density 
on an open, bounded or unbounded rectangle 𝑅ଷ ൈ ⋯ ൈ 𝑅ௗ ⊂ ℝௗିଶ, that 𝑌 too has a strictly positive 
density on an open  interval, and that 𝔼ሺ𝑌ଶሻ ൏ ∞. We also assume that  for every 𝐴 consisting of a 
finite  intersection of  sets of the  form ൛𝐱 ∈ ℝௗ: 𝑥௝ ∈ ሿ𝑎௝, 𝑏௝ሿൟ, ൛𝐱 ∈ ℝௗ: 𝑥௝ ൑ 𝑏௝ൟ or ൛𝐱 ∈ ℝௗ: 𝑥௝ ൐ 𝑎௝ൟ 
for extended real numbers 𝑎௝, 𝑏௝ and 𝑗 ∈ ሼ3, … , 𝑑ሽ, the expectations 
  𝑒஺,௞ି ሺ𝑐௞ሻ ≡ 𝔼ሺ𝑌|𝑋௞ ൑ 𝑐௞, Xᇱ ∈ 𝐴ሻ,      𝑒஺,௞ା ሺ𝑐௞ሻ ≡ 𝔼ሺ𝑌|𝑋௞ ൐ 𝑐௞, Xᇱ ∈ 𝐴ሻ,      (4) 
are continuously differentiable and nowhere constant in 𝑐௞ ∈ 𝑅௞ for 𝑘 ∈ ሼ3, … , 𝑑ሽ (hence there is no 
neighbourhood of 𝑐௞ contained in 𝑅௞  on which these expectations are constant in 𝑐௞). Of course, by 
assumption  both  expectations  in  (4)  are  equal  to 𝔼ሺ𝑌|Xᇱ ∈ 𝐴ሻ  if 𝑘 ∈ ሼ1,2ሽ.  If 𝐴 ൌ ℝௗିଶ  then  the 
expectations reduce to 𝔼ሺ𝑌|𝑋௞ ൑ 𝑐௞ሻ and 𝔼ሺ𝑌|𝑋௞ ൐ 𝑐௞ሻ, and to 𝜈 ≔ 𝔼ሺ𝑌ሻ if in addition 𝑘 ∈ ሼ1,2ሽ. 
Put 𝑌෠஺,௞ሺ𝑥ሻ ൌ 𝑒஺,௞ି ሺ𝑥ሻ1ሼ௑ೖஸ௫ሽ ൅ 𝑒஺,௞ା ሺ𝑥ሻ1ሼ௑ೖவ௫ሽ (𝑥 ∈ 𝑅௞); as is well known, 
  𝔼 ቄ൫𝑌 െ 𝑌෠஺,௞ሺ𝑐௞ሻ൯ଶቚXᇱ ∈ 𝐴ቅ ൑ 𝔼ሾሺ𝑌 െ 𝜈ሻଶ|Xᇱ ∈ 𝐴ሿ ൌ 𝔼 ൜ቀ𝑌 െ 𝑌෠஺,௝൫𝑐௝൯ቁ
ଶ ฬXᇱ ∈ 𝐴ൠ             (5) 
for  all  𝑗 ∈ ሼ1,2ሽ, 𝑘 ∈ ሼ3, … , 𝑑ሽ.  By  our  assumptions  there  is  a  𝑐௞∗   interior  to 𝑅௞   that minimizes  the 
expectation here on the left and for which the inequality is strict; it is a point where 
  𝑒஺,௞ି ሺ𝑥ሻଶℙሺ𝑋௞ ൑ 𝑥|Xᇱ ∈ 𝐴ሻ ൅ 𝑒஺,௞ା ሺ𝑥ሻଶሼ1 െ ℙሺ𝑋௞ ൑ 𝑥|Xᇱ ∈ 𝐴ሻሽ 
achieves its absolute maximum as a function of 𝑥 (and which in principle may be found by calculus). 
Minimizing the leftmost expectation in (5) over 𝑐௞ ∈ 𝑅௞, 𝑘 ∈ ሼ3, … , 𝑑ሽ, yields 𝑘∗ and 𝑐௞∗∗  such that 
  𝔼 ቄ൫𝑌 െ 𝑌෠஺,௞∗ሺ𝑐௞∗∗ ሻ൯ଶቚXᇱ ∈ 𝐴ቅ ൏ 𝔼 ቄ൫𝑌 െ 𝑌෠஺,௝ሺ𝑐௝ሻ൯ଶቚXᇱ ∈ 𝐴ቅ        (6) 
for all 𝑗 ∈ ሼ1,2ሽ, 𝑐௝ ∈ 𝑅௝; and 𝑌෠஺,௞∗ሺ𝑐௞∗∗ ሻ is, in the sense of mean‐square error conditional on the event 
ሼXᇱ ∈ 𝐴ሽ, the best predictor of 𝑌 among all predictors of the form 𝑌෠஺,௞ሺ𝑥ሻ (𝑘 ∈ ሼ1,2,3, … , 𝑑ሽ).  
Let ℙ௡ be the empirical measure determined by a random sample of 𝑛 vectors ൫𝑋௜,ଵ, … , 𝑋௜,ௗ, 𝑌௜൯ with 
the  distribution  of  ሺ𝑋ଵ, … , 𝑋ௗ, 𝑌ሻ  (ℙ௡ሺ𝑆ሻ ൌ 𝑛ିଵ ∑ 1ௌሺ𝑋௜,ଵ, 𝑋௜,ଶ, 𝑋௜,ଷ, … , 𝑋௜,ௗ, 𝑌௜ሻ௜ ,  𝑆 ⊂ ℝௗାଵ)  and  𝔼௡ 
the corresponding empirical expectation. In a tree predictor, a node is split on the 𝑘∗‐th variable and 
at  the point 𝑐௡,௞∗∗   corresponding to the best predictor of 𝑌  in the sense of mean‐square error with 
respect to a conditional empirical expectation, namely to the predictor 𝑌෨஺೙,௞∗
ሺ௡ሻ ሺ𝑐௡,௞∗∗ ሻ satisfying 
  𝔼௡ ൜ቀ𝑌෨ െ 𝑌෨஺೙,௞∗
ሺ௡ሻ ሺ𝑐௡,௞∗∗ ሻቁ
ଶ ฬX෨ ∈ 𝐴௡ൠ ൑ 𝔼௡ ቊ൬𝑌෨ െ 𝑌෨஺೙,௞ሺ௡ሻ ሺ𝑐௞ሻ൰
ଶ
ቤX෨ ∈ 𝐴௡ቋ ,      𝑘 ് 𝑘∗,   (7) 
where  ൫𝑋෨ଵ, … , 𝑋෨ௗ, 𝑌෨൯ ≡ ሺX෨, 𝑌෨ሻ ≡ ൫𝑋෨ଵ, 𝑋෨ଶ, X෨ ᇱ, 𝑌෨൯  is  a  random  vector with  probability  distribution ℙ௡ 
and independent of the sample, and 𝐴௡ ≡ 𝐴௡ሺℙ௡ሻ consists of finite intersections of sets of the type 
൛𝐱 ∈ ℝௗ: 𝑥௝ ∈ ሿ𝑎௝,௡, 𝑏௝,௡ሿൟ,  ൛𝐱 ∈ ℝௗ: 𝑥௝ ൑ 𝑏௝,௡ൟ,  ൛𝐱 ∈ ℝௗ: 𝑥௝ ൐ 𝑎௝,௡ൟ  (𝑎௝,௡ ≡ 𝑎௝,௡ሺℙ௡ሻ, 𝑏௝,௡ ≡ 𝑏௝,௡ሺℙ௡ሻ) 
and characterizes the subset of the sample in the node. The point 𝑐௡,௞∗∗  is not unique because ℙ௡ is 
atomic, but we may choose  it to be the midpoint of a segment on which the minimum is attained, 
and if need be as the innermost of midpoints of that sort. 
Evidently, with probability 1 𝑌෨   is not  independent of 𝑋෨ଵ  nor of 𝑋෨ଶ, but  for  sufficiently  large 𝑛  it  is 
almost independent with arbitrarily large probability. Thus, for large 𝑛, with probability close to 1 the 
inequality in (7) holds strictly with 𝑘∗ ∈ ሼ3, … , 𝑑ሽ, and the split is done on one of the variables in Xᇱ 
and not on 𝑋ଵ or 𝑋ଶ. This is certainly the case at the first split, when 𝐴௡ ൌ ℝௗ. By our assumptions 
about  the  expectations  in  (4),  for  large  𝑛  the  point  𝑐௡,௞∗∗   used  to make  the  first  split  should  get 
arbitrarily close to the 𝑐௞∗∗  of (6) with 𝐴 ൌ ℝௗିଶ. So the set 𝐴௡ ≡ 𝐴௡ሺℙ௡ሻ ൌ ሼ𝑋௞∗ ൑ 𝑐௡,௞∗∗ ≡ 𝑐௞∗∗ ሺℙ௡ሻሽ 
that characterizes the left node determined by the first split should be close to ሼ𝑋௞∗ ൑ 𝑐௞∗ ≡ 𝑐௞∗ሺℙሻሽ 
and  the  one  that  characterizes  the  right  node  should  be  close  to  ሼ𝑋௞∗ ൐ 𝑐௞∗ ≡ 𝑐௞∗ሺℙሻሽ. 
Consequently, for sufficiently large 𝑛 the second and third splits should, with probability close to 1, 
be close to the corresponding ‘theoretical’ splits derived from (4), and hence should be based on one 
of the variables in Xᇱ and not on ሺ𝑋ଵ, 𝑋ଶሻ (note that the number of observations in a node resulting 
from a split of fixed order is of the same asymptotic magnitude as 𝑛). More generally, for sufficiently 
large  𝑛  the  first  𝑠  splits  should,  with  probability  close  to  1,  involve  only  data  on  Xᇱ  and  not  on 
ሺ𝑋ଵ, 𝑋ଶሻ. It follows from this that if trees are grown to a fixed number of splits then a random forest 
consisting of a  finite number of  trees will,  for  large 𝑛, not  involve 𝑋ଵ nor 𝑋ଶ with high probability. 
Since  the  optimal  predictor  of  𝑌  involves  ሺ𝑋ଵ, 𝑋ଶ, … , 𝑋ௗሻ,  and  since  𝑋ଵ  and  𝑋ଶ  may  be  made  as 
important as desired (e.g. by setting ℎ to zero and 𝑔 ൌ െ𝑓), we conclude that a random forest based 
on a finite number of trees grown to have a finite number of splits cannot be consistent.  
This  is as  rigorous an argument as we can adduce  for  the non‐consistency of a version of  random 
forest under a data‐generating model like (1) or (3). The essential requirement behind it  is that the 
expectations  in  (4)  never  cease  to  provide  information  on  𝑌  no  matter  how  ‘fine’  the  set  𝐴  is; 
evidently,  the  requirement  is  not  fulfilled  if  ሺ𝑋ଵ, 𝑋ଶ, … , 𝑋ௗሻ  has  finite  support,  and,  as  observed 
earlier, random forests are generally consistent in that case. The difficulty of extending the argument 
to more general types of random forests lies in the possibility that a split on 𝑋ଵ or 𝑋ଶ may occur at a 
moment when  the  number  of  points  in  a  node  is  small  or  negligible  relative  to 𝑛.  Such  splits  are 
bound to occur if the algorithm for the construction of trees continues to split nodes as long as they 
contain more than a  fixed, small number of  sample points  (as  in  the  implementation of Liauw and 
Wiener (2001), which  follows closely Breiman’s own  implementation); so  it  is clear that, no matter 
how large 𝑛  is, there  is a positive, and maybe very high, probability that a proportion of trees  in a 
random forest will include a number of terminal nodes resulting from a split on 𝑋ଵ or 𝑋ଶ (unless, as 
we have shown, trees are only allowed to have a fixed number of splits). What is not clear is whether 
the proportion of trees and the number of terminal nodes with that property can be so large that the 
resulting partition practically reverts to a partition based on two initial splits on 𝑋ଵ and 𝑋ଶ, in which 
case the random forest may approach the optimal predictor. We believe that this is not possible, and 
in the following present an intuitive argument to support the non‐consistency of random forests. 
As we have seen,  the decision on which variable and where  in  the range of that variable  to split a 
node is based on the empirical expectations 
  𝔼௡൫𝑌෨ห𝑋෨௞ ൑ 𝑐௞, X෨ ᇱ ∈ 𝐴௡൯,     𝔼௡൫𝑌෨ห𝑋෨௞ ൐ 𝑐௞, X෨ ᇱ ∈ 𝐴௡൯,     𝔼௡ ቊ൬𝑌෨ െ 𝑌෨஺೙,௞ሺ௡ሻ ሺ𝑐௞ሻ൰
ଶ
ቤX෨ ∈ 𝐴௡ቋ. 
No matter how many observations a node contains, these random variables should be close to their 
theoretical counterparts of (4) and (5), even if 𝐴௡ ≡ 𝐴௡ሺℙ௡ሻ  is a biased version of 𝐴 ≡ 𝐴ሺℙሻ. Since 
one has to split on one of the 𝑑 variables and with high probability 𝑌෨  is more dependent on each of 
𝑋෨ଷ, … , 𝑋෨ௗ than on each of 𝑋෨ଵ and 𝑋෨ଶ, it seems that with high probability the chance of there being a 
split on 𝑋ଵ or 𝑋ଶ is at most 2/𝑑. With 𝑋ଵ, 𝑋ଶ binary and 𝑋ଷ, … , 𝑋ௗ  continuous this chance should be 
smaller than that, because the latter set tends to offer more possibilities of dividing the values of the 
response in a profitable way. Whatever the case, with high probability the proportion of splits on 𝑋ଵ 
or 𝑋ଶ ought to be at most a fraction 𝑓௡ ൑ 2/𝑑 of the number of splits in the tree. Assuming that the 
number of terminal nodes descending from a node split on 𝑋ଵ or 𝑋ଶ is about the same as the number 
of terminal nodes descending from a node at the same tree height split on another variable (which is 
plausible at  least when ሺ𝑋ଵ, 𝑋ଶሻ  and ሺ𝑋ଷ, … , 𝑋ଵ଴ሻ are  independent),  the number of  terminal nodes 
involving 𝑋ଵ or 𝑋ଶ  should, with high probability, be  at most a  fraction 𝑓௡ ൑ 2/𝑑  of  the number of 
terminal nodes in the tree. If this is the case, then with high probability a tree leads to a partition of 
ℝௗ  in which only a fraction 𝑓௡ of cells are able to distinguish between the branches of equation (1); in 
fact,  cells  with  that  ability must  descend  both  from  a  split  on 𝑋ଵ  and  from  a  split  on 𝑋ଶ,  so  the 
fraction of such cells must really be typically smaller than 2/𝑑. The branches being different, a tree 
tends to perform worse  in predicting the 𝑌௜  associated with X௜  than the optimal predictor because 
the latter uses all the coordinates of X௜ and the former often does not. Because trees are constructed 
independently and in similar fashion, a forest made up of such trees tends to perform worse than the 
optimal predictor (the trees would have to ‘cooperate’ or compensate each other’s overestimates or 
underestimates for this not to happen), in particular to perform worse in the sense of mean‐square 
error. This means that for  large 𝑛  the error  incurred by a random forest 𝜑௡  in predicting 𝑌௜  should 
satisfy  approximately  an  inequality  such  as 𝔼ሾሺ𝜑௡ሺX௜ሻ െ 𝑌௜ሻଶሿ ൒ ሺ1 െ 𝐹௡ሻሺ𝜎ଶ ൅ 𝑠௡ଶሻ ൅ 𝐹௡𝜎ଶ, where 
𝜎ଶ is the mean‐square error of the optimal predictor, 1 െ 𝐹௡ ∈ ሿ0,1ሿ is a sort of mean fraction of the 
X௜s whose 𝑌௜s are predicted in a suboptimal way by 𝜑௡, and 𝑠௡ଶ ൐ 0 reflects the lack of optimality of 
the forest in predicting that fraction of the 𝑌௜s. As 𝑛  increases, so do the heights of the trees; since 
the argument about there being no more than a fraction of 2/𝑑 terminal nodes created by a split on 
𝑋ଵ  on  𝑋ଶ  does  not  depend  on  𝑛,  the  fractions  𝑓௡, 𝐹௡  should  remain  bounded  away  from  1  as  𝑛 
increases.  Finally,  given  that  the  fraction 1 െ 𝐹௡  of X௜s  with 𝑌௜s  predicted  in  a  suboptimal  way  is 
bounded away from 0, and given that the two branches of equation (1) are different, the finer and 
finer  specification  of  the  last  𝑑 െ 2  predictor  variables  should  not  be  able  to  make  up  for  the 
omission of the first two, which is the same as saying that 𝑠௡ଶ should remain bounded away from 0. 
4. Numerical illustration 
Because  of  the  difficulty  in  establishing  rigorous  results,  it  is  useful  to  study  the  problem  of 
consistency by simulation. For a simple illustration we begin with a special case of (1) which is hardly 
unfavourable to random forest and yet shows a clear gap between it and the consistent predictor: 
  𝑌: ൌ 𝛿௑భ,௑మ𝑓ሺ𝑋ଷ, … , 𝑋ௗ, 𝜖ሻ ൅ ൫1 െ 𝛿௑భ,௑మ൯𝑔ሺ𝑋ଷ, … , 𝑋ௗ, 𝜁ሻ ൅ 𝜂           (8) 
with  𝑑 ൌ 10,  𝑓ሺ𝑋ଷ, … , 𝑋ௗ, 𝜖ሻ ൌ 𝛼ଷ𝑋ଷ ൅ ⋯ ൅ 𝛼ௗ𝑋ௗ ൅ 𝜖,  𝑔ሺ𝑋ଷ, … , 𝑋ௗ, 𝜁ሻ ൌ 𝛽ଷ𝑋ଷ ൅ ⋯ ൅ 𝛽ௗ𝑋ௗ ൅ 𝜁, 
α ൌ ሺ𝛼ଷ, … , 𝛼ଵ଴ሻ ൌ ሺ1,2, … ,8ሻ/8, 𝛃 ൌ ሺ𝛽ଷ, … , 𝛽ଵ଴ሻ ൌ 3α/4, 𝜖, 𝜁 and 𝜂 independent standard normal 
random  variables,  ሺ𝑋ଵ, 𝑋ଶሻ  as  in  section  2  and  independent  of  ሺ𝜖, 𝜁, 𝜂ሻ,  and  ሺ𝑋ଷ, … , 𝑋ଵ଴ሻ  normally 
distributed  with  covariance  matrix  Σ ൌ ሺ2ି|௝ି௞|ሻ௝,௞ୀଵ,..,ଵ଴,  mean  vector  equal  to  diagሺΣሻ,  and 
independent of all the other variables. 
By the result of Scornet, Biau and Vert (2015), we might expect the random forests constructed with 
data ሺ𝑋ଵ, … , 𝑋ଵ଴, 𝑌ሻ such that 𝛿௑భ,௑మ ൌ 1 to be consistent for the first branch of the model, namely 
𝑓ሺ𝑋ଷ, … , 𝑋ଵ଴, 𝜖ሻ, and random forests constructed with data such that 𝛿௑భ,௑మ ൌ 0 to be consistent for 
the  second branch, 𝑔ሺ𝑋ଷ, … , 𝑋ௗ, 𝜁ሻ.  Thus we might expect  the  two‐armed  random forest  predictor 
that consists of two random forests, one for predicting the response of new data satisfying 𝛿௑భ,௑మ ൌ
1 and the other for predicting the response of new data satisfying 𝛿௑భ,௑మ ൌ 0, to converge in mean‐
square  to  the  right‐hand  side of  (8) without  the error  terms  as  the  size 𝑛  of  the data  set  used  to 
construct it increases to infinity; in particular, we might expect its law given 𝐗 ൌ 𝐱 ∈ ℝௗ to converge 
to the corresponding right‐hand side of (2) as 𝑛 → ∞, and the mean‐square error of the predictor to 
approach  Varሺ𝜖 ൅ 𝜂ሻ ൌ Varሺ𝜁 ൅ 𝜂ሻ ൌ 2.  The  random  forest  predictor,  on  the  other  hand,  may 
decrease its mean‐square error as 𝑛 increases but is not expected to attain the minimal value. 
Figure 1 summarizes the results of two simulations, one based on training and test samples of size of 
𝑛 ൌ 10,000,  the other on training and test samples of size 𝑛 ൌ 100,000;  the random forests were 
constructed with  the R  package randomForest of  Liauw and Wiener  (2001) using 1000  trees and 
the default settings. The scatter‐plots indicate the agreement between the response of the test set 
and  the  corresponding  prediction,  and  the  estimates  of mean‐square  error  (mse), mean  absolute 
error (mae) and proportion of explained variance quantify the accuracy of the predictions. The top 
left  plot  of  figure  1  shows  the  results  obtained  with  the  random  forest  when  𝑛 ൌ 10,000;  the 
algorithm, which of course ignores the model generating the data, performs remarkably well. The top 
right plot ranks the predictor variables according to their relative importance: by our specifications of 
α and 𝛃 and of the distribution of ሺ𝑋ଷ, … , 𝑋ଵ଴ሻ, the rank of 𝑋௝  for 𝑗 ൒ 3 is equal to 𝑗, and the higher 
the rank, the higher the importance; in essence, the algorithm guesses the ranking correctly, but we 
will show at the end that the two‐armed random forest gives much greater importance to 𝑋ଵ and 𝑋ଶ. 
The  bottom  panel  summarizes  the  results  obtained  with  the  random  forest  (right)  and  with  the 
supposedly consistent two‐armed random forest when 𝑛 ൌ 100,000; while the two‐armed random 
forest  appears  to  have  practically  attained  the  optimum,  the  random  forest  does  not  seem  to 
improve upon a mean‐square error of about 2.5. 
The first panel of figure 2 summarizes the results obtained separately with the two random forests 
making up the two‐armed random forest based on the training data set of size 100,000. Both random 
forests appear to be close to reaching the optimum value of 2 for the mean‐square error when 𝑛 ൌ
100,000. Note that  the optimal predictor of 𝑌 based on ሺ𝑋ଷ, … , 𝑋ଵ଴ሻ  in  the sense of mean‐square 
error is 𝛄 ∙ ሺ𝑋ଷ, … , 𝑋ଵ଴ሻ with 𝛄 ൌ ሺα ൅ 𝛃ሻ/2. Since the trees in the random forest should make little 
use of 𝑋ଵ and 𝑋ଶ, one might expect the random forest predictor to be close to it. This is confirmed by 
the bottom panel of figure 2, which summarizes the performance of 𝛄 ∙ ሺ𝑋ଷ, … , 𝑋ଵ଴ሻ and compares 
the predictions of the latter with those of the forest. 
Other numerical experiments  indicate that  the gap between the mean‐square error of  the random 
forest and that of the optimal predictor can be very large provided the two branches of model (8) are 
very different. For example, when 𝛃 ൌ െ α and α  is as above, random forests based on samples of 
sizes as large as 100,000 and 200,000 have a mean‐square error of about 20, while the corresponding 
two‐armed random forest has a mean‐square error of about 2.07. In this case the importance of each 
of 𝑋ଵ and 𝑋ଶ  is about  two to three times as great as  that of the other variables, but this does not 
necessarily mean  that 𝑋ଵ  and 𝑋ଶ  are  used  a  lot more  in  the  trees when 𝛃 ൌ െ α  than when 𝛃 ൌ
3α/4,  because  variable  importance does not  account  for  the number  of  times  that  a  variable  has 
been used to define a terminal node; rather, it is more a reflection of the fact that distinguishing the 
two branches of model (8) is so necessary that whenever splits on 𝑋ଵ and 𝑋ଶ occur they dramatically 
improve the accuracy within the descendent terminal nodes. In fact, we observe that the probability 
of there being a split on 𝑋ଵ or 𝑋ଶ is about 0.05 during most of the construction of a tree under both 
versions of the model (it is of course much lower at the beginning of the construction, especially in 
the case 𝛃 ൌ 3α/4); this is clear from the first panel of figure 3, which shows the proportion of splits 
on 𝑋ଵ or 𝑋ଶ as a function of the order of the node terminated or split during the construction of the 
trees. 
 
 
Figure 1. A summary of the results obtained with Breiman’s random forest and with the two‐armed random 
forest.  Top  panel:  scatter‐plot,  statistics  and  variable  importance  plot  summarizing  the  performance  of  the 
random  forest  based on  a  data  set of  size 10,000.  Lower panel:  scatter‐plots  and  statistics  summarizing  the 
performance  of  the  two‐armed  random  forest  (left)  and  of  the  random  forest  based  on  a  data  set  of  size 
100,000. 
 
  
Figure 2. First panel: scatter‐plots and statistics summarizing the performance of the two random forests that 
make up the two‐armed random forest based on a training data set of size 100,000. Second panel: left, scatter‐
plot and statistics summarizing the performance of the optimal predictor of 𝑌 based on ሺ𝑋ଷ, … , 𝑋ଵ଴ሻ, which is 
expected  to perform  similarly  to  the  random  forest predictor;  right,  scatter‐plot  and  statistics  (mean  square 
difference,  mean  absolute  difference)  comparing  the  predictions  of  the  random  forest  with  those  of  the 
optimal predictor of 𝑌 based on ሺ𝑋ଷ, … , 𝑋ଵ଴ሻ. 
It would be interesting to check how often 𝑋ଵ and 𝑋ଶ, together or on their own, are involved in the 
terminal nodes of a tree, that is, how many cells of the associated partition represent a restriction on 
the domain of 𝑋ଵ, 𝑋ଶ or ሺ𝑋ଵ, 𝑋ଶሻ. We are unable to obtain such information from the output of the 
randomForest  function  of  Liauw  and  Wiener  (2001),  but  we  can  use  the  R  package  rpart  of 
Therneau  and  Atkinson  (2019)  to  compute  the  number  of  terminal  nodes  involving  𝑋ଵ  and  𝑋ଶ 
together  and on  their  own  in  a  tree  grown as  the  trees  in  a  random  forest  except  that  all  the  10 
predictor variables (and not just a random subset of three) are tried for a split at each node; since the 
performance of the random forest  in our examples remains practically the same  if the 10 variables 
are tried at each split, this should yield reliable information about how often the trees in a forest use 
         
         
Figure 3. First panel: Proportion of splits on 𝑋ଵ or 𝑋ଶ as a function of the nodes already split or terminated in 
1000 trees grown from a simulated sample of size 10,000 from model (8) with 𝛃 ൌ 3α/4 (left) and 𝛃 ൌ െα: 
As trees are built, new nodes are appended to them or else existing nodes are terminated because they cannot 
be  split  any  further;  these  operations,  labelled  from  one  to  the  number  of  nodes  in  the  largest  tree,  are 
represented by the horizontal axis. At the time of the 𝑘‐th operation one calculates the proportion of trees split 
on 𝑋ଵ or on 𝑋ଶ among all trees split at that operation, and this is represented on the vertical axis. Second panel: 
Proportion of  times  that 𝑋ଵ  and 𝑋ଶ  together  or  on  their  own  are  used  in  the  terminal  nodes  of  1000  trees 
constructed from bootstrap samples of a simulated sample of size 10,000 from model (8) with 𝛃 ൌ 3α/4 (left) 
and 𝛃 ൌ െα. The trees are constructed as in the random forests (nodes being split as long as they contain five 
or more observations) except that all the 10 predictor variables are tried for a split at each node (while in the 
forests only a random subset of three variables are tried). 
𝑋ଵ and 𝑋ଶ. The box plots of figure 3 summarize the distributions of the proportion of terminal nodes 
in trees involving 𝑋ଵ and 𝑋ଶ, on their own and together, obtained from 1000 trees constructed with 
bootstrap  samples  drawn  from  samples of  size  10,000  simulated  according  to  the  two versions of 
model (8) we are considering. Typically, fewer than 15% of the terminal nodes in a tree use one of 
the two variables, and fewer than 10% use them both; the only essential difference between the two 
models  is  that when 𝛃 ൌ െ α  there a  few more  trees with  a higher  percentage of  terminal  nodes 
involving both 𝑋ଵ and 𝑋ଶ. It may also be interesting to look at the numbers of observations contained 
in the terminal nodes that involve both 𝑋ଵ and 𝑋ଶ: on average, fewer than 4% of the data in the first 
case  (𝛃 ൌ 3α/4)  and  fewer  than  7%  in  the  second  take  advantage  of  the  values  on  ሺ𝑋ଵ, 𝑋ଶሻ;  in 
contrast,  the two‐armed random forest predictor, which appears to approach the minimum mean‐
square error, uses the values on ሺ𝑋ଵ, 𝑋ଶሻ to predict every response. 
 
Figure 4. Variable  importance according  to the two‐armed random forest constructed with a sample of  size 
10,000. Importance is estimated by the average percent increases in the mean‐square error of the predictions 
on a test set of size 10,000 that result from perturbing the same test set by 1000 random permutations of the 
data on each predictor variable at a time. The ranking of the variables on the left should be compared with that 
shown in figure 1. 
These observations suggest that monitoring variable importance in conjunction with the proportion 
of terminal nodes involving each variable in a tree is a means of diagnosing the presence of variables 
such  as  𝑋ଵ  and  𝑋ଶ.  Such  a  procedure  would  work  in  the  case  𝛃 ൌ െ α  because  of  the  great 
discrepancy between the  frequency with which 𝑋ଵ and 𝑋ଶ are used and their  importance. But  in a 
case like 𝛃 ൌ 3α/4 the measure of importance provided by random forest would be misleading and 
hide the potentiality of 𝑋ଵ and 𝑋ଶ.  In order to explain this we must note  in the  first place that the 
importance  of  𝑋௝   in  a  predictor  Π  based  on  ሺ𝑋ଵ, … , 𝑋ௗሻ  can  be  defined  as  the  number  𝐼௝ሺΠሻ ൌ
100 ൈ ൛𝔼ൣ𝐿൫𝑌, Πሺ𝑋ଵ, … , 𝑋෨௝, … , 𝑋ௗሻ൯൧ െ eሺΠሻൟ/eሺΠሻ,  where  𝐿  is  a  loss  function  (typically  𝐿ሺ𝑠, 𝑡ሻ ൌ
ሺ𝑠 െ 𝑡ሻଶ),  𝑋෨௝  has  the  same  distribution  as  𝑋௝   but  is  independent  of  the  other  𝑋௜s,  and  eሺΠሻ ≔
𝔼ൣ𝐿൫𝑌, Πሺ𝑋ଵ, … , 𝑋௝, … , 𝑋ௗሻ൯൧ (if Π depends on a training data set the expectations are conditional on 
that set). Secondly, 𝐼௝ሺΠሻ can be estimated  from data, say by estimating eሺΠሻ with a  large test set 
and averaging many (say 1000) estimates of 𝔼ൣ𝐿൫𝑌, Πሺ𝑋ଵ, … , 𝑋෨௝, … , 𝑋ௗሻ൯൧ computed with perturbed 
versions of the test set obtained by randomly permuting in it the data on one predictor variable at a 
time (this is not quite the same as the method used in implementations of random forest, which for 
economy computes such estimates per tree and then averages them, but in our experience provides 
a  similar  ranking  of  importance).  Finally,  𝐼௝ሺΠሻ  depends  on  Π  and  not  just  on  ሺ𝑋ଵ, … , 𝑋ௗሻ,  so  a 
suboptimal Π need not make the best possible use of the predictor variables and may  in part hide 
their  importance.  The optimal predictor, on  the other hand, makes  the best possible use of every 
variable  and  therefore  provides  the most  faithful measure  of  variable  importance,  and  so  does  a 
consistent predictor when based on a  large  sample. Now the optimal predictor under model  (8)  is 
Π∗ሺ𝑋ଵ, … , 𝑋ௗሻ ൌ 𝛿௑భ,௑మሺ𝛼ଷ𝑋ଷ ൅ ⋯ ൅ 𝛼ௗ𝑋ௗሻ ൅ ሺ1 െ 𝛿௑భ,௑మሻሺ𝛽ଷ𝑋ଷ ൅ ⋯ ൅ 𝛽ௗ𝑋ௗሻ. Since the two‐armed 
random forest is close to the optimal predictor, we trust the variable importance estimated from it 
more than we do the variable importance estimated from a random forest. Figure 4 shows estimates 
of the variable importance in two‐armed random forests constructed from training data sets of size 
10,000 simulated according to (8) in the two cases we have been considering. While in the case 𝛃 ൌ
െ α  the essential aspect of  the ranking coincides with the one proposed by  random forest  (except 
that 𝑋ଵ and 𝑋ଶ are now recognized as even more important than the rest), in the case 𝛃 ൌ 3α/4 the 
new ranking shows that 𝑋ଵ and 𝑋ଶ are much more important than the random forest had suggested 
(cf. the top right plot of figure 1). Accordingly, the benefit of recognizing the importance of 𝑋ଵ and 𝑋ଶ 
would be quite small in the latter case and enormous in the former. 
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