Abstract. A simple geometric condition, previously known to be sufficient for analytic hypoellipticity of sums of squares of two vector fields in R 2 , is proved to be necessary for generic vector fields and for various special cases, and to be both necessary and sufficient for a closely related family of operators.
Introduction
Consider a linear partial differential operator L, representable as a sum of squares j X 2 j of finitely many real vector fields with real analytic coefficients. Under what conditions is L analytic hypoelliptic? Many examples and some partial results are known, but the techniques presently available fall far short of resolving the question. In this paper a nearly complete treatment will be given of the simplest possible case, that of two vector fields in R 2 . The main results are:
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• Formulation of a conjectured necessary and sufficient condition for analytic hypoellipticity.
• Proof of sufficiency of this condition.
• Complete reduction of the question of necessity to an eigenvalue problem for certain ordinary differential operators.
• Solution of generic eigenvalue problems, and hence proof of the conjecture for generic vector fields.
• Treatment of certain examples.
• Formulation and proof of a necessary and sufficient condition for microlocal analytic hypoellipticity of (X 1 + iX 2 ) • (X 1 − iX 2 ), under a natural pseudoconvexity hypothesis.
• Introduction of a new geometric invariant, a rational number q, associated to a pair of vector fields in R 2 . This invariant is not one of the usual ones defined in terms of Lie brackets of the vector fields.
One upshot of this analysis is that analytic hypoellipticity is rare.
Definition. Let {X 1 , X 2 }, {Y 1 , Y 2 } be two pairs of real vector fields with real analytic coefficients, defined in a neighborhood of a point p. We say that span{X 1 , X 2 } ≡ span{Y 1 , Y 2 } in a neighborhood U of p if each X j may be expressed as a linear combination, with analytic coefficients, of the Y i , and conversely each Y i may be so expressed in terms of the X j , in U .
Let X 1 , X 2 be real vector fields with C ω coefficients, defined in a neighborhood of p ∈ R 2 . Suppose that the Lie algebra generated by them spans the tangent space at p. Conjecture 1.1. L is analytic hypoelliptic in some neighborhood of p if and only if there exists a system of coordinates (x, t) with origin at p, in which span{X 1 , X 2 } ≡ span{∂ x , x m−1 ∂ t } (1.1) in some neighborhood of the origin, for some m ≥ 1.
That (1.1) implies analytic hypoellipticity is very well known in the elliptic case m = 1 and symplectic case m = 2. If a point p 0 is fixed, then within the class of all pairs of C ω vector fields for which X 1 , X 2 , [X 1 , X 2 ] are linearly dependent at p 0 but which satisfy the bracket hypothesis at p 0 to some fixed order, the condition of Conjecture 1.1 is violated generically. On the other hand, for any pair of vector fields satisfying the bracket hypothesis, the set of points p ∈ R 2 at which the condition of Conjecture 1.1 fails to hold is discrete. Theorem 1.2. Suppose that for some m ≥ 1 there exist coordinates (x, t) in a neighborhood U of 0 in which span{X 1 , X 2 } ≡ span{∂ x , x m−1 ∂ t }. Then X This is a special case of a theorem of Grušin [13] . We include a proof in Section 7 in order to show how it follows from the same point of view, and from a subset of the machinery, that we will develop in demonstrating nonhypoellipticity in other cases. With this result in hand, our aim is to prove that analytic hypoellipticity fails in all nonelementary cases.
A few definitions are required before our main results can be properly formulated. The Lie algebra generated by X 1 , X 2 is always assumed to span the tangent space. By a normalized homogeneous polynomial of degree m − 1 we will mean a function Q(x, z) of the form Definition. Two normalized homogeneous polynomials Q, P of degree m − 1 are equivalent if there exists a nonzero real constant c such that for all (x, t), P (x, t) = Q(x, ct).
Define m = m(p) to be the type of the set {X 1 , X 2 } at p. This invariant is 1 if the vector fields are linearly independent at p, and otherwise is defined to be the smallest integer such that X 1 , X 2 together with all of their iterated Lie brackets having m or fewer factors span the tangent space to R 2 at p. Denote by Q + the set of all positive rational numbers.
The following lemma will be proved in Section 2.
Lemma 1.3. Suppose that X 1 , X 2 are real vector fields with C ω coefficients defined near p ∈ R 2 . Let m ≥ 1 be their type at p. Suppose that there do not exist coordinates (x, t) with origin at p such that span{X 1 , X 2 } ≡ span{∂ x , x m−1 ∂ t } in a neighborhood of 0. Then there exist q ∈ Q + , coordinates (x, t) with origin at p, and an analytic functionΘ(x, t) of the formΘ (x, t) = x m−1 + m−3 j=0 β j (t)x j such that near 0, span{X 1 , X 2 } ≡ span{∂ x ,Θ(x, t)∂ t } with the following properties: Each β j ∈ C ω is real-valued, β j (0) = 0, each β j (t) = c j t (m−j−1)q (1 + O(|t| δ )) for some δ > 0, and at least one coefficient c j is nonzero. The quantity q is independent of the coordinate system used and choices made in its definition. The polynomial Q(x, z) = x m−1 + m−3 j=0 c j z m−j−1 x j is likewise invariant, modulo the equivalence relation defined above.
Note that necessarily c j = 0 whenever the exponent (m − j − 1)q is not an integer.
To a pair (L, p), where L = X 2 1 + X 2 2 and p ∈ R 2 , we associate a family of ordinary differential operators
depending polynomially on the complex parameter z, where Q is a member of the equivalence class of normalized homogeneous polynomials associated to L via Lemma 1.3. We say that two subsets S, S of C are equivalent if there exists a nonzero real number γ such that S = γS = {γζ : ζ ∈ S}, and denote by [S] the equivalence class of S.
Definition.
N E(L, p) = {z ∈ C : there exists 0 = f ∈ S(R) satisfying L z f ≡ 0} . (1.4) Thus N E(L, p) is an equivalence class of subsets of C, which depends only on the equivalence class of Q. We shall speak of it as if it were a genuine set, rather than an equivalence class. When we are discussing a family of ordinary differential operators L z of the form (1.3), not necessarily associated to any partial differential operator, we define E(Q) = {z ∈ C : there exists 0 = f ∈ S(R) satisfying L z f ≡ 0}; this is a set, not an equivalence class.
It is a general principle that, at least for certain classes of partial differential operators, analytic hypoellipticity is linked to global eigenvalue problems. In the present context this link may be formulated rigorously, as follows. Three pieces of evidence will be offered to support this conjecture. Firstly, in Section 5 the analogous assertion for a family of ordinary differential operators that is formally very similar to L z will be formulated and proved. Secondly, representative special cases, as listed in Proposition 1.7, will be treated. Thirdly, the conjecture will be proved to be valid for generic Q.
The following notion of genericity is natural in this discussion. Recall that a subset E of C d is said to be pluripolar if there exists a nonconstant plurisubharmonic function h :
A subset of R d is said to be pluripolar if it is pluripolar as a subset of C d . We identify the set of all normalized homogeneous polynomials Q of degree m − 1 with
In Section 5 it will be shown that Conjecture 1.5 is valid for generic Q, in this sense. This and Theorem 1.4 together have the following consequence. Theorem 1.6. For each m ≥ 3, there exists a pluripolar set B m ⊂ R m−2 such that whenever the pair {X 1 , X 2 } is of type m at p and some normalized homogeneous polynomial Q associated to L belongs to R m−2 \B m , L fails to be analytic hypoelliptic in any neighborhood of p.
The following is a list of examples for which it is relatively easy to show that E(Q) is indeed nonempty.
If at least one of the following conditions holds, then E(Q) = ∅, and consequently for any positive integer r and for either choice of the ± sign,
is not analytic hypoelliptic in any neighborhood of 0 :
We turn now to the analysis of the closely related operators
where the c j are C ω , complex valued coefficients; the lower order terms c 1 X 1 + c 2 X 2 + c 3 play no essential role. These are lower-dimensional analogues of the operators ∂ b∂ * b which arise on three-dimensional CR manifolds, and it is natural to impose a supplemental hypothesis.
Definition. {X 1 , X 2 } is a pseudoconvex pair in a neighborhood of p ∈ R 2 if either X 1 , X 2 span R 2 at p, or they are dependent at p and there exist a real, smooth vector field T transverse to span{X 1 , X 2 } at p, and smooth coefficients h, b 1 , b 2 such that [X 1 , X 2 ] ≡ hT + b 1 X 1 + b 2 X 2 and h does not change sign in some neighborhood of p.
This condition is clearly independent of T and of the choice of basis for span{X 1 , X 2 }. However, choosing T does not uniquely determine the coefficients h, b j .
If X 1 , X 2 are linearly independent at p then L is elliptic, hence analytic hypoelliptic, near p. In the linearly dependent case, assuming the bracket hypothesis to be satisfied, let (x, t) be a coordinate system with the properties of Lemma 1.3. Let (ξ, τ ) be Fourier variables dual to (x, t). The characteristic variety Σ of L is near 0 ∈ R 2 a trivial line bundle over the analytic variety V = {(x, t) ∈ R 2 :Θ(x, t) = 0} consisting of all points in the base space at which X 1 , X 2 are dependent 2 . Restricting attention to a neighborhood of 0 in which V is connected, Σ splits in a unique way as a union of two half line bundles Σ ± , where each half line has vertex at ξ = τ = 0. It will be shown in Section 8 that exactly one of these two, denoted Σ + , has a conic neighborhood Γ + in which the principal symbols σ 1 of the vector fields satisfy
for some functions µ, a 1 , a 2 such that µ ≤ 0. From this it is straightforward to deduce, following the method of Kohn [15] and exploiting the bracket hypothesis and Gårding's inequality, that L is microlocally C ∞ hypoelliptic in Γ + . Our final result characterizes microlocal analytic hypoellipticity of L in Γ + . Denote by W F a (u) the analytic wave front set, as defined in [20] . Theorem 1.8. Assume X 1 , X 2 are linearly dependent at p. Under the hypotheses of finite type and pseudoconvexity,
if and only if there exist m ≥ 2 and coordinates (x, t) with origin at p such that
2 The hypotheses of pseudoconvexity and finite type force V to have real dimension one.
Assuming pseudoconvexity, L will not be microlocally analytic hypoelliptic in any conic neighborhood of Σ − , at least in the special case where L = (X 1 +iX 2 )(X 1 −iX 2 ). Indeed, the theorem of Trepreau [25] asserts that (X 1 − iX 2 ) is not microlocally analytic hypoelliptic there, hence the composition cannot be. The proof of Theorem 1.8 will be outlined in Section 8.
The principal results of this paper were announced in [4] . The invariant q is already ubiquitous in our estimates, but in certain special cases has a deeper significance in terms of Gevrey class hypoellipticity, outlined in [4] .
The technique used here to reduce analytic (non)hypoellipticity to eigenvalue problems for ordinary differential equations is identical to that used by the author in establishing a counterexample to global analytic regularity [3] ; only the details of the formulas must be changed. Furthermore, various lemmas are contained, at least implicitly, in earlier works [5] , [6] , [8] . Therefore this paper is not entirely self-contained.
Coordinates and canonical forms
In this section we prove Lemma 1.3. Assume that X 1 , X 2 are linearly dependent at p ∈ R 2 . The Lie bracket hypothesis ensures that at least one of X 1 , X 2 does not vanish at p, so there exists a C ω coordinate system (x, t) with origin at p in which span{X 1 , X 2 } ≡ span{∂ x , a(x, t)∂ t } for some a ∈ C ω . By the Weierstraß preparation theorem, this span is in turn equal to the span of ∂ x andΘ(x, t)∂ t , for someΘ ∈ C ω of the formΘ
for some m ≥ 1, where each β j ∈ C ω is real-valued and β j (0) = 0. Matters may be further reduced to the case where β m−2 ≡ 0 by a change of variables (x, t) → (x − (m − 1) −1 β m−2 (t), t), and we shall always do so. Thus
From the expression forΘ one finds that the quantity m defined in this way equals the type as defined in Section 1.
Define τ j to be the order of vanishing of β j at t = 0, that is,
The lowest order part ofΘ will be denoted by Θ.
Definition. If q < ∞,
where
In either case, the normalized homogeneous polynomial Q associated to L is
If m = 2 then necessarily q = ∞, and L is analytic hypoelliptic by the well known theorems on the symplectic case.
To complete the proof of Lemma 1.3, it remains only to show that q, Q are invariant in the required sense. Assume that {X 1 , X 2 } is of finite type, but is linearly dependent at the origin. Let (x, t),Θ, q and Θ be as defined above. Denote by (y, s) some other system of coordinates, with the same origin as (x, t). We regard y, s both as coordinates, and as functions of (x, t).
The type m at 0 is an invariant, being intrinsically defined as 1 if X 1 , X 2 are independent at 0, and otherwise as the minimal length of any Lie bracket of X 1 , X 2 that is not in their span at 0. Suppose that the span of {X 1 , X 2 } equals the span of {∂ y ,Φ(y, s)∂ s } in a neighborhood of 0, and thatΦ = y m−1 + j≤m−3 γ j (s)y j where each γ j (0) = 0. ThenΦ(y, s) = h(y, s)Θ(x, t) for some analytic function h that does not vanish at 0. Our task is to show that the polynomial Φ associated toΦ as in (2.2) is identical to Θ. Observe that s = ct + O(t 2 , xt, x m ) for some c = 0. Indeed, consider any monomial D = V 1 V 2 . . . V n where each V i has smooth coefficients and belongs to the span of X 1 , X 2 at every point of a neighborhood of 0. To avoid confusion of notation define a function f by f (x, t) = s. If n < m then D(f ) must vanish at the origin, as is seen by writing each V i as a linear combination of ∂ y and ofΦ(y, s)∂ s . Choosing D to equal ∂ n x in turn for each n < m forces s = f (x, t) to have the required form for some constant c. Since the differential of f cannot vanish, c must be nonzero.
The situation is symmetric, so we have likewise that t = cs + O(s 2 , ys, y m ) for some nonzero c. A further consequence is that x = ay + O(s, ys, y
2 ) for some a = 0. Consider first the case where x = ay + bs r + O(y 2 , ys, s r+1 ) for some r ≥ 1 and b = 0. Consider the subcase where r < q. To each monomial y α s β assign weight α + r −1 β. Expand h ·Θ as a formal Taylor series in powers of y, s at 0, and consider the weights of those monomials in this expansion that might have nonzero coefficients. For 0 ≤ j ≤ m − 3,
When this is expanded, no terms of weight < m − 1 − j arise, and the sum of all terms of weight equal to m − 1 − j is (ay + bs r ) m−j−1 . Since β j (t) = O(t jq ), each monomial in its expansion has weight > jq/r, and hence each monomial in the expansion of β j (t)x m−j−1 has weight ≥ (m − 1 − j) + jq/r, which is strictly greater than m − 1. Consequently the same goes for the expansion of h · β j (t)x m−j−1 , and similar reasoning gives the same conclusion for (h − h (0) If r = q, the same reasoning leads to the conclusion that again, no monomials of weights < m−1 occur, and that the sum of all monomials of weight m−1 is h(0)Θ(ay+ bs q , cs). The coefficient of y m−2 in this polynomial is still (m − 1)a m−2 bh(0)s q , so the same contradiction is reached.
The only remaining cases are where either r > q, or x = ay + O(y 2 , ys, s N ) for all N . Define the weight of any monomial y α s β now to be α + q −1 β. Then the same reasoning as above leads to the conclusion that no monomials of weight < m − 1 occur with nonzero coefficients in the Taylor expansion ofΦ, and moreover that the sum of all terms of weight m − 1 equals h(0)Θ(ay, cs).
WritingΦ(y, s) = y m−1 + j≤m−3 γ j (s)y j , it follows that γ j (s) = O(s (m−1−j)q ) for all j. Therefore ifq denotes the quantity obtained by applying the definition of q in the coordinates (y, s), we find thatq ≥ q. The situation is symmetric, so likewise q ≤q.
Analytic preliminaries
Many works establishing the failure of various operators L to be analytic hypoelliptic have been based on the construction of one-parameter families of solutions, or approximate solutions, of Lu = 0, which violate certain a priori inequalities implied by analytic hypoellipticity. The proof of Theorem 1.4 takes an alternative course introduced in [3] ; it is a proof by contradiction, rather than by contraposition. We suppose L to satisfy the hypotheses of the theorem, and to be analytic hypoelliptic. A general principle based on the closed graph theorem, Lemma 3.1, asserts that if L is analytic hypoelliptic and satisfies mild auxiliary hypotheses then for each analytic datum F there exists a solution G of LG = F near a point x 0 , satisfying certain bounds in terms of F .
Instead of constructing approximate solutions, we will prescribe a particular oneparameter family of data F λ , and will consider the exact solutions G λ of LG λ = F λ guaranteed by Lemma 3.1. These solutions are not constructed by comparing L to some model operator and using an Ansatz plus correction terms, or by other means, and consequently little is known about them at the outset of the analysis. The equation LG λ = F λ and the a priori bounds of Lemma 3.1 will be shown to imply stronger bounds, from which it will be deduced that G λ is in fact approximated in a certain region by the solution of a related model equation. By combining this approximation with the a priori bounds we will deduce that G λ must have an isolated singularity at a point z λ which tends to 0 as λ → ∞, and which takes the form ζλ −r where r > 0 is determined by the invariants m, q and ζ is any solution of an associated nonlinear eigenvalue problem, the existence of such a solution being a hypothesis of Theorem 1.4. This will contradict the uniformity of the regionŨ in Lemma 3.1.
The following lemma is the starting point. Results of this type originate in work of Oleȋnik and Radkevič [19] ; see the proof of Theorem 1 of [19] , or that of Lemma 4.1 of [3] A different kind of result in the same spirit was introduced by Métivier [18] . 
and
Fix now any operator L that satisfies the hypotheses of Theorem 1.4. Adopt coordinates (x, t) as described in Lemma 1.3. Let m be the type at p = 0. Assume that L is not elliptic at 0, and moreover that q < ∞, which implies that m ≥ 3. To simplify notation let E = E(Q) = N E(L, 0). Let E 1/q be the set of all q-th roots of elements of E(Q); recall that q is rational.
Write
where P is a C ω function of (x, t) and is an elliptic polynomial of degree 2 with respect to ∂ x ,Θ∂ t . More concretely,
for certain real valued, C ω coefficients a i,j , where the two by two matrix with entries a i,j (x, t) is nonsingular for every (x, t) sufficiently close to 0.
Fix an entire holomorphic function Ψ of one complex variable, not identically zero, satisfying Ψ(z) = O(exp(C|z| m )) for all z ∈ C and Ψ(z) = O(exp(−|z| m )) for all z in some conic neighborhood of R; such functions exist for each m [11] . When m is even, it suffices to set Ψ(z) = exp(−Cz m ). Denote by a, b ∈ R constants to be chosen in the course of the proof of Theorem 1.4, and set ψ(
Suppose L to be analytic hypoelliptic in some neighborhood of the origin. As is well known, the bracket hypotheses implies that L satisfies a subelliptic estimate and hence is locally solvable. Invoke Lemma 3.1 to obtain solutions G λ (x, t) of LG λ = F λ in some fixed neighborhood of the origin in C 2 , for all positive real λ, with
The bound C exp(Cλ m ) is also satisfied by v λ , and hence by Cauchy's inequalities is satisfied by each of its partial derivatives, with constants C depending on the order of the derivative but not on λ. The equation satisfied by v λ is
where for each ε > 0 there exist δ > 0 and C < ∞ such that for all sufficiently large λ ∈ R + , for all |y| ≤ λ 1−ε and s in any fixed complex neighborhood of 0, for any α, β ≥ 0,
This follows directly from the fact thatΘ = Θ plus terms of higher weight. Define
we arrive at the equation
Our plan is essentially to analyze the equation B λ u λ = ψ by a Neumann series argument, writing formally B
s . Thus we require bounds on both A s . The operator A s may be regarded in either of two ways, as an ordinary differential operator, acting on functions of y and depending on the parameter s ∈ C, or as acting on functions of both variables (y, s). For the present we view it in the former light.
is thus the usual set of nonlinear eigenvalues for the family of ordinary differential
of (equivalence classes of) measurable functions f : R → C for which the following norms are finite:
Likewise for any open set D ⊂ C define the spaces H k ρ (R × D) to consist of all (equivalence classes of) functions of (x, z) ∈ R × D that are holomorphic with respect to z, for which the following norms are finite:
Lemma 3.3. For any normalized homogeneous polynomial Q having real coefficients, the set E(Q) is discrete, and
Proof. That E(Q)∩R = ∅ follows from positivity of the ordinary differential operator, for ζ ∈ R. Indeed, for any f in the Schwartz class,
because Q has real coefficients and does not vanish identically as a function of x for any ζ. Hence E ∩ R = ∅. The same reasoning applies to the set E 1/q of nonlinear eigenvalues associated to the family of operators A z , because Θ(x, z) is likewise real valued whenever x, z are real.
As was proved in [5] for similar families of operators, E(Q) is equal to the set of all zeros of an entire holomorphic function; see also Section 6 below. Since E(Q) = C, E(Q) must be discrete.
Proof. This follows from the method of [3] , once it is shown that the (two dimensional) nullspace of A ζ contains no functions that are O(exp(−δ|x| m )) for some δ > 0, since any function in the nullspace of A ζ either decays at such a rate as |x| → ∞, or tends to ∞ in modulus as x → +∞ or as x → −∞. The hypothesis that K does not intersect
2 has no such solutions, for any ζ ∈ K. To relate A ζ to this operator, write
2 where α, β, γ ∈ R, α, γ are positive, β 2 < αγ, and Θ denotes both a function and the operator defined by multiplication by that function. Fix a polynomial R(x, z), with real coefficients, satisfying ∂R/∂x = Q(x, z), and consider
The coefficient α −1 β 2 − γ is negative. Dilating both variables x, ζ by appropriate factors and multiplying the operator by a constant reduces it to
2 . Now the factor exp(iβR(x, ζ)/α) may not be a bounded function of x when ζ is not real, but since R has real coefficients and β/α is real, this factor and its inverse are O(exp(C|x| m−2 )) for ζ in any compact set and x ∈ R. Therefore since
has no solutions bounded by exp(−δ|x| m ) as x → ±∞, no matter how small the exponent δ, neither has A ζ .
The proofs of the remaining lemmas of this section are essentially identical to those in Section 3 of [3] , and will not be repeated here. Define Ψ a,b (x) = exp(iax)Ψ(x − b). Lemma 3.5. Suppose that Ψ is a Schwartz function that does not vanish identically. For each ζ 0 ∈ E 1/q , for any circle Γ centered at z 0 whose closure contains no other points of
The proof relies on the fact that the span of all functions Ψ a,b is dense in L 2 (R). Otherwise it is essentially the same as the proof of Lemma 3.2 of [3] .
Then for 0 = τ in a small conic neighborhood of R,
Lemma 3.6. If τ belongs to a sufficiently small conic neighborhood of R then for any ζ ∈ C, A ζ,τ annihilates some nonzero Schwartz class function if and only if
ρ is invertible, for all sufficiently small |ρ|. This holds uniformly for any compact set of such (ζ, τ ).
Lemma 3.7. There exists a conic neighborhood of R that is disjoint from E 1/q .
Necessity: Reduction to eigenvalue problems
This section contains the core of the proof of Theorem 1.4, which asserts that analytic hypoellipticity fails to hold whenever a set of eigenvalues is nonempty. Recall that B λ u λ = ψ, and
for all |y| ≤ cλ and |s| ≤ C 1 , for some C 0 < ∞, where (y, s) ∈ R × C and C 1 may be taken to be as large as we wish provided that λ and C 0 are sufficiently large. Here ∇ denotes the gradient in both variables y, s.
Assume that E 1/q is nonempty, as hypothesized in Theorem 1.4, and fix any ζ 0 ∈ E 1/q having strictly negative imaginary part. E =Ē because the coefficients of Q are real, and E 1/q ∩ R = ∅, so such a point exists. Define Γ = {|s − ζ 0 | = r} to be a circle centered at ζ 0 , contained in the open lower half plane, such that the intersection of E 1/q with the closed disk bounded by Γ contains only the point ζ 0 . Consider (y, s) ∈ R × Γ, and write s = ζ 0 + re iθ . When acting on restrictions to R × Γ of functions holomorphic with respect to s, B λ takes the form
where Θ + R λ is evaluated at (y, ζ 0 + re iθ ) = (y, s). Denote by B * λ the transpose of
, where functions of s ∈ Γ are identified with periodic functions of θ, |θ| ≤ π. Thus
and where a i,j denotes also the operator defined by multiplication by the function a i,j . Let σ, ϕ be as in Lemma 3.5. The proofs of the next two lemmas will be discussed at the end of this section.
Lemma 4.1. There exist ρ, δ, ε, C ∈ R + such that for each sufficiently large λ ∈ R
The next lemma is conditional in nature; we will soon see that u λ cannot satisfy its conclusion, hence must not satisfy its hypotheses. Lemma 4.2. Suppose that B λ u λ = ψ and that u λ satisfies the bound (4.1). Then for any C 1 < ∞ and µ, ε, > 0 there exists C < ∞ such that for all sufficiently large λ and all |s| ≤ C 1 ,
Theorem 1.3 may now be proved, as follows. Suppose that L were analytic hypoelliptic in some neighborhood of the origin. Define F λ as in Section 3, solve LG λ = F λ as in Lemma 3.1, and define first u λ and then v λ as was done following Lemmas 3.1 and 3.2, respectively. Then Lemma 4.2 yields a strong bound for u λ . Let f be an approximate solution for the adjoint operator B * λ , satisfying the conclusions of Lemma 4.1. Define
Then ω = 0 since u λ is holomorphic with respect to s. We will prove that
for some c 0 = 0 and δ > 0, thus arriving at a contradiction.
Choosing µ in Lemma 4.2 to be less than δ in Lemma 4.1, and in Lemma 4.2 to be less than ρ in Lemma 4.1,
for some ε > 0, by (4.2) and (4.5). Because f has compact support with respect to y and Γ has no boundary, it is permissible to integrate by parts to rewrite the last line as
Note that for each s ∈ C, A s is its own transpose. Therefore
where c 0 = 0 by Lemma 3.5. We next prove Lemma 4.1. It is convenient for B * λ to be globally defined, on the Cartesian product of R with a complex neighborhood of Γ. This can be accomplished as in the first paragraph of the proof of Lemma 5.1 of [3] : Fix a constant ε 0 > 0 satisfying
Extend the coefficients a i,j (λ
1−ε 0 , and so that for
Similarly, R λ may be extended so that
for all |y| ≤ λ 1−ε 0 , |s| ≤ C. Let Λ ∈ R + be a large constant to be chosen below, and given any large
Thus the remainder E represents all contributions of ∂ s . A s and K will be regarded both as ordinary differential operators depending holomorphically on the parameter s, and as operators acting on functions of (y, s) that are holomorphic with respect to s. For all sufficiently small ρ > 0,
, uniformly in all parameters, because the distance between the boundaries is at least Λλ −p , so
Moreover, the norm is O(λ −p ) for j = 0, since the distance from ∂Ω 0 to ∂Ω 1 is independent of λ. From this, from the definitions of the norms, and from straightforward computation there follows the first conclusion of the following lemma.
Lemma 4.3. The remainder terms K, E satisfy the following bounds.
for some ε > 0, as λ → +∞. For j = 0, it is O(λ −ε ). Secondly,
for some ε > 0, as λ → +∞. These bounds hold for all |ρ| ≤ ρ 0 1, uniformly in λ, j.
The
Lemma 4.3 implies
for all j ≥ 1, and
Thus if Λ is chosen to be greater than 2C for the constants C in (4.8) and (4.9), the fact that N ≥ cΛ −1 λ p may be used to conclude that
3) follows by summing over j, if Λ is chosen to be sufficiently large. And 
2 , and recall that E(Q) denotes the set of all nonlinear eigenvalues of the family of operators L z . This section contains various results connected with Conjecture 1.5, which says that E(Q) = ∅ if and only if Q(x, z) ≡ x m−1 .
This is implied by other results, for L = ∂ Proof. L z does not depend on z, and we have already remarked that E(Q) ∩ R is always empty.
Before discussing the proofs of Theorem 1.6 and Proposition 1.7, we introduce a closely related class of nonlinear eigenvalue problems for which we are able to prove the analogue of Conjecture 1.5. Let Q be any normalized homogeneous polynomial, with real coefficients, of odd degree m − 1. Define 
exp(−2P (y, z))dy, which tends to 0 as x → +∞. If Q(x, z) = (x − cz) m−1 then a change of the contour of integration reveals that W (z) = c 1 exp(c 2 z m ) for some constants c j , so W has no zeros.
Since P is a polynomial of even degree with positive leading coefficient independent of z, W is clearly an entire holomorphic function. For any z ∈ C,
so W is of finite order, and its order does not exceed m. Any entire function of finite order with no zeros must be of the form exp(R(z)) for some polynomial R, so in order to prove that W must have zeros, it suffices merely to obtain sufficient information on the asymptotic behavior of W as R z → +∞ to rule out W = e R . Restrict attention for the remainder of the proof to the case where z ∈ R + . Substituting x = zy yields
. . x N be those real points at which Q(x j , 1) = 0 and −P (x j , 1) = η. Since P has even degree, real coefficients, and negative leading coefficient, −P has at least one global maximum, so there exists at least one such point x j .
These points determine the asymptotic behavior of W (z) as z → +∞. To compute the asymptotics choose 0 < δ < 1 2 min i,j |x i − x j |. Then for some ε > 0,
by straightforward majorization. For each j, let k j be the smallest integer for which ∂ k j P (y, 1)/∂y k j , evaluated at y = x j , is nonzero. Since −P (y, 1) has a local maximum at x j , each k j must be even, and the derivative P (k j ) (x j , 1) is strictly positive. By the method of real stationary phase,
where each c(k j ) is strictly positive. Defining k = max k j , we find that as R
for some c, ε > 0. Thus the logarithm of W , restricted to R + , cannot be a polynomial unless 1 − m/k = 0. In that event k = m, that is, y → P (y, 1) has a zero of order m at some x j . Since P is a polynomial of degree m, this is only possible if P (y, 1) takes the form c(y − x j ) m . Thus because of the normalizations already imposed on Q, Q(y, 1) ≡ y m−1 .
Our next result concerns the ordinary differential operators L z = −∂ 2 x +Q(x, z) 2 , for generic Q. Generalize the setting by permitting the coefficients of Q to be complex, and the coefficient of x m−2 to be nonzero. 4 The definitions of L z and of E(Q) still make sense. Proposition 5.3. Suppose that for some n ≥ 1, for each 0 ≤ j ≤ m − 2 there is given an entire holomorphic function g j : C n → C. Set
and E ζ = {z ∈ C : there exists 0 = f ∈ S(R) such that L ζ z f = 0}. Suppose that there exists ζ 0 ∈ C n for which E ζ 0 = ∅. Then
in the sense that the set of ζ ∈ C n for which E ζ = ∅ is pluripolar.
5
For the normalized homogeneous polynomial Q(x, z) = x m−1 − z m−1 , E(Q) is already known [8] to be nonempty. Therefore, taking n = m−2 and defining g m−2 ≡ 0 and g j (ζ) = ζ j for all 0 ≤ j ≤ m − 3 where ζ = (ζ 0 , . . . ζ m−3 ) ∈ C m−2 , we obtain the following corollary. We turn to the detailed analysis of the nonlinear eigenvalue problem for
2 , assuming always that Q is normalized, homogeneous, and has real coefficients. Define P (x, z) = x 0 Q(y, z) dy.
Lemma 5.5. Suppose that m is even. For each z ∈ C there exist unique entire holomorphic functions x → ψ ± z (x), depending holomorphically on z and on the coefficients c j of Q for fixed m, satisfying L z ψ ± z = 0 and
Any solution f of L z f = 0 on the real axis either tends to ∞ in modulus as x → +∞, or is a scalar multiple of ψ + z . Likewise any solution either tends to ∞ in modulus as 5 I am indebted for this device to a paper of D. Barrett [2] ; it is a general idea in spectral theory [1] .
x → −∞, or is a scalar multiple of ψ − z . For any Q, the asymptotics (5.3) remain valid for all x in some conic neighborhood of R.
If m is odd then all assertions remain valid if the asymptotics for ψ − z are changed to
For each Q there exists C < ∞ such that
Lemma 5.6. Let Q be fixed. There exists C < ∞ such that for all z ∈ C and all x ≥ C + C|z|, for k = 0, 1,
The corresponding bound holds for ψ − z (x) for all x ≤ −C − C|z|. These two lemmas are proved as in [5] and as in the proofs of Lemmas 6.1 and 6.4 below, by rewriting the ordinary differential equation as a first order system, diagonalizing the system modulo a coefficient matrix that is suitably small for large |x|, and solving an integral equation. Holomorphic dependence on the coefficients c j is not addressed in Lemmas 6.1 and 6.4, but follows directly from their proofs.
Central to our analysis is the Wronskian
The function W in the proof of Theorem 5.2 may be interpreted as such a Wronskian.
Corollary 5.7. W has the following properties.
1. W depends holomorphically on z and on the coefficients c j of Q.
z ∈ E(Q) if and only if
Proof. The first two conclusions follow directly from Lemma 5.5. The third requires a small additional argument in order to pass from upper bounds on ψ ± z at ±C|z|, respectively, to bounds at 0. Assume |z| to be large, Lemma 5.5 guarantees that ψ n , E ζ = {z ∈ C : W (z, ζ) = 0}. Thus the exceptional set of all ζ for which there exist no nonlinear eigenvalues z equals the set of all ζ for which z → W (z, ζ) has no zeros. By hypothesis, there exists at least one ζ 0 for which W (z, ζ 0 ) has at least one zero. Therefore the set of all ζ ∈ C n for which there are no zeros is pluripolar [1] .
Analysis of special cases
This section is devoted to the proof of Proposition 1.
is an entire holomorphic function of z k , so
is independent of the choice of k-th root, and hence is also entire holomorphic. By Corollary 5.7, |W(z)| ≤ C exp(C|z| m/k ) for all z ∈ C. There are now two difficulties. Firstly, a superficial examination of [5] , [8] might lead one to expect a lower bound |W (z)| ≥ c exp(c|z| m ) for all z ∈ R, but this is false 6 for Q = x 2 + z 2 . Secondly, whereas the strategy in [5] and other closely related works was to show that W is an entire function of nonintegral order and hence must have zeros, it turns out that for the class of examples contemplated in Proposition 1.7, W is indeed an entire function of the expected order m/k, but this order may be integral. In that case a more refined analysis is required; this same point arose in the proof of Theorem 5.2 above.
Factor
As in the proof of Theorem 5.2, the zeros of R x → Q(x, z) are the key to the asymptotic behavior of W (z), for z k ∈ R. Assume always that z k ∈ R. Then x → Q(x, z) has two zeros when k is odd, and has either one zero or three, depending on the sign of z k , when k is even. The differential equation is ∂ is a positive, convex, decreasing function of x on the whole real axis. Likewise ψ − z is positive, convex, and increasing. Consequently
Thus in order to derive a lower bound for W (z), it suffices to derive lower bounds for ψ + z and for
Lemma 6.1. There exists c > 0 such that
for all sufficiently large z ∈ R + . If k is even, so that Q(−z, z) = 0, then likewise
for all sufficiently large z ∈ R + .
Since ψ
by monotonicity, these same bounds hold at x = 0, as well. In particular, the lemma implies that W (z) ≥ exp(cz m ) as z → +∞, when k is even. More generally, it implies such a lower bound for W whenever we can show that for some finite exponent N ,
Proof of Lemma 6.1. The analysis of ψ − z (−z) for even k is completely parallel to the analysis for ψ + z (z), so we treat only the latter. Set σ = (m − 2)/2.
We will prove that for all sufficiently large ρ ∈ R + , for all x ≥ z + ρz −σ , for k = 0, 1,
uniformly in x, z for all sufficiently large z ∈ R + . Since |P (z +ρz −σ , z)−P (z, z)| ≤ C ρ uniformly for z ≥ 1, since Q(z + ρz −σ , z) ≥ cz −N for some finite N , and since ψ + z is a decreasing function of x, this would imply that
for some c > 0 as z → +∞, as desired.
To simplify notation in the proof, write ψ = ψ + z , Q(x), P (x) for Q(x, z), P (x, z), and write f for ∂f /∂x. To prove (6.2) set
in which region Q is always nonzero. If ρ is chosen to be sufficiently large, then for all sufficiently large z and all x ≥ z + ρz −σ , 0 < Q (x, z)/Q 2 (x, z) ≤ ε(ρ) where ε(ρ) → 0 as ρ → +∞; this calculation is contained in the proof of Lemma 6.2 below. We assume always that x ≥ z + ρz −σ , where ρ is sufficiently large. S is then clearly invertible, and
This formal matrix calculation and others below may be found in [6] , and the details will not be reproduced here.
The column vector v satisfies the first order system of equations
and E is a continuous matrix valued function satisfying
That is, each entry of E satisfies this upper bound, uniformly in x, z for x ≥ z + ρz 
Denote by ε(ρ, z) any quantity that tends to zero as min(ρ, z) → ∞; this quantity is permitted to change from one line to the next.
Lemma 6.2. The remainder coefficient matrix E satisfies
Proof. Write A ∼ B to mean that A, B are positive quantities whose ratio is bounded above and below by positive constants independent of z, provided that z is sufficiently large. Assume always that x ≥ z 1. Then
where all derivatives indicated are taken with respect to x. Recalling the pointwise bound (6.5) for E, we obtain
For each x ≥ z + z −σ introduce the norm
on the space of all continuous 2 dimensional column vector valued functions on [x, ∞).
for all f for which the right hand side is finite, uniformly for all z ≥ 1 and uniformly in x. Moreover C ρ → 0 as ρ → +∞.
Proof. Suppose that f * ,x ≤ 1. Then
by Lemma 6.2, because e −P and Q −1/2 are both decreasing functions of x for x ≥ z.
If ρ is chosen to be sufficiently large, then we find that the map f → w − T f is a strict contraction on the space of all continuous functions on [z + ρz −σ , ∞) for which f * ,[z+ρz −σ ] is finite. Therefore by the contraction mapping principle, there exists a unique solution of the integral equation (6.7) for which this norm is finite. We define v to be that solution.
It follows from the same reasoning together with the second conclusion of Lemma 6.2 that
for all y ≥ z + ρz −σ , where ε(ρ) → 0 as ρ → ∞. Defining u = Sv, u satisfies the differential equation u = Au. Thus
for all x ≥ z + ρz −σ , since |Q |/Q 2 → 0 as ρ → ∞ in that region, uniformly for z ≥ 1. ψ + z is defined (for large z ∈ R + ) in terms of u by equation (6.3). In particular,
, this is bounded below by e cz m for some c > 0, as z → +∞. This concludes the proof of Lemma 6.1.
Lemma 6.4. If k is odd then there exist C, N ∈ R
+ such that for all z ≥ 1,
and the same holds for
Proof. Consider first the case where m is even. Let B, E, W, S, Λ be as defined in the proof of Lemma 6.1.
and denote by v a putative solution of the integral equation
We again have
Indeed, for z ≥ 1 and x ≤ 0,
Because k is odd, |Q| −1/2 e −P is a monotone increasing function on (−∞, 0]. Therefore for x ≤ 0, for any f with finite * , x norm,
Consequently, when ρ, z are both sufficiently large, T is a strict contraction on the space of all continuous two dimensional column vector valued functions f having finite * , −ρz −σ norms, and so there exists a unique solution with finite norm, v, of the integral equation
Defining u = Sv, we have
Lemma 6.6. If k is even then there exist C, N ∈ R + such that whenever z k ∈ R − and |z| sufficiently large,
Proof. For x ∈ R and z
may therefore be treated as was ψ − z in Lemma 6.4, for x ≥ 0 in the case of the plus sign, and for x ≤ 0 in the case of the minus sign.
Lemma 6.7. For any m ≥ 2 and k ≥ 1,
/m , so the * , x norms are slightly different though they are defined by the same formal expressions. |e −P | and |Q| are still monotone. The proof is thus nearly identical to that of Lemma 6.4.
With these lemmas in hand we now prove Proposition 1.7. Any entire holomorphic function F of finite, strictly positive order either has infinitely many zeros, or takes the form exp(R) for some polynomial R whose degree equals the order of F . From Corollary 6.5 we know that in all cases of Proposition 1.7, W is an entire function of order exactly m/k. Hence if m/k is not an integer, W must have zeros.
Note that whenever k is odd, W is an even function, since ∂ are invariant under the substitution (x, ζ) → (−x, −ζ). Consequently if W had no zeros and hence equalled exp(R) for some polynomial, R would also have to be even, and hence R would have to have even degree, so m/k would be forced to be even. Suppose m is odd. If k is even, then m/k is not integral, so W has zeros. If k is odd, then m/k is odd, and hence by the preceding paragraph, W must have zeros.
Suppose k is even. By Lemma 6.6, |W(ζ)| and its reciprocal have at most polynomial growth as R
There exists no polynomial R of degree m/k such that exp(R(ζ)) behaves in this way, so W cannot have a polynomial logarithm, hence must have zeros.
Suppose m is divisible by 4. By the preceding paragraph it suffices to examine the case where k is odd. Then the order m/k of W is also divisible by 4. Suppose W = exp(R) where R is a polynomial. Then since |W(ζ)| ≥ exp(c|ζ| m/k ) for large ζ ∈ R + , we have Re(R(ζ)) ≥ c|ζ| m/k for large ζ ∈ R + , for some c > 0. Since the degree m/k of R is divisible by 4, this forces Re(R(ζ)) ≥ |ζ| m/k /2 whenever ζ ∈ iR has sufficiently large modulus. This contradicts Lemma 6.7. The proof of Proposition 1.7 is therefore complete.
Sufficiency
In this section we outline a proof of Theorem 1.2. The method is a straightforward combination of the FBI transform with a subset of the machinery used in Section 4 to prove the negative results.
Define an FBI transform of any compactly supported function by
It will always be assumed that |ξ| ≤ |τ |. For any point p = (x 0 , t 0 ; ξ 0 , τ 0 ) ∈ T * R 2 with |ξ 0 | < |τ 0 |, p belongs to the complement of W F a (u), the analytic wave front set of u, if and only if there exist ε > 0 and a conic neighborhood Γ of p such that
for all (x, t; ξ, τ ) ∈ Γ [20] . Fix a coordinate system in which the span of {X 1 , X 2 } coincides with the span of {∂ x , x m−1 ∂ t }. Suppose that Lu ∈ C ω in some neighborhood U of 0; we wish to prove that u ∈ C ω in the intersection of U with a fixed neighborhood U 0 of 0. Analyticity at other points follows by ellipticity where x = 0, and by a change of coordinates to reduce the case x = 0 to x = t = 0. Since L is C ∞ hypoelliptic, u ∈ C ∞ near 0. The analytic wave front set of u is contained in the union of the characteristic variety Σ of L with the analytic wave front set of Lu [20] , [14] . In our coordinates, Σ is simply {(x, t, ξ, τ ) : x = ξ = 0}. Thus in order to prove that u ∈ C ω (U ∩ U 0 ), it suffices to prove that (7.2) holds for all (x , t ) in any fixed compact subset of U ∩ U 0 and for all (ξ, τ ) satisfying |ξ| ≤ |τ |.
Fix any (ξ, τ ) satisfying |ξ| ≤ |τ | and a point (x , t ) near 0. Define a differential operator L τ , acting with respect to the variables (x, t) and depending on the parameters (t , τ ), by
2 ) and L * denotes the transpose of L. The notation L τ is misleading because the operator depends on t as well, but the dependence on τ is of greater importance.
The following lemma is analogous to Lemma 4.1. Denote by D δ the open disk in C of radius δ, centered at the origin.
Lemma 7.1. For any sufficiently small δ > 0 there exist C, ε ∈ R + such that for each (x , t ) ∈ R 2 satisfying |(x , t )| ≤ δ/8 and for each (ξ, τ ) ∈ R 2 satisfying |ξ| ≤ |τ |, there exists a function g = g (x ,t ,ξ,τ ) (x, t) defined for (x, t) ∈ (−δ, δ) × D δ and holomorphic with respect to t, satisfying the equation
with the bounds |g(x, t)| ≤ Ce −ε|τ | for all |x| ≥ δ/4 and t ∈ D δ (7.4)
Proof of Theorem 1.2. Granting the lemma, and supposing that Lu ∈ C ω near 0, there exist δ and a C ∞ function v supported in (−δ, δ)×(−2δ, 2δ), such that Lv ≡ Lu for all (x, t) ∈ R 2 satisfying |x| ≤ δ/2 and |t| ≤ δ. Consider any (ξ, τ ) satisfying |ξ| ≤ |τ |, and suppose for simplicity of notation that τ > 0. Consider likewise any (x , t ) ∈ R 2 sufficiently close to the origin. Then writing g = g (x ,t ,ξ,τ ) ,
Replace the two dimensional contour of integration by the contour in R × C parametrized by (x, t) → (x, t + ih(x, t)) where h is smooth, takes values in (−1/2, 0], is identically equal to zero where |(x, t)| ≥ δ/2, and is strictly negative but small where |(x, t)| < δ/2. Since Lv is a holomorphic function of t where |(x, t)| < δ/2, we obtain
where J(x, t) = 1 + i∂h/∂t. Where |(x, t)| ≤ δ/2, both Lv(x, t i h) and g(x, t + ih) are bounded uniformly in (x , t ; ξ, τ ), while the real part of
2 ]τ , which is ≤ −ετ for some ε > 0, provided that (x , t ) lies in a sufficiently small neighborhood of 0 that is independent of ξ, τ . Thus the exponential factor in the integral is O(exp(−ετ )), hence so is the integrand.
Where |x| ≥ δ/4, both Lv and the exponential factor are still O(1), and g is O(exp(−ετ )). Lastly, where |t| ≥ δ/4, the exponential factor is O(exp(−ετ )) and Lv, g are O(1). Thus Fv(x , t ; ξ, τ ) = O(exp(−ετ )), as desired.
The proof of Lemma 7.1 is parallel to that of Lemma 4.1, with one essential difference: the real part ofΘ(x, t)
2 is nonnegative for all (x, t) in some neighborhood of 0 in R × C if (and only if) Θ(x, t) ≡ x m−1 . Consequently the proof of Lemma 4.1 may be executed in a fixed neighborhood of 0 with respect to the t coordinate, rather than in a neighborhood that shrinks to {0} as τ → ∞. This in turn allows us to carry out the Neumann series to cτ terms, rather than to cτ p/m terms, resulting in an error that is O(exp(−ετ )), rather than merely O(exp(−ετ p/m )) where p/m = 1 − (mq) −1 . Denote by D any open disk in C centered at the origin. The Sobolev spaces appropriate for the Neumann series argument in the present context are as follows:
where η ∈ C ∞ 0 is nonnegative, η(x) ≡ 0 for all |x| ≤ δ/8 and η(x) > 0 for all |x| ≥ δ/4. The parameter ρ is to be chosen to be positive but sufficiently small, and is independent of τ .
In order to work in these spaces we must modify L so that its coefficients are defined for all (x, t) in the Cartesian product of R with a complex neighborhood of 0, and are holomorphic with respect to t.Θ(x, t) is identically equal to x m−1 near 0, so we extend it to equal x m−1 everywhere. L takes the form (a 1,
near 0, so it suffices to extend the coefficients a i,j to R×C so that they are independent of x outside a small neighborhood of the origin, and so that the coefficient matrix (a i,j ) is real and invertible everywhere on the product of R with a small real neighborhood of 0, and depends holomorphically on t in R × D δ for some δ > 0. After conjugation, ∂ t takes the form
where the coefficients a i,j and b i are real and analytic. Then the conjugated operator L τ takes the form
Define the ordinary differential operators
which depend on the parameters t, t , τ . Define an operator A, acting on functions of (x, t) ∈ R × D that are holomorphic with respect to t in a small disk D ⊂ C centered at 0, by letting A t act with respect to the variable x, for each t.
Lemma 7.2. For all t, t ∈ C and ρ ∈ R sufficiently close to 0 and all sufficiently large τ ∈ R + , the map
is invertible, uniformly in t, t , τ . For all sufficiently small t , δ, ρ and sufficiently large τ , the map
is invertible, uniformly in t , δ, τ .
Proof. The main point is the inequality
for all φ ∈ C 2 0 (R). (7.6) To prove this, consider
for some c, C ∈ R + , provided that |t − t | is sufficiently small. Since
the last inequality plus Cauchy-Schwarz lead to
for some c > 0, provided that τ is sufficiently large. Applying Cauchy-Schwarz to the left hand side yields
In order to prove (7.6), it remains only to bound the H 
Thus we obtain the inequality (7.6) for ρ = 0. The case of small |ρ| follows from the case ρ = 0 by conjugating with e ρτ η(x) , as in the final paragraph of the proof of Lemma 3.1 of [3] .
The spaces H k ρ,τ are defined so that A t is automatically a bounded operator from H 2 to H 0 . Inequality (7.6) implies that A t has closed range; the same analysis applies to its transpose and consequently invertibility of A t follows from a duality argument as in the proof of Lemma 3.1 of [3] . Since A t depends holomorphically on t and is invertible uniformly in t, A −1 t also depends holomorphically on t. Therefore as an operator from H 
Microlocal analytic hypoellipticity for factored operators
Let X 1 , X 2 be vector fields defined in a neighborhood of p = 0, satisfying the hypotheses of Theorem 1.8. Assume that X 1 , X 2 are linearly dependent at the point 0. Suppose that L = (X 1 + iX 2 )(X 1 − iX 2 ) + c 1 X 1 + c 2 X 2 + c 3 where c j ∈ C ω are complex valued.
Let (x, t) be a system of coordinates with the properties of Lemma 1.3. Writing
where Det(a) is the determinant of the matrix a = (a i,j ). This determinant is real valued and nonvanishing near 0 in R 2 ; by replacing t by −t if necessary, we may require it to be negative.
Let (ξ, τ ) be coordinates dual to (x, t). Near 0, decompose the characteristic variety Σ of L as the disjoint union Σ + ∪ Σ − , where Σ + = Σ ∩ {τ > 0}. Note that the fiber of Σ over 0 is {(ξ, τ ) : ξ = 0}.
Lemma 8.1. Assume that {X 1 , X 2 } is a pseudoconvex pair near 0. Then the function ∂ x Θ is everywhere nonnegative, in some neighborhood of 0, and the type m at 0 is even.
Proof. The pseudoconvexity hypothesis is
where h, b are smooth functions and h does not change sign. Consider first the case where h ≥ 0.
Expand ∂ xΘ andΘ in Taylor series, and assign weights 1, q −1 respectively to x, t, as in Section 2. Only monomials with weights ≥ m − 2 arise in the expansion of ∂ xΘ , and the sum of all monomials having weight m − 2 is equal to ∂ x Θ. Any smooth multiple ofΘ itself involves only terms of weights m − 1 and greater. Thus h = ∂ x Θ modulo terms of weight > (m − 2). Consequently for any (y, s),
is a limit of nonnegative quantities, hence must be nonnegative.
In the case h ≤ 0, the same reasoning leads to the conclusion that ∂ x Θ(x, t) ≤ 0 for all (x, t) ∈ R 2 . This is impossible, since ∂ x Θ(x, 0) ≡ (m − 1)x m−2 . Likewise nonnegativity of ∂ x Θ forces m to be even, for otherwise (m − 1)x m−2 would change sign.
The principal symbol of the commutator satisfies
Thus modulo the span of the symbols of X 1 , X 2 , this is nonnegative when τ ≥ 0. The functionΘ cannot vanish identically along any line segment where the t coordinate is constant, by the bracket hypothesis. Therefore arbitrarily close to any point wherẽ Θ(x, t) = 0 there exist points whereΘ = 0 but the ratio |∂ xΘ /Θ| is arbitrarily large. For (x, t, ξ, τ ) ∈ Σ − one has τ < 0, so by the pseudoconvexity hypothesis, −τ ∂ xΘ (x, t) ≥ 0 modulo a bounded multiple of |τΘ(x, t)|, so τ ∂ xΘ (x, t) must be negative, even modulo any bounded multiple of |τΘ(x, t)|, wherever the ratio |∂ xΘ /Θ| is sufficiently large. Consequently Σ − has no conic neighborhood in which τ ∂ xΘ is nonpositive modulo the span of the symbols of X 1 , X 2 , so the half line bundle Σ + is uniquely specified by the existence of such a neighborhood.
Consider first the case where span{X 1 , X 2 } ≡ span{∂ x , x m−1 ∂ t }, in which microlocal analytic hypoellipticity is to be proved by the same method as in Section 7. Theñ Θ(x, t) ≡ x m−1 . Let L τ be the operator defined by conjugating the transpose of L as in Section 7. The ordinary differential operators A t of that section should now be replaced by
where the coefficients in the term O(∂ x , τΘ, 1) are C ω and are bounded uniformly in t, x, t , τ . Here the coefficients a i,j are still functions of (x, t); we do not freeze coefficients as was done in Section 4. The principal part of A t is −Y Y * , where
and for any operator T , we now denote by T * the formal adjoint of T , with respect to the usual Hilbert space structure of L 2 (R), rather than the transpose. The coefficients a i,j are real valued for (x, t) ∈ R 2 . Therefore for (x, t) ∈ R × C,
that is, −A t − Y Y * is a quadratic polynomial, with real analytic coefficients, in ∂ x , τΘ, 1 where 1 denotes the identity operator, and the coefficients of all monomials of degree 2 in
where norms without subscripts are L 2 (R, dx) norms. By the pseudoconvexity hypothesis and the sign conventions Det(a) < 0 and ∂ xΘ ≥ 0, the right hand side equals a nonnegative function, modulo an operator that is O(∂ x , τΘ, 1). Therefore
which for large τ is
by Cauchy-Schwarz. Replacing Y Y * by −A t introduces additional terms, but all these are majorized by
where ε may be made as small as desired by taking t, t to be sufficiently small. For τ > 0 sufficiently large and t, t sufficiently small we thus obtain
As in the proof of Lemma 7.2, this leads to the conclusion that for all sufficiently large τ and for all complex t, t and real ρ sufficiently close to 0, A t maps H Consider next the case whereΘ(0) = 0 andΘ is not divisible by x m−1 , where it is to be shown that L cannot be microlocally analytic hypoelliptic. The first obstacle to imitating the proof of Theorem 1.4 is that under our hypotheses, (X 1 + iX 2 ) is not locally solvable near 0, whence neither is (X 1 + iX 2 )(X 1 − iX 2 ), so we cannot hope to solve the equation LG λ = F λ for arbitrary F λ as was possible in Lemma 3.1. As a substitute, fix a bounded C ∞ auxiliary function n(ξ, τ ) which (i) is supported in the conic neighborhood {τ < 0, |xi| < −τ } of the ray {ξ = 0, τ < 0}, (ii) is identically equal to 1 in a smaller conic neighborhood minus some compact set, and whose inverse Fourier transform (iii) is C ω except at the origin, and (iv) agrees with a Schwartz function away from the origin. 7 Define the Fourier multiplier operator (Bf )ˆ(ξ, τ ) = n(ξ, τ )f (ξ, τ ). Lemma 8.2. Let {X 1 , X 2 } satisfy the bracket and pseudoconvexity hypotheses. Then there exists a neighborhood U of 0 such that for all f ∈ L 2 (U ) there exist v, g ∈ L 2 (U ) satisfying Lg + Bv = f in U , such that the L 2 (U ) norms of g, v are bounded by a fixed constant times the norm of f .
Proof (sketch). L is elliptic outside Σ and is subelliptic in a conic neighborhood of Σ + , because of the bracket and pseudoconvexity hypotheses, as follows from the reasoning of Kohn [15] . On the other hand, the pseudodifferential operator B is elliptic in a conic neighborhood of Σ − . This is all that is needed for the proof of the nearly identical Lemma 7.2 of [9] to apply.
Defining . Such a term has no effect in the argument immediately following Lemma 4.2, nor in the proof of Lemma 4.2 outlined in Section 9. In other respects the analysis of L = (X 1 + iX 2 )(X 1 − iX 2 ) + c 1 X 1 + c 2 X 2 + c 3 is identical to that for X 2 1 + X 2 2 , modulo minor changes in formulas. In this case the existence of eigenvalues was established for all Q in Theorem 5.2, so it follows in full generality that L cannot be analytic hypoelliptic ifΘ is not divisible by x m−1 .
Proof of Lemma 4.2
In this section we outline the proof of the remaining step in the reduction of analytic hypoellipticity, for sums of squares of two vector fields in R 2 , to eigenvalue problems for ordinary differential operators. The proof is a straightforward adaptation of that given for the corresponding Lemma 4.3 of [3] , with certain systematic changes in formulas. We will therefore give the definitions, notations, and statements of sublemmas, armed with which the determined reader will be able to construct a full proof by following the exposition of [3] line by line.
Recall the conjugated operator for all s ∈ R, 0 ≤ j ≤ N and r ∈ R + satisfying (A 0 − jν) ≥ r ≥ (A 0 − (j + 1)ν).
A small twist needed to adapt the proof of the corresponding lemma in [3] may be found in [24] .
The constants γ, A will be required to satisfy finitely many constraints, to be encountered in the course of the proof, all of the two forms γ and γ · A are sufficiently small (9.2) γ · A 2 is sufficiently large (9.3) relative to various quantities depending on B, µ, ζ 0 , ν, N, σ 0 , . . . σ N . Any finite collection of such constraints is satisfied by some pair γ, A ∈ R + ; we assume henceforth that γ, A do satisfy them.
The first constraint on γ, A is that
for all s ∈ R satisfying |s| ≤ 4A, all 0 ≤ j ≤ N , and all r ∈ I j where
This follows from (9.1), using Lemma 3.7 together with constraints (9.2) and (9.3), as shown in [3] . Extend the coefficients of B λ so as to be globally defined with respect to y, as was done in the proof of Lemma 4. z tends to infinity through Γ i is governed by w i (z); more precisely, that for z ∈ Γ i , W (z) ∼ exp(c i z m )z γ i (1 + O(|z| −δ ) for some exponents γ i . If one could show further that c 1 = c 2 , then W could not have a polynomial logarithm and hence would have zeros. One advantage of this approach is that it requires no analysis of the exponents γ i (let alone of higher order terms in the asymptotic expansions). Some of the ideas of Yu [26] should be useful here.
5. The fact that ordinary differential operators play such a prominent role in our analysis is a feature of the particular class of low-dimensional partial differential operators under consideration. Globally elliptic operators in more than one variable play the corresponding role in other situations. 6 . In its present form, the method employed here is too primitive to apply to the general case of two independent vector fields in R 3 .
