Abstract -In this paper we set up a framework to deal with nonlinear distortions in a linear modelling framework. The nonlinear system is replaced by a linear system plus a noise source. The properties of this representation are given, and a measurement technique to extract the linear model and the noise variance is developed. Eventually the different aspects of this approach are discussed from a measurement, an identification and a design point of view.
I. INTRODUCTION
Linear models are successfully applied to a wide range of modeling problems although they are based on very restrictive assumptions. The real world is not linear, and hence intrinsically the theory is not applicable. However, in practice, the linear approximations offer important advantages:
-They result in useful models that give the user a lot of intuitive insight in his problem.
-Many design techniques are available that can not be easily generalised to nonlinear models.
-Nonlinear model building is mostly difficult and time consuming, while the additional performance that is obtained might be often rather small.
-No general framework is available for nonlinear systems as it is for linear systems. Often dedicated models are needed, complicating the development/use of general software packages.
For these reasons we want to offer the user a generalised linear framework that can be used in a nonlinear environment.
Using this framework he will get: -A better understanding of the impact of nonlinear distortions on his model.
-Optimized measurement techniques that reduce the required measurement time significantly.
-Generalised uncertainty bounds that describe the model variations due to the nonlinear distortions. This allows for a better balanced design that accounts for the model limitations.
-A lower risk of being fooled by the classical linear identification methods that are widely used in commercial packages.
-Simple design rules that help to reduce the undesired impact of nonlinear distortions on practical designs. mation is not high enough.
-The method is based on the use of periodic excitations. This might be too restrictive for some applications.
-The class of nonlinear systems that is considered is restricted. Only systems, where a periodic input results in a periodic output with the same period are allowed. This excludes bifurcations and chaotic systems.
Remark: The idea of replacing a linear system by its best linear approximation for a specified random excitation is not new. In [1], a similar approach is followed to solve nonlinear differential equations for normally distributed random excitations. Opposed to that work, that is focused completely on the analysis of the problem (solving the nonlinear equation), we present here a measurement method. Measurement techniques are developed to characterize the best linear approximation, together with a stochastic characterization of the remaining approximation errors.
In this paper, we give only a brief overview of the ideas. For the detailed descriptions and the theoretical framework we refer the reader to the literature.
II. LINEAR REPRESENTATION OF NONLINEAR SYSTEMS
In [2] it is shown that for random excitations, a nonlinear system can be represented under very mild conditions by a linear system plus an additive noise source (see FIGURE 1.). The linear system gives the best linear approximation of the output for the considered class of excitation signals, while the noise source represents all nonlinear effects that are not captured by the model. In this paper we consider a special class of excitation signals called random multisines, and we restrict also the class of nonlinear systems. Both restrictions are specified below.
Class of signals : Random multisine
with , the complex conjugate of , random phases s.t. . The amplitudes are properly scaled such that the power of the signal behaves as an for an increasing number of components.
For the class of normally distributed random excitations, or random multisines, the properties of the noise source are completely known: it is asymptotically normally and independently (over the frequencies) distributed [3] . Moreover, although it depends nonlinearly on the input, the noise source spectral components are asymptotically independent of the input spectral components (frequency by frequency).
Class of systems : In this paper we consider single input -single output nonlinear systems, for which a periodic input results in a periodic output with the same period. This excludes chaotic systems and systems with bifurcations (e.g. period doubling is not allowed).
Conclusion: For the specified class of excitation signals and systems, the FRF (frequency response function) at frequency can be written as:
where is called the related dynamic system or the best linear approximation. These questions are addressed below.
A. Measuring the best linear approximation
The reader should realize that the best linear approximation depends upon the time domain characteristic (power distribution, e.g. normally, binary or uniformly distributed) and frequency domain characteristic (amplitude spectrum) of the excitation signals. In this paper, we focus on normally distributed signals with a user specified amplitude spectrum.
Notice that this is no restriction of the generality of the approach. It is no problem at all to generate random multisines with a user specified amplitude distribution and amplitude spectrum [4] .
A straight forward approach to measure the linear system would be to apply a normally distributed noise excitation with a
user specified power spectrum and to average this result over a large number of realizations of the input signal using the classical correlation methods. Although this approach converges to the best linear approximation, it is very time consuming [5] , [3] , and much better results can be obtained using the following rules:
Rule 1: Use random multisines: compared to noise excitations, dips in the amplitude spectrum of the excitation are avoided, the desired amplitude spectrum is obtained in each realization of the signal [6] .
Rule 2: Use odd signals that excite only the odd frequencies: this excludes the impact of even nonlinear distortions. These do not disturb the odd frequencies that are used to measure the linear approximation.
For periodic excitations, the FRF is obtained by simple division of the output by the input spectrum [6] , while correlation methods are classically used for noise excitations: [7] . The results we present here are independent from the selected method.
B. Detection, qualification and quantification of the nonlinear distortions
Rule 3: Use special odd multisines. They excite the system at lines 1, 3, 9, 11, 13, 19, 21, ... Measuring the amplitude of the not excited odd lines at the output gives an idea of the level of the odd nonlinearities, while the level of the even nonlinearities is observed at the even lines [8] , [3] , [9] . Special odd multisines are more robust than the odd-odd multisines that will be presented in rule 4. Even if some frequencies are filtered out by the system before they hit the nonlinearity, the level of the nonlinear contributions is still reliable detected using the special odd multisine. Their disadvantage (compared to rule 4) is a somewhat lower frequency resolution (larger gaps between the excitation lines).
Rule 4: Use odd-odd multisines (e.g. exciting harmonic lines 1, 5, 9, .... Special odd multisines are strongly preferred over the odd-odd ones.
Remark: If the only goal is to detect, qualify and quantify the nonlinearities, it is not required to use random multisines.
Also crest factor minimised multisines initiated with random phases can be used in that case. Because they are more compact, a better SNR can be obtained. If it is the goal to measure at the same time the best linear approximation, random phases should be used.
C. Characterization of the noise source power spectrum
For periodic signals, the noise source in Figure 1 will also be periodic (assuming that no bifurcations, subharmonics or chaotic behaviour are created). The Fourier coefficients , describing the periodic noise are asymptotically ( )complex normally distributed, and they are asymptotically independent of the Fourier coefficients of the input signal. Hence it is sufficient to measure the variance of the noise source to get a full characterization. Two possibilities exist: the first one is based on a special odd or an odd-odd excitation, the second one can also make use of full multisine excitations (that excite all lines), but it needs multiple realizations of the random phase input.
Possibility 1 : use a special odd or an odd-odd multisine: the variance of the noise source is estimated from the even and odd detection lines (the detection lines are those spectral lines that were not excited). The measured variance at the odd
is next extrapolated to the variance at the odd measurement lines (the measurement lines are those spectral lines that were excited, at those frequencies the transfer function is measured). A scaling factor is needed to extrapolate these measurements from detection to measurement lines because the variance at the measurement lines is higher than at the detection lines (see Table I ). These are at this moment heuristically set, but a theory is in development to explain this behaviour.
Note that this method can be used, even if only one realization of the random input is used.
Possibility 2 : A number of measurements with different realizations of the random input is needed (each over periods).
First is measured from the variations of the measurement from one period to the other. Next the total variance ( ) is measured from the variations from one realization to the other, and is obtained immediately from this result [3] .
D. Estimating bounds on the bias contributions
Once the variance of the nonlinear contributions is extracted, a bound on the bias contributions ( ) can be estimated. This is again an extrapolation, so that a second extrapolation factor is needed (see Table II ). Again these values result at this moment from heuristic rules, but some theoretical foundations for them are given in [8] .
E. Conclusion
At the end of this measurement procedure, the best linear approximation , the variance of the nonlinear noise source , the level of the bias contributions, and the disturbing noise levels are available for the user.
IV. Practical use

A. Design aspects
Many design procedures start from the measured frequency response function of a system. Most dynamic signal analysers provide also an uncertainty bound . However, it is clear that this bound is too tight (if periodic excitations were used) because it did not account for the nonlinear distortions, or it is unreliable (for random excitations) because the nonlinear distortions are not recognized. Once the designer gets a warning that nonlinearities are present at a given level (e.g.
-20 dB), he knows that it makes no sense to use these measurement results to deal with variations that are smaller than this bound.
B. Intuitive insights
Very often a nonlinear characteristic is approximated by a polynomial function: . All even terms will only generate stochastic contributions, as mentioned before. The odd terms create bias and stochastic contributions. For
increasing degree, the contributions shift more and more from systematic to stochastic as specified in Table II . This shows that only the 3th degree nonlinearity will create dominant bias contributions, pushing the best linear approximation away from the underlying linear system. For the others, the nonlinear noise will dominate over the bias contributions, so that they can be approximated in a first approach by a simple noise source.
Remarks:
-As mentioned before, these results are heuristic, and partly theoretically founded in Appendix VII, and [8] .
-Note that odd-odd and special odd multisines create less stochastic contributions, which is one of the reasons to use them during the measurement of the best linear approximation .
C. On modelling and Identification
The results of Section II can also be applied to parametric identified transfer functions . Well designed identification schemes as described in e.g. [10] , [3] , [11] converge to the best linear approximation. But the problem is that in many schemes the stochastic nonlinear distortions will not be separated from the disturbing noise, putting to much confidence in the model. In classical identification, the uncertainty bounds on the identified model shrink to zero in , being the number of data points. It is clear the this is not valid for the nonlinear bias bounds that should be independent of [2] . Only in case of separately identified disturbing noise levels, strong indications will be available for the user, warning for the presence of nonlinear distortions [2] , [3] .
D. Control
Also the control designer should keep these results in mind. Once he knows that a linear model has only a limited validity, he can use the nonlinear uncertainty bounds to get a more realistic idea about the performance that can be obtained with a linear control design, or to get a realistic idea about the bounds to be used in a robust control design procedure. Eventually an iterative procedure can be setup to improve an existing controller.
E. Applications
The insights in the impact of nonlinear distortions in a linear framework give often nice insights in the behaviour of these approximate systems. As a typical example, we can mention a data communication system. If this has a slight nonlinear behaviour, it can be represented well by a linear system (that can be used for linear equalisation) + the nonlinear noise source. It turns out that this noise source can even dominate the disturbing channel noise, so that eventually the bit-errorrate of the channel will be mostly due to the nonlinear behaviour instead of being created by the disturbing noise. Increasing the signal level would even make the problems worse. In [12] this insight was used to predict the bit-error-rate of OFDM-based communication systems using a very small number of measurements.
V. Illustrations on experiments
We verified the proposed method on a wide range of problems coming from different fields: mechanics (low frequency range, up to a few hundred Hz); electric and electronic systems (medium frequency range, up to a few MHz); and micro-
wave systems (up to 1 GHz). For space reasons, only one example is reported.
A. Illustration of , ,
The concept of best linear approximation , bias contribution , and stochastic nonlinear contributions , are illustrated on a nonlinear electrical circuit that is ideally described by the following nonlinear 2nd order differential equation:
.
Of course the actual realized circuit is not in perfect agreement with (4), for example, we noticed in the measurements also the presence of a small quadratic term .
The underlying linear system is measured using a special odd random multisine at 336 frequencies: , Hz at two excitation levels. The first experiment (small excitation level of 10 mVRMS) was used to measure the underlying linear system (the nonlinear distortions are negligible at that level). The impact of the nonlinearity is made visible during the second experiment by increasing the excitation level of the normalized random multisine to 125 mVRMS. First the standard deviation of the disturbing noise is calculated from 6 consecutive periods (1 single realization of the random multisine). Next the measurement was repeated for 6 different realizations of the excitation signal so that could be measured directly (it turned out that ). The results ( ) are shown n Figure 2 . Note that the resonance frequency is shifted to the right, the peak value is decreased ( ); and the measurement became more noisy ( ).
B. Impact of the excitation signal on
The impact of the excitation signal on the uncertainty of the related linear dynamic system measurement is, also illustrated on the non-linear system. As explained before, in this case the stochastic non-linear distortions dominate the disturbing noise. In Figure 3 the variability of is shown for the different, recommended excitation signals. Just as a reference, the disturbing noise level obtained from 10 repeated periods is also shown. It is clear from this result that the noise excitation is much more sensitive to the nonlinear distortions than the random multisine experiments. All the multisines (full, odd, odd-odd) have about the same performance in this case because there are almost no even nonlinear distortions. Otherwise the uncertainty of the full multisine would have been significantly larger than that of the odd-odd one.
C. Detection of the nonlinear distortion levels
The experimental test setup of Section A. is used again. This time the system is excited with a special odd and an odd-odd random multisine at 336 frequencies: , Hz. The excitation level was 125 mVRMS. The measured output spectrum is shown in FIGURE 4. and Figure 5 . These results show that this test allows to measure in one experiment the
FRF, the noise level, and the nonlinear distortions. In this case it is clear that the latter are the dominating error mechanism acting on the setup, the odd nonlinear distortions are 20 to 40 dB larger than the noise. This is very valuable information for the rest of the modelling process. Notice also that the odd-odd experiment significantly underestimates the presence of the nonlinearities as it was already indicated in rule 3 and 4.
D. Characterizing the nonlinear noise source, starting from the detection lines.
In Section III.C two possibilities were given to measure the nonlinear noise variance. The first one used repeated experiments, using different realizations of the random phase multisine, while the second method needed only one realization (shorter measurement time), but the information on the detection lines should be extrapolated to the measurement lines (see also Table I ). This makes this option less robust than the first one. Both methods are compared here to each other for the special odd multisine excitation. Six repeated experiments were made, and the variance is measured using both methods. The results are given in Figure 6 . As can be seen, both methods are in good agreement with each other, the extrapolation is valid in this case. If the odd-odd multisine would be used, the extrapolated variance would significantly under estimate the true variance obtained from the repeated measurements.
E. Estimation of the 'bias' bounds
Once the nonlinear noise variance is known, it is possible to generate 'bias'-bounds that give an idea about the variability of due to its dependency on the amplitude of the excitation signal. As explained before, these results are till now mainly based on a heuristic extrapolation of the measured variance using Table II . The results are shown in Figure 7 . The system is measured using the special odd multisine of the previous sections with an amplitude of 125 mV RMS. Next the bias-bounds are generated. Eventually the measured values of for an excitation level of 10, 20, 40, 50, 75 and 100 mV RMS are added (in grey) to the plot. As can be seen their behaviour is well indicated by the bias-bounds. Notice that these bounds might be conservative (e.g. at the higher frequencies). On the other hand, they also can under estimate the variability. If the excitation level would be increased further more, the resonance frequency would start to shift so fast that its behaviour is no longer well described by these bounds. Although this might sound disappointing, the reader should accept that a linearized model can never capture the full complex behaviour of a nonlinear system. The bounds should be used as an indication of the order of magnitude of the reliability of the model. This information can be further used during the design process or the use of the model.
VI. Conclusion
In this paper, a linear framework to be used in the presence of nonlinear distortions is proposed. The nonlinear system is replaced by a best linear approximation and a nonlinear noise source. It is shown that this representation can be easily extracted using a small number of experiments. From the variance of the nonlinear noise source, a non-shrinking biasbound can be generated that gives an idea about the overall reliability of the model.
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VII. Appendix: Calculation of the bounds for normally distributed white noise excitations.
Consider the static system
excited with white normally distributed noise .
The best linear approximation is in this simplified case a constant, given by .
Noticing that for a normal distribution:
, if is odd,
and ,
the best linear approximation for odd becomes:
This linear approximation allows to explain only a part of the output signal. The error signal (= the stochastic noise source
and its variance for odd is given by (12) The ratio between the stochastic contributions and the bias contributions is then given by
The results in Table II follow directly from (13).
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