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る TOP500[3]によると，2013年 11月時点の上位 30位までのスーパーコン
ピュータが保有するコア数はいずれも 10万を超えており，システムを構成す
る個々のプロセッサあたりのコア数も 6以上となっている．さらに Intel社














接法と，SOR法 [5]や CG法 [6]などの反復法があり，また FFT(高速フーリ
エ変換)もしばしば用いられる [7]．これらの中でガウス消去法などの直接法






































































































































整数座標 (i; j; k) (1  i  NX ; 1  j  NY ; 1  k  NZ )を与える．こ
の整数座標空間 [1;NX ]  [1;NY ]  [1;NZ ]を 
fhg と呼び，格子点におけ
る式 (2.1)の関数 および の値をそれぞれ i;j;k および i;j;k と表記する．
また，i 2 f1;NX g，j 2 f1;NY g，k 2 f1;NZgのいずれかを満たす格子点
座標，すなわち @
に含まれる座標のものを除いた i;j;k および i;j;k で構
成されたベクトルを，それぞれ および と表記する．よってこれらのベ
クトルの要素数は (NX   2) (NY   2) (NZ   2)となる．なお，格子点
(i; j; k) 2 [2;NX   1]  [2;NY   1]  [2;NZ   1]と や の要素を対応付
けるために，辞書式順序付けを定める以下の関数 lex (i; j; k)を導入する．
lex (i; j; k) =
8>>><>>>:
(i  1)+(NX   2)(j   2) + (NY   2)(NX   2)(k   2)
(i; j; k) 2 [2;NX   1] [2;NY   1] [2;NZ   1]
0 otherwise
(2.3)
この関数により や の l番目の要素と，l = lex (i; j; k)なる格子点 (i; j; k)
とが一対一に対応付けられる．図 2.1 に，NX = NY = NZ = 5 の構造格子
の例を示す．
次に ，を用いて二階偏微分を表現する．そのためにまず，未知関数 
は無限回微分可能な関数であるとし，テーラー展開を行う．一般に x = aで
のテーラー展開は以下の式で与えられる．







(a; y; z)  (x  a)m (2.4)





図 2.1: NX = NY = NZ = 5の場合の構造格子
を用い，以下の式を得る．



























(x)4    (2.6)

















(x)4    (2.7)
最後に，式 (2.6)と式 (2.7)の和を取り，変形すると以下の式を得る．


















(x)2   
 i+1;j;k + i 1;j;k   2i;j;k
(x)2
(2.9)
式 (2.9)は，NX を大きな値として xを十分微小な値とすることにより，
i;j;k の 2階微分を第 1項のみで表現する近似，すなわち第 2項以降を無視
した近似が，十分な精度で行えることを意味している．
次に，有限差分法によって離散化された 3次元ポアソン方程式を求める．式
(2.1) の y および z 方向も x 方向と同様に離散化すると，式 (2.1) は
7
y = LenY =(NY   1)，z = LenZ=(NZ   1)として以下のように表さ
れる．
i+1;j;k + i 1;j;k   2i;j;k
(x)2
+
i;j+1;k + i;j 1;k   2i;j;k
(y)2
+









連立している．よって，の値を から得るためには，(NX   2) (NY  
2) (NZ   2)の未知変数を持った連立方程式を解く必要がある．この連立一
次方程式を以下のように記述する．
A =  (2.11)
ここで係数行列Aは，4種類の値の非零要素が各行に高々7個存在する疎行列




a =  1=(z)2 m = lex (i; j; k  1)
b =  1=(y)2 m = lex (i; j  1; k)
c =  1=(x)2 m = lex (i 1; j; k)
d = 2















に隣接する格子点，たとえば (2; 2; 2)については，(1; 2; 2)などの境界上の格子点
に対応する列が存在しない (lex(1; 2; 2) = 0)ため，これらを除く内部格子点に対応する列の要




数行列Aを，以下のように対角行列D, 狭義上三角行列 U および狭義下三
角行列 Lに分解する．
















i;j;k + a  (m)i;j;k 1 + b  (m)i;j 1;k + c  (m)i 1;j;k






















i;j;k + a  (m+1)i;j;k 1 + b  (m+1)i;j 1;k + c  (m+1)i 1;j;k




























(D  U  L) = 
D = + (U +L)
 = D 1f+ (U +L)g (2.19)
次に，厳密解 とm回反復計算を行って得た近似解 (m)との誤差を示す
誤差ベクトル o(m) =  (m)を導入し，式 (2.19)から式 (2.14)を引くと以
下の式を得る．












Mjc = D 1 (U +L)
 D 1D +Mjc =  D 1D +D 1 (U +L)
 I +Mjc =  D 1 (D  U  L)
Mjc = I  D 1A
Mjc = I   1
d
A (2.21)
ここで得た式 (2.21)から，反復行列Mjc の固有値 Mjc を以下のように表
すことができる．






を求める．ここで簡単のために，1次元ポアソン方程式 d2(x)=dx2 =  (x)
の固定境界条件から導かれる連立一次方程式を解く問題を一時的に考えると，
式 (2.10)に相当する式は以下のように表される．
 c  i 1 + 2c  i   c  i+1 = i (2.23)
この 1次元問題の係数行列 Ax の固有ベクトルを wAx とし，境界部におけ








2c  AxwAxi   cwAxi 1 = 0
... 
2c  AxwAxNX 2   cwAxNX 3 = 0 (2.24)
これらの式は三項間漸化式とみなすことができ，その特性方程式の解を と

















































次に，特性方程式の解と係数の関係 +  =
 
2c  Ax =cを用いて lxに対
応する固有値 Ax (lx)を求め，求まった固有値から固有ベクトルwAx (lx)を
求めると以下のようになる．
Ax (lx) = 4c sin2

lx
2 (NX   1)

　 (2.27)







ここで wAx(lx) 6= 0から 1  lx  NX   2となり，またこれら NX   2本の
ベクトルは互いに一次独立であるので，(NX   2)次元の行列Axの全ての
固有ベクトルが尽くされている．次に，1次元問題における Jc法の反復行列
の固有値 Mjcx は，式 (2.22)と式 (2.27)および d = 2cから





























































式 (2.31)より，波数 lxの誤差成分は固有値 Mjcx (lx)の指数関数で減衰する
こと，すなわち固有値が 0に近ければ急速に減衰し，1に近ければ減衰しに
くいことがわかる．具体的には，初期誤差ベクトルの成分の中で小さな固有
値に対応するもの，すなわち式 (2.29)より波数 lxが (NX   1)=2に近い誤差
成分は急速に減衰し，大きな固有値に対応する lx  1や lx  NX   2の誤差
成分は減衰しにくいことがわかる．実際に，LenX = NX   1 = 64,  = 0と
した 1次元問題を，初期誤差を o(0) = wAx(lx)として Jc法を用いて求解し























(m+1) = !D 1f+ (U +L)(m)g+ (1  !)(m) (2.32)
また，w-Jc法の反復行列M!jcは以下のようになる．
M!jc = !D 1 (U +L) + (1  !) I = I   !
d
A (2.33)
したがって，M!jcの固有値 M!jc は下式 (2.34)により与えられ，1次元問
題に関する固有値 M!jcx は式 (2.35)により与えられる．
M!jc = 1  !
d
A (2.34)
M!jcx (lx) = 1  2! sin2

lx




jM!jcx (lx)j < 1 (2.36)
を満たす必要があることから，
0 < ! sin2

lx
2 (NX   1)

< 1 (2.37)

























Mgs = (D  L) 1U (2.38)
また 1次元問題の反復行列Mgsxは，実数R以下の最大の整数を bRc，また
R以上の最小の整数を dReと表記すると，重度が d(NX   2)=2eのゼロ固有
値 Mgsx(0) = 0と，以下に示す b(NX   2)=2c個の固有値を持つ [11]．

























































x方向の 1次元問題における係数行列 Axと同様に，y 方向における係数行
列をAy，z方向における係数行列をAzとすると，3次元問題の係数行列A
は (NX   2)次単位行列 Ix，(NY   2)次単位行列 Iy，(NZ   2)次単位行列
Iz およびテンソル積を用いて以下のように表される．
A = Iz 
 Iy 
Ax + Iz 
Ay 
 Ix +Az 
 Iy 
 Ix (2.41)
ここで wAx (lx)と同様に，Ay の波数 ly の固有ベクトルを wAy (ly)，Az
































また第 2項と第 3項も同様であるので，行列 Aの固有値 A (lx; ly; lz)と固
有ベクトル wA (lx; ly; lz)は，Ay の波数 lyに対する固有値を Ay (ly)，Az
15
の波数 lzに対する固有値を Az (lz)として，以下のように表される．
AwA (lx; ly; lz) =






A (lx; ly; lz) = Ax (lx) + Ay (ly) + Az (lz) (2.43)
wA (lx; ly; lz) = wAz (lz)
wAy (ly)
wAx (lx) (2.44)
したがって，3次元問題に関するw-Jc法の反復行列の固有値 Mwjc (lx; ly; lz)
は
Mwjc (lx; ly; lz) = 1  !
d























































































行列をAf2hg，残差ベクトルを rf2hgとする．また，I2hh を 
fhg上のベクト
ルを 






るためそれぞれ af2hg = 1=(2z)2 = afhg=4，bf2hg = 1=(2y)2 = bfhg=4，
cf2hg = 1=(2x)2 = cfhg=4，df2hg = dfhg=4となる．
2正確には，たとえば 
f2hg の x 方向の格子点数は (NX   1)=2 + 1となる．
17
Afhg =  に基づく反復法を
初期解に対して pr回適用し (pr)を得る (2.47)
rfhg =  Afhg(pr) 残差を計算する (2.48)










~ = (pr) + ofhg 誤差ベクトルを用いて (pr)を修正する (2.52)















































行列 Afnhg の非零要素の値をそれぞれ afnhg = afhg=n2，bfnhg = bfhg=n2，




間の制約行列を I(n+1)hnh ，補間行列を Inh(n+1)hと表記する
Afhgfhg = fhg に基づく反復法を初期解に pr回適用し fhg(pr)を得る
rfhg = fhg  Afhgfhg(pr) 残差を計算する




Af2hgf2hg = f2hg に基づく反復法を初期解 (多くの場合は 0ベクトル)
に pr回適用し f2hg(pr)を得る












~f2hg = f2hg(pr) + of2hg 誤差ベクトルを用いて f2hg(pr)を修正する






~fhg = fhg(pr) + ofhg 誤差ベクトルを用いて fhg(pr)を修正する





















点座標は i = 2I   1，j = 2J   1，k = 2K   1の関係を持っているとし，レ
ベル nでの格子点 番号に対する辞書式順序付けに基づくベクトルまたは行列
での要素番号を



















 (k   2) (2.54)











1=64 m = lexn(i 1; j  1; k  1)
1=32 m 2 flexn(i 1; j  1; k); lexn(i 1; j; k  1);
lexn(i; j  1; k  1)g
1=16 m 2 flexn(i 1; j; k); lexn(i; j  1; k);
lexn(i; j; k  1)g






























































すなわちこの制約演算は，格子点 (I; J;K)との距離に応じて，(i; j; k)およ




f(n+1)hgの格子点座標 (i; j; k)と








1=8 l = lexn(i 1; j  1; k  1)
1=4 l 2 flexn(i 1; j  1; k); lexn(i 1; j; k  1);
lexn(i; j  1; k  1)g
1=2 l 2 flexn(i 1; j; k); lexn(i; j  1; k);
lexn(i; j; k  1)g









































































































































NX = NY = NZ
65 129 257
w-Jc法 19039 74666 292229
GS法 6347 24890 97411
マルチグリッド法 11 11 11
2.3.3 マルチグリッド法の収束性とスムーザの評価
本節ではマルチグリッド法の収束性について述べる．w-Jc法の収束性は一





ば L = blog2min(NX ;NY ;NZ )cと定めることにより，一連の Coarse Grid





に，LenX = LenY = LenZ = 1,  = 0, NX = NY = NZ 2 f65; 129; 257g
とした 3 次元問題の求解実験を，w-Jc 法，GS 法，およびマルチグリッド
法について行った．なお初期誤差は o(0) = wA(1; 1; 1) とし，収束条件は
kr(m)k2=kr(0)k2  10 7 とした．ただし mは，w-Jc 法と GS 法では反復
回数を，マルチグリッド法では Vサイクルの数を，それぞれ意味する．ま
た w-Jc 法では ! = 1=2とし，マルチグリッド法ではスムーザに GS 法を
用いて pr = po = 1, L = log2(NX   1)とした．表 2.1は各々の求解法と
NX (= NY = NZ )に対するmの値を示したものであり，w-Jc法と GS法で
は格子点数が増加すると収束性が悪化するのに対し，マルチグリッド法の収
束性は格子点数に依存しないことが確認できる．またマルチグリッド法の V














2  23(L+1)   1
7  23L Cg (2.59)
となり，GS法の反復回数に換算すると，およそ 16/7回分と見積もられる．





























たとえば LenX = LenY = LenZ かつ NX = NY = NZ = N の場合，すな
わち 3次元問題の w-Jc法の反復行列の固有値を定める式 (2.45)の係数 a, b,
c, dが a = b = c = d=6である場合，固有値 M!jc(lx; ly; lz)の条件式 (2.60)
の元での最大絶対値が，重み !に対するスムージングファクタ S!jc(!)とな
る．したがって，cos=(N   1) =   cosf(N   2)g=(N   1)  1と近似で
きるとすると，たとえば lx = (N   1)=2, ly = lz = 1の固有値，あるいは


















一方 GS法では，反復行列Mgsの固有ベクトルが wA(lx; ly; lz)のような
正弦波関数のテンソル積とはならないため，Mgsの固有値に基づいてスムー
ジングファクタを求めることは困難である．そこでローカルモード解析 [15]
と呼ばれる手法では，固有値の代わりにMgswA(lx; ly; lz)と wA(lx; ly; lz)
のノルム比を用いて，疑似的にスムージングファクタを求める．すなわち





とした上で，式 (2.60)の条件下での g(lx; ly; lz)の最大値をスムージングファ
クタとする．この定義は，初期誤差ベクトル o(0) = wA(lx; ly; lz)に対して，
暗に o(m)
2




が成り立つことを仮定しているが，w-Jc法では g(lx; ly; lz) = jM!jc jである















~lx = arg max
(NX 1)=2lxNX 2
MxwAx(lx)2 = wAx(lx)2 (2.64)
~ly = arg max
1lyNY 2
MywAy (ly)2 = wAy (ly)2 (2.65)
~lz = arg max
1lzNZ 2









(M)5wA ~lx; ~ly; ~lz











ここで，式 (2.64)から式 (2.67)に基づいて，LenX = LenY = LenZ = 1





















図 2.8: GS法での初期誤差 wA(lx)の波数と相対誤差の関係
ファクタを求める．図 2.8は数値実験により求めたMgsxwAx(lx)とwAx(lx)
のノルム比と波数 lx (1  lx  NX   2 = 511)の関係を示したものであり，









まず i;j;kと i;j;kは，大きさが NX NY NZ である Fortranの 3次元
配列の要素 phi(i,j,k)と rho(i,j,k)に格納され，たとえば GS法のスムーザは
配列 phi(i,j,k)を式 (2.17)に基づいて順次更新するように実装される．また





 a2;2;3   b2;3;2   c3;2;2 + d2;2;2 = 2;2;2 (2.68)
となるが，1;2;2 = 2;1;2 = 2;2;1 = 0を導入して変形すると，以下のように
26
一般の i;j;kと同じ形の方程式となる．
 a(2;2;1 + 2;2;3)  b(2;1;2 + 2;3;2)  c(1;2;2 + 3;2;2) + d2;2;2 = 2;2;2
(2.69)
したがって，たとえば GS法のスムーザは 2  i  NX  1，2  j  NY  1，
2  k  NZ   1なる全ての i;j;k に対して，式 (2.17)の更新操作を i, j, k
の値に関わらず実施することとなり，実装が大幅に簡略化される3．また粗い
格子空間 
fnhgに関する fnhgおよび fnhgについても，個々の nについて
 = fhgや  = fhgと同様の 3次元配列を個別に用意する．
次に係数行列の格納形式について述べる．式 (2.10)にあるように i;j;kは
i;j;kとその周りの格子点での関数の値，つまり i;j;k 1，i;j 1;k，i 1;j;k，





 ai;j;k  i;j;k 1   bi;j;k  i;j 1;k   ci;j;k  i 1;j;k + di;j;k  i;j;k
  ei;j;k  i+1;j;k   fi;j;k  i;j+1;k   gi;j;k  i;j;k+1 = i;j;k (2.70)
この一般化された一次式に対して，式 (2.10)は各係数を以下のように定めた
ものとみなすことができる
ai;j;k = gi;j;k =   1
(z)2
(=式 (2.12)の a)
bi;j;k = fi;j;k =   1
(y)2
(=式 (2.12)の b)
ci;j;k = ei;j;k =   1
(x)2
(=式 (2.12)の c)
di;j;k = ai;j;k + bi;j;k + ci;j;k + ei;j;k + fi;j;k + gi;j;k














た，マルチグリッド法以外の反復解法，具体的には SOR法 [5]，ADI法 [16]，
および CG法 [6]についての関連研究を議論する．
文献 [5]で用いている Successive Over-Relaxation(SOR)法は，Jc法に対
するw-Jc法と同じ考え方で，GS法に対して重み付けを付加した手法である．
具体的には GS法の反復式（再掲）
(m+1) =D 1(+U(m) +L(m+1)) (2.16)
に対して，重み（加速係数）!を付加した下式が SOR法の反復式である．





文献 [16]で述べられているAlternating-Direction Implicit (ADI)法は，熱
伝導方程式 @=@t = r2の陰的解法の一種であり，この時間発展を反復して
解くことによってポアソン方程式の解が定常状態として得られる．2次元熱










うに x方向と y方向の差分を分離して t=2ごとに解く．
(t+t=2)  (t)
t=2
























文献 [6]で用いられている共役勾配 (Conjugate Gradient : CG)法は，対称
正定値であるような係数行列 Aと真の解 について，内積 F () = (  
; A(   )) で表現される 2 次形式の最小化問題の唯一解が  = 
であることに基づいて，近似解ベクトル (m) の列を定める勾配法の一種
である．具体的には探索ベクトルと呼ばれるベクトル列 p(0) = r(0)，p(1)，
: : :を用いて (m+1) = (m) + (m)p(m) とした上で，F ((m+1))を最小化
するように (m) = (r(m);p(m))=(p(m);Ap(m))とする．この探索ベクトル
を定める方法はいくつか知られているが [19]，CG法の特徴は全ての探索ベ
クトルが Aに関して互いに共役となる，すなわち任意の l 6= mについて
(p(l);Ap(m)) = 0となるように定めることにある．これにより未知変数の数
を N とし，また (m) = f(0) + qjq 2 span(p(0);p(1); : : : ;p(m 1))g とする
と，すべてのm < N について
(m) = arg min
2(m)
F () (2.72)








CG :PCG)法が提案されている．PCG法では，方程式A = を二つの前
処理行列 C1と C2を用いて (C 11 AC
 1
2 )(C2) = C
 1
1 と変形し，これに
対して CG法による求解操作を施す．このとき (C 11 AC
 1
2 )の最大・最小固
有値の比が 1に近いこと，すなわち C1C2  Aであることが CG法の収束
性の向上に有効であることと，反復手順の中で必要な (C1C2)q(k) = r(k)な
る q(k)を求めるコストが小さいことが求められる．
この要求を満たす前処理にはさまざまなものが提案されているが [19]，文
献 [20]では w-Jc法または対称 SOR法により，また文献 [21] ではマルチグ
リッド法により，それぞれ Aq = r(k) の近似解を求めて q(k) とする方法が
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用いられている．これらの方法では，反復法によって定まる反復行列をM，





一方文献 [23]では，Aを不完全コレスキー (Incomplete Cholesky : IC)分


















文献 [14]に述べられている サイクル法であり， = 2のものは特にWサイ
クル法と呼ばれている． = 1であるVサイクル法に比べ， > 1の場合は粗
い格子でのスムージング操作 (Coarse Grid Correction)の回数が増えるため，
Vサイクル法ではこの効果が不十分であるような問題に対して効果的である


















法では係数行列 Aの行 iについて，非対角要素の最大絶対値 maxk 6=i jAi;kj
を基準として，他の非対角要素 Ai;j をその絶対値と閾値  (0 <  < 1)によ
り，jAi;j j  maxk 6=j jAi;kjである相対的に大きな要素と，そうではない小
さな要素に分類する．また列番号 jと iの関係を，Ai;jが大きな要素であれ
ば強い接続，小さな要素であれば弱い接続と呼ぶ．スムージングによって減
衰しにくい誤差成分 oについて，iと jが強い接続である場合には oi  ojと
なる性質があるため，粗い格子を生成する際には iと jの一方を間引くこと
によって Coarse Grid Correctionによる誤差の減衰を促す．また，粗い格子
点には属さない iに関する補間演算を iと強い接続を持つ粗い格子点の重み























ザも提案し，これらと RB-GSスムーザや GS法と w-Jc法を組み合わせたハ
イブリッド (Hybrid)スムーザとの性能比較を行う．そこで本節では，既存の




























に行う手法も提案されている．文献 [35]の Hyperplane Partitioningは，あ
る格子点 (i; j; k)の計算結果に直接依存する格子点 (i + 1; j; k)，(i; j + 1; k)
および (i; j; k+1)に関する計算が，相互に依存関係を持たないため並列化可
能であること，またこのことがこれら 3点が属する平面上の全ての格子点に
ついて成り立つことを利用して，SOR法を並列化する手法である．またこれ





ている．この方法では，格子空間を z軸に垂直な平面で T 個に分割し，T 個
のスレッド（またはプロセス）t0, t1, ..., tT 1に対して z 座標が小さい順に
部分領域を与え，各スレッドは与えられた部分領域のスムージングを xz平面
を単位として行う．その際，t0による y = jの平面のスムージングと並列に，
















分法では i;jに関する空間中心差分を i 1;j，i;j 1，i+1;j，i;j+1の 4点
を用いて表すが，この文献では i 1;j 1，i 1;j+1，i+1;j 1，i+1;j+1の 4








述べた CG法の IC前処理の並列化手法として，文献 [39]で提案されたもの
である．
前述のように IC前処理では，係数行列 Aを IC分解して得られる下三角










[42] では，2.5.3節で述べた Hyperplane Partitioningと同じ考え方（文献で
は Wavefront法と呼んでいる）によって前進・後退代入を並列化している．
たとえば 3次元ポアソン方程式の有限差分近似で得られる係数行列では，格
子点 (i; j; k)に関するC1の行に出現する非零要素は (i  1; j; k)，(i; j   1; k)
























ド (Hybrid)スムーザ [32]や，赤-黒順序付け法に基づいて GSスムーザを並



























































次GS法の反復計算では，第 2章の式 (2.17)に示すように，(m+1)i:j;k を求める





そこでRB-GS法では，格子点座標 (i; j; k)と近似解ベクトルや右辺ベクトル
の要素番号との対応関係，すなわち順序付けを変更することにより，GS法の簡
易な並列化を実現している．具体的には，上記のように (m+1)i;j;k を求める演算で
隣接格子点の変数のみが参照されることに着目し，格子点を (i+j+k) mod 2 =



















i;j;k + a  (m)i;j;k 1 + b  (m)i;j 1;k + c  (m)i 1;j;k









i;j;k + a  (m+1)i;j;k 1 + b  (m+1)i;j 1;k + c  (m+1)i 1;j;k



































1 do color = 0, 1
x_color = color
y_color = 1 - color
do k = 2, NZ-1
do j = 2, NY-1
6 do i = 2+x_color, NX-1, 2
phi(i,j,k)= rho(i,j,k) &
+ a(i,j,k)*phi(i,j,k-1) + b(i,j,k)*phi(i,j-1,k) &
+ c(i,j,k)*phi(i-1,j,k) + e(i,j,k)*phi(i+1,j,k) &
+ f(i,j,k)*phi(i,j+1,k) + g(i,j,k)*phi(i,j,k+1) )
11 enddo
x_color = 1 - x_color
enddo
x_color = y_color
































































(h)の格子点数NX , NY , NZ
は，マルチグリッド処理との整合性から 2のべき乗に 1を加えたものとし，
2  i  NX   1, 2  j  NY   1, 2  k  NZ   1を満たす格子点，す
なわち @
を除く未知変数が置かれた格子点集合をブロック分割の対象とす
る．x, y, z の方向に沿ったブロックの個数 nx, ny, nz は，いずれも 2以上
の 2のべき乗数とし，ブロックサイズは各方向について nbx = (NX   1)=nx,
nby = (NY   1)=nyおよび nbz = (NZ   1)=nzとする．ただし未知変数が置
かれた格子点の数は (NX   2) (NY   2) (NZ   2)であるので，全てのブ
ロックが nbx  nby  nbz の大きさを持つのではなく，格子点座標が (2; j; k)
の格子点を含むブロックについては x方向のブロックサイズは nbx   1, 同
様に (i; 2; k)や (i; j; 2)を含むブロックの yまたは z方向のブロックサイズは
nby   1や nbz   1となる．なお以降の議論では，このような @
に隣接する

































































リ上に存在するようにでき，同ブロック内の第 2反復以降では cache resident
な実行となって，第 1反復に比べて反復あたりの実行時間が大幅に短縮され






につながる可能性がある．たとえば ts = 5~ts， = 3とすると，Vサイクル














関する残差は最大 8回参照されるが，NX NY が大きい値であると，ある























Do n = 1; Nr
( i ) n番目の赤ブロックに対する逐次 GSスムージングを 回行う
( ii ) 部分領域 (rxsn +1: rxen  1; rysn +1: ryen   1; rzsn+1: rzen   1)
に対する残差計算




Do n = 1; Nb
( i ) n番目の黒ブロックに対する逐次 GSスムージングを 回行う
( ii ) 部分領域 (bxsn  1: bxen+1; bysn  1: byen+1; bzsn  1: bzen+1)
に対する残差計算

















図 3.7 は，mBRB-GS スムージングと残差計算・制約演算を対象とした
キャッシュブロッキングの，より詳細な手順を示したものである．図中の
(rxsn: rxen; rysn: ryen; rzsn: rzen)は n 番目の赤ブロックを示す部分配列，
また (bxsn: bxen; bysn: byen; bzsn: bzen)は n番目の黒ブロックを示す部分配
列である．また Rxsnや Rxenなどは，rxsnや rxenなどに対応する 1レベル
下位の格子座標であり，Rxsn = b(rxsn+1)=2c, Rxen = b(rxen+1)=2cなど
と定義される．
図に示すように，まず赤ブロック (rxsn: rxen; rysn: ryen; rzsn: rzen)のス
ムージングを行った後，ブロックを 1 格子点分だけ内側に縮小したブロッ
45










(bxsn: bxen; bysn: byen; bzsn: bzen)のスムージングを行った後，ブロックを
1格子点分だけ外側に拡大したブロック (bxsn  1: bxen+1; bysn  1: byen+
1; bzsn  1: bzen+1)について残差計算を行う．すなわちこの拡大により，未
計算であった赤ブロックの境界格子点に対する計算も実施される．また引き
続く制約演算も，未計算であった格子点を含めるために 1レベル下の拡大し









したブロック (bxsn + 1: bxen   1; bysn + 1: byen   1; bzsn + 1: bzen   1)を
対象とすればよい．
3.4 スムージングファクタによるスムーザの評価
本節では，既存手法である Hybridおよび RB-GS スムーザと，提案手法
である BRB-GSおよび mBRB-GSスムーザを対象に，2.3.3節で述べた数値
実験に基づく近似的なスムージングファクタについて議論する．すなわち対
象問題の格子点数を NX = NY = NZ = 513とし，空間 
fhg の大きさを
LenX = LenY = LenZ = 1として，格子点数が 513の 1次元問題を対象と
した数値実験により最も減衰しにくいと想定される初期誤差ベクトル o(0)の
























図 3.8: 1次元問題を対象とした 8並列 Hybridスムーザの初期誤差ベクトル
の波数と相対誤差の関係
方向）に関してのみ分割する 1次元分割が一般的であるが，2.3.3節で議論し
たようにスムージングが x, y, zのどの方向に対しても対称であるとしなけれ
ば，ある波数を持つ誤差ベクトルの減衰を評価することが難しい．そこでこ
こでは，各方向について等しく n分割する 3次元分割を対象とし2，数値実験
は n = 2, 4, 8の各々について行った．したがって並列度（スレッド数）は n3
であり，それぞれ 23 = 8, 43 = 64, および 83 = 512となる．またそれぞれに
対応する 1次元問題の並列度は nであり，数値実験により求まった (~lx; ~ly; ~lz)
は，n = 2では (256; 1; 1)，また n = 4と n = 8ではともに (257; 1; 1)となっ
た．なお n = 8の実験結果を図 3.8に示す．またこれらの波数を持つ初期誤
差ベクトルを与えた 3次元問題の数値実験から，n3 = 8のスムージングファ








能性があるため，nbx = nby = nbz 2 f2; 8; 32; 128gについて値を求める．図
3.10は，1次元問題での nbx 2 f2; 8; 32; 128gのそれぞれについて，波数と相
対誤差の関係を示したものである．この図から，nbx が増加すると逐次 GS
2実際には 3.3.1 節で述べた BRB-GS スムーザのブロック分割と同様に，2  i; j; k  512
を満たす 5113 個の格子点をほぼ均等な分割の対象とし，たとえば i = 1の yz 境界面に接する














































図 3.10: 1次元問題を対象とした BRB-GSスムーザの初期誤差ベクトルの波
数と相対誤差の関係
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23 0.516 0.353 0.370
83 0.540 0.368 0.347
323 0.542 0.330 0.308





対する数値実験の結果から得た (~lx; ~ly; ~lz)は，nbx (= nby = nbz )に関わらず





























































(b)  = 3
























の中心に設置された半径 3.1cm の球体を対象とするものであり， の値は
球体の内部では 1，外部では 0と設定した．最密の格子空間 
fhg の格子数
は NX = NY = NZ = 513 とし，1 つの V サイクルのレベル数は L =
log2(NX   1) = 9とした．初期解ベクトルは (0) = 0とし，収束判定条件
はm回目の Vサイクル終了後の残差 r(m)と初期残差 r(0)の一様ノルム比を




分割を用いた．また全てのスムーザについて，レベル 1から 3までは最大 16
スレッド，レベル 4では最大 8スレッド，またレベル 5以下では単一スレッ
ドで実行することとした．
それぞれのソルバプログラムは Fortran95で記述し，スレッド並列化には
OpenMP 2.5を使用した．またコンパイラにはFujitsu Fortran (version 3.2)を
使用し，最適化オプションとしてO3, Komitfp，Kmfunc，Keval，Kprefetch，
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表 3.3: BRB-GSと mBRB-GSの収束性評価実験で用いたレベル 2以下のブ
ロック数と形状
ブロック数 ブロックサイズ
格子点数 x方向 y方向 z方向 x方向 y方向 z方向
2573 (level 2) 8 8 8 32 32 32
1293 (level 3) 4 4 4 32 32 32
653 (level 4) 2 2 2 32 32 32
333 (level 5) 1 1 1 32 32 32
173 (level 6) 1 1 1 16 16 16
93 (level 7) 1 1 1 8 8 8
53 (level 8) 1 1 1 4 4 4
KSSE2，KSSE3，および KOPTERONを与えた．プログラムの実行には，京
都大学学術情報メディアセンターのスーパーコンピュータ Fujitsu HX600の










1のブロック形状を立方体とした上で，ブロックサイズ nbx ( = nby = nbz )
を 2, 4, 8, 16, 32, 64, 128および 256としたときの，収束までに要する Vサ
イクル数mを測定した．なお，レベル 2以下のブロック数は表 3.3に示す値
で固定し，ブロック数が 1のレベルでは逐次 GS法を用いた．
測定の結果，BRB-GSについては nbx の値に関わらず m = 11となり，








スレッド数 x方向 y方向 z方向
1 1 1 2
2 1 2 2
4 1 2 4
8 1 4 4










価は，スレッド数を 1, 2, 4, 8, 16として行った．また BRB-GSのブロック





向の 1次元分割，8および 16スレッドは yおよび z方向の 2次元分割となっ
ている．
表 3.5と図 3.12は，各スムーザを採用したマルチグリッドソルバのスレッ











表 3.5: スムーザごとのスレッド数と Vサイクル数の関係
スレッド数
1 2 4 8 16
Hybrid 11 21 21 21 21
RB-GS 10 10 10 10 10






































格子点数 x方向 y方向 z方向 x方向 y方向 z方向
5133 (level 1) 1 128 128 512 4 4
2573 (level 2) 1 32 64 256 8 4
1293 (level 3) 1 16 16 128 8 8
653 (level 4) 1 4 8 64 16 8
333 (level 5) 1 2 2 32 16 16
173 (level 6) 1 1 1 16 16 16
93 (level 7) 1 1 1 8 8 8











でおよそ nbx  nby  nbz  10と見積もられ，これに倍精度浮動小数点デー
タのバイト数 8を乗じた値がキャッシュ容量未満であることが制約条件とな
る．したがって nbx  nby  nbz  220=(10 8)  13000がおよその制約条
件となり，これに nbx , nby , nbz がいずれも 2のべき乗数である制約を加え






















の 1回目と 2回目のスムージングの計算時間 tsと ~tsを計測した．その結果，
ts = 0:67秒に対して ~ts = 0:11秒となり，~ts=ts  1=6という結果が得られ
た．したがって， = 2とすることで削減される Vサイクル数が 1/2未満で






Vサイクル数を，1  pr; po  10の範囲で計測した結果を表 3.7に示す．この
表に示すように，概ね 2  pr; po  6の範囲を中心に，cBRB-GSを用いたソ
ルバの実行時間 32.49秒を有意に短縮する組み合わせが数多く存在する．ま
たこれらのほとんどでは Vサイクル数が 6～8の範囲であるので，cBRB-GS
の Vサイクル数 11からの削減率が 1/2未満であることから，~ts=ts  1=6の
効果が実行時間の削減に大きく貢献していることも明らかになった．なお，最




mBRB-GSの prと poの値を，16 スレッド実行については上記の評価に基
づいて (pr; po) = (4; 3)とし，また 1～8スレッド実行についても同様の評価






























ようにメモリバンド幅による律速効果が小さいため，ts と ~ts の比も小さく


























果が相対的に小さくなり，16スレッド実行では最適である (pr; po) = (4; 3)
が，8スレッド以下の実行では (pr; po) = (1; 2)よりもやや劣る結果をもたら
す．しかし (pr; po) = (1; 2)の設定では，メモリバンド幅の律速効果が大き
い 16 スレッド実行での性能改善度が小さく，より大きな改善度が得られる














ザを用いたソルバの 16 スレッド実行では，既存手法である Hybridスムーザ
によるものに対して 2.00倍，また RB-GSスムーザによるものに対して 1.36
倍の性能が得られ，これらの既存手法に対する優位性が確認された．
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スに分割する場合，1次元分割では N  Pが，また 2次元分割では N2  P
が，それぞれ一定の並列化効率を得るための制約となるのに対し，3次元分
割では N3  P を満たせばよく，P が大きな大規模並列環境に適している．
また一般にプロセス間通信量は分割された部分領域の境界面の面積に比例す






リッド処理との整合性と実装の簡素化の観点から，NX   1, NY   1, NZ   1
はそれぞれ Px, Py, Pz の倍数であるものとし，かつ nx = (NX   1)=Px,
ny = (NY   1)=Py, nz = (NZ   1)=Pzはいずれも 2のべき乗であるとする．
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いる．すなわち qx番目のプロセス (0  qx < Px)に割り当てられる格子座標
の第 1次元は qxnx+1  i  (qx+1)nx+1の範囲となる．ここで nxは 2の
べき乗であるので，
f2hgについては qx(nx=2)+ 1  I  (qx+1)(nx=2)+ 1
が，qx 番目のプロセスに関する第 1次元の格子座標 I の範囲となる．した
がって，両端の格子点については i = 2I   1の関係，すなわち粗密格子座標
の対応関係が満たされる．また 
f3hg以下の粗い格子空間についても格子座






























Afhgfhg = fhg に基づく反復法を初期解に pr回適用し fhg(pr)を得る
rfhg = fhg  Afhgfhg(pr) 残差を計算する
隣接プロセス間で境界面内外の rfhgを通信




Af2hgf2hg = f2hg に基づく反復法を初期解 (0ベクトル)に
pr回適用し f2hg(pr)を得る













AfLhgfLhg = fLhg 最粗格子空間での解を
一つのプロセスが求める
fLhgを全てのプロセスに分配する










~f2hg = f2hg(pr) + of2hg 誤差ベクトルを用いて f2hg(pr)を修正する






~fhg = fhg(pr) + ofhg 誤差ベクトルを用いて fhg(pr)を修正する
Afhgfhg = fhg に基づく反復法を ~fhgに po回適用し fhg(po) を得る
上記の rfnhgのプロセスあたりの通信量（配列要素数）commr(n)は，前
述のようにプロセスの部分領域を各方向に 1ずつ拡大した領域の表面の格子
























通信 (gather)と，ルートプロセスが求めた fLhg を全プロセスに分配する
通信 (scatter)が必要となる．一般にこれらの通信は O(logP )のステップ数







規模の実験では，nx = ny = nz = 256, Px = Py = Pz = 6 (P = 216),
L = log2 nx = 8という設定であるので，ルートプロセスが収集する rfLhgの
大きさはプロセスあたりで (nfLhgx )3 = (256=27)3 = 23 = 8となり1，総計で
は 8  216 = 1728となる．この値は，たとえば rfhgのプロセスあたりの通


















上記の fnhgに関する 1回目の通信は n = 1の場合にのみ行われ，直前の
Vサイクルで得られたfhgの部分領域外の値を，w-Jcスムージングで参照す
るために隣接プロセスから取得する2．また 2 回目は nに関わらず行われ，ス
ムージング後の残差計算で参照する値を隣接するプロセスから取得する．した
がって 1回の通信についてプロセスあたりの通信量（配列要素数）comm(n)

































は，赤・黒それぞれの格子点の fnhgを rfnhgおよび bfnhgと表記すると，
以下に示すものとなる．





Hybridスムーザと同様に，上記の 1回目の通信は n = 1の場合にのみ行わ











不要である．したがって，通信回数 (n)は 5 (n = 1)または 4 (n > 1), また
rfhgと bfhgの通信量がともに comm(n)=2であることに留意すると3，ま
た通信量の総計は (n)  comm(n)=2となる．すなわち，通信回数は Hybrid














ク格子点の fnhgをそれぞれ rbfnhg と bbfnhg とし，また上部境界面に
ついて同様に rbfnhg+と bbfnhg+とすると，プリスムージングの計算・通
信の手順は以下に示すものとなる．





なお RB-GSスムーザと同様に，1回目の通信は n = 1のプリスムージング
と全てのポストスムージングで，2回目の通信は全てのプリスムージングと
ポストスムージングで，また 3回目の通信はプリスムージングでのみ，それ
ぞれ行われる．したがって，通信回数 (n)は 5 (n = 1)または 4 (n > 1), ま
3境界面の格子点数は奇数であるため，厳密には赤の格子点について (comm(n)  1)=2, 黒





た rbfhgとまた bbfhgの通信量がいずれもほぼ comm(n)=4であること
を勘案すると，n = 1では (11=4)  comm(1)，n > 1では 2  comm(n)と
なる．すなわち，Hybridスムーザと比較すると通信回数は増加するが，通信
量は同じ (n > 1)または 1/12だけ小さく (n = 1)なり，RB-GSスムーザと













たがって  = 1である BRB-GSスムーザと全く同じ通信が行われ，通信回
数・通信量も BRB-GSスムーザと完全に一致する．
以上，4.2.2節から本節までの議論をまとめると，通信回数の観点ではHybrid























数値実験に用いたテスト問題は，1 辺の長さが 1m の立方体状の空間とそ
の中心に設置された半径 7.8mmの球体を対象とするものであり，の値は球
体の内部では 1，外部では 0と設定した．最密の格子空間 
fhgの格子数は，
プロセスあたりの数を nx = ny = nz = 256と固定し，各方向のプロセス数
も Px = Py = Pzとした上で，1  Px  6の範囲でプロセス数を変化させる













ノード間結合網 InniBand FDR x 2
プロセッサ仕様






イクルのレベル数は L = log2 nx = 8，初期解ベクトルは (0) = 0とし，収
束判定条件はm回目の Vサイクル終了後の残差 r(m)と初期残差 r(0)のユー
クリッドノルム比を用いて kr(m)k2=kr(0)k2  10 7とした．またmBRB-GS
スムーザ以外のスムーザについては，プリスムージングとポストスムージン
グの反復回数は (pr; po) = (1; 1)とした．
それぞれのソルバプログラムは Fortran2003で記述し，プロセス並列化に
はMPI 2.0準拠の Intel MPI (version 4.0)を使用した．またコンパイラには
Intel Fortran Composer XE (version 12.1)を使用し，最適化オプションとし
て-O3 -xHost -no-opt-prefetchを与えた．プログラムの実行には，京都大学
学術情報メディアセンターのスーパーコンピュータ GreenBlade 8000を最大
14ノード使用した．このシステムは表 4.1に示すように，2個の Intel Xeon






表 4.2は，Hybid, RB-GSおよび BRB-GSスムーザを採用したマルチグリッ
ドソルバのプロセス数と性能の関係を，計算時間と Vサイクル数（カッコ内
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表 4.2: スムーザごとのプロセス数と計算時間および Vサイクル数の関係
プロセス数
1 8 27 64 125 216
Hybrid 8.02(10) 31.39(17) 24.06(13) 32.73(17) 30.34(15) 38.20(17)
RB-GS 6.97 (8) 23.37 (9) 23.52 (9) 26.46(10) 28.10(10) 31.07(10)
BRB-GS 6.30 (9) 17.87(10) 19.90(11) 20.12(11) 22.14(11) 24.52(11)




プロセスあたりの格子点数 x方向 y方向 z方向 x方向 y方向 z方向
2573 (level 1) 256 128 128 256 4 2
1293 (level 2) 128 64 64 128 4 4
653 (level 3) 64 32 32 64 8 4
333 (level 4) 32 16 16 32 8 8
173 (level 5) 16 8 8 16 8 8
93 (level 6) 8 4 4 8 4 4














たとえば 64プロセス実行では Hybridが 1.85秒であるのに対し，RB-GSは
5上部境界面のブロックを除外したブロック数である．
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216プロセスでは Hybridよりも 1.56倍，RB-GSよりも 1.27倍，それぞれ
高速であるという結果が得られた．
mBRB-GSスムーザについては，まず 3.5.4節と同様の考え方により表 4.1
に示した L2キャッシュの容量 256KBを基準として，レベル 4までのブロック
サイズを nbxnbynbz = 2048となるように定めた．なお表 4.1に示したよ
うに，実験に用いたプロセッサは 8コアで共有される 20MBのL3キャッシュを








表 4.6: mBRB-GSスムーザを用いたソルバの最適な prと poの値と計算時
間および Vサイクル数の関係
プロセス数
1 8 27 64 125 216
(pr; po) (1, 1) (2, 2) (2, 2) (3, 4) (4, 3) (3, 4)
反復回数 9 7 7 6 6 6
計算時間 6.50 13.61 13.81 13.99 14.26 14.69
に対する影響を，1プロセスおよび 64プロセス実行について 1  pr; po  5





とに起因する．実際，第 1反復の計算時間 tsと第 2反復以降の反復あたりの
計算時間 ~tsの間には，有意な差を確認することができなかった．
一方 64プロセス実行では表 4.5に示すように，(pr; po) = (3; 4)が最も良
い性能を与える設定となり，(pr; po) = (1; 1)に比べると 1.53倍の性能が得
られた．これは，全てのコアにプロセスが割り当てられるために生じるメモ
リバンド幅の逼迫が，ts=~ts = 7:4という大きな落差をもたらし，かつ V サイ
クル数削減によりプロセス間通信時間も比例して削減されることによるもの




によるソルバの 1プロセス実行を基準とした weak scalingの台数効果，すな
わちスムーザ Sによるソルバの Pプロセスでの実行時間を T (P; S)としたと
きの P  T (1;Hybrid)=T (P; S)の値を，図 4.3に示す．mBRB-GSスムーザ
によるソルバは，どのプロセス数の場合でも他の全てのスムーザによるもの
よりも良好な性能を示しており，216プロセスの場合では Hybridの 2.60倍，
RB-GSの 2.12 倍，BRB-GSの 1.67倍の性能が得られた．
4.4 まとめ
本章ではまず，マルチグリッド法ポアソンソルバのプロセス並列化のための





































































Xeon Phiの高い性能は，60コア 240 スレッドという高い並列度と，512
ビットという幅の広い SIMD演算によって実現されている．SIMDとは Single


































い，得られる 6個のループの内の 5個に対して SIMD並列化を行うものであ
る．以下本章では，まず Xeon Phiのアーキテクチャについて SIMD演算機
構を中心に述べ，続いて上記の部分的 SIMD並列化について，既存手法であ




5.2 メニーコアコプロセッサ Xeon Phi
表 5.1に Xeon Phi 7120の仕様を，図 5.1にコア内部のアーキテクチャの
概略図を，それぞれ示す．Xeon Phi7120はプロセッサ毎に 60 のコアを有し
ており，各コアはリングバスと呼ばれる通信路で接続されている．Xeon Phi
7120の倍精度浮動小数点演算性能の理論ピーク値は 1.19TFlopsであり，同







































ロセッサが持つ SIMD加算 (b) を対比して示したものである．図に示すよう
に，スカラー加算は単一オペランドの組 aと bの和を，やはり単一のオペラ
ンド cに格納するのに対し，SIMD加算では複数（図では 8個）の aiと biの










イクルあたり 8 個の乗算と 8 個の加算を同時に処理することができる．し
たがって，Xeon Phi 7120のクロック周波数 1.24GHz, 倍精度浮動小数点数
に関する SIMD演算幅 8，積和演算による乗算・加算の重複実行度 2，およ
びコア数 60を乗じることにより，倍精度浮動小数点演算性能のピーク値が



































(m+1) = !D 1 f+ (U +L)g(m) + (1  !)(m) (2.32)























2ある赤格子点 (i; j; k)を先頭とする一連の更新操作で，phi(i-1,j,k)と phi(i+1,j,k)を先頭
とする一連の黒格子点の値が重複していることを利用できれば 12 個，できなければ 13 個であ
る．
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アルゴリズム 2: 逐次 GSスムージングの一般的な実装
do k = zs, ze
do j = ys, ye
3 do i = xs, xe !This loop is not SIMDized
phi(i,j,k)= rho(i,j,k) &
+ a(i,j,k)*phi(i,j,k-1) + b(i,j,k)*phi(i,j-1,k) &
+ c(i,j,k)*phi(i-1,j,k) + e(i,j,k)*phi(i+1,j,k) &












アルゴリズム 2は，ブロックに対する逐次 GSスムージングを Fortranで
記述した，一般的な実装例である．ここで，phiと rhoはそれぞれ近似解ベク
トルと右辺ベクトルに相当する配列， a，b，c，d，e，f，gは係数行列を保














アルゴリズム 3: 部分的な SIMD並列化可能な逐次 GSスムージングの実装
do k = zs, ze
do j = ys, ye
!$DEC SIMD
do i = xs, xe
5 tmp(i) = rho(i,j,k) + a(i,j,k)*phi(i,j,k-1)
enddo
!$DEC SIMD
do i = xs, xe
tmp(i) = tmp(i) + b(i,j,k)*phi(i,j-1,k)
10 enddo
!$DEC SIMD
do i = xs, xe
tmp(i) = tmp(i) + e(i,j,k)*phi(i+1,j,k)
enddo
15 !$DEC SIMD
do i = xs, xe
tmp(i) = tmp(i) + f(i,j,k)*phi(i,j+1,k)
enddo
!$DEC SIMD
20 do i = xs, xe
tmp(i) = tmp(i) + g(i,j,k)*phi(i,j,k+1)
enddo
do i = xs, xe !This loop is not SIMDized








ブロックサイズは 512 2 2であるので，tmpの大きさ 512 8  4KBは
L1キャッシュ容量 32KBよりも十分に小さい．また tmpは全てのループで参


















格子点数 x方向 y方向 z方向 x方向 y方向 z方向
5133 (level 1) 1 256 256 512 2 2
2573 (level 2) 1 64 128 256 4 2
1293 (level 3) 1 32 32 128 4 4
653 (level 4) 1 8 16 64 4 8
333 (level 5) 1 4 4 32 8 8
173 (level 6) 1 1 2 16 16 8
93 (level 7) 1 1 1 8 8 8










は 1，外部では 0と設定した．最密の格子空間 
(h)の格子数は NX = NY =
NZ = 513とし，1つの Vサイクルのレベル数は L = log2(NX   1) = 9
とした．初期解ベクトルは (0) = 0とし，収束判定条件は m 回目の Vサ
イクル終了後の残差 r(m)と初期残差 r(0) のユークリッドノルム比を用いて
kr(m)k2=kr(0)k2  10 7とした．また w-Jcと RB-GSスムーザについては，
プリスムージングとポストスムージングの反復回数 prと poをともに 1とし，





え方により表 5.1に示した L2キャッシュの容量 512KBを基準として，表 5.2









ベル 4と 5はブロック数がそれぞれ 128と 16であるため最大スレッド数は
その 1/2の 64と 8となる．それ以上のレベルは最大 240スレッドの並列実
行が可能であり，x方向のスレッド数は常に 1とした上で，総スレッド数 T
に応じて y方向および z方向のスレッド数 Tyと Tzを以下のように定めた．










のコンパイラ Intel Fortran Composer XE (version 14.0.0)を用い，最適化オ
プション O3, mmic, no-opt-prefetchを与えてコンパイルした．プログラムの
実行には Xeon Phi 7120を 1個使用し，各コアにスレッドが均等に割り付け
られるように環境変数 KMP AFFINITYの値を balancedとした．
5.4.2 実験結果
表 5.3に，各スムーザを用いたマルチグリッド法ソルバの Vサイクル数と，
スレッド数を 1, 60, 120, 240としたときの計算時間（秒）を示す．また図 5.3は










表 5.3: スムーザごとの Vサイクル数およびスレッド数と計算時間の関係
スレッド数
Vサイクル数 1 60 120 240
w-Jc 18 1025.44 19.55 16.09 19.38
RB-GS 9 885.54 18.35 16.29 21.97
mBRB-Alg1 7 585.43 11.18 8.16 7.67


















前節で述べたように，部分的 SIMD 並列化が可能な mBRB-Alg2 の 240
スレッド実行以外での性能が，SIMD並列化ができない mBRB-Alg1に劣る
理由を調べるために，Intel 社の性能解析ツール Vtune Amplierを用いて
mBRB-Alg2の性能を詳細に解析した．このツールは，Xeon Phiを含む最近
のマイクロプロセッサに搭載されている，プログラム実行時のさまざまなイベ
ントの発生回数を集計する機構である Performance Monitoring Unit (PMU)
から得たデータを収集して表示するためのものである．
解析の結果，120スレッド実行では先行命令の遅延による read-after-write
ハザードを意味する VPU STALL REGと，ロード・ストア命令のアドレス





































前者は 120スレッド実行で 267107回であるのに対し 240スレッド実行では
10%程度少ない 242 107回であり，後者は 120スレッド実行では 108 106








また Vtune Amplierにより，GSスムージングのループでの SIMD命令
の実行比率を調べた結果，25.9%という低い値であることが明らかになった．













1 60 120 240




do i = xs, xe
2 tmp(i) = rho(i, j, k) + a(i, j, k) * phi(i, j, k-1)
enddo
を，3次元配列 rho，a，phiを 1次元配列で表現したものを rho1d，a1d，phi1d
とし，要素 (xs,j,k)および (xs,j,k-1)に対応する 1次元配列の要素番号を base1，
base2とした上で，以下のように変形する．
i1 = base1; i2 = base2
2 do i = xs, xe
tmp(i) = rho1d(i1) + a1d(i1) * phi1d(i2)




25.9%から 53.8%に向上した．また表 5.4と図 5.4に示すように，スレッド数
によらずmBRB-Alg1よりも高い性能となり，240スレッドではmBRB-Alg1
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