We apply Wigner-transform techniques to the analysis of difference methods for Schr6dinger-type equations in the case of a small Planck constant. In this way we are able to obtain sharp conditions on the spatial-temporal grid which guarantee convergence for average values of observables as the Planck constant tends to zero. The theory developed in this paper is not based on local and global error estimates and does not depend on whether caustics develop or not.
Here V is a given electrostatic potential, 0 < e << and u= u(x, t) is the wave function. By classical quantum physics [10] the wave function is an auxiliary quantity used to compute the primary physical quantities, which are quadratic function(al)s of u(t), e.g., the position density n (x, t) ]u (x, t)[2, (1.2a) the current density J(x,t) Im(u(x,t)Vu(x,t)), (1.2b) (where "-" denotes complex conjugation). It is well known that the Eq. (1.1a) propagates oscillations of wave length e, which inhibit u from converging strongly in, say, L (L 2x). Clearly convergence of u is, for example, not sufficient for passing to the limit in the macroscopic densities (1.2) , which implies that the analysis of the socalled semi-classical limit is a mathematically rather complex issue. Recently, much progress has been made in this area, particularly by the introduction of tools from microlocal analysis (defect measures [5] , H-measures [19] and Wigner measures [6, 11, 13, 7] ). These techniques, which go far beyond classical WKBmethods, have shown the right way to exploit properties of the Schr6dinger equation which, despite the oscillatory nature, allow the passage to the limit e 0 in the macroscopic densities by revealing an underlying kinetic structure.
Exactly the same problem, i.e., the highly oscillatory nature of the solutions, has to be coped with when the Schr6dinger equation with small c is solved numerically. Even for stable discretization schemes (or under mesh size restrictions which guarantee stability) the oscillations may very well pollute the solution in such a way that the quadratic macroscopic quantities (1.2) and other physical observables come out completely wrong when the scaled Planck constant is small.
For the linear Schr6dinger equation classical numerical analysis methods (like the stabilityconsistency concept) are sufficient to derive meshing strategies for discretizations which guarantee (locally) strong convergence of the discrete wave functions to u when c > 0 is fixed (cf. [21, [1] [2] [3] ).
Extensions to nonlinear Schr6dinger equations can be found in [4, 20, 16, 18] .
However, the classical strategies cannot be employed to analyze properties of discretization schemes for e-+ 0.
In this paper we adapt the microlocal techniques used to analyze the semi-classical limit for the IVP (1.1) to the analysis of finite difference discretizations. We choose a sample of time discretizations: the Crank-Nicolson scheme and the Leap-Frog scheme (both belonging to the set of mostly used methods for the Schr6dinger equation). Corresponding spatial discretizations are general arbitrary-order symmetric schemes. For these methods we identify the semiclassieal Wigner measure (on the scale ) for all (sensible) combinations of e and of the time and space mesh sizes. We clearly have convergence for the average values of all (regular) observables in those cases, for which the Wigner measure of the numerical scheme is identical to the Wigner measure of the Schr6dinger equation itself. Thus, from this theory we obtain sharp (i.e., necessary and sufficient) conditions on the mesh sizes which guarantee good approximation quality of all (smooth) observables for e small. We remark that the approach is sharp because we do not use local and global error estimates.
The theory and the presented test calculations clearly show the big risk in doing Schr6dinger calculations for small Planck constant. Even highly stable schemes might produce completely wrong observables under seemingly reasonable meshing strategies (i.e., asymptotic resolution of the oscillation is not always enough). Worse enough, in these cases there is no warning from the scheme (like blow-up) that something went wrong (since local error control cannot be used anyway). It seems that the only safety anchor here lies in the analysis and, for more difficult problems than the linear Schr6dinger equation, in physical insight. The paper is organized as follows. In Section 2 we present the basic analytical tools (e.g., Wigner transforms) needed to carry out the program on the discretization schemes, Section 3 is concerned with formulating the finite difference schemes in the language of pseudo-differential calculus and Section 4 contains the identification of the Wigner measures of the discretizations. Numerical sample computations and interpretations of the theory are given in Section 5.
SCHRDINGER-TYPE EQUATIONS, OBSERVABLES AND WIGNER TRANSFORMS
We consider the following scalar IVP
(2.1b)
Here e E (0, e0], e0 > 0, is a small parameter (e.g., the scaled Planck-constant), Q(., eD)w is the Weyloperator associated to the symbol Q(x, e): We denoted D -iOn.
The convenience in the Weyl-calculus lies in the fact that a Weyl-operator is formally selfadjoint iff it has a real valued symbol (@ [8] ).
Since we are interested in generalizations of the Schr6dinger-equation we assume for the following (i) Q is real valued for 0 Ik K, (ii) Vk, a N with Ikl KCk, > o. , , n(x, t) dx n (x) dx Vt N, (2.5) where we set n "-ul 2.
In quantum mechanics the wave function u c= uc(x, t) (i.e., the solution of the Schr6dingerequation) is usually considered an auxiliary quantity. It facilitates the calculation of physical observables of the system under consideration [10] corresponding to actual measurements. An observable A , which depends on the position variable x and on the momentum operator eD, is given by the Weyl-operator A a(., eD) w (2.6) with the real valued symbol a(x, s(). Of particular physical interest is the average value of the observable A in the state uC(t) (i.e., the mean value of the performed measurement) given by:
Here (.,.) stands for the L2(Nm)-scalar product and, of course, it is assumed that u(t) lies in the domain of a(., eD) w.
A good framework for manipulating quantities which are quadratic in the wave function (e.g. (2.7)), is given by the Wigner-transform [7, 22] . For given functions f, g ,9' (m) and a given scale e (0, 0] and w satisfies the transport equation after selection of a subsequence. Since the limit process (2.12) is actually locally uniform in [7] , the convergence (2.14) takes place in Cloc(Nt). Easy calculations give for the position density
Additional assumptions on the initial datum u have to be imposed in order to be able to pass to the limit e --, 0 in (2.15) (note that (2.14) cannot be applied directly since n corresponds to a momentum independent observable, whose symbol is not in S(x m x )). A complete account of this is given in [7] . Here we only remark that holds. For a detailed discussion of the linear problem (D1) (i.e., possible choices of the coefficients a,k) we refer to [14] .
Given the discretization (3.1) for 0 < Ik < K we now define the corresponding finite difference discretization of Q(., cD) w by applying (3.1) (with 0 iD) directly to (2.4 [15] . Also we shall analyze the Leap-Frog method 2At + iQh'e(x'eD)WU+l
The choice of will be discussed later on.
Note that the selfadjointness of Qh,(x, eD) w implies that the operator Id+iwQ,(x, eD) w is boundedly invertible on L2() for all w .T herefore also the scheme (3.4) for > 0 gives wellfor n=l 2. if defined approximations u u L2(). Moreover we remark that it is sufficient to evaluate (3.4) and, resp., (3.5 ) at x hP in order to obtain discrete equations for {u(h>)l > P}. Clearly, artificial 'far out' boundary conditions have to be imposed for practical computations. Their impact will not be taken into account in the subsequent analysis. We now collect properties of the finite difference schemes. We start with the spatial discretization: 
CONVERGENCE OF WIGNER MEASURES
The consistency-stability concept of classical numerical analysis provides a framework for the convergence analysis of finite difference discretizations of linear partial differential equations. Thus, for > 0 fixed it is easy to prove that the schemes Therefore, again for fixed > 0 we conclude convergence of the same order for averages of the observables defined in (2.7) assuming that a is smooth. Due to the oscillatory nature of the solutions of (2.1) the local discretization error of the finite difference schemes and, consequently, also the global discretization error, generally tend to infinity as e tends to 0. The situation is still complicated by the fact that again due to the occurrence of O(e)-wavelength oscillations the solution u of (2.1) and their discrete approximations u, which solve (3.4) or, resp., (3.5), generally only converge weakly in L 2(m) as ---+ 0 and, resp., a 0. The limit processes -0, a 0 do not commute with the quadratically nonlinear operation which has to be carried out to compute the average values of observables. In practice one is interested in finding (mild) conditions on the mesh sizes h and At, in dependence of and the used discretization such that the average values of the observables in the discrete state converge (for e small) to E given by (2.7).
Let us set for n E , tn nat: E(t)'--a(.,eD)Wu,u. In this Section we shall compute the accumulation points of w as cr --+ 0. We shall see that the set We recall that Qe is defined in (3.7). In all other cases there are initial data u for which either instabilities occur or such that the Wigner-measure ofthe difference scheme under consideration is different from the Wigner-measure of the Schr6dinger-type IVP. 2 2 It can be shown that the term 1-w Q (appearing in (4.10a) ) is strictly positive if the stability condition (3.8) is satisfied. The proofs of the Theorems can be found in [15] .
EXAMPLES AND NUMERICAL RESULTS
We Details on proving (5.5) can be found in [7] . The test problem (5.1) is considered in the one dimensional case and it is discretized in space with the usual three-point symmetric scheme, and in time with the Crank-Nicolson scheme given by (3.4) or with the Leap-Frog scheme given by (3.5) . DISCRETE The space discretization is consistent of order 2 (i.e., (D1) is satisfied with N 2) and has a real valued symbol (thus (D2) is fulfilled). We recall that condition (D2) is a condition on the symmetry of the discretization. It implies that the Weyl operator is selfadjoint.
We denote by u, the approximation of u (x#,tn), where t nAt, x# =jh is a given mesh point and cr (e, h, At). We recall the definition of the discrete position density and current density J+(xj, t,) e Im . . . u]+l'n j,n j,n h n O, 1,. ,xj c P.
(5.8b)
We want to investigate in which situations the computed quantities n and J converge (weakly) to n o and j0, as cr 0. Therefore, in the pictures presented in the following n and J are plotted and compared with n o and j0. As an example, Figures Cases where W does not converge to w , but n converges to n o are possible. In the continuous case, n o and j0 are recovered as moments of the Wigner measure (see (5.5) ). In the discrete case the situation is more delicate. For the Crank-Nicolson scheme, Corollary 4.1 states that n---v := (x,d(,t) if the initial datum u s e-oscillatory.
As already mentioned, the WKB initial datum (5.3) implies the e-oscillatory property, so if W coincides with w , then convergence of n to n o is guaranteed, otherwise n can converge to something else. The main ingredient to prove Corollary 4.1 is that the e-oscillatory property of the initial datum is -xSZ(X) tanh(5(x 0.5)) (see [9] ). The initial condition is plotted in Figure 1 . Due to the compressive initial velocity Vz(X) (d/dx)Si(x), n o and j0 are Loc functions with singularities on the caustics that develop at time 0.2 (for a more detailed describtion see [15] ). The weak limits n(x,t) and J(x,t) are wavelength O() (see [9] ) in the region between the caustics.
All the pictures presented in the following show n and J at time 0.54 (after caustics have developed). The reference n o and jo are the ones of Figure 3 . scheme verifies (4.5) and consequently the transport equation (2.13) (see also (5.4) ) of the continuous Wigner measure. The functions n and J' oscillate about n o and j0 (resp.) with wave length e. It is evident that when e is halved, also the wave length is halved. The amplitude of the oscillations does not grow as e becomes smaller, except the first and the last one which increase with c. Thus, the pictures indicate that the sequences {n} and {J} converge weakly to n o and j0. We can also say that n and J" in oscillations (see Fig. 9 , for e-0.5.10-3). The effect is amplified when both h and At are too large. Figure 10 illustrates case (2) (ii) with h e, At 3e, for e 0.5.10-3. In order to illustrate case (1) (iii), condition (4.6a) must be fulfilled. A constant potential V > 0 is considered, so that Q is bounded away from zero. Figures 11-13 show the results when V 0.25, h e2, At e6, for a sequence of e's. When e is large, (the plot for e 8.10 -3 is presented in Fig. 11 ) it is evident that n and J are far away from the correct solution, but the pictures do not suggest what the limit of the sequence is. As e becomes smaller, n does not exhibit oscillations and its maximum decreases with e (see Fig. 12 ) which refers to a computation with e-10-3. All the tests presented here are carried out with -uu, so that z/ w/ (see Theorem For instance, if V 0 is selected, then the stability condition forces (At/e)< 0.5(h2/e2). For h e 1"2 and At 0.49e TM the stability condition is satisfied and the results for e 2.10-3, e 10 -3 e 0.5.10 -3 are very similar to those of Figures 4-6 (obtained with the Crank-Nicolson scheme) and are not reported. Note that in this case the stability condition allows a At very close to At e 5 used in the tests with the Crank-Nicolson scheme. Of course, if h is much smaller than e, (5.10) requires a much smaller At than the one requested by condition (i) of Theorem 4.1 for Crank-Nicolson.
Crank-Nieolson
All the pathological situations are possible for h O(e). As in the Crank-Nicolson case, when Qp appears in the transport Eq. (4.9) (case (2) (i)), n and J exhibit smaller support and higher oscillations than in the case when the exact Q is present. Figures 14 and 15 show the results for h e, /t e 1"25 with e 10 .3 and e 0.5.10-3. Comparing Figure 15 and Figure 8 , which corresponds to case (2) (i) for Crank-Nicolson, no difference is observed.
In the case (2) (ii), we remark that the term cd2Q],e in (4.10a), with c At/e, is always positive when the stability condition (5.10) is satisfied. Instead, when this coefficient is small, Z and W are significantly different and they evolve according to two different laws. The effect on the macroscopic quantities is weird. If, for example, e= 10-3,At=(1/30)e,h=eand V= 10thenthe maximum of n oscillates almost every time step. Figure 18 shows the evolution of n'(x,t) for 0_< < 0. 
