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ABSTRACT
Cosmic Dawn, when the first stars and proto-galaxies began to form, is commonly expected to
be accompanied by an absorption signature at radio frequencies. This feature arises as Lyman-
α photons emitted by these first luminous objects couple the 21 cm excitation temperature
of intergalactic hydrogen gas to its kinetic temperature, driving it into absorption relative
to the CMB. The detailed properties of this absorption profile encode powerful information
about the physics of Cosmic Dawn. Recently, Bowman et al. analysed data from the EDGES
low-band radio antenna and found an unexpectedly deep absorption profile centred at 78 MHz,
which could be a detection of this signature. Their specific analysis fit their measurements
using a polynomial foreground model, a flattened Gaussian absorption profile and a white
noise model; we argue that a more accurate model, that includes a detailed noise model and
accounting for the effects of plausible calibration errors, is essential for describing the EDGES
data set. We perform a Bayesian evidence-based comparison of models of the EDGES low-
band data set and find that those incorporating these additional components are decisively
preferred. The subset of the best fitting models of the data that include a global signal favour
an amplitude consistent with standard cosmological assumptions (A < 209 mK). However,
there is not strong evidence to favour models of the data including a global 21 cm signal over
those without one. Ultimately, we find that the derivation of robust constraints on astrophysics
from the data is limited by the presence of systematics.
Key words: methods: data analysis – dark ages, reionization, first stars – radio lines: ISM –
radio continuum: general – radiation mechanisms: nonthermal – cosmology: observations
1 INTRODUCTION
The redshifted 21 cm hyperfine line emission from the neutral hy-
drogen that pervaded the intergalactic medium (IGM) during its
transition from a cold and predominantly neutral state at the end
of the cosmic dark ages (DA; z ∼ 20) to a hot, ionized plasma by
the end of the Epoch of Reionization (EoR; z ∼ 6) is a powerful
probe of the intervening period (see e.g. Furlanetto, Oh, & Briggs
2006; Barkana & Loeb 2007; Morales & Wyithe 2010; Pritchard
& Loeb 2012). The intensity of the redshifted 21 cm emission can
be measured as a differential brightness temperature between the
hydrogen spin temperature1 and the brightness temperature of the
? E-mail: peter_sims1@brown.edu
1 The spin temperature quantifies the relative number densities, n1 and
n0, of hydrogen in the spin triplet (F1) and spin singlet (F0) hyperfine
levels of the electronic ground state via the Boltzmann equation: n1n0 =
3e−T?/TS , where the factor 3 is the ratio of the statistical weights (i.e.
energy degeneracy) of the triplet and singlet states and T? = 0.068 K is the
excitation temperature of the spin-flip transition.
radio background (e.g. Furlanetto, Oh, & Briggs 2006),
δTb ≈ 9 mK xH i(1+δb)(1+z)1/2
[
1 − TR(z)
TS
] [
H(z)/(1 + z)
dv‖/dr‖
]
, (1)
where δb is the fractional baryon overdensity, xH i is the hydro-
gen neutral fraction, H(z) is the Hubble parameter, dv‖/dr‖ is the
gradient of the proper velocity along the line of sight,TR is the back-
ground radiation temperature and the hydrogen spin temperature,
TS, is given by,
TS =
1 + xc + xα
T−1R + xcT
−1
K
+ xαT−1c
. (2)
Here, xc and xα are coupling coefficients for collisions and UV
scattering and TK and Tc are the hydrogen kinetic temperature and
the effective color temperature of the UV radiation field, respect-
ively. δTb thus provides a direct probe of the ionisation, density and
temperature state of the IGM during this period.
In fiducial models (e.g. Pritchard & Loeb 2008), the back-
ground radiation temperature is dominated by the cosmicmicrowave
background (CMB): TR ' Tγ , with TR and Tγ the background and
CMB radiation temperatures, respectively. The kinetic temperature
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of the hydrogen in the IGM, TK, decouples from the CMB radiation
temperature at redshift z ≈ 150. It subsequently cools via adiabatic
expansion at a rate of (1 + z)2 relative to Tγ , which drops at the
slower rate of (1 + z). Initially, there is a sufficient density of free
electrons in the IGM to couple TS to TK , leading to an early absorp-
tion trough; however, continuing expansion reduces the strength of
this coupling and, by z ∼ 70, radiative coupling of TS to Tγ is
expected to dominate, resulting in δTb ∼ 0.
Cosmic Dawn (CD), when the first stars and proto-galaxies
began to form, produces the next key milestone in the evolution
of the state of the IGM. The first sources emit photons at the Lyα
resonance of hydrogen. As Lyα photons permeate the hydrogen gas
in the IGM, their absorption and spontaneous re-emission recouples
TS to TK , via the Wouthuysen–Field effect2 (Wouthuysen 1952;
Field 1958). The corresponding cooling of the spin temperature
below the CMB temperature produces an absorption signature in the
observed 21 cm brightness temperature. At the same time, Lyman
continuum photons emitted by the first sources begin the process
of reionizing the IGM and X-ray photons, for example, from early
black hole binary systems (e.g. Fialkov, Barkana & Visbal 2014),
raising the kinetic temperature of the gas, reducing the strength of
the absorption signature and, subsequently, generating a signal in
emission, if, prior to the completion of reionization, the temperature
of the gas is raised in excess of the CMB temperature.
As a result, the amplitudes of the signals in both absorption and
emission are a sensitive function of the time dependent strengths
of the Lyα, Lyman continuum and X-ray radiation fields during
this period. The strengths of these fields are poorly constrained by
current data; however, the maximum depth of the absorption trough
in fiducial models can be derived, assuming adiabatic cooling of
TK between z ≈ 150 and CD, no reheating of the gas prior to the
Wouthuysen–Field coupling of TS to TK and TR ≈ Tγ at CD. In
this case, an absorption trough with a depth of 209 mK is expected
(Barkana 2018).
Two distinct varieties of experiments aimed at measuring the
evolution of the sky-averaged ‘global’ redshifted 21 cm signal
and fluctuations in its intensity as a function of spatial scale, re-
spectively, are underway. Instruments in the first category include:
EDGES (Bowman, Rogers & Hewitt 2008), SCI-H I (Voytek, Nata-
rajan, Jáuregui García, Peterson & López-Cruz 2014), BIGHORNS
(Sokolowski, et al. 2015), LEDA (e.g. Bernardi, et al. 2016) and
SARAS (Singh, et al. 2018). While those currently in operation
in the second category include: the GMRT (Paciga et al. 2013),
LOFAR (van Haarlem et al. 2013), the MWA (Tingay et al. 2013),
PAPER (Parsons et al. 2010) and HERA (DeBoer et al. 2017), while
the SKA (Mellema et al. 2013) is set to commence in the near future.
The global signal, targeted principally by single-dipole exper-
iments, traces the sky-averaged ionization and thermal history of
the hydrogen IGM and constrains the timing of CD and the EoR.
In 2018, analysing data in the 50–100 MHz range, the EDGES
experiment reported the first detection of the global 21 cm signal
(Bowman et al. 2018a; hereafter B18). They recover a best fitting
flat bottomed absorption trough centred at 78±1 MHz, with a width
of 19+4−2 MHz and with a depth of 500
+500
−200 mK, where the uncer-
tanties correspond to 99 per cent confidence intervals, accounting
2 More directly, the Wouthuysen–Field effect couples TS to Tc ; however,
the high optical depth of the Lyα linemeans the radiation colour temperature
and kinetic temperature of the gas are rapidly equilibrated and, thus, the two
temperatures are approximately equal in practice (e.g. Furlanetto, Oh, &
Briggs 2006).
for both thermal and systematic errors. The depth of the absorption
trough recovered with this model is more than double the maximum
depth predicted by fiducial models at a ∼ 3.8 σ significance (B18).
The flat bottomed shape of the absorption trough is also unexpected
and suggests that Lyα photons flooded most of the universe within
a small fraction of a Hubble time, followed by an extended period
with little to no heating of the IGM and, finally, the gas temper-
ature quickly rose and diminished the absorption signal (Kaurov,
Venumadhav, Dai & Zaldarriaga 2018).
If it is assumed that the absorption parameters derivedwith this
model are accurate, its large depth implies an increased differential
brightness between the hydrogen spin temperature and the radio
background, relative to the fiducial model described above. From
Equation 1, δTb ∝ (1 − TR(z)/TS) and thus, relative to the standard
cosmological model, where TR = Tγ , an enhanced absorption depth
will result if either (i) the radio background temperature is larger
than expected, which would occur if there was an unaccounted
for radio background in excess of the CMB (TR > Tγ; B18; Feng
& Holder 2018), or (ii) if TK , and correspondingly TS , is cooled
to below the level expected from adiabatic cooling alone (B18;
Barkana 2018).
Raising the radio background temperature above the CMB
radiation temperature would require the presence of a bright, unac-
counted for source of radio emission at CD. Potential candidates for
such sources include:
• synchrotron emission3 from accretion onto a population of grow-
ing black holes (Ewall-Wice, Chang, Lazio, Doré, Seiffert & Mon-
salve 2018),
• enhanced radio emission from the first Galaxies4 (Mirocha & Fur-
lanetto 2019),
• soft photon emission from the decay of axionic dark matter decay
in mini-clusters (Fraser, et al. 2018),
• the decay of dark matter to dark photons, followed by resonant
oscillations of dark photons into regular photons in the Rayleigh-
Jeans tail of the CMB (Pospelov, Pradler, Ruderman & Urbano
2018).
Regarding these hypotheses, it is also notable that a radio back-
ground excess has previously been reported by the ARCADE2 ex-
periment (Fixsen, et al. 2011) and, more recently, by the LWA1
(Dowell & Taylor 2018). If only a small fraction of the excess emis-
sion reported by these experiments originated at CD, it would be
sufficient to account for the EDGES absorption depth5 (e.g. Feng
& Holder 2018).
Alternatively, mechanisms for cooling TK below the level ex-
pected from adiabatic cooling alone have been proposed, including:
• supplementing the adiabatic cooling of TK via a non-standard
Coulomb-like interaction (with a scattering cross-section σ ∝ v−4,
3 However, see Sharma (2018) for the impact of a reduced radiation cooling
time (given by the shorter of the synchrotron and inverse-Compton cooling
times) of the relevant relativistic electrons, at z ∼ 17 compared to in the
local Universe.
4 The 500 mK absorption depth necessitates a three order of magnitude
increase in the efficiency of photon production in the ∼ 1–2 GHz spectral
range, relative to star forming galaxies today.
5 However, it has also been argued that the ‘excess’ seen by these experi-
ments, where the excess is defined as the difference between the measured
emission and the (model-dependent) sky temperature expected from the total
emission from the Galaxy, extragalactic sources and the CMB, may be arti-
ficial and, in fact, may be removed by better modelling of the contribution of
Galactic emission to the radio background (Subrahmanyan &Cowsik 2013).
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with v the Baryon - dark matter relative velocity) between baryons
and cold dark matter particles with kinetic temperatures below the
Hydrogen kinetic temperature at CD (Barkana 2018). However, this
scenario is strongly constrained by observations (e.g. B18; Berlin,
Hooper, Krnjaic & McDermott 2018, Muñoz & Loeb 2018).
• decoupling ofTK fromTγ before z ∼ 150, giving the gas additional
time to cool adiabatically before the first luminous sources form.
‘Early dark energy’(EDE; an additional component with equation
of state w = −1), that contributes to the cosmological energy dens-
ity at early times, before decaying rapidly (Hill & Baxter 2018),
is a mechanism that has been investigated as a means to facilitate
such early decoupling. However, it is found to be strongly ruled
out by observations of the CMB temperature power spectrum and,
moreover, EDEmodels needed to explain the EDGES signal exacer-
bate the current tension in low- and high-redshift measurements of
the Hubble constant (Hill & Baxter 2018).
Despite the exciting potential implications for dark matter,
dark energy models and galaxy formation models that open up if
the absorption parameters derived by B18 are correct, the extreme
challenge posed by strong foreground emission, which necessitates
exquisite calibration of the data and control over instrumental sys-
tematics, means that assessing the robustness of the modelling used
byB18 to derive the global 21 cm signal is of significant importance.
Recently, Hills et al. (2018) (hereafter, H18) re-examined the
fitting process used by B18 and concluded that for the range of
models they used to analyse the EDGES low-band data, including
the model used by B18, there is severe degeneracy between signal
and foreground modelling that allows a wide range of ‘signals’ to be
consistent with the data. This calls into question the interpretation of
the B18 signal as an unambiguous detection of the cosmological 21-
cm absorption signature. Furthermore, H18 highlight the possibility
of an uncalibrated sinusoidal systematic in the data.
Further evidence for the model dependence of the global 21
cm signal can be seen in the results of recent work by Singh &
Subrahmanyan (2019) (hereafter S19), who, building on the analysis
of H18, fit for a maximally smooth polynomial foreground model,
constant amplitude sinusoidal systematic model, white noise and a
Gaussian parametrisation of the global 21 cm signal, and find that,
in this case, a low-RMS residual fit to the data can be derived with
an absorption depth not exceeding the maximum depth obtainable
in fiducial cosmological models (A ∼ 100 mK).
However, in this work, we will argue that the use of a white
noise model for the EDGES low-band data is an oversimplification
and that a more general model for systematic effects in the data is
required. We, therefore, extend the analyses of B18, H18 and S19
to use physically motivated models for the noise on the data, the
global 21 cm signal and plausible miscalibration systematics. Using
these models and comparing them to those considered thus far in
the literature, we perform a more comprehensive investigation of
the feasible model space of the EDGES data and use a Bayesian
evidence based comparison of the models to identify those that best
describe the data.
The remainder of this paper will be organised as follows. In
Section 2, we begin by examining the chromaticity-correction com-
ponent of the calibration of the publicly available EDGES low-band
data and the systematic structures it can impart to the data, if the
beam or sky models used in the correction are imperfect. The pos-
sibility of such structure in the data motivates us to compare models
with and without components designed to describe systematic ef-
fects. We follow this by describing the full complement of determ-
inistic and stochastic models for the foregrounds, systematic effects,
global signal and noise on the data that we select from to construct
the models to be compared in the analysis, and their implementation
in a Bayesian model selection framework. In Section 3, we present
the model evidence results obtained from our analysis. We analyse
the physical parameters of highest evidence models in more detail
in Section 4 and present our conclusions in Section 5.
2 MODELLING THE EDGES LOW-BAND DATA
In this section, we start by reviewing the chromaticity correction
element of the calibration of the EDGES low-band data in Subsec-
tion 2.1. Since this correction can potentially result in systematic
effects in the data,we comparemodelswith andwithout components
designed to describe these effects, to determine which models best
describe the data. A Bayesian evidence based approach provides a
statistically robust framework for performing such a comparison of
models for the EDGES low-band data. Such an analysis is based on
the principles of Bayesian inference, which we discuss in Subsec-
tion 2.2. Finally, in Subsection 2.3 we include a description of the
full set of deterministic and stochastic components of the models
for the EDGES low-band data that we employ in our analysis.
2.1 EDGES low-band data
In this work, we use the publicly-released EDGES low-band spec-
trum available at: http://loco.lab.asu.edu/edges/edges-data-release;
this is the same data set used to derive the global 21 cm signal
quoted by B18. To derive their result, B18 calibrate the raw data
from the EDGES low-band instrument and jointly fit a model to the
calibrated data, consisting of a physically motivated five term poly-
nomial foreground model and a flattened Gaussian parametrisation
for the 21 cm signal. They approximate the noise on the data as
spectrally flat.
The data collection with the EDGES low-band experiment and
its calibration are described in detail in B18. Here, we focus only on
the beam chromaticity correction element of the data calibration,
since imperfections in the beam model or sky model used in this
step can both impart new and leave residual oscillatory spectral
structure in the spectrum. This can have important implications for
the data analysis and partially motivates our modelling choices in
Subsection 2.3.
2.1.1 EDGES beam chromaticity correction
The ‘adjustment for beam chromaticity’ element of the EDGES
data calibration is described in detail in Mozdzen et al. (2017);
Mozdzen, et al. (2019). The purpose of this procedure is to divide
out the effect of beam chromaticity in the measured spectra using
electromagnetic simulations of the beam, in combination with an
approximate sky model. To aid discussion, we include a summary
here for reference.
For a given LST value, a beam correction factor is obtained
using an electromagnetic simulation of the beam and the 408 MHz
Haslam all-sky map. This factor is calculated as,
Bfactor(ν) =
∫
Ω
Tsky-model(ν75, Ω) ∗ B(ν, Ω)dΩ∫
Ω
Tsky-model(ν75, Ω) ∗ B(ν75, Ω)dΩ
. (3)
Here,
Tsky-model(ν75, Ω) = [THaslam(Ω) − TCMB]
(
75
408
)−2.5
+ TCMB, (4)
MNRAS 000, 000–000 (0000)
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B(ν75, Ω) is the beam directivity at 75 MHz for a given pointing
and orientation, ν is frequency, Ω are the spatial coordinates above
the horizon, THaslam(Ω) is the 408 MHz Haslam all-sky map, and
the CMB temperature, TCMB, is 2.725 K. Unique beam correction
factors are generated for 72 LST time intervals. The measured sky
spectra are then corrected by dividing by the beam correction factor.
However, accurate removal of the chromatic structure in the
beam via this procedure requires that:
(i) the spatial structure of the foreground in the 50 − 100 MHz range
can be adequately approximated by the spatial structure at 75 MHz,
(ii) the spatial structure at 75 MHz is the same as that at 408 MHz and
(iii) the antenna’s beam directivity is known to high precision in the
50 − 100 MHz range.
An in-depth investigation of the effect of realistic deviations
from these assumptions would be necessary to determine how ac-
curately each must be met for the beam chromaticity correction
to reduce chromatic beam effects to below the noise level in the
EDGES low-band data. Ideally, the best fitting model for the sky
and beam would be jointly sampled over, within their respective
estimated uncertainties, in order for accurate uncertainties on the
global signal to be derived, but this requires access to the unaver-
aged data. In the absence of such an investigation, or joint analysis,
it seems reasonable to assume a priori that existing chromatic struc-
ture in the data may not be perfectly removed and, indeed, that
additional chromatic structure could be imparted by such a correc-
tion. In such a case, models for such systematic structure must be
included in the data analysis, if we hope to recover robust estimates
of the global signal that are free from bias.
2.1.2 Chromatic structure imparted in the case of an imperfect
chromaticity correction
The frequency dependence of the FEKO electromagnetic beam
model of the linear gain of the EDGES beam at multiple beam
angles is illustrated in B18’s Extended Data Figure 4 b, and ap-
proximately sinusoidal undulations with frequency after a five-term
polynomial has been subtracted from each of the gain curves are
shown inExtendedData Figure 4 c. The amplitude, phase and period
of the undulations are a function of the position in the beam. The
amplitudes are of order 1% of the gain amplitude, and the periods
vary between approximately 20 MHz and 12 MHz at the locations
in the beam shown. The amplitude and period both decrease with
increasing angle from zenith.
For a sky temperature of the order 103 K, such undulations cor-
respond to an amplitude feature of order 10 K in the spectrum. Thus,
the presence of such a feature must be correctly modelled to better
than approximately one part in 103 in amplitude across the beam
for uncertainty in the model not to have a statistically significant
impact on the data relative to the order 10 mK noise level expected
in the publicly available EDGES data set (see Subsubsection 2.3.4
for a discussion of the expected noise level).
We note that imperfections in the beam model6 used in the
beam chromaticity correction element of the data calibration, in
excess of the level described above, can produce unwanted spectral
6 Equivalent systematics can similarly derive from imperfections in the sky
model used in the chromaticity correction, or from errors in both the sky
and beam model, but, here, for illustration, we principally focus on errors
due to the mismodelling of the beam alone.
structures in the data. The calibration systematics imparted in such
a case will fall on a spectrum between two limiting cases:
(i) Beam model error localised in angle from zenith - assuming
a comparatively accurate model for the beam at the majority of
angles from zenith, a frequency independent error in the amplitude
of the undulating component of the electromagnetic beam model at
a localised angle from zenith will result in a single sky temperature
scaled sinusoid systematic feature in the data - i.e., a power law
damped sinusoid with an expected power law index that is a function
of the foreground spectra in the data and the shape of the gain curve.
(ii) Beam model error dispersed over angle from zenith - if, instead,
there are low level errors in the beam model spread over a wider
range of beam angles, variation in the phase and period of the undu-
lating gain feature with angle from zenith would result in multiple
sky temperature scaled sinusoidal systematic features in the data,
that, depending on their period, could be modelled, in principle,
with multiple power law damped sinusoids. However, if a signi-
ficant, and unknown, number of such features are present in the
data, a generalised model for intermediate scale fluctuations, such
as a log polynomial model with sufficient degrees of freedom to
model structure on the scales of the intrinsic damped sinusoidal
systematics and their beat frequencies, can provide a more compact
parametrisation of the systematic.
In Figure 1, we show a simple proof of concept example of the
calibration systematics that can be introduced into the data due to
low level uncertainty on the model for the beam gain. The plots in
the left and right columns illustrate the cases that the beam model
error is localised and dispersed in angle from zenith, respectively.
In both cases, the top panel shows mock ‘true’ antenna gain curves
plotted as a function of frequency. We approximate the frequency
dependence of the gain of the EDGES beam as being comprised of
two components: a linear gain component and an oscillatory com-
ponent designed to approximate the undulating component of the
gain B18 identify following subtraction of a 5th order polynomial.
We assume the ‘true’ underlying gain for the mock antenna is given
by:
gtrue = glin + gosc. (5)
We expect any contribution to calibration systematics deriving from
the structure of the non-undulating component of the gain to be
subdominant. Therefore, for simplicity, we assume the linear com-
ponent is independent of angle from zenith. As a proxy for the
undulating component of the gain seen in B18, we consider two
cases:
(i) In the left column of Figure 1, we use a single hour-angle inde-
pendent undulating gain component of the form gosc = A(ν) sin(2pi∗
ν/P + φ), with A(ν) = glin/200, such that the amplitude of the os-
cillatory component is 0.5% of the amplitude of the linear gain
component as a function of frequency; P = 12.5 MHz is chosen
to approximate the periodicity of the undulating component of the
gain at the 3 dB point in the beammodel shown in B18, and φ = pi/5
is an arbitrary phase.
(ii) In the right column of Figure 1, we consider the case that the
period and phase of the undulating gain component are a func-
tion of angle from zenith and approximate this dependence us-
ing ten gtrue curves, with varying period and phase, such that
gosc = A(ν) sin(2pi ∗ ν/P + φ), with A(ν) as above, and P and φ are
randomly drawn from Gaussian distributions with means 15 MHz
and pi/5 and standard deviations 5 MHz and pi/4, respectively. The
range of phase angles is chosen to roughly reflect the relative phase
MNRAS 000, 000–000 (0000)
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between the undulating feature at zenith and the 3 dB point shown
in B18, but we have confirmed that the specific choice of values
shown does not fundamentally influence the result.
The middle panel of Figure 1 shows, on the left, gosc for a
localised angle fromzenith gain error and, on the right, theminimum
and maximum period of the ten gosc used to model the gain errors
dispersed in angle from zenith.
We consider the effect of a 1% error in the amplitude of the
oscillatory component of the gain (this corresponds to a 1 part in
104 error in the amplitude of the total gain). We write our imperfect
model for the gain of the mock antenna as,
gmodel = glin + 1.01gosc , (6)
with glin and gosc defined as in Equation 5. We estimate the system-
atic spectral structure such an error in the gain model will introduce
into the imperfectly calibrated data as,
Tcal = Tsky
∑
i
(
gtrue,i
gmodel,i
− 1
)
, (7)
where Tsky represents the brightness temperature of the sky, which,
for this mock example, we approximate with a power law fit to the
EDGES data. The resulting Tcal calibration systematics introduced
through these modelling errors are shown in the bottom row of
Figure 1. Tcal resulting from an error in the gain amplitude at a
localised angle from zenith is well described by a power law damped
sinusoid, with the frequency dependence of the damping determined
by the spectral dependence of Tsky and gosc. In the case of gain
errors dispersed over angle from zenith, the systematic structure is
a superposition of multiple power law damped sinusoids. In both
cases, for a hypothetical 1% error in the amplitude of the undulating
component of the gain model, the calibration systematics produced
are of order 200 mK in amplitude and, thus, in this mock scenario
would be statistically significant features relative to the order 10 mK
noise level in the publicly available EDGES low-band spectrum.
B18 state that simulated observations with their beam model
yield residuals of 15 mK in a five-term fit over the frequency range
52–97 MHz at GHA = 10 and residuals of 100 mK at GHA = 0.
If we fit a 5th order polynomial to the mock calibration systematics
shown in Figure 1, the RMS residuals are ∼ 80 mK, and, thus, are
comparable to these values. Nevertheless, we emphasize that the
use of a 1% error in the undulating component of the gain used
in Figure 1 was arbitrary and our intent in this section is only to
illustrate the type of structures that can be present in the data in the
case of imperfect calibration. In Section 3, when we fit for models
of systematic effects, such at those shown in Figure 1, the amplitude
of the model is a free parameter to be determined in the analysis.
We note that the presence, in the EDGES data, of effects sim-
ilar to those described above is inevitable at some amplitude level.
Furthermore, if there are beam model errors dispersed over angle
from zenith, but larger at a particular angle, statistically signific-
ant contamination of both types described above may be present.
However, it is also possible that the amplitudes of these systematic
effects could be below the noise level, which will be the case if
the beam is modelled sufficiently accurately. Thus, without a priori
knowledge of the accuracy of the beam modelling, an important
element of the analysis is to determine whether or not effects of this
type are statistically significant features of the data.
Figure 1. Example of calibration systematics introduced into the data by
uncertainty on the beamgainmodel, in two limiting cases: [left column] error
localised in angle from zenith and [right column] error dispersed over angle
from zenith (see main text for details). [Top, left] Mock antenna gain curve,
gtrue = glin +gosc, comprised of a linear component, glin, and an oscillatory
component, gosc, designed to approximate the components of the antenna
gain model for the EDGES low-band antenna, identified in B18. [Top, right]
As top, left, but for ten gosc with period and phase dependent on angle from
zenith (for visual clarity, the two gtrue with the maximum and minimum
period gosc, only, are shown). [Middle, left] The oscillatory component,
gosc, of the error localised in angle from zenith gain model. [Middle, right]
The maximum and minimum period gosc in the error dispersed over angle
from zenith model. [Bottom] The calibration systematics, Tcal, that would
be introduced into an EDGES-like data set by a 1% error on the amplitude
of the oscillatory component(s) of the gain model, during calibration, in the
two cases.
2.1.3 B18 cross-checks on the impact of the beam chromaticity
correction
B18 vary the beam model in their chromaticity correction and look
at the impact this variation has on the amplitude of the recovered
signal. Specifically, they fit the depth of the absorption trough for
four types of beam chromaticity correction: (i) no beam correction,
(ii) no beam correction with the spectral range of the fit restricted
to 65–95 MHz, (iii) using a beam correction model derived from
an HFSS EM simulation and (iv) using a beam correction model
derived from a FEKO EM simulation. In these cases, the depth of
the absorption trough varies between a minimum of 370 mK (when
using no beam correction and fitting over the full 50 − 100 MHz
spectral band) and 670 mK (when using the HFSS EM simulation
of the beam).
However, this comparison ignores the possibility that other
components in the model could be simultaneously modified and
actually produce a better fit to the data. Additionally, a statistically
robust metric for model comparison is not given with the results.
This limits what can be inferred from the comparison.
For example, it is very likely that when no beam correction
is applied, fitting a fifth order polynomial model to describe the
MNRAS 000, 000–000 (0000)
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foregrounds, ionosphere and calibration systematics (which in this
casewill certainly be in the data), plus a global signalmodel, will fail
to accurately describe the data. Instead, a higher order polynomial
that can better model the calibration systematics, or an explicit
model for the calibration systematics in the data, or both, will be
preferred. If such a model, that better described the data, was fit,
and the amplitude of an unrestricted flattened Gaussian model was
jointly estimated, there is no a priori reason to expect the amplitude
of this flattened Gaussian to be similar to that found by B18. The
same argument equally holds true if the chromaticity correction is
insufficient to reduce calibration systematics to below the noise in
the primary analysis in B18, which uses a model with no component
to describe systematic effects.
Ideally, a more comprehensive range of plausible models
should be fit to the data, accounting for the possibility of calib-
ration systematics and allowing the full range of free parameters of
each model to vary when fitting. The amplitude of the global signal
in the models that best describe the data provides then a robust
measure of the level of constraint on the amplitude of the signal that
can be obtained from the data7. We carry out such an analysis in this
paper and, as such, we explicitly incorporate model components for
systematic effects in our data model and use Bayesian model selec-
tion to determine whether these are preferred or disfavoured relative
to those excluding these components. Next, we briefly outline the
principles of Bayesian inference on which this analysis is based.
2.2 Bayesian inference
Bayesian inference provides a consistent approach to estimate a set
of parameters, Θ, from a model, M , given a set of data D and,
through the use of the Bayesian evidence Pr(D |Mi) ≡ Zi , to select
from a set of models the ones that best describe the data. Bayes’
theorem states that,
Pr(Θ|D,M) = Pr(D |Θ,M) Pr(Θ|M)
Pr(D |M) =
L(Θ)pi(Θ)
Z , (8)
where Pr(Θ|D,M) is the posterior probability distribution of the
parameters, Pr(D |Θ,M) ≡ L(Θ) is the likelihood and Pr(Θ|M) ≡
pi(Θ) is the prior probability distribution of the parameters.
The Bayesian evidence (the factor required to normalise the
posterior over the parameters), is given by,
Z =
∫
L(Θ)pi(Θ)dnΘ, (9)
where n is the dimensionality of the parameter space. Comparison
of the evidence for different models enables a statistically robust
selection of a preferred model for the data. As the average of the
likelihood over the prior, the evidence is larger for a model if more
of its parameter space is likely and smaller for a model where large
areas of its parameter space have low likelihood values, even if
the likelihood function is very highly peaked. Thus, the evidence
automatically implements Occam’s razor: a simpler theory with a
compact parameter space will have a larger evidence than a more
complicated one, unless the latter is significantly better at explaining
the data.
Bayesian inference addresses model comparison between two
7 Wenote that the inclusion ofmodel components to fit plausible calibration
systematics is not an automatic rejection of the B18 assertion that these
errors are small and do not influence their result. Rather, if this is the case,
we expect the Bayesian evidence to favour models that do not include these
components, and we test for this eventuality in our analysis.
possible models for a data set, M0 and M1, via consideration of R,
the ratio of posterior odds in favour of the hypothesis and the prior
odds in favour of the hypothesis,
R10 =
Pr(M1 |D)
Pr(M0 |D)
=
Pr(D |M1)Pr(M1)
Pr(D |M0)Pr(M0)
= B10
Pr(M1)
Pr(M0)
, (10)
where the ratio of posterior odds in favour of the hypothesis is called
the ‘Bayes Factor’, B, Pr(D |M1) ≡ Z1 and Pr(D |M0) ≡ Z0 are the
marginal likelihoods of the data in models M1 and M0, respectively,
and Pr(M1)/Pr(M0) is the prior probability ratio for the two models
set before any conclusions have been drawn from the data set. In
this work, we assume a priori that the different models we consider
are equally likely, in which case, R = B.
The Bayes factor is a summary of the evidence provided by the
data for one model, as opposed to another. Different classification
schemes exist for interpreting the significance that is implied by a
given Bayes factor. In this paper, when comparing models for the
data, we follow Kass & Raftery (1995), who consider ln(B0i) =
ln(Z0) − ln(Zi) = 3, corresponding to a ratio of posterior odds of
∼ 20, to constitute strong evidence in favour of M0 over Mi .
2.3 Signal and noise models
We can write the EDGES low-band data set as a vector d = s + δn,
where the signal s is a maximum likelihood estimate of the intrinsic
brightness temperature spectrum of the sky, in kelvin, in the region
observed by EGDES, and δn is the noise on the data.
Wedefine aGaussian likelihood function for our spectralmodel
of the EDGES low-band as,
L(Θ) ∝ 1√
det(N)
exp
[
−1
2
(d −m(Θ))† N−1 (d −m(Θ))
]
, (11)
where m(Θ) is our model for the signal, described in detail below,
and we model the noise on the spectrum as an uncorrelated Gaus-
sian random field, with covariance matrix N. The elements of the
covariance matrix are given by Ni j =
〈
nin∗j
〉
= δi j fN (σj ), where
fN (σj ) is a model of the variance of the noise on the data that
we will discuss further in Subsubsection 2.3.4, 〈...〉 represents the
expectation value and σj denotes the noise expectation in element
j of the spectrum.
Following H18, we start by defining a physical model of the
intrinsic sky signal as,
m = (TR + δTb + TFg) ◦ e−τion + Te(1 − e−τion ) . (12)
Here, TR is as defined in Equation 1, ◦ denotes the Hadamard
‘element-wise’ product of vectors, δTb is the vectorised differential
brightness temperature between the hydrogen spin temperature and
the background temperature, as defined in Equation 1, TFg is the
brightness temperature of foreground emission from the Galaxy and
extragalactic sources. τion = τ0(ν/νc)−2 is the opacity of the iono-
sphere for the vector of channel frequencies, ν, in the EDGES data
set, with τ0 the opacity at reference frequency νc and the quadratic
frequency dependence of τion is taken from the measurements of
Rogers, Bowman, Vierinen, Monsalve & Mozdzen (2015). Finally,
Te is the temperature of the electrons in the ionosphere.
The opacity of the ionosphere in the frequency range of the data
is of order τion ∼ 10−2 << 1, thus Equation 12 is well approximated
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by8,
m = δTb + (TR + TFg) ◦ (1 − τion) + Teτion . (13)
Additionally, to recover unbiased estimates of the aforemen-
tioned parameters, it is essential that any systematic effects resulting
from imperfect calibration of the data are modelled. We, therefore,
incorporate models for calibration systematics and write our final
model vector as,
m = δTb + T¯Fg + Tcal , (14)
where, T¯Fg = (TR+TFg)◦(1−τion)+Teτion+ T¯cal is a model for a
combination of foregrounds and systematic effects that obscure the
global 21 cm signal of interest, and Tcal and T¯cal encode calibration
systematics localised or dispersed in angle from zenith, respectively,
as detailed in Subsection 2.1. In the remainder of this section we
describe our model parametrisations for δTb, T¯Fg, Tcal and the
noise on the data.
2.3.1 δTb parametrisation
We consider three model parametrisations for the global 21 cm
signal profile:
(i) Flattened Gaussian - to facilitate direct comparison with B18, we
take as our first global signal model, a flattened Gaussian profile of
the form,
Tb(ν) = −A
(
1 − e−τeB
1 − e−τ
)
, (15)
where,
B =
4(ν − ν0)2
w2
log
[
−1
τ
log
(
1 + e−τ
2
)]
, (16)
and A, ν0, w and τ describe the amplitude and central frequency,
width and flattening of the absorption trough, respectively.
(ii) Gaussian - H18 find that, when the presence of a sine wave sys-
tematic in the data model is subtracted and a polynomial foreground
model plus flattened Gaussian profile are fit to the residuals, the flat-
tening factor in the best fit of the flattended Gaussian profile tends
towards low values and a comparably good fit to the data is obtained
by substituting Equation 15 for a simple three parameter Gaussian
model for the signal of the form,
Tb(ν) = −Ae
[
−4 log(2)(ν−ν0)2
w2
]
. (17)
Additionally, S19 find that, in a joint fit for a sine wave systematic, a
maximally smooth polynomial foreground model (see Sathyanaray-
ana Rao, Subrahmanyan, Udaya Shankar &Chluba 2015 for details)
and a three parameter Gaussian global signal model, the best fitting
global signal model has an amplitude A = 133 ± 60 mK that lies
below the 209 mK maximum depth possible in models following
standard cosmological assumptions. Motivated by these findings
and by the fact that the evidence will favour a simpler three para-
meter Gaussian parametrization if it can provide a comparably good
fit to the four parameters model given in Equation 15, we use Equa-
tion 17 as our second global signal model parametrization.
8 We have confirmed that the term δTbτion has a negligible effect on re-
covery of the signal and we have therefore excluded it from the model.
(iii) ARES simulation - Neither of the model parametrisations given
by Equation 15 or Equation 17 describe the physics that creates the
21 cm absorption profile. Rather, they are simply functional forms
that it is hoped can provide reasonable descriptions of the intrinsic
shape of a cosmological absorption profile in the data. An advantage
of these simple parametrisations is that their absorption depths are
constrained only by the priors we choose to place on them. As such,
allowing for the presence of a deeper than expected feature in the
data is trivial. However, two notable deficiencies of these model
parametrisations are that they have enforced symmetry about ν0 by
construction and that they are limited to modelling either absorption
or emission. In contrast, the rate at which Lyα photons couple TK to
Tγ via the Wouthuysen–Field effect is not guaranteed to match the
subsequent rate of heating of the IGM by TK. Thus, an asymmetric
absorption is, in general, expected. Further, if TK is heated above
Tγ in the frequency range of the EDGES low-band, then it will
be accompanied by a subsequent emission feature, which will not
be modelled by Gaussian or flattened Gaussian profiles, potentially
biasing recovered estimates.
To address these limitations, we construct and use an atlas ofARES
simulations as our model global 21 cm signals. Here, we give a
briefly outline of the approach taken by ARES for calculating the
global 21 cm signal. For a detailed description of the ARES simu-
lations, see Mirocha (2014).
ARES calculates δTb using Equation 1, under the approximation
that fluctuations deriving from spatial variation of the baryon over-
density field and from redshift space distortions sourced from the
gradient of the proper velocity along the line of site can be neglected.
In this approximation, to calculate δTb one must first derive the hy-
drogen neutral fraction (or, equivalently, the volume-filling factor,
QHII = 1 − xH i), the background radiation temperature and the
hydrogen spin temperature. The hydrogen spin temperature, itself,
is a function of the coupling coefficients for collisions (a function
of the fraction of free electrons in the IGM, xe), the UV scattering
(a function of the Lyα intensity, Jα) and the kinetic temperature of
the hydrogen gas.
ARES employs a two phase model for the IGM: a fully ionized
phase (HII regions; which is dark at redshifted 21 cm wavelengths
and whose sole characteristic is its volume-filling factor, QHII ) and
a mostly neutral ‘bulk IGM’ phase, from which the 21 cm signal
derives.
The time evolution of the IGM’s properties, QHII , TK, and xe, is
governed by the properties of sources in the volume. A model for
the volume-averaged emissivity of sources as a function of time
is constructed under the assumption that it is proportional to the
product of the rate of matter collapse into sources in haloes above a
minimum virial temperature threshold, Tmin, the bolometric lumin-
osity density of the sources and their spectral energy density (SED).
The first of these properties can be expressed as functions of the star
formation efficiency (i.e. the fraction of collapsing gas that becomes
stars), f?, and the last two can be expressed as functions of the nor-
malisation of the X-ray luminosity to star formation rate (LX-SFR)
relation at high redshift, fX, and the number of ionizing photons,
Nion, and Lyman-Werner photons, Nlw, emitted per baryon of star
formation. With these specified, the corresponding radiation field is
evolved to obtain the mean meta-galactic background intensity, Jν ,
as a function of redshift. Using Jν , the ionization and heating rates
are derived, and the state of the gas in each phase of the two-zone
IGM (QHII , xe, TK) is calculated. Finally, given QHII , xe, TK and
Jν , δTb is derived, as a function of time, via Equation 1.
The global 21 cm signal is strongly influenced by the five paramet-
ers (Tmin, f?, fX, Nion and Nlw) described above. ARES allows for
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Table 1. Minimum and maximum of the priors on the ARES parameters
considered in the analysis. Parameter definitions are given in the main text.
.
Coefficient Parameter Prior Min Prior Max
C0 fX 1.0 100.0
C1 f? 0.1 1.0
C2 Tmin 103 105
C3 Nlw 9690.0 105
C4 Nion 4000.0 105
f? to be parametrised as a function of halo mass and for the UV
emissivity of galaxies to be determined via a choice of stellar pop-
ulation synthesis spectra; however, in this work, our primary goal,
with respect to usingARES global 21 cm signals, is to overcome the
limitations described earlier by constructing an atlas of models that
spans the global 21 cm signal space in the standard cosmology limit
(i.e. with TR = Tγ at CD, and cooling of the hydrogen gas following
decoupling from Tγ that occurs exclusively as a result of adiabatic
expansion). We therefore focus on the simplest ARES simulation
scheme for constructing such an atlas, with: f? a constant and Nion
and Nlw independently sampled from.
We construct an atlas of 100,000 models derived from ARES sim-
ulations that span the space of global 21 cm signal shapes in the
standard cosmology limit. We parametrise the models by the as-
trophysical parameters described above, using prior bounds9 on
the parameters, as listed in Table 1. Within the prior ranges, we
sample 10 values of each parameter, with Tmin, Nlw and Nion val-
ues sampled uniformly in log10 and fX and f? values uniformly
sampled in linear space, between their respective prior minima and
maxima. By default, ARES simulations output δTb as a function
of redshift (or, equivalently, frequency) over a larger spectral range
and higher spectral resolution than the publicly available EDGES
low-band data. We, therefore, interpolate the simulation outputs to
the central frequencies of the EDGES low-band data set to produce
our final atlas of models.
2.3.2 T¯Fg parametrisation
T¯Fg is a general model to fit structure in the data imprinted by as-
tronomical foregrounds, the ionosphere and calibration systematics
of the form expected from beam model errors dispersed over angle
from zenith (if present; see Subsection 2.1).
It has been shown by e.g. Bernardi, McQuinn & Greenhill
(2015) andBernardi, et al. (2016) that realisticmodels of foreground
emission can be well described by a log-polynomial foreground
model. Furthermore, Bernardi, et al. (2016) show that accurate
estimates of the parameters of the global 21 cm signal are recovered
when jointly estimated with a log-polynomial foreground model
of intermediate (3rd to 5th) order, with the specific order required
dependent on instrumental details.
Ionospheric absorption introduces a spectral dependence via
τion that is reasonably described as quadratic. As such, a log-
polynomial model will also provide a good fit to the combination
of intrinsic foregrounds and ionospheric effects.
Finally, while great effort has been made to calibrate the
EDGES low-band data set, Bowman, Rogers, Monsalve, Mozdzen
9 The prior ranges are selected to encompass a liberal range of parameter
values sufficient to derive simulations spanning the space of global 21 cm
signal shapes in the standard cosmology limit.
&Mahesh (2018b) state that the foreground model used in the ana-
lysis of B18 is intended to account for a combination of astronomical
foregrounds, ionospheric effects and any residual calibration effects,
and, as described in Subsection 2.1, small mismatches in a com-
bination of the amplitude, phase and period of the undulating gain
feature present in the EDGES electromagnetic beam model and
the true instrumental transfer function will produce a degenerate
combination of sky temperature scaled sinusoidal systematics 10
that will impart a more general fluctuating systematic structure to
the data (e.g. see Figure 1, bottom right). A log polynomial model
with sufficient degrees of freedom to model structure on the scales
present, provides a compact parametrisation for such structure.
We, therefore, model the combination of these components
using a log-polynomial parametrisation of the form,
T¯Fg = 10
∑n
i=1 di log10(ν/ν0)i , (18)
where di are the coefficients to be fit for, and we use a reference
frequency ν0 = 75 MHz, corresponding to the central frequency of
the EDGES low-band.
The combination of power law foreground emission and iono-
spheric effects are expected to be well described by intermediate-
order log-polynomials (e.g. H18). If there is only intrinsic fore-
ground and ionospheric structure in the data, models with low to
intermediate order log-polynomials will be preferred and the evid-
ence will disfavour models with unnecessary higher order terms.
When performing our model selection analysis, we, therefore, test
whether models with log-polynomial components beyond 5th order
better describe the data and use this as a proxy for the presence
of additional oscillatory structure in the data not attributable to the
foregrounds, ionosphere, or global 21 cm signal.
We note that maximally smooth polynomials provide a po-
tential alternate choice of foreground model (see S19). However,
fluctuating spectral features such as those that could be introduced
by calibration systematics and polarised foreground emission cannot
be modelled with the maximally smooth subset of log polynomials
and, thus, will be absorbed by the remaining model components,
potentially biasing the recovered signal estimates. We, therefore, do
not impose this constraint on our model, since, if such structures are
present, the reduction in bias facilitated by the use of a combined
foreground plus systematic model parametrised by a general log
polynomial model, relative to a maximally smooth component, is
preferable to reducing the covariance between the model compon-
ents11.
2.3.3 Tcal parametrisation
Ideally, multiplicative model(s) for the antenna gain and its un-
certainty would be included in Equation 12 and Equation 14 and
marginalised over when estimating the global 21 cm signal, or the
best fitting antenna gainmodel would be determined as a component
of a Bayesian model selection analysis. However, such an approach
requires using the raw EDGES data, before it is averaged to a single
10 Additionally, Spinelli, Bernardi & Santos (2019) have recently shown
that polarised foregrounds may also have imparted spectrally fluctuating
structure to the EDGES low-band data.
11 We also validated this choice computationally by replacing the log-
polynomial component of the highest Bayesian evidence data models found
in Section 3 with equal order maximally smooth polynomials. In all cases,
we find that the models incorporating unconstrained log-polynomials are
decisively preferred (log(B) > 3).
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spectrum, as is the case in the publically available data. Fitting for an
further additive component of the data model, designed to capture
the effect of mismodelling the gain, provides an alternate approach
that can be applied to the publicly released spectral data.
H18 and S19 find that models incorporating a sinusodal feature
with a 12 MHz period and a∼ 0.06 mK frequency independent amp-
litude can provide a good fit to the data. Motivated by the calibration
discussion in Subsection 2.1, we generalise this parametrisation and
use a power law damped sinusoid to model a systematic feature that
would be expected to result from a systematic error deriving from a
gain calibration model residual dominated by an error in the amp-
litude of the undulating component of the gain at a single angle from
zenith (this is in addition to the log polynomial model for calibra-
tion errors deriving from errors in the amplitude of the undulating
component of the gain across a broader range of angles from zenith,
described in Subsubsection 2.3.2). We write this model as12,
Tcal = (ν/ν0)b[a0 sin(2piν/P) + a1 cos(2piν/P)] , (19)
where b is the power law damping index, P is the period of the
sinusoid in MHz and a0 and a1 are the amplitudes of the sine and
cosine components of the systematic model in K, respectively.
In our analysis, we calculate the Bayesian evidence of models
incorporating log-polynomials with orders between 3 and 10, in
combination with the explicit calibration model described above.
Covariance between these model components has the potential to
impart a strong dependence between the log-polynomial order and
the amplitudes of the systematic components in Equation 19, re-
quired to optimally describe the data. Therefore, to ensure the ana-
lysis is not prior bound limited, irrespective of the log-polynomial
order, we parametrise the amplitudes as a0 = 10a¯0 and a1 = 10a¯1 ,
respectively, and sample uniformly from a¯0 and a¯1 when incorpor-
ating a damped sinusoid systematic model component.
2.3.4 Covariance matrix, N, parametrisation
The ideal radiometer equation for the noise in observations of length
τ and channel width ∆ν, using an antenna with a system temperature
Tsys = Tsky + Treceiver, with Tsky and Treceiver the sky and receiver
temperatures, respectively, is given by,
σT =
Tsys√
∆ντ
. (20)
For the EDGES dipole, Treceiver ≈ 200 K (see B18 Extended Data
Figure 5). For a calibrated data set: Tsky ' d. The publicly available
EDGES low-band data has a sky observation time of τsky = 428 h,
an effective integration time13, τeff = τsky/4 = 107 h (see B18
Extended Table 1) and a channel width ∆ν = 390.625 kHz. As
such, the intrinsic noise level in the publicly available EDGES data
is well approximated by,
σT =
Tsys
3.879 × 105 . (21)
The sky temperature at the low frequency end of the data
set is Tsky(51.2 MHz) ' 4.6 × 103 K, and at the high end it is
12 Our prior range of the power law damping envelope of the sinusoid
encloses zero, therefore, our generalised systematic model also encompasses
the flat sinusoidal systematic models considered by H18 and S19.
13 The EDGES data acquisition system has a duty cycle of about 50% and a
spectral window function efficiency of about 50%, thus, yielding an effective
integration time that is approximately 25% of the time observing the sky
(B18 Extended Table 1).
Tsky(98.8 MHz) ' 8.6 × 102 K. Thus, from Equation 20, we ex-
pect noise in the data to be comprised of a low level (∼ 0.5 mK)
approximately white component due to the receiver and a sky noise
component that, like d, scales as a power law with frequency,
between a maximum and minimum of σT(51.2 MHz) ' 12.4 mK
and σT(98.8 MHz) ' 2.2 mK, respectively.
We note that even the maximum anticipated noise level is
approximately half the approximately 25 mK RMS of the residuals
found in the analysis of the EDGES data in B18 and the predicted
noise level at the high frequency end of the band is approximately
an order of magnitude lower than found in that analysis.
However, there are potentially at least two additional sources
of noise-like structure in the data. One can be imparted by the
EDGES data calibration, if there is a mismatch in the amplitude
of undulating chromatic gain features seen in the electromagnetic
beammodel and the amplitude of corresponding features in the true
instrumental transfer function that vary rapidly in frequency, or from
noise-like errors in the skymodel used in the chromaticity correction
component of the calibration. Each can impart a sky-temperature
modulated noise similar in shape to the intrinsic noise. A second is
motivated by the possible presence of polarised foreground emission
deriving from a range of Faraday depths (see Spinelli, Bernardi &
Santos 2019). Structure deriving from this emission on spectral
scales smaller than the channel width of the publicly available data
set cannot be recovered with perfect fidelity as a component of the
data model and, thus, will contribute to the effective noise level in
the data.
Finally, the publicly available EDGES low-band data set has
non-uniform channel weights (the fraction of data integrated in each
spectral bin), with frequencies above 87 MHz, in particular, hav-
ing significantly lower weights due to radio frequency interference
(RFI) from FM radio stations (see B18, Extended Data Figure 7).
To account for this, we use the normalised channel weights given in
B18 Extended Data Figure 7, and write them as a vector, w. In the
remainder of this section, we use w to account for the effect of the
relative weights of the data in our covariance matrix parametrisa-
tions.
We, therefore, use a sufficiently general uncorrelated data co-
variance model to account for intrinsic radiometer noise, noise-like
structure deriving from imperfect calibration and polarised fore-
grounds, which we model as a combination of radiometer-like and
white noise-like structure. The diagonal elements of this covariance
matrix are given by,
Nii =
1
wi

αrnT2sys,i
3.879 × 105 + σwn
 . (22)
Here, the parameters αrn and σwn are fit for in the analysis; αrn
is a scale factor of the radiometer noise in the data, with αrn = 1
corresponding to zero contribution to the effective radiometer noise
from miscalibration, and σwn is the absolute level, in kelvin, of
spectrally flat noise-like structure in the data. We note that, from
Equation 21, we expect αrn ≥ 1; however, when analysing the data,
we set our prior range to include αrn = 0, in which case, barring
the data occupancy weights14, the data covariance is reduced to an
intrinsic white noise model, matching that considered in B18, H18
and S19.
14 We have confirmed that while setting the data occupancy weights to
unity, thus allowing for an exact match with the form of the noise model
used in B18, H18 and S19, alters the evidence of individual models, it does
not change the conclusions of our analysis.
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Table 2. Minimum and maximum of the uniform priors on the parameters
of the models used in the analysis and the model components the parameters
are associated with. Parameter definitions are given in the main text.
.
Model Parameter Unit Prior Prior
component Min Max
T¯Fg d0 log10(T [K]) −5.0 5.0
d1 - −3.0 −2.0
d2−10 - −100.0 100.0
δTb: FG τ - 0 40
δTb: FG, G A K 0.0 4.0
ν0 MHz 60 90
w MHz 5 40
δTb: ARES fX - 1.0 100.0
f? - 0.1 1.0
Tmin K 103 105
Nlw - 9690.0 105
Nion - 4000.0 105
Tcal a¯0 log10(T [K]) −10 2
a¯1 log10(T [K]) −10 2
P MHz 10.0 15.0
b - −4.0 4.0
N αrn - 0.0 20.0
αwn K 10−4 10−1
3 MODEL EVIDENCES
In Table 2, we list the full set of free parameters that we sample
from in the different models used in the analysis, along with the
minimum and maximum values of the priors on those parameters.
Throughout the analysis presented in this section, we assume uni-
form prior probability distributions on the model parameters. In all
models, we fit for the model components simultaneously, sample
from the parameters and calculate the Bayesian evidence of the
model using nested sampling as implemented by the PolyChord
algorithm (Handley, Hobson & Lasenby 2015a,b).
In the analysis presented in this section, we compare models
comprised of one of each of the following components:
(i) δTb (4 models) - no detectable global signal, or one of the
three global signal parametrisations described in Subsection 2.3:
a flattened Gaussian (FG), Gaussian (G) or ARES simulation.
(ii) T¯Fg (8 models) - log-polynomial models between 3rd and 10th
order. Here, we use a 3rd order log-polynomial as a minimum com-
plexity model of the intrinsic foregrounds in the scenario that there
are negligible calibration errors, or modulation by ionospheric ef-
fects.We use higher order log-polynomials as a combinedmodel for
intrinsic foreground spectral structure modulated by the ionosphere
and contamination by certain classes of calibration systematics, as
detailed in Subsection 2.1.
(iii) Tcal (2 models) - we consider models both with and without the
inclusion of a power law damped sinusoidal systematic described
by Equation 19.
(iv) N (2 models) - Equation 22 describes our primary model for the
covariance structure of the noise in the EDGES low-band data. We
compare this to an intrinsic white noise model15, as used in the
analyses of the EDGES data carried out by B18, H18 and S19.
15 We incorporate the effects of the non-uniform channel weights (the frac-
tion of data integrated in each spectral bin) of the data used in the analysis
for both noise models.
In total, this yields 128 models. The derived Bayesian evid-
ences and RMS of the (d − m(ΘMAP)) residuals, with ΘMAP the
maximum a posteriori parameters of the model for the full set of
models considered in the analysis, are listed in Table 3.
Out of the total set of models analysed, the model with the
highest Bayesian evidence (m128) includes a flattened Gaussian
parametrisation for the global 21 cm signal, a 7th order log-
polynomial T¯Fg model, a power law damped sinusoid and a gener-
alised noise model. Additionally, there are a further twelve models
(m116-m127) with Bayesian evidence values sufficiently high to
not be strongly disfavoured relative to m128 (log(B) > 3). All of
these models have a power law damped sinusoidal component and
a generalised noise model. Furthermore, of the total set of models
analysed, those including a power law damped sinusoidal compon-
ent and a generalised noise model are decisively preferred (e.g. Kass
& Raftery 1995): the highest evidence models that do not include a
power law damped sinusoidal (m107) or a generalised noise model
(m103) have log(B) ∼ 9.3 and 11.5 relative to the highest evidence
model, respectively.
This preference for models including higher order log-
polynomial components, a damped sinusoidal component and a
noise level significantly in excess of that which is theoretically ex-
pected, is indicative of spectral structure in the EDGES low-band
data that is not consistent with a combination of intrinsic foreground
emission (or even foregroundsmodulated by the ionosphere), an im-
perfectly calibrated-but-smooth-spectrum receiver gain and a global
21 cm signal. Instead, our model comparison demonstrates that our
model components, whach are designed to describe a calibration
systematic error dominated by an error in the amplitude, phase or
period of the sinusoidal undulation component of the electromag-
netic beam model for the gain at a particular beam angle and lower
level contributions from a range of other beam angles, an imperfect
beam chromaticity correction to the data and potentially polarised
foreground emission describe statistically important features of the
data.
Of the 13 highest evidence models, there are 3 with flattened
Gaussian and 2 Gaussian global 21 cm signal parametrisations, 4
have no global signal component and 4 use global 21 cm signals
derived from our atlas of 100,000 ARES simulations. This shows
that neither a specific shape of the global 21 signal, nor, indeed, its
detection, are preferred by a statistically significant margin in the
publicly available EDGES low-band data set. Instead, the preference
for including calibration systematic based models, in the form of an
explicit power law damped sinusoidal feature, high-order (greater
than 5th order) log-polynomials and a generalised noise model, is
of greater statistical significance.
Nevertheless, examination of the properties of the signal com-
ponents in aggregate, or within the set of high evidence models, can
reveal physical trends of interest. We, therefore, proceed with such
an examination in the following sections.
4 ANALYSIS OF PREFERRED MODELS
4.1 Global signal types
Above, we identify thirteen preferred models for the EDGES low-
band data, which all provide comparably good descriptions to the
highest evidencemodel (m116-m128; thosewith log(B) < 3 relative
to m128, the highest evidencemodel in our analysis). In this section,
we look at four of these models in more detail. Specifically, we focus
on the highest evidencemodel of each of the four global signalmodel
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Table 3. The constituent components comprising the models for the EDGES low-band data and their derived log Bayesian evidences.
.
Model number Global signal Log-polynomial Damped sinusoid, Noise model, log(evidence) Residual RMS
model, δTb order, T¯Fg Tcal N [mK]
1 - 3 - white −4289.96 ± 0.36 255.7
2 - 4 - white −4121.56 ± 0.35 237.9
3 ARES 3 - white −3429.35 ± 0.25 224.4
4 ARES 4 - white −3402.66 ± 0.25 217.2
5 - 3 Equation 19 white −2876.04 ± 0.29 223.4
6 - 4 Equation 19 white −2185.80 ± 0.29 179.2
7 ARES 3 Equation 19 white −2074.01 ± 0.24 189.0
8 ARES 4 Equation 19 white −1713.37 ± 0.24 160.6
9 Gaussian 3 - white −1168.18 ± 0.29 143.2
10 flattened Gaussian 3 - white −212.20 ± 0.29 83.8
11 - 5 - white −191.57 ± 0.34 95.7
12 Gaussian 3 Equation 19 white −68.71 ± 0.27 70.6
13 ARES 5 - white −50.10 ± 0.25 82.5
14 - 3 - Equation 22 34.34 ± 0.29 252.7
15 - 3 Equation 19 Equation 22 43.35 ± 0.24 218.2
16 - 6 - white 43.80 ± 0.32 65.2
17 - 5 Equation 19 white 48.75 ± 0.28 71.9
18 ARES 3 - Equation 22 64.32 ± 0.21 222.9
19 - 4 - Equation 22 71.80 ± 0.28 243.2
20 ARES 3 Equation 19 Equation 22 72.18 ± 0.20 187.5
21 ARES 6 - white 84.21 ± 0.25 60.3
22 ARES 4 - Equation 22 84.45 ± 0.22 221.0
23 - 4 Equation 19 Equation 22 101.14 ± 0.24 193.0
24 ARES 4 Equation 19 Equation 22 116.21 ± 0.21 188.1
25 ARES 5 Equation 19 white 156.53 ± 0.23 56.9
26 Gaussian 4 - white 171.97 ± 0.30 47.2
27 - 5 - Equation 22 182.16 ± 0.28 95.5
28 Gaussian 3 - Equation 22 187.72 ± 0.24 140.0
29 Gaussian 5 - white 191.76 ± 0.28 44.1
30 Gaussian 6 - white 194.34 ± 0.28 44.0
31 ARES 5 - Equation 22 194.62 ± 0.22 82.7
32 flattened Gaussian 3 - Equation 22 202.11 ± 0.24 86.8
33 - 5 Equation 19 Equation 22 205.70 ± 0.24 71.6
34 - 7 - white 213.63 ± 0.31 41.6
35 - 8 - white 214.94 ± 0.29 41.1
36 - 9 - white 216.24 ± 0.28 40.6
37 - 10 - white 217.74 ± 0.26 40.5
38 - 6 - Equation 22 222.50 ± 0.27 67.9
39 ARES 6 - Equation 22 225.43 ± 0.22 63.0
40 ARES 5 Equation 19 Equation 22 226.01 ± 0.21 57.0
41 ARES 8 - white 233.48 ± 0.23 38.4
42 ARES 7 - white 233.64 ± 0.24 38.6
43 ARES 9 - white 233.94 ± 0.22 38.2
44 ARES 10 - white 234.22 ± 0.22 38.1
45 Gaussian 3 Equation 19 Equation 22 234.96 ± 0.23 88.5
46 Gaussian 6 - Equation 22 243.08 ± 0.25 43.9
47 Gaussian 4 - Equation 22 243.92 ± 0.26 49.4
48 Gaussian 5 - Equation 22 246.36 ± 0.25 44.3
49 - 9 - Equation 22 249.97 ± 0.24 40.9
50 - 8 - Equation 22 250.01 ± 0.26 41.1
51 - 10 - Equation 22 250.43 ± 0.23 40.4
52 - 7 - Equation 22 250.68 ± 0.27 41.6
53 ARES 8 - Equation 22 255.42 ± 0.21 38.4
54 ARES 9 - Equation 22 255.88 ± 0.21 38.6
55 ARES 10 - Equation 22 255.89 ± 0.20 38.4
scenarios: flattenedGaussian,m128; Gaussian,m127;ARES, m123
and no global signal, m125. In Table 6, we list the maximum a
posteriori (MAP) parameter values of the models and the model
components the parameters are associated with. In Figure 2, we
plot the MAP global 21 cm signal, power law damped systematic
model components and data residuals for each of the models.
Comparing the models, it is evident that a broad range of MAP
global 21 cm signal components, with significant differences both
in shape and width, can provide a comparably good fit to the data
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Table 4. Table 3 continued.
.
Model number Global signal Log-polynomial Damped sinusoid, Noise model, log(evidence) Residual RMS
model, δTb order, T¯Fg Tcal N [mK]
56 ARES 7 - Equation 22 256.87 ± 0.22 38.6
57 flattened Gaussian 4 - white 275.35 ± 0.29 38.7
58 flattened Gaussian 4 - Equation 22 277.32 ± 0.26 38.9
59 - 6 Equation 19 Equation 22 280.69 ± 0.25 33.6
60 - 6 Equation 19 white 281.27 ± 0.27 33.6
61 flattened Gaussian 3 Equation 19 white 292.42 ± 0.25 29.9
62 ARES 6 Equation 19 Equation 22 294.27 ± 0.22 28.6
63 Gaussian 7 - white 296.02 ± 0.29 27.0
64 ARES 6 Equation 19 white 296.45 ± 0.23 28.5
65 Gaussian 7 - Equation 22 296.82 ± 0.26 27.1
66 Gaussian 9 - Equation 22 298.20 ± 0.25 27.1
67 Gaussian 8 - Equation 22 298.63 ± 0.25 26.6
68 flattened Gaussian 3 Equation 19 Equation 22 300.67 ± 0.23 30.0
69 Gaussian 4 Equation 19 white 301.31 ± 0.26 28.8
70 Gaussian 8 - white 301.48 ± 0.27 26.7
71 Gaussian 10 - Equation 22 301.66 ± 0.23 26.9
72 Gaussian 10 - white 303.63 ± 0.25 27.0
73 Gaussian 9 - white 303.98 ± 0.26 27.1
74 Gaussian 4 Equation 19 Equation 22 309.66 ± 0.24 29.5
75 flattened Gaussian 7 - white 313.16 ± 0.27 23.6
76 flattened Gaussian 6 - white 315.16 ± 0.28 23.5
77 flattened Gaussian 8 - white 317.17 ± 0.26 22.2
78 flattened Gaussian 10 - white 317.58 ± 0.24 22.1
79 flattened Gaussian 9 - white 318.23 ± 0.25 22.0
80 flattened Gaussian 5 - white 319.22 ± 0.28 23.8
81 flattened Gaussian 6 Equation 19 white 319.24 ± 0.24 20.8
82 flattened Gaussian 7 - Equation 22 320.04 ± 0.25 23.8
83 flattened Gaussian 9 Equation 19 white 321.38 ± 0.22 19.8
84 flattened Gaussian 10 Equation 19 white 321.54 ± 0.21 20.7
85 flattened Gaussian 8 Equation 19 white 321.55 ± 0.22 19.9
86 flattened Gaussian 6 - Equation 22 321.60 ± 0.26 23.9
87 Gaussian 6 Equation 19 white 321.78 ± 0.24 21.0
88 flattened Gaussian 7 Equation 19 white 322.12 ± 0.23 20.6
89 flattened Gaussian 4 Equation 19 white 322.35 ± 0.25 21.1
90 flattened Gaussian 5 Equation 19 white 322.92 ± 0.24 20.8
91 Gaussian 9 Equation 19 white 323.04 ± 0.22 20.9
92 Gaussian 10 Equation 19 white 323.38 ± 0.21 20.8
93 - 8 Equation 19 white 323.42 ± 0.25 20.8
94 Gaussian 8 Equation 19 white 323.59 ± 0.23 20.9
95 Gaussian 7 Equation 19 white 323.60 ± 0.23 20.7
96 ARES 9 Equation 19 white 323.83 ± 0.21 20.9
97 ARES 10 Equation 19 white 324.01 ± 0.20 21.0
98 - 10 Equation 19 white 324.05 ± 0.23 21.1
99 ARES 8 Equation 19 white 324.07 ± 0.21 20.9
100 - 9 Equation 19 white 324.15 ± 0.24 20.8
101 ARES 7 Equation 19 white 324.25 ± 0.22 20.7
102 - 7 Equation 19 white 324.62 ± 0.26 20.7
103 Gaussian 5 Equation 19 white 324.64 ± 0.25 21.0
104 flattened Gaussian 8 - Equation 22 324.94 ± 0.25 22.0
105 flattened Gaussian 10 - Equation 22 325.13 ± 0.23 21.9
106 flattened Gaussian 9 - Equation 22 325.18 ± 0.24 21.8
107 flattened Gaussian 5 - Equation 22 326.89 ± 0.27 23.6
108 Gaussian 9 Equation 19 Equation 22 330.71 ± 0.22 20.6
109 flattened Gaussian 4 Equation 19 Equation 22 330.75 ± 0.25 21.3
110 Gaussian 10 Equation 19 Equation 22 330.94 ± 0.21 20.8
when jointly estimated with the other signal components necessary
to produce high Bayesian evidence models of the spectral structure
of the EDGES low-band data. These include:
• In model m128 - a highly flattened Gaussian (τMAP = 25.3)
centered on ν0 = 79 MHz (z = 17). A physical interpretation
of this model would imply very rapid Wouthuysen–Field coupling
ofTS toTK at z ∼ 19, followed by a period of approximately 75 Myr
in which there was minimal input of heating of the IGM by sources
(with heat input proportional to (1 + z) and, thus, sufficient only
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Table 5. Table 3 continued.
.
Model number Global signal Log-polynomial Damped sinusoid, Noise model, log(evidence) Residual RMS
model, δTb order, T¯Fg Tcal N [mK]
111 flattened Gaussian 6 Equation 19 Equation 22 332.17 ± 0.24 20.4
112 Gaussian 6 Equation 19 Equation 22 332.21 ± 0.24 21.0
113 flattened Gaussian 8 Equation 19 Equation 22 332.37 ± 0.22 19.7
114 flattened Gaussian 5 Equation 19 Equation 22 332.63 ± 0.24 20.4
115 Gaussian 8 Equation 19 Equation 22 332.81 ± 0.23 20.7
116 flattened Gaussian 9 Equation 19 Equation 22 333.58 ± 0.22 19.6
117 ARES 10 Equation 19 Equation 22 334.07 ± 0.20 20.7
118 - 9 Equation 19 Equation 22 334.08 ± 0.24 20.8
119 - 10 Equation 19 Equation 22 334.08 ± 0.23 20.7
120 Gaussian 5 Equation 19 Equation 22 334.18 ± 0.24 21.1
121 ARES 9 Equation 19 Equation 22 334.25 ± 0.21 20.8
122 ARES 7 Equation 19 Equation 22 334.28 ± 0.22 20.9
123 ARES 8 Equation 19 Equation 22 334.40 ± 0.21 20.8
124 - 8 Equation 19 Equation 22 334.48 ± 0.25 20.7
125 - 7 Equation 19 Equation 22 334.64 ± 0.26 20.9
126 flattened Gaussian 10 Equation 19 Equation 22 334.97 ± 0.22 19.7
127 Gaussian 7 Equation 19 Equation 22 335.09 ± 0.23 20.9
128 flattened Gaussian 7 Equation 19 Equation 22 336.17 ± 0.23 19.8
Table 6. MAP parameter values of the highest evidence model of each of the four global signal model scenarios (flattened Gaussian, m128; Gaussian, m127;
ARES, m123; no global signal model, m125) and the model components the parameters are associated with.
.
Model component Parameter Unit m128 MAP parameter m127 MAP parameter m125 MAP parameter m123 MAP parameter
estimate estimate estimate estimate
T¯Fg d0 log10(T [K]) 3.67 3.67 3.67 3.67
d1 - −2.55 −2.55 −2.55 −2.55
d2 - 0.02 0.02 0.03 0.02
d3 - −0.40 −0.29 −0.59 −0.22
d4 - −2.13 −3.91 0.23 −4.49
d5 - 16.27 24.45 −1.10 26.75
d6 - −25.53 −37.49 35.76 −40.73
d7 - - - −79.12 -
δTb: FG τ - 25.3 - - -
δTb: FG, G A K 0.16 0.14 - -
ν0 MHz 78.8 74.4 - -
w MHz 17.9 32.3 - -
δTb: ARES fX - - - 25.4 -
f? - - - 0.75 -
Tmin K - - 9.7 × 104 -
Nlw - - - 3.2 × 104 -
Nion - - - 1.2 × 105 -
Tcal a¯0 log10(T [K]) −1.45 −1.23 −1.23 −1.23
a¯1 log10(T [K]) −8.49 −5.13 −9.84 −4.49
P MHz 12.44 12.50 12.49 12.50
b - −2.63 −1.02 −1.05 −1.18
N αrn - 2.26 2.33 2.25 2.20
αwn K 0.010 0.012 0.012 0.010
to slow the adiabatic cooling of the gas and maintain a constant
differential brightness relative to the cooling background radiation
temperature16) and ending at z ∼ 15, when the gas was rapidly
heated, nullifying the absorption feature.
• In model m126 - an extremely broad Gaussian feature (w =
16 This assumes that the background radiation temperature is CMB domin-
ated during this period and thus drops as (1 + z).
32.3 MHz) centered on ν0 = 74 MHz (z = 18). A physical inter-
pretation of the model implies a slow Wouthuysen–Field coupling
of TS to TK , beginning as early as z ∼ 28, and accompanied by a
gradual heating of the IGM by sources over an extended period of
∼ 200 Myr, with TS and TR reaching equality at z = 13.
• In model m123 - a physically motivated absorption signature
sourced by galaxies with physical parameters listed in Table 6.
The signal is centered on ν0 = 74 MHz (z = 18) and begins at
ν ∼ 62 MHz (z = 22). In this case, heating of the IGM by sources
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Figure 2. MAP signal components associated with the highest evidence models of the EDGES low-band data set in each of the four global 21 cm signal
model scenarios (clockwise from top left: flattened Gaussian, m128; Gaussian, m127; no global 21 cm signal model, m125; ARES, m123). Each subplot
displays the MAP global 21 cm signal (top) and power law damped systematic (center) model components, in red. The corresponding (d − TFg − Tsys) (top)
and (d −TFg −T21) (center) data residuals are shown in black. The (d −TFg −Tsys −T21) residuals of the full MAP models are shown in the bottom panels. The
top panel is blank in the bottom left plot due to the absence of a global 21 cm signal component in m123. Clockwise from top left, the RMS of the residuals
are 19.8, 20.8, 20.8 and 20.9 mK, respectively.
raises TS to the level of TR by z = 15 and continues to raise the
temperature, producing a signal in emission at z < 15.
Despite the differences in the shapes of the MAP global 21
cm signals, there are also a number of important commonalities
between the components of the different models:
(i) in each case, the MAP noise model comprises of a radiometer
noise component with an amplitude 2.2–2.3 times that expected for
the intrinsic radiometer noise level (see Subsubsection 2.3.4), plus
a 10–12 mK white noise level.
(ii) a power law damped sinewave featurewith a period of∼ 12.5 MHz
is present in all cases. In m127, m125 and m123, the features have
a consistent amplitude of ∼ 60 mK at the reference frequency,
ν0 = 75 MHz, and a power law damping index of ∼ −1.1, com-
pared to a feature with an amplitude of ∼ 35 mK at the reference
frequency, ν0 = 75 MHz, and a power law damping index of ∼ −2.6
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in m128. It can be seen in Figure 2 that this results in sinusoidal
features with similar amplitudes in all four cases at the low fre-
quency end of the band, but a more significant contraction in the
amplitude of the systematic feature (which must therefore be ab-
sorbed by the foreground and global signal model components) at
higher frequencies in m128.
(iii) The low order polynomial coefficients, up to 3rd order, which are
expected to be most important for describing the intrinsic spec-
tral structure of the foregrounds, are almost identical in all four
cases, with a marginally higher running of the spectral index in
m125. In contrast, greater divergence is evident in the higher order
terms, which we expect to be associated with imperfectly calib-
rated antenna chromaticity and the possible presence of polarised
foreground emission. The relatively broad prior range on these para-
meters (see Table 2) is necessary to accurately represent the spectral
structure in the EDGES low-band data; however, it is also the source
of comparably good fits being obtainable with different shape global
21 cm signal models. To better constrain the shape of the global 21
cm signal, it would be necessary to place more stringent priors on
these parameters.
The most direct way to remove this covariance would be through
eliminating residual chromatic calibration artifacts during data cal-
ibration, thus enabling the prior range on these parameters to be
restricted to small values or, potentially, removing the need for the
higher order terms in the log-polynomial all together. However,
the accuracy of the sky model and electromagnetic beam model
required to achieve this will be a function of the specific spectral
structure of the EDGES beam andmay be challenging (e.g. see Sub-
subsection 2.1.2) If it is the case that the contaminating chromatic
structure derives from a limited number of well defined systematic
structures, and these could be better determined, it is possible this
could be achieved by jointly fitting for these structures in the ana-
lysis, in combination with a simpler log-polynomial model purely
of the intrinsic foregrounds. As mentioned in Subsubsection 2.3.3,
ideally, solving for the required calibration model would be carried
out simultaneously with estimation of the signal components, so
that the multiplicative effect of the gain model and its uncertainties
can be correctly accounted for.
(iv) In the three models that include a global 21 cm signal, the MAP
amplitudes of the signal are consistent with the standard cosmolo-
gical model (0 < A < 209 mK) in each case (c.f. the ARESmodels
have amplitudes that are consistent with the standard cosmological
model by construction). We explore this further in the next section.
4.2 Global signal parameters
In Figure 3, we plot the MAP values of the amplitude, centre fre-
quency, τ and width of the absorption feature in models including
either of the two Gaussian parametrisations of the global 21 cm
signal considered in this paper, as a function of the Bayesian evid-
ence of the model. For visual clarity, we limit models plotted to
those that have Bayes factors of 20 or less relative to the best fitting
model (models with log(evidence)>316). Models with amplitudes
that exceed that expected in the standard cosmological paradigm
(A > 209 mK) are shown in red. We split models with amplitudes
that fit within the standard cosmological paradigm into two categor-
ies: those with a Bayes factors of 3 or less relative to m128 are
shown in blue and lower evidence models are shown in green.
Of the five best fitting flattenedGaussian andGaussianmodels,
four have amplitudes consistent with those expected in the standard
cosmological paradigm (0 < A < 209 mK), with the one exception
having a, physically less expected, extremely deep 4 K absorption
trough, which lies at the upper limit of the amplitude prior range.
We also note that, of the non-Gaussian high evidence models, there
are a further 4ARESmodels which have amplitudes consistent with
those expected in the standard cosmological paradigm, by construc-
tion. Thus, in total, eight out of nine of the high evidence models
that include global signal components have amplitudes in the range
0 < A < 209 mK and, as such, marginalising over global 21 cm
signal parametrisations, there is a clear preference for models with
amplitudes consistent with those expected in the standard cosmolo-
gical paradigm.
Finally, we note that a cluster of lower evidence models, incor-
porating a flattened Gaussian parametrisation of the global 21 cm
signal and having parameters similar to those derived in the analysis
of B18 (A ∼ 0.5 K, ν0 ∼ 78 MHz, τ ∼ 7 and A ∼ 18 MHz), are
also clearly identifiable.
5 SUMMARY & CONCLUSIONS
Recently, B18 analysed data from the EDGES low-band radio an-
tenna and found an unexpectedly deep absorption profile centred
at 78 MHz, which may be a detection of the absorption signa-
ture at radio frequencies expected to accompany Cosmic Dawn. In
their analysis, they fit their measurements using a polynomial fore-
ground model, a flattened Gaussian absorption profile and a flat
noise model.
In Subsubsection 2.1.1, we examined the beam chromaticity
correction element of the EDGES low-band data calibration, and
concluded that imperfections in the beam model or sky model used
in that procedure have the potential to impart new (or leave residual)
oscillatory spectral structure in the spectrum that could have biased
estimates of the global signal in the data. Furthermore, we have
argued that the flat noise model used by B18 (and also in other
analyses of the publicly available EDGES low-band data byH18 and
S19) is likely an oversimplification and that, instead, a generalised
noise model, accounting for (i) the expected radiometric noise on
the data, (ii) the effect of RFI flagging on the data weights and
(iii) additional noise-like structure that could plausibly be imparted
by calibration errors or polarised foreground emission, is necessary
to accurately describe the noise in the data.
We use a Bayesian evidence-based analysis of 128 models
for the EDGES low-band data that include models for foreground
emission and a global signal parametrised as a Gaussian, flattened
Gaussian or ARES simulation, as well models, of varying com-
plexity (including no model at all), for systematic effects. Based on
this analysis, we have shown that models incorporating components
designed to describe a calibration systematic error dominated by an
error in the amplitude, phase or period of the sinusoidal undulation
component of the electromagnetic beam model for the gain at a
particular beam angle and lower level contributions from a range
of other beam angles, an imperfect beam chromaticity correction
to the data, and potentially polarised foreground emission describe
statistically important features of the data. We find that models
incorporating components designed to describe these plausible cal-
ibration systematics and assuming a generalised noise model are
decisively preferred by the Bayesian evidence (log-Bayes factors >
9 and 11 between best fitting models including both component and
excluding either one, respectively) relative to those that do not.
Out of the total set of models analysed, the model with the
highest Bayesian evidence (m128) includes a flattened Gaussian
parametrisation for the global 21 cm signal, a 7th order log-
polynomial model, power law damped sinusoid and generalised
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Figure 3. MAP values of the amplitude [tl], center frequency [tr], τ [bl] and width [br] of the absorption feature in models including a flattened Gaussian
(squares) or Gaussian (circles) parametrisation of the global 21 cm signal vs. the Bayesian evidence of the model for models have Bayes factors of 20 or less
relative to the best fitting model. Models with amplitudes that fit within the standard cosmological paradigm (0 < A < 209 mK) and have Bayes factors of 3
or less, or greater than 3, relative to the best fitting model are shown in blue and green, respectively. Models with amplitudes that exceed that expected in the
standard cosmological paradigm are shown in red. While, by definition, we do not explicitly fit for τ in models using a Gaussian parametrisation of the global
21 cm signal, in this figure we plot them as having a value of τ of zero, such that all of the models are represented in each subplot.
noise model. Additionally, there are a further twelve models (m116-
m127) with Bayesian evidence values sufficiently high to not be
strongly disfavoured relative to m128 (log(B) > 3). All of these
models include higher order log-polynomial components than ex-
pected to be necessary to describe the foregrounds and ionosphere
alone, a damped sinusoidal component and a noise level signific-
antly in excess of that which is theoretically expected. This in-
dicates the presence of spectral structure in the EDGES low-band
data that is not consistent with exclusively including a combination
of intrinsic foreground emission, or even foregrounds modulated
by the ionosphere, an imperfectly calibrated-but-smooth-spectrum
receiver gain and a global 21 cm signal.
Of the 13 highest evidence models, there are 3 with flattened
Gaussian and 2 Gaussian global 21 cm signal parametrisations, 4
have no global signal component and 4 use global 21 cm signals
derived from our atlas of 100,000 ARES simulations. We thus con-
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clude that neither the specific shape of the global 21 signal, nor,
indeed, its detection, are preferred by a statistically significant mar-
gin in the publicly available EDGES low-band data set. Instead, the
requirement for calibration systematic based models, in the form of
an explicit power law damped sinusoidal feature, high-order (greater
than 5th order) log-polynomials and a generalised noise model, is
of greater statistical significance. While our inclusion of these com-
ponents is motivated by the presence of calibration systematics, it
is also possible that they are describing spectral structure in the
data of another origin. However, what the model selection analysis
does conclusively demonstrate is that models including compon-
ents beyond those expected to be necessary to describe foregrounds,
ionospheric effects and a global signal are decisively preferred.
Analyzing the global signal component of the data models in
more detail, we find that, in the subset of the 13 highest evidence
models models that include a global signal, 8 out of 9 have amp-
litudes that are consistent with standard cosmological expectations
(A < 209 mK), in which the CMB is the dominant radio background
at CD and the hydrogen gas cools adiabatically following decoup-
ling from the CMB at z ∼ 150. This is in contrast to A ∼ 500 mK
amplitude derivedwith themodel used by B18. Focusing specfically
on models that include Gaussian or flattened Gaussian parametrisa-
tions of the global signal, we find that the highest evidence models
have A < 209 mK and identify a cluster of lower evidence mod-
els incorporating a flattened Gaussian parametrisation of the global
21 cm signal, but lacking components designed to describe the ef-
fects of calibration systematics or polarised foreground emission,
that have global signal parameters similar to those derived in the
analysis of B18 (A ∼ 0.5 K, ν0 ∼ 78 MHz, τ ∼ 7 and A ∼ 18 MHz).
Ultimately, we conclude that a detection of the global 21 cm
signal is not strongly preferred by a statistically significant margin
in the publicly available EDGES low-band data set, but if a signal is
present, characterisation of its shape is limited by correlation with
model components designed to describe calibration systematics in
the data. However, themost strongly constrained feature of the signal
is its amplitude, which has an evidence weighted MAP amplitude
of A < 209 mK and thus is entirely consistent with expectations of
the standard cosmological model.
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