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Abstract
Let Γ be a distance-regular graph of diameter D. Suppose that Γ does not have any induced
subgraph isomorphic to K2,1,1. In this case, the length of a shortest reduced circuit in Γ is called
the geometric girth gg(Γ ) of Γ . Except for ordinary polygons, all known examples have a property
that gg(Γ ) ≤ 12 in general, and gg(Γ ) ≤ 8 if a1 = 0. Is there an absolute constant bound on
the geometric girth of a distance-regular graph with valency at least three? This is one of the main
problems in the field of distance-regular graphs. P. Terwilliger defined an algebra T = T (x) with
respect to a base vertex x , which is called a subconstituent algebra or a Terwilliger algebra. The
investigation of irreducible T -modules and their thin property proved to be a very important tool to
study structures of distance-regular graphs. B. Collins proved that if every irreducible T -module is
thin then gg(Γ ) is at most 8, and if gg(Γ ) = 8, then a1 = 0 and Γ is a generalized octagon. In this
paper, we prove the same result under an assumption that every irreducible T -module of endpoint at
most 3 is thin.
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1. Introduction
Let Γ = (X, R) be a distance-regular graph with vertex set X and edge set R. For
x, y ∈ X, ∂(x, y) denotes the distance between x and y. The maximal distance between
two vertices is called the diameter ofΓ . IfΓ does not have an induced subgraph isomorphic
to K2,1,1, it is said to have order (s, t) for some positive integers s and t , as every edge
is contained in a maximal clique of constant size s + 1, and every vertex is contained in
exactly t +1 maximal cliques. In particular, the valency k = s(t +1) and the neighborhood
Γ (x) of each vertex x is isomorphic to a union of t + 1 cliques of size s. If c2 = 1, then Γ
is of order (s, t) for some positive integers s and t . If a1 = 0 then Γ is of order (1, k − 1),
where k denotes the valency of Γ .
Assume Γ has order (s, t). Then the geometric girth gg(Γ ) is defined to be the length
of a shortest reduced circuit. Here a reduced circuit of length n is a sequence of vertices
(x0, x1, . . . , xn) with x0 = xn satisfying {xi−1, xi } ∈ R and ∂(xi−1, xi+1) = 2 for
i = 1, 2, . . . , n regarding xn+1 = x1.
Distance-regular graphs were first defined by Biggs [2] in the 1970s. Since then one of
the main problems is whether there is an absolute constant bound on the geometric girth of
a distance-regular graph with valency at least three. Except for ordinary polygons, which
are of valency two, all known examples have the property that gg(Γ ) ≤ 12 in general, and
gg(Γ ) ≤ 8 if a1 = 0. See [1,3,8].
In [10], Terwilliger defined the subconstituent algebra of Γ , which is also called the
Terwilliger algebra. Let us review the definition and basic facts concerning this algebra.
Let Γ = (X, R) be a distance-regular graph of diameter D. The sub-algebra M of
MatX (C) generated by the adjacency matrix A is called the Bose–Mesner algebra of Γ .
Fix a base vertex x ∈ X . The Terwilliger algebra T = T (x) is the subalgebra of
MatX (C) generated by the adjacency matrix A, and E∗0 , E∗1 , . . . , E∗D , where E∗i = E∗i (x)
denotes the projection onto the i -th subconstituent Γi (x), the set of vertices at distance i
from x . Since T is generated by real symmetric matrices, T is semisimple. Let V = CX
denote the vector space over C consisting of column vectors whose coordinates are indexed
by X . Let W ⊂ V be an irreducible T -module. Then W is the direct sum of the nonzero
subspaces among E∗0 W , E∗1 W, . . . , E∗DW . W is said to be thin if dim E∗i W ≤ 1 for every i .
The index min{i | 0 ≤ i ≤ D, E∗i W = 0} is called the endpoint of W . The graph is said to
be thin whenever every irreducible T (x)-module is thin for every vertex x .
We remark the following. If W is a thin irreducible T -module of endpoint e, then
dimMv ≤ dim W ≤ D − e + 1 for every v ∈ E∗e V .
A distance-regular graph Γ of order (s, t) with diameter D ≥ 2 is called a regular near
2D-gon (or the collinearity graph of a regular near 2D-gon) if for every vertex x and a
maximal clique L with ∂(x, L) = i, |Γi (x)∩ L| = 1. A regular near 2D-gon of order (1, t)
is nothing but a bipartite distance-regular graph. A regular near 2D-gon with geometric
girth 2D is called a generalized 2D-gon.
In [4], Collins proved that if a distance-regular graph Γ of valency at least three with
c3 = 1 is thin, then Γ is a generalized 8-gon of order (1, t) (i.e., the incidence graph of
a generalized quadrangle). In particular, if a distance-regular graph Γ of order (s, t) with
k = s(t + 1) > 2 is thin, then gg(Γ ) ≤ 8. In this paper, we prove two kinds of refinements
of his result. (See also the remark at the end.)
H. Suzuki / European Journal of Combinatorics 27 (2006) 235–254 237
Theorem 1.1. Let Γ be a distance-regular graph of order (s, t) with diameter D ≥ 2,
valency k = s(t + 1) > 2 and geometric girth g = gg(Γ ). Let x be a fixed vertex,
T = T (x) and e a positive integer. Then the following hold.
(i) Assume 2e + 2 ≤ g and let v denote a nonzero vector in E∗e V . If W = T v is a
thin irreducible module of endpoint e, then E∗e−1 Av = 0 and E∗e Av = µv with
µ ∈ {s − 1,−1}.
(ii) Assume 4 ≤ 4e ≤ g and let v denote a nonzero vector in E∗e V such that E∗e Av =
(s − 1)v and E∗e−1 Av = 0. Then dimMv ≥ D − 1. If, in addition, T v is a thin
irreducible T -module, then e ≤ 2.
(iii) Assume 4 ≤ 4e ≤ g and let v denote a nonzero vector in E∗e V such that E∗e Av = −v
and E∗e−1 Av = 0. Then dimMv = D. If, in addition, T v is a thin irreducibleT -module, then e ≤ 1.
Moreover, if there is a thin irreducible T -module of endpoint 3, then g ≤ 11.
Theorem 1.2. Let Γ be a distance-regular graph of order (s, t) with diameter D ≥ 3,
valency k = s(t + 1) > 2 and geometric girth g = gg(Γ ). Then the following hold.
(i) Γ is a regular near 2D-gon if and only if every irreducible T (x)-module of
endpoint 1 is thin for every vertex x.
(ii) Suppose g ≥ 8. Then Γ is a generalized 2D-gon of order (1, t) if and only if every
irreducible T (x)-module of endpoint at most 2 is thin for every vertex x. Moreover, Γ
is a generalized 8-gon of order (1, t) if and only if every irreducible T (x)-module of
endpoint at most 3 is thin for every vertex x.
2. Distance-regular graphs
In this section, we review definitions, terminologies, and notation of distance-regular
graphs. For general theory of distance-regular graphs, we refer the readers to [1,3]. We
mainly follow the notation of [1].
Let X denote a nonempty finite set, and C the complex number field. Let MatX (C)
denote the C-algebra consisting of all matrices whose rows and columns are indexed by
X and whose entries are in C. Let V = CX denote the vector space over C consisting
of column vectors whose coordinates are indexed by X and whose entries are in C. We
observe MatX (C) acts on V by left multiplication. We endow V with the Hermitean inner
product 〈 , 〉 defined by
〈u, v〉 = tuv¯ (u, v ∈ V ),
where t denotes transpose, and − denotes complex conjugation. We abbreviate ‖u‖2 =
〈u, u〉 for all u ∈ V . For all y ∈ X , let yˆ denote the element of V with a 1 in the y
coordinate and 0 in all other coordinates.
Let Γ = (X, R) denote a finite, undirected, connected graph, without loops or multiple
edges, with vertex set X and edge set R. For x, y ∈ X , let ∂(x, y) denote the distance
between x and y, that is the length of a shortest path connecting x and y. The diameter
D is the maximal distance between vertices. The graph Γ is said to be distance-regular
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whenever for all integers h, i, j ∈ {0, 1, . . . , D} and for all vertices x, y ∈ X with
∂(x, y) = h, the number
phi, j = |{z ∈ X | ∂(x, z) = i, ∂(z, y) = j}| (1)
is independent of x and y. These integers are called the intersection numbers of Γ . We
abbreviate ci = pii−1,1 (1 ≤ i ≤ D), ai = pii,1 (0 ≤ i ≤ D), and bi = pii+1,1 (0 ≤ i ≤
D − 1). For notational convenience, we define c0 = 0 and bD = 0.
For the rest of this paper, we assume Γ is distance-regular with diameter D. By (1) and
the triangular inequality,
phi, j = 0 if h + i < j, i + j < h or j + h < i. (2)
For a vertex x ∈ X and an integer i ∈ {0, 1, . . . , D}, let
Γi (x) = {y ∈ X | ∂(x, y) = i} and ki = |Γi (x)|.
Then ki = p0i,i , and the induced graph on Γi (x) is an ai -regular graph of size ki , and
k = k1 = ci + ai + bi for every i ∈ {0, 1, . . . , D}. The number ki is called the i -th valency
and k the valency of Γ . It is known that each phi, j can be written using ci ’s, ai ’s and bi ’s.
We refer to {phi, j | h, i, j ∈ {0, 1, . . . , D}} the set of parameters of Γ .
For i ∈ {0, 1, . . . , D}, let Ai denote the matrix in MatX (C) whose (x, y) entry is defined
by
(Ai )x,y =
{
1 if ∂(x, y) = i,
0 otherwise.
Ai is called the i -th distance matrix of Γ . For i, j ∈ {0, 1, . . . , D}, we have
Ai A j =
D∑
h=0
phi, j Ah .
In particular, by (2) we have for i ∈ {1, . . . , D}
Ai A1 = bi−1 Ai−1 + ai Ai + ci+1 Ai+1 (3)
by setting AD+1 = O and cD+1 = 1.
Hence their linear spanM = Span(A0, A1, . . . , AD) is closed under multiplication.M
is called the Bose–Mesner algebra of Γ . Since M is commutative and generated by real
symmetric matrices, it has a basis consisting of primitive idempotents. Let E0, E1, . . . , ED
be primitive idempotents. We write
Ai =
D∑
j=0
pi( j)E j for all i ∈ {0, 1, . . . , D}, (4)
and
Ei = 1|X |
D∑
j=0
qi ( j)A j for all i ∈ {0, 1, . . . , D}. (5)
Set mi = qi (0) and θi = p1(i). Then θ0, θ1, . . . , θD are distinct eigenvalues of A =
A1, and mi is the multiplicity of θi in A. Set Θ(Γ ) = {θ0, θ1, . . . , θD}. We order
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E0, E1, . . . , ED so that
θ0 > θ1 > · · · > θD.
Since Γ is a connected k-regular graph, k is the largest eigenvalue of its adjacency matrix
and its multiplicity is 1. Hence E0 = 1|X | J in this ordering, where J ∈ MatX (C) is the all
1’s matrix. We use the following well-known formulas. For all i, j ∈ {0, 1, . . . , D},
pi ( j)
ki
= q j (i)
m j
. (6)
Let v0(λ), v1(λ), . . . , vD(λ), vD+1(λ) denote polynomials in R[λ] satisfying v0(λ) = 1
and for i ∈ {0, 1, . . . , D},
λvi (λ) = bi−1vi−1(λ) + ai vi (λ) + ci+1vi+1(λ), (7)
where b−1 = 0, cD+1 = 1 and v−1(λ) = 0. Then for each integer i ∈ {0, 1, . . . , D + 1},
the polynomial vi (λ) has degree i , and the leading coefficient is (c1c2 · · · ci )−1. Moreover,
by (3) we have vi (A) = Ai with AD+1 = O.
3. Terwilliger algebras and their modules
Let Γ = (X, R) be a distance-regular graph. Fix a vertex x and i ∈ {0, 1, . . . , D}, let
E∗i = E∗i (x) denote the diagonal matrix in MatX (C) with (y, y)-entry
(E∗i )y,y =
{
1 if y ∈ Γi (x),
0 otherwise. (8)
We assume that Ei = O, and E∗i = O for any integer i such that i < 0, or i > D.
For a nonempty subset Y ⊂ X ,
w(Y ) = max{∂(x, y) | x, y ∈ Y }
is called the width of Y . Let
∂(x, Y ) = min{∂(x, y) | y ∈ Y }.
We adopt the following convention.
Ŷ =
∑
y∈Y
yˆ ∈ V .
We have the decompositions
V = E0V + E1V + · · · + EDV (orthogonal direct sum),
= E∗0 V + E∗1 V + · · · + E∗DV (orthogonal direct sum).
Let T = T (x) denote the subalgebra of MatX (C) generated by the Bose–Mesner
algebra M and E∗0 , E∗1 , . . . , E∗D . T is called the Terwilliger algebra (or subconstituent
algebra) of Γ with respect to x .
Since T is generated by symmetric real matrices, it is semisimple. Throughout this
paper, the module of T is a vector subspace of V which is invariant under the action of T
by usual matrix multiplication. V is often called the standard module of T .
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Let W be an irreducible T -module. The endpoint e of W and its diameter d are
nonnegative integers defined by the following.
e = min{i | E∗i W = 0} and e + d = max{i | E∗i W = 0}.
By [10, Lemma 3.9], we have the following.
E∗j W = 0 ⇔ e ≤ j ≤ e + d.
An irreducible T -module W is said to be thin whenever
dim E∗i W ≤ 1 for all i ∈ {0, 1, . . . , D}.
For the properties of a Terwilliger algebra and its modules, we refer the readers to [4,5,
9–14]. We will review some definitions and results which will be used in this paper.
Definition 3.1. For a nonzero vector v ∈ V let
ρv(λ) = 1|X |
D∑
j=0
η( j )(v)
v j (λ)
k j
,
where v j (λ) is a polynomial in R[λ] of degree j such that v j (A) = A j , and
η( j )(v) =
tvA j v¯
‖v‖2 for j ∈ {0, 1, . . . , D}.
If v ∈ E∗i V , η( j )(v) = 0 for j > 2i as w(Γi (x)) ≤ 2i . Hence in this case
deg ρv(λ) ≤ 2i . If E∗i A j v = ηv, then η( j )(v) = η. Hence the following is immediate
from the definition of thin irreducible modules.
Lemma 3.1 ([9, Lemma 8.1]). Let W be a thin irreducible T -module of endpoint e. Let v
be a nonzero vector in E∗e W, and η( j ) = η( j )(v) for each j . Then E∗e W = Span(v), and
E∗e A j v = η( j )v for every j ∈ {0, 1, . . . , D}.
Lemma 3.2 ([9, Lemma 8.2]). Let v ∈ V be a nonzero vector. Then
‖Ei v‖2 = mi · ρv(θi) · ‖v‖2.
Proof. Since v j (θi ) is the eigenvalue of A j on Ei V , v j (θi ) = p j (i). Hence by (6),
qi ( j) = mi v j (θi )k j .
Now using (5) and the remarks above, we have
‖Ei v‖2 = tv t Ei Ei v
= tvEi v
= tv 1|X |
D∑
j=0
qi( j)A j v
= 1|X |
D∑
j=0
qi ( j) tvA j v
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= 1|X |
D∑
j=0
η( j )(v)qi ( j)‖v‖2
= 1|X |
D∑
j=0
η( j )(v)
v j (θi )
k j
· mi · ‖v‖2
= mi · ρv(θi )‖v‖2. 
Proposition 3.3. Let v ∈ V be a nonzero vector. Then
dimMv = |{i | Ei v = 0, i ∈ {0, 1, . . . , D}}|
= D + 1 − |{θ ∈ Θ(Γ ) | ρv(θ) = 0}|
≥ D + 1 − deg ρv.
Proof. Since Mv = Span(E0v, E1v, . . . , EDv) and the vectors E0v, E1v, . . . , EDv are
mutually orthogonal, dimMv is the number of nonzero vectors among them. This shows
the first line.
Now by Lemma 3.2, ‖Ei v‖ = 0 if and only if ρv(θi ) = 0. This proves the second and
the third line. 
We quote the following result. For its proof, see also the remarks following the proof of
Proposition 3.6.
Proposition 3.4 ([9, Proposition 6.2]). Let v ∈ E∗e V be a nonzero vector such that
E∗e−1 Av = 0. Let d = max{i | E∗e+i Ai v = 0}. Then the following are equivalent.
(i) T v is a thin irreducible T -module of endpoint e.
(ii) E∗e+i Ai+1v, E∗e+i Ai+2v ∈ Span(E∗e+i Ai v) for every i ∈ {0, 1, . . . , d}.
Moreover, if one of the conditions above holds, then
T v =Mv = Span(E∗e v, E∗e+1 A1v, . . . , E∗e+d Adv),
and the dimension of T v is d + 1.
A similar result to the following corollary can be found in [14, Theorem 12.5].
Corollary 3.5. Let v ∈ E∗1 V be a nonzero vector such that E∗0 Av = 0. Let d = max{i |
E∗i Ai−1v = 0} − 1. Then the following are equivalent.
(i) T v is a thin irreducible T -module of endpoint 1 and dimension d + 1.
(ii) E∗i Ai+1v ∈ Span(E∗i Ai−1v) for every i such that 1 ≤ i ≤ d + 1.
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Proof. First observe that E∗0 Av = 0 implies Jv = 0. Since w(Γ (x)) = 2 and v ∈ E∗1 V ,
E∗i A j v = 0 if j > i + 1.
0 = E∗i Jv = E∗i
D∑
j=0
A j v = E∗i Ai+1v + E∗i Ai v + E∗i Ai−1v.
Thus the condition (ii) above is equivalent to the condition (ii) in Proposition 3.4. 
Definition 3.2. LetΓ = (X, R) be a distance-regular graph of diameter D, and x1, x2 ∈ X .
T (x1)-module W1 and T (x2)-module W2 are said to be isomorphic, if there is a linear
isomorphism f from W1 to W2 satisfying the following.
f (Ai w) = Ai f (w), and f (E∗i (x1)w) = E∗i (x2) f (w)
for every i ∈ {0, 1, . . . , D} and w ∈ W1.
Proposition 3.6. Let W1 be a thin irreducible T (x1)-module of endpoint e1 and diameter
d1, and W2 a thin irreducible T (x2)-module of endpoint e2 and diameter d2. Let
E∗e1(x1)W1 = Span(w1), E∗e2(x2)W2 = Span(w2),
E∗e1+i (x1)Ai+2w1 = α(1)i E∗e1+i (x1)Ai w1,
E∗e1+i (x1)Ai+1w1 = β(1)i E∗e1+i (x1)Ai w1,
for i = 0, 1, . . . , d1, and
E∗e2+i (x2)Ai+2w2 = α(2)i E∗e2+i (x2)Ai w2,
E∗e2+i (x2)Ai+1w2 = β(2)i E∗e2+i (x2)Ai w2,
for i = 0, 1, . . . , d2.
Then W1 and W2 are isomorphic if and only if e1 = e2, d1 = d2, and α(1)i = α(2)i ,
β
(1)
i = β(2)i for i = 0, 1, . . . , d1.
Proof. ‘Only if’ part is obvious. Let x = x1, w = w1, e = e1 = e2, d = d1 = d2,
αi = α(1)i = α(2)i , βi = β(1)i = β(2)i and E∗e+i = E∗e+i (x). Let ui = E∗e+i Ai w for
i = 0, 1, . . . , d . Hence
E∗e+i Ai+2u0 = αi ui and E∗e+i Ai+1u0 = βi ui ,
for i = 0, 1, . . . , d . Let u−1 = u−2 = ud+1 = 0 and α−1 = α−2 = β−1 = 0. Then we
also have
E∗e−1 A1u0 = α−1u−1, E∗e−2 A0u0 = α−2u−2 and E∗e−1 A0u0 = β−1u−1.
It is enough to show that the matrix representation of A on the space W =
Span(u0, u1, . . . , ud ) can be written uniquely by αi ’s, βi ’s and the parameters of Γ .
Observe that E∗h Ai E∗j = O if h > i + j , and I =
∑D
j=0 E∗j . Then for all j = 0, 1, . . . , d ,
the following hold.
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E∗e+ j+1 Au j = E∗e+ j+1 AE∗e+ j A j u0
= E∗e+ j+1 A
(
D∑
h=0
E∗h
)
A j u0
= E∗e+ j+1 AA j u0
= c j+1u j+1.
Similarly,
E∗e+ j Au j = E∗e+ j AE∗e+ j A j u0
= E∗e+ j AA j u0 − E∗e+ j AE∗e+ j−1 A j u0
= c j+1 E∗e+ j A j+1u0 + a j E∗e+ j A j u0 − β j−1 E∗e+ j Au j−1
= (c j+1β j + a j − β j−1c j )u j ,
and
E∗e+ j−1 Au j
= E∗e+ j−1 AE∗e+ j A j u0
= E∗e+ j−1 AA j u0 − E∗e+ j−1 AE∗e+ j−1 A j u0 − E∗e+ j−1 AE∗e+ j−2 A j u0
= c j+1 E∗e+ j−1 A j+1u0 + a j E∗e+ j−1 A j u0 + b j−1E∗e+ j−1 A j−1u0
− β j−1 E∗e+ j−1 Au j−1 − α j−2 E∗e+ j−1 Au j−2
= c j+1α j−1u j−1 + a jβ j−1u j−1 + b j−1u j−1
− β j−1(c jβ j−1 + a j−1 − β j−2c j−1)u j−1 − α j−2c j−1u j−1
= (c j+1α j−1 + b j−1 − β j−1(c jβ j−1 + a j−1 − β j−2c j−1 − a j )
− α j−2c j−1)u j−1.
Since Au j = E∗j+1 Au j +E∗j Au j+E∗j−1 Au j , the desired expression of matrix representing
A on W is obtained. 
Remark. The proof of Proposition 3.6 also gives the proof of (ii) implying (i) in
Proposition 3.4. Since the other implication is obvious, the proof essentially proves the
proposition as well.
The following form of the isomorphism theorem is also useful.
Proposition 3.7 ([9, Theorem 10.2, Corollary 10.3]). Let W1 be a thin irreducible T (x1)
module of endpoint e1, and W2 a thin irreducible T (x2)-module of endpoint e2. Then
W1 and W2 are isomorphic if and only if e1 = e2 and ρw1(λ) = ρw2(λ), where
E∗e1(x1)W1 = Span(w1) and E∗e2(x2)W2 = Span(w2).
4. Distance-regular graphs of order (s, t)
In this section, we study distance-regular graphs having no induced subgraphs
isomorphic to K2,1,1, a graph with 4 vertices with five edges. Such graphs are called
distance-regular graphs of order (s, t) because of the following well-known result.
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Lemma 4.1. Let Γ be a distance-regular graph of diameter D ≥ 2 and valency k. Then
the following are equivalent.
(i) There are no induced subgraphs isomorphic to K2,1,1.
(ii) Each connected component of Γ (x) is a clique of size a1 + 1 for every vertex x.
In this case, set s = a1 + 1 and write k = s(t + 1). Then each maximal clique is of size
s + 1, and each vertex is contained in t + 1 maximal cliques.
If c2 = 1 or a1 = 0, then Γ satisfies the conditions in Lemma 4.1. Note that for a
distance-regular graph of order (s, t) we have
v0(λ) = 1, v1(λ) = λ, and v2(λ) = 1
c2
(λ2 − (s − 1)λ − s(t + 1)). (9)
In the rest of this section, we assume that Γ = (X, R) is a distance-regular graph of
order (s, t) with diameter D ≥ 2, and geometric girth g = gg(Γ ). It is clear that g ≥ 4.
Lemma 4.2. The following hold.
(i) If g = 2r + 2 ≥ 4, then c1 = · · · = cr = 1 < cr+1, b1 = · · · = br = st, and
a1 = · · · = ar = s − 1.
(ii) If g = 2r + 3 ≥ 5, then c1 = · · · = cr = cr+1 = 1, b1 = · · · = br = st > br+1, and
a1 = · · · = ar = s − 1.
(iii) Fix a vertex x ∈ X. Then for each z ∈ Γi (x) with 3 ≤ 2i + 1 ≤ g, Γi−1(x) ∩ Γ (z)
consists of a single vertex. Let {y} = Γi−1(x) ∩ Γ (z), then
(a) (Γ (y) ∩ Γ (z)) ∪ {z} is a clique of size s contained in Γi (x),
(b) Γ (y) ∩ Γi (x) is a union of t cliques of size s if i > 1, and Γ (y) ∩ Γ1(x) = Γ (x)
is a union of t + 1 cliques of size s.
Proof. (i) and (ii) are well-known. We prove (iii). If 3 ≤ 2i +1 ≤ g, then ci = 1 by (i) and
(ii). Hence |Γi−1(x) ∩ Γ (z)| = 1. Moreover, Γ (y) ∩ Γ (z) is a clique of size s − 1 as Γ is
of order (s, t). Since ci = 1, we have Γ (y) ∩Γ (z) ⊂ Γi (x). Now the rest of the assertions
follow as bi−1 = st if i ≥ 2, or s(t + 1) if i = 1. 
Fix a vertex x . For each y ∈ Γi (x) with 3 ≤ 2i + 1 ≤ g, we define the following.
y( j ) ∈ Γ j (x) ∩ Γi− j (y) for j = 0, 1, . . . , i,
Sy = (Γ (y(i−1)) ∩ Γ (y)) ∪ {y} and
Ty = Γ (y(i−1)) ∩ Γi (x).
By Lemma 4.2, (x = y(0), y(1), . . . , y(i−1), y(i) = y) is the unique shortest path
connecting x and y, Sy is a clique of size s, and Ty is a union of t or t + 1 cliques of
size s.
For each i = 0, 1, . . . , D, let Vi = E∗i V . For a real number η, let
Vi (η) = {v ∈ Vi | E∗i Av = ηv} and
Ui (η) = {v ∈ Vi (η) | E∗i−1 Av = 0}.
Lemma 4.3. For each positive integer i with 2i + 2 ≤ g, the following hold.
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(i) The eigenvalue of E∗i AE∗i on Vi is either s − 1 of multiplicity si−1t i−1(t + 1) or −1
of multiplicity si−1t i−1(t + 1)(s − 1).
(ii) Vi (s − 1) = Span(Ŝy | y ∈ Γi (x)),
U1(s − 1) = Span
(
Ŝy − 1
t + 1 T̂y | y ∈ Γ (x)
)
and
Ui (s − 1) = Span
(
Ŝy − 1
t
T̂y | y ∈ Γi (x)
)
for i ≥ 2.
(iii) Vi (−1) = Ui (−1) = Span
(
yˆ − 1
s
Ŝy | y ∈ Γi (x)
)
.
Proof. (i) By Lemma 4.2, Γi (x) is a disjoint union of cliques of size s. Hence the
eigenvalue of E∗i AE∗i on E∗i V is either s −1 or −1, and their multiplicities are determined
by the number of connected components.
(ii) and (iii) can be easily checked by using the following facts.
E∗i−1 AŜy = s ŷ(i−1) and E∗i−1 A
(
yˆ − 1
s
Ŝy
)
= 0. 
Lemma 4.4. Let y ∈ Γi (x) with 4 ≤ 4i ≤ g. Then the following hold.
(i) For every y ′ ∈ Sy,
Γl(y) ∩ Γi (x) = Γl(y ′) ∩ Γi (x) for l = 2, 3, . . . , 2i.
(ii) For every y ′ ∈ Ty,
Γl(y) ∩ Γi (x) = Γl(y ′) ∩ Γi (x) for l = 3, 4, . . . , 2i.
Proof. By Lemma 4.2 (i) and (ii), a1 = · · · = a2i−1 = s − 1, and c2i−1 = 1. Moreover,
c2i > 1 only if 4i = g.
Let z ∈ Γl(y) ∩ Γi (x) with 2 ≤ l ≤ 2i . Let y = w0, w1, . . . , wl = z be a shortest path
connecting y and z. Suppose w j ∈ Γi j (x). Clearly
i0 = il = i and |i j−1 − i j | ≤ 1 for j = 1, 2, . . . , l.
Let h be the largest index among i0, i1, . . . , il . Suppose h > i and i0, . . . , i j−1 < i j =
h. Then i j−1 = h − 1, and i j+1 = h, or h − 1. By Lemma 4.2 (iii), i j−1 = h − 1, i j = h,
and i j+1 = h imply w j−1 ∼ w j+1, which is not the case. Hence i j+1 = h − 1, and
{w j−1, w j+1} ⊂ Γh−1(x) ∩ Γ (w j ). Thus ch > 1 and i j = 2i = l as c2i−1 = 1 and l ≤ 2i .
In this case, there is another path such that wi = x .
Hence we may assume that h = i . In particular, i1 = i or i − 1. Suppose i1 = i .
Since l ≥ 2, i2 = i or i − 1. Either of these cases is impossible as we can conclude that
∂(w0, w2) ≤ 1. Hence i1 = i − 1 and w1 = y(i−1). Since y ′(i−1) = y(i−1) in both cases (i)
and (ii), z ∈ Γl(y ′) ∩ Γi (x). Thus we have the assertions. 
Lemma 4.5. Suppose 4 ≤ 4i ≤ g.
(i) If v ∈ Ui (s − 1), then the following hold.
(a) E∗i A0v = v.
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(b) E∗i A1v = (s − 1)v.
(c) E∗i A2v = −sv.
(d) E∗i A j v = 0 for every 3 ≤ j ≤ 2i .
(ii) If v ∈ Ui (−1), then the following hold.
(a) E∗i A0v = v.
(b) E∗i A1v = −v.
(c) E∗i A j v = 0 for every 2 ≤ j ≤ 2i .
Proof. (i) By Lemma 4.3 (ii) we may assume that v = Ŝy − 1τ T̂y with τ = t if i > 1, and
τ = t + 1 if i = 1. (a) and (b) are obvious. Now z entry of E∗i A j Ŝy is nonzero only if
z ∈ Γi (x), and for z ∈ Γi (x),
(E∗i A j Ŝy)z = |Γ j (z) ∩ Sy |.
Hence if j = 2, E∗i A2 Ŝy = s(T̂y − Ŝy). Since Ty is a union of τ cliques of size s,
E∗i A2
(
Ŝy − 1
τ
T̂y
)
= s(T̂y − Ŝy) − 1
τ
(s(τ − 1)T̂y)
= −s
(
Ŝy − 1
τ
T̂y
)
.
Suppose j ≥ 3. Then
E∗i A j Ŝy = s · Ŷ with Y = Γ j (y) ∩ Γi (x),
and the set Y does not depend on the choice y in Ty by Lemma 4.4 (ii). Therefore,
E∗i A j
(
Ŝy − 1
t
T̂y
)
= s
(
1 − t
t
)
Ŷ = 0.
(ii) In this case we may assume that v = yˆ − 1
s
Ŝy . Now (a) and (b) are obvious, and (c)
follows from Lemma 4.4. 
Proposition 4.6. If 4 ≤ 4i ≤ g, then the following hold.
(i) Let v ∈ Ui (s − 1). Then the following hold.
(a) Set η( j ) = η( j )(v). Then
η(0) = 1, η(1) = s − 1, η(2) = −s and η(3) = · · · = η(2i) = 0.
(b)
|X |st (t + 1)ρv(λ) = (s(t + 1) − λ)(λ + t + 1).
(ii) Let v ∈ Ui (−1). Then the following hold.
(a) Set η( j ) = η( j )(v). Then
η(0) = 1, η(1) = −1 and η(2) = η(3) = · · · = η(2i) = 0.
(b) |X |st (t + 1)ρv(λ) = s(t + 1) − λ.
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Proof. The value of η(i) in each case follows directly from Lemma 4.5. Now we compute
the polynomial ρv(λ) using Definition 3.1 and (9).
Let v ∈ Ui (s − 1). Then
ρv(λ) = 1|X |
(
η(0)(v) + η(1)(v) λ
s(t + 1) + η
(2)(v)
(λ2 − (s − 1)λ − s(t + 1))c2
c2s2t (t + 1)
)
= 1|X |
(
1 + (s − 1) λ
s(t + 1) − s ·
λ2 − (s − 1)λ − s(t + 1)
s2t (t + 1)
)
= 1
st (t + 1)|X |(st (t + 1) + (s − 1)tλ − (λ
2 − (s − 1)λ − s(t + 1)))
= 1
st (t + 1)|X |(s(t + 1)
2 + (s − 1)(t + 1)λ − λ2)
= 1
st (t + 1)|X |(s(t + 1) − λ)((t + 1) + λ). 
If v ∈ Ui (−1), then
ρv(λ) = 1|X |
(
1 − λ
s(t + 1)
)
= 1
s(t + 1)|X |(s(t + 1) − λ).
Thus we have the assertions.
Now we are ready to prove Theorem 1.1.
Proof of Theorem 1.1. (i) follows from Lemmas 3.1 and 4.3 (i).
For (ii) and (iii), let e be an integer such that 4 ≤ 4e ≤ g and v a nonzero vector
of E∗e V .
(ii) Suppose E∗e Av = (s −1)v and E∗e−1 Av = 0. Then v ∈ Ue(s −1). By Proposition 4.6
(i), the roots of ρv(λ) are s(t + 1) and −t − 1. By Proposition 3.3,
dimMv = D + 1 − |{θ ∈ Θ(Γ ) | ρv(θ) = 0}|.
Since k = s(t + 1) ∈ Θ(Γ ), dimMv = D if −t − 1 ∈ Θ(Γ ) and D − 1 if
−t − 1 ∈ Θ(Γ ). Moreover, if T v is a thin irreducible T -module, then its endpoint is
e. Hence D − 1 ≤ dimMv ≤ D + 1 − e. Thus e ≤ 2.
(iii) Suppose E∗e Av = −v and E∗e−1 Av = 0. Then v ∈ Ue(−1). By Proposition 4.6 (i),
the root of ρv(λ) is s(t + 1) only. By Proposition 3.3,
dimMv = D + 1 − |{θ ∈ Θ(Γ ) | ρv(θ) = 0}| = D.
Now the rest of the assertions follow as in (ii). 
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5. Special classes of distance-regular graphs of order (s, t)
In this section, we define several classes of distance-regular graphs of order (s, t) and
show that certain irreducible modules of endpoint 1 or 2 are thin. In the following section,
we show that these properties characterize these classes of distance-regular graphs.
Definition 5.1. Let Γ = (X, R) be a distance-regular graph of order (s, t) with diameter
D ≥ 2. Let L = L(Γ ) be the set of all maximal cliques in Γ . We define (SR) and (CC)
properties.
(SR) For every i with i = 0, 1, . . . , D, x ∈ X and L ∈ L, γi = |Γi (x) ∩ L| depends only
on i = ∂(x, L) and γi < s + 1.
(CC) For every i with i = 0, 1, . . . , D, x ∈ X and L ∈ L such that i = ∂(x, L),
|Γi (x) ∩ L| is either 1 or s + 1.
If Γ satisfies (SR) property, then Γ is a collinearity graph of a distance-semiregular
graph defined in [7]. Γ satisfies (CC) property if and only if every ci -graphΓi−1(x)∩Γ (y)
with ∂(x, y) = i is a coclique for every i . This condition is also referred to as the kite-free
condition. Hermitean forms graphs satisfy the property (CC) but not (SR).
Now a regular near 2D-gon is defined to be a distance-regular graph of order (s, t)
satisfying both of the conditions (SR) and (CC). Note that this definition coincides with
the one given in Section 1. A regular near 2D-gon of geometric girth gg(Γ ) = 2D is
called a generalized 2D-gon. A generalized 2D-gon exists only when D = 2, 3, 4 and 6,
and if D = 6 then s = 1. See [3,6].
Fix x ∈ X and let T = T (x).
Proposition 5.1. Let Γ = (X, R) be a distance-regular graph of order (s, t) with diameter
D ≥ 2. The following hold.
(i) Suppose Γ satisfies (SR) . Let γi = |Γi (x) ∩ L| for ∂(x, L) = i with x ∈ X and
L ∈ L. Then for every nonzero vector v ∈ U1(s − 1),
E∗i Ai+1v =
bi − (t + 1)(s + 1 − γi )
ci
E∗i Ai−1v
for i = 1, 2, . . . , D − 1. In particular, T v is a thin irreducible module of endpoint 1,
and all such modules are isomorphic.
(ii) Suppose Γ satisfies (CC) . Then for every nonzero vector v ∈ U1(−1),
E∗i Ai+1v = 0,
for i = 1, 2, . . . , D − 1. In particular, T v is a thin irreducible module of endpoint 1,
and all such modules are isomorphic.
(iii) Suppose Γ is a generalized 2D-gon with D ≥ 3. Then for every y ∈ Γ (x) and
nonzero vector v ∈ U2(s − 1),
E∗i Ai v = −sv and E∗i Ai−1v = (s − 1) · E∗i Ai−2v
for i = 2, . . . , D. In particular, T v is a thin irreducible module of endpoint 2, and all
such modules are isomorphic.
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Proof. (i) Suppose Γ satisfies (SR). To prove the equation, by Lemma 4.3, it suffices to
show
E∗i Ai+1
(
Ŝy − 1
t + 1 T̂y
)
= bi − (t + 1)(s + 1 − γi )
ci
E∗i Ai−1
×
(
Ŝy − 1
t + 1 T̂y
)
, (10)
for every y ∈ Γ (x) and i = 1, 2, . . . , D − 1. Note that Ty = Γ (x). Let Γ̂ j (x) = 1 j for
j = 0, 1, . . . D. Since E∗i Ai+111 = bi 1i and E∗i Ai−111 = ci 1i , (10) is equivalent to
E∗i
(
Ai+1 − bi − (t + 1)(s + 1 − γi )
ci
Ai−1
)
Ŝy = (s + 1 − γi )1i . (11)
We first remark that
bi
ci − γi−1(t + 1) =
bi − (t + 1)(s + 1 − γi )
ci
. (12)
Eq. (12) can be obtained easily by setting ci = mγi−1 and bi = (t + 1 − m)(s + 1 − γi )
for some integer m.
We will show that for every z ∈ Γi (x), z entries of both sides of Eq. (11) are equal.
Since y ∈ Γ (x), ∂(z, Sy) = i − 1, i , or i + 1. We have
|Γi+1(z) ∩ Sy | =
0 if ∂(z, Sy) = i − 1,s + 1 − γi if ∂(z, Sy) = i,
s if ∂(z, Sy) = i + 1,
and
|Γi−1(z) ∩ Sy | =

γi−1 if ∂(z, Sy) = i − 1,
0 if ∂(z, Sy) = i,
0 if ∂(z, Sy) = i + 1.
When ∂(z, Sy) = i − 1, we obtain the equality by applying (12). When ∂(z, Sy) = i , it is
straightforward to see that z entries of (11) are equal. When ∂(z, Sy) = i +1, we obtain the
equality as γi = 1. Now by Corollary 3.5, T v is thin for every v ∈ U1(s − 1). Moreover,
all such modules are isomorphic either by Proposition 3.6, or by the combination of
Proposition 4.6 (i) and Proposition 3.7. Hence all assertions in (i) follow.
(ii) Suppose Γ satisfies (CC). In this case we take v = yˆ − 1
s
Ŝy with y ∈ Γ (x) and show
that
E∗i Ai+1 yˆ =
1
s
E∗i Ai+1 Ŝy (13)
for i = 1, 2, . . . , D − 1. For every y ∈ Γ (x) and z ∈ Γi (x), either y ∈ Sy ⊂ Γi+1(z)
or Sy ∩ Γi+1(z) = ∅. Hence (13) follows immediately. Now all assertions in (ii) follow
from Corollary 3.5, and Proposition 3.6 or by the combination of Proposition 4.6 (ii) and
Proposition 3.7.
250 H. Suzuki / European Journal of Combinatorics 27 (2006) 235–254
(iii) Suppose Γ is a generalized 2D-gon with D ≥ 3. It suffices to prove that for every
y ∈ Γ2(x), and i = 2, . . . , D,
E∗i Ai
(
Ŝy − 1
t
T̂y
)
= −s · E∗i Ai−2
(
Ŝy − 1
t
T̂y
)
and
E∗i Ai−1
(
Ŝy − 1
t
T̂y
)
= (s − 1) · E∗i Ai−2
(
Ŝy − 1
t
T̂y
)
.
Let w ∈ Γ (x) ∩ Γ (y). Set S = Sy and T = Ty . Then T ⊂ Γ (w). We prove the following
equations equivalent to the equations above.
E∗i (Ai + s Ai−2)Ŝ =
1
t
E∗i (Ai + s Ai−2)T̂ , and (14)
E∗i (Ai−1 − (s − 1)Ai−2)Ŝ =
1
t
E∗i (Ai−1 − (s − 1)Ai−2)T̂ . (15)
Let z ∈ Γi (x). Then there are six possibilities altogether for the choices of (∂(z, x);
∂(z, S), ∂(z, w)). They are;
(i ; i + 2, i + 1), (i ; i + 1, i), (i ; i, i − 1), (i ; i − 2, i − 1),
(D − 1; D − 1, D), (D; D − 1, D).
If (∂(z, x); ∂(z, S), ∂(z, w)) = (i ; i + 2, i + 1) or (i ; i + 1, i), both sides of (14) and (15)
are 0. As for the other cases, we have the following.
|Γi (z) ∩ S| =

s if (∂(z, x); ∂(z, S), ∂(z, w)) = (i ; i, i − 1),
0 if (∂(z, x); ∂(z, S), ∂(z, w)) = (i ; i − 2, i − 1),
1 if (∂(z, x); ∂(z, S), ∂(z, w)) = (D − 1; D − 1, D),
s − 1 if (∂(z, x); ∂(z, S), ∂(z, w)) = (D; D − 1, D),
|Γi−1(z) ∩ S| =

0 if (∂(z, x); ∂(z, S), ∂(z, w)) = (i ; i, i − 1),
s − 1 if (∂(z, x); ∂(z, S), ∂(z, w)) = (i ; i − 2, i − 1),
0 if (∂(z, x); ∂(z, S), ∂(z, w)) = (D − 1; D − 1, D),
1 if (∂(z, x); ∂(z, S), ∂(z, w)) = (D; D − 1, D),
|Γi−2(z) ∩ S| =

0 if (∂(z, x); ∂(z, S), ∂(z, w)) = (i ; i, i − 1),
1 if (∂(z, x); ∂(z, S), ∂(z, w)) = (i ; i − 2, i − 1),
0 if (∂(z, x); ∂(z, S), ∂(z, w)) = (D − 1; D − 1, D),
0 if (∂(z, x); ∂(z, S), ∂(z, w)) = (D; D − 1, D),
|Γi (z) ∩ T | =

(t − 1)s if (∂(z, x); ∂(z, S), ∂(z, w)) = (i ; i, i − 1),
(t − 1)s if (∂(z, x); ∂(z, S), ∂(z, w)) = (i ; i − 2, i − 1),
t if (∂(z, x); ∂(z, S), ∂(z, w)) = (D − 1; D − 1, D),
t (s − 1) if (∂(z, x); ∂(z, S), ∂(z, w)) = (D; D − 1, D),
|Γi−1(z) ∩ T | =

s − 1 if (∂(z, x); ∂(z, S), ∂(z, w)) = (i ; i, i − 1),
s − 1 if (∂(z, x); ∂(z, S), ∂(z, w)) = (i ; i − 2, i − 1),
0 if (∂(z, x); ∂(z, S), ∂(z, w)) = (D − 1; D − 1, D),
t if (∂(z, x); ∂(z, S), ∂(z, w)) = (D; D − 1, D),
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|Γi−2(z) ∩ T | =

1 if (∂(z, x); ∂(z, S), ∂(z, w)) = (i ; i, i − 1),
1 if (∂(z, x); ∂(z, S), ∂(z, w)) = (i ; i − 2, i − 1),
0 if (∂(z, x); ∂(z, S), ∂(z, w)) = (D − 1; D − 1, D),
0 if (∂(z, x); ∂(z, S), ∂(z, w)) = (D; D − 1, D).
Using the information above, we can check the Eqs. (14) and (15) above. Now all assertions
in (iii) follow from Propositions 3.4 and 3.6. 
6. Thin modules of endpoint 1 and 2
Suppose Γ = (X, R) is a distance-regular graph of order (s, t) with diameter D ≥ 3.
Let T (x) be the Terwilliger algebra with base vertex x . LetH = H(x) denote the sum of all
thin irreducible T (x)-modules in the standard module V . Let Vi and Ui (µ) be subspaces
of V defined in Section 4. When we specify the base vertex we write V xi and U
x
i (µ).
We first note that there is exactly one irreducible T -module of endpoint 0, which is
often called the principal module, and it is thin. Hence V0 = U0(0) ⊂ H.
Lemma 6.1. Let Γ be a distance-regular graph of order (s, t). Let 4 ≤ 4i ≤ gg(Γ ) and
µ ∈ {s−1,−1}. If U xi (µ) ⊂ H(x) for every vertex x, then every nonzero vector v ∈ U xi (µ)
generates a thin irreducible T (x)-module, and all such modules are isomorphic.
Proof. This is a direct consequence of Propositions 3.7 and 4.6. 
Theorem 1.2 follows from the following.
Theorem 6.2. Let Γ = (X, R) be a distance-regular graph of order (s, t) with D ≥ 3,
valency k = s(t + 1) > 2 and geometric girth g = gg(Γ ). Then the following hold.
(i) Γ satisfies (SR) property if and only if U x1 (s − 1) ⊂ H(x) for every vertex x.(ii) Γ satisfies (CC) property if and only if U x1 (−1) ⊂ H(x) for every vertex x.(iii) Γ is a regular near 2D-gon if and only if every irreducible T (x)-module of endpoint
at most 1 is thin for every vertex x.
(iv) Suppose Γ is a regular near 2D-gon with g ≥ 8. Then Γ is a generalized 2D-gon if
and only if U x2 (s − 1) ⊂ H(x) for every vertex x.(v) Suppose g ≥ 8. Then Γ is a generalized 2D-gon of order (1, t) if and only if every
irreducible T (x)-module of endpoint at most 2 is thin for every vertex x.
(vi) Suppose g ≥ 8. Then Γ is a generalized 8-gon of order (1, t) if and only if every
irreducible T (x)-module of endpoint at most 3 is thin for every vertex x.
Proof. We first prove ‘only if’ parts. (i), (ii), (iii), (iv) follow directly from Proposition 5.1.
If Γ is of order (1, t), U x2 (−1) = 0. Hence (v) follows from (iv). If Γ is a generalized 8-
gon of order (1, t), all irreducible T (x)-modules are thin by a result proved in [4, Lemma
2.2]. Thus (vi) follows.
Next we prove ‘if’ parts.
(i) Suppose U x1 (s − 1) ⊂ H(x) for every vertex x . Let L ∈ L. Then L can be written as
L = {x} ∪ Sy with ∂(x, y) = 1. Let v = Ŝy − 1t+1 T̂y ∈ U x1 (s − 1). Then by Lemma 6.1
and Corollary 3.5, T v is a thin irreducible module and
E∗i Ai+1v = αi E∗i Ai−1v (16)
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for some constant αi . If −t−1 is an eigenvalue of Γ , then (16) holds for i = 0, 1, . . . , D−1
and E∗D AD−1v = 0, otherwise (16) holds for i = 0, 1, . . . , D. See Propositions 3.3
and 4.6. Note that the constant αi depends only on i and does not depend on L as the
isomorphism class is determined by its endpoint and the polynomial ρv(λ).
Let 1 j = Γ̂ j (x) for j = 0, 1, . . . , D. Now (16) can be written as
E∗i (Ai+1 − αi Ai−1)Ŝy =
bi − ciαi
t + 1 1i . (17)
Let z ∈ Γi (x) ∩ Γi+1(y). Then comparing the z entries of both sides of the equation, we
have
s + 1 − |Γi (z) ∩ L| = bi − ciαi
t + 1 . (18)
On the other hand if z ∈ Γi (x) ∩ Γi−1(y). Then we have
−αi |Γi−1(z) ∩ L| = bi − ciαi
t + 1 . (19)
Hence the number γi = |Γi (z) ∩ L| is determined by αi and the parameters of Γ as far
as L ∩ Γi+1(z) = ∅. Moreover, we have
bi − (t + 1)(s + 1 − γi )
ci
= αi = bi
ci − (t + 1)γi−1 .
Let ci = γi−1m. Then we have bi = (s + 1 − γi )(t + 1 − m). This implies that as
far as (16) holds for i , there is no maximal clique L ∈ L such that L ⊂ Γi (z). Hence it
remains to show that there is no L ∈ L such that L ⊂ ΓD(z) when −t − 1 is an eigenvalue
of Γ . But in that case we have E∗D AD−1v = 0. Hence
E∗D AD−1 Ŝy =
cD
t + 1 1D.
Therefore there is no vertex z such that {x} ∪ Sy = L ⊂ ΓD(z). This proves (i).
(ii) Suppose U x1 (−1) ⊂ H(x) for every vertex x . Let v = yˆ − 1s Ŝy ∈ U x1 (−1) with
y ∈ Γ (x). Since dimMv = D in this case, it follows from Lemma 6.1 and Corollary 3.5
that
E∗i Ai+1v = αi E∗i Ai−1v (20)
for i = 1, 2, . . . , D with some constant αi . This equation becomes
E∗i (Ai+1 − αi Ai−1)yˆ =
1
s
E∗i (Ai+1 − αi Ai−1)Ŝy .
Let z ∈ Γi (x) ∩ Γi+1(y). Then we have
1 = 1
s
|Γi+1(z) ∩ Sy |.
We have |Γi+1(z) ∩ Sy | = s. Thus we have (CC).
(iii) This is obvious, because (SR) and (CC) properties imply that Γ is a regular near
2D-gon.
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(iv) Suppose g ≥ 8 and U x2 (s − 1) ⊂ H(x) for every vertex x . Since Γ is a regular
near 2D-gon, there is an index i ≤ D such that ci+1 > 1. It suffices to show that
ci+1 = t + 1. Suppose ∂(w, z) = i + 1 and x, y ∈ Γi (z) ∩ Γ (w) with x = y. Since
Γ is a regular near 2D-gon, ∂(x, y) = 2. Since U x2 (s − 1) ⊂ H(x) for every vertex x ,
the vector v = Ŝy − 1t T̂y ∈ U x2 (s − 1) generates a thin irreducible module. Therefore, by
Proposition 3.4, we have
E∗i Ai
(
Ŝy − 1
t
T̂y
)
= αi E∗i Ai−2
(
Ŝy − 1
t
T̂y
)
,
for some constant αi . Since z entries of the equation gives
1 − 1
t
|Ty ∩ Γi (z)| = 0,
we have ci+1 = t + 1 as desired.
(v) Suppose g ≥ 8. Then by (iii) and (iv), Γ is a generalized 2D-gon. Suppose s > 1.
Then U2(−1) = 0 as D ≥ 3. Then there are vertices z, z′, x, y, and w such that
∂(x, z) = ∂(w, z) = ∂(y, z) = ∂(x, z′) = D, ∂(x, w) = ∂(w, y) = 1,
∂(x, y) = 2 and ∂(y, z′) = D − 2. Let v = yˆ − 1
s
Ŝy . As in the proof of (iv) above, the
hypothesis implies that T v is thin. Hence either
E∗D(AD − αAD−2)yˆ =
1
s
E∗D(AD − αAD−2)Ŝy (21)
for some constant α or
E∗D AD−2 yˆ =
1
s
E∗D AD−2 Ŝy . (22)
For (21), z entry of the equation yields 1 = 1
s
(s − 1), a contradiction. For (22), z′ entry of
the equation yields 1 = 1
s
. Since s > 1 this is a contradiction. Thus T v is not thin.
(vi) By (v), Γ is a generalized 2D-gon of order (1, t). If g = 8, then g ≥ 12 as g = 10
does not occur. Hence by Theorem 1.1 (ii), we have a contradiction. 
Remarks. 1. (iii) is known to some specialists. See [13,14].
2. For (v), U2(−1) ∩H = 0 also follows from Theorem 1.1.
3. We can also prove that if every irreducible T (x)-module of endpoint 2 is thin, then Γ is
a generalized 2D-gon of order (1, t). Because if U2(s −1) ⊂ H, then −t −1 ∈ Θ(Γ ).
Then by [5, Theorem 9.8] or [9, Theorem 1.1], U1(s − 1) ⊂ H. Since Theorem 1.1
implies U2(−1) ∩ H = 0, we must have U2(−1) = 0 and Γ is of order (1, t).
Therefore, every irreducible module of endpoint of 1 is thin as well.
4. For (vi), we can use similar method to prove that if D ≥ 6, then U3(s − 1) ∩H = 0.
5. In [4], B. Collins showed the results under a hypothesis that a distance-regular graph
Γ is thin with c3 = 1. Since c3 = 1 implies c2 = 1, Γ is of order (s, t). Moreover,
since every irreducible T (x)-module of endpoint 1 is thin for every vertex x , Γ is a
regular near 2D-gon by Theorem 1.2. Now it is easy to see that gg(Γ ) ≥ 8. Thus our
results covers the results of B. Collins.
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