Abstract-We first touch upon a Philosophical Grounding of fuzzy theory expressed by Pierce and Zadeh. Then we first review briefly basic and well known fuzzy rule base models and their variations as well as our fuzzy functions with LSE and their enhanced version. We propose a potential future investigation for the basic structure of fuzzy function models generated with a multiplicative affect of membership values.
II. INTRODUCTION
Most commonly known and applied fuzzy system models are "fuzzy rule bases". Such fuzzy rule bases are described by membership functions of the input fuzzy sets that form the left hand sides and the output fuzzy sets that form the right hand sides. This approach was initially proposed by Zadeh [26, 27] . There are two well known and basic variations of this approach with various improvements and enhencements:
(a) Sugeno-Yasukawa [8] approach where fuzzy sets of both the right and left hand sides are determined either by experts or by fuzzy clustering algorithms such as FCM [2] . (b) Tagaki-Sugeno [10] approach where fuzzy sets of the left hand sides of a fuzzy rule base are determined either by experts or by fuzzy clustering algorithms such as FCM [2] and the right hand sides are functions determined either by function estimation methods.
But there have been new approaches that propose fuzzy regression function developments in place of fuzzy rule bases. These are:
(1)Hathaway and Bezdek [5] approach where the determination of a classical regression is enhanced by introduction of a diagonal membership matrix in determination of coefficients of a fuzzy regression model where the fuzzy clustering algorithm, FCM [2] , is used to deteremine the number of such fuzzy regressions required for an affective solution.
(2)Turksen [22] and Celikyılmaz-Turksen [3] approach where a classical regression is enhanced by introduction membership values and their transformations to improve the regression constant and hence the introduction of fuzzy functions in place of fuzzy rule bases where a fuzzy clustering algorithm such as FCM [2] or IFC [3] is used to determine the number of such fuzzy regressions required for an affective solution.
Next we review these approaches and their essential elements with emphasis on our "Fuzzy Functions", fuzzy regression, models generated by membership values and their transformations.
III. FUZZY RULE BASE MODELS
Let us first review the fuzzy rule base models in order to identify their unique structures and to point out how they differ from each other.
The most commonly applied fuzzy system models are fuzzy rule bases. Here, we only deal with Multi-Input Single Output (MISO) systems. Generally fuzzy system models represent relationships between the input and output variables which are expressed as a collection of IF-THEN rules that utilize linguistic labels, which are represented with fuzzy sets. The general fuzzy rule base structure which is known as Zadeh-Fuzzy Rule Base, Z-FRB, can be written as follows:
where c* is the number of rules in a rule base either given by experts or it is determined by a fuzzy clustering algorithm such as FCM, Fuzzy C Means. The fuzzy rule base structures determined by alternatives (a) and (b) stated above mainly differ in the representation of the consequents in its structure . If the consequent is represented with fuzzy sets then the fuzzy rule base can be categorized as alternative (a). This is the one initially proposed by Zadeh [27] originally applied by Mamdani, et al., [6] , and a modified version is proposed by Sugeno and Yasukawa [8] . Whereas, if the consequents are represented with linear equations of input variables, then the rule base structure is the alternative (b) which we call TakagiSugeno Fuzzy Rule Base [10] . These models can be formalized as follows. In general, let nv be the number of selected input variables in the system. Then, the multidimensional antecedent, x, can be defined as x=(x 1 ,x 2 ,…,x nv ), where x j is the j th input variable of the antecedent and the domain of x in X, can be defined as
Similarly, the domain of the output variable, y, will be denoted as Y. Then, the i th rule, R i , and rulebase, R, in the structure of Sugeno and Yasukawa [6] 
where the multi-dimensional antecedent fuzzy subset of i th rule is Ai. This multi-dimensional antecedent fuzzy subset determination eliminates the search for the appropriate t-norm for the combination of antecedent fuzzy subsets with "AND". 
IV. FUZZY FUNCTIONS
There are a number of variations of Fuzzy Functions that are structured various transformations of membership values. We will discuss only one alternative, namely, Fuzzy Functions with LSE, FF-LSE which introduces the basic starting point of developments in this direction. Here we assume that Least Squares Estimation, LSE, is well known by most readers in this context.
A. Fuzzy Functions with LSE
The generalization of LSE for Fuzzy Function, known as FF-LSE, requires that a fuzzy clustering algorithm, such as FCM, or IFC be available to determine the interactive (joint) membership values of input-output variables in each of the fuzzy clusters that can be identified for a given training data set.
Let (X k ,Y k ), k =1,…, nd, be the set of observations in a training data set, such that
First, one determines the optimal (m*, c*) pair for a particular performance measure, i.e., a cluster validity index, with an iterative search and an application of FCM or IFC algorithm, where m is the level of fuzziness (in our experiments we usually take m = 1.4,…,2.6) [9] , and c is the number of clusters (in our experiments we usually take c = 2,…,10). The well known FCM algorithm can be stated as follows: 
where J is objective function to be minimized, || || A is a norm that specifies a distance-based similarity between the data vector x k and a fuzzy cluster center v i . In particular, A = I is the Euclidian Norm and A =C -1 is the Mahalonobis Norm, etc. Once the optimal pair (m* , c*) is determined with the application of FCM algorithm, one next identifies the cluster centers for m = m* and c=1,…,c* as: 
From this, we identify the cluster centers of the "input space" again for m=m* and c=1,…,c* as: 
Next, one computes the normalized membership values of each data sample in the training data set with the use of the cluster center values determined in the previous step. There are generally two steps in these calculations:
(a) First we determine the (local) optimum membership values u ik 's and then determine µ ik 's that are above an D-cut in order to eliminate harmonics generated by FCM as:
where µik denotes the membership value of the kth vector, k=1,…,nd, in the ith rule, i=1,…,c* and x k denotes the kth vector and for all the input variables j = 1,…, nv, in the input space.
(b) Next, we normalize them as:
where ( ) X data sample in the i th cluster, i.e., i th rule. Next we determine a new augmented input matrix of X for each of the clusters, which could take on several forms depending on which transformation of membership values we want to or need to include in our system structure identification for our intended system analyses. For the case of The choice depends on whether we want to or need to include just the membership values or some of their transformations as new input variables in order to obtain the best representation of a system behavior. A new augmented input matrix having a single input variable in the original input space when only membership value itself is augmented to the dataset may look like this:
Up to this point, in the proposed system modeling approach, we have defined how the augmented input matrix for each cluster could be formed using FCM algorithm. From this point forward, the estimation of fuzzy functions takes place for each cluster, Different approaches are followed in the estimation of fuzzy functions using the augmented matrices.
Thus the function 
The overall output value is calculated using each output value one from each cluster and weighting them with their corresponding membership values as follows: 
V. CONCLUSIONS
We have first reviewed the well known variations fuzzy rule bases. Then we proposed "fuzzy functions" as an alternate to fuzzy rule base approach to fuzzy system modeling. They can be more easily applied by mathematicians and statisticians without knowing the essential mathematical tools required for building fuzzy rule base system models.
Furthermore in our applied system investigations, we found that "Fuzzy Functions" are better suited for industrial applications and provides better predictions as compared to OLE models and to fuzzy rule base models [22, 23] . 
