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Abstract
Let  be a symmetric d-linear form on a vector space V of dimension n over a field k.
Its center, Cent(), is the analog of the space of symmetric matrices for a bilinear form.
If d > 2, the center is a commutative subalgebra of End(V ). It seems difficult to determine
which subalgebras can be realized as Cent() for some some d-linear form . As a first step
we conjecture that the center has dimension at most n. The conjecture is proved for n  5.
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1. Forms of degree higher than 2
Suppose V is a vector space over a field k. A symmetric bilinear form  : V ×
V → k can be viewed as a sort of inner product on V . Vectors v,w ∈ V are “or-
thogonal” if(v,w) = 0. The bilinear form induces a quadratic form φ : V → k,
defined by: φ(v) = (v, v). If 2 /= 0 in k this quadratic form is uniquely determined
because of the polarization identity 2(v,w) = φ(v + w)− φ(v)− φ(w).
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We outline a generalization of this theory to d-linear forms, following ideas in
[2,6].
Definition 1.1. A d-linear space over k is a pair (V ,) where V is a finite dimen-
sional k-vector space and  : V × · · · × V −→ k is a symmetric d-linear form.
This means that (v1, . . . , vd) is k-linear in each of its d slots and it is invariant
under all permutations of those slots. They should be called “symmetric d-linear
spaces” but we use the shorter terminology. Other authors have called them “d-ic
spaces” and “symmetric spaces of degree d”.
Two d-linear spaces (V ,) and (V ′,′) are isomorphic if there is a bijective lin-
ear map f : V −→ V ′ such that ′(f (x1), . . . , f (xd)) = (x1, . . . , xd) for every
x1, . . . , xd ∈ V . In this case we write (V ,) ∼= (V ′,′).
Some spaces can be decomposed as orthogonal sums of smaller spaces. Here we
use the double-perpendicular symbol ⊥⊥ to distinguish orthogonality with respect to
 from other types of orthogonality.
Definition 1.2. Continuing the notations above, the orthogonal sum (V1,1)⊥⊥(V2,
2) is the d-linear space on V1 ⊕ V2 with map 1⊥⊥2 defined:
(1⊥⊥2)(x1 + y1, . . . , xd + yd) = 1(x1, . . . , xd)+2(y1, . . . , yd),
where xi ∈ V1, yi ∈ V2. A d-linear space (V ,) is decomposable if (V ,)∼=
(V1,1)⊥⊥(V2,2) for some nonzero spaces (Vi,i ). A nonzero space is inde-
composable if it is not decomposable.
Subspaces S and T of V are orthogonal if (S, T , V, . . . , V ) = 0. That is, (s,
t, v3, . . . , vd) = 0 for every s ∈ S, t ∈ T and every vi ∈ V . If we consider Vj as
a subspace of V = V1⊥⊥V2, then V1 and V2 are orthogonal. Conversely, if S, T are
orthogonal subspaces with S + T = V and S ∩ T = 0, then V ∼= S⊥⊥T .
Definition 1.3. For S ⊆ V define S⊥⊥ = {w ∈ V : (w, S, V, . . . , V ) = 0}.
A d-linear space (V ,) is regular if V ⊥⊥ = 0.
Regularity can be restated as follows: (V ,) is regular if and only if w = 0 is
the only vector in V such that (w, V, . . . , V ) = 0.
Various generalizations of “regularity” have been investigated in [3,4]. They also
prove the following result.
Proposition 1.4. Suppose (V ,) is a d-linear space over k.
(1) If V = V1⊥⊥V2 then V is regular if and only if both V1 and V2 are regular.
(2) IfK/k is a field extension let VK = V ⊗k K be the scalar extension with induced
form K . Then (VK,K) is regular if and only if (V ,) is regular.
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If V is a regular bilinear space (d = 2) of dimension n, then dim(S⊥⊥) =
n− dim(S) for every subspace S. If S ⊆ V is a regular subspace (i.e. S ∩ S⊥⊥ = 0)
it follows that V = S ⊕ S⊥⊥. Consequently every indecomposable bilinear space has
dimension 2. Moreover, if 2 /= 0 in k then every indecomposable space is a line.
That is, the space can be “diagonalized”: expressed as an orthogonal sum of lines.
However when d > 2 the indecomposables can be larger and it often happens
that S⊥⊥ = 0. In fact one can show that if (V ,) is a “generic” d-linear space of
dimension n then V is indecomposable and (v)⊥⊥ = 0 for every nonzero v ∈ V . On
the other hand, S⊥⊥ is not always small: the inequality dim(S⊥⊥)  n− dim(S) can
fail. For instance consider the trilinear form in 5 variables associated to the cubic
form φ(a, b, c, x, y) = ax2 + bxy + cy2. If vj = (aj , bj , cj , xj , yj ), then  is de-
termined by: 6(v1, v2, v3) = 2(a1x2x3 + x1a2x3 + x1x2a3)+ (b1x2y3 + x1b2y3
+ b1y2x3 + y1b2x3+x1y2b3+y1x2b3)+2(c1y2y3+y1c2y3+y1y2c3). Then S :=
(,,, 0, 0) is a 3-dimensional subspace S with S = S⊥⊥.
We end this section by remarking that a (symmetric) d-linear space (V ,) has
an associated degree d map φ : V −→ k defined by φ(v) = (v, v, . . . , v). (This
is the connection between the cubic form φ and the trilinear form  mentioned
above.) Fixing a basis {e1, . . . , en} for V , this map φ can becomes a homogeneous
polynomial of degree d in n variables: φ(X1, . . . , Xn) = φ(X1e1 + · · · +Xnen).
Conversely, if d! /= 0 in k, then any homogeneous polynomial φ of degree d in n
variables does arise uniquely from a symmetric d-linear form  on V = kn. That
correspondence follows from a polarization identity, generalizing the one relating
bilinear and quadratic forms. Proofs of these assertions can be found in [2,6]. These
issues are also addressed in [7, Section 16.A].
On the level of homogeneous polynomials, the orthogonal sum 1⊥⊥2 corre-
sponds to (φ1⊥⊥φ2)(X1, X2) = φ1(X1)+ φ2(X2), where X1 and X2 are indepen-
dent systems of variables. It turns out that  is regular exactly when there is no
linear change of variables which transforms the associated degree d polynomial φ
into a polynomial of fewer variables.
2. The center
The “center” is a generalization of the space of symmetric matrices for a bilinear
form.
Definition 2.1. The center Cent(V ,) of a d-linear space (V ,) is
{f ∈ Endk(V ) : (f (v1), v2, . . . , vd) = (v1, f (v2), . . . , vd) ∀vi ∈ V }.
When d > 2 the center is a commutative subalgebra (containing k). That is part of
the following result first proved in [2,6], who used it to establish a strong uniqueness
property for the indecomposable components.
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Lemma 2.2. Suppose (V ,) is a regular d-linear space where d > 2.
(1) Cent() is a commutative k-subalgebra of Endk(V ).
(2) Cent(1⊥⊥2)∼=Cent(1)× Cent(2), an algebra isomorphism. Consequent-
ly  is indecomposable if and only if Cent() has no nontrivial idempotents.
(3) If K/k is a field extension, there is a natural algebra isomorphism
Cent(K)∼=Cent()⊗k K.
If  is a d-linear form (d > 2) not assumed to be regular, then Cent(V ,) is still
a k-subalgebra, but it’s not necessarily commutative. If f, g ∈ Cent(V ,) we can
conclude only that im(fg − gf ) ⊆ V ⊥⊥.
These observations allow us to compute the center in some simple situations. For
example, if dim(V ) = 1 the degree d polynomial is φ(x) = axd , for some nonzero
a ∈ k, and the associated d-linear map is(x1, . . . , xd) = ax1 · · · xd . In this simple
case, Cent() = k consists of the scalars. Lemma 2.2(2) then determines the center
of a diagonal form.
Corollary 2.3. If φ∼= a1Xd1 + · · · + anXdn where all ai /= 0, then Cent()∼=
k × · · · × k. It is the space of diagonal matrices in Endk(V )∼=Mn(k).
More generally if the center contains a “cyclic” map then the center is easily
determined. Recall that a map f ∈ End(V ) is cyclic if V is cyclic as a k[f ]-module.
That is, there is v ∈ V such that {v, f (v), f 2(v), . . .} spans V . For example, if f has
n distinct eigenvalues then it is cyclic.
Lemma 2.4. If Cent() contains a cyclic map f, then Cent() = k[f ] is n-dimen-
sional.
Proof. The center is a subalgebra and k[f ] ⊆ Cent(). Since f is cyclic, lin-
ear algebra tells us that dim(k[f ]) = n and anything that commutes with f must
be in k[f ]. The commutativity of the center then implies that Cent() = k[f ] is
n-dimensional. 
More can be said in this case. For any cyclic f ∈ End(V ) there exists a regular
d-linear form  on V with Cent() = k[f ]. Moreover that  is (essentially) uni-
quely determined by f . This was proved by Reichstein [5] using elementary argu-
ments.
Our motivating question here is: which subalgebras of End(V ) are expressible
as the center of some regular form on V ? Lemma 2.2 shows that we may restrict
attention to the cases where k is an algebraically closed field and (V ,) is an inde-
composable space over k. As a step toward this question, we conjecture a bound on
the dimension of the center.
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Conjecture 2.5. If d > 2 and (V ,) is a regular d-linear space of dimension n
over the field k, then
dimk Cent(V ,)  n.
We first examine the eigenspaces of an element of the center. Here we need to assume
k is algebraically closed. We usually write S⊥⊥T for the orthogonal sum of S and T .
However, we sometimes abuse that notation and write S⊥⊥T as a shorthand to mean
that S and T are orthogonal subspaces inside (V ,).
Lemma 2.6. Suppose f ∈ Cent(). Then:
(1) im(f )⊥⊥ker(f ).
(2) Let λ1, . . . , λr be the distinct eigenvalues of f with general eigenspaces Vi =
ker(λi − f )n. Then V = V1⊥⊥ · · ·⊥⊥Vr .
Proof. (1) If u ∈ ker(f ) and w = f (x) ∈ im(f ), then (u,w, V, . . . , V ) =
(f (u), x, V , . . . , V ) = 0. (2) Standard linear algebra implies V =⊕Vi . More-
over, im(λi − f )n =⊕j /=i Vj , since λi − f acts bijectively on Vj whenever j /= i.
Then part (1) applies. 
This analysis provides another view of Corollary 2.3. If some f ∈ Cent() has n
distinct eigenvalues, then  is a diagonal form: φ∼= a1Xd1 + · · · + anXdn .
For an indecomposable space, Lemma 2.6 implies that each f ∈ Cent() has
only one eigenvalue. Therefore
Cent() = k +N,
where N is a commutative nil algebra in Endk(V )∼=Mn(k), the ring of matrices.
Much of our work on Cent() concentrates on matrices of rank 1. The next lem-
ma states some well known properties of rank 1 matrices. Recall that an n× n matrix
A with rank 1 can be expressed as A = u · vT for some column vectors u, v, which
are unique up to scalar multiples.
Lemma 2.7. Suppose A,B are n× n matrices of rank 1.
(1) im(A) = im(B) and ker(A) = ker(B) ⇐⇒ A,B are linearly dependent.
(2) rank(A+ B)  1 ⇐⇒ either im(A) = im(B) or ker(A) = ker(B). In this case
A and B span a subspace of matrices all with rank  1.
(3) If AB = BA /= 0 then A,B are linearly dependent.
Proof. Let 〈x, y〉 = xTy be the usual dot product. Express A = uvT for non-
zero columns u, v. Then Ax = 〈v, x〉u so that im(A) = k · u and ker(A) = (v)⊥
(the orthogonal complement for the dot product). Similarly express B = u′ · v′T.
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(1) If im(A) = im(B) then k · u′ = k · u and u′ = ru for some scalar r . Then a lin-
ear combination xA+ yB = u(xv + ryv′)T has rank  1. If ker(A) = ker(B)
then (v)⊥ = (v′)⊥ so that v′ = sv for some scalar s, and rank(xA+ yB)  1.
If both equalities hold then B = rsA.
(2) Now suppose the images and kernels both differ. Then {u, u′} and {v, v′} are in-
dependent sets and (A+B)x = 〈v, x〉u+〈v′, x〉u′. Then ker(A+ B) = {v, v′}⊥
has codimension 2 so that rank(A+ B) = 2.
(3) AB = 〈v, u′〉uv′T and BA = 〈u, v′〉u′vT. If these are equal and rank 1, the uni-
queness of the vectors implies u′ = ru and v′ = sv for some nonzero scalars
r, s. Then B = rsA as claimed. 
There are several ways to generalize this lemma, but we will not use further results
in that direction.
Lemma 2.8. Suppose A,B are rank 1 elements of Cent().
(1) If im(A) = im(B) then A,B are dependent.
(2) If ker(A) = ker(B) then A,B are dependent.
Proof. (1) Suppose im(A) = im(B) = kv0. Then ker(A), ker(B) ⊆ (v0)⊥⊥ by Lem-
ma 2.6. Since regularity implies (v0)⊥⊥ /= V and those kernels are hyperplanes, the
only possibility is ker(A) = ker(B) and Lemma 2.7 implies A and B are dependent.
(2) Suppose ker(A) = S and im(A) = ku. Then S is a hyperplane and Lemma 2.6
implies u ∈ S⊥⊥. Choose v0 /∈ S so that V = S ⊕ kv0, and let the associated projec-
tions be π : V −→ S and λ : V −→ k so that v = π(v)+ λ(v)v0. Then for every
v1, . . . , vn−1 ∈ V :
(v1, . . . , vn−1, u) = (λ(v1)v0, . . . , λ(vn−1)v0, u) = λ(v1) · · · λ(vn−1)α,
where α = (v0, . . . , v0, u). Regularity implies α /= 0.
Suppose ker(B) = S as well. Then im(B) = kw, for some vector w and the same
arguments show (v1, . . . , vn−1, w) = λ(v1) · · · λ(vn−1)β where β = (v0, . . . ,
v0, w). Consequently (v1, . . . , vn−1,−βu+ αw) = 0 for all vi ∈ V . Regularity
implies αw = βu and hence im(A) = im(B). Then Lemma 2.7 applies as before.

The Lemmas 2.8 and 2.7 imply the following restriction on the rank 1 ele-
ments in the center. This will be the key tool in our proof of the Conjecture for
small n.
Proposition 2.9. Suppose (V ,) is a regular, indecomposable d-linear space over
k. Then Cent() does not contain a 2-dimensional subspace in which all the matrices
have rank  1.
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3. The conjecture for low dimensions
Suppose (V ,) is a regular, indecomposable d-linear space of dimension n
over k. Then Cent() = k +N where N is a commutative nil subalgebra of
End(V ). Conjecture 2.5 asserts that dimN  n− 1. We will prove this result
when n  5. The proof is done using the theory of elementary divisors and Jordan
forms, together with Proposition 2.9. There are classical results going back to
Frobenius (see [1] for example) determining which matrices commute with a
given Jordan form. Those results could be used to eliminate a few lines of the
arguments below, but it seems worthwhile to present direct computations for the
small cases that we consider.
Since the elements of N commute they have a common eigenvector. Repeating
that argument on quotient spaces shows that there is a basis of V for which the ma-
trices in N are lower triangular. Since each A ∈N is nilpotent its diagonal entries
are all zero.
Proposition 3.1. The conjecture is true when n  3.
Proof. The result is trivial when n  2. Suppose n = 3 and dimN  3. The trian-
gular shape implies that
N ⊆





This matrix of stars and zeros is our abbreviation for the linear space of all matri-
ces with arbitrary entries allowed at each starred position. Since both spaces have
dimension 3 they must be equal. But then N contains a 2-dimensional subspace of
rank 1 matrices, contrary to Proposition 2.9. 
Proposition 3.2. The conjecture is true when n = 4.





0 0 0 0
α 0 0 0
a β 0 0
c b γ 0

 .
We view these entries as functions from N→ k. If there exists A where α, β and
γ are nonzero then A is cyclic and Lemma 2.4 provides a contradiction. Therefore
αβγ = 0 for every A ∈N. The ring of polynomial functions on a linear space N
over an infinite field k is an integral domain. Therefore one of the three functions
α, β, or γ must be identically zero on N. If α = 0 then




0 0 0 0
0 0 0 0
  0 0
   0

 .
Since dim(N)  4 it must have at least a 2-dimensional intersection with the 3-di-
mensional “bottom-row” subspace. But that intersection is a space of rank 1 matrices,
contrary to Proposition 2.9.
The cases where β = 0 and γ = 0 are settled similarly. 
Proposition 3.3. The conjecture is true when n = 5.
Proof. There are no restrictions on the field k here, but some separate arguments
are made in the case k has characteristic 2. We suppose dim(N)  5 and work to
find a contradiction. Each A ∈N is nilpotent so its characteristic polynomial is x5
and its elementary divisors form a sequence xm1 , xm2 , . . . , xms where m1  m2 
· · ·  ms and m1 + · · · +ms = 5. We consider the various cases in turn.
x5 If there is an A with elementary divisor x5 then it is cyclic and the contradiction
comes from Lemma 2.4.
x4, x Suppose there is an A with elementary divisors: x4, x. Choose a basis




0 0 0 0 0
1 0 0 0 0
0 1 0 0 0
0 0 1 0 0
0 0 0 0 0

 .
This says that Ae1 = e2, Ae2 = e3, Ae3 = e4, and Ae4 = Ae5 = 0.
Let B be an element of N ∈ k[A]. We may subtract some element of k[A] to as-
sume that the first four entries of column 1 of B are zero. Then Be1 = re5, for some
scalar r . Since AB = BA it follows that Be2 = Be3 = Be4 = 0. Since ABe5 = 0
we have Be5 ∈ ker(A) = span{e4, e5} so that Be5 = se4 + te5 for some scalars s, t .
Moreover, the eigenvalues of B are all equal (since N is nil) so all its eigenvalues




0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 s
r 0 0 0 0

 .
By the dimensions there must exist some C ∈Nwhich is independent of A,A2, A3,
and B. Altering C by a suitable element of k[A] we find that C has a similar shape,
with scalars r ′, s′ say. Then r ′B − rC has a single nonzero entry in the (4, 5) po-
sition. But that matrix, together with A3 provides a 2-dimensional subspace of N
consisting of rank 1 matrices, contrary to Proposition 2.9.
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Therefore x5 and x4 do not occur as elementary divisors of elements of N, so
that A3 = 0 for every A ∈N. There are two cases where x3 occurs.
x3, x2 Suppose there exists A ∈N with elementary divisors x3, x2. We choose




0 0 0 0 0
1 0 0 0 0
0 1 0 0 0
0 0 0 0 0
0 0 0 1 0

 .
Then A3 = 0 and k[A] = span{1, A,A2}. Let B be an element of N ∈ k[A]. We
may subtract some element of k[A] to assume that the first three entries of col-
umn 1 of B are zero. Then Be1 = re4 + se5 for some scalars r, s. Since AB = BA
we find that Be2 = re5 and Be3 = 0. Since ABe5 = 0 we have Be5 ∈ ker(A) =
span{e3, e5}. Then Be5 = te3 + ue5 for some scalars t, u. Since ABe4 = B(e5) =
A(te2 + ue4) we see that Be4 = te2 + xe3 + ue4 + ye5 for some scalars x, y. Since




0 0 0 0 0
0 0 0 t 0
0 0 0 x t
r 0 0 0 0
s r 0 y 0

 and AB =


0 0 0 0 0
0 0 0 0 0
0 0 0 t 0
0 0 0 0 0
r 0 0 0 0

 .
Since B3e4 = rt2e3 we know r = 0 or t = 0. If either r /= 0 or t /= 0 then AB and
A2 span a 2-dimensional space of rank 1 matrices, contrary to Proposition 2.9. There-
fore r = t = 0.
This analysis applies to every B inN reduced modulo {A,A2}. Since dim(N) 




0 0 0 0 0
0 0 0 0 0
0 0 0  0
0 0 0 0 0
 0 0  0

 .
These spaces must coincide (since the dimensions are equal) providing a contradic-
tion to Proposition 2.9.
x3, x, x Now suppose there is a matrix A ∈N with elementary divisors x3, x, x.




0 0 0 0 0
1 0 0 0 0
0 1 0 0 0
0 0 0 0 0
0 0 0 0 0

 .
Working out the nilpotent matrices B which commute with A and adjusting by k[A]
in the usual way, we find that




0 0 0 0 0
0 0 0 0 0
0 0 0 t u
r 0 0 a b
s 0 0 c d

 .
The subspace spanned by e3, e4, e5 is B-invariant and the matrix of B restricted to
that space is just the lower right 3 × 3 part of the matrix above. Since B is nilpotent






Suppose that 2 × 2 submatrix is zero for every such B. Then set of those matrices




0 0 0 0 0
0 0 0 0 0
0 0 0  
 0 0 0 0
 0 0 0 0

 .
Counting dimensions we find that N contains a nonzero element C in the first-
column space. But then C and A2 span a 2-dimensional space of rank 1 matrices,
contrary to Proposition 2.9.
Therefore there exists B as above for which the lower right submatrix is nonzero.
We may choose a new basis {e′4, e′5} for the corresponding subspace to get that 2 × 2














0 0 0 0 0
0 0 0 0 0
tr + us 0 0 u 0
0 0 0 0 0
r 0 0 0 0

 and B3 = ruA2.
Since B3 = 0 we have ru = 0. If r /= 0 or if u /= 0 then B2 and A2 span a 2-dimen-
sional space of rank 1 matrices contrary to Proposition 2.9. Therefore r = u = 0 and




0 0 0 0 0
0 0 0 0 0
0 0 0 t 0
0 0 0 0 0
s 0 0 1 0

 .
Suppose C is any element of N and adjust it by k[A] to get it in a shape like the
original one for B above, with “primes” on the entries. The conditions BC = CB
and C2 = 0 imply r ′ = u′ = a′ = b′ = d ′ = 0 and we find that




0 0 0 0 0
0 0 0 0 0
0 0 0  0
0 0 0 0 0
 0 0  0

 .
Since the dimensions match these spaces must be equal. But then N contains a
2-dimensional subspace of rank 1 matrices, contrary to Proposition 2.9 as usual.
x2 and x At this point we have eliminated all elementary divisors except for x2
and x. Therefore A2 = 0 for every A ∈N. Then for every A,B ∈N we have
0 = (A+ B)2 = A2 + AB + BA+ B2 = 2AB. ThenAB = 0, provided that 2 /= 0
in k.
• Assume that AB = 0 for every A,B ∈N. Equivalently: im(A) ⊆ ker(B) for
every A,B ∈N.
Moreover rank(A)  2 for every A (look at Jordan forms). Certainly not all ele-
ments of N can have rank 1. Choose A ∈N with rank(A) = 2 and let U = im(A)
andW = ker(A). Then dim(U) = 2, dim(W) = 3, andU ⊂ W . We know that im(B)
⊂ W and U ⊂ ker(B) for every B ∈N.
Suppose there exists B ∈N with W  ker(B). Then U ⊆ W ∩ ker(B) and di-
mension count shows that this is an equality. IfC ∈N thenU ⊂ ker(C) and im(C) ⊆
ker(A) ∩ ker(B) = U . Choose a basis of U and extend it to a basis of V . Relative to




0 0   
0 0   
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0

 .
Since dim(N)  5 inside this 6-dimensional space,Nmust meet the first row space
in at least 2 dimensions. This contradicts the rank 1 conditions in Proposition 2.9.
Therefore W ⊆ ker(B) for every B ∈N. Extending a basis of W to one of V we




0 0 0  
0 0 0  
0 0 0  
0 0 0 0 0
0 0 0 0 0

 .
Since dim(N)  5 inside this 6-dimensional space, N must meet the last column
space in at least 2 dimensions. This again contradicts the rank 1 conditions in Prop-
osition 2.9. This contradiction leads to the remaining case:
• A2 = 0 for every A ∈N but there exist A,B ∈N with AB /= 0.
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As noted above, this can happen only when 2 = 0 in k, that is: char(k) = 2. If
both A and B have rank 1, Lemma 2.7 (3) implies B = tA for some scalar t . But
then B2 = tAB /= 0, contrary to hypothesis. So we may assume rank(A) = 2 and




0 0 0 0 0
1 0 0 0 0
0 0 0 0 0
0 0 1 0 0
0 0 0 0 0

 .





α 0 γ 0 0
a α c γ z
β 0 α 0 0
b β d α u
x 0 y 0 0

 and AB =


0 0 0 0 0
α 0 γ 0 0
0 0 0 0 0
β 0 α 0 0
0 0 0 0 0

 ,
where (remembering that 2 = 0) the entries satisfy the following conditions:
βγ = α2,
cβ + bγ = xz, (a + d)γ = yz, αz = γ u, αx = βy,
cβ + bγ = uy, (a + d)β = ux, βz = αu, γ x = αy.
Let us first consider the case that there exists such B with α /= 0. Then γ /= 0 as
well and we may scale B to assume γ = 1. Arrange a = b = 0 by adding suitable




α 0 1 0 0
0 α yz/α 1 z
α2 0 α 0 0
0 α2 yz α αz
αy 0 y 0 0

 .
With those matrices A and B fixed, let us consider an arbitrary C ∈N. Express
C like the first expression for B above, using “primes” on the entries. Altering C
by a combination of A,B and AB we may assume α′ = a′ = b′ = 0. The equa-
tions AC = CA and BC = CB imply several conditions, including β ′γ ′ = 0 and
β ′ = α2γ ′. Consequently β ′ = γ ′ = 0. The rest of those conditions are used to





0 0 0 0 0
0 0 z/α 0 0
0 0 0 0 0
0 0 z 0 0





0 0 0 0 0
0 0 y/α 0 1
0 0 0 0 0
0 0 y 0 α
0 0 0 0 0

 ,
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such that y′z′ = 0. This C was arbitrary in Nmod{A,B,AB}, a 2-dimensional
space. However the condition y′z′ = 0 allows only a 1-dimensional linear space of
such Cs. This contradiction eliminates the case that there exists B ∈N with α /= 0.
Then we have the matrix A in Jordan form as above and every B ∈N has α = 0.
Let us choose B so that AB /= 0. We may alter B by a multiple of A to assume
a = 0. The conditions from AB = BA become:
βγ = 0,
γ u = 0, γ x = 0, dγ = yz, cβ + bγ = xz,
βz = 0, βy = 0, dβ = ux, cβ + bγ = uy.
Suppose β /= 0. Scale B to assume β = 1 and alter by AB to assume b = 0. The




0 0 0 0 0
0 0 0 0 0
1 0 0 0 0
0 1 ux 0 u
x 0 0 0 0

 .
Now an analysis of matrices C which commute with A and B and satisfy C2 = 0
leads to a contradiction of the same type as before.
Finally, if β = 0 then γ /= 0 (since we know AB /= 0). Scaling B and altering by




0 0 1 0 0
0 0 0 1 z
0 0 0 0 0
0 0 yz 0 0
0 0 y 0 0

 ,
and a contradiction arises from the analysis of C ∈N as before.
Therefore all the cases are eliminated and the conjecture is proved for 5 × 5
matrices. 
These elementary techniques using rank 1 matrices do not seem strong enough for
an effective attack on the conjecture for n = 6. We do not really have much evidence
or intuition about Conjecture 2.5 for large values of n.
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