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ON THE DETERMINANT OF MULTIPLICATION MAP OF A
MONOMIAL COMPLETE INTERSECTION RING
YASUHIDE NUMATA
Abstract. In this article, we consider the monomial complete intersection
algebra K[x, y]/〈xd, yq〉 in two variables. For elements l1, . . . , ld+q−2k of degree
1, we give a formula of the deteminant of linear map from the homogeneous
component of degree k to the homogenous component of degree d + q − k
defined by the multiplication of l1 · · · ld+q−2k .
1. Introduction
Roughly speaking, the strong Lefschetz property for an algebra is an analogue of
the property for the cohomology ring of compact Ka¨hler variety known as Hard Lef-
schetz Theorem (see also [4, 8]). We say that a graded Artinian Gorenstein algebra
R =
⊕s
k=0 Rk with socle degree s has the strong Lefschetz property with a Lef-
schetz element l ∈ R1 if the multiplication map ×l
s−2k : Rk ∋ f 7→ fl
s−2k ∈ Rs−k
is bijective for any 0 ≤ k ≤ s/2. For some algebras with the strong Lefschetz prop-
erty, characterization of Lefschetz elements is studied, e.g. [1, 7]. The determinant
of the linear map ×ls−2k : Rk → Rs−k is also studied, e.g. [3, 14, 9].
Consider the monomial complete intersection ring
R = K[x1, . . . , xn]/ 〈x
d1
1 , . . . , x
dn
1 〉 .
Then the algebra R has the strong Lefschetz property (see also [10, 11, 13]). For
example, l = x1 + · · · + xn is a Lefschetz element for the algebra. In [3], the
determinant of multiplication map of ls−2k is calculated in the case where d1 =
· · · = dn = 1. In the case where n = 2, the determinants are implicitly given
in [5]. In this article, we generalize the problem to the multiplication map of a
product of l1, . . . , ls−2k ∈ R1. We consider the determinant of the linear map
×l1 · · · ls−2k : Rk ∋ f 7→ f · (l1 · · · ls−2k) ∈ Rs−2k for l1, . . . , ls−2k ∈ R1. In the case
where n = 2, the determinant can be written with Schur polynomials.
This article is organized as follows: In Section 2, we recall notation and facts of
symmetric polynomials and determinants. In Section 3, we calculate the determi-
nant of the multiplication map.
Acknowledgments. The author thanks anonymous referees for valuable suggestions.
2. Notation and Formulae
In this section, we recall notation and facts which will be used in Section 3.
We call a squence λ = (λ1, λ2, . . .) of weakly decreasing nonnegative intergers a
partiotion of m if
∑
i λi = m. For nonnegative integers r, l ∈ N, (r
l) denotes the par-
tition consisting of l copies of r. For a parition λ of n, define λ˜j = { i | 1 ≤ j ≤ λi }.
Then λ˜ = (λ˜1, λ˜2, . . .) is also a parition of n. We call λ˜ the conjugate parition to
λ. For example, the partition (lr) is the conjugate parition to (rl). For partitions
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µ and λ, we write µ ⊂ λ to denote that they satisfy µi ≤ λi for all i. For λ ⊂ (r
l),
we define (rl) \ λ to be the parition (r − λl, r − λl−1, . . . , r − λ1, 0, . . .).
For a partition λ, we define the Schur polynomial sλ(x) in n variables x =
(x1, . . . , xn) to be
sλ(x) =
det
(
(xj)
λi+n−i
)
i=1,...,n
j=1,...,n
det ((xj)n−i)i=1,...,n
j=1,...,n
.
For a partition λ of a nonnegative integer m, the Schur polynomial sλ(x) is a
homogeneous symmetric polynomial of degree m. For k, the Schur polynomial
s(1k)(x) is the k-th elementary symmetric polynomial ek(x), i.e., the sum∑
1≤i1<i2<···<ik≤n
xi1xi2 · · ·xik
of all square-free monomials of degree k. If k > n or k < 0, then ek(x) = 0. If
k = 0, then e0(x) = 1. It is known that the Schur polynomial and elementary
symmetric polynomial satisfies
s
λ˜
(x) = det (eλi+j−i(x))i=1,...,l
j=1,...,l
,(1)
for a parition such that λl+1 = 0. (See e.g. [6, Section I.3].)
Next we recall the Cauchy–Binet formula for determinants. Assume that m ≥ n.
Let X be an n×mmatrix, Y anm×nmatrix. For S ⊂ { 1, 2, . . . , n } with #S = m,
XS (resp. YS) denotes the m ×m submatrix whose rows (resp. columns) are the
rows (resp. columns) of X (resp. Y ) at indices from S. If the entries of X and Y
are elements of a commutative ring, then we have the equation
det(Y X) =
∑
S
det(YS) det(X
S),(2)
where the sum is over all subsets S ⊂ { 1, 2, . . . , n } such that #S = m. (See e.g.
[2, Section 5.6].)
3. The determinant of representation matrices.
LetK be a field. For positive integers d, q with d ≥ q, we consider the algebraR =
K[x, y]/ 〈xd+1, yq+1〉. The algebra R can be decompose into homogeneous spaces
Rk as follows: R =
⊕d+q
k=0 Rk. The set Bk =
{
xiyk−i
∣∣ 0 ≤ i ≤ d, 0 ≤ k − i ≤ q }
is a K-basis for the homogeneous space Rk. Hence we have
dimKRk =

k + 1 (0 ≤ k ≤ q)
q + 1 (q ≤ k ≤ d)
s− k + 1 (q ≤ k ≤ d+ q).
Let k ≤ d+q2 . Then dimKRk = dimKRd+q−k. Let l1 = a1x + b1y, l2 = a2x +
b2y, . . . ∈ R1 \ { 0 }. For lt, we define a linear map
×lt : Rk+t−1 ∋ f 7→ f · lt ∈ Rk+t.
Then we obtain the following sequence of linear maps:
Rk
×l1−−→ Rk+1
×l2−−→ · · ·
×ld+q−2k
−−−−−−→ Rd+q−k.
First we calculate the representation matrix of the linear map
×l1 · l2 · · · lu : Rk ∋ f 7→ f · l1 · l2 · · · lu ∈ Rk+u.
with respect to the bases Bk and Bk+u.
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Lemma 3.1. Assume that β = b1b2 · · · bu 6= 0. Let l1 = a1x + b1y, l2 = a2x +
b2y, . . . , lu = aux + buy. Then the coefficient of x
w+u−iyi in xw−jyj · l1l2 · · · lu is
βeu+j−i
(
a
b
)
, where a
b
=
(
a1
b1
, a2
b2
, . . . , au
bu
)
.
Proof. Since bi 6= 0 for all i, we have
l1l2 · · · lu = (a1x+ b1y)(a2x+ b2y) · · · (aux+ buy)
= β ·
(
a1
b1
x+ y
)(
a2
b2
x+ y
)
· · ·
(
au
bu
x+ y
)
= β ·
∑
i
eu−i
(a
b
)
xu−iyi.
Hence
xw−jyj · l1l2 · · · lu = β ·
∑
i
eu−i
(a
b
)
xw−j+u−iyi+j
= β ·
∑
i
eu+j−i
(a
b
)
xw+u−iyi.

Now we calculate the determinant Dd,q(a1, . . . , ad+q−2k; b1, . . . , bd+q−2k) of the
linear map
×l1 · l2 · · · ld+q−2k : Rk ∋ f 7→ f · l1 · l2 · · · ld+q−2k ∈ Rd+q−k.
Theorem 3.2 (Main Theorem). Let l1 = a1x+ b1y, l2 = a2x+ b2y, . . . , ld+q−2k =
ad+q−2kx+bd+q−2ky ∈ R1 \{ 0 }. Let i be a permutation on { 1, 2, . . . , d+ q − 2k }.
Assume that βˇ = bi1bi2 · · · biu 6= 0, and that αˆ = aiu+1aiu+1 · · ·aid+q−2k 6= 0. Let
a = (a1, . . . , ad+q−2k), b = (b1, . . . , bd+q−2k),
aˇ
bˇ
=
(
ai1
bi1
,
ai2
bi2
, . . . ,
aiu
biu
)
,
bˆ
aˆ
=
(
biu+1
aiu+1
,
biu+2
aiu+2
, . . . ,
bid+q−2k
aid+q−2k
)
.
If q ≤ k ≤ q+d2 , then
Dd,q(a; b) = αˆ
q+1βˇq+1 · s((q+1)u)
(
aˇ
bˇ
)
s((q+1)d+q−2k−u)
(
bˆ
aˆ
)
.
If 0 ≤ k ≤ k + u ≤ q, then
Dd,q(a; b) = αˆ
k+1βˇk+1 ·
∑
λ⊂(uk+1)
s
λ˜
(
aˇ
bˇ
)
s ˜(dk+1)\λ
(
bˆ
aˆ
)
.
If 0 ≤ k ≤ q ≤ d ≤ k + u, then
Dd,q(a; b) = αˆ
k+1βˇk+1 ·
∑
λ⊂(uk+1)
s ˜(dk+1)\λ
(
aˇ
bˇ
)
s
λ˜
(
bˆ
aˆ
)
.
If k ≤ q ≤ k + u ≤ d, then
Dd,q(a; b) = αˆ
k+1βˇk+1 ·
∑
λ⊂((q−k)k+1)
s
λ˜
(
aˇ
bˇ
)
s ˜(dk+1)\λ
(
bˆ
aˆ
)
.
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Proof. Since R is a commutative algebra, we can assume it = t without loss of
generality. In this case,
aˇ
bˇ
=
(
a1
b1
,
a2
b2
, . . . ,
au
bu
)
,
bˆ
aˆ
=
(
bu+1
au+1
,
bu+2
au+2
, . . . ,
bd+q−2k
ad+q−2k
)
,
βˇ = b1b2 · · · bu, αˆ = au+1au+2 · · · ad+q−2k.
In the case where q ≤ k ≤ q+d2 , the bases Bk, Bk+u and Bd+q−k are{
xky0, xk−1y1, . . . , xk−qyq
}
,{
xk+uy0, xk+u−1y1, . . . , xk+u−qyq
}
,{
xd+q−ky0, xd+q−k−1y1, . . . , xd−kyq
}
,
respectively. Hence the representation matrix X for ×l1 · · · lu : Rk → Rk+u is(
βˇeu+j−i
(
aˇ
bˇ
))
i=0,1,...,q
j=0,1,...,q
,
and the representation matrix Y for ×lu+1 · · · ld+q−2k : Rk+u → Rd+q−k is(
αˆed+q−2k−u+j−i
(
bˆ
aˆ
))
i=0,1,...,1
j=0,1,...,q
.
Hence
Dd,q(a; b) = det(Y ) det(X)
=βˇq+1s((q+1)u)
(
aˇ
bˇ
)
· αˆq+1s((q+1)d+q−2k−u)
(
bˆ
aˆ
)
.
Next we consider the case where 0 ≤ k ≤ k + u ≤ q. In this case, the bases Bk,
Bk+u and Bd+q−k are {
xky0, xk−1y1, . . . , x0yk
}
,{
xk+uy0, xk+u−1y1, . . . , x0yk+u
}
,{
xdyq−k, xd−1yq−k+1, . . . , xd−kyq
}
,
respectively. Hence the representation matrix X for ×l1 · · · lu : Rk → Rk+u is(
βˇeu+j−i
(
aˇ
bˇ
))
i=0,1,...,k+u
j=0,1,...,k
,
and the representation matrix Y for ×lu+1 · · · ld+q−2k : Rk+u → Rd+q−k is(
αˆed+q−2k−u+j−i
(
bˆ
aˆ
))
i=q−k,q−k+1,...,q
j=0,1,...,k+u
=
(
αˆed−k−u+k−i
(
bˆ
aˆ
))
i=0,1,...,k
j=0,1,...,k+u
.
To calculate det(Y X), we consider minors det(X{ δ0,...,δk }) and det(Y{ δ0,...,δk }) for
0 ≤ δ0 < δ1 < · · · < δk ≤ k + u. Let λi = u − δi + i, and µk−j = d − u + δj − j.
Since 0 ≤ δ0 < δ1 < · · · < δk ≤ k + u, it follows that λ = (λ0, λ1, . . . , λk, 0, . . .) and
µ = (µ0, µ1, . . . , µk, 0, . . .) are paritions satisfying λ ⊂ (u
k+1) and µ = (dk+1) \ λ.
The minor det(X{ δ0,...,δk }) is equal to
det
(
βˇeu+j−i
(
aˇ
bˇ
))
i=δ0,δ1,...,δk
j=0,1,...,k
= βˇk+1 det
(
eu+j−δi
(
aˇ
bˇ
))
i=0,1,...,k
j=0,1,...,k
= βˇk+1 det
(
eλi+j−i
(
aˇ
bˇ
))
i=0,1,...,k
j=0,1,...,k
.
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It follows from (1) that
det(X{ δ0,...,δk }) = βˇk+1s
λ˜
(
aˇ
bˇ
)
.
On the other hand, the minor Y{ δ0,...,δk } is
det
(
αˆed−k−u+k−i
(
bˆ
aˆ
))
i=0,1,...,k
j=δ0,δ1,...,δk
= αˆk+1 det
(
ed−u−k+δj−i
(
bˆ
aˆ
))
i=0,1,...,k
j=0,1,...,k
= αˆk+1 det
(
eµk−j+j−i
(
bˆ
aˆ
))
i=0,1,...,k
j=0,1,...,k
.
By flipping vertically and horizontally, we have
det(Y{ δ0,...,δk }) = αˆ
k+1 det
(
eµj+i−j
(
bˆ
aˆ
))
i=0,1,...,k
j=0,1,...,k
.
It follows from (1) formula that
det(Y{ δ0,...,δk }) = αˆ
k+1sµ˜
(
bˆ
aˆ
)
.
Therefore it follows from (2) formula that
det(Y X) =
∑
0≤δ0<δ1<···<δk≤k+u
det(Y{ δ0,...,δj }) det(X
{ δ0,...,δj })
= (αˆβˇ)k+1
∑
λ⊂(uk+1)
sµ˜
(
bˆ
aˆ
)
s
λ˜
(
aˇ
bˇ
)
,
where µ = (dk+1) \ λ.
Next we consider the case where 0 ≤ k ≤ q and d ≤ k + u. Since Dd,q(a; b) =
Dq,d(b;a), we can obtain the formula in this case from the result for the case where
0 ≤ k ≤ k + u ≤ q.
Finally we consider the case where k ≤ q ≤ k + u ≤ d. In this case, the bases
Bk, Bk+u and Bd+q−k are {
xky0, xk−1y1, . . . , x0yk
}
,{
xk+uy0, xk+u−1y1, . . . , xk+u−qyq
}
,{
xdyq−k, xd−1yq−k+1, . . . , xd−kyq
}
,
respectively. Hence the representation matrix X for ×l1 · · · lu : Rk → Rk+u is(
βˇeu+j−i
(
aˇ
bˇ
))
i=0,1,...,q
j=0,1,...,k
,
and the representation matrix Y for ×lu+1 · · · ld+q−2k : Rk+u → Rd+q−k is(
αˆed+q−2k−u+j−i
(
bˆ
aˆ
))
i=q−k,q−k+1,...,q
j=0,1,...,q
=
(
αˆed−k−u+j−i
(
bˆ
aˆ
))
i=0,1,...,k
j=0,1,...,q
.
Hence we obtain a formula similar to the case where 0 ≤ k ≤ k + u ≤ q. For
0 ≤ δ0 < δ1 < · · · < δk ≤ q, we obtain a partition λ by λi = u− δi+ i. In this case,
λ is a partition contained by ((q − k)k+1). Hence we obtain the formula. 
As corollary to Theorem 3.2, we have an explicit formula for the determinant in
a special case.
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Corollary 3.3. Assume that β = b1b2 · · · bd+q−2k 6= 0. Let
a = (a1, . . . , ad+q−2k), b = (b1, . . . , bd+q−2k),
a
b
=
(
a1
b1
,
a2
b2
, . . . ,
ad+q−2k
bd+q−2k
)
.
If 0 ≤ k ≤ q, then
Dd,q(a; b) = β
k+1s((k+1)d−k)
(a
b
)
.
If q ≤ k ≤ d+q2 , then
Dd,q(a; b) = β
q+1s((q+1)d+q−2k)
(a
b
)
.
In the case where d = q, the defining ideal of the ring is symmetric. Hence we
have the following formula:
Corollary 3.4. Assume that α = a1a2 · · ·a2m 6= 0 and that β = b1b2 · · · b2m 6= 0.
Let (a
b
)
=
(
a1
b1
,
a2
b2
, . . . ,
a2m
b2m
)
,
(
b
a
)
=
(
b1
a1
,
b2
a2
, . . . ,
b2m
a2m
)
.
Then the following equation holds:
βrs(rm)
(a
b
)
= αrs(rm)
(
b
a
)
.
Proof. Consider the case where d = q. By Corollary 3.3, the determinant for
a1x+ b1y, . . . , a2d−2kx+ b2d−2ky is
Dd,d(a; b) = β
k+1s((k+1)d−k)
(a
b
)
.
On the other hand, the determinant for b1x+ a1y, . . . , b2d−2kx+ a2d−2ky is
Dd,d(b;a) = α
k+1s((k+1)d−k)
(
b
a
)
.
Since the defining ideal 〈xd+1, yd+1〉 of the ring R is symmetric, these determinants
are the same. Hence we have
βk+1s((k+1)d−k)
(a
b
)
= αk+1s((k+1)d−k)
(
b
a
)
.
Let 2m = 2d− 2k and r = k + 1. Then we have the equation. 
Remark 3.5. For λ ⊂ (rn) and µ = (rn) \ λ, the Schur polynomials satisfy the
following equation (see [12, Exercise 7.41]):
(y1y2 · · · yn)
r · sλ
(
x
y
)
= (x1x2 · · ·xn)
r · sµ
(y
x
)
,(3)
where x
y
=
(
x1
y1
, x2
y2
, . . . , xn
yn
)
, and y
x
=
(
y1
x1
, y2
x2
, . . . , yn
xn
)
. Let λ = µ = (rm) and
n = 2m. Then µ = (rn) \ λ. In this case, Equation (3) is the equation in Corollary
3.4.
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