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Space information networksAbstract Amulti-path routing algorithm based on network coding is proposed for combating long
propagation delay and high bit error rate of space information networks. On the basis of traditional
multi-path routing, the algorithm uses a random linear network coding strategy to code data pack-
ets. Code number is determined by the next hop link status and the number of current received
packets sent by the upstream node together. The algorithm improves retransmission and cache
mechanisms through using redundancy caused by network coding. Meanwhile, the algorithm also
adopts the ﬂow distribution strategy based on time delay to balance network load. Simulation
results show that the proposed routing algorithm can effectively improve packet delivery rate,
reduce packet delay, and enhance network performance.
ª 2014 Production and hosting by Elsevier Ltd. on behalf of CSAA & BUAA.1. Introduction
A space information network1–3 is composed of spacecrafts
and ground stations which have the ability of space communi-
cation. It is an interconnected network information system in
which spacecrafts and ground stations complete communica-
tion by forwarding or reﬂecting functions. A space information
network has the following characteristics: wide coverage,
networking ﬂexibility, quick network building, and few limita-
tions from geography. It can provide integrated communica-
tion for a variety of space missions such as meteorology,environment and disaster monitoring, resource survey, topo-
graphic mapping, reconnaissance, communication broadcast,
and scientiﬁc exploration.
Subjected to the space environment, the error rate in a
space information network is high. In addition, it is easy to
lead to loss packets, long link delay, and serious delay jitter.
Using the traditional packet retransmission mechanism greatly
increases the network transmission cost. Therefore, the routing
algorithm in the space information environment has been a hot
topic. Currently, the routing technology for space information
networks is mostly suitable for satellite networks. Research has
focused on the following three categories. The ﬁrst category is
the QoS routing technology,4,5 in which QoS routing is put for-
ward to satisfy multimedia, VoIP, and other services, and the
main research includes reducing the switching probability of
star and ground or the interstellar link. The second category
is the load balancing routing technology,6,7 in which the load
is reasonably allocated to multi-path to improve network
throughput. A variety of load balancing routing strategies
for satellite networks have already been proposed. They can
Fig. 2 Multi-path routing transmission strategy based on
network coding.
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tributed, and hierarchical routing. The third category is the
multi-service routing technology.8 In order to provide a variety
of services with different routings, network trafﬁc can be
divided into three types: delay-sensitive type, bandwidth-
sensitive type, and best effort to deliver type. We can look
for a routing which meets the requirements according to differ-
ent trafﬁc. However, these algorithms are not effective solu-
tions for long delay and high error rate in space information
networks. Thus, a space information network multi-path rout-
ing based on network coding (SMNC) is proposed, which can
provide efﬁcient and reliable routing transmission for space
information networks.
2. The basic idea based on the network coding transmission
The main idea of network coding9–12 is that the received and
relative information on each node should have a linear or
non-linear process and then be retransmitted. At last, the des-
tination node decodes to recover the original data packets.
Compared with the traditional transmission, network coding
can improve the efﬁciency of transmission, save transmission
energy, and increase the reliability and safety of transmission.
Due to the high bit error rate channel in a space informa-
tion network, communication failures often occur. Meanwhile,
the long link delay (for example, the round-trip propagation
delay between a geostationary satellite and a ground station
can be more than two hundred milliseconds) makes the
traditional network retransmission method decrease space
network performance seriously. Thus, a multi-path routing
algorithm13,14 based on network coding is proposed, in which
intermediary nodes encode and add redundancy. When the
destination node receives a sufﬁcient number of linear irrelevant
data packets, communication is ended. Thereby, this method can
reduce retransmission and delay. The algorithm is suitable for
larger space information networks (more than 30 nodes). On
the basis of the traditional multi-path routing, data packets are
randomly linearly coded in the multi-path routing algorithm.
Therefore, in order to ensure the next hop node to receive enough
data packets, each node determines the number of encoded pack-
ets according to the received data packets and the link status, and
ensures successful packet transmission by adding redundancy.
Figs. 1 and 2 show the coding idea.
Fig. 1 shows the traditional multi-path routing strategy and
Fig. 2 shows the multi-path routing strategy based on network
coding. As shown in Fig. 1, the source node S sends packets A,
B, C to the destination node D. There are three paths between
the source node and the destination node. Each path has a bitFig. 1 Traditional multi-path routing transmission strategy.error rate. In Fig. 1, the bit error rates of the links lead to the
loss of data packets A and B, so the source node has to retrans-
mit packets, resulting in increasing the delay of data transmis-
sion. In Fig. 2, the source node and the intermediate nodes
increase the actual number of transmitted packets according
to the bit error rates of the links by encoding. The source node
S send encoded packets Y1nY2, Y3 and Y4 to the intermediate
node X, Y, Z, and the packet Y3 is lost during transmission.
The intermediate node X, Y, Z send the recoded packets
Y11nY12nY13 and Y31 to the destination node D, the packet
Y11 is lost during transmission. Finally, the destination node
can decode out of the original data packets A, B, and C
according to the three received packets.
It can be seen that the multi-path routing algorithm based
on network coding can ensure successful packets transmission
and reduce the number of retransmissions by adding redun-
dancy.15,16 Meanwhile, a new retransmission mechanism is
proposed which retransmits data packets through intermediate
nodes. It can reduce long delay and high cost caused by
retransmission. At the same time, the algorithm optimizes
the node caching mechanism, and a ﬂow distribution algo-
rithm based on delay is proposed. They balance network load
and improve throughput of a network.
3. Multi-path transmission based on network coding
3.1. Data transmission with network coding
3.1.1. Source node coding
The source node establishes many paths, and then the original
data are coded.17,18 First of all, the source node divides N
packets (X1, X2,. . ., XN) into a group, and give the same group
identiﬁcation (the group identiﬁcation increases from 0) to
them. After grouping, it determines the number of encoding
according to the link status. To solve packet loss caused by
the high bit error rate, we add redundancy in the space infor-
mation network.M(s) represents the actual number of packets
sent by the source node, and the formula is as follows:
MðsÞ ¼ N
minfP½s; ig
 
i 2 DðsÞ ð1Þ
where N represents the number of packets in this group, P[s, i]
represents the link status between the source node and the next
hop node (namely successful data transmission rate, expressed
as a percentage), which can be achieved by periodically sending
probe packets to the neighbors; D(s) represents the next hop
Fig. 4 Message format of network coding.
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worst link condition between s and the next hop node; [] is
the integer calculation. Selecting a minimum value of the suc-
cessful transmission rate is to ensure that the destination node
can receive enough data packets to decode.
After the times of coding are determined, the ﬁrst group of
the original packets is coded.
(1) Coding. The source node randomly selects M group
numbers from the ﬁnite ﬁeld Fq. Each group contains
N numbers (ki,1, ki,2 ,. . .,ki,N) which act as coding coefﬁ-
cients of N packets. X1, X2,. . ., XN are coded linearly,
producing the new packet Yi. The coded formula is:
Yi ¼
XN
j¼1
ki;jXj ð2Þ
(1) Sending. The group identiﬁcation and coding vector as
the packet header are added to the generated data pack-
age and then sent to the network, as shown in Fig. 3. In
the sending process, the source node makes full use of
the multi-path routing and allocates different numbers
of data packets to each path depending on the availabil-
ity of each path. This way of transmission will distribute
data packets to each node, and guarantee the safety of
the package effectively by encoding.
3.1.2. Intermediate node recoding
To the intermediate nodes, the time of recoding and the num-
ber of forwarding packets are important issues to be solved.
Therefore, the intermediate nodes design an optimal coding
strategy based on the received packets and the link status to
determine the time and the number of coding.
When an intermediate node (such as node i) receives the
ﬁrst packet of a new batch, it will start a timer and recode
the data packets received in T. To ensure that the next hop
can receive enough data packets, T is calculated as
T ¼ MðuÞðTimeðiÞ  TimeðuÞÞ ð3Þ
where M(u) represents the number of packets sent by the
upstream node u, Time(i) represents the time of the ﬁrst data
packet arriving node I, Time(u) represents the time of the data
packets leaving from node u.Fig. 3 Random linear coding process.When the timer expires, the intermediate node will recode
the packets received within T. Firstly, it will determine M(i),
the number of encoding, based on the received packets and
the status of the link, which is the number of packets that inter-
mediate nodes send and calculated as
MðiÞ ¼ NðiÞ
P½i; j
 
ð4Þ
where N(i) represents the number of packets with the same
group identiﬁcation, which node i receives from the upstream
nodes within T, j represents the next hop node of I,P[i, j] rep-
resents the link between i and j, which can be got by sending
probing packets periodically.
When the number of coding is determined, the intermediate
nodes select M(i) within the ﬁnite Fq and recode the received
packets Y1;Y2; . . . ;YNi to get new encoded packets
Yi1;Y
i
2; . . . ;Y
i
Mi
, and Yiq is calculated as
Yiq ¼
XNi
j¼1
liq;jYj ð5Þ
where liq;j is one of l
i
q;1; l
i
q;2;    ; liq;Ni selected from a ﬁnite ﬁeld of Fq.
The relationship between the packets recoded by intermedi-
ate nodes and the packets from the source node can be
expressed from Eqs. (2) and (5) as
Yiq ¼
XN
j¼1
giq;jXj ð6Þ
where giq;j is the coefﬁcients of Y
i
q and the original data packets,
which can be expressed as
giq;j ¼
XNi
p¼1
liq;pkp;j ð7Þ
where kp,j is the coding coefﬁcient. Finally, the intermediate
nodes add the new coefﬁcient (giq;1; g
i
q;2;    ; giq;N) and group
identiﬁcation to the encoded data packet, as shown in Fig. 4,
and then send out these packets.
3.1.3. Destination node decoded
After the destination node receives the packets, it will store
them up. K represents the number of packets received within
a certain time; if K> N and the received packets are linearly
independent, the destination node can recover the original
packets by the matrix. The formula is
X1
X2
..
.
XN
2
66664
3
77775 ¼
g11    g1N
..
. . .
. ..
.
gN1    gNN
2
664
3
775
1 Y1
Y2
..
.
YN
2
66664
3
77775 ð8Þ
Conversely, if the received packets are linearly dependent or
K< N, then the destination node will determine whether the
coefﬁcients of the packets are linearly independent or not. If
dependent, it can not recover the original data packets. Then
it starts the retransmission mechanism.
Table 1 Probability of being linearly independent in different
ﬁnite domains.
Fq Independent Fq Dependent
24 0.933595 27 0.992126
25 0.967773 28 0.996078
26 0.984131 29 0.998043
666 G. Yu et al.From the recoding process, it can be seen that irrelevant
coding coefﬁcients are important, so the larger the ﬁeld of Fq
is, the smaller the probability that the coefﬁcients are linearly
dependent is. Wang et al.19 studied the probability of being lin-
early independent in different ﬁnite domains, as shown in
Table 1. When Fq reaches 2
8, the probability of failing to
decode is only 0.004. Only when the capacity of Fq is 2
8, can
encoding successfully reach a high probability. Therefore, the
ﬁnite domain is 28 in this paper which is an 8-bit number,
and each coded coefﬁcient is 1 byte.
3.2. Packet retransmission mechanism
In the retransmission mechanism, whether stopping and wait-
ing retransmission, the fallback N frame retransmission or
selective retransmission, they deal with packets one by one.
For network coding, independent packets can be connected
by encoding and decoding. Therefore, the retransmission
mechanism can be improved.
If the packets are resent by the source node, it will waste
bandwidth and increase cost. Using the particularity of pro-
cessing packets by intermediate nodes, a retransmission mech-
anism is put forward, which makes the destination node obtain
enough packets and saves resources.
Fig. 5 is Schematic diagram of the retransmission mecha-
nism based on network coding. Three node-disjoint paths are
set up between the source node and the destination node,
whose characteristics are not identical; the path S–X–D has
the highest successful transmission rate. Each node uses net-
work coding to transport packets. If the destination node
has not received enough packets for decoding, then it waits
for Twait, which is expressed as
Twait ¼
tNmiss Nmiss – 0
0 Nmiss ¼ 0
8><
>: ð9ÞFig. 5 Schematic diagram of the retransmission mechanism
based on network coding.where t is the average time when packets are received success-
fully from the same source, Nmiss is the number of the packets
that are lost by destination, Twait = 0 indicates that none is
lost without retransmission. After Twait, if Nmiss „ 0, then the
destination node generates a feedback including the number
of missed packets and the group ID, which is sent to a previous
node with best conditions. As shown in Fig. 5, node D trans-
mits the feedback to node X with the highest successful rate.
After receiving the feedback, X recodes the packets with the
same group ID. ML, the number of recoding, is calculated as
ML ¼ Nmiss
P½i; d
 
ð10Þ
where Nmiss represents the number of missing packets and P[i,
d] represents the situation of the link between the hop node
and the destination node. Node X re-encodes the packets
according to ML and the number of packets received from
the upstream node, and sends new packets to the destination
node. Therefore, the retransmission is completed.
Compared with the traditional retransmission, the new
retransmission reduces the average delay and overhead of a net-
work by using an intermediate node to retransmit lost packets.
3.3. Package cache management
Multi-path routing based on network coding improves the
node caching mechanism, which includes the following two
aspects:
(1) After receiving new packets, an intermediate node com-
pares the new received data and the old to know whether
the two sets of data are linearly correlated or not. If lin-
early independent, the current packet is an update; if lin-
early correlated, the current packet is a non-update. For
the same packets, intermediate nodes only cache update
packets, and discard non-update packets, reducing the
number of prior cache packages.
(2) After receiving new packets, an intermediate node com-
pares them with the old packets to know whether they
are new packets or not. If yes, the node caches them;
otherwise, discards.
3.4. Trafﬁc allocation strategy based on time delay
Multi-path routing is a mechanism which transmits data ﬂow
through multiple paths, and if every path allocates the same
load without considering its quality, it will reduce the perfor-
mance, so ﬂow distribution is needed in multi-path routing.
Chen et al.20 proposed an allocation strategy based on jitter
delay constraint optimization, but the strategy did not consider
the effects of bandwidth and other factors on ﬂow distribution.
Thus a new ﬂow distribution strategy is put forward to balance
the network load and reduce the transmission delay. The strat-
egy distributes the load according to the maximum allowable
ﬂow rate of each path which is calculated by the time delay
and bandwidth.
Deﬁnition 1. the time delay is the time needed to transmit a
message or a packet from the source node to the destination
node. Usually the network delay is equal to queuing delay,
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scheduling policy, trafﬁc control strategies of nodes, process-
ing speeds of ports, remaining bandwidth of links, and trafﬁc
characteristics of the ﬂow.
Deﬁnition 2. the communications volume regulation
In order to make the cache data packets of the network
nodes do not overﬂow, the communication ﬂow should be reg-
ulated. The communications volume control of nodes is similar
to leaky bucket control, as shown in Fig. 6, in which the capac-
ity of the bucket is b, the input ﬂow rate is qin, and the service
rate of the bucket is qout. We must control the communication
ﬂow to make the bucket do not overﬂow at any time, so we can
get the following formula:
bþ qint < qoutt ð11Þ
Because the service rate of each node is different, the big-
gest data ﬂow of the link depends on the node of which the ser-
vice rate is the minimum, so qout ¼ minfq1out; q2out; . . . ; qnoutg.
Therefore, the link ﬂow is limited by regulation b; qoutð Þ. Thus
we can draw the queuing delay as follows:
delay ¼ rþ nLmax
qout  qin
ð12Þ
where r represents a sudden trafﬁc, which depends on the
network; Lmax is the maximum length of packet trafﬁc; for
the links, we have r+ nLmax = b.
Given a path with n jumps, the ﬂow is limited by regulation,
b; qoutð Þ so delay Ti can be calculated according to the above
deﬁnition and Eq. (12), that is
Ti ¼ rþ nLmaxqout  qin
þ
Xn
j¼1
Lmax
BWj
þ
Xn
j¼1
tj ð13Þ
where BWj is the bandwidth of node j in path i, and tj is the
propagation delay of jump j, which can be directly gotten
according to the transmission medium in the space informa-
tion network.
In order to guarantee the ﬂuency of the multimedia applica-
tion, Ti cannot be higher than D (D is a upper bound whose
value can be determined by the demand of the network); there-
fore Ti can be calculated as follows:
Ti ¼ rþ nLmaxqout  qin
þ
Xn
j¼1
Lmax
BWj
þ
Xn
j¼1
tj 6 D ð14Þ
The follow formula can be further gotten by Eq. (14):
qin 6 qout  ðrþ nLmaxÞ= D
Xn
j¼1
Lmax
BWj

Xn
j¼1
tj
 !
1 6 i 6 m
ð15ÞFig. 6 Leaky bucket control charts.The maximum allowable ﬂow rate max{qin}of a path is the
upper limit of Eq. (15), which is used to calculate the ﬂow allo-
cation proportion xi of each path:
xi ¼ maxfqinðiÞgPm
i¼1maxfqinðiÞg
ð16Þ
The source node distributes the ﬂow to the path according
to xi, and the higher the value of xi is, the more the ﬂow of the
path is.
We assume the period is T and nodes send m packets per
second, then the number of packets that nodes send within per-
iod T is Tm, and the distributed ﬂow Ci of each path within
period T can be calculated as follows:
Ci ¼ Tmxi ð17Þ
The proposed ﬂow rate allocation algorithm makes a distri-
bution of ﬂow reasonable according to the quality of each path
to balance the network load, and reduces the transmission
delay by considering factors such as delay, bandwidth, and
so on.
4. The simulation and performance analysis
We used NS-2 to simulate the proposed routing algorithm.
The topology model includes three geostationary satellites
and ﬁfty low-orbit satellites forming the global coverage of a
satellite network. The bandwidth is 2 M and the packet loss
rate of the link is 0.1 in the network. We also set ten CBR
(Constants Bit Rate) data streams and the size of each packet
is 512 bytes.
AODV(Ad hoc Networks On-demand Distance Vector)
routing protocol is a kind of important and on-demand
dynamic routing protocol in mobile self-organized network.
It will generate routing if and only if the source node needs.
As its network overhead, algorithm complexity, and other per-
formance indexes are superior to similar routing, it has
attracted widespread attentions. AODV protocol is considered
to be one of the most practical prospect protocols among
mobile self-organized network routing. At present, it has been
standardized by IETF. AOMDV (Ad Hoc Networks On-
Demand Multi-path Distance Vector) is the multi-path
improved one based on AODV protocol.
Routing establishing process of SMNC protocol is consis-
tent with that of AOMDV. Therefore, SMNC and AOMDV
will be compared and analyzed.
Fig. 7 shows the changes of the routing costs of two kinds
of routing protocol by changing the packet delivery rate. When
the packet rate is low, the two kinds of routing protocol rout-
ing cost are almost the same. With the increase of the packet
delivery rate, the phenomenon of network congestion is
becoming increasingly prominent; the packet is discarded fre-
quently which leads to packet delivery rate declining. As can
be seen from the ﬁgure, the packet delivery rate of SMNC is
better than that of AOMDV. Routing based on network cod-
ing by considering the link error rate increases certain redun-
dant packets, improves the network error correction ability
and the success rate of data transmission, and reduces the
packet retransmission. When load increases, the packet deliv-
ery rate is still good by optimizing the cache space. While
AODMV does not consider the link error rate and packet loss
caused by the network congestion, it leads to packet loss and
Fig. 7 Comparison of packet delivery ratio. Fig. 9 Comparison of delay.
668 G. Yu et al.increases network load, making the packet delivery rate
decrease more quickly.
Fig. 8 is a graph of the changes of routing overhead with
the packet rate of the network increasing. When the packet
rate is low, the costs of the two kinds of routing protocol are
almost the same. Its main overhead comes from the request
message that routing broadcasts when looking for a path. With
the increase of the packet rate, the network load is aggravating
and the break of links may increase control package, but due
to the increase of data packets rapid, the routing cost curve
has a downward trend. It can be seen from the ﬁgure that
the overhead of AOMDV is greater than the path of network
coding. For AOMDV, packets in the process of transmission
are impacted by the link error rate and network congestion,
resulting in easily lost packets. A lot of retransmission requests
increase the overhead of the network. For multi-path routing
based on network coding, the quality of link transmission is
fully considered during packet transmission. We ensure the
reliability of transmission by redundant data. Although the
redundant packets increase a part of overhead, but reducing
the number of data retransmission overall reduces the commu-
nication overhead. At the same time, the retransmission mode
based on intermediate nodes also reduces the network over-
head, so the routing overhead is lower than that of AOMDV.
Fig. 9 is the average delay curve which follows the changes
of network load. When the packet rate is low and the network
load is low, the successful packet transmission rate is higher,
but being affected by the link error rate, AOMDV has a small
amount of packet loss. Data retransmission can bring part ofFig. 8 Comparison of control message overhead.the time delay. For SMNC, data coding and decoding also
bring a certain delay. Therefore, the transmission delays of
the two kinds of routing protocols are similar. Because the
load is low, the average delay is small. However, with the
increase of network load, the end-to-end average delay
increases. For AOMDV, the heavy congestion and high link
error rate make the packets continuously lost, so they need
to be constantly retransmitted from the source node. For space
information networks, the delay of link is large; the retransmis-
sion can increase the transmission delay. SMNC increases the
transmission successful rate and reduces the retransmission
delay by using coding redundancy. At the same time, SMNC
improves the retransmission mechanism by changing where
the packets are retransmitted from. In the new mechanism, it
is the intermediate node of the optimal path that retransmits
the lost packets. It avoids the long time delay when retransmit-
ting from the source. Meanwhile, the trafﬁc allocation strategy
based on delay achieves the network load balancing and
reduces the packet transmission delay.5. Conclusions
Multi-path routing technology based on network coding in
space information network is a technology which encodes data
packets, the number of which is determined by the status of the
link, by adding redundant packets to improve the reliability of
network transmission and reduce the packet retransmission
delay. In addition, the retransmission mechanism and caching
mechanism are optimized on the basis of network coding
through intermediate nodes retransmitting the lost packets to
solve the problem of long time delay caused by traditional
retransmission mechanism. Finally, a kind of ﬂow distribution
strategy based on time delay is put forward, which distributes
reasonable ﬂow according to the maximum allowable ﬂow
rate, reducing the transmission delay. This multi-path routing
technology based on network coding in space information net-
work brings the advantages stated above, but at the same time,
the algorithm increases coding overhead brought by the net-
work nodes, as well as the algorithm complexity.Acknowledgement
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