Introduction
We consider the Lane-Emden Dirichlet problem −∆u = |u| p−1 u
in Ω u = 0 on ∂Ω (0.1) when p > 1 and Ω ⊂ R 2 is a smooth bounded domain. The aim of the paper is to survey some recent results on the asymptotic behavior of solutions of (0.1) as the exponent p → ∞.
We will start in Section 1 with a summary of some basic and well known facts about the solutions of (0.1). We will also describe a recent result about the existence, for p large, of a special class of sign-changing solutions of (0.1) in symmetric domains (see [17] ) and we will provide, for p large, the exact computation of the Morse index of least energy nodal radial solutions of (0.1) in the ball, as obtained in [20] . The asymptotic behavior as p → ∞, will be described in the Sections 2-3. In Section 2 a general "profile decomposition" theorem obtained in [19] and holding both for positive and signchanging solutions will be presented with a detailed proof together with some additional new results, recently obtained in [21] . Finally in Section 3 we will describe the precise limit profile of the symmetric nodal solutions found in [17] and then studied in [19] . In particular, the result of this section will show that, asymptotically, as p → ∞, the solutions look like a superposition of two bubbles with different sign corresponding to radial solutions of the regular and singular Liouville problem in R 2 .
Various results for solutions of the Lane-Emden problem
We consider the Lane-Emden Dirichlet problem
where p > 1 and Ω ⊂ R 2 is a smooth bounded domain. Since in 2−dimension any exponent p > 1 is subcritical (with respect to the Sobolev embedding) it is well known, by standard variational methods, that (1.1) has at least one positive solution. Moreover, exploiting the oddness of the nonlinearity f (u) = |u| p−1 u and using topological tools it can be proved that (1.1) admits infinitely many solutions. It was first proved in [6] , and later in [5] for more general nonlinearities, that there exists at least one solution which changes sign, so it makes sense to study the properties of both positive and sign-changing solutions. The last ones will be often referred as nodal solutions. Among these solutions one can select those which have the least energy, therefore named "least energy" (or "least energy nodal") solutions. More precisely, considering the energy functional: where u ± are the positive and negative part of u, it is possible to prove that the inf N E p (resp. inf N ± E p ) is achieved. The corresponding minimizers are the least energy positive (resp. nodal) solutions (see [44] , [5] ). Note that any minimizer on N cannot change sign and we will assume that it is positive (rather than negative). Let us observe that N is a codimension one manifold in H 1 0 (Ω) while N ± is a C 1 -manifold of codimension 2 in H 1 0 (Ω) ∩ H 2 (Ω) (but not in H 1 0 (Ω), see [5] ). For the least energy solutions several qualitative properties can be obtained. We start by considering the case of positive solutions. Let us first define the Morse index of a solution of (1.1). Definition 1.1. The Morse index m(u) of a solution u of (1.1) is the maximal dimension of a subspace of C 1 0 (Ω) on which the quadratic form
is negative definite.
In the case when Ω is a bounded domain, m(u) can be equivalently defined as the number of the negative Dirichlet eigenvalue of the linearized operator at u:
in the domain Ω. It is easy to see, just multiplying the equation by u and integrating, that Q(u) < 0, so that there is at least one negative direction for Q(u), i.e. m(u) ≥ 1. This holds for any solution of (1.1), either positive or sign-changing. For the least energy solution u, since it minimizes the energy on a codimension one manifold, one could guess that m(u) = 1. This is what was indeed proved in [42] (see also [44] ), for more general nonlinearities. Another important property of a solution, both for theoretical reasons and for applications, is its symmetry in symmetric domains. For positive solutions u of (1.1), as a consequence of the famous result by Gidas, Ni and Nirenberg [27] it holds that if Ω is symmetric and convex with respect to a line, then u is invariant by reflection with respect to that line. In particular a positive solution of (1.1) in a ball is radial and strictly radially decreasing. This result allows to prove that if Ω is a ball there exists only one positive solution of (1.1) (this holds also in higher dimension, when p is a subcritical exponent) ( [27] , [43] , [3] , [14] ). The question of the uniqueness of the positive solution in more general bounded domains is a very difficult one, still open. It has been conjectured ( [27] ) that it should hold in convex domains (also in higher dimension) but, so far, it has only been proved in the case of planar domains symmetric and convex with respect to two orthogonal lines passing through the origin ( [14] , [36] ). If one restricts the question to the least energy solutions (or more generally to solutions of Morse index one) then the uniqueness, in convex planar domains, has been proved in [32] .
On the other side it is easy to see that there are nonconvex domains for which multiple positive solutions exist; examples of such domains are annular domains or dumbbell domains ( [15] , [36] ). More properties of positive solutions and, actually, a good description of their profile, can be obtained, for large exponents p, by the asymptotic analysis of the solutions of (1.1), as p → ∞. This study started in [39] and [40] where the authors considered families (u p ) of least energy (hence positive) solutions and, for some domains, proved concentration at a single point, as well as asymptotic estimates, as p → ∞. Later, inspired by the paper [2] , Adimurthi and Grossi in [1] identified a "limit problem" by showing that suitable rescalings of u p converge, in C 2 loc (R 2 ) to a regular solution U of the Liouville problem
They also considered general bounded domains and showed that u p ∞ converges to √ e as p → ∞, as it had been previously conjectured. So the asymptotic profile of the least energy solutions is clear, as well as their energy. Concerning general positive solutions, a first asymptotic analysis (actually holding for general families of solutions, both positive and sign-changing) under the following energy condition:
for some positive constant C ≥ 8πe and independent of p, was carried out in [19] . Then recently in [21] , starting from this, a complete description of the asymptotic profile of u p has been obtained (see Section 2) showing that (u p ) concentrates at a finite number of distinct points in Ω, having the limit profile of the solution U of (1.2) when a suitable rescaling around each of the concentration points is made. Positive solutions with this profile have been found in [25] . Now let us analyze the case of sign-changing solutions of (1.1).
Since any such solution u has at least two nodal regions (i.e. connected components of the set where u does not vanish), multiplying the equation by u and integrating on each nodal domain, we get that the Morse index m(u) is at least two. For the least energy nodal solution, since it minimizes the energy functional E p on N ± , it is proved in [5] that its Morse index is exactly two.
Concerning symmetry properties of sign-changing solutions, a general result as the one of Gidas, Ni and Nirenberg for positive solutions cannot hold. This is easily understood just thinking of the Dirichlet eigenfunctions of the Laplacian in a ball. Nevertheless, by using maximum principles, properties of the linearized operator and bounds on the Morse index, partial symmetry results can be obtained also for nodal solutions. This direction of research started in [35] and continued in [37] and [28] . In particular in these papers, semilinear elliptic equations with nonlinear terms f (u) either convex or with a convex derivative were studied in rotationally symmetric domains, showing the foliated Schwarz symmetry of solutions (of any sign) having Morse index m(u) ≤ N , where N is the dimension of the domain. We recall the definition of foliated Schwarz symmetry: In other words a foliated Schwarz symmetric function is axially symmetric and monotone with respect to the angular coordinate. In particular, in dimension two, the results of [37] allow to claim that, in a ball or in an annulus, any solution u of (1.1) with Morse index m(u) ≤ 2 is foliated Schwarz symmetric. Thus, in such domains, the least energy nodal solutions are foliated Schwarz symmetric. Since radial functions are, obviously, foliated Schwarz symmetric, one may ask whether the least energy nodal solutions are radial or not. The answer to this question was provided by [4] where it was proved that any sign-changing solution u of a semilinear elliptic equation with a general autonomous nonlinearity f (u) in a ball or an annulus must have Morse index m(u) ≥ N + 2 (again N denotes the dimension of the domain). An immediate corollary of this theorem is that, since a least energy nodal solution of (1.1) has Morse index two, it cannot be radial. Another interesting consequence of the result of [4] is that the nodal set of a least energy nodal solution of (1.1) in a ball or an annulus must intersect the boundary of Ω. We recall that the nodal set N (u) of a function u defined in the domain Ω is:
To understand the property of the nodal line is important while studying sign-changing functions.
It is an old question related to the study of the nodal eigenfunctions of the Laplacian, in particular of the second eigenfunction. In [34] it has been proved that in convex planar domains the nodal set of a second eigenfunction touches the boundary, but the question is still open in higher dimension, except for the case of some symmetric domains ( [31] , [13] ). Coming back to nodal solutions of (1.1) we observe that if Ω is a ball or an annulus, it is easy to see that there exist both nodal solutions with an interior nodal line and solutions whose nodal line intersects the boundary. Examples of solutions of the first type are the radial ones while of the second type are those which are antisymmetric with respect to a line passing through the center. It is natural to ask whether both kind of solutions exist in more general domains. While it is not difficult to provide examples of symmetric domains where there are nodal solutions whose nodal line intersects the boundary (rectangles, regular polygons etc.) it is not obvious at all that solutions with an interior nodal line exist. In the paper [17] we have succeeded in proving the existence of this type of solutions in some symmetric planar domains, for large exponents p. The precise statement is the following:
Assume that Ω is simply connected, invariant under the action of a finite group G of orthogonal transformations of R 2 . If |G| ≥ 4 (|G| is the order of the group) then, for p sufficiently large (1.1) admits a sign-changing G-symmetric solution u p , with two nodal domains, whose nodal line neither touches ∂Ω, nor passes through the origin. Moreover p Ω |∇u p | 2 dx ≤ α 8πe for some α < 5 and p large.
Let us now come back to the question of the Morse index of nodal solutions of (1.1). As recalled before, the result of [4] allows to give an estimate from below in the radial case:
for any radial sign-changing solution u of (1.1) in a ball or an annulus. In the recent paper [20] we have been able to compute exactly the Morse index for these solutions when the exponent p is large and u has the least energy among the radial nodal solutions. The result is the following: Theorem 1.4. Let u p be the least energy sign-changing radial solution of (1.1). Then
for p sufficiently large.
The proof of this theorem is based on a decomposition of the spectrum of the linearized operator at u p , as well as on fine estimates of the radial solution u p obtained in [30] .
As in the case of positive solutions, a better description of nodal solutions and of their profile can be obtained, for large exponents p, by performing an asymptotic analysis, as p → ∞. This study started in [29] , by considering a family (u p ) of solutions of (1.1) satisfying the condition
where 16πe is the "least-asymptotic" energy for nodal solutions. Under some additional conditions it was proved in [29] that these low-energy solutions concentrate at two distinct points of Ω and suitable scalings of u + p and u − p converge to a regular solution U of (1.2). Next the case of least-energy radial nodal solutions was considered in [30] where the new phenomenon of u + p and u − p concentrating at the same point but with different profile was shown. The precise result is the following: Theorem 1.5. Let (u p ) be a family of least energy radial nodal solutions of (1.1) in the ball with u p positive at the center. Then
where H is a suitable negative constant and δ 0 is the Dirac measure centered at O. Moreover:
So the theorem shows the existence of solutions which asymptotically look like a tower of two bubbles corresponding to solutions of two different Liouville problems in R 2 , namely (1.2) and (1.4). In Section 3 of this paper we show that the same phenomenon appears in other symmetric domains different from the balls. We obtain this through the asymptotic analysis of the signchanging solutions found in Theorem 1.3. The starting point for this result is an asymptotic analysis of a general family (u p ) of solutions of (1.1) satisfying the condition (1.3). This first result, inspired by the paper [23] (see also [24] ) can be viewed as a first step towards the complete classification of the asymptotic behavior of general sign-changing solutions of (1.1). The hardest part of the proof of this result relies in showing that the rescaling about the minimum point x − p converges to a radial singular solution of a singular Liouville problem in R 2 . Indeed, while the rescaling of u p about the maximum point x + p can be studied in a "canonical" way, the analysis of the rescaling about x − p requires additional arguments. In particular the presence of the nodal line, with an unknown geometry, gives difficulties which, obviously, are not present when dealing with positive solutions or with radial sign-changing solutions. Also the proofs of the results for nodal radial solutions of [30] cannot be of any help since they depend strongly on one-dimensional estimates. We would like to point out that the analysis carried out in [19] also allows to get the same asymptotic result substituting the bound on the energy with a bound on the Morse index of the solutions, (see [18] ).
Finally we observe that the bubble-tower solutions of (0.1) are also interesting in the study of the associated heat flow because they induce a peculiar blow-up phenomenon (see [7, 22, 33] and in particular [16] ).
We conclude by remarking that the phenomenon of nodal solutions of (1.1) with positive and negative part concentrating at the same point and having different asymptotic profile does not seem to appear in higher dimension as p approaches the critical Sobolev exponent.
Finally nodal solutions to (1.1) concentrating at a finite number of point without exhibiting the bubble tower phenomenon, i.e. only simple concentration points, also exist (see [26] ).
General asymptotic analysis
This section is mostly devoted to the study of the asymptotic behavior of a general family (u p ) p>1 of nontrivial solutions of (1.1) satisfying the uniform upper bound
At the end of the section we also exhibit some recent results related to families of positive solutions. The material presented is mainly based on some of the results contained in [19] plus smaller additions or minor improvements. We also refer to [21] for the complete analysis in the case of positive solutions.
Recall that in [39] it has been proved that for any family (u p ) p>1 of nontrivial solutions of (0.1) the following lower bound holds lim inf
so the constant C in (2.1) is intended to satisfy C ≥ 8πe. Moreover if u p is sign-changing then we also know that (see again [39] )
If we denote by E p the energy functional associated to (1.1), i.e.
since for a solution u of (1.1) 
and if u p is sign-changing, also lim inf
we will use all these equivalent formulations throughout the paper.
Observe that by the assumption in (2.1) we have that
so in particular u ± p → 0 a.e. as p → +∞. In this section we will show that the solutions u p do not vanish as p → +∞ (both u ± p do not vanish if u p is sign-changing) and that moreover, differently with what happens in higher dimension, they do not blow-up (see Theorem 2.1 below). Moreover we will show that they concentrate at a finite number of points and we will also describe the asymptotic behavior of suitable rescalings of u p ("bubbles") around suitable "concentrating" sequences of points (see Theorem 2.3 in the following).
Our first results is the following: Theorem 2.1. Let (u p ) be a family of solutions to (1.1) satisfying (2.1). Then (i) (No vanishing).
and for x ∈ Ω + p := {x ∈ R 2 :
is the solution of −∆U = e U in R 2 , U ≤ 0, U (0) = 0 and R 2 e U = 8π.
(iv) There exist constants c, C > 0, such that for all p sufficiently large we have
(Ω), where we know that
and that also by Poincare inequality
If u p is not sign-changing just observe that either u p = u + p or u p = u − p and the same proof as before applies.
The proof of (ii) follows the same ideas in [1] where the same result has been proved for least energy (positive) solutions. We let x + p be a point in Ω where |u p | achieves its maximum. Without loss of generality we can assume that
By (i) we have that pu p (x + p ) p−1 → +∞ as p → +∞, so (2.8) holds and moreover µ 1,p → 0, where µ + p is defined in (2.5). Let Ω + p and v + p be defined as in (2.6), then by (2.11) we have
Using (2.12) and (2.14) we prove that up to a rotation) . In the second case we let
is uniformly bounded in B R (0) and ψ p is an harmonic function which is uniformly bounded from above. By Harnack inequality, either ψ p is uniformly bounded in B R (0) or it tends to −∞ on each compact set of B R (0). The second alternative cannot happen because, by definition,
Hence we obtain that v + p is uniformly bounded in B R (0), for all R > 0. By standard elliptic regularity theory one has that v + p is bounded in C 2,α loc (R 2 ). Thus by Arzela-Ascoli Theorem and a diagonal process on R → +∞, after passing to a subsequence 16) with U ∈ C 2 (R 2 ), U ≤ 0 and U (0) = 0. Thanks to (2.13) (on each ball also 1 + v + p p > 0 for p large) and (2.16) we get that U is a solution of −∆U = e U in R 2 . Moreover for any R > 0, by (2.19), we have
so that e U ∈ L 1 (R 2 ). Thus, since U (0) = 0, by virtue of the classification due to Chen and Li [8] we obtain (2.7). Last an easy computation shows that R 2 e U = 8π.
Point (iii) has been first proved in [39] , here we write a simpler proof which follows directly from (ii) by applying Fatou's lemma. An analogous argument can be found in [1, Lemma 3.1]. Indeed
(iv) follows directly from (iii). Indeed on the one hand
On the other hand by Hölder inequality
To prove (v) we need (iv). Indeed let us note that, since (2.1) holds, there exists w ∈ H 1 0 (Ω) such that, up to a subsequence, √ pu p ⇀ w in H 1 0 (Ω). We want to show that w = 0 a.e. in Ω. Using the equation (1.1), for any test function ϕ ∈ C ∞ 0 (Ω), we have
Hence
which implies that w = 0 a.e. in Ω.
In order to show our next results we need to introduce some notations. Given a family (u p ) of solutions of (1.1) and assuming that there exists n ∈ N \ {0} families of points (x i,p ), i = 1, . . . , n in Ω such that Finally we introduce the following properties:
(P n 1 ) For any i, j ∈ {1, . . . , n}, i = j,
in C 2 loc (R 2 ) as p → +∞, where U is the same function in (2.7). (P n 3 ) There exists C > 0 such that pR n,p (x) 2 |u p (x)| p−1 ≤ C for all p > 1 and all x ∈ Ω. (P n 4 ) There exists C > 0 such that pR n,p (x)|∇u p (x)| ≤ C for all p > 1 and all x ∈ Ω.
Lemma 2.2. If there exists n ∈ N \ {0} such that the properties (P n 1 ) and (P n 2 ) hold for families (x i,p ) i=1,...,n of points satisfying (2.17), then
where
Proof. Let us write, for any R > 0
Thanks to (P n 2 ), we have 
Moreover by virtue of (P n 1 ) it is not hard to see that B Rµ i,p (x i,p ) ∩ B Rµ j,p (x j,p ) = ∅ for all i = j. Hence, in particular, thanks to (2.25)
At last, since this holds for any R > 0, we get
Next result shows that the solutions concentrate at a finite number of points and also establishes the existence of a maximal number of "bubbles" Theorem 2.3. Let (u p ) be a family of solutions to (1.1) and assume that (2.1) holds. Then there exist k ∈ N \ {0} and k families of points (x i,p ) in Ω i = 1, . . . , k such that, after passing to a sequence, (P k 1 ), (P k 2 ), and (P k 3 ) hold. Moreover x 1,p = x + p and, given any family of points x k+1,p , it is impossible to extract a new sequence from the previous one such that (P ) hold with the sequences (x i,p ), i = 1, . . . , k + 1. At last, we have
Moreover there exists v ∈ C 2 (Ω \ S) such that 27) and (P k 4 ) holds. Proof. This result is mainly contained in [19] . The proof is inspired by the one [23, Proposition 1] (see also [41] ), but we have to deal with an extra-difficulty because we allow the solutions u p to be sign-changing. We divide the proof in several steps and all the claims are up to a subsequence. STEP 1. We show that there exists a family (x 1,p ) of points in Ω such that, after passing to a sequence (P 1 2 ) holds.
We let x + p be a point in Ω where |u p | achieves its maximum. The proof then follows taking x 1,p := x + p and using the results in Theorem 2.1-(ii).
STEP 2. We assume that (P n 1 ) and (P n 2 ) hold for some n ∈ N \ {0}. Then we show that either (P n+1 1
) and (P n+1 2 ) hold or (P n 3 ) holds, namely there exists C > 0 such that
for all x ∈ Ω, with R n,p defined as in (2.21).
Let n ∈ N \ {0} and assume that (P n 1 ) and (P n 2 ) hold while sup
We will prove that (P n+1 1
) and (P n+1 2 ) hold.
We let x n+1,p ∈Ω be such that
Clearly x n+1,p ∈ Ω because u p = 0 on ∂Ω. By (2.29) and since Ω is bounded it is clear that
We claim that
for all i = 1, . . . , n and µ i,p as in (2.18) . In fact, assuming by contradiction that there exists i ∈ {1, . . . , n} such that |x i,p − x n+1,p |/µ i,p → R as p → +∞ for some R ≥ 0, thanks to (P n 2 ), we get ) holds with the added sequence (x n+1,p ).
Next we show that also (P n+1 2
) holds with the added sequence (x n+1,p ). Let us define the scaled domain
and, for x ∈ Ω n+1,p , the rescaled functions
which, by (1.1), satisfy 34) or equivalently
Fix R > 0 and let (z p ) be any point in Ω n+1,p ∩ B R (0), whose corresponding points in Ω is
Thanks to the definition of x n+1,p we have
and, analogously, R n,p (x p ) ≤ R n,p (x n+1,p ) + Rµ n+1,p . Thus, by (2.32) we get R n,p (x p ) = (1 + o(1))R n,p (x n+1,p ) and in turn from (2.36)
In the following we show that for any compact subset K of R 2 In order to prove (2.38) and (2.39) we will distinguish 2 cases.
Then by (2.37) we get |u p (x p )| p ≤ (1 + o (1))|u p (x n+1,p )| p and so by (2.34)
Then by the expression of v n+1,p necessarily
moreover by (2.37)
(2.45) (2.41) and (2.45) imply (2.38), while (2.44), (2.42) and the arbitrariness of z p give (2.39).
Using (2.38) and (2.39) we can prove, similarly as in the proof of Theorem 2.1-(ii), that
Then for any R > 0, B R (0) ⊂ Ω n+1,p for p large enough and v n+1,p are functions with uniformly bounded laplacian in B R (0) and with v n+1,p (0) = 0. So, by Harnack inequality, v n+1,p is uniformly bounded in B R (0) for all R > 0 and then by standard elliptic regularity v n+1,p → U in C 2 loc (R 2 ) as p → +∞ with U ∈ C 2 (R 2 ), U (0) = 0 and, by (2.39), U ≤ 0. Passing to the limit in (2.35) we get that U is a solution of −∆U = e U in R 2 . hen by Fatou's Lemma, as in the proof of Theorem 2.1-(ii), we get that e U ∈ L 1 (R 2 ) and so by the classification result in [8] we have the explicit expression of U . This proves that (P n+1 2 ) holds with the added points (x n+1,p ), thus STEP 2. is proved. STEP 3. We complete the proof of Theorem 2.3.
From STEP 1. we have that (P 1 1 ) and (P 1 2 ) hold. Then, by STEP 2., either (P 2 1 ) and (P 2 2 ) hold or (P 1 3 ) holds. In the last case the assertion is proved with k = 1. In the first case we go on and proceed with the same alternative until we reach a number k ∈ N \ {0} for which (P k 1 ), (P k 2 ) and (P k 3 ) hold up to a sequence. Note that this is possible because the solutions u p satisfy (2.1) and Lemma 2.2 holds and hence the maximal number k of families of points for which (P k 1 ), (P k 2 ) hold must be finite.
Moreover, given any other family of points x k+1,p , it is impossible to extract a new sequence from it such that (P ) hold together with the points (x i,p ) 
) was verified then |x k+1,p − x i,p | µ k+1,p → +∞ as p → +∞, for any i ∈ {1, . . . , k}, but this would contradict (P k 3 ).
Finally the proofs of (2.26) and (2.27) are a direct consequence of (P k 3 ). Indeed if K is a compact subset ofΩ \ S by (P k 3 ) we have that there exists C K > 0 such that
Then by (
Hence standard elliptic theory shows that √ pu p → w in C 2 (K), for some w. But by Theorem 2.1 we know that √ pu p ⇀ 0, so w = 0 and (2.26) is proved. Iterating we then have (2.26) . And so by standard elliptic theory we have that pu p → v in C 2 (K), for some v. The arbitrariness of the compact set K ends the proof of (2.27).
It remains to prove (P k 4 ). Green's representation gives
where G is the Green function of −∆ in Ω with Dirichlet boundary conditions, and in the last estimate we have used that |∇ x G(x, y)| ≤ C |x−y| ∀x, y ∈ Ω, x = y (see for instance [12] ). Let
Note that by (2.9) and (P k
and hence
, and hence by (2.9) and (2.10) we get
In the rest of this section we derive some consequences of Theorem 2.3. 
where N L p denotes the nodal line of u p . As a consequence, for any i ∈ {1, . . . , k}, letting N i,p ⊂ Ω be the nodal domain of u p containing x i,p and setting u i p := u p χ N i,p (χ A is the characteristic function of the set A), then the scaling of u i p around x i,p :
, where U is the same function defined in (P k 2 ). Proof. Let us suppose by contradiction that
on the one hand
on the other hand by (P k 2 ) and up to subsequences
∈ R 2 and so |x ∞ | = ℓ. Thus we have obtained a contradiction which proves the assertion.
For a family of points (x p ) p ⊂ Ω we denote by µ(x p ) the numbers defined by
Proof. To shorten the notation let us denote µ(x p ) simply by µ p . Let us start by proving that
is bounded. So we assume by contradiction that there exists a sequence p n → +∞, as n → +∞ such that
By (P k 3 ) and (2.49) we then have
As a consequence
which contradicts with (2.49). Hence we have proved that
µp is bounded. Next we show that µ i,p µp ≤ 1. Assume by contradiction that there exists ℓ > 1 and a sequence p n → +∞ as n → +∞ such that
By (P k 3 ) and (2.50) we then have
for n large, so that by (P k 2 ) there exists
such that, up to a subsequence
as n → +∞.
By (2.50) and the assumption ℓ > 1 we deduce
Proposition 2.7. Let x p and x i,p be as in the statement of Proposition 2.6. If
Proof. By Proposition 2.6 we know that
Assume by contradiction that (2.51) holds but there exists 0 < ℓ ≤ 1 and a sequence p n → +∞ such that
Then (2.52) and (
which contradicts (2.51).
Remark 2.8. If u p (x p ) and u p (x i,p ) have opposite sign, i.e.
then, by Corollary 2.5, necessarily (2.51) holds. Hence in this case
Next result characterizes in different ways the concentration set S.
Proposition 2.9 (Characterizations of S). Let (u p ) be a family of solutions to (1.1) satisfying (2.1). Then the following holds:
Proof. Proof of (2.53): by (P k 3 ) it is immediate to see that if x / ∈ S then p Br(x)∩Ω |u p (x)| p+1 dx → 0 as r → 0 + , uniformly in p. On the other hand if x ∈ S, i.e. x = lim p→+∞ x i,p for some i = 1, . . . , k, we fix R > 0 such that B R (0) e U dx > 1 (where U is defined in (2.7)) and then for p large, reasoning as in the proof of Lemma 2.2, we get:
where by Fatou's lemma lim inf
Proof of (2.54): if x / ∈ S, then by (P k 4 ), which holds by Theorem 2.3, p|u p | is uniformly bounded in L ∞ (K) for some compact set K containing x and then it can not exist a sequence x p → x such that p|u p (x p )| → +∞. Conversely if x ∈ S, i.e. x = lim p→+∞ x i,p for some i = 1, . . . , k, and by (2.17) we know that |u p (x i,p )| ≥ 1 2 for p large, therefore p|u p (x i,p )| → +∞. This proves (2.54).
We conclude this section with a result for positive solutions that we have recently obtained ( [21] ) carrying on the asymptotic analysis started in Theorem 2.3. 
, for any δ > 0 such that B δ (x i ) does not contain any other x j , j = i, and G is the Green's function of −∆ in Ω under Dirichlet boundary conditions;
(iv) the concentration points x i , i = 1, . . . , k satisfy
is the regular part of the Green's function G.
and we have an estimate of k in terms of the constant C in the assumption (2.55):
and obtain that v − p → U in C 2 loc (R 2 ) (this has been done for instance in [29] for the case of low-energy sign-changing solutions under some additional assumptions).
Here we analyze the case when u p belongs to a family of G-symmetric sign-changing solutions satisfying the same properties as the ones in Theorem 1.3 recalled in the Introduction and show that a different phenomenon appears. All the results of this section are mainly based on the work [19] , the existence result (Theorem 1.3) is instead contained in [17] .
We prove the following: Theorem 3.1. Let Ω ⊂ R 2 be a connected bounded smooth domain, invariant under the action of a cyclic group G of rotations about the origin, with |G| ≥ 4e (|G| is the order of G) and such that the origin O ∈ Ω. Let (u p ) be a family of sign-changing G-symmetric solutions of (1.1) with two nodal regions, where H = H(|x ∞ |) < 0 is a suitable constant and δ 0 is the Dirac measure centered at 0.
Observe that the existence of families of solutions u p having all the properties as in the assumptions of Theorem 3.1 has been proved in [17] when Ω is simply connected and when |G| > 4 (see Theorem 1.3 in the Section 1).
We also recall that in [30] the case of least energy sign-changing radial solutions in a ball has been studied, proving a result similar to that in Theorem 3.1 with precise estimates of α, β and H.
Using (3.10), the convergence of z Summing on j = 0, . . . , h − 1, using (3.9), (3.4), (2.3) and (2.4) we get:
h · 8π ≤ lim Remark 3.3. If we knew that u p ∞ ≥ √ e, then we would obtain a better estimate in (3.11), and so Proposition 3.2 would hold under the weaker symmetry assumption |G| ≥ 4 (recall that |G| ≥ 4 is the assumption under which one can prove Theorem 1.3).
It is also possible to prove the following (see [19, Corollary 3.5] for more details):
Corollary 3.4. Under the assumptions of Theorem 3.1 (i) O ∈ N + p for p large. (ii) Let i ∈ {1, . . . , k} then x i,p ∈ N + p for p large. Proposition 3.5. Under the assumptions of Theorem 3.1, the maximal number k of families of points (x i,p ), i = 1, . . . , k, for which (P k 1 ), (P k 2 ) and (P k 3 ) hold is 1. Proof. Let us assume by contradiction that k > 1 and set x + p = x 1,p . For a family (x j,p ), j ∈ {2, . . . , k} by Proposition 3.2, there exists C > 0 such that |x 1,p | µ 1,p ≤ C and |x j,p | µ j,p ≤ C.
Thus, since by definition µ + p = µ 1,p ≤ µ j,p , also |x 1,p | µ j,p ≤ C.
which contradicts (P k 1 ) when p → +∞. Then we easily get Proposition 3.6. Under the assumptions of Theorem 3.1 there exists C > 0 such that |x p | µ(x p ) ≤ C (3.12)
for any family (x p ) p ⊂ Ω, where µ(x p ) is defined as in (2.48). In particular, since by (3.1) µ − p → 0, then |x − p | → 0.
In particular when ℓ = 0 it follows that γ is harmonic in R 2 \ {0} and γ(x ∞ ) = 0 for some point x ∞ ∈ ∂B 1 (0), therefore by the maximum principle we obtain γ ≡ 0. and setting x ∞ = −x ℓ .
3.3.
Conclusion of the proof of Theorem 3.1. It follows combining all the previous results. More precisely i) and ii) follow from Proposition 3.2 and Proposition 3.5. iii) is due to Proposition 3.6. iv) is in Proposition 3.10. Finally v) comes from Proposition 3.11.
