Inverse filtering of speech signals for the separation of vocal tract and glottal source effects has a wide variety of potential applications, including the assessment of glottis-related aspects of voice function. Among all existing approaches to inverse filtering, this paper focuses on homomorphic prediction. While not favoured much by researchers in recent literature, such an approach offers two advantages over others: it does not require previous estimation of the fundamental frequency and it does not rely on any assumptions about the spectral enevelope of the glottal signal. The performance of homomorphic prediction is herein assessed and compared to that of an adaptive inverse filtering method making use of synthetic voices produced with a biomechanical voice production model. The reported results indicate that the performance of inverse filtering based on homomorphic prediction is within the range of that of adaptive inverse filtering and, at the same time, it has a better behaviour when the spectral envelope of the glottal signal does not suit an all-pole model of predefined order.
INTRODUCTION
In a discrete signal processing framework, the most basic, yet widely used, voice production models map the human phonatory system to a set of linear systems connected in cascade. In their simplest form, such models consist of three blocks (Rabiner and Schafer, 1978) : the voice source (glottal source) G (z), which may be either a quasi-harmonic or a noise-like signal, depending on the type of sound being modelled (voiced or unvoiced), a vocal-tract filter V (z) that adds resonances to the signal and a radiation filter R (z) that accounts for flow-to-pressure conversion in the lips. Actually, using non-invasive measuring techniques only the output of the composite system S (z) = G (z) · V (z) · R (z) can be measured as an audio signal. In this context, glottal inverse filtering is a blind deconvolution problem consisting in estimating the glottal source G (z) from the recorded voice S (z) without any a priori knowledge on the form of V (z) · R (z). While the extraction of the glottal source from recorded voice is of interest for many applications and several algorithms for such inverse filtering have been proposed, to present a standard automatic procedure is still lacking (Walker and Murphy, 2007) .
The highest difficulty in glottal inverse filtering (as in other blind deconvolution problems) is the discrimination among the effects of individual systems of the overall output. In the specific case of glottal inverse filtering, this problem is approached in a number of different ways (Walker and Murphy, 2007) :
• Pitch-synchronous approaches: They require identification of glottal closure instants. The reason for this need may either be for analysing glottal closed phase (Wong et al., 1979) , which is a time interval in which the vocal tract receives no input and, therefore, output voice is assumed to be independent of glottal source, or for isolating glottal source periods whose waveform may be estimated either adaptively (Akande and Murphy, 2005) or jointly with the vocal tract (Fu and Murphy, 2006 ).
• Pitch-asynchronous approaches: These approaches do not necessarily require either detection of specific time instants or pitch-period calculation, though the performance of some of them may be increased including pitch synchronism. The most known scheme in this group is the Iterative Adaptive Inverse Filtering (IAIF) algorithm (Alku, 1992) . It assumes a two-pole model for the glottal source and uses such assumption to refine the all-pole vocal tract estimation. A similar approach based on lattice filters has been reported in (Gómez-Vilda et al., 2008 ). An alternative asynchronous approach consists in making use of the deconvolution capabilities of cepstrum for discriminating between glottal source and vocal tract plus radiation. Such approach was firstly proposed in (Oppenheim and Schafer, 1968) and was refined afterwards with the addition of pole-zero modelling (Kopec et al., 1977) . Recently, its use for the estimation of vocal tract resonances has been reported (Rahman and Shimamura, 2005) .
The interest of the glottal source waveform for the assessment of laryngeal pathologies comes from the close expected relationship between laryngeal function and the glottal waveform itself. Some results on this application have been reported, for instance, in (de Oliveira-Rosa et al., 2000) , (Gómez-Vilda et al., 2007) and (Gómez-Vilda et al., 2008) . However, the application of glottal inverse filtering techniques to pathological voices has a number of difficulties that should not be disregarded. In the first place, pathological voices may not have a clear harmonic or quasiharmonic structure (see type 3 voice segments in chap. 4 of (Sapienza and Hoffman-Ruddy, 2009) ) and some pathologies may prevent complete glottal closure (Sapienza and Hoffman-Ruddy, 2009)(chap. 5) . Therefore, the implementation of pitch-synchronous approaches may be problematic in such cases. In the second place, assumptions about the spectral envelope of the glottal waveform (e.g. a 12 dB/oct decay (Walker and Murphy, 2007) ) that are inherent to some approaches, for instance IAIF, may not be valid for pathological voices. In addition, other not yet solved issues of inverse filtering, no matter its application, have to be considered too. One of the most remarkable of such issues is the evaluation of the inverse filtering algorithms themselves. Although a set of objective measures for this evaluation has been proposed (Moore and Torres, 2008) , these rely on the expected characteristics of the glottal source waveform, not on the measured characteristics, as the glottal source is commonly unknown. One way to solve that problem is the usage of synthetic voices for the assessment of the algorithms (Walker and Murphy, 2007) , but the validity of this approach depends on the realism of the used voice synthesisers.
In the previously described context, this article reports on the evaluation of two inverse filtering approaches for pathological voice signal analysis. Due to the above-mentioned potential characteristics of pathological voices, pitch-asynchronous approaches have been preferred. Among these, the performance of IAIF (Alku, 1992) has been compared to that of a variant of the homomorphic prediction (HoP) proposed in (Kopec et al., 1977) . The performance has been evaluated using synthetic voice signals produced with a physical voice model (Kob et al., 1999) (Kob, 2002a) . The usage of synthetic voices has allowed an objective and quantitative performance evaluation that has been carried out both in temporal and spectral domains. The rest of the paper is organised as follows: in section 2 a description of the voice simulator and the voices produced with it is provided, section 3 contains a description of the analysed inverse filtering algorithms, section 4 presents the results of applying these algorithms to the synthetic voices and, last, section 5 is dedicated to the conclusions.
SIMULATED VOICE SIGNALS

Simulation Model
The materials used for the herein reported experiments have been synthetic voice signals generated with the VOX simulator (Kob, 2002b ). An overview of the simulation model can be found in (Kob et al., 1999) and a more thorough description in (Kob, 2002a) . As far as this paper is affected, the simulation model consists roughly of two blocks: glottis model and vocal tract model. The glottis model is formed by a set of vocalis-mucosa pairs connected among them and with the larynx walls by means of springs of tunable stiffness. Within each pair, both the vocalis and the mucosa are represented by one mass each, the mucosa above the vocalis, and connected between them also by a spring. For the work reported in this paper, each vocal fold has been modelled by a series of 15 vocalis-mucosa pairs. Two types of glottis have been simulated: a normal glottis with the vocal folds having straight edges and uniform stiffness and mass distribution and a glottis with one pair of nodules simulated by a localised concentration of mass and irregular vocal-fold edges. The specific form of the vocal folds has been chosen so as to mimic the move- (Sapienza and Hoffman-Ruddy, 2009 ). As for the rest of parameters, default values suggested in (Kob, 2002a) have been used. A schematic representation of the glottis model is given in figure 1 .
As for the vocal tract, among the possible modelling approaches offered by VOX, the "stairs" model has been chosen. This corresponds to the KellyLochbaum model. It considers the vocal tract as a series of 45 concatenated tubes with different diameters and the pressure wave propagation along the inside of such structure is simulated. The simulation approach is similar to that of (Mathur et al., 2006) . (as in "foot"). These shapes have been obtained from (Story and Titze, 1998) .
Therefore, on the whole the experiments have been realised with six signals which come from the combination of the two glottis models with the three vocal tract models. For this particular experiment, uncoupled simulation of vocal folds and vocal tract has been chosen. Indeed, this eases the task of inverse filtering algorithms, since they are fed with signals for which the simplified voice production model mentioned in section 1 is fully valid, which is not the case of real voices. However, the choice is justified because such a model has proven to be valid for a wide variety of applications and the purpose of the herein reported work is to provide a comparative analysis of algorithms and not absolute performance measures. Figure 3 shows part of the simulated glottal flow signals for normal and nodular voices. In both plots, the signals have been normalised to be zero-averaged and with mean square value equal to one (µ x g = 0, σ x g = 1). The sampling frequency of both signals is f s = 17640 Hz. While both signals have a fundamental frequency of 206 Hz -see the modulus of the corresponding Discrete Fourier Transforms (DFT) plotted in figure 4-, the normal voice presents a smooth glottal cycle, while the nodular voice has an irregular glottal cycle with oscillations shorter that one cycle. These correspond to a disjoint oscillation of the anterior and posterior parts of the glottis, with the nodules being the limit between those parts. In spectral domain, this is reflected by a non-harmonic structure (peaks are not repeated at regular frequency intervals) with spectral peaks higher than that corresponding to the fundamental frequency (figure 4, down).
Characteristics of Simulated Glottal Signals
In figure 4 , the spectrum of a linear prediction (LP) model fitted to the glottal signals has also been depicted. The spectrum of the glottal flow is typically assumed to have an envelope with a 12 dB/dec decay, which can be modelled with a 2-pole LP model (Walker and Murphy, 2007) . In fact, a 2-to-4 pole LP model for the glottal flow is proposed in (Alku, 1992) and a similar number of poles (1 to 3) is suggested in (Gómez-Vilda et al., 2008) . The discrete all-pole modelling (DAP) algorithm (El-Jaroudi and Makhoul, 1991) has been used for the fitting of the LP model. For the normal voice in figure 4 the LP model approximately corresponds to the simulated signal as for the placement of the highest spectral peak and the smooth decay of the spectral envelope above 1 kHz.
In contrast the slope of the decay does not coincide. However, in the case of the nodular signal, the decay slope of both the model and the signal is roughly similar, but the highest peak of the spectral envelope is clearly different and the behaviour of the signal for high frequencies (above 3 kHz) does not match the model. These divergencies between the signals and the all-pole LP models pose the interest of using inverse filtering algorithms that make as less previous assumptions as possible regarding the spectral envelope of the vocal tract.
INVERSE FILTERING ALGORITHMS
Iterative Adaptive Inverse Filtering (IAIF)
As mentioned in section 1, the IAIF algorithm (Alku, 1992 ) is a pitch-asynchronous scheme that has become prototypical for adaptive approaches to inverse filtering. The flow diagram of the IAIF algorithm is represented in figure 5 . Within this algorithm, the voice signal is processed by three blocks: 1. A high-pass filter with cut-off frequency near 30 Hz that removes slow variations of the glottal flow.
A FIR filter that removes the effect of the vocal tract out of the voice signal. This block is called inverse filtering because is response H IF (z)
is sought to be the inverse of the vocal tract response:
Since V (z) corresponds an all-pole LP model:
3. An integrator whose response H i (z) compensates for the radiation effect of the lips. Such radiation effect is, approximately, a differentiation, thus:
.
where ρ is a positive real number close to 1 but lower, so as to ensure filter stability.
The purpose of the white blocks in figure 5 is to provide a good estimate for V (z). For this purpose, a two-step procedure is repeated twice. In the first pass, a single-pole LP model is assumed for the glottal waveform G (z) (G1) and, based on this assumption a t 1 -pole LP model is fitted (LPC analysis) to the result of inverse-filtering the voice signal with that glottal model (T1). Such t 1 -pole LP model is a first estimate of V (z) which is used to produce a refined 2-to-4 pole LP model of G (z) (G2). This allows, again, an improved estimation of V (z) using a LP model with t 2 poles (T2). The LPC analysis is done with the DAP algorithm (El-Jaroudi and Makhoul, 1991), which has shown to provide better model estimates than classical autocorrelation methods. A free implementation of the IAIF algorithm can be found in (Arias and Bäckström, 2008) .
Homomorphic Prediction (HoP)
An alternative, pitch-asynchronous approach for inverse filtering is that of homomorphic (or cepstral) analysis. This was first proposed in (Oppenheim and Schafer, 1968) and it is based on two ideas:
• The introduction of a logarithm operation allows to transform the convolution operation in a sum. That is, in the speech production model could be expressed in "log-z" domain as:
• The vocal tract affects the spectral envelope of voice, while the glottal source is responsible for the fine quasi-harmonic structure; therefore, the inverse transform of (4) should result in a signal in which G (z) and V (z) are highly separable. A combination of these two ideas with the LP modelling approach was introduced in (Kopec et al., 1977) under the name of homomorphic prediction (HoP). This combination consisted in calculating the real cepstrum of the voice signal:
eliminating the part fo the cepstrum corresponding to the harmonic structure of the voice signal by shortpass liftering:
and fitting an all-pole LP model to the remaining minimum-phase signal that can be recovered as:
The Fourier transform F and its inverse F −1 can be implemented with the DFT if a sufficient number of zeroes is appended to the original voice signal (Childers et al., 1977) . A very similar approach has more recently been used in (Rahman and Shimamura, 2005) to estimate the resonances of the vocal tract for high-pitched voices. While such an approach for separating the effects of glottis and vocal tract has been applied to the identification of the vocal tract response, both in (Kopec et al., 1977) and (Rahman and Shimamura, 2005) , it has not been tested yet for glottal-source recovery. In fact, the liftering operation in (6) separates between spectral envelope and harmonic structure, provided that q th is chosen to be less but close to the fundamental period of the signal. However, it does not differentiate between the component of the spectral envelope of the signal due to the vocal tract and that due to the glottal waveform itself. The glottal waveform is expected to provide a smooth decay of the spectral envelope (as illustrated in figure 4), while the vocal tract is expected to produce peaks associated to its resonant frequencies. Therefore, in the cepstrum, the lowest values of q in (5) should be associated to the glottal waveform and the highest values below the fundamental period should be associated to the effect of the vocal tract.
Thus, the following algorithm, based in HoP, is proposed for inverse filtering: 1. Apply an integrating filter (3) to the voice signal so as to compensate for the lip radiation R (z). This produces a radiation-compensated signal S R (z).
2. Calculate the cepstrum of S R (z) as in (5):
3. Choose and appropriate value of q th to perform long-pass liftering:
4. Recover the minimum-phase signal:
5. Fit a discrete all-pole LP model to S LP R (z). Such a model should is an estimate of V (z).
6. Use the estimate of V (z) to perform inverse filtering on S R (z), hence obtaining an estimate of the glottal flow derivative G (z). the six synthetic voice signals mentioned in section 2. In all six cases, signal interval with lengths equal to 717 ms have been chosen, skipping the initial transient phase of the simulation. The outputs of both IAIF and HoP have undergone an additional integration to obtain the normalised glottal flow from its derivative. Such integration has been performed with filter H i (z) in (3). The values for the rest of the simulation parameters are summarised in table 1. The value of ρ has been tuned manually between 0.9 and 0.99, values of t and g are as recommended in (Alku, 1992) and (Gómez-Vilda et al., 2008) and the value of q th has been chosen considering the widest vocal tract formant bandwidths (around 300 Hz) reported in (Akande and Murphy, 2005) . As for the input signals, all of them have been normalized to have zero mean and unit standard deviation. Figure 6 show the amplitude of the frequency response of the simulated vocal tract corresponding to the vowel /a/ and its estimates provided by the IAIF and HoP algorithms for both normal and nodular voices. Qualitatively, it can be noticed that while the IAIF algorithm allows a better identification of the resonant frequencies of the vocal tract, the HoP pro- vides a better fit to its locally averaged shape. This is specially true for frequencies below 2000 Hz.
The simulated and estimated glottal flows for 30 ms segments of the signals corresponding to the vocal tract /o/ are plot in figure 7. Qualitatively, both for normal and nodular voices, HoP tends to provide a better fit to the original signal than IAIF. In order to provide a quantitative comparison of the performance of both approaches, the available signals have been randomly split in segments with durations uniformly distributed between 70ms and 210ms. For each segment, both the IAIF and HoP algorithms have been applied to produce glottal flow estimatesĝ j [n] , where i = 1 . . . J stands for the processed voice segment. Afterwards, such estimates have also been normalized and time aligned with the corresponding simulated glottal flows g j [n] . The experiment has been repeated 60 times with each signal with different starting points for the voice segments and an average signal-to-error measure has then been computed as follows:
where E{·} means time averaging and J is the total number of segments along the 60 iterations. The obtained values of SER for the six test signals are compiled in table 2. The performance of HoP for this particular set-up and the used test signals is significantly better than that of IAIF for the normal voices and it is roughly similar for the pathological voices. An insight into the reasons for the reported results can be fund by analysing the spectral behaviour of the glottal waveform estimation error. Specifically, figure  8 shows the plot of:
for both normal and nodular voices and for the vocal tract /a/, for which HoP has the worst comparative performance. For normal voice, the HoP estimation error is lower than that of IAIF for all frequencies except for an interval around the first harmonic, which is very close to the peak provided by the 2-pole LP model of the glottal signal (recall figure 3) . It should be remembered that the 2-pole LP model in this case was not able to match the decay of the spectral envelope of the signal, hence the wide interval over which HoP provides a better estimate of the glottal flow. In contrast, the fit between the decay of the 2-pole LP model and the signal was much better for the simulated pathological signal (recall figure 3, again). This results in a better performance of IAIF except around the position of the spectral peak of the 2-pole model (500 to 1100 Hz) and for very low frequencies (less than 200 Hz). Therefore, the comparative performance of HoP versus IAIF seems to be directly affected by the goodness of the fit between the spectral envelope of the glottal flow and the allpole LP model used to model that flow. In this case, a good fit, as is the case for the nodular voice, results in a similar performance of IAIF and HoP, while a divergence results in HoP outperforming IAIF.
CONCLUSIONS
Within this paper, the applicability of homomorphic prediction to inverse filtering has been analysed. This approach, while it has not been favoured much by researchers during the last years was firstly proposed in (Kopec et al., 1977) for the estimation of the resonance structure of the vocal tract. Herein, it has been shown that a modification of such an algorithm by using long-pass liftering in cepstral domain instead of short-pass liftering provides an alternative method for the identification of the glottal source in voice signals. This method shares with iterative adaptive inverse filtering its capability for working pitchasynchronously, which is a relevant issue for the processing of pathological voices. Moreover, though not directly studied in this paper, previously reported analysis indicate that HoP may outperform IAIF for high-pitched voices (Rahman and Shimamura, 2005 ) (Walker and Murphy, 2007) in pitch-asynchronous schemes. The performance of both HoP and IAIF has been analysed quantitatively by using synthetic voice signals provided by a biomechanical simulator of voice production. The reported results show that both algorithms provide a similar performance when the glottal signal suits well the all-pole LP model assumed in IAIF, while HoP gives better figures when this does not happen. Therefore, it can be concluded that HoP provides a scheme for inverse filtering that is adequate for pathological voices since it works pitchasynchronously and that is more robust against variability in the spectral envelope of the glottal signal, since it does not impose assumptions related to its spectral decay.
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