INTRODUCTION
Genetic variation in DNA sequence influences the risk of developing many diseases. Early studies investigated genetic variations underlying rare conditions that showed clear Mendelian segregation patterns through families (e.g., Huntington's disease 1 , cystic fibrosis 2 ); they were very successful in locating these genetic variations, because they carried a 100% risk-and were the sole cause-of the disease. However, the search for genetic variants that underlie common 'complex diseases' (e.g., diabetes, cardiovascular disease, many cancers) has proven much more difficult. This is because each variant is only one of the many genetic and environmental causal factors, each of which are neither necessary nor sufficient to individually cause the disease. Thus, they predispose to-rather than directly result in-its development. Finding those variants is important, because even a variant that results in a low increased relative risk of a common condition may still have major public health importance in terms of the number of people affected because of it; moreover, such findings can uncover novel causal pathways worthy of further exploration.
With the unraveling of the human genome sequence and the identification of many DNA sites where individuals differ via the International HapMap 3 , we now have the raw information required to find disease-predisposing (or protective) genetic variants for complex traits 4 . Phase II of HapMap provides information on the location of B4 million common single nucleotide polymorphisms (SNPs) across the genome in four populations of different ethnic origin (Caucasians of Northern and Western European origin, Japanese from Tokyo, Han Chinese from Beijing and Yoruba from Nigeria). More importantly, within each population, HapMap provides information about the allelic association between SNPs located near each other, also termed 'linkage disequilibrium (LD)' . LD is the population-genomic feature used in genetic association studies to find the location of a disease-predisposing genetic variant. Knowing the LD structure, either in a candidate region or across the genome, helps the investigator to select a subset of SNPs that capture the majority of all common genetic variation, because they predict the allelic status of other nearby SNPs (and thus also any common disease-predisposing variants) without having to genotype these variants themselves. How to select such 'tag SNPs' will be discussed in a separate protocol (in preparation).
There are two main types of genetic association studies: population-based case-control studies and family-based studies. Familybased association studies are often most efficiently aimed at finding rare variants underlying rare conditions or rare subphenotypes of a common condition. Their design is not the focus of this protocol. Population-based (defined here as nonfamily-based) case-control studies have become the most popular design to find common polymorphisms thought to underlie complex traits (also termed 'common disease common variant hypothesis') 5 . They can be hypothesis-driven candidate gene (CG) studies, focusing on a particular gene or area of the genome, or can involve genome-wide association (GWA) analyses conducted without prior hypotheses. To date, the success rate of CG case-control studies has been very poor. To illustrate, a review in 2002 of 603 published disease-genetic variant associations found that only six appeared to be independently replicated 6 . Some investigators have interpreted this as evidence that most-if not all-complex traits are not caused by common genetic polymorphisms, but by multiple rare ones 7 , for which populationbased case-control studies have little or no power of detection 5 . However, most CG studies carried out to date have been poorly designed in terms of case definition, control selection, genetic marker selection and particular sample size, and therefore cannot provide evidence for the success or failure of their intended objectives either way. The potential for GWA studies has only recently materialized because of reductions in genotyping costs and more sophisticated specifications of the genotyping arrays in terms of SNP numbers and coverage. The latest products provide 300,000-1 million SNPs, supplemented by selected sets that are hypothesized to be of increased functional importance. Despite scepticism regarding their power to detect the modest effect sizes of common polymorphisms expected to underlie complex traits, examples of replicated findings have started to emerge [8] [9] [10] [11] [12] [13] [14] .
This protocol considers the appropriate design of both CG and GWA studies in terms of case and control definition, and determining minimum sample size to achieve adequate power. Marker selection strategies, quality control and basic data analysis will be discussed in separate protocols (in preparation).
Define the case/phenotype definition accurately The first step in the design of a case-control study is to define the disease or phenotype of interest as accurately and specifically as possible. This is important because nonspecific case definitions will increase both the genetic and the environmental heterogeneity in underlying causal factors, and can therefore drastically decrease the power of detection of an effect. Also, replication of the study (a crucial part of the validation of the results found) will become impossible if the phenotype has not been adequately defined. Often a balance has to be achieved between phenotype definitions that are seen as clinically relevant (but which may not be highly specific) and those that are seen as biologically relevant (which may be more specific, but less clinically relevant). Such definitions are likely to change historically as more clinical and biological information become available. For example, the diagnosis of the main subtypes of diabetes has grown more specific over the years, from 'earlyonset versus adult-onset' to 'insulin-dependent versus noninsulin dependent' to type I/type II, and most recently type 1/type 2 (refs. 15,16) . Even the most recent definition of type 2 is recognized as a heterogeneous condition with diverse molecular and environmental pathways 17 . In addition, since recruitment of adequate numbers of cases within a highly specific disease definition is often difficult (i.e., requiring multicenter studies), less specific definitions are frequently introduced to make up sufficient numbers in an attempt to attain a certain level of power. However, in reality a gain of power may not be achieved at all; a reduction in overall power may even be the result, because of increased causal heterogeneity. In practice, the best guideline is to define cases according to a definition that minimizes the likely causal heterogeneity based on all existing clinical and biological evidence. For example, in a situation in which a clear, strong, environmental cause is already known for the condition in question, the investigator could limit case and control selection to those unexposed to this cause.
Is the disease heritable?
An obvious, but sometimes overlooked, element in deciding whether or not to pursue any genetic association study is to weigh up all the evidence of familial aggregation studies that have investigated the heritability of the disease of interest. Heritability is assessed through studying disease patterns among family members, in particular comparing monozygotic (MZ) with dizygotic (DZ) twins. Increased concordance of disease status among MZ versus DZ twins suggests a role for genetic factors, since DZ twins share, on average, half their genes whilst MZ twins are genetically identical. Diseases of low heritability (e.g., 10-20%) will likely need very large sample sizes to allow the finding of etiological genetic variants, which will need to be considered. More importantly, if good evidence exists that the heritability of the phenotype in question is (close to) zero, little will be gained from conducting a genetic case-control study.
Is a population-based case-control study the right design for the research question? There are several conditions that determine whether a populationbased case-control study is suitable to answer specific research questions. First, such a study design is best suited to the phenotypes for which several thousands of cases can be recruited to be able to detect the likely modest underlying genetic relative risks. The power of a case-control study can potentially be increased (and thus the number of cases required decreased) by recruiting cases with a family history of the condition (or even by selecting multiple cases from families whilst adjusting for their familial correlation), as they may be more homogeneous in genetic etiology. This is also known as enrichment sampling 18 . However, enrichment sampling does not always increase power in genetic studies (as familial aggregation may also be due to shared environmental factors, or due to genetic variants not under consideration), while general population-based samples can provide more power. If the case definition is a relatively rare subphenotype that shows clear segregation in families (and families with multiple affected individuals can be collected and genotyped), then a family-based approach will be preferable. A second condition before embarking on a population-based approach is the possibility that one or more of the underlying genetic variants could be common (e.g., with a population allele frequency 40.05). Moderately rare (frequency 0.01-0.05) variants can also be detected with available sample sizes, but only if they carry a large effect (relative risks 42.0). If there is an a priori hypothesis that all undetected genetic variants are rare and of small effect, the samples sizes required to detect such effects in a population-based study will be unfeasibly large 5 .
Control selection
A general guide to control selection for any case-control study is that controls should be selected from the same population in which cases arose, and should be representative of the population who would have become cases according to the case definition and recruitment strategies for the study 19 . This has long been the golden rule in epidemiological study design, the reason being that it minimizes spurious findings (false positives) due to information and selection biases, and confounding 20 . In genetic association studies, bias due to environmental factors is not generally a problem; the most important type of bias-confounding-is related to the ethnic origin of cases and controls, and is often referred to as population stratification 21 . In this situation, a comparison of the frequency of the genetic variant between cases and controls will show a significant difference due to the underlying sampling scheme, rather than to a real effect of the variant on disease risk.
The negative effects of population stratification can sometimes be avoided at the study design level (by matching controls to cases on potentially important confounders that mark population structure) or the data analysis level (by adjusting the results for these confounders). It should be noted that matching is only essential when the frequency of the confounder shows such a marked difference between cases and controls that it cannot be adjusted for in the analysis, or in situations where the confounder cannot be accurately measured. 'Overmatching' on unnecessary variables will actually reduce power, since all matching variables will need to be taken account of in the analysis 22 . Population stratification is minimized when controls are matched to cases on ethnicity (or when cases and controls are restricted to a particular ethnic group), often ascertained through self-description 23 , although the extent to which this can avoid stratification depends on the population under study and the differences in disease prevalence and allele frequencies across populations [24] [25] [26] [27] reduce population stratification in situations where there are gender differences in disease prevalence (since many other traits may be gender-related and may in turn be associated with polymorphisms across the genome). Whether or not further matching on other covariates is necessary and actually reduces the potential of population stratification is a question for debate, and will depend on the disease in question. Various epidemiological matching schemes were developed for studies of environmental factors in which environmental confounding is a problem. Although environmental confounding is not generally considered to be a problem for genetic association studies, theoretically, it could still be an issue in GWA studies of very large sample sizes. One could imagine a scenario where controls were matched to cases on ethnicity and sex, but were very dissimilar in terms of, for example, socioeconomic background or smoking patterns, resulting in phenotypic differences between cases and controls unrelated to the disease in question, but related to genetic variants underlying the propensity for certain exposures. These effects could possibly show up in a GWA analysis, although the effects would have to be large and the differential sampling would have to be very pronounced. Considering the current difficulty of finding small genuine effects for complex traits in optimally designed case and control studies, such generation of false positives due to confounding may not be a particular problem in practice, but, with ever increasing sample sizes in future, it may become so.
Any remaining stratification-after careful design of a casecontrol study-can be investigated and to some extent controlled for by analytical methods 28, 29 . When a covariate has a marked influence on disease risk but is unlikely to be associated with allele frequency differences (e.g., age), matching may still improve the power of a study by ensuring that controls had the same opportunity as cases to develop-and be diagnosed with-the disease. For example, when controls are selected that are substantially younger than cases, they may include individuals who would have developed the disease of interest given time and thus reduce power.
Whether or not controls should be totally unselected on the basis of other phenotypes (i.e., derived from the general population), or should (also) comprise a mixture of other case groups with unrelated conditions, is currently a matter for debate; it is likely that the optimum solution will vary from one disease to another. When cases are recruited from clinics, the use of clinic controls diagnosed with other conditions has the advantage of matching for health-seeking and socioeconomic characteristics that may be associated with population substructure; however, selective inclusion of other diseases amongst controls has the potential to increase the false positive rate. When center-based recruitment of controls is not feasible, investigators often use groups of already genotyped 'common' controls. In particular, GWA studies (e.g., the Wellcome Trust Case Control Consortium-http://www.wtccc.org.uk/ 14 ) are likely to use this approach as it is much more economical. It is important that basic characteristics of such panels are known, such as ethnicity, sex and age, and if possible, area of recruitment, so that they can be matched for in the design or adjusted for in analysis. Large-scale biobanking efforts, such as UK Biobank 30 , will be able to provide such well-characterized control sets.
It is important to note that the previously described limited matching on-or adjusting for-a few covariates identifying substructure, or indeed the use of common controls, is suitable only for studies that are intended to assess genetic risk. If a future aim is to incorporate environmental risk or gene-environment interaction, then more stringent design considerations developed to minimize information and selection biases in environmental epidemiological studies need to be applied.
Sample size requirements?
If cases are sampled from all those present in the general population, the relative risks (odds ratios in a case-control study) for specific alleles influencing complex diseases are expected to be modest to small 31 . For polymorphisms with allele frequencies 40.2, the odds ratios are expected be in the range of 1.1-1.5; for allele frequencies between 0.05 and 0.2, up to B3.0. This is true by definition, since a common variant with much larger relative risks would result in a large attributable risk for that variant with respect to the disease; in other words, the variant would explain a very large proportion of the causality of the disease, which would make the condition's characteristics resemble a Mendelian rather than a complex disorder. As a guideline, sample sizes of at least 1,000 cases and 1,000 controls are required to detect odds ratios B1.5 in size with at least 80% power, but the required size of each individual study will depend on whether (i) the analysis will also include case subgroups; (ii) the analysis focuses on CGs with a limited number of independent tests or GWAs with many thousands of tests; and (iii) there is an a priori hypothesis to be tested relating to a polymorphism of known allele frequency (e.g., in a replication study-see below). The expected effect size to be detected in a study (and thus power) can sometimes be increased using family history enrichment schemes for case sampling 18 . However, as mentioned before, they are not guaranteed to do so because of environmental and genetic heterogeneity. If recruitment of cases is more difficult than controls, power can often be increased more economically by increasing the ratio of controls to cases 22 . When many SNPs are tested, and testing all of these in many thousands of cases and controls becomes prohibitively expensive, a multistage design can be more economical 32 . In such a design, all SNPs are tested in a random subset of cases and controls, and those exhibiting a nominal predetermined significance level are taken through to be tested in the remainder of the study sample. Subsequent analysis needs to be carried out for the different stages combined to maintain power level 33 . The optimal multistage design depends on the relative cost of stage 1 versus stage 2 genotyping, but also on the underlying (unknown) disease model, which presents a problem in the design. If budgetary reasons are not a strong issue, one-stage designs are preferred over multistage designs. With genotyping costs for whole genome panels ever decreasing, the case for multistage designs for budgetary reasons is becoming less strong.
De novo or a replication study? Additional considerations need to be taken into account when designing a replication study. First, the effect size found in original studies involving many variants is likely to be biased upward as it is dependent on reaching statistical significance and being published. This was first described by Beavis 34 in the context of quantitative trait loci, and has since been described in other settings as the ''Winner's curse'' 35, 36 . A study designed to replicate a finding should therefore base sample size calculations on a smaller effect size than found in the original study. Second, a comparison has to be made between the origin of the population in which the replication study is conducted and that of the original study. A true replication study will involve analysis of the same polymorphism with the same direction of effect in the same (ethnic) population measured on the same phenotype as the original study. If another ethnic population is considered, the study is in essence no longer a replication study, since causal pathways and the relative contribution of polymorphism to these pathways may differ between populations. Failure to 'replicate' findings in a study of a different population compared with the original study will not allow any meaningful judgment on the validity of result in the original study, but can only provide information on the lack of effect in the second population.
In the following protocol, we will go through two hypothetical examples of study design into type 2 diabetes-a CG study and a GWA study. For a glossary of terms, please see Box 1. 16 , diabetes is defined as the presence of impaired glucose tolerance (fasting plasma glucose of Z126 mg dl -1 or casual plasma glucose of Z200 mg dl À1 in the presence of symptoms or 2-h postload glucose Z200 mg dl À1 after an oral glucose tolerance test). Type 2 is diagnosed through the exclusion of type 1 and other types of diabetes, and the presence of insulin resistance 16 . Following standard diagnostic guidelines allows other groups to more easily replicate initial findings, though it is not always the most powerful approach for initial gene detection.
MATERIALS
2| If a consensus definition does not exist, consider all evidence and decide on a specific definition that optimizes biological and clinical relevance. m CRITICAL STEP Keep in mind that vague definitions increase etiological heterogeneity and decrease the potential of success of your study. 
BOX 1 | GLOSSARY
RELATIVE RISK-A measure of increased/decreased risk comparing two groups; it is the ratio of disease risk in one group over another. SINGLE NUCLEOTIDE POLYMORPHISM (SNP)-A genetic variant that consists of a single DNA base pair change, resulting in two possible allelic identities at that position. LINKAGE DISEQUILIBRIUM (LD)-The population correlation between two (usually nearby) allelic variants on the same chromosome; they are in LD if they are inherited together more often than expected by chance. POWER-The probability of a study to obtain a significant result if this result is true in the underlying population from which the study subjects were sampled. POPULATION ALLELE FREQUENCY-The frequency of a particular allelic variant in a general population of specified origin. CONFOUNDING-A type of bias in statistical analysis causing spurious or distorted findings due to the existence of factors that are associated with disease risk as well as the exposure of interest. POPULATION STRATIFICATION-A situation of confounding in genetic studies where cases and controls are not selected from the same population, and in which the subpopulations differ regarding the allele frequencies of the genetic variants under study and the prevalence of disease. COVARIATE-Any variable other than the main exposure of interest that is possibly predictive of the outcome under study; covariates include confounding variables which, in addition, are associated with exposure. ODDS RATIO-A measure of relative risk derived from case-control studies; it is the ratio of odds of disease in the exposed group over the nonexposed group. HERITABILITY-The proportion of total variance of a continuous trait that is due to all underlying genetic factors; heritability of a binary condition, such as a disease, is calculated by considering disease development as a threshold that is reached on a scale of underlying continuous liability. TYPE I ERROR-The probability of rejecting the null hypothesis of no effect of exposure on disease when in fact the null hypothesis is true. For genetic association studies, type I errors reflect false positive findings of associations between allele/genotype and disease.
3| Decide, taking the specificity of the disease definition into account, which setting to use for case identification (sampling frame). Consider that this should provide a population-based cross-section of the cases of specified definition, rather than a highly selected sample that may be biased toward unknown characteristics. In choosing the sampling frame, also take into account the additional information that needs to be collected, which should be based on clinical knowledge of the disease and published information about potentially important covariates. Type 2 diabetes cases can be identified from various clinical settings, and cases may vary in clinical/phenotypic characteristics (e.g., ethnicity, age at onset, duration since onset), which could introduce etiological heterogeneity. In our example, recruited cases will be of Caucasian origin and identified from diabetes clinic(s), which serve the general population. The following information will be collected for phenotypic characterization and data analysis: clinic, age, sex, age at symptom onset, age at diagnosis; any relevant clinical/phenotypic covariates (clinical test results, height and weight, family history of metabolic disorders, comorbidity, lifestyle indicators).
Determine if the disease is heritable 4| Decide from all available evidence in familial aggregation studies whether there is sufficient evidence that the disease of interest is heritable. Concordance rates of type 2 diabetes in MZ twins have been consistently found to be greater than in DZ twins. Population-based heritability estimates have varied from 26% for type II diabetes (using the type II definition based on fasting plasma glucose levels) to 61% (for type II diabetes + impaired glucose tolerance) 40 . In addition, several linkage studies have found suggested chromosomal areas that may harbor predisposing genetic variants 17 . m CRITICAL STEP If the heritability of a disease or subphenotype appears to be low (o20%) and the disease is common, it is likely that very large sample sizes (in excess of 5,000 cases and 5,000 controls) will be required to find predisposing genetic variants using a population-based approach. Apart from the fact that funds may be better targeted at studying the nongenetic etiology of such diseases, the sample sizes required may well render the study unfeasible.
Is a population-based approach the right choice? 5| Decide, based on all available evidence, whether the etiology of the disease of interest could reasonably include one or more common underlying polymorphisms (allele frequency 40.01). This is often difficult to know, but clear criteria against following a population-based approach would be if the disease or subphenotype under study is rare (prevalence less than B0.01) and shows clear transmission within families. In our example, it is entirely plausible that one or more common polymorphisms are implicated in the etiology of type 2 diabetes, as already shown by evidence for the association with PPARg Pro12Ala (minor allele frequency ¼ 0.15) 41 . Other common variants that have been recently identified include TCF7L2 42 and HEXX 13 . The prevalence of all types of diabetes in developed countries was estimated by the WHO at 4.7% in 2000 (ref. 43) , with an estimated 90% comprising type 2 diabetes (a prevalence of 4.2%), making recruitment of large numbers of cases from the general population feasible.
6| Decide whether population-based cases can be recruited through a single large center, or whether a multicenter approach is needed. When recruitment of several thousands of cases from one center is difficult (as is often the reality), multicenter recruitment is required, as long as each collaborator adheres to the agreed phenotypic definition and supplies the agreed covariate information. For our type 2 diabetes example, a multiclinic national recruitment approach may be fruitful given the sampling requirements.
Control selection 7|
Consider the setting(s) from which cases have been recruited, and the population from which these cases are likely to originate. Choose controls in such a way as to maximize the potential for them to have been derived from the same population, and to have had the same potential to be diagnosed as cases. In our example, Caucasian cases have been recruited using a multiclinic national approach. For CG studies, choose controls as outlined in option A below; for GWA studies follow option B. (A) Control selection for CG studies (i) For the relatively small-scale CG scenario requiring de novo genotyping, a useful approach is to use classical epidemiological designs of control recruitment tailored to the study 19 m CRITICAL STEP The potential for the use of common control groups, in particular including case groups with unrelated conditions, is currently a topic of investigation.
Determine the required sample size 8| For CG studies: follow option A if distinct SNPs have already been identified that are to be tested directly (i.e., not through LD with another marker) either because of a functional hypothesis or because of prior evidence of association; follow option B if the putative causal variant is not known, but the aim is to find an association through LD with the disease variant. For GWA studies: follow option C.
(A) CG scenario-direct association (i) Determine a minimum odds ratio of the disease allele to be detected by the study. As an example, we wish to test the result of PPARg Pro12Ala (ref. 41 ) through replication. The odds ratio of the disease allele derived from a second, independent, sample in this study was 1.23, with genotypic relative risks (GRRs) of 1.89 (Aa) and 2.20 (AA). m CRITICAL STEP If the study aims to replicate a SNP association that has not yet been replicated by others, make sure you use an odds ratio smaller than that from the hypothesis-generating study for the following calculations. How much smaller depends on the size of the original study and whether the initial results suffer from the ''Winner's Curse'' 6 : if the initial study was small (a few hundred cases and controls), its odds ratio is likely to be more inflated than that from a large study (a few thousand cases and controls). (ii) In the Genetic Power Calculator 37 , enter the relevant parameters. Table 1 shows the example for type 2 diabetes/PPARg Pro12Ala. (iii) Tick the box 'unselected controls' if a random sample of the population is used who have not been screened for the disease in question. (iv) Process these parameters. A summary of parameters entered is shown and-at the end-a table is displayed with the number of cases required to detect the effect size specified with 80% power and a variety of type I errors. (B) CG scenario-indirect association with multiple markers (i) Consider the total number of markers to be tested in the CG. We select PPARg (145 kb in size) as a CG, and assume we have previously selected 18 tag SNPs (see Supplementary Table 1 online) from the HapMap on the basis of a minimum pair-wise LD of r 2 ¼ 0.8. m CRITICAL STEP If these were 18 independent tests, a simple Bonferroni correction 44 could be applied to calculate the per-SNP P-value deemed significant (0.05/18 ¼ 0.0028). However, some of the SNPs may be in LD with each other, resulting in fewer than 18 independent tests. Using LD information from HapMap, SNPSpD 38 can be used to estimate the number of independent SNPs that they approximate to. (ii) Download the HapMap genotype information for the 18 tag SNPs. Go to HapMart: http://hapmart.hapmap.org/BioMart/ martview. Select the most recent NCBI genome build from the Schema drop-down menu. Select the dataset to be used that is closest to your study population. In this example, we select the CEPH population. Click next. (iii) Among the Filters, tick the option: 'limit to SNPs with these rsIDs' . Either upload a text file with the rs number of the tag SNPs, or enter the rs numbers in the box provided. Click next. (iv) In the drop-down menu for Attribute page, select 'GENOTYPE' . For SNP details, tick the boxes 'chromosome', 'position' and 'marker ID' . Under Genotype, tick the box 'CEU' . Select the output format 'Text, tab-separated', and save as a file (here, we specify 'hapmap18'). Click export. m CRITICAL STEP When specifying a file name, do not use an extension (e.g., ' .txt'), as this will result in the command not being processed in some browsers. disease allele frequency to observe the effect on required sample size. m CRITICAL STEP In view of the fact the study design involves common variants underlying a common complex disease, the suggested range of parameter values for disease allele frequency is 0.05rfreqr0.95; for GRRs, it is 1.10rGRRr2.00. (x) Since the causal variant is more likely to be in LD with the tag SNP set (rather than a member of it), the required number of cases and controls needs to be adjusted for the mean pairwise r 2 (ref. 45) . Divide the number of cases and controls by the estimated mean correlation between tagged and untagged common variation 3, 46 . For Caucasians, this is 0.97. m CRITICAL STEP Instead of using the mean r 2 value between tag SNPs and all common variation, also use the minimum r 2 value of 0.8. This will show how to capture a small but potentially important extra proportion of common SNPs that are in a lower average LD (0.8rr 2 r0.97) with other common SNPs, at the price of a more substantial increase in sample size. (C) GWA scenario (one-or two-stage) (i) Assume that the SNPs on the selected GWA panel are independent of each other. For our GWA example, we assume an array of B500,000 tag SNPs has been selected. (ii) Based on budget restrictions, make an initial estimate of the minimum number of cases and controls given genotyping costs, assuming that everyone will be genotyped on the genome-wide array (one-stage study). In our example, we start by planning to collect 1,000 type 2 diabetes cases and 1,000 controls. (iii) Assume different parameter values for both disease allele frequency and GRRs in the following calculations. Start up CaTS. Under Sample Size, enter the numbers of cases and controls. Under Two Stage Design, leave the percentages genotyped in stages 1 and 2 for the moment, and enter the SNP-based significance value assuming 500,000 independent tests and a global false positive rate of 0.05 after Bonferroni correction. This significance value is 0.05/500,000 ¼ 0.0000001 (¼ 1 Â 10 -7 ). Under Disease Model, enter the population prevalence of type 2 diabetes: 0.042. Vary disease allele frequency, GRRs and genetic model to desired specifications. Select the 'Power' tab at the bottom of the page to view the power of detection of the disease allele in a one-stage study. Move the slides for number of cases and controls to obtain the sample sizes required to detect the specified disease allele frequency and GRR combinations at a power of 80%. m CRITICAL STEP As before, in view of the fact that the study design involves common variants underlying a common complex disease, the suggested range of parameter values for disease allele frequency is 0.05rfreqr0.95; for GRRs it is 1.10rGRRr2.00. ? TROUBLESHOOTING (iv) When arriving at the desired sample size, divide the total number of cases and controls by the estimated mean or minimum r 2 between the SNP panel and all common variation (B0.97) 46 to allow for LD between tag SNP and untyped disease variant. TIMING None of the programs described take longer than a few seconds to run. Thinking through the designs and iterating through the many different parameters in the disease models are the rate-limiting steps.
? TROUBLESHOOTING
Step 8B(vii) Explanation of hap2gold.pl is provided by typing: perl hap2gold.pl -h.
Step 8C(iii and v) When using CaTS to find the optimal two-stage design, make sure the disease model is specified in such a way that the target power for the two-stage design is less than or equal to the power in the one-stage design. If a one-stage design is selected that provides 80% power, optimizing the two-stage design may produce a message indicating that 'The requested power cannot be achieved for your sample size and disease model' . This is because the one-stage power has been rounded to 80%, but is in fact slightly lower. Relaxing your model parameters slightly whilst maintaining a one-stage rounded 80% power value should solve the problem. Note: For help on the programs used in this protocol, please refer to the relevant websites.
ANTICIPATED RESULTS
Sample size calculations CG scenario-direct association (Step 8A) In our type 2 diabetes example, entering the parameter values specified (Table 1) into the Genetic Power Calculator shows we need 1,470 cases and 1,470 controls. Choosing three controls per case changes the required numbers to 1,017 cases and 3,051 controls. Not screening controls for diabetes increases the figures to 1,104 cases and 3,312 controls.
CG scenario-indirect association (Step 8B)
Using the same parameter values as specified in the direct scenario ( Table 1) , but allowing for 18 SNPs tested (per-SNP significance threshold P ¼ 0.0028) increases the required number to 2,749 cases and 2,749 controls in the Genetic Power Calculator. Reducing the number of independent tests based on the SNP results to 11 independent tag SNPs (per-SNP significance threshold P ¼ 0.0046), reduces the required number of cases and controls to 2,531 of each. This result assumes that the disease SNP was among the tag SNPs. After allowing for a mean r 2 of 0.97 between tag SNPs, we need B2,609 cases and 2,609 controls (using a minimum r 2 value of 0.8 increases this to 3,164 cases and 3,164 controls). Figure 1a shows the required number of cases (assuming a control:case ratio of 1:1 and an r 2 correction of 0.97) for different options of disease allele frequency and GRRs, under a multiplicative disease model [GRR AA ¼ (GRR Aa ) 2 ], which achieves 80% power of detection with SNP-based significance thresholds of P ¼ 0.0028 (18 SNPs) and P ¼ 0.0046 (11 SNPs), respectively.
GWA scenario (Step 8C) Using our type 2 diabetes example in CaTS, Figure 1b shows the sample sizes required in a one-stage design to detect different combinations of disease allele frequency and GRRs with 80% power, assuming a SNP-based significance threshold of 1 Â 10 -7 (using a Bonferroni correction for all 500,000 tag SNPs on the panel) and of 1.67 Â 10 -7 (when assuming that 500,000 tag SNPs on the panel correspond to 300,000 effective independent SNPs). A control:case ratio of 1:1 and a multiplicative disease model [GRR AA ¼ (GRR Aa ) 2 ] were assumed. To demonstrate potential cost savings adopting a two-stage design, we first assume a minimum sample size for a one-stage design into type 2 diabetes, that is, 3,000 cases and 3,000 controls. Table 2 shows how the different optimal designs for a twostage study depend on disease allele frequency and GRR. 
