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ALtmct-The communication via email is one of the most 
popular services of the Internet. Emails have brought us great 
convenience in  our daily work and life. However, unsolicited mes- 
sages or spam, Rood our email boxes, which results in bandwidth, 
time and money wasting. To this end, this paper presents a rough 
set based model to classify emails into three categories - s p a ,  
no-spam and suspicious, rather than two classes (spam and non- 
spam) in most currently used approaches. By comparing with 
popular classification methods like Naive B a y s  classification, 
the error ratio that a non-spam is discriminated to spam can 
be reduced using our proposed model. 
I. INTRODUCTION 
Spam, or junk mail, is an unauthorized intrusion into a 
virtual space - the Email box. Spam has caused serious 
economy loss and social issues. It was reported that the 
number of spam or unsolicited email messages was more than 
3.3 trillion worldwide, compared to 1.6 trillion in 2003. The 
economic damage from spam in 2004 is estimated at US$I 19 
billion woddwide, compared to US$58 billion the year before 
(h~f://stur-techcentrul.com/ rech/srory.usp). There are other 
social costs as welI. For example, since many spammers obtain 
their email addresses from Usenet newsgroups, many people 
have become reluctant to post messages on public forums, 
reducing the vibrancy of the Internet news community. Briefly, 
spam is a major concern of governments of many countries, 
ISPs and individual users of the Internet. Actions must be 
taken to anti-spam and protect the legal rights of the Internet 
users. 
To deal with the spam issue, many approaches have 
been developed. Typical ways for this purpose include 
blacklist method, whitelist method, spam filtering, and 
so on (hrtp://www.zeromIZ~on.com/webmarketing/ blacklist- 
whitelist.html). These methods can be used separately or in 
combination, and have reached some positive results in anti- 
spam war. 
The essential point in these methods is to identify which 
of the incoming emails are spam or not based on some 
characteristics of the emails. To do this, different classification 
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algorithms are employed, and most of them are from machine 
learning. 
Sahami et al. [I] experimented with an anti-spam filter 
based on Naive Bayes [2]. Similarly, Pantel and Lin [3] 
found that Naive Bayes outperforms Ripper in their anti-spam 
experiments. Drucker et al. [4] experimented with Ripper, 
Rocchio's classifier [5], Support Vector Machines [6], and 
boosted decision trees [7], with results showing that Support 
Vector Machines and boosted decision trees achieve very 
similar error rates, both outperforming Rocchio's classifier. 
Almost all these algorithms classify the incoming emails 
into two categories - spam and non-spam. However, this 
is far from satisfaction from the users point of view. For 
example, when the authors of this paper were conducting some 
research on this topic, one of them requested a paper from a 
peer colleague in Canada. Unfortunately (but interesting!), the 
expected email with the paper attached was dropped into the 
SPAM folder. Obviously, email users want the occurrence of 
such incidents as less as possible. This motivated us to find 
some new ways to reduce the error rate of classifying a non- 
spam to spam. 
Our idea to deal with this issue is to classify the incoming 
emails into three categories rather than two categories. That 
is, the emails are divided into spam, non-spam and suspicious. 
The classification algorithm is based on rough set theory 
IS]. The purpose for this is to reduce the error rate that a 
non-spam is classified as a spam. The experimental results 
show that the rough set based mode1 we will present in this 
paper does reduce the error rate compared with other popular 
classification algorithms. 
The rest of the paper is structured as follows. Section I1 
details the related work, which includes the work in spam 
filtering and rough set based classification applications in 
other fields. The email classification model based on rough 
set theory is discussed in Section 111. The experimental results 
based on some benchmark spam base are presented in Section 
IV. The evaluation of the proposed model is given in Section 
V. Finally, Section VI concludes the paper. 
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11. RELATED WORK 
The success of machine learning techniques in text catego- 
rization has recently led researchers to explore the applicability 
of learning algorithms in anti-spam filtering. A supervised 
learning algorithm is fed with a corpus of messages that 
have been classified manually as spam or legitimate, and 
builds a classifier, which is then used to detect incoming 
spam messages. Apart from collecting separately spam and 
legitimate training messages, the learning process is fully 
automatic, and can be repeated to tailor the filter to the 
incoming messages of particutar users or groups, or to capture 
changes in the characteristics of spam messages. Anti-spam 
filtering differs from other email and news categorization tasks, 
in that spam messages cover a very wide spectrum of topics, 
and hence are much less homogeneous than other categories 
that have been considered in the past. 
Thus far, some typical work related to email classification 
is as follows: 
RIPPER algorithm [9]: Cohen suggests new methods 
for automatically learning rules for classifying cmail 
into different categories: however he did not specifically 
address the category of junk mail in his paper. 
Genetic Document Classifier [lo]: This was the first 
published text classifier to use genetic programming. 
It routed in-bound documents (including emails) to a 
central classifier which autonomously routed documents 
to interested research groups within a large organization. 
Smokey I l l ] :  This is an email assistant that can detect 
hostile messages. 
Bayesian Junk Email Filter [ 11: A junk email filter based 
on an enhanced Naive Bayes classifier. Recall and pre- 
cision were improved when phrases and header specific 
information were added as features. 
Filter based on Maximum Entropy Model [12]. Zhang 
et al. presented a hybrid approach utilizing a Maximum 
Entropy Model and use it in a junk mail filtering task. 
They also compared their approach with a Naive Bayes 
classifier. 
As pointed out in Section 1, these algorithms classify the 
incoming emails as only two categories - span and non-spam. 
Even the precision of some of the algorithms are very high, 
the risk to incorrectly classify a non-spam email to a spam 
email is still not low. This is hard to be accepted by most 
email users. This situation has stimulated us to turn to rough 
set theory. 
Rough set theory has been applied to classification tasks 
in many fields. In [ 131, a tool based on rough set theory is 
reported, which is used for bookmark classification. In [14] 
Lambert-Torres et al. discussed their work on power system 
security analysis based on rough classification. In [ 151, rough 
set classification is used to rank the features extracted for 
detecting intrusions and generate intrusion detection models. 
To our knowledge, there’s no detailed report on applying 
rough set to email classification even some researchers men- 
tioned that rough set can be applied in this field. 
. 
111. ROUGH SET BASED MODEL 
Rough set theory was developed by Pawlak in 1982 [8] .  It 
is a mathematical tool for approximate reasoning for decision 
support and has been used for classification of objects. For 
the sake of further discussion, a brief introduction to rough 
set theory is given first. 
A. Brief Introduction to Rough Set Theory 
As we have discussed, our purpose is to reduce the error 
rate that a non-spam is classified as a spam. To manage this 
issue we will use classification algorithm based on rough 
set theory, we will classify the incoming emails into three 
categories: non-spam, spam and suspicious. According to 
rough set theory, they are also called positive region, negative 
region and boundary region, respectively. 
The rough set based classification model takes the incoming 
emails as inputs. In the context of rough set theory, the 
incoming emails as a whole can be treated as a decision system 
of the form L = ( U , A  U ( d } ) .  Here, U = ( ~ 1 ~ x 2 ,  ... zn} 
is a nonempty set of objects (emails) (n is the number of 
emails); A = {al,a2, ... a,} (m is the number of attributes) 
is a nonempty set of conditional attributes, and there exists a 
map U + V,, for every a E A, the set V, is called the value 
set of a; d is the decision attribute and not belong to A.  If 
there is no decision attribute in the second argument of L, L 
is then called an information system. 
As the kernel part of the model is to classify L into 
positive, negative and boundary regions, we now give the 
formal definition of these three regions. 
Defi nition I Let S = < U, A > be an information system 
and let B C A and X C U .  We can approximate X using only 
the information contained in 3 by constructing the B-lower 
and B-upper approximations of X ,  denoted as EX and E X ,  
respectively, as follows: 
- B X  = ( x ~ [ z ] ~  n X # 0) 
Where [X]B is the equivalence classes of B-indiscernibility 
relation. 
The objects in EX can be certainly classified as members 
of X on the basis of knowledge in B, while the objects in EX 
can be only classified as possible members of X on the basis of 
knowledge in B. Eased on the lower and upper approximations 
of set X 5 U ,  the universe U can be divided into three 
disjoint regions, the positive region POS(X) ,  the negative 
region N E G ( X ) ,  and the boundary region S N D ( X ) :  
P O S ( X )  = EX 
N E G ( X )  = U - BX 
B N D ( X )  =Ex -a 
( 1 )  
Respective to our issue, we define non-spam as positive region, 
spam as negative region. We should make the error rate 
that a non-spam is classified as a spam as low as possible 
nevertheless there is a boundary region which we call it 
suspicious. 
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Other concepts such as discernibility matrix and discerni- 
bility function, hitting sets and minimal hitting sets, reduct 
computation, and E-approximate hitting sets are also used in 
the proposed model. For details of these concepts, refer to, 
say, [17]. Here, we give one more definition - the rough 
membership function. 
Defi nition 2 The rough membership function quantifies 
the degree of relative overlap between the set X and the 
equivalence [.]E class to which 2 belongs. It is defined as 
follows [17]: 
x Brix 
P ;  : lJ + [O, 11 and P W  = *
The rough membership function can be interpreted as a 
frequency-based estimate of Pr(z E X l u ) ,  the conditional 
probability that object z belongs to set X ,  given knowledge 
U of the information signature of 5 with respect to attributes 
B. Then the formulae for the POS, BND and NEG can be 
generalized to some arbitrary level of precision ir f ( f ,  11 by 
means of the rough membership function, as shown below. 
POS(X)  = &X = {Zl&(Z) 2 7r) 
" ( X )  = B,x - B,x. 
N E G ( X )  = U - B , X  U - {z/&(z) > 1 - T }  
Note that formulae (1) is a special case with T = 1.0. x can 
be understood as the threshold when classifying an object. 
B. Email Cluss$cation Model Based on Rough Set 
Based on the preliminary definitions and knowledge, our 
general scheme of RSC (rough set classification) model is 
shown in Figure 1. There are a few important steps involved, 
which will be described as follows. 
Step 1: With the raw input data 5et (the incoming emails), 
first thing we need to do is to select the most appropriate 
attributes to use for classification. By doing so, the input 
dataset is transformed into a decision system L ,  which is then 
split into two parts: the training dataset (TR) and the testing 
dataset (TE) .  A classifier wiIl be induced from the TR and 
applied to the T E  to obtain a performance estimation. For 
TR, do Step 2 and Step 3. 
Step 2: Because the decision system has real values at- 
tributes, the discretization strategies should be built to ob- 
tain a higher quality of classification rules. There are many 
discretization methods available. In our experiments, Boolean 
reasoning algorithm [IS] is used. 
Discretization can be seen as a function fo applied to 
a system L, which yields a system L' such that the at- 
tributes PI, ;..,a,,d} in L are transformed into attributes 
{ a i ,  ..., um,d } in L',  where ai is the transformed version of 
ai and IVdrI 5 lV'l and iVa;I 5 lVuiI for all i E 1, ... m. 
fD(U, *4 U (4) = (U, A' U ( d ' ) )  
where (U,  A U  { d ) )  represents L, (U, A' U { d ' } )  represents L'. 
The Boolean reasoning algorithm proposed in [IS] is briefly 
described as follows: 
Let L denote a decision system, to be simple, we will 
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Fig. I .  General Scheme of Email Classifi cation Model Based on Rough Set 
each attribute a E A we can sort its value set to obtain the 
following ordering: 
TJ: < ... < < ... < u p ' .  
Let C, denote the set of all naively generated cuts for attribute 
a, defined as follows: 
xi = (z E Ula(s) = vi> 
A% = {v E Vu13s E X j  such that d(z) = U }  
The set C, simply consists of all cuts midway between two 
observed attribute values, except for the cuts that are clearly 
not needed if we do not bother to discern between objects with 
the same decision values. If we employ all naively generated 
cuts, the original discernibility in S with respect to the decision 
attribute is preserved. However, we can reduce the number of 
cuts if we consider how they (as an ensemble) partition the 
condition space. To find such minimal subsets of cuts, we 
construct a Bootean function h as shown below, where each 
cut corresponds to a Boolean variable: 
assume that all condition attributes a E A are numerical. For ~A(z) = { U  E V d l 3 ~ '  E U ~ ' I N D A x a n d d ( z )  = U )  
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each factor in h is a sum that stems from a pair of objects x 
and y that we want to discern between, and each of these is in 
turn composed of several sums of cuts from each attribute a. 
Only those cuts in C, that separate z from y are considered 
in the sum. Then the set of solutions to the problem of finding 
minimal subsets of cuts that preserve the original discemibility 
in L with respect to the decision attribute, are defined through 
the prime implicates of h. 
Step 3: The decision rules are created using the reducts 
computed by the attribute reduction algorithm as templates. 
There are many attribute reduction algorithms available now, 
the most effective algorithm for large decision system reduc- 
tion computation in practice is genetic algorithms (GA) [19]. 
GAS work very well on reduct finding in rough set theory. 
GAS have been integrated into many rough set tools like 
Rough Enough (http://www. trollduta.na/renaugh) and Rosetta 
(hrtp://rosenu.lcb.cu.se). Actually, Rosetta is used in our ex- 
periments. When using the GA, the fitness function F is 
defined as follows: 
Where m denotes the number of condition attributes, as in 
Definition 1 and 1161, M denotes the multiset of discernibility 
function of L, Si denotes each member of M and E 5 A, 
m rewards the shorter eIements and A4 tries to ensure that 
we reward sets that are hitting sets to guarantee the decision 
ability. The parameter E controls the degree of approximation 
decision ability. Based on empirical data, E = 0.9 in our 
model. After performing GA, we get reducts and rules. For 
TE, continue to Step 4. 
Step 4 First, discretizes the TE employing the same 
cuts computed from TR discretizaion method. Then the rules 
generated in Step 3 are used to match every new object in 
TE to make decision. The new object will be assigned to the 
decision class according to the classification algorithm based 
on rough set theory. Let bl be the threshold for positive region 
(as 7r in Definition 2). Let bl = 0.8 E (i, 11, and bz = 1 - b l .  
The algorithm for how to predict a new object as positive, 
negative or boundary regions is described as follows. 
Algorithm: Classification(DisT’E, RUL, b l ,  b z )  
/* Dis-TE: Discretized TE using cuts obtained 
from discretization of XR and RUL - the rules 
generated in Step 3. Re[() denotes an object x is 
relevant to non-spam. CER, denotes the sum of all 
rules cast predicts number for object 2. * I  
non - spam, spam, suspicim~s t 0; 
For x E D i s T E  Do 
i 
If RUL(2) = 0 
suspicims = SUSpiCiDl lS  U {x} 
’ 
Else 
Let each rule T E RUL(z) cast a number in favor of the 
non-spam class the rule indicates. The number of predicts a 
rule gets to cast is actually the membership degree based on 
the decision rules. 
R = { r  6 RUL(z)Ir predicts non-spam}; 
Estimate Rel(DisT’E1z E non - spm) ;  
Re l (R i sTE[x  f non-spam) = predicts(nm-spm);  
rER 
1 
Certainty, = - x Rel(DisT’E1z E non - spam); CE& 
If Certainty, 2 bl 
non - spam = non - spam U (x} 
Else if (bz  5 Certainty, < b l )  
Else 
spam = spam U {z} 
3uspiciolls = suspiciws U {x} 
} 
I 
Output: the three categories - non-spam, spam and suspicious 
IV. EXPERIMENTAL RESULTS 
As claimed, the proposed rough set based email classifica- 
tion model can reduce the error rate classifying a non-spam 
to a spam. To verify this claim, two sets of experiments were 
conducted. 
The experimental data used is from UCT Machine Learn- 
ing Repository (http://www.ics,uci.edu/ m l e u d  MLReposi- 
tory hhnl). There are 4601 instances in this benchmark spam- 
base with 1813 (39.4%) instances are spam. In the benchmark 
spambase, each instance is described by 58 attributes. 
Based on the proposed model in Section 111, the first 
thing we need to do is to select the most appropriate at- 
tributes from the given 58 attributes. We understand there 
are many ways to do this. In our experiments. the for- 
wurd selection merhod is utilized [ZO]. With the forward 
selection method, eleven attributes are chosen, which include 
word-freq-remoue ( The frequency of word ‘remove’ ap- 
pears in the email), word-freq-free, word-fregmoney, 
ca2ritaErun-length_average, and so on. 
The difference between the two set of experiments is the 
sizes of the training datasets (TR) and testing datasets (TE). 
All other parameters remain the same with E = 0.9, bl = 
In the first set of experiments, 2/3 of the benchmark 
spambase (3083 objects) was allocated as TR, and 1/3 of 
it (1518 objects) is as TE based on the description in [20]. 
The training stage takes the TR with 11 attributes as inputs. 
and the outputs of this stage are set of cuts and decision rules. 
Among the 1518 emails in the TE, 943 of them are non- 
spam and 575 are spam. The prediction results based on the 
proposed model are shown in Table I. 
The experimental results show that among the 943 actual 
non-spam emails, 760 were classified as non-spam, 4 as spam, 
and 179 as suspicious by the proposed model. 
0.8, b2 = 0.2. 
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TABLE I 
EXPERIMENTALRESULTS WITH 213 A S  TR 
Actual 
Non-Spam 
Spam 
TABLE 11 
EXPERIMENTAL RESULTS WITH 415 AS TR 
Prediction 
No-Spam Spam 
520 30 
56 314 
Prediction 
Snam S8 249 63 
In the second set of experiments, 4/5 of the benchmark 
spambase (3681 objects) was assigned as TR, while 1/5 (920 
objects) as TE. The final classified results are shown in Table 
11. 
In the second experiment, there are 9 actually non-spam 
emails being classified as spam by the proposed model. 
v, EVALUATION OF THE PROPOSED MODEL 
As stated in Section 1, the goal for the proposed model is 
to reduce the error rate that a non-spam email is classified into 
the spam category. To verify this, we conducted another two 
experiments with Naive'Bayes algorithm [ I][2] with the same 
benchmark spambase. The experimental results are given in 
Tables 111 and IV with 213 of the benchmark spam base as 
T R  (1/3 as T E ) ,  and 415 as T R  (1/5 as TE) ,  respectively. 
LFrom Table I to Table IV, one can easily find that: 
With 2/3 as T R  and 113 as T E :  there are only 4 non- 
spam emails that were classified into spam by using the 
proposed rough set based model; whereas there are 25 
non-spam emails that were incorrectly classified as spam 
by using Naive Bayes. 
With 4/5 as TI1 and 1/5 as T E :  only 9 non-spam emails 
are discriminated to spam by the proposed rough set 
based model, but 30 by Naive Bayes algorithm 
In both cases, there are much less non-spam emails discrim- 
inated to spam by the rough set based model. 
Usually, different classification algorithms are compared 
through their Precision, Recall and Accuracy. Thus, we also 
TABLE 111 
EXPERIMENTAL RESULTS W I T H  2/3 AS TR USING NAIVE BAYES 
Actual Prediction 
Non-Spam 918 25 
519 
No-Spam Spam 
TABLE IV 
EXPERIMENTAL RESULTS WITH 415 A S  TR USING NAIVE BAYES 
TABLE V 
COMPARISQN BETWEEN N A I V E  BAYES AND RSC IN EXPERIMENT ONE 
Criieria Naive Bayes (%) RSC (%) 
No-spam Precision 97.35 
Spam Recall 
Spam Precision 90.26 
TABLE VI 
COMPARISON BETWEEN NAIVE BAYES AND RSC IN EXPERIMENTTWO 
Criteria 
No-spam Precision 94.55 
Spam Recall 91.28 
Spam Precision 
give the comparison between Naive Bayes and Rough Set 
based algorithm, which is shown in Tables V and VI. 
From the results, it can be concluded that RSC is generally 
better than Naive Bayes algorithm. 
In short, the proposed rough set based email classification 
model is effective. 
VI. CONCLUSION 
In the anti-spam battle, just classifying the incoming emails 
as spam and non-spam is hard to meet the requirements of 
most email users. With this observation in mind, a rough set 
based email classification model was developed, which can 
classify the incoming emails into three categories - spam, non- 
spam and suspicious. The experimental results show that rough 
set based model can reduce the error rate that discriminating 
a non-spam to spam. 
With the suspicious category, further processing is required. 
To keep these emails on the mail servers of ISPs and process 
them is not a good idea as it is unfair for the email receivers - 
they can not receive their emails in time. We plan to employ 
mobile agent technology to tackle this issue. That is, attaching 
a light weighted mobile agent to each of the emails in the 
suspicious category, and let the mobile agent make further 
processing during the transmission process. Of course, this 
issue is subjected to further research. 
Another issue we will discuss separately is how to choose 
the threshold when doing the classification. 
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