This paper addresses recommendation diversification. Existing diversification methods have difficulty in dealing with the tradeoff between accuracy and diversity. We point out the root of the problem in diversification methods and propose a novel method that can avoid the problem. Our method aims to find an optimal solution of the objective function that is carefully designed to consider user preference and the diversity among recommended items simultaneously. In addition, we propose an item clustering and a greedy approximation to achieve efficiency in recommendation.
Introduction
The recommender systems (RS) analyze each user's preference on items and provides her/him with a set of personalized items that s/he is likely to prefer most [7] . In most cases, however, the recommended items are similar to one another, which is called a monotony phenomenon [2] , [4] . If all of the recommended items are from a core set that the user has purchased in the past, they may not be attractive to the user. Even if the items in the recommendation list are attractive to the user, he/she may choose only one in the list and ignore the rest. As a result, recommending the items only from the center of user preferences makes e-commerce sites waste the limited recommendation space that should be leveraged to stimulate the user's appetite to spend [5] . Therefore, it is important to take diversity of a recommendation into account.
A number of methods have been proposed for recommendation diversification (e.g., [1] - [4] , [9] ). To our knowledge, most methods employ the 2-step approach that considers user preference and diversity independently, as described in Fig. 1: (1) constituting a candidate list with regard to a user preference, and (2) making up a recommendation list by taking the diversity among the items into account. More specifically, the candidate list is found by selecting the top-m items according to their ratings predicted by any collabora- tive filtering (CF) method [8] , [10] . Then, the recommendation list is derived by selecting from the candidate list a relatively small number of k (m > k)items which maximize the diversity of them. However, such a 2-step approach suffers from the difficulty in finding the optimal size (i.e., the number of included items) of a candidate list. If the size is small, most items in the candidate list may not be sufficiently diverse and thus the final recommendation list consists of items similar to one another. Enlarging the size of the candidate list may be a possible solution. However, this may result in the recommendation less relevant to a target user, since diversity is considered only when making up the final recommendation list. Moreover, the computation time would increase exponentially as the size of the candidate list grows, since it is an NP-hard problem to make up the recommendation list from the candidate list. In conclusion, the accuracy, diversity, and performance of the 2-step approach are highly governed by the size of the candidate list.
To avoid these problems, we propose a novel method to derive the final recommendation list where items are diverse as well as with high user preference. Rather than following the 2-step approach in previous methods, we find the items to be recommended with a single step to avoid choosing the size of the candidate list. To this end, we propose an objective function that measures the diversity and user preference of a given item set as a criterion for recommendation. Then, we formulate the recommendation as the problem of finding a set of k items that maximize the objective function. Indeed, our method does not need to decide the size of the candidate list, thereby avoiding the problem that the existing methods suffer from. Since finding the optimal solution is an NP-hard problem, we propose two strategies of (1) item clustering and (2) greedy-based approximation.
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Proposed Method

Objective Function
Our objective function is designed to consider user preference and diversity at the same time. As the predictor of user preference, i.e., the rating of item I i given by a target user, For predicting user preferences on unrated items, any CF algorithms can be applied here. We used the traditional userbased CF [6] , the most popular method. In order to measure diversity, we compute the dissimilarities of additional information of items. Specifically, given two items I i and I j , we exploit their external features such as category, description, creators, names, and so on. For example, if I i is the Star Wars movie, its set of external features A I i would be {SF, Action, George, Lucas, Star, Wars}, each of which is extracted from its genre, name of director, and title, respectively. Of course, we can add more the information into the set A I i , such as the names of actors and keywords of its synopsis. Using the Jaccard coefficient, we calculate the dissimilarity between I i and I j , D(I i , I j ), as shown in Eq. (1). The value of D(I i , I j ) ranges from 0 to 1: the higher the value, the more diverse I i and I j are.
We define our objective function as shown in Eq. (2). Given a set R consisting of the pre-defined number of k items, the objective function Φ(R) is expressed by the following, where P(I i ) represents the predicted preference normalized between 0 and 1, and diversity factor d, a tunable parameter (ranging from 0 to 1) that implies the degree of relative importance of diversity:
The first term in the objective function indicates the average user preference of items in R, and the second term does the average dissimilarity in R, i.e., the average dissimilarity of all possible pairs of the items in R. The two terms are linearly combined. The diversity factor d can adjust how diverse the final recommendation list should be.
Rather than using the weighted sum as in Eq. (2), we may define a different objective function, where the multiplication is used to combine the two factors as shown in Eq. (3):
Efficient Computation Strategies
It is practically infeasible to find an optimal solution of our objective functions, since (1) finding the optimal set R among n items is NP-hard which has a time complexity of O(n!) and (2) the number of items, n, in e-commerce sites is very large in general. To achieve computational efficiency, we propose two additional strategies that can significantly reduce the number of possible item sets to be calculated.
Clustering Items
The main idea of this strategy is to substitute a bunch of similar items with an item cluster. In other words, our problem becomes to find k clusters, rather than k items. Then, we choose one item with the highest user preference from each cluster to make up the final recommendation list. This strategy not only reduces the number of comparisons, but also provides a more diverse recommendation list. Since n, the number of total items, is substituted with c, the total number of clusters (c n), the number of comparisons with all possible solutions is reduced from n C k to c C k . Moreover, the recommended items may be more diverse since similar items are likely to belong to the same cluster.
In order to group similar items, we employ a traditional distance-based clustering algorithm. Here, the wellknown k-medoid [11] algorithm is used, but any distancebased clustering algorithms can be adopted. Once all items are clustered, we find a set of k clusters, which maximizes our objective function. At this step, (a) user preference on a cluster and (b) dissimilarity between two clusters should be measured. We define (a) as the average user preference on items included in the cluster and (b) as the average dissimilarity between all pairs of items from each cluster. Note that the attribute values of items do not change frequently, thereby not requiring to re-make clusters and to re-calculate dissimilarity between clusters repeatedly.
Approximation Algorithms
Item clustering significantly reduces the number of candidates to be compared. However, it is still NP-hard to find an optimal solution, with time complexity of O(c!). Our second strategy for efficient computations is to employ Stepwise Forward Selection (SFS) and Stepwise Backward Elimination (SBE), the greedy-based approximation algorithms. They gradually build up the recommendation list that maximizes the objective function.
SFS approximates the optimal solution by inserting a cluster that maximizes the objective function at every step, eventually making up k clusters. At first, SFS compares every pair of two clusters and chooses one pair with the highest score of the objective function. Then, it gradually inserts clusters one by one while maximizing the objective function until k clusters are found. It takes . Thus, the total time complexity of SBE is O(c 3 ).
Evaluation
Experimental Setup
For evaluation, we used the MovieLens 1M dataset. Note that we have proposed two distinct objective functions, which are based on weighted sum (denoted as WS) and multiplication (denoted as M), and two approximation algorithms, SFS and SBE. Therefore, we have four possible variations (denoted as SFS WS, SFS M, SBE WS, and SBE M, respectively) of the proposed method. We compared our algorithms with two existing diversification methods, denoted as TD (topic diversification) [3] and DRCF (diversification and refinement in collaborative filtering) [2] , and an algorithm that does not consider diversity at all, proposed in [5] , as a baseline. We evaluated their top-k recommended items in terms of accuracy and diversity. We vary the value of k from 2 to 10 in an increment of 2. To measure diversity, we use average dissimilarity [2] among k items. To measure the accuracy, we adopt precision, recall, and F-measure. Among the items in our dataset, those rated as 4 or 5 are considered as ground truth (those liked by users). For a user u, precision P u @k and recall R u @k can be computed by
where Rec u denotes a set of k items that each method recommends to u, and Rel u denotes a set of items considered as ground truth. F-measure F u @k is computed by 2×P u @k×R u @k P u @k+R u @k . All the measurements are averaged using 5-cross validation.
Experimental Results
Before comparing our methods with the existing methods, we first analyzed the accuracy of our methods with different settings of the two parameters: (1) the number of clusters c and (2) diversity factor d. These experiments provide us with the most appropriate values for parameters in our dataset. Figures 2 (a)-(d) show the results of our methods with a varying number of clusters. In each graph, the x-axis represents the number of recommended items k; the y-axis does the accuracy of our methods. We only show the results of F-measure and omit those of the rest, since all the metrics show similar tendencies: our methods provide the highest accuracy when c = 20. Therefore, for the following experiments, we fix the number of clusters as 20. between accuracy and diversity. We fix d as 0.2 hereafter.
With those parameter settings, Figs. 4 (a)-(c) show the results. The x-axis indicates varying k and the y-axis does the accuracy measures. Overall, our proposed methods outperform the existing methods. Specifically, our methods improve up to 81.1% recall, 139.7% precision, and 87.2% Fmeasure, respectively, compared to those of DRCF. This is because our methods consider both preference and diversity at once, while the existing methods consider them independently. We also note that our accuracy values are comparable to those of the popularly used recommender algorithms, e.g., item-based CF, SVD, and SVD++, on the MovieLens 1M dataset [12] . According to [12] , item-based CF, SVD, and SVD++ provide P@10 of about 9%, 8%, and 11.5%, respectively, and R@10 of 6%, 4.5%, and 7%, respectively. However, they do not consider the diversification of their top-k lists at all and thus have their recommended items tend to be similar to each other. This would lead to the failure of consistently stimulating the user's appetite to spend. In contrast, our approach to diversifying the top-k list could reduce such a risk by increasing the chance of introducing a vari- ety of items that users are likely to be interested in. Therefore, our proposed method would be enough for practical use, providing higher diversification as well as comparable accuracy compared to other popular CF algorithms.
The previous experiments evaluate how exactly each recommendation method matches the items that a given user will purchase. In this experiment, we move our focus from matching items to matching categories (i.e., genres): we evaluate how exactly each method matches categories that a given user will be interested in. It is based on the simple intuition that, if a user has preferred many SF movies, recommending any SF movie may satisfy him. In order to evaluate the accuracy of matching categories, for a user u, we substituted the items in Rel u and Rec u with their corresponding genres, and then measured precision, recall, and F-measure. Figures 4 (d)-(f) show the results. The x-axis in the graphs indicates varying k and the y-axis does the accuracy measures. We note that our methods provide declined precision up to 10.1%, as shown in Fig. 4 (e) . This is because our methods recommend more diversified items than existing methods. However, our tendency of diversification eventually helps to recommend more satisfactory items to users, regarding that our improved recall and F-measure as shown in Figs. 4 (d) and 4 (f) , respectively.
Finally, we compared the diversity of each recommendation method. The results are reported in Fig. 5 , where the x-axis indicates the number of recommended items, k, and the y-axis does the ratio of the average dissimilarity of items recommended by a method X to that of the baseline method. Our proposed methods provide up to 66.5%, 36.6%, and 19.3% improved diversity compared to that of the baseline, DRCF, and TD, respectively. Our methods recommend more diverse items since they divide all the items into clusters with similar items while existing methods first find preferred items and then consider diversification among them. Moreover, depending on the business strategy, our methods can provide more diversified recommendation by increasing the diverse factor d.
Conclusions
Existing CF algorithms suffer from the monotony problem. Also, existing diversification methods commonly employ the 2-step approach that inherently limits diverse recommendation. We propose a novel diversification method that provides the final recommendation list in a single step where items are diverse as well as with high user preference. We define the objective function to measure the diversity and preference of a set of k items and then find the optimal solution. Since it is an NP-hard problem, we also propose two strategies for efficient recommendation: item clustering and greedy-based approximation. Through experiments, we observe that our method improves precision up to 81.1% and recall 139.7% compared to existing methods and provides up to 66.5% improved diversity. The results confirm our method successfully achieves both accuracy and diversity.
