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Statistical intervals, not statistical significance: Convincing practitioners 
 
Convincing practitioners of the inadequacy of statistical significance testing can employ 
a two-step approach. First, explain the difference between statistical significance and 
practical importance. Then, at least in many situations, use an appropriate statistical 
interval to quantify the statistical uncertainty. By Gerry Hahn, Necip Doganaksoy and 
Bill Meeker  
 
 
There is now general agreement within the statistical community that changes are needed 
in the way that we approach inference.1 In particular, in many applications, the current 
(and longstanding) use of significance/hypothesis testing, and p-values less than 0.05, 
needs to be replaced or supplemented by more cogent data analysis tools.  
 
However, moving from acceptance by statisticians to application in practice is a big step.  
How can we speedily get the rest of the world, in general, and statistical practitioners 
(i.e., users of statistical methods who are generally not professional statisticians), in 
particular, on board? We see two elements in making this happen.  
 
The first is to modify the introductory statistics course – often the only statistical training 
that practitioners receive – to reflect current thinking; such courses have typically placed 
heavy emphasis on the use of significance tests.  
 
The second element – the one we consider here – is winning over engaged practitioners 
typically committed to significance testing. We cannot wait for these folks to retire and 
be replaced by more forward-thinking analysts. 
 
We describe an approach that we have discussed previously, first in 1974 in Chemtech, a 
now-defunct Scientific American-type journal for chemists and chemical engineers, 
published by the American Chemical Society,2 and again in November 2017 in Quality 
Progress (QP), the official publication of the American Society for Quality.3  
 
Our approach is two-fold. First, we demonstrate via a case study from industry how 
statistical significance differs from practical importance. Then, we propose and illustrate 
the use of statistical intervals instead. We recognize that this approach is not applicable to 
all situations. But we do think that when applicable – as in many industrial situations – it 
can accelerate the path towards de-emphasis of significance testing and help practitioners 
focus on more meaningful interpretation of the  findings. 
 
The inadequacy of significance tests 
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Practitioners need to be aware that statistical significance differs from practical 
importance in that statistical significance is highly dependent upon  sample size. In 
particular, for a large sample, a statistically significant result is likely to be obtained even 
when the actual magnitude of an effect is small and of little or no practical importance.  
On the other hand, for a small sample size, it is quite likely that insufficient evidence for 
a statistically significant result will be obtained – even when there is, indeed, an effect of 
practical importance. 
 
Consider this example from our QP article.  A factory making glass products wishes to 
replace the current furnace, but management is concerned that this change might lead to 
deterioration in glass tensile strength. 
 
The furnace currently produces glass specimens with a tensile strength distribution that is 
well represented by a lognormal distribution (i.e., the logarithms of tensile strength are 
normally distributed), with a median value of 35 megapascals (MPa) and a shape 
parameter (standard deviation of log tensile strength) of 0.25. A drop in the distribution 
median from 35 MPa to 34 MPa arising from the new furnace (Figure 1) would not be of 
practical importance. However, a median shift from 35 MPa to 31 MPa (Figure 2) would 
be and is reason to reject the new furnace. 
 
As a first illustration, assume the new furnace indeed reduces median tensile strength 
from 35 MPa to 34 MPa.  Then it can be shown that the probability of obtaining a 
statistically significant difference (p<0.05) for a sample of size 100 is only 0.21. 
However, this probability rises to 0.96 for a sample of size 1,000.  
 
As a second illustration, assume the new furnace reduces median tensile strength from 35 
MPa to 31 MPa. Now the probability of failing to obtain a statistically significance 
difference (p>0.05) is 0.01 for a sample of size 75. However, for a sample of size 10, this 
probability is 0.72.  
 
These illustrations thus, show how an effect of no  practical importance can be deemed 
‘’statistically significant” for  a sufficiently large sample and an effect that is, indeed, of  
practical importance can, and is likely to,  result in a “not statistically significant” call for 
an insufficient sample size. 
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FIGURE 1 Assumed lognormal tensile strength distributions for specimens from the 
current (red dashed curve) and the new (blue solid curve) furnaces. The median of each 
distribution is shown by a vertical line.  
 
  
 
 
FIGURE 2 Alternative assumed lognormal tensile strength distributions for specimens 
from the current (red dashed curve) and the new (blue solid curve) furnace. The median 
of each distribution is shown by a vertical line.  
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Constructing a statistical interval 
 
A statistical interval generally provides a more meaningful analysis than a statistical 
significance test. In our first illustration, a simulated sample of 1,000 observations leads 
to a 95% confidence interval on median tensile strength for the new furnace of 33.6 MPa 
to 34.7 MPa. In our QP article, we said that:  
 
“Roughly speaking, this means that one can be 95% sure that the median tensile 
strength for the new furnace is between 33.6 MPa and 34.7 MPa. More precisely, 
one can assert that if there were many such intervals calculated from different sets 
of random samples, about 95% of such intervals would, in fact, include the new 
median.”  
 
We also explained that, because the 95% confidence interval does not include 35 MPa, 
the median tensile strength for the new furnace differs significantly (at a 5% significance 
level, or p<0.05) from its previously established value. We assert, however, that the 
confidence interval is more informative than the significance test. It shows that the 
deviation of  median tensile strength from 35 MPa could be as small as 0.3 MPa (35−
34.7) and is unlikely to exceed 1.4 MPa (35−33.6).  But even the latter deviation might  
not be of practical importance - despite its statistical significance. 
 
In our second illustration, a simulated sample of 10 observations leads to a 95% 
confidence interval on median tensile strength for the new furnace of 26.6 MPa to 37.5 
MPa. Because this interval includes 35 MPa, the median tensile strength for the new 
furnace does not differ significantly statistically (again, at a 5% significance level) from 
its previous value. The confidence interval, however, suggests that the new furnace’s 
median tensile strength could appreciably exceed the established value of 35 MPa (i.e., be 
as high as 37.5 MPa) or fall appreciably below  (i.e., be as low as 26.6 MPa). Either of 
these conclusions – though in opposite directions – would be of practical importance. 
Thus, the real conclusion from our analysis is that a study with only 10 observations is 
insufficient to provide conclusive results, and a larger sample is required.  
 
The Big Picture 
 
We need to make clear to practitioners that statistical inference, irrespective of the 
specific approach, deals with drawing conclusions about a population or process based 
upon a random sample. The resulting statistical analyses reflect only the uncertainty due 
to sampling and excludes added uncertainty (or bias) due to the sample not being random. 
Consider, for example, a TV news network that invites its audience to phone in its views 
on a political issue.  The self-selected respondents are far from a random sample from the 
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general public—typically the population of interest—and are likely to have views that are 
unrepresentative of that population. Constructing a confidence intervals in such situations 
leads to a false trust in the findings.  Thus, a key contribution of a statistical perspective 
is in planning the study in advance to ensure that the selected sample is as close as 
possible—given practical constraints--to a random sample from the population of 
interest. Our illustrations, moreover, showed the impact of sample size on the length of 
the constructed statistical intervals, and, thus, the precision of the findings. Such 
assessments can, and should, be made prior to conducting the study to ensure the 
resources required to obtain results with the desired precision are available.  
 
While demonstrating the important role of statistical intervals in many analyses, we also 
need to discourage practitioners from a singular focus on such intervals as the exclusive 
pinnacle of their analyses, as has tended to be the case for p-values. There are numerous 
further important considerations in the design, execution, and analysis of statistical 
studies that we need to convey. Additionally, we need to convince practitioners of the 
importance of appropriate graphical displays of their data often as a first step in the 
analyses. 
 
Also, while confidence intervals are the most frequently used and discussed type of 
statistical interval, some practical applications call for other kinds of intervals – such as 
tolerance intervals to contain a specified proportion of a population, or prediction 
intervals to contain one or more future observations or other quantity of interest.4 
 
Indeed, the specific use of confidence (or other) statistical intervals – or some other 
approach – to replace current inference procedures will typically be applications-
dependent. But an advantage of using statistical intervals, when applicable, is that they 
employ concepts with which practitioners tend to be familiar. 
 
In summary, we need to convince practitioners that there is an important place for 
statistical inference beyond significance testing and p<0.05. We hope  the approach 
outlined here will help speed getting this message across. 
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