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I. INTRODUCTION AND REVIEW 
The study of functional differential equations with delay, advanced, 
or mixed type arguments has been the subject of many recent investi­
gations. The area of applications of differential equations with delay 
arguments has gained important significance and greatly expanded In many 
fields: in physics and engineering; nuclear reactions, control systems; 
in Biology; population growth; and in medicine; production of real blood 
cells, etc. 
Differential equations with deviating arguments are differential 
equations in which the unknown function appears with various values of 
the arguments. For example 
y'(t) = f(t,y(t),y(t-T(t))) 
y'(t) = f[t,y(t),yCt+Tp, yCt+T^)) 
y"(t) = f(t,y(^/2), y'(^/2),y(t), y'(t)) 
A differential equation with a retarded argument is a differential 
equation with a deviating argument in which the highest-order derivative 
of the unknown function appears for just one value of the argument, and 
this argument is not less than all arguments of the unknown function and 
its derivatives appearing in the equation. 
The most important things about functional differential equations 
are the oscillation and asymptotic behavior of their solutions. A great 
deal of literature exists on the oscillation of delay differential 
equations of arbitrary order. Bradley [2] discussed the equation 
2 
x"(t) + p(t) x(t-T(t)) = 0 
00 
and proved that if p(t) > 0,0 < T(t) < m and if / p(t)dt = » then 
all solutions x(t) are oscillatory. Some of the literature, as in 
Bradley [2], Gollwitzer [11], Waltraan [34], Hale [12], and Driver [8] 
etc., has been devoted to the extension of well known results for 
ordinary differential equations to differential equations with retarded 
arguments. That is, if the delay vanishes we obtain an oscillation 
behavior valid for the corresponding ordinary differential equation. 
Others investigated the opposite direction, Ladas and V. Lakshmikantham 
[19], Ladas, G. Ladde, and J. S. Papadakis [21], Dahiya [3,4]. They 
proved oscillation theorems for retarded differential equations which are 
not valid when the delay becomes zero . 
Example I.1 Consider the equation 
y"(t) - y(t-7r) = 0 
This equation has the oscillatory solutions y(t) = sin t and 
y(t) = cos t, although the corresponding ordinary differential equation 
y"(t) - y(t) = 0 
is nonoscillatory. The oscillation behavior is clearly due to the delay 
term n. 
Example 1.2 
Consider the equation 
3 
y"(t) + 2-3ln\ = 0' 
This equation has a nonoscillatory solution y = sin t + 2, even 
though 
00 
/ p(t)dt = " where p(t) = 2-sin^t' 
since p(t) takes on negative values. 
H. Onose [24] has discussed some oscillation criteria for the n-th 
order nonlinear delay differential equation 
(n) k (n-1) 
X (t) + % f,(t) F (x (t), x' (t) (t)) = 0 
i=l 1 1 ^i ^i *i 
where 
X (t) = x(t-T (t)), x^^\t) = x^^^(t-CT (t)) , j = 1, n-1 and 
Ti 1 Oi 
the delays are assumed to be continuous functions, nonnegative, and 
bounded by some constant M on [tQ,+<»). Later Dahiya [3] has 
generalized these results and discussed the oscillatory behavior of the 
even order nonlinear delay differential equations 
k (2n-l) 
(r(t)x'(t))^ ~ + I f.(t) F [x (t),x' (t) (t) ] = f(t) 
i = l ^ ^ ^i ^i °i 
where 
X (t) = x(t-T.(t)) i = 1, •••, k 
"^i ^ 
4 
(.1) (j) 
(t) = X (b-Gj(k)) j = 1, 2n-l 
In this dissertation, in Chapter II, we will study the non-
oscillatory solutions of an even order nonlinear nonhomogeneous delay 
differential equation 
C9n-n ™ (2n-I) 
(r(t)y'(t)) + I P (t) F [y (t), y' (t) y (t) ] = f(t) 
i=l ^ ^ ^i ®i "^i 
and also we will study the asymptotic behavior of all bounded solutions 
and their first derivatives of the equation 
On-n (2n-l) 
(r(t) y'(t))^ + P(t) F[y (t), y' (t) y (t) ] = f(t) 
^ "^1 *2n-l 
In Chapter III, the oscillation of n-th order functional 
differential equations of mixed type are studied. The equation under 
consideration is of the form 
, \ k 
y (t) + 0 I P,(c)y(g.(t)) + 5 q(t) y(h(t)) = f(t) 
i=l ^ 1 
where 6 € {-1,0,l}, a € {-1,0,1}. 
This Chapter consists of four sections: Section A is an intro­
duction. Section B deals with the case 5=0. In Section C, the case 
a = 0 and Section D the case where a = 6 = ±1. 
Finally, in Chapter IV, the oscillation behavior of bounded 
5 
solutions of n-th order functional differential equations of the form 
- 1  ™  
L x(t) + (-1)" I a. (t) f(x(g. (t))") = b(t) 
" i=l 1 1 
where 
L^x(t) = P^(t) (Lj^_j^x(t)) , LgxCt) = x(t), P^(t) = PgCt) 5 1 
is shown in the first theorem, and the second theorem contains that all 
bounded nonoscillatory solutions tends to zero as t •>• <*>. 
Before starting the main results, we need to mention some of the 
basic definitions and theorems that we will rely on later. 
Definition I.l; Let 3" be a family of real valued functions defined on 
a set D c r"^. Then 
(i) 3" is called uniformly bounded if there is a nonnegative 
constant M such that |f(x)| < M for all x € D and for all f in «?. 
(ii) 3 is called equicontinuous on D if for any e > 0 there is 
a 5 > 0 (independent of x, y and f) such that |f(x) - f(y)| < e 
whenever |x-y| < 6 for all x and y in D and for all f in 3. 
Theorem 1.2.; Let D be a closed, bounded subset of r" and let {f^J 
be a real valued sequence of functions in C(D) (i.e., C(D) = {f: f 
maps D into R and f is continuous}). If is equicontinuous 
and uniformly bounded on D, then there is a subsequence {m^} and a 
function f in C(D) such that {f } converges to f uniformly on 
D. 
6 
Concerning the existence theorem, we consider the following 
functional differential equation. 
(1.1) x' = f(t,Xj.) 
where 
' = and f: R x C + 
dt 
R = real line, r" is a real n-diraensional linear vector space, 
C = [-r,0], x^(0) = x(t+0), - r < 0 < 0. 
Definition 1.3; A function x is said to be a solution of (1.1) if 
there are constants a Ç R, A > 0 such that xÇ C([a-r,a+A),r") and 
x(t) satisfies (1.1) for t € (a,cr+A). 
Theorem 1.4: Suppose D is an open set in R x c and f: D » R^ is 
continuous and f(t,$) is Lipschitzian in (|) in each compact set in 
D. If (cT,i}i) in D, then there is a unique solution of (1.1) with 
initial value ([) at a. 
Definition 1.5: The solution x(t) of (1.1) is said to be oscillating 
if it has a sequence of zeros tending to + «>. Otherwise the 
solution x(t) is said to be nonoscillating. 
7 
II. NONOSCILLATION OF EVEN ORDER 
NONLINEAR DELAY DIFFERENTIAL EQUATIONS 
A. Noaosclllatlon 
We are concerned in this section with the nonoscillatory solutions 
of the even order nonlinear nonhoraogeneous delay differential equation of 
the form 
C9n-n ^ (2n-l) 
(2.1)(r(t)y'(t))l^" + I P.(t)F.[y^ (t),y' (t) y^ (t) ] = f(t) 
i=l 1 1 ^i ®i *i 
where 
y (t) =y(t-T,(t)) , 1 = 1, k, 
i 
y(J\t) = y(j)(t-ai(t)) , j = 1, 2n-l, 1 = 1, .... k 
i 
and (j ) denotes the order of differentiation with respect to t. The 
delay terras (1=1,...,k) are assuraed to be real valued, 
continuous, nonnegative, nondecreaslng and bounded by a coramon constant 
M on (tQ,+«) for some tg > 0. 
Pj(t) (1=1,...,k), f(t) are real valued, continuous and eventually 
become positive in [t^j+o»). 
The function r belongs to (tp,") and positive in [tQ,+«>). 
In regard to the function F we assume the following: 
(i) Fj^ : R^*^ + R is continuous for each i, and sufficiently smooth 
to guarantee the existence of solutions on [tg,+«), R being the real 
line. 
8 
(11) Sgn F^(yQ,y^,...,y2n_i) ° sgn y^ for all 1. 
(ill) Fj(XyQ,Xy^ ^^0'^ 1 ' * * *'^2n-l ^ for all 
real X f 0, (Yq» * *•'y2n-l^ and some integer 
q > 0, for some index j. 
(iv) F^(yQ,y^,...,y2^_^) -v « as y^ + » for all i. 
A solution y(t) of equation (2.1) is called oscillatory if it has 
no last zero, i.e., if y(tp = 0 for some tp then there is some 
tg > tji^ with yCbg) = 0. Otherwise, a solution is called nonoscillatory; 
thus a nonoscillatory solution is eventually of constant sign. 
Dahiya [3] has discussed the oscillatory behavior of the even order 
nonlinear delay equation 
rPn-n ^ (2n-l) 
(r(t)y'(t)) + I f,(t) F.(y (t),y' (t), ..., y (t)) = f(t) 
i = l ^ ^ ^i '^i "^i 
See also [11]. 
In theorem (II.A.5) we prove that under certain conditions all 
nonoscillatory solutions of equation (2.1) are nonnegative. 
We start with the following lemmas: 
Lemma (II.A.1) (Kiguradze [14]) If y(t) > 0, y'(t) > 0 and 
y"(t) < 0, then there exists a positive constant L such that 
i for large t. 
Lemma (II.A.2) (Staikos and Petsoulas [31]) under the hypothesis of 
9 
Lemma (II.A.1), there exist constants L^ > 0, i = 1 k such that 
y- ( t )  
M 
for sufficiently large t, and 
y(t-T^(t)) 
lira -rr\— =1, i = 1 k 
t+cx> 
Lemma (II»A=3) (H. Onose [26]) Let y(t) be a function such that 
y(t) € [tg,"), y(t) > 0 and y^^"^(t) < 0 on [tg,»), and let 
T^(t), i = 1, 2n-l be continuous functions, nonnegative and bounded 
by some common constant M on [t^,»). Then 
y^^^(t-T,(t)) 
lira 0 for 1 < i < 2n-l 
t+oo y(t-T^(t)) 
Lemma (II.A.4). Let 
00 
(i) / t " Pj(t)dt = +a> for some index j, 1 < j < k 
(ii) lim -7-7 = M * 0. 
t+co ^ ^ 
Let y(t) <0 be a solution of equation (2.1). If we put 
x(t) = r(t) y'(t), then 
(2.2) x(t) < 0, (-1)1 x(l"l)(t) >0 for i = 2, 3, ..., 2n-l 
Proof ; Since y(t) < 0, then there is a T large enough such that for 
t > T, y(t) and y(t-T^(t)) are negative for all i. Since f(t) > 0 
for large t, it follows that 
10 
(2.3) x(2n-l)(c) > f(t) 
So we can claim that ^^(t) < 0 eventually. In fact, if 
^(2n 2)(t) )» 0 eventually then since ^^(t) > 0 which imply that 
x(2n ^^(t) is concave up and increasing. Hence x^^^ > 0 eventually 
and in a similar manner x^^^ > 0 eventually. If we continue this 
way we find that x'(t) > 0 and x(t) > 0 for t > T. Integrating 
x'(t) > 0 between T and t, we get 
x(t) > x(T) > 0, 
or, r(t) y'(t) > x(T), so that we obtain 
y(t) > y(T) + x(T) / t > T 
fp N S / 
As t + the right hand side goes to +«>. This is a 
contradiction to y(t) being negative. Hence the claim is true, i.e., 
x(2n ^\t) <0. In a similar way, we can show that x(t) < 0 
eventually. Now we only need to consider the case when y(t) + - », 
since the conclusion is true if lim y(t) > - ». 
t->» 
We will show that x^^" ^^(t) > 0 for large t, let > T large 
enough so that for t > , x^^" ^^(t) < 0. 
Integrating equation (2.1) between Tj^ and t we find that 
11 
(2.4) x(2n-2)(c) = x(2n-2)(T ) - % P (s) 
1 = 1 
F. (y (s), y' (s) y^^" ^\s))ds +/ f(s)ds 
or, 
0 > x(2n-2)(c) > x(2""2)(T^) 
Ic tz 
- I f  p . ( s )  F  ( y  ( s ) , y '  ( s )  y ^ ^ " " ^ ^ ( s ) ) d s  
i=l ^ *^1 *i 
which implies that 
(2.5) lim / P.(s) F (y (s), y' (s),...,y^^" ^^(s))ds > - « 
t-»-oo ^i "^i ^i 
for some i, 1 < 1 < k. 
Since ^^(t) < 0 and x^^^ ^^(t) < 0, then there exists a 
positive constant such that 
(2.6) x^^" ^ \t) < - Kj or - x^^" ^ \t) > for t > Tj^. 
By repeated integration of equation (2.6) between and t, we 
obtain 
- r ( t ) y ' ( t )  . -x( t )  )  Y Z & T T  '  (2.-4), 
(2n-5)! ~ •** " x'(Tp(t-Tp - x(T^). 
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Dividing by r(t) and integrating one more time between and 
t and then dividing by t^n"^ we get 
^ L_ / 
J.211-2 211-2 (2n-3)! ^2n-2 ^  t(s) 
1' 1 f" "r 
— • -T;:=ô f —7-r ds (2n-4)! 2n-2 ' r(s) 
c il 
x(2n~5)(x ) t (s-T,)2""5 
' b-/ ds (2n-5)! 2n-2 r(s) 
^1 
1 ^ s-T 
... - x'(T^) • 2n-2 r(sT 
"l 
" *(^l) * 2n-2 i ^ ds 
t"" -
Using L'Hopital's rule and condition (ii) we conclude that 
(2.7) lira > K > 0 
t+ =0 t^"-: 
From (2.5) we have 
^ s^" ^P^(s) F^(-y^ (s),-y^ (s) ^^(s)) 
lira / ^ 2n-l ^ ds < + 
t+oo s 
2n-l 
and since / s P^(s)ds = + 
we must have 
13 
( 2 . 8 )  lira 
t-x» 
Fi(-y_ (c),-y' (t). 
i i 
--y. 
(2n-l) 
(t)) 
2n-l 
= 0 
Now 
lira 2n-I 
(2.9) 
= lira 
t-^-oo 
y' <t) 2q+l 
- (t) y (T) 
li ^1 
.2n-l 
= lira 
-y2q+l 
-^i 
(t) 
L+OO t 2n-l 
y; (t) 
tl: ' 
(2n-l) 
y,^(c) 
' yTlo 
^i 
But 
( 2 n - l ) '  
yo.(t) 
t'! V' TTTF) 
= F^(1,0,...,0) > 0 
and y(t-T(t)") < y(t-M). 
Hence 
(2.10) lira 
t+co 
(2n-l) 
2n-l 
-y ^ (C-M) 
2n-l 
The left hand side is zero from (2.8) and the right hand side 
14 
positive eventually. Therefore 
. 0 as c . 
t ~ 
(2.11) Hence lira ^ = lira — • lira 
t+oo t t+oo t->« t' 
> K lira y (by 2.7). 
t+oo 
Therefore 
(2.12) lira y = 0 y^^(t-M) 
t+oa 
2Q—1 Since lira y (t-M) =-<*>, therefore 
t-Voo 
(2.13) lira =0 => lira y'(t-M) = 0 
t-V» t+oo 
=> lira x(t) = 0. 
t+oo 
Because all the subsequent derivatives of x(t) are raonotonic, this 
iraplies that 
(2n-3) 
X (t) 4- 0 eventually, 
and this is a contradiction to the assuraption that x^^" ^ \t) > 0, and 
(2n-3) 
thus X (t) < 0. Sirailarly the rest of the conclusions follow. 
15 
Theorem (II«A.5) If 
(a) / ^ Pj(t) dt = + » for some j, 1 < j < k 
(b) lira f 0, |r(t)| < Mg 
then all nonoscillatory solutions of equation (2.1) are nonnegative. 
Proof ; 
Let y(t) be a nonoscillatory solution of equation (2.1) which is 
eventually negative. Let T be large enough so that both 
y(t), y(t-T(t)) are negative for t > T. Using lemma (II.A.4) we can 
find a > T such that for t > 
(2.14) y(t) < 0, y'(t) < 0, (r(t)y'(t))' > 0, (r(t)y'(t))" < 0 
..., (r(t)y'(t)) > 0 
Multiplying equation (2.1) by t^" ^ and dividing by y^^^^(t) and 
then integrating from to t, we obtain 
(2.15) / 
T 
t 2n-l 
s fr(s)y'(9)1 ds + 
k t 
s 
2n-l (2n-l) 
Pi(s) (s),y^ (s),...y^ (s)l 
i i i + I / ds 
i=l T 
or, 
16 
( 2 . 1 6 )  /  
T^ "(s) 
2n-l„ r , . . , . ^^""^\s)) c = Pj(s) ?](?%,(s)'?;,(s),...,yo 
/^*'L 
for some j, 1 < j < k. 
In (2.16), the second term on the left tends to + « as t + «. 
In fact 
t ^Pj(s) Fj(y^ (s),y^ (s) y(^" (s))ds 
^ 
/ (2n-l) 
t , .  /  ?;.(»' (3)1 
- . Pj(s) ,..., ^  Ids 
Now by lemma (II.A.3) applied to -y(t), we find 
17 
(2n-l)\ 
y, (c) 
Fjj^)y I»*»» y jFj(l,0,...,0) > 0 as t->-
Hence 
(2.18) lira / s^" ^ P (s)ds = +<» 
t+«> j 
From (2.16) and (2.18) we raust have 
(2.19) 11m f' ds - - " 
t-. T, y2q+'(s) 
Using integration by parts, we obtain 
(2n-2) 2n-l 
L.H.S. Of (2.1,) . V 
y24+i(t) y24+i(Ti) 
(2n-l)s^" r(s)y'(s)l C*^ (2q+l)s^" V'(s)f r(s)y'(s)) 
J 0^4.1 J O^a.0 
(2n-2) 
y2<+'(s) " • ij y2q+2(s) 
The first and the fourth terms on the right hand side are positive, 
hence we must have 
(2.20) lin, l" j, . +. 
Tj y2q+l(s) 
18 
Again 
(2n-3)^ 2n-2 
UK.S. o. (2.20) 
_ / (2n-2) s2"-3[r(s)y'(s)l(2"-3) 
J 9n4.t T, y29+l(s) 
2n-2f_/_\_,(2n-3) 
ds / (2q+l)s " fr(3)y'(s)l J 2q+2 
" ( s )  
where the first and the last terras are negative due to (2.14) and second 
is finite. Hence, 
(2.21) 11. / ="'-'(r(=)y(s)l('-",__. 
t-~ Tj y^4+'(s) 
Proceeding this way, we find that in order of (2.19) to be true we 
must have 
But 
19 
where is the bound of r(t). This is the required contradiction 
and the theorem is proved. 
Example (II.A.1) 
Consider the equation 
5 2 
(•^y'(t)l"' +®—^y(t-l) [y'(t-2)] 
(t+l)4 
t . e" t" r „vi2 
+ ——^ y(t-3) [y'(t-4)l^ = f(t) 
(t+1)* 
where 
f(c) . eC + l_!2l > 0 C » 0, 
(t+1) (t+1)^ 
r(t) = is positive and continuous on (0,«>) 
00 
/ rTTT dt = + CO , lim -7-
r(t) ' r(t) 
= 1 
"  o  5  2  
f  t P^(t) dt = + 00 where P^(t) = 
(t+l)4 
20 
All the conditions of theorem (II.A.5) are satisfied. Hence, all 
nonoscillatory solutions are nonnegative. In fact y(t) = e*" is a 
positive nonoscillatory solution. 
B. Asymptotic Behavior 
In this section, we discuss the asymptotic behavior of 
nonoscillatory solutions of the equation 
C9n-n (2n-l) 
(2.22) (r(t)y'(t))^^" + P(t)F(y (t), y' (t) y (t)] = f(t) 
^ *2n-l 
where 
(a) p, f, T, (i=l,...,2n-l) and r are real valued continuous 
functions on [t^,»), t^ > 0, and r, p, f are positive 
functions. 
(b) F(yQ,y^,««',y2n_i) is a real valued continuous function on 
( - 0 0 , 0 0 )  
(c) yg F(yQ,yi,...,y2n_i) > 0 for y^ ^  0, F(\yQ,...,Xy2^_^) 
=  A F ( y Q , . . . , y 2 ^ _ ^ ) ,  \  *  0  
(d) T(t), o^(t) (i=l,...,2n-l) are bounded by some common 
constant M. 
We shall discuss solutions that exist on a half line 
[T ,«>), T >0, such that: y  y  
sup{|y(t)| ; tg < t < <»} > 0 for all tg € [T^,") 
To prove the main results, we need the following lemma from Staikos 
and Sficas [32] 
21 
Lemma 
Consider the linear differential equation 
(2.23) z'(t) - (^) z(t) + = 0 
where y is a positive integer and h(t) is continuous on [T,«>), T > 0 
and nonoscillatory. 
If lira |h(t)| = " and Z(t) is the solution of (2.23) with 
t-><» 
Z(T) = 0, then lim |Z(t)| = <». if lim |h(t)| exists and finite, then 
t+oo t->«> 
lim | z(t)| is also finite. 
t+oo 
Theorem (II.B.2) 
If there exists an integer k, 0 < k < 2n-2 such that 
( 2 . 2 4 )  / t^ f(t) dt < 
" ^2n-k-2 
(2.25) / dt = » 
2n-k-2 
(2.26) lim sup —r— < 
t+oa ^ ' 
Then, for every bounded nonoscillatory solution y(t) of equation 
(2.22), the derivative y'(t) tends to zero as t + 
Proof ; Let y(t) be a bounded nonoscillatory solution of (2.22). 
Without any loss of generality we may assume that y(t) > 0 for 
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b > tg > 0. 
There exists a t^ > tg such that y(t-T(t)) > 0 for t > t^. 
Multiplying equation (2.22) by t^ and integrating from t^ to t, 
we obtain 
(2.27) / sk(r(s)y'(s))(2n-l)ds 
t. 1 
+ / s^p(s)F(y (s),y' (s),...,y^^" ^\s))ds = / s^f(s)ds 
t^ ^ "^1 *2n-l tj 
Now consider the following two cases: 
(i) lim / s^p(s) F(y (s),y' (s) y^^" ^\s))ds =», 
t-M. t^ ^ *2n-l 
and 
(ii) lim / s^p(s)F(y (s), y' (s) y^^" ^\s))ds < ». 
t-H. t^ ^ *2n-l 
Assume that (i) is true. Since the right hand side of (2.27) is 
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bounded due to the conidition (2.24), we have 
(2.28) lira / (r(s)y'(s)) ^^ds = -
t+oo t^ 
Now define 
(2.29) Z^(t) = / sk^^(r(s)y'(s))(2n-i-l)ds i = 0, 1, ... 
Using integration by parts, (2.29) yields 
Z^(t) = tk-l(r(t)y'(t))(2"-l-2) - tj^"^(r(tpy'(t^ )] ^^" 
- (k-i) f s^ ^ ^(r(s)y'(s))^ ^ ^ds 
(k- i )  sk- ( l+ l ) (r(s )y ' (s ) ) (2"-( l+l ) - l )d8  
'=1 
= t • 
(k-i) f sk-(i+l)^^(g)y,(g)^(2n-(i+l)-l]jg 
24 
ZjCO = t z;+,(c) - (k-i) Zj+iCt) - (r(c,)y'(c^))(2n-l-2) 
or, 
ZÎ+1 
k-i 
'i+1 
= 0 
which shows that Z^^j^(t) is a solution of the differential equation 
(2.23), where u = k-i, h(t) = -Z^(t)-t^^ ^(r(t^)y'(c^))(^" ^  and 
=0» Therefore, by Lemma (II.B.l) it follows that 
lim |Z^^^(t)| = <*> whenever lim |Z (t)| = 
t+oo t+OD 
lim |Zg(t)| = lira | f  s^(r(s)y'(s))^^ds| = 
t+oo t+m t ^ 
we obtain from (2.28) that lira | z.(t)| = «> continuing this argument, we 
t+oo 
get 
lira |Z, (t)| = lim \ f  ( r(s )y'(s )) ^^ "^ ^ ^^ds| = « 
t+OO t+« tj^ 
which iraplies that 
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lira |(r(t)y'(c))(2n-k-2)| 
C+oo 
Hence there are positive numbers a and > t^ for which 
(2.30) |r(t)y'(t)| > a t^" ^  ^  for t > tg 
Integrating (2.30) from t to t2 after dividing by r(t) and 
then letting t + », we obtain 
t t 2n-k—2 
lim / |y'(s)|ds > a lim / -—/ >• ds 
t+oo tg t+OO tg ^ 
The right hand side is » by condition (2.25), hence 
t 
(2.31) lim / |y'(s)|ds = » => lim |y(t)| = «> 
t+OD tg t+OO 
and this contradicts the boundedness of y(t). Therefore, case (i) is 
impossible. 
Now if case (ii) is true, then from (2.27) we get 
lim 1/ s^(r(s)y'(s))^^ds| = lim |ZQ(t)| 
t+oo t ^ t+oo 
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This lirait exists as a finite number and therefore, by lemma 
(II.B.l), we obtain 
lira [Z (t)| = lira 1/ s^ ^ ( r(s)y'(s)) ^^ds|. 
t+o» t+m t^ 
This limit also exists and is finite since, otherwise, we would be 
led to a contradiction as in case (i). Repeating this argument, we 
obtain the finite limit 
lira |z^(t)| = lim \ j  (r(s)y'(s))^ ^ ^ds|, 
t-Voo t-»"» t ^ 
which implies that 
(2.32) lim |(r(t)y'(t))(2n-k-2)| = g. 
t+oo 
For, if the limit in (2.32) is not zero, then there exist positive 
numbers a and tg for which (2.30) holds, and we are led to (2.31) 
which is impossible. 
Now, by elementary calculations, we obtain from (2.32) 
I I = 0 
t-V" t 
27 
which by (2.26) gives 
lim |y'(t) I = 0 
t-voo 
and this is the required conclusion. Hence, the proof is complete. 
Theorem (II.B.3) 
In addition to the conditions (2.24), (2.25) and (2.26) in theorem 
(II.B.2), suppose that 
(2.33) Y < T'(t) < 1 for some real constant y < 1. 
There exists a positive number e > 0 such that 
t+e 
(2.34) lira inf f s p(s) ds > 0. 
t+oo t 
Then every bounded nonoscillatory solution of equation (2.22) tends 
to zero as t » «. 
Proof : 
Let y(t) be a bounded nonoscillatory solution of (2.22) such that 
y(t-T(t)) > 0 for t > T. From the proof of theorem (II.B.2) we have 
(2.35) " 1^ (2n-l) / t p(t) F(y (t),y' (t) y (t))dt < » 
T ^ "^1 *2n-l 
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From the condition (2.34), we get 
(2.36) f  t P(t)dt = CO 
T 
And from (2.35), (2.36) it follows that 
lim inf F(y^(t),y^ (t) ^^(t)) = 0 
t-H» 2n-l 
=> lim inf y (t) F 
t+oo 
1, 
y/FT ' •••' T/ET 
2n-l 
Using lemmas (II.A.2) and (II.A.3), we obtain 
(2.37) lim inf y(t-T(t)) = lim inf y(t) = 0 
t+oo t+00 
So it remains to show that 
(2.38) lim sup y(t-T(t)) = lim sup y(t) = 0 
t+OO t+oo 
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Suppose that this is not the case, then there exists u > 0 such 
that 
(2.39) lira sup y(t-T(t)) > u > 0 
t+« 
From (2.37) and (2.39) there is an increasing sequence of numbers 
{t.}.", such that 
J j-i 
(i) lira t = », 
t+oo j 
(ii) for each j, y(t^-T(t^)) > u 
(iii) for each j, there is a number such that tj_^ < < t^, 
and that 
y(gj-T(Ej)) < W/2. 
Let Oj be the largest number less than tj such that 
y(aj-T(aj)) = *^/2 and let 0^ be the smallest number larger than tj 
such that y(6j-T(Bj)) = ^ /2. By the mean value theorem there exist for 
each j a ôj g(aj,tj) such that 
M  J '  j  t j-Cj t.-Cj 
since y < T'(t) < 1 and lira y'(t-T(t)) = 0, from theorem (II.B.2), it 
t->- 00 
follows from (2.40) that 
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(2.41) lira (t -a.) =» 
From the definitions of and 8^, y(t-T(t)) > u /2 on [cx^.B^], 
so there is a constant c(u) > 0 such that 
(2.42) F(y(t-T(t)), y' (t), ..., y^^" ^^(t)) > c(u) on [a ,6 ] 
*2n-l J J 
using (2.34), (2.35), (2.41) and (2.42), we obtain 
00 > / t^p(t) F(y (t),y' (t) y(2n-l)(^)j > 
T '^1 *2n-l 
0, Gj 
I  j  tkp(t) F(y (t),y' (t),...,y ^^(t))dt 
j=l Oj ^ ^1 *2n-l 
" , 
> c(y) I / t p(t)dt = » 
J-l  Cj 
This is the required contradiction and (2.38) follows. The proof is 
complete. 
Example (II.B.1) 
Consider the equation 
(2.43) (t4y'(t)](7) + y^(t-l)[y'(t-2)]^ = t"^(t-l)"^(t-2)"^, t > 2 
r(t) = t*^ 
p(t) = t'2 , f(t) = t-2(t-l)-3(t-2)-4, t > 2 
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and 
choose k = 2, then 
/ t^f(t)dt = / t^t ^(t-1) ^ (t-2) ^ dt < 
00 2n-k—2 w ^4 
/ 7(7) dt = / dt = 00 
t" 
^2n-k-2 ^4 
11m sup —7—\ =» 11m sup —j- = 1 
t+oo ' t+oo t * 
t+e . t+e „ 
lira Inf / s p(s)ds = 11m Inf / s s ds = 11m Inf e > 0 
t-^oo t t+oo t t+oo 
Hence all the conditions of theorem (II.B.3) are satisfied with 
k = 2. This implies that all bounded solutions of equation (2.43) tend 
to zero as t + «. In fact y(t) = -^ is a bounded nonoscillatory 
solution of (2.43). 
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III. OSCILLATION OF SOLUTIONS OF 
ARBITRARY ORDER FUNCTIONAL DIFFERENTIAL EQUATIONS 
A. Introduction 
In this chapter, we will discuss the following type of functional 
differential equations with delay, advanced and of mixed type arguments: 
/ \ m 
(3.1) X (t) + a I p.(t)x(g,(t)) + 6 q(t)x(h(t)) = f(t) 
i=l 
where a = ±1, 6 = ±1, a = 0 or 6=0, 
(a) p^, g^ (i = 1 m), q, h, f are continuous on [t^,»), t^ > 0 
(b) q > 0, p^ > 0 (i=l m), g^^ (i=l ra) and h(t) are 
nondecreasing. 
(c) g (t) < t (i=l m), h(t) > t and lim g (t) = » for all i. 
t+oo 
(d) there exists i_, I < i^ < m such that p. (t) > 0 and 
u u 
g. (t) < t. 
0 
Dahiya [5a] has discussed equation (3.1), for CT = -1, 6 = 0 and 
n is an even integer, and has proved that the bounded nonoscillatory 
solutions are eventually negative. Rudolf Olah [23] discussed equation 
(3.1) when a = 6 = +1, m = 1 and f(t) = 0 and found sufficient 
conditions in which all solutions are oscillatory. 
In Section B, sufficient conditions are found to force all solutions 
of equations (3.1) (with S = 0 j in which we get functional differential 
equations with delay arguments) to be oscillatory. In Section C, the 
advanced argument (i.e., when a = 0) is discussed for the oscillatory 
behavior, and in Section D, the case where both a, S are either +1 or 
-1, in which we get a mixed type equation is studied. 
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We say a function x(t) Ç Cft^,») is oscillatory if x(t) has 
arbitrarily large zeros in [tg,»), t^ > 0. Otherwise x(t) is called 
nonoscillatory. 
B. Delay Argument 
We provide first, sufficient conditions for the equation 
(3.2) x(")(t) + CT I p.(t) x(g,(t)) = f(t) 
i=l 
to be almost oscillatory in the sense that every solution x(t) of 
equation (3.2) is either oscillatory or else it satisfies 
lira |x^^^(t)| =0, 0 < i < n-1 
t+oo 
or. 
lim |x^^^(t)| = ", 0 < i < n-1. 
t+oo 
Theorem (III.B.l): Assume that 
(i) there exists an oscillatory function p(t) such that 
p(n)^j.) _ and lim p^^^(t) = 0 for 0 < i < n-1 
t+oo 
(ii) the second-order differential equation 
z'Xt) +T;jrnT (t)-T)""\ (t) z(g (t)) = 0 
kn L ) .  1q 1Q 1Q 
is oscillatory for some 0 < X < 1 and T > 0 
00 
(iii) / [g (t)]^ p. (t)dt = 00 for some integer i_, 1 < i„ < ra, 
^0 0 u u 
then 
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(I) if cj = +1, then every solution x(t) of equation (3.2) is either 
oscillatory or lira x^^^(t) =• 0, 0 < i < n-1 
t+oo 
(II) if a = -1, then every solution x(t) of equation (3.2) is either 
oscillatory or else lira |x^^^(t)| = », 0 < i < n-1 or 
t+oo 
lira |x^^\t)| =0, 0 < i < n-1 
t+oo 
Proof ; Suppose that x(t) is a nonoscillatory solution of equation 
(3.2). Without any loss of generality we raay assurae that x(t) is 
eventually positive. Now consider the function y(t) = x(t) -p(t). 
Then frora (3.2) we have 
(3.3) y("^(t) =-a % p (t)x(g (t)) 
i=l 
So that y(n)(t) ig eventually of one-sign for t > t^. Thus the lower 
derivatives y^^^(t), 0 < i < n-1, are raonotone and one-signed for all 
sufficiently large t, say t > t^. If y(t) < 0 for t > tg, then 
x(t) < p(t), t > tg which shows that x(t) takes on negative values for 
arbitrarily large t. But this contradicts the assuraption that 
x(t) > 0, and we raust have y(t) > 0 for t > tg. 
Now 
oy(t)y^^^(t) < 0 for all sufficiently large t, and so by a 
leraraa of Kiguradze [14] there exist an integer I €{0,1,...,n}, 
(-1) '^^^0=1 and a T > t^ such that 
(3.4) y(t) y(^)(t) > 0 on [T,«) for 0 < i < £ 
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(-1)^ ^y(t)y^^\t) > 0 on [T,") for & < 1 < n 
Since y(t) > 0, t > t^, this implies 
y^^\t) > 0 on [T,®) for 0 < i < &, 
(3.5) 
(-1)^ ^ y(^)(t) > 0 on [T,") for & < i < n. 
Suppose Z 6 {1 n-1} and (-1)^ ^  ^ a = 1. Then by Taylor's 
theorem, we have 
. ""r 4. / ^i2g^ '"V")(s)ds 
j=0 ^ •  T  ^ 
jio j' 
using (3.5) and T < t < s < t, we obtain 
\ m T .  xn-&-l  
y (C) > T (n-£-l)! Pi(s)x(g^(s))ds 
Letting t  ->• «, we get 
f o \  m « , _ xn-2-1 
(3.6) y (t) > / (n-fc-D!—Pi(s)x(g^(s))ds, t > 
Integrating (3.6) from T to t, it follows 
(3.7) 
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1 
(n-Jl-1 ) ! 
m t 
I f 
1=1 T 
/ (u-s)" ^  (u)x(g^(u))du 
S 
ds 
(3.8) 
(£-1)  (&-1)  
y (t) > y (T) 
+ (n-i-l)l J, ( ( Pj(u)K(gj(a))du 
*'(n-l-l)i J, [ (u-s)"-'-'ds) pj(u)x(gj(a))d,i, t > 
Now by making use of the Inequality 
/ (u-s)""*"\js > ^  (t-T)(u-T)""^~\ T < t < u 
In (3.8), we obtain 
m t 
(3.9) > y(&-l)(T) +-r^q^rr- I / (u-T)""%^(u)x(g^(u))du 
1=1 T 
+ (n-O! / (u-T)"~^~^p^(u) x(g^(u))du, t > T 
Let us denote the right-hand side of (3.9) by Z(t). Then Z(t) Is 
positive and 
.n-£-l m 
(3.10) Z"<t) + {STT Pi(t)*(si(t)) = 0, t > 
Since y(t) Is positive, Increasing and p(t) + 0 as t ->• <*>, therefore 
(by taking a greater T If necessary), we have 
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(3.11) x(gj(t)) > X y(g^(t)), t > T (i=l,...,m) 
where 0 < X < 1 is the constant appearing in (ii). On the other hand 
it can be shown that a positive function y(t) of degree 1 satisfies 
the inequality 
(t-T)^~^ 
y(t) > ^ for t > T, 1 < £ < n-1 
(see [14]) 
Now it follows that 
y(gi(c)) > (g^(t)-T)^ ^y(* ^^(gi(c))/&!, 1 = 1, •••. 
(3.12) y(gi(t)) > jj (g^(t)-T)^"^Z(g^(t)), t > T 
Combining (3.9), (3.10), (3.11) and (3.12), we obtain 
, m , 
0 = Z"(t) + (t-T)"-*-lpi(t)x(gi(t)] > 
' Z"<t) + T;:Î)T 
m 
» + (;:r)T ,1 (t-T)"-*-'p;(c) z(gj(0) 
. m „ 
Z"(c) + (gi(t)-T) " p^(t)z(g^(t) )  
Z"(c) + T;:T)T (Si (t)-T) Pi (c)Z(g (t)) 
w. 1Q 1Q 1Q 
which implies that 
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(3 .13)  z" ( t )  +7- r iTr  (Si ( t ) -T)^"^p  ( t)z(g ( t ) )  <  o  
^ / 0 0 0 
Applying now a generalized result of Atkinson [1] to (3.13) we see 
that (ii) has an eventually positive solution, contradicts the hypothesis 
of the theorem. So that the integer i associated with y(t) must be 
zero or n. Note that 2=0 is possible only when ff = +1 and n is 
odd, or a = -1 and n is even. Noting that the oscillation of (ii) 
implies there exist 1 < i^ < m such that 
/ [§1 (C)]" (t)dt = « 
0 0 
Now Z  -  0  when a = +1 and n is odd, or a = -1 and n is 
even. Consider the case: cr = +1 and n is odd (the other case is 
similar). 
If & = 0, then (3.5) implies y'(t) < 0 for t > T, so y(t) 
decreases to a finite limit c > 0 as t + 
Let c > 0. Then there exists > T such that x(g^(t)) > y > 0 
for all t > T^, for all i; then from equation (3.3), we have 
y . m m 
y " (t) = - l p.(t) x(g (t) 1 < - 4 ^  p.(t) 
i = l 1 ^ ^ i = l '• 
Multiplying both sides of the above inequality by t"~^ and 
integrating from to t, we get 
- („-l) * ... 
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m t 
+ (n-1)! y(t) +-r ^ f s p (s)ds = K 
1 = 1  T j  
where K Is a constant, from which, using (3.5) and letting t ->• " we 
obtain 
ra » , 
I f C* p.(t)dt < « 
1 = 1 ^ 
But 
00 > I / t" ^p (t)dt > / t" ^ p (t)dt > / g" ^ (t) p (t)ds = » 
1=1 0 ^0 0 
This contradiction shows that c = 0. Hence by taking account of 
(1) the first n-1 derivatives of x(t) also tend raonotonically to 
zero as t » ». The case £ = n gives lim |x^^^(t)| = <*> for 
t+oo 
0 < 1 < n-1. This completes the proof of the theorem. 
Example (III.B.l) 
Consider the equation 
(4) T Y 
X (t) -e x(t—ir) - e x(t-2ir) = -4e sin t 
where 
. . —t 
p(t) = e sin t, 
t t . 
— -ir — -Zir 
p^(t) = e , PgCt) = e 
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g^(t) = t-ir, ggCc) = t-ZiT, 
f(t) = -4e ^ sin t. 
Now 
p^^^(t) = f(t), and p^^^(t) + 0 as t i = 0, 1, 2, 3. 
By choosing i^ = 1, we get 
t 
X 2  2  
Z"(t) + -jj- (t—ir-T) e Z(t-ïï) = 0 
which has only oscillatory solutions, [see Bradley [2], Thra. (1)]. The 
solution x(t) = e sin t is an oscillatory solution and approaches 
zero as t ->• ». 
In the following we shall discuss the equation 
(3.14) x^"\t) + I p. (t)x(g. (t)) = f(t), n > 1 
i=l 
under the same assumptions on p^(t), g^(t), f(t) at the beginning of 
this chapter. We begin with the following lemma, which is essentially 
Kiguradze's lemma [15]. So we omit the proof. 
Lemma (III.B.2); If y(t) > 0 for t Eft^,»), t^ > 0 such that 
y("^(t) < 0 for t g [tQjOo). Then there exists a tj € [t^,») and an 
integer Z Ç {0,1,...,n-l} such that £ + n is odd and 
(3.15) y^)(t) > 0 for t€[t^,«) (i=0 %-l) 
(-l)^^^y^^^(t) > 0 for t Ç [tp») (!=&,...,n-l) 
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(3.16) |y(&-l)(c)| for 
t E[t^,m) i = 0, 1, ..., £-1, 1 < £ < n-1 
Analogous statement can be made if y(t) < 0 and y^'^^(t) > 0 for 
t €[tQ,oo). 
If x(t) is a solution of the equation in consideration which 
satisfies (3.15), then it is said to be a (nonoscillatory) solution of 
degree 2. (See Foster and Grimmer [10].) 
Theorem (III.B.3): Assume that 
(i) there exists an oscillatory function, p(t), such that 
p/^^(t) = f(t) and lira p^^^(t) = 0 for 0 < i < n-1 
t+oo 
(ii) for every & g {0,1 n-1} such that n + & is odd and for 
some d^€{0,l n-&-l} 
m t n-£-d -1 d 
lim sup I f [u-gA(t)] [gj(c)-g,(u)] [g.(u)] p (u)du 
t+oo i=l g*(t) 
> (n-G-d^-l)! 2 ! d^! 
where g*(t) = max [g. (t)], t€[t ,»). Then every solution of (3.14) 
l<i<m 
is oscillatory. 
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Proof : 
Let x(t) be a nonosclllatory solution of (3.14). Without any loss 
of generality we may assume that x(t) is eventually positive. Now 
consider the funtion y(t) = x(t) - p(t). Then from (3.14), we obtain 
Following the same argument as in theorem (III.B.l) we must have 
y(t) > 0 for t > tg. Then with regard of lemma (III.B.2), there 
exists t^ €[tQ,«) and & €{0,l,...,n-l} such that n + H is odd and 
(3.15), (3.16) hold. For sufficiently large t^ €[t^,«) in view of 
(3.16) we have 
(3.17) y^"\t) " - I Pj(t) x(g^(t)] 
i = l 
|y(«,-i-l)(t)| ^ |y(*"l)(t)|, i = 0,1,...,11-1, 1 < & <n-l 
(3.18) ==> y(g^(t)) > 
From the equality 
n-&-l 
y(* j)(t) = I (-1) (&+i) 
i=j 
+ 
it follows that 
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(3.19) y(*+j)(c) = I (-l)l"i (s-c)l"j y(*+l)(s) + 
i=j (i-j)! 
Now for j = d^, d^ €{0,l,...,n-&-l} and from (3.19) with regard to 
(3.15), we obtain 
(&+d ) , t n-&-d -1 , \ 
(3.20) |y (g*(t))| > / f [u-g*(t)] |y^ \u)|du 
^ ^ g*(t) 
Also, from (3.19) for uÇ[g*(t,),t] and d^ Ç {0,1,... ,n-«,-l} , j = 0 
( 3 . 2 1 )  | / % ^ ( „ „ |  | y " " « \ g M t ) ) |  
(&+d^) 
for t > u > g*(t) since |y (t)| is decreasing and concave up for 
d^ €{0,1,...,n-£-l} and g*(t) > g^(t) for all i, t €[t^,"). 
From (3.20), we obtain 
(3.22) 
(&+d ) m t n-d-d -1 
|y (g*(t)ll > (n-o-d -i)t ^ / [u-g*(t)] p (u)x(g (u))du. 
U & i;. g*(c) 1 1 
Since y(t) is positive, increasing and p(t) + 0 as t + «, therefore, 
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we have x(g^(t)) > X y(g^(t)), t > where X is a 
positive constant, such that 0 < X < 1. Hence (3.22) becomes 
(3.23) 
(&+d ) ^ m t n-&-d -1 
|y (g*(t))| > (n-o-d -D! I / [u-g*(t)] p (u)y(g (u))du 
U L ) i  g*(c) 1 1 
Using (3.18) and (3.21) in (3.23), we get 
(&+d ) rat n-£-d -1 
|y (g*(t)H > rn-g-H -nt I f [u-g*(t)] P (u) 
i=l g*(t) 
[g^(u)-t 
y^*^(Sl(u)ldu 
^ (n-& 
n-&-d.-l [g^(t)-g^(u)] 
^ A I J I £! d^! 
(&+d ) 
P^Cu) |y (g*(t))|du 
==> 
(n-&-d -l)!d ! &! > X I f [u-g*(t)] 
1=1 g*(t) 
m t n-£ -d^ -1 
[g^(u)-t^]* [gj^(t)-gj(u)l ^ Pj(u)du 
So for sufficiently large t, we get a contradiction to (11). This 
completes the proof of the theorem. 
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Example (III.B.2) 
Consider the equations 
4 - "ir 4 - 2n 
(3.24) y"'(t) + e y(t-n) + e y(t-2n) 
Now 
-t 2 
2e (sin t + cos t) - 2e sin t 
f(t) = 2 e '"(sin t + cos t) - 2e ^ sin t 
-t , ^ 32 2 176 2 j p(t) = e sin t - e cos t - e sin t 
p"'(t) = f(t) and p/^^(t) 0 as t+ 0, i =0, 1, 2, 
g*(t) = t-TT. 
Choose d^ = 0 for & = 0, 2, (£+n=odd) 
t — - ir 
lira sup [ / (u-t-hr)^(t-u)^(u-Tr)^ e^ du 
t-Voo t-1T 
t — •— 27f 
+ / (u-t+n)^(t-u)^(u-2n)^ e^ du] > 2 
t-TT 
Hence all the conditions of theorem 2 are satisfied, therefore all 
solutions of the above equation (3.24) are oscillatory. The solution 
y(t) = e sin t is an oscillatory solution. 
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C. Advanced Argument 
In this section we shall consider the equation 
(3.25) x^"\t) + ôq(t) x(h(t)l = f(t), n > 2 
where 6 = ±1, q, h, r are continuous functions on [tg,»), t^ > 0 and 
h(t) > t and nondecreasing and q(t) >0, t Eftg,»). 
Theorem (III.C.l) Assume that 
(i) there exists an oscillatory function p(t) such that 
p/"^(t) = f(t) and lira p^^^(t) = 0, 0 < i < n-1 
t+oo 
(ii) the second-order linear differential equation 
u"(t) (t-T)""2 q(t) u(t) = 0 
is oscillatory for some 0 < p < 1 and large T > 0 
00 
(iii) f t"^ q(t)dt = " 
Then 
(I) If n is odd, 6 = +1, then every solution of equation (3.25) is 
either oscillatory or else lim x^^^(t) = 0 for 0 < i < n-1. 
For 6 = -1, every solution of equation (3.25) is either 
oscillatory or else lira lx^^^(t)| = «> for 0 < i < n-1 
t+oo 
(II) If n is even 6 = +1, then every solution of equation (3.25) is 
oscillatory. If 6 = -1, then every solution x(t) is either 
oscillatory or else lira |x^^^(t)| = ", 0 < i < n-1, or 
t-VM 
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lira x^^^(t) = 0, 0 < i < n-1. 
t+oo 
Proof ; 
Let x(t) be a nonoscillatory solution of equation (3.25). Without 
any loss of generality we raay assume that x(t) is eventually 
positive. Now consider the function y(t) = x(t) - p(t). Then, from 
(3.25) we have 
y^"^(t) = -6 q(t) x(h(t)) 
proceeding exactly as in the proof of theorem (III.B.l), for 
£ € {0,1,... ,n} , (-1)'" ^^0 = 1, we obtain 
(3.26) y(*"l)(t) > y(*"l)(T) + f x(h(s))ds 
+ (t-T) / q(s) x(h(s))ds, t > T 
Let us denote the right-hand side of (3.26) by u(t). Then u(t) is 
positive and satisfies: 
(3.27) u"(t) + q(t) x(h(t)) = 0, t > T 
Since y(t) is positive, increasing and p(t) + 0 as 
t + m, therefore (by taking a larger T if necessary), we observe that 
(3.28) x(h(t)) > y y(h(t)), t > T 
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where 0 < tj < 1 is the constant appearing in (ii). On the other hand 
from the inequality 
y ( t )  >  y ( * " l ) ( t ) ,  t  >  T  
it follows that 
(3.29) y(h(t)) > y(t) > ^ y^^~^\t) > ^ u(t), t > T 
combining (3.27), (3.28) and (3.29), we obtain 
/ i.  ^
0 = u"(t) + (n-&)! x(h(t)) > 
" u(t-T)^"^"^ 
> u (c) + (n-£)! q(t) y(h(t)) 
"V). "<'> 
n-2 
(3.30) u"(t) + u q(t)u(t) < 0 
Applying a result of Atkinson [1] to (3.30) we see that the second-
order equation in (ii) has an eventually positive solution, contradicts 
the hypothesis of the theorem. The rest of the proof follows exactly as 
in theorem (III.B.I). 
Now we give sufficient condition under which the possibility that 
lim |x^^^(t)| = 00, 0 < i < n-1 is eliminated. 
t+oo 
Theorem (III.C.2); In addition to the hypothesis of theorem (III.C.l) 
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suppose 
h(t) , 
(3.31) lira sup f [h(s)-h(t)] q(s)ds > (n-l)l 
t+oo t 
Then every solution of equation (3.25) is either oscillatory or 
lira x^^)(t) =0, 0 < i < n-1 
t+co 
Proof : The case 6 = -1 gives only the possibility of 
11m |x^^\t)| = ». Let x(t) be a nonoscillatory solution of equation 
t+oo 
(3.25), where 6 = -1. Without any loss of generality we may assume 
that x(t) is eventually positive. Let y(t) = x(t) -p(t). Then from 
(3.25) we have 
y^"^(t) -q(t) x(h(t)) = 0 
or, 
(3.32) y(")(t) - q(t) [y(h(t)') + p(h(t))] = 0 
Now 
y(^)(t) = q(t) x(h(t)) > 0 and also note that y(t) > 0. 
Since y^'^^(t) > 0 and y(t) > 0, it follows from Kiguradze's lemma [15] 
that there exists an integer & €{0,1,...,n}, n - & is even and a 
T > tg such that 
y(^)(t) > 0, 0 < i < £; 
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> 0, & < 1 < n 
Suppose & > 0. If & < n, then 
y"'(t) = y(«(T) + ' ,<^-">(1) + r' V"'(s)ds 
• "jXi ' y"'"'™ + [ '<(:)[y(h(s))+«(%(»))]a; 
Since y(t) is increasing and positive, and p(t) + 0 as t ->• », 
there is a T > tg and a constant n > 0 such that 
y(h(t)) + p(h(t)) > n for t > T. 
Then 
y < « ( t ,  -  y » ' ( T ,  .  +  n  (  
( 2 ) 
and by using (iii) from theorem (III.C.l), we obtain lira y (t) = » 
( I )  t-*"* 
which contradicts the boundedness of y (t). 
Thus under condition (iii) of theorem (III.C.l), Z must be equal to 
n, that implies 
y(t) > 0, y'(t) > 0 y(""l)(t) > 0, y(")(t) > 0 
using these inequalities it is clear from Taylor's Theorem that 
(3.33) y(t) > {—fyi— y(""^)(s) for t > s > T 
Substituting h(s) and h(t) in place of t and s respectively 
in (3.33), we then have 
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(3.34) y(h(s)) > ^^(^-1)!*^^^ y^""^^(h(t)) for s > t > T 
Now there exists an e > 0 such that 
h(t) f 
(3.35) lira sup f [h(s)-h(t)]" q(s)ds > —^ 
t-Vco t 
Since y(t) + » as t ->• <*> and p(t) 0, there is a T* > T such 
that 
(3.36) x(h(t)) = y(h(t)) + p(h(t)) > (l-e)y(h(t)) for t > T* 
From (3.34) and (3.36), we have 
y(h(s)) + p(h(s)) > (l-e)y(h(s)) > (1-e) y^"~^^(h(t)) 
for s > t > T* and when combined with (3.32) yields 
(3.37) y(")(s) > (1-e) ^ q(s) y(""l)(t), s > t > T* 
Integrating (3.37) from t to h(t), we obtain 
^^(h(t)) - y^" ^^(t) > / [h(s)-h(t)]" ^q(s) y^" ^^(h(t))ds 
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(3.38) 
Y(""l)(h(t)] [1- (nil)! / \h(s)-h(t)]''"^(8)ds] > y(""l)(c), t > T* 
The right-hand side of (3.38) is positive, while the left-hand side 
takes on negative values for arbitrarily large t because of (3.31). 
This contradiction shows that the integer £ associated with y(t) 
cannot be equal to n. 
Therefore, from theorem (III.C.l), the only possibility is that n 
is even and & = 0. This completes the proof of theorem (III.C.2). 
Example (III.C.l): Consider the equation 
(3.39) x(")(t) - q x(t+t)  =  cos^(lnt) 
where q and t  are positive constants. TKe second order equation 
corresponding to (3.39), then becomes 
u (t) + (n-D! (C-T)" ^  u(t) = 0 
which is clearly oscillatory. From theorem (III.C.l) it follows that 
if n is odd, then every solution x(t) of (3.39) is oscillatory, or 
else lim |x^^\t)| = ", 0 < i < n-1, and if n is even, then every 
t+oo 
solution x(t) is either oscillatory, or 
lim lx^^\t)| = », 0 < i < n-1, or 
t+oo 
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lira |x^^\t)| =0, 0 < i < n-1 
t+oo 
Also, if q > n!, then (3.31) is satisfied. Therefore, by 
theorem (III.C.2), if n is odd, then every solution of (3.39) is 
oscillatory, and if n is even then every solution x(t) is either 
oscillatory or else lira |x/^^(t)| = 0, 0 < i < n-1. 
t+oo 
D. Mixed Type Argument 
In this section, we shall consider the equation: 
(3.40) x(")(t) + a I p.(t) x(g (t)) + 6 q(t) x(h(t)) = f(t) 
i=l 1 
where a = 6 = ±1 and the assumptions (a)-(d) in the introduction are 
satisfied 
Theorem (III.D.1): Assume that 
(i) there exists an oscillatory function p(t) such that 
p/")(t) = f(t), p/^)(t) + 0, 0 < i < n-1 as t + » 
(ii) either the second-order equation 
(3.41) 
z"(t) +7-Vt7 (Si P, (t) z(g (t)) = 0, t > T, 0 < X < 1 (.n L}. 1q 1q 1q 
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or 
(3.42) u" ( t )  + (t-T)" ^ q(c) u(C) = 0, t  > T, 0 < y < 1 
is oscillatory 
(111) / [g. (t)]" ^ p. (t)dt = ", / t'^ ^q(t)dt = " 
0 0 
Then 
(I) If n is odd, a = 6 =» +1, then every solution x(t) of equation 
(3.40) is either oscillatory or else lira x^^^(t) = 0 for 
t+OD 
0 < i < n-1. If a = 6 = -1, then every solution of (3.40) is 
either oscillatory or else lira |x^^\t)l = «, 0 < i < n-1 
t+<*> 
(II) If n is even, a = 6 = +1, then every solution x(t) of (3.40) is 
oscillatory. If or = 6 = -1, then every solution of (3.40) is 
either oscillatory or else lira |x^^\t)| = », 0 < i < n-1, or 
t+oa 
lira |x^^^(t)| = 0, 0 < 1 < n-1. 
t+oo 
Proof ; Let x(t) be a nonoscillatory solution of (3.40). Without any 
loss of generality we may assume that x(t) is eventually positive. 
Letting y(t) = x(t) - p(t) and proceeding as in theorem (III.B.l) for 
0 < & < n, (-1)" * ^ 0 = 1, we get 
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(3.43) y(*"l)(t) > y(*"l)(T) f Pi(s)x(g^(s)lds 
" (s-T)"-*-l 
+ (t-T) f (;El:T)T ?!(») x(8i(s)lds, t > T 
Denote the right-hand side of (3.43) by w(t). Then w(t) is positive 
and satisfies 
ft ? ^ f —T ^ ^  ^  ^ 
(3.44) w (t) + (n-&)! ?!(%) x(g^(t)) = 0, t > 
Also, observe that 
(3.45) x(g^(t)") > X y(g^(t)], t > T, i = 1 
» • • • » ra 
for some X, 0 < X < 1. 
From the inequality 
y(t) > (t-T)* , t > T 
it follows that 
(3.46) y(g^(t)) > —^ 
(g^(t)-T)^"^ 
2! " (g^(t)), t > T 
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Combining (3.44), (3.45) and (3.46), we see that w(t) satisfies the 
inequality 
A result of Onose [27] now implies that equation (3.41) has an 
eventually positive solution contradicting the hypothesis. 
Therefore, the integer I associated with y(t) must be either 
0 or n. We will arrive at the same conclusion if we assume that 
equation (3.42) is oscillatory for some 0 < y < 1. From this point on, 
the arguments are exactly the same as in the proof of theorem (III.B.l), 
(III.B.3) and (III.C.l). This completes the proof. 
Corollary (II1.D.2); If in addition (3.31) is satisfied, then the 
conclusion of theorem (III.C.2) holds for equation (3.40). 
Example (III.D.l): Consider the equation 
II \  ^  ^A 
< w (C) + (n-d!  (g i(t) - t )  p^( t)w(g^(t)) < 0, t > T 
(3.47) 
t 
" 2" 
x (t) - e x(t—it) -e x(t-2ir) -e 
t 
-t ~ 2 
x(t-hr) = 2e sin t + e cos t 
Let 
t 
-t 12 ~ 2 p(t) = e cos t -e cos t 16 " 2 TTT e sin t 
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then 
- 1 _ _t 
p'(t) = -e ^sin t - e ^ cos t - (-e ^sln t - e ^ cos t) 
t t 
2 1 
23 I. cos t - -J (e ^ cos t - e ^ sin t") , 
-t 2 p (t) = 2 e sin t + e cos t = f(t) 
The second-order equations associated with (3.47) are given by 
t 
II 7 -TT 
(3.48) Z (t) + X e Z(t-ïï) = 0 
and 
(3.49) u"(t) + w 6% "(t) " ° 
It is easy to see that the equations (3.48) and (3.49) are 
oscillatory. Equation (3.48) is oscillatory due to Bradley's theorem 
(see [2]). All the conditions of theorem (III.D.l) are satisfied, and 
since n is even, a = -1, therefore all solution either oscillatory or 
lim |x^^^(t)| = CO, or lira |x^^\t)l = 0, i = 0, 1. In fact the solution 
t+oo t+0 
x(t) = e '"cos t is an oscillatory solution of (3.47) and approaches zero 
as t + «. Also condition (3.31) is satisfied, i.e., 
t+ir Y 
lim sup / (s-t) e ds > 1 
t+w t 
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Hence every solution is either oscillatory, or lim |x^^^(t)| = 0, 
t+oo 
i = 0, 1. 
Example (III.D.2); 
Consider the equation 
t t „ t . 
f i v )  2  2  I  (A) X (t) + e x(t-Tr) + e x(t-2n) + e x(t-hr) 
_ _t _ _t 
~ 2 ~ 2 
= - e (l+4e )cos t 
Now 
_t _t 
. . -t ^ ^ 112 "2 ^ 192 " 2 , ^ 
p(t) = e cos t + Ygy e cos t - e sin t 
_ _t 
f(t) = -4 e ^ cos t - e ^ cos t 
= f(c) 
The second-order equations associated with (3.50) are given by 
t 
" X 2 (B) Z (t) + -^ e Z(t-Tr) = 0 
and 
Y +'T 
(C) u + U "Iy u(t) = 0 
It is easy to see that the equations (B) and (C) are oscillatory. 
" 3 i + * 
A l s o  / t e  d t  =  "  
and 
t 
" 2 2 / (t-ir) e dt = «> 
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All conditions of theorem (III.D.l) are satisfied, and since n is 
even, a = 6 = +1, then all solutions of (A) are oscillatory. In fact the 
solution x(t) = e"** cos t is an oscillatory solution. 
Example (III.D.3) 
Consider the equation 
Jt 
'  '  '  t-TT 9 (E > X (t) - e x(t-ïï) -e x(t-2n) -e x(t+Tr) = 
_ _t 
-t ~ 2 2 e (sin t + cos t) + e sin t 
Now 
_ _t 
f(t) = 2e '"(sin t + cos t) + e ^sin t 
-  L  -  L  
p(t) = e ^ sin t + e ^ cos t + e ^ sin t 
p^^^(t) = f(t) and p^^^(t) + 0 as t + i = 0, 1, 2 
Clearly all the hypothesis of theorem (III.D.l) are satisfied. Since 
n is odd, ff = 6 = -1, the solutions are either oscillatory or 
lira |x/^^(t)| = oo, 0 < i < 2. The solution x(t) = e"^ sin t of the 
above equation (E) is oscillatory. 
Concerning the equation (3.40), we have shown in theorem (III.D.l) 
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and in Corollary (III.D.2), that all solutions are oscillatory in the 
following cases: 
(1) n is odd and 6 = a = -1, 
(2) n is even and cf = a = +1. 
So it remains to discuss the cases: 
(1 ) n is odd and 6 = a = +1, 
(2 ) n is even and 6 = a = -1. 
Before we start, let us make a few remarks: 
Remark (1): Theorem (III.B.3) holds for the following differential 
inequality 
(3.50) {y^"\t) + p(t) y(g(t))} sign y(g(t)) < 0 
Remark (2): For n > 3, suppose that the following condition is 
satisfied 
h(t) „ 
lim sup / (s-t)s q(s)ds > (n-l)! 
t+oo t 
then the differential inequality 
(3.51) {y^"^(t) + q(t) y(h(t))} sign y[h(t)) < 0 
has no solution of degree Z € {2,3,...,n-l} 
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Proof : (See [23].) 
Remark (3); In a paper of T. Kusano [16], the differential inequality 
(3.52) {y^"^(t) - p(t)y(g(t)")} sign y(g(t)') > 0, n even, 
has no solution of degree 0 if 
(i) lira sup / [s-g(t)]^[g(t)-g(s)]^ ^  ^ p(s)ds > (n-k-1)! k! 
g(t) 
If in addition to (i) the following condition holds 
(ii) / [g(t)]" ^ ^p(t)dt = » 
then all nonoscillatory solutions of (3.52) are of degree n. 
Remark (4): In the same paper [16], the differential inequality 
(3.53) {y^"^ (t)-q(t)y(h(t)")} sign y(h(t)") > 0, n even, 
has no nonoscillatory solution of degree n if 
h(t) . , _ 
(i) lira sup / [h(s)-h(t)] [h(t)-s]^ q(s)ds > (n-k-1)! k! 
t-»-" t 
If 
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(il) / t"^ ^ ^q(t)dt = 00 for some e > 0, then all nonoscillatory 
solutions of (3.53) are of degree 0. 
Now we are in a position to discuss the following two equations. 
/ \ ni 
(3.54) X (t) + q(t) x(h(t)) + I p.(t) x(g,(t)) =f(t), 
i = l 
n odd, n > 3 
(3.55) X (t) - q(t) x(h(t)) - % p.(t) x(g.(t)) = f(t), 
i=l ^ ^ 
n even, n > 2 
Theorem (III.D.3); For n odd, suppose 
(i) there exists an oscillatory function p(t) such that 
p^"^(t) = f(t) and p^^^(t) + 0, as t -»• », 0 < i < n-1 
(ii) 
m t n * 1 
lira sup I f [s-g*(t)] [gj(c)-g.(s)] p.(s)ds > (n-k-1)! k! 
t->oo 1 = 1 g*(t) 
for some k (O,1,...,n-l} 
„h(t) „ 
(iii) lim sup / (s-t) s q(s)ds > (n-1)! 
t+oo t 
then every solution of equation (3.54) is oscillatory. 
Proof : Suppose x(t) is a nonoscillatory solution such that 
x(t) > 0. Following the same argument as in the beginning of theorems 
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(III.B.l) and (III.B.3), we get by letting y(t) = x(t) - p(t) 
> . m 
(3.56) y " (t) + q(t) x(h(t)) + I p (t) x(g (t)) = 0, t € [t ,») 
i=l 1 1 u 
There exists a t^ €[tp,») and a constant y, 0 < y < 1 such that 
x(h(t)) > ]i y(h(t)) for tÇ[t^,«>) 
and a t^ Eft^,») and a constant X, 0 < X < 1 such that 
x(g^(t)) > X y(gj^(t)l, 
for all i and for all t Ç. [tg,™). 
Choose t^ = max {t^itg} 
. ( n )  
==> y (t) + H q(t) y(h(t)} + X p. (t) y(g. (t)) < 0 
0 0 
for all t 6[t ,«), where p (t) > 0, g. (t) < t, for some 1 < i < m 
J Iq IQ u 
(3.57) y(^^(t) + ti q(t) y(h(t)) < 0 
(3.58) y(")(t) + X p (t) y(g (t)) < 0 
0 0 
for all t e[t^,») 
Inequality (3.57) has no solution of degree I S {2 n-1} due to 
condition (iii) and remark (2). So y(t) has degree & = 1 or n and it 
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is a solution of (3.58) which is a contradiction to condition (ii) and 
remark (1). This proves the theorem. 
Theorem (III.D.4); For n even, suppose 
(i) there exists an oscillatory function p(t) such 
p^"^(t) = f(t), p(^)(t) + 0 as t + oo, 0<i< n-1 
(11)  
lira sup I f [s-g*(t)]^ [gj(c)-gj(s)]" ^  ^ p (s)ds > (n-k-1)! k! 
t^.00 i=l g*(t) 
h(t) . 
(iii) lira sup / [h(s)-h(t)] [h(t)-s]^ q(s)ds > (n-k-1)! k! 
t+oo t 
» -1 -
(iv) either / [g. (t)]" ^p (t)dt = " 
^0 ^0 
or 
/ t'^ ^ ®q(t)dt = 0° 
Then all solutions of (3.55) are oscillatory. 
Proof : Suppose x(t) is a nonoscillatory solution which is eventually 
positive. Let y(t) = x(t) - p(t). In a similar way, there are 
constants X, |i such that 
/ \ ni 
y (t) - u q(t)y(h(t)) - \ I p.(t) y(g.(t)) > 0 
i = l ^ 
for all t $ [tg,») (see the proof of the previous theorem). 
==> 
(3.59) y^"^(t) - X P. (t) y(g (t)l > 0 and 
0 0 
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(3.60) y(^)(t) - y q(t)y(h(t)) > 0 
Using the remarks (3) and (4), this implies that (3.59) has no 
nonoscillatory solution of degree 0, and all nonoscillatory solutions of 
(3.60) are of degree 0, or, all nonoscillatory solutions of (3.59) are 
of degree n and (3.60) has no nonoscillatory solutions of degree n. 
This implies that all solutions of (3.55) are oscillatory. This 
completes the proof of the theorem. 
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IV. OSCILLATION AND NONOSCILLATION OF BOUNDED SOLUTIONS OF 
N-TH ORDER DELAY DIFFERENTIAL EQUATIONS 
The object of this chapter is to study the oscillatory 
behavior of the solutions of the n-th order functional equation 
(4.1) L x(t) + (-1)" ^ I a (t)f(x(g, (t))) = b(t) 
i=l 
where 
LgxCt) = x(t) 
L^x(t) = P^(t) (L^_^x(t)) , ( 
k = 1, n , P^(t) = 1 , PgCt) 5 1. 
(1) a^(t), g^(t), P^(t), b(t), (i = k = l,...,n-l) 
are real valued and continuous on [tg,»). 
(ii) 
(iii) 
g^(t) < t and lim g^(t) = » for all i, 
t4-oo 
f(u) f(u) is real valued, continuous and uf(u) > 0, >M for 
u 2 0, 
(iv) P^(t), (k=l n-1) are positive, nonincreasing 
differentiable functions and a^(t) > 0 for all i, 
(v) b(t) >0 if n is even and b(t) < 0 if n is 
odd, for t > tg, i.e., b(t) can be replaced by 
(-l)"c(t) where c(t) > 0, t > tg. 
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In theorem (IV.1), we obtain sufficient conditions for every bounded 
solution of equation (4.1) to be oscillatory. And in theorem (IV. 3) 
sufficient conditions are found for which every bounded nonoscillatory 
solution of (4.1) tends to zero as t •>• «. 
Lovelady [22] studied the oscillatory behavior of bounded solutions 
of the following differential equations; 
(P ,(...(P-(P,u')')'...)•)' + (-l)*u = 0 
^ n-i /I ' 
and 
(P^_^(t)(...(P2(t)(P^(t)u'(t))')'...)')• + (-1)" F(t,u) = 0 
A continuous solution x(t) from to R is called a solution of 
(4.1) if and only if x(t) is differentiable, P^x' is differentiable, 
differentiable, ..., P^_j^(... (P2(P^x')')'...] ' is 
differentiable. For more related results, the reader is referred to 
[3,7,13,17,18,20,28,29]. The solution x(t) of (4.1) is said to be 
oscillating if it has a sequence of zeros tending to +«> . Otherwise 
the solution x(t) is said to be nonoscillating. 
Theorem (IV.1); Suppose 
(4.2) / |b(t) I dt < <*> 
m t+a , _ xn-1 
(4.3) lim sup [P (t)...P (t) - M X f -, j-r, a (s)ds] < 0 
t+oo ^ i=l t 1 
Then every bounded solution of (4.1) is oscillatory 
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Proof ; 
Let x(t) be a bounded nonoscillatory solution of equation 
(4.1). We may assume without any loss of generality that x(t) > 0 for 
t > tQ. By (ii) there exists a > tg such that 
g^(t) > tp for t > t^(i=l,...,m). Thus x(g^(t)) > 0 for t > t^. 
Let 
= X 
"2 ° Pi'i 
on [tj^,"). Then equation (4.1) is transformed to the following 
system 
V' = Vg/P; 
V' = V3/P2 
(4.4) 'A-1 = Vn/^n-l 
v' = -(-!)" ^ [ I a (t)f(x(g (t))) + c(t)] 
i=l 
m 
By (4.4) is one signed on [t^,»), so is eventually one 
signed. Thus is eventually one signed, so v^.^ is eventually 
one signed. Continuing this we see that there is a t2 in (t^,») such 
that Vj^, 1 < k < n, is one signed on [tg,*). Now we claim that if 
k > 2 then v^v^ < 0 on [tg,»). If k > 2 and t > t^, then 
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(4-5) 'k-1 • 
Integrating (4.5) from t2 to t, we obtain 
(4.6) 
t v^(s) 
° ' r-(7r 
tg k-1 
Suppose that k > 2 and >0 on [tg,™) for some K > 2. 
Thus is either eventually positive and increasing or eventually 
negative and decreasing. In either case, we conclude from (4.6) that 
v^_i is unbounded and has the same eventual sign as v^. Repeating this 
procedure k-1 times, we see that x(t) is unbounded, a contradiction, 
so we conclude that v^v^ <0 on [t^,") whenever k > 2. 
By (4.4) v^ is nonnegative on [tg,*) if n is even and v^ is 
nonpositive on [tg,*) if n is odd. Thus v^ is nonpositive 
on [tg,*) if n is even and v^ is nonnegative on [tg,») if n is 
odd. 
We now see that, irrespective of the parity of n, if k > 2 then 
V, < 0 if k is even and v, > 0 if k is odd. Thus, v, is either 
k k k 
nonnegative and nonincreasing or nonpositive and nondecreasing. 
Now integrating the last equation in (4.4) from t > t2 to t^, we 
obtain 
n-1 m 
(4.7) V (t)-v (t_) = (-1) [f I a.(s)f(x(g,(s))]ds +/ c(s)ds] 
n n J t i=l t 
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If n is even, then v^(t) < 0 and (t) > 0 for t > 
Hence letting t^ + we get 
.n-1 ™ " 
V (t) < (-1) I f [a (s)f(x(g,(s)) + c(s)]ds 
i = l t 
or 
.n-1 " (4.8) (-1) P^.^Cc) v^_i(t) >M f a^(s)x(g^(s))ds 
Also, if n is odd, then v^(t) > 0 and v'^(t) < 0 for 
t > tg. Hence letting t^ + ", we get 
_i m « 
V (t) > (-1)" I f [a. (s)f(x(g.(s))) + c(s)]ds 
i = l t 
or 
, m °o 
(-1) Pn_i(c) > M f a^(s) x(g^(s)lds 
So, whether n is even or odd, we have 
, ra 00 
(4.9) (-1) p _,(t) v'_,(t) > M I f a,(s) x(g,(s)]ds 
n 1 i=l t 
Integrating (4.9) from t to t^, it follows 
(4.10) 
^4 *"4 m 0° 
(-1)" / P (s)v' (s)ds > M / If a^(r)x(g (r))dr ds 
t n-1 n-1 t i=l s 
t, 
m 4 00 
= M I f f a (r)x(g (r)ldr ds 
i = l t s 
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Integrating the LHS of (4.10) by parts yields 
{Pn_l(C4)Vn-l(t4) " 
m 
> M I 
1=1 
/ (s-t)a.(s)x(g,(s))ds + / (t,-t)a.(s)x(g,(s))ds 
C C4 
Letting t^ + », we get 
(-1)" ^ [(-1) P (t) V , (t)] > M I f (s-t)a (s) x(g (s)]ds 
ni ni i=i c ^ ^ 
m 00 
Thus 
(-1)" ^ > M I / (s-t)a^(s)x(g^(s))ds 
1=1 t 
m <*> 
By repeated integrations, we arrive at the following result 
(4.11) 
» . (s_c) n-2 
••• = ' K(Si(s))ds 
or, 
(4.12) 
Pjj_ l (t)P^_2(t) . . .  P2(t)Pj(t)x'(t) < -  M f  k)^— a^(s)x(g^(s)")ds 
Integrating the above inequality from tj to t, t > tg, we get 
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t , m t (s-tc)" ^ 
•/ (Pn-l(G) ... P,(s)l x(s)ds<-M I f J—jyj a (s)x(g (s)]ds 
tj 1 = 1 tg ^ 
m 00 (s-tc)" ^ 
" ^  Jl [ 7^ *l(s) x(g^(s)lds 
Due to condition (iv), we now obtain 
(4.13) ,(t)...P (t)x(t) < P ,(t,)...P,(t,)x(t,) -
n- i  i  n — 1  J  1  J  D  
ra t (s-tc)" ^ 
-  ^  I  f  ( n - n ,  a  ( s )  x ( g  ( s ) ) d s  
1=1 tg ^ ^ 
Let t = t^ + a, then it follows 
P^_^(tg+a) ... P^(tg+a)x(tg+a) < Pn-iftg) ••• Pi(Cg)x(Cg) 
m (s-t,)"-l 
- " Ô5T! »!(:) "(SitsJl-is 
Now choosing tg large enough and using (ii), we get 
(4.14) P^_^(tg+a) ... Pj^(t^+a)x(t2+a) < 
tc+a „ , 
m (s-t.) 
*(^5) [^n-l(C5)'''^l(^5) ^ (n-D! a^(s)ds] 
In view of condition (4.3) and (iv), the above inequality provides a 
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contradiction to the positivity of x(t). Hence, the assertion of the 
theorem. 
Example; 
Consider the equation 
((t \t ^x'(t))']' + -4 x(t-u) + x(t- y n) = - ^ , t > 1 
where 
Now 
t3 t* 2 2t4 
2 
g^(t) = t-ir, ggCt) = t- "I ÏÏ, b(t) = - ^  ^ < 0, t > 1. 
lim sup [\ - iEZll! -3 da - ^ ds] < 0 
t+o» t t s t S 
and 
/ b(t)dt < 00. 
Since all the conditions of the theorem are satisfied, then all bounded 
solutions are oscillatory. In fact x(t) = sin t - is a bounded 
oscillatory solution. 
Lemma (IV.2): Consider the differential equation 
( 4 . 1 5 )  - 0  
where Kt) is continuous on [T,oo), p(t) is continuously 
differentiable on [T,») and p(t) > 0 p'(t) > 0, lim p(t) = «. 
t+oo 
Let u(t) be the solution of (4.15) on [T,oo) satisfying 
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u(T) = 0. If 11m (|)(t) = ())* exists in the extended real line 
t+i» 
R^, then lira |u(t)| =• u* exists in R^. In particular, = * 
t+oo 
implies u* = «>. Note; For the proof see [16] 
Concerning the bounded nonoscillatory solutions of (4.1), we will 
show that all bounded nonoscillatory solutions tends raonotonically to 
zero as t -v «>. 
Theorem (IV.3); Assume 
(4.16) 
(4.17) 
(4.18) 
(4.19) 
Then every bounded nonoscillatory solution x(t) of equation (4.1) 
tends to zero as t -»• •*>. 
Proof ; 
Let x(t) be a bounded nonoscillatory solution of equation (4.1). 
We may assume without any loss of generality that x(t) > 0 for 
lim inf f(t) > 0 and lim sup f(t) < 0 
t+oo t+00 
lim R.(t) = 00 where RQ(t) = 1, 
t+oo ^ 
t R._j^(s) 
R.(t) = / X— ds, j = 1, ..., n-1 
/ a^(t) R^_^(t)dt = « i = 1 
/ b(t) R^_^(t) dt < -» 
> • • • > m 
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t > tp. Since lira g^(t) = » (i=l,...,m), there exists t^ > t^ such 
that g^(t) > tg for t > t^ and for each i = 1, m. Thus 
x(gj,(t)) > 0 for t > tj. 
Let Lq x(t) = x(t) 
x(t) = P^Ct) (Lgxft)) , 
Lj x(t) = Pj(t) (Lj_^x(t)) , j = 1 , n-1 
Also, let 
. » 
u. (t) = / R__k_,(s) [L x ( s)] ds, k = 0, 1, ..., n-1 
t^ n-k-1 
(4.20) \_i(t) = / Rn_k( s )  [Lj j_i^x(s)] ds 
Integrating equation (4.20) by parts, we obtain 
- f [Vk:'( = )]''» 
t n-k 
R (t) 
W W  ( ' i '  W i '  
n-k-1 , , n-k 
n-k-1 
t , 
f Rn-k-l(G) x(s)] ds 
t^ ^ n-k-1 
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VvWliV \ y 
R (t) (L x(t)) 
n-k-1 n-k-1 
*n-k(tl) Ln-kX(tl) - l *n-k-l(*) ^ Vk-l^^"^^ 
^1 
*n-k(t) 
*â-k(t) 
Uj^(t) - u^(t) - Ln_kX(ti) 
(4.21) 
"k(t) - ^ A-kC:) Uj^(t) + R;_j^(t) { + u^_^(t) + R (t^) L _ x(tp } = 0 
This shows that u^(t) satisfies, the differential equation 
R' .(t) R' k(c) 
- r-ûT "(c) + r-ôô +(") ° " 
n-k n-k 
Using lemma (IV.2), since Uj^(ti) = 0 and Rn_k(t) > 0, R^_^(t) > 0, 
lira R ^(t) = « and by (4.17) we conclude that lira |uj^(t)| = » exists 
t->«> ^ t+c 
in the extended real line when lim |u^_^(t)| exists in the extended 
t-Voo 
real line. 
Now multiplying equation (4.1) by Rjj_^(t) and integrating from 
12 to t, we get 
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(4.22) 
t: , m t 
/ Rn_i(s) [L ix(s)]' ds + (-1) l / R_,(s) a (s)f(x(g,(s)))ds 
1=1  1  ^  
t 
= f (-l)^c(s) ^(s)ds 
(^1 
Examine the two cases: 
(I) (-1)^ ^ / R^_i(s) a^(s) f(x(g^(s))lds = ± « 
"^1 
(II) (-1)" ^ / R^_^(s) a^(s) f(x(g^(s)))ds < » 
"^1 
Suppose (1) holds with the given condition (4.18) and the 
boundedness of x(t). The right hand side of (4.22) remains bounded by 
(4.19) as t + », so that from (4.22), we get 
by the 
lira |uQ(t)| = 00 ===> lim |u^(t)| = « 
t->oo lemma t->-«> 
=> lim |u-(t)| = 00 ... lim |u _.(t)| = <» 
t+oo t+oo 
=> lim x(t) = 00 
t + oo 
a contradiction 
=> (1) is impossible. 
Now since (11) holds, letting ' t ->• «> in (4.22) we see that 
lim UgOt) Is finite. 
t+oo 
78 
Therefore, from the lemma we have 11m u^(t) exists and finite. 
t->« 
Continuing in this manner, we find that lira u ^(t) exists and 
t+oo 
finies. This implies that lim x(t) exists and is finite 
t+oo 
Now using (ii) and (4.18) implies 
lira inf x(g^(t)) = lim inf x(t) = 0 => lim x(t) = 0 
t+oo t+m t-tco 
Example 
Consider 
(t \t ^x'(t)') + t ^ x^(j t) + "I t ^ x^(-| t) = -12t 
Now 
"32 " 8" 
gl(t) =1 t ggCt) =11 
b(t) = -12t ^ < 0 for t > 0 (n=3) 
Pl(t) = PgCc) = t ^ 
12 12 R (t) = / r ds = y t ""otn as t-voo 
to s-1 
t ri s2- 11 2) 
R^(t) = / -i " ds = I C* - i Co^ + i " " 
to 
and / a^(t)R2(t) = », 
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00 
/ b(t) RgCtïdt < 00. 
Therefore all bounded nonoscillatory solutions tend to zero as t + ». 
In fact x(t) = t ^ is a bounded nonoscillatory solution. 
80 
V. CONCLUSION AND FUTURE WORKS 
A. Conclusion 
The major objective of this dissertation was to establish the 
oscillation property of solutions of certain functional differential 
equations of arbitrary order. This was done mainly in Chapters III and 
IV where we succeeded in proving in theorem (III.B.3) that all solutions 
of the equations 
(A) x^"\t) + I p.(t) x(g (t)) = f(t) 
i = l ^ ^ 
are oscillatory. Dahiya [5a] discussed the nonoscillation of the even 
order delay differential equation 
(B) y(^") - I P.(t) y(g.(t)) = f(t) 
i=l 
and proved that all bounded nonoscillatory solutions are eventually 
negative (Thm. 1). He also proved that all bounded nonoscillatory 
solutions of equation (B) approach zero as t -»• », Concerning the 
oscillation of solutions of (A), Dahiya [5b] proved that every bounded 
solution of 
( c )  y(^")(t) -  I  p.(t) y( g.(t)) = 0 
i = l 
is oscillatory (Thm. 1). 
R. Olah [23] discussed the homogeneous, form 
(D) y(")(t) + p(t) y(g(t)) = 0 
which is a special case of our equation (A), and he proved that all 
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solutions are oscillatory (Thm. 1). Our work was to prove that all 
solutions of (A) are oscillatory; this was done in Theorem (III.B.3). 
The most interesting part was the mixed type equation 
+ a I p.(t) x(g (t)) + 6 q(t) x(h(t)) = f(t) 
1=1 ^ 1 
where we discussed the cases a = 6 = ±l,cr = 0 or 6=0; this was done 
in Section D of Chapter III. We were not able to prove the theorem for 
the cases a = +1, 6 = -1 and a = -1, 6 = +1. As an illustration let 
us consider the following examples. 
Example 1 
Consider 
j^(vl)(t) + x(t-Ti) - 2x(t+Tr) = 0 
this equation has the oscillatory solution x(t) = sin t. 
Example 2 
x"(t) + x(j) - x(2t) = 0 
this equation has the nonoscillatory solution x(t) = t. 
Example 3 
x"(t) - x(t-n) + 2x(t+ir) = 0 
has x(t) = cos t as an oscillatory solution. 
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Example 4 
x"(t) - x(-|) + x(2t) = 0. 
has x(t) = t as a nonosclllatory solution. 
The above examples show that oscillation is possible at least for 
the homogenous case. Furthermore, Kusano and H. Onose [18] discussed the 
asymptotic behavior of nonosclllatory solution of 
(E) L^y(t) + a(t) f(y(g(t))) = b(t) 
and proved that every bounded nonosclllatory solution of (E) tends to 
zero. 
We were able to extend equation (E) to the more general case 
(F) L x(t) + (-1)" ^  I p.(t) x(g.(t)) = b(t) 
" 1=1 1 
where L x(t) = (P ,(t)(P „(t)(...(?,(t)x'(t. We also 
n ^ n—i n—z J. ' 
proved in theorem (IV.1) that all bounded solutions of equation (F) are 
oscillatory. 
On the other hand, Chapter II deals with nonosclllation of even 
order nonlinear delay differential equations. We proved in theorem 
(II.A.5) that all nonosclllatory solutions are nonnegative, and in 
theorem (II.B.3) we showed that every bounded nonosclllatory solution of 
equation (2.22) tends to zero. 
B. Future Work 
Oscillations and nonosclllatlons of solutions of functional 
differential equations is, in general, a very wide subject, and 
constitutes a good source of research and future work. In particular. 
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while working in Chapter II, I tried to prove the existence of a bounded 
nonoscillatory solution of equation (2.22), but as yet this problem is 
unresolved. I decided to leave this problem for future work after 
discussing it with professors: Seifert, Johnston and Dahiya. I would be 
happy to receive any suggestions or ideas about this problem. 
Also equation (3.1) is very interesting for the cases 
a = ±1, 6 = +1, that is when a and 6 have opposite signs. 
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