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1. INTRODUCCIÓ
1.1 OBJECTE 
Es disposa d'una plataforma didàctica tipus robot mòbil Robotino. En un projecte previ 
s'ha adaptat aquesta plataforma al sistema operatiu de temps real QNX. L'objectiu 
d'aquest projecte és complementar aquesta adaptació integrant ara al robot una càmera 
de xarxa. El projecte comprendrà la integració mitjançant el protocol de comunicacions 
HTTP. Un cop integrada es desenvoluparà una aplicació multitasca de navegació 
autònoma per part del robot mòbil. 
1.2 JUSTIFICACIÓ 
L’adaptació creada anteriorment del Robotino a QNX ens permet treballar amb tots els 
sensors que incorpora a excepció de la càmera, ja que al estar en C i treballar amb 
QNX és complicat adaptar la càmera, d’altre banda també serià bo estalviar-nos un 
port USB per utilitzar-lo per a un altre sensor o altres perifèrics. Per això aquest 
projecte intenta trobar una alternativa a la càmera USB, adaptant una càmera de 
xarxa per a integrar-la al Robotino i que tingui una funció semblant a la USB. 
1.3 ESPECIFICACIONS 
• La càmera ha de ser controlable amb el sistema operatiu QNX.
• La càmera i el Robotino s’han de comunicar entre ells.
• Hem de poder utilitzar les funcions que es considerin imprescindibles de la càmera.
• El sistema operatiu QNX ha de ser capaç de processar les imatges de la càmera, amb
la finalitat de separar elements de la imatge de la resta. 
• La càmera implementada al Robotino ha de poder treballar autònomament, sense
límits de cablejat o d’alimentació. 
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1.4 OBJECTIUS 
• Creació d’una API per a la càmera en C.
• Creació d’una API de processat d’imatge en C compatible amb QNX.
• Integrar la càmera a una xarxa WIFI.
• Disseny d’un prototip convertidor DC/DC per adaptar la tensió del Robotino a la de
la càmera. 
• Programació d’una aplicació multitasca on s’integren les API’s realitzades.
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2. CÀMERA AXIS M1011-W
Axis és una empresa sueca fundada en 1984 líder en el mercat internacional de vídeo en 
xarxa i vídeo vigilància, els seus productes solen ser utilitzats en cadenes de muntatge, 
aeroports, trens, autopistes, presons i casinos. Va ser la primera empresa en treure al 
mercat una càmera de xarxa en el 1996 i des de llavors no han deixat de treure nous 
productes i d’innovar en el vídeo en xarxa i vídeo vigilància.  
Les càmeres de xarxa d’Axis es basen en estàndards oberts per connectar a qualsevol 
xarxa IP, incloent Internet, i permeten la visualització i gravació remota des de 
qualsevol lloc del món, ofereixen també altres característiques com la detecció de 
moviment, detecció d’àudio i alarma anti-manipulació. 
Produeixen una gran varietat de tipus de càmeres en xarxa i per a diferents propòsits: 
• Càmeres de xarxa fixes
Disseny de càmera tradicional, la direcció de captura és fixa una vegada
muntada.
• Càmeres de xarxa domo fixes
Consta de una càmera de petites dimensions  amb una carcassa de forma
ovulada el seu disseny és discret i passa desapercebuda.
• Càmeres de xarxa PTZ1
Es poden controlar el seu moviment remotament amb un ordinador connectat a
la xarxa.
• Càmeres de xarxa ocultes
Càmeres de disseny funcional i discret pensades especialment per a la vigilància.
• Càmeres de xarxa amb resolució megapíxel/HDTV2
Utilitzades on els detalls de les imatges són importants, com per exemple bona
visualització de matricules de cotxe.
• Càmeres de xarxa tèrmiques
Proporcionen imatges basades en el calor que emeten els objectes capturats.
Per a la integració en el Robotino s’ha escollit una càmera de xarxa fixa, ja que són de 
dimensions petites, el seu suport es pot acoblar fàcilment al Robotino, poden utilitzar 
wifi i la transmissió d’imatge és ràpida, a part són totalment compatibles amb la 
VAPIX, api que proporciona AXIS per al desenvolupament d’aplicacions. Dins 
d’aquesta classe s’ha escollit la càmera M-1011W. 
1 pan-tilt-zoom: rotació vertical ("tilt" en anglès) i en un pla horitzontal ("panning" en anglès) i 
zoom. 
2  High Definition Television (Alta definició) 
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2.1 CARACTERÍSTIQUES 
AXIS M1011-W 
Sensor d’imatge CMOS RGB escombrat progressiu de 1/4’’ 
Objectiu 4,4 mm: visió de 47°*, F2.0,iris fix 
Sensibilitat llumínica 1-10000 lux, F2.0 
Vel. De obturació 1/5000 s a 1/4 s 
Compressió de vídeo Perfil base H.264 (MPEG-4Parte 10/AVC), MPEG-4 Part 2 
(ISO/IEC 14496-2), Motion JPEG 
Resolució 640x480 a 160x120 
Vel. D’imatge 30 imatges per segon 
Interfície sense fils IEEE 802.11b/g 
Seguretat de xarxa WEP 64/128 bit, WPA/WPA2-PSK, WPA, WPA2 Enterprise 
Protocols compatibles IPv4/v6, HTTP, HTTPS**, QoS Layer 3 DiffServ, FTP, 
CIFS/SMB 
Memòria 64 MB de RAM, 32 MB de Flash 
Alimentació 4,9 - 5,1 V CC, màxim 2,2 W 
Connectors Pressa de CC, RJ-45 10BASE-T/100BASE-TX 
FIGURA 2.1: DIMENSIONS DE LA CÀMERA AXIS M1011-W 
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2.2 VISIÓ GENERAL 
- Power Connector: Per a la connexió de l’adaptador d’alimentació. (5.0-5.1V DC, 
Max 1.5A. ) 
- Network Connector: Connector RJ-14 per a la xarxa (10BaseT/100BaseTX 
Ethernet). 
- Serial Number Label: Serial number requerit durant la instal·lació. 
- Control Button: Restaurar configuració a la de defecte. 
LED COLOR INDICACIÓ 
Network 
Verd Connexió a xarxa funcionant a 100 Mbits/s 
Taronja Connexió a xarxa funcionant a 10 Mbits/s 
Apagat Sense connexió a la xarxa 
Status 
Verd Opera amb normalitat 
Taronja Càmera arrancant 
Vermell Càmera no arrenca correctament 
Power 
Verd Opera amb normalitat 
Taronja Actualitzant firmware 
Wireless 
Verd Connectat a xarxa wireless 
Taronja Desconnectat de la xarxa 
Apagat Connectat a la xarxa per cablejat 
FIGURA 2.2: VISTA FRONTAL I POSTERIOR DE LA CÀMERA 
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2.3 INSTAL·LACIÓ I CONFIGURACIÓ INICIAL 
El primer pas per poder treballar amb la càmera serà connectar la càmera a la mateixa 
xarxa on tenim l’ordinador supervisor, la xarxa pot tenir connexió a l’exterior 
mitjançant Internet si es vol controlar la càmera des de qualsevol punt remot, en el 
nostre cas només ha estat connectada a la xarxa local del laboratori d’informàtica 
industrial de ESAII. 
2.3.1 ASSIGNACIÓ DE IP 
Axis ens proporciona des de el seu web una aplicació gratuïta per a l’assignació de 
direccions de xarxa a productes de la seva companyia, el software s’anomena IP Utility, 
només és funcional amb sistemes operatius Windows  i s’explica a continuació: 
Al executar l’aplicació es fa un rastreig automàticament de tots els dispositius 
connectats a la xarxa, i mostrà en pantalla els que són de la marca AXIS amb les 
següents propietats de cada un d’ells: 
FIGURA 2.3: CONNEXIÓ A XARXA DE LA CÀMERA 
FIGURA 2.4: FORM PRINCIPAL DE LA AXIS IP UTILITY 
Càmera AXIS M1011-W  7 
 
 
Nombre Dirección IP Número de Sèrie 
Model – MAC                    Direcció IP assignada per el DHCP            MAC/NºSerie 
 
 
 
Un cop trobada la nostra càmera dins de la llista hem de fer clic al botó “Configuración 
de la dirección IP con el número de serie”ubicat a la barra d’eines o fent clic dret sobre 
la càmera detectada. Invocarem la següent pantalla: 
 
 
 
On haurem d’assignar la IP estàtica no ocupada que volem per a la nostre càmera, 
clicar assignar i esperar a que el programa acabi de treballar, pot estar-hi uns quants 
minuts. 
 
La càmera amb la qual treballem en aquest projecte està assignada com: 192.168.1.21 
 
Per a altres S.O, Linux o MAC, l’alternativa per a l’assignació de IP es el ARP/Ping 
instal·lat per defecte en tots els S.O, ja siguin Linux, Mac o Windows. S’executa el 
terminal i escrivim les següents sentencies: 
 
Sintaxis en Linux/Mac 
arp -s <Direcció IP desitjada> <Nºsèrie/MAC> temp 
ping -s 408 <Direcció IP> 
 
 
Una vegada fet això la nostre càmera ja es accessible des de la xarxa. 
 
 
 
 
 
 
 
 
 
 
 
 
FIGURA 2.5: FINESTRA D’ASSIGNACIÓ DE IP 
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2.4 ACCÉS A LA CÀMERA 
Per accedir a la càmera s’ha d’obrir qualsevol explorador y clicar com a direcció la IP 
de la càmera en el nostre cas: http://192.168.1.21, la primera vegada que s’accedeix la 
càmera ens demana configurar la contrasenya mitjançant un diàleg web: 
El nom d’usuari ve determinat per defecte com a “root” i la contrasenya s’ha fixat com 
a “ROBOTINO”(en majúscules) important: l’aplicació web es Case Sensitive3. La 
contrasenya en un principi només se’ns demanarà si volem accedir al setup, si no està 
configurada d’un altre manera. La visualització de la imatge capturada per a la càmera 
serà oberta. A partir d’aquí la càmera ja està totalment configurada per accedir a 
l’aplicació web. 
2.5 INTERFÍCIE WEB 
2.5.1 LIVE VIEW 
És la pagina d’inici una vegada hem accedit a la càmera per web, se’ns mostra un 
panell amb tres elements amb els que podem interactuar. Al centre un requadre on es 
reprodueix la imatge capturada en temps real per la càmera, sota de la qual hi han els 
controls d’imatge bàsics. 
3 Case Sensitive: L’aplicació diferencia entre Majúscules i minúscules. 
FIGURA 2.6: DIÀLEG WEB AL ACCEDIR PER PRIMERA 
VEGADA
FIGURA 2.7: VISTA DEL LIVE VIEW 
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A la part esquerra - superior trobem un menú desplegable que ens permet escollir entre 
els modes de codificació d’imatge disponibles, MPEG-4 i Motion JPEG. 
 
A la dreta trobarem tres enllaços que ens adrecen als tres apartats principals d’aquest 
panell: Live View, Setup i Help. 
 
2.5.2 SETUP 
 
La pestanya Setup ens dóna 
accés a la secció de configuració 
de la càmera, per accedir-hi 
se’ns demanarà una 
identificació, que com s’ha 
comentat abans es usuari:root 
password:ROBOTINO, a 
continuació s’explica cada 
secció del Setup. 
 
• Basic Setup: La pestanya 
“Basic Setup” ens enllaça a les opcions més importants i més utilitzades de la 
configuració de la càmera, aquestes funcions estan incloses en les altres seccions del 
Setup per això s’expliquen mes endavant en la seva secció pertinent. 
 
• Video: 
 
- Video Stream: Paràmetres per modificar la resolució i compressió de la imatge. 
Opcions per a la sobreimpressió de la data o text a la imatge. 
 
- Stream Profiles: Llistat de perfils per escollir diferents 
configuracions de la captura, segons qualitat, ample de banda... 
 
- Càmera Settings: Paràmetres per modificar l’aspecte de la 
imatge, color, luminància, contrast. 
 
- Overlay Image: Opcions per a la sobreimpressió d’una imatge a la captura real 
 
- Privacy Mask: Són 3 zones de la imatge configurables que permet l’ocultació de parts 
de la imatge que no poden ser visibles. 
 
• Live View Config: 
 
- Layout: Opcions per a personalitzar la pagina principal de la 
càmera.   
 
 
• Events: 
 
- Instructions: Informació general dels esdeveniments possibles, 
explicació del que es considera un esdeveniment. 
 
- Event Servers: Llista de servidors agregats que són utilitzats quan 
hi ha un esdeveniment. Poden ser fins a 10 i dels següents tipus: 
 
 FTP: S’utilitzen per carregar imatges capturades. 
FIGURA 2.8: PÀGINA SETUP DE LA CÀMERA 
Càmera AXIS M1011-W 10 
HTTP: Per mostrar missatges produïdes per esdeveniments o per pujar imatges 
capturades. 
TCP: només s’utilitzen per rebre missatges. 
- Event Types: Llistat on s’inclouen els paràmetres que descriuen quan la càmera 
produirà certa acció. Poden incloure diverses notificacions, fins a enviament d’un correu 
electrònic. 
- Càmera Trampering: L’aplicació de la càmera genera una alarma cada vegada que és 
col·locada, quan l’objectiu estigui tapat o desenfocat, l’aplicació deixarà l’estat d’alarma 
quan passin els segons indicats en aquesta secció.   
- Motion Detection: Opcions per a quan es genera un esdeveniment per moviment a la 
imatge. 
• System options: 
- Security: 
- Users: Llistat de diferents usuaris amb diferents 
privilegis. 
- IP Addres Filter: Llistat de IP’s per prohibir l’accés. 
- HTTPS4: Opció per utilitzar HTTPS. 
- IEEE 802.1: Opcions per accedir a una xarxa amb 
protecció EAPOL5. 
-Date & Time: Configuració bàsica de la data i hora. 
- Network: 
- TCP/IP: 
- Basic: Configuració de IPv4 o IPv6 per la 
integració a la xarxa. Es pot configurar com a 
DHCP o estàtica. 
- Advanced: Configuració per connectar la 
càmera directament a Internet amb les DNS. 
- Wireless: Mostra una llista amb les xarxes WIFI 
detectades i opcions per connectar-te a una d’elles. Les 
xarxes a les que es pot connectar són les encriptades 
amb WEP/WPA/WPA2. 
- SOCKS: Configuració si volem que la càmera utilitzi SOCKS. 
- QoS6: Configuració de l’activitat que tindrà la càmera dins d’una xarxa per 
garantir la bona circulació de dades i funcionament de tràfic a la xarxa. 
4 HTTPS: Hypertext Transfer Protocol over Secure Socket Layer. 
5 EAPOL: Extensible Authentication Protocol Over Lan. 
6 QoS: Quality of Service. 
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- SMTP(email): Configuració per enviar esdeveniments o alarmes a un servidor 
de correu electrònic. 
- SNMP: Configuració que permet el seguiment de dispositius des de una xarxa 
remota. 
- UPnP: Paràmetres si volem que el nostre dispositius apareix-hi en “Mis sitios 
de red” en un S.O. Windows. 
- RTP: Configuració dels ports que volem utilitzar. 
- Bonjour: Suport si volem utilitzar Bonjour per a productes d’Apple. 
- LED: Opcions per a la configuració de l’accionament dels LEDs. 
- Maintenance: Accions que es poden activar per a fer un manteniment preventiu del 
dispositiu. 
- Support: 
- Support Overview: Guía de suport si tenim conflictes amb el dispositiu. 
- System Overview: Mostra com està configurat el dispositiu. 
- Logs & Reports: Llistat de les ultimes accions que s’han produït al dispositiu. 
- Advanced: Opcions per actualitzar el firmware, pujar arxius al dispositiu o “scripts”. 
2.6 CONNEXIÓ SENSE FILS 
Una part important d’aquest projecte es basa en que la càmera ha de treballar amb la 
xarxa i sense fils ja que s’ha d’acoblar al Robotino i no pot estar limitada la seva àrea 
de treball a la longitud d’un cable Ethernet. Per això a continuació s’explica el procés 
per a configurar la càmera amb WIFI: 
El primer pas és accedir al SETUPSystem OptionsNetworkBasic, en aquest 
apartat se’ns mostren configuracions bàsiques per integrar la càmera a una xarxa, pel 
que fa a la connexió sense fils el apartat que més ens importa és el “Network Interface 
Mode”. 
Com s’observa a la captura de l’apartat es poden escollir dos opcions: Auto o Wired. Si 
volem configurar la càmera per que treballi amb WIFI hem d’escollir l’opció Auto, 
aquesta opció fa que quan tinguem desconnectat el cable Ethernet de la càmera es 
connectarà automàticament a la xarxa sense fils que haguem configurat, en canvi, si 
connectem l’Ethernet la càmera treballarà per el cablejat, aquesta opció és important ja 
que si configurem la càmera amb WIFI i no la configurem bé o hi ha algun problema 
sempre som capaços de tornar enrere i tornar a configurar connectant l’Ethernet. 
FIGURA 2.9: MODES DE TREBALL DE LA CÀMERA A UNA XARXA 
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El següent pas és accedir a la pestanya: SETUPSystem OptionsNetworkWireless, 
en aquesta nova finestra haurem de configurar la connexió a la xarxa Wifi a la que 
volem connectar-nos. 
El primer pas serà escollir a quina xarxa dins de la llista de l’estat de xarxes wireless 
ens volem connectar, en el nostre cas com volem integrar la càmera dins la xarxa on és 
el Robotino, escollirem la SSID RobotinoAPX.1, la qual no conté contrasenya d’accés 
però que te filtrat de MAC per això haurem de donar accés a la nostre càmera a la 
xarxa. El següent pas serà escollir Master o Ad-Hoc. Master s’escollirà quan ens 
connectem a un dispositiu enrutador, el mode master també és conegut com a mode 
Acces Point. En canvi Ad-Hoc s’utilitzarà quan es vol connectar la càmera directament 
a un dispositiu no enrutador, com per exemple un portàtil, aquest mode s’anomena 
també p2p. En el nostre cas, com utilitzem un Router per a la xarxa haurem d’escollir 
l’opció Master. 
En el cas de connectar-nos a una xarxa amb contrasenya, al escollir la xarxa des de la 
llista automàticament la pestanya Security ens mostrarà quina codificació té, i al costat 
una textbox on se’ns demanarà la contrasenya. 
FIGURA 2.10: SECCIÓ WIRELESS DE LA CÀMERA 
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2.7 VAPIX 
Tots els productes de vídeo en xarxa d'Axis tenen una interfície de programació 
d'aplicacions basades en HTTP. VAPIX ®, Eix que permet sol·licitar imatges, control 
de funcions de la càmera de xarxa (PTZ, relés), configurar els valors dels paràmetres 
interns i molt més. L'objectiu de l'API és fer que sigui més fàcil per als desenvolupadors 
crear aplicacions que suporten els productes de vídeo d'Axis. 
VAPIX ® es compon de: 
• Axis API HTTP
• Axis Parameter Specification
• Axis RTSP API (pel control de fluxos MPEG-4)
En el nostre cas hem utilitzat la API HTTP aquesta API especifica la interfície de 
programació d'aplicacions basades en HTTP per a les càmeres i codificadors de vídeo 
Axis amb la versió de firmware 5.00 o superior. Per saber la versió del firmware del 
nostre dispositiu s’ha d’accedir a la pestanya About del SETUP d’Interfície WEB. En 
el nostre cas tenim la versió  firmware 5.20.2, en el cas de que sigui inferior a 5.00, poc 
probable, s’haurà d’actualitzar el firmware. 
L’ interfície de vídeo basat en HTTP proporciona la funcionalitat per sol·licitar imatges 
d'una o diverses parts i per obtenir i establir els valors de paràmetres interns. La 
imatge i les peticions CGI són manipulades pel servidor web incrustat en el dispositiu. 
El funcionament de l’ API es senzilla, en el document adjuntat al CD de la memòria 
anomenat “VAPIX_3_HTTP_API_3_00” s’expliquen totes les funcions disponibles, 
el seu funcionament i la seva sintaxis URL per executar-la des de un navegador web.  
En la sintaxi d'URL i en les descripcions dels arguments CGI, el text en cursiva entre 
parèntesis denota contingut que ha de ser reemplaçat per un valor o una cadena. En 
substituir la cadena de text, els claudàtors angulars han de ser reemplaçats. Per 
exemple, el nom de la càmera o codificador de vídeo es denota per <servername> en la 
descripció de la sintaxi URL. En la sintaxi d'URL per exemple <servername> se 
substitueix per la IP de la camera. 
La resposta de la càmera la rebrem directament a la mateixa finestra del navegador on 
s’ha enviat la URL de petició, a continuació es mostra un exemple amb la funció Image 
Size que serveix per saber quina és la resolució predeterminada de les imatges: 
URL de petició: 
Sintaxis: 
http://<servername>/axis-cgi/imagesize.cgi? 
<argument>=<value>[&<argument>=<value>...]  
Observant la API, els valors dels arguments i valors s’han de canviar per “càmera” i el 
valor de la càmera amb la que volem treballar, en el nostre cas, com només en tenim 
una serà “1”, la petició queda de la següent forma: 
URL Final: 
http://192.168.1.21/axis-cgi/imagesize.cgi?camera=1 
Resposta de la càmera: 
Càmera AXIS M1011-W 14 
HTTP Code: 200 OK  
Content-Type: text/plain 
Body: 
image width = 176  
image height = 144 
Les primeres línees formen part de la capçalera y no s’observen físicament en el 
navegador, les utilitza ell mateix per processar el contingut “body” de les resposta, en 
aquest cas el navegador mostrarà les dues ultimes línees del exemple, la image width i 
la height. 
La VAPIX proporciona la sintaxis URL per enviar les següents comandes: 
• Parameter management: La majoria de les característiques dels productes de vídeo en
xarxa d'Axis es poden configurar mitjançant paràmetres de la càmera. 
• Agregar, modificar i esborrar usuaris: Afegir un nou usuari amb contrasenya i la
pertinença a grups, modificar la informació i eliminar un usuari. 
• Factory default: Tots els paràmetres, excepte Network.BootProto,
Network.IPAddress, Network.SubnetMask, Network.Broadcast i 
Network.DefaultRouter s’estableixen en els seus valors per defecte de fàbrica. 
• Hard factory default: Tots els paràmetres s'ajusten al seu valor predeterminat de
fàbrica. 
• Firmware upgrade: Actualitza la versió del firmware.
• Restart server: Reiniciar la càmera.
• Server report: Aquesta petició CGI genera i retorna un fitxer d'informe. L'informe
inclou informació del producte, configuració dels paràmetres i els registres del sistema. 
• Logs: Recuperar la informació de registre del sistema.
• System date and time: Peticions per rebre l’actual data i hora de la càmera o per
configurar les mateixes. 
• Image size: Retorna la mida de la imatge predeterminada.
• Video status: Comprovar l’estat d'una o més fonts de vídeo.
• Bitmap: Suport per a imatges de mapa de bits.
• JPEG/MJPG: Suport per a imatges JPEG i codificació MJPEG.
• Dynamic text overlay: Configurar superposició de text dinàmic a la imatge.
• PTZ driver update:  Instal·lació i eliminació de controladors PTZ.
• PTZ administration: Associar ports series amb controls PTZ de la càmera.
• PTZ control: Controlar el comportament de gir, inclinació i zoom d'una unitat PTZ.
• PTZ configuration:  Establir i configurar posicions predefinides PTZ.
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• Set PTZ parameters: Establir els paràmetres del PTZ.
• PTZ control queue:  Sol·licituds referents a la cua de control PTZ.
• Motion Detection Level:  Retorna el nivell actual en el que la detecció de moviments
esdevé e un esdeveniment. 
• I/O ports:  Recuperar informació sobre l’estat dels ports.
• Serial port control: Control del port sèrie.
• Open serial port: Obrir el port sèrie utilitzant el protocol HTTP.
• IP address filter administration: Permetre o denegar les adreces IP de la llista per
accedir al dispositiu d'Axis. 
• Audio data request: Suport per a la sol·licitud de gravacions d’àudio.
De totes les possibilitats que ofereix la VAPIX s’han seleccionat les mé importants, o 
les que més ens poden ser funcionals per desenvolupar l’API pròpia en C, s’expliquen i 
es detallen a la secció 5.2 Captura de les peticions.
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3. ROBOTINO
El Robotino és un robot mòbil fabricat per FESTO dedicat exclusivament per fins 
educatius i de recerca en el camp de l’automatització i en els següents camps: 
• Mecànica
– Construcció mecànica d’un sistema de robot mòbil
• Electricitat
– Control d’unitats d’accionament
– Cablejat correcte de components elèctrics
• Sensors
– Control de recorregut guiat per sensors
– Control de recorregut lliure de col·lisions amb sensors de distància
– Control de recorregut per processament de imatges
• Sistemes de control per realimentació
– Control d’accionaments omnidireccionals
• Utilització de interfícies de comunicació
– Xarxes LAN sense fils
• Posta a punt
– Posta a punt d’un sistema robot mòbil
FIGURA 3.1: VISTA FRONTAL DEL ROBOTINO 
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Robotino és un sistema de robot mòbil d’alta qualitat, plenament funcional amb 
accionament omnidireccional. Les tres unitats d’accionament instal·lades permeten 
realitzar moviments en totes direccions: endavant, enredera i lateralment. A més a 
més, el robot també pot girar sobre un punt. També està equipat amb una webcam 
i variïs tipus de sensors analògics per mesurar distàncies, per exemple, sensors 
binaris per protecció de col·lisions i encoders per detectar la velocitat real. 
El controlador de Robotino consisteix en un PC/104 amb una targeta Compact 
Flash, en la qual s’han instal·lat varies aplicacions de demostració i el sistema 
operatiu Linux. Les aplicacions de demostració poden ser executades directament 
des del panell de control del Robotino. 
Robotino pot ser programat amb el software de RobotinoView en un PC mitjançant 
LAN sense fils(WLAN), o també estan disponibles API’s de Linux i C++ per la 
programació. 
En definitiva, Robotino és autònom, conté nombrosos sensors, una càmera i un 
controlador d’altes prestacions. Es pot accedir al controlador directament 
mitjançant LAN sense fils(WLAN) i quan està correctament programat, Robotino 
realitza de forma autònoma les tasques assignades. Finalment, també es poden 
connectar motors i sensors addicionals mitjançant d’una interfície d’entrades i 
sortides. 
3.1  DADES TÈCNIQUES 
El Robotino incloent el xassís d’acer inoxidable circular i les tres unitats d’accionament 
omnidireccionals té les següents característiques: 
- Diàmetre: 370 mm 
- Altura, incloent carcassa: 210 mm 
- Pes total: aprox. 11 kg 
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3.2  COMPONENTS 
3.2.1 XASSÍS / PONT DE COMANDAMENT 
El xassís consisteix en una plataforma d’acer inoxidable soldada amb làser. Disposa de 
dues nanses, les bateries recarregables, les unitats d’accionament i la càmera. 
També es troben situats els sensors de mesura per distancies i el para-xocs. A més a 
més, el xassís ofereix un espai addicional i opcions de muntatge per altres afegits, 
sensors i/o motors.  
Els components molt sensibles del sistema, tals com el controlador, el mòdul de E/S i 
les interfícies, es troben situades en el pont de comandament. El pont de comandament 
està connectat a la restà de mòduls del sistema per mitjà duna connector. 
FIGURA 3.2: XASSÍS / PONT DE COMANDAMENT 
3.2.2 MÒDULS D’ACCIONAMENT 
Robotino® es accionat per 3 unitats de d’accionament omnidireccionals independents. 
Es troben muntades formant un angle de 120º entre sí. 
Cada una de les 3 unitats d’accionament consten dels següents components. 
1 Motor DC 
2 Reductor amb relació 16:1 
3 Rodets omnidireccionals 
4 Corretja dentada 
5 Encoder incremental 
Tots els components individuals estan fixats a la 
brida de muntatge en la part posterior. 
Conjuntament amb la brida frontal, la unitat 
d’accionament està subjectada al xassís amb 
cargols. Amb això s’assegura el correcte 
posicionat de les unitats d’accionament entre sí. 
La velocitat del motor està controlada 
mitjançant un llaç de control intern, es tracta 
d’un controlador PID per a cada un dels motors, 
FIGURA 3.3: MÒDUL D’ACCIONAMENT 
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els paràmetres del qual es poden definir per l’usuari o utilitzar els valors per defecte. 
Les velocitats dels motors s’obtenen mitjançant uns encoders incrementals. 
El rodet omnidireccional és posat en moviment en una determinada direcció per mitja 
dels seus eixos d’accionament i també és capaç de desplaçar-se en qualsevol direcció si 
es veu forçat per altres accionaments en direccions diferents. Com resultat de la 
interacció amb les altres dos unitats d’accionament, és possible obtenir un recorregut en 
una direcció que difereix de la direcció de cadascun dels respectius accionaments. 
A part d’aquestes tres unitats d’accionament, és possible instal·lar-hi una més. 
Robotino ja disposa de l’espai necessari per a la instal·lació de la unitat 
d’accionament addicional. A més, cal remarcar que aquesta permet un control de 
posició i una d’intensitat. El propi fabricant proporciona una opcional anomenada 
pinça elèctrica. 
3.2.3 BATERIES / CARREGADOR 
La alimentació elèctrica és subministrada per dues bateries recarregables de 12 V amb 
una capacitat de 4 Ah. Ambdues bateries recarregables estan muntades en el xassís 
com s’ha explicat en l’apartat 1.2.1. A més a més, el Robotino inclou dues bateries 
addicionals i un carregador de bateries. Així, mentrestant dues bateries estan en 
funcionament, les altres dues poden estar en procés de carrega. No obstant, també 
existeix la possibilitat de treballar amb el Robotino connectat al carregador tot i que 
això limita molt la mobilitat d’aquest. 
3.2.4 UNITAT DE CONTROL 
En aquesta unitat és on es connectaran els diversos sensors, els motors, les entrades 
digitals, entrades analògiques, etc. Aquesta és divideix en tres parts: un PC encastat, 
una placa de control d’entrades i sortides i un Access Point sense fils. 
FIGURA 3.4: PC/104 
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3.2.4.1. PC Encastat (PC/104) 
El PC encastat és el PC/104 (MOPSlcdLX) amb el processador AMDLX800 a 400 
MHz. El PC té una memòria SDRAM de 1 GB i a l’hora està previst amb una targeta 
Compact Flash de 1 MB en la qual té instal·lat el sistema operatiu. En aquest cas 
podem treballar en Linux y QNX: 
- Linux amb Kernel en temps real (RTAI) i s’hi poden trobar les llibreries necessàries 
per poder executar aplicacions. 
- QNX Neutrino és un sistema operatiu de temps real (RTOS: Real-Time Operating 
Systems) desenvolupat per QNX Software Systems Ltd. Està constituït per un autèntic 
micro-kernel rodejat d’un conjunt de mòduls opcionals (resource managers) que poden 
ser inclosos segons les necessitats de l’usuari. 
3.2.4.2. Placa de control d’entrades i sortides (EA09) 
La placa de control d’entrades i sortides (a partir d’ara I/O-Board o EA09). Aquesta 
proporciona l’accés als motors, sensors, entrades analògiques i digitals, sortides digitals i 
relés del Robotino. 
La I/O-Board i el PC/104 es connecten gràcies a una de les dues interfícies sèrie (RS- 
232) de les que disposa el PC/104. 
Un tret important d’Aquesta placa és que permet realitzar un llaç de control de 
velocitat sobre cadascun dels actuadors amb una freqüència de 1kHz. A l’hora també 
incorpora un timer per saber el temps de funcionament cel motor i inclús un comptador 
de posició per cada encoder. 
Pel que fa la comunicació entre la placa i el PC/104 és extremadament crítica, per això 
qualsevol retard en la comunicació té efectes dramàtics en el comportament del 
Robotino. Per aquesta raó no està implementat ni el control de flux per hardware ni el 
de software. 
3.2.5 PUNT D’ACCÉS LAN SENSE FILS 
Cal saber que el Robotino té el seu propi punt d’accés Access Point sense fils. 
Aquest dispositu pot funcionar de com a mode AP(Acces Point) o com a Client. En el 
nostre cas està configurat per treballar en mode Client. 
En aquest mode, l’Access Point funciona exactament com ho faria un mòdem sense fils 
wifi, és a dir, aquest intenta buscar un Access Point extern amb unes determinades 
especificacions. Pel que fa als PC, aquests es poden connectar a l’Access Point extern 
via cable (Ethernet) o WLAN. 
En el nostre cas els ordinadors del laboratori estàn connectats via cable (Ethernet) amb 
un mòdem sense fils, el qual es connecta via WLAN amb el nostre Robotino. 
El punt d’accés LAN sense fils és un component que permet la comunicació amb el 
robot per mitja d’una direcció en la xarxa (per defecte, 172.26.1.1). En el nostre cas 
192.168.1.101 
Característiques: 
- El punt d’accés es caracteritza per el seu baix consum de corrent. És possible una 
alimentació per mitja del port USB. 
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- El punt d’accés compleix amb els següents estàndards: IEEE 802.11g I 802.11b. 
- Permet velocitats de transmissió de fins 54 Mb per segon per 802.11g, i 11 Mb per 
segons per 802.11b amb un ample rang de les transmissions (fins 100 m dintre 
d’edificis). 
- Permet establir una xarxa segura amb encriptació WEP i funció WPA-PSK. 
- És ràpida i simple de configurar per mitja de la utilitat de gestió de la web. 
3.2.6 SENSORS 
El Robotino consta de diversos sensors, alguns d’ells ja estan incorporats i d’altres són 
opcionals, i els proporciona el propi fabricant. 
3.2.6.1. Sensors d’infrarojos 
Robotino està equipat amb nou sensors de medició de distància per infrarojos de la 
marca SHARP model GP2D12, que es troben muntats en el xassís formant un angle de 
40º entre sí. Amb aquests sensors, Robotino pot detector objectes en les zones 
circumdants. 
Cadascun d’aquests sensors pot ser interrogat individualment per mitja de la placa de 
circuit de E/S. Amb això es poden evitar obstacles, es poden mantenir distancies i 
adoptar proteccions enfront a un determinat objectiu. 
Els sensors són capaços de mesurar distancies amb precisió o relatives a objectes,amb 
valors entre 4 i 30 cm. La connexió del sensor és especialment senzilla i inclou només un 
senyal analògic i la alimentació. La electrònica d’avaluació del sensor determina la 
distància, que es pot llegir com una senyal analògica. 
3.2.6.2. Para-xocs (Bumper) 
El para-xocs està format per una banda de detecció fixada al voltant d’una anella que 
circumda el xassís. Una càmera de commutació es trobat situada dintre duna perfil de 
plàstic. Dos superfícies conductores es troben dispostes dintre de la càmera, mantenint 
una determinada distància entre sí. Aquestes superfícies entren en contacte quan 
s’aplica un mínima pressió a la banda. 
Amb això, una senyal perfectament coneguda és transmesa a la unitat de control. Un 
exemple podria ser quan es detecta qualsevol col·lisió amb un objecte en qualsevol punt 
del cos, això provocaria la detenció immediata del Robotino per tal de danyar aquest. 
3.2.6.3. Ampliacions 
El proveïdor de Robotino, FESTO, ens ofereix un seguir d’ampliacions pel que fa als 
actuadors i sensors del Robotino. L’avantatge d’utilitzar els sensors/actuadors que ens 
ofereix FESTO, és que ja hi ha funcions implementades per el seu us, en el cas de voler 
utilitzar un altre sensor/actuador, s’hauria de programar des de 0. 
Les principals amplificacions són: 
‐ Sensor de proximitat inductiu: Serveix per detectar objectes metàl·lics en el terra i 
s’utilitza per el control filo guiat. (adquirit) 
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‐ Sensor NorthStar: és un sistema de localització per infrarojos, el qual utilitza punts de 
llum infrarojos com punts d’orientació. Un sensor d’infrarojos determina la seva posició 
i orientació a partir de la posició de dos punts de llum. 
 
‐ Làser RangeFinder: permet posicionar el robot en la zona de treball. 
 
‐ Pinça elèctrica (Gripper): La seva principal finalitat és poder recollir diferent tipus de 
peces gràcies al corrent que se li aplica al motor ubicat a l’extrem. La presència d’un 
peça en la pinça es detecta mitjançant un sensorde barrera de llum. 
 
‐ Gyroscope sensor: sensor que ens permet mesurar l’angle de gir del robot, ens 
permetre corregir errors de gir en cas de que les rodes rellisquessin. 
 
3.2.7 CÀMERA 
 
Robotino® està equipat amb un sistema de càmera. Pot ajustar-se la seva altura i la 
seva inclinació. La càmera permet visualitzar imatges en directe amb l’ajuda de 
Robotino®View. Robotino®View també ofereix diverses opcions de processament 
d’imatges, que poden utilitzar per avaluar imatges per el controlador Robotino®. Un 
segmentador localitza superfícies del mateix color en una determinada imatge i pot 
determinar la posició i dimensió de qualsevol segment. Poden delectar-se línees en 
imatges de vídeo. Els resultats es poden utilitzar per senyalar objectes amb precisió, 
així com per el seguiment de recorreguts i objectes. A continuació es mostren les 
especificacions tècniques de la webcam Creative que porta de fabrica:  
 
 
Sensor d’imatges Color VGA CMOS 
Profunditat de color 24 Bit 
Connexió a PC USB 1.1 
Resolució de Vídeo 
160 x 120, 30 fps (SQCGA) 
176 x 144, 30 fps (QCIF) 
320 x 240, 30 fps (QVGA) 
352 x 288, 30 fps (CIF) 
640 x 480, 15 fps (VGA) 
Resolució d’imatge parada 
160 x 120 (SQCGA) 
176 x 144 (QCIF) 
320 x 240 (QVGA) 
352 x 288 (CIF) 
640 x 480 (VGA) 
1024 x 768 (SVGA) 
Format de captura d’imatge BMP, JPG 
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3.2.8. INTERFÍCIE DE E/S 
La interfície de E/S és connecta a la unitat de control i aquesta permet connectar 
sensors i actuadors addicionals sense necessitat de desmuntar-la. Les possibilitats 
que ofereix són: 
- 8 entrades analògiques (0 a 10V) 
- 8 entrades digitals (24V) 
- 8 sortides digitals 
- 2 relés per actuadors addicionals. Els contactes dels relés poden ser utilitzats 
com NA, NC o commutats 
Paràmetre Valor 
Alimentació de Tensió 24 V DC, 4.5A 
Entrades Digitals 8 
Sortides Digitals 8 
Entrades Analògiques 8 (0 - 10V) 
Sortides per Relé 2 
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4.           S.O EN TEMPS REAL 
Un sistema operatiu en temps real es defineix com un sistema informàtic que té la 
capacitat d’interactuar ràpidament amb el seu entorn físic, el qual pot fer funcions de 
supervisió o control, tenen la capacitat d’executar activitats o tasques en intervals de 
temps ben definits. La majoria de SOTR són utilitzats on existeixen requeriments de 
temps molt rígids, generalment en sistemes de control d’una aplicació dedicada. 
Les tasques es produeixen en un temps definit i poden ser activades periòdicament o 
aperiòdicament, és a dir, com a resposta a un succés extern.  
4.1 CARACTERÍSTIQUES GENERALS. 
Utilitzat típicament per aplicacions integrades, normalment té les següents 
característiques: 
 
- No utilitza gaire memòria 
 
- Qualsevol esdeveniment en el suport físic pot fer que s’executi una tasca 
 
- Multi-arquitectura (codi portable a qualsevol tipus de CPU) 
 
- Molts tenen temps de resposta esperats per esdeveniments electrònics 
 
Es caracteritzen per presentar requisits especials en cinc àrees generals: 
 
- Deterministes 
 
- Sensibilitat 
 
- Control del usuari 
 
- Fiabilitat 
 
- Tolerància a falles 
 
4.2 QNX 
QNX és un sistema operatiu estable, fiable, basat en UNIX y que està especialment 
dissenyat per treballar en temps real. Molt recomanable per aplicacions de robòtica y 
per sistemes encastats. 
 
4.2.1  HISTORIA 
 
A principis dels anys vuitanta els canadencs Gordon Bell y Dan Dodge van decidir 
crear un sistema operatiu amb una interfície similar a UNIX, basat en el intercanvi de 
missatges. Van començar utilitzant-lo per els seus propis processadors 6809 i 8088. Poc 
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després el van adaptar per el IBM PC, anomenant el sistema QUNIX (Quick Unix). 
Van crear la companyia QSSL (Quantum Software Systems Limited, actualment 
QNX Software Systems Limited) 
A partir d’aquell moment tan la companyia com el seu S.O van anar evolucionant. El 
sistema va adaptar-se als successius processadors de INTEL, exprimint les avantatges 
que cadascun oferia. En l’actualitat QNX es comercialitza en més de cent països, i ha 
estat utilitzat per empreses i institucions tan importants i variades com INDRA, 
Honda,Philips, Texaco o la NASA, a part d’innumerables universitats. 
4.2.2  PRINCIPIS BÀSICS 
QNX es basa en una configuració tipus “Model de proces universal” (UPM). Aquesta 
disposició utilitza un microkernel que realitza dos funcions fundamentals: el intercanvi 
de missatges, i la planificació. El microkernel no participa en l’encuament. A ell només 
s’hi arriba a través de crides del kernel, ja vinguin d’un procés, o d’una interrupció de 
hardware. 
La restà d’operacions les realitzen els diferents processos, cadascun amb el seu propi 
espai de direccionament de memòria, protegits entre si. La principal avantatge de la 
configuració UPM és que la falla d’una tasca no afecta a les altres. Els processos poden 
ser parats o reiniciats en cas de falla. D’aquesta manera s’obté un sistema molt més 
segur i fiable que amb altres configuracions, com l’executiu de temps real o la 
arquitectura monolítica. De fet QNX s’utilitza en alguns serveis com braços de naus 
especials o maquines de poliments de vidre, on les falles de software són inacceptables. 
FIGURA 4.1: LOGO DE QNX 
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4.2.3  CARACTERÍSTIQUES 
 
– Arquitectura modular al voltant d’un micronucli: 
• Nucli de 64 kbytes: gestió de processos i tasques, mecanismes desincronisme i 
de pas de missatges, temporitzadors 
• Processos de SO opcionals: 
– gestió de fitxers (discos locals i distribuïts) 
– gestió de la interfície d’usuari 
– gestió de les comunicacions (TCP/IP, QNET) 
– gestió de dispositius (Flash, UART, USB) 
– Espai de memòria protegit per a cada procés (de SO i d’usuari) 
– Comunicació mitjançant pas de missatge. 
– Gestió multitasca basada en prioritats (256 nivells) 
– Facilitats per a sistemes encastats: 
• Processadors: MIPS, PowerPC, x86, SH-4, ARM, StrongARM, XScale. 
• Eines: compilació creuada, descàrrega d’imatges i depuració via RS-232 i 
Ethernet 
• SOTR modular 
• Interfície gràfica d’usuari encastable 
– Compleix l’estàndard POSIX (Portable Operating System Interface based on UNIX): 
API estàndard portable. 
– Latències de commutació optimitzades: 
• canvi de context (8s) 
• servei interrupció (4s) 
– Suporta SMP (Symmetric Multiprocessing) 
– Accés transparent a recursos distribuïts en xarxa. 
– Micronucli instrumentat: permet tracejar els esdeveniments del sistema 
(interrupcions, missatges, estats de les tasques, canvis de context, sincronisme) per 
facilitar la detecció d’errors de programació en temps d’execució. 
FIGURA 4.2: ESCRIPTORI DEL QNX 
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4.2.3  APLICACIONS 
A continuació es mostren alguns exemples de sistemes en els que s’ha utilitzat QNX: 
• Sector industrial:
Empreses com Caramilk o Crunchie utilitzen QNX per a la monarització i el control en 
l’etapa de mescla de xocolata. També s’ha utilitzat QNX en el sector de la cervesa per 
aplicacions d’inspecció automatitzada d’ampolles. 
• Sector mèdic:
El ús de QNX en aquest sector és molt extens. Existeixen aplicacions per mesurar la 
qualitat de la sang donada, control de màquines laser per a la correcció de la vista, 
màquines per electrocardiogrames, angiografies, analitzadors de la densitat de ossos o 
analitzadors de la composició del cos per ajudar en el tractaments contra l’obesitat. 
• Telecomunicacions:
Empreses com Honda, Chrysler o Mercedes incorporen kits de telefonia “mans lliures” 
suportats amb QNX. A més es troben sets d’emissió automatitzada de televisió, a part 
de múltiples aplicacions per Internet, o el sistema de control de transacció de les 
targetes VISA. 
• Transports:
QNX s’utilitza per a qualsevol tipus de control de tràfic, ja sigui aeri, en aeroports de 
tot el mon o per carretera, com el control de tràfic en ponts i vies importants. També 
és utilitzat en el sector ferroviari, i no només per al control de tràfic. 
•Sector energètic:
Centrals elèctriques de tots els tipus (principalment hidroelèctriques i nuclears) fan us 
del QNX per a les seves necessitats de control. 
• Sector aeroespacial:
En aquesta area QNX s’utilitza tan per el sector terrestre com el espacial. Com 
exemples d’orientació d’antenes, o algunes aplicacions M&C d’equips per a l’estació 
espacial internacional. 
• Aplicacions d’ús general:
QNX es el sistema operatiu que està darrera del telèfon d’emergència d’Estats Units 
“911”. També pot trobar-se en maquines d’autorentat de vehicles, sistemes d’alarmes 
de congestió de tràfic per a conductors, màquines automàtiques de entrega de bitllets o 
sistemes de refrigeració de vivendes. 
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4.3.4  FUNCIONS ESPECÍFIQUES 
 
• Gestor de tasques: QNX proporciona un gestor per treballar amb codis on s’ha dividit 
el seu contingut entre diferents tasques, el gestor pot ser cooperatiu o apropiatiu. El 
gestor cooperatiu treballa de forma que no actuà fins que una tasca no l’invoca 
explícitament. L’apropiatiu és com cooperatiu, però a més, pot interrompre una tasca 
activa si hi ha un esdeveniment.  
 
Pel que fa a la planificació entre tasques el gestor pot treballar amb round-robin o per 
prioritats, amb round-robin el temps de CPU es reparteix per igual entre totes les 
tasques, en canvi per prioritats la CPU s’assigna a la tasca activa amb més prioritat. 
Les prioritats disponibles són: 
 
0 → Nivell més baix de prioritat. Reservat per a la tasca idle del SO, que no fa res. 
1-63 → Nivells disponibles per assignar a les tasques creades per qualsevol usuari. 
64-255 → Nivells reservats per assignar a les tasques creades per l’usuari root. 
 
Per defecte totes les tasques creades tenen una prioritat de 10 i una gestió round-robin. 
 
Una tasca pot ser creada des de el main() o des de qualsevol tasca amb la funció 
pthread create() i estan actives fins que es troben amb un pthread exit() o fins que 
executa l’ultima línea de la tasca o acaba el main. La funció pthread join permet 
esperar que acabi una tasca per a seguir.  
 
Per a crear una tasca amb valors diferents als de per defecte s’ha d’utilitzar la funció 
pthread setschedparam(), per exemple, si volem crear una tasca controlador amb 
prioritat 15 i de FIFO, i després un altre tasca amb round robin i prioritat 21 haurem 
de seguir el següent codi: 
 
 
pthread_t tid; 
pthread_attr_t attr; 
struct sched_param param; 
pthread_attr_init(&attr); 
pthread_attr_setinheritsched(&attr,PTHREAD_EXPLICIT_SCHED); 
pthread_attr_setschedpolicy(&attr,SCHED_FIFO); 
param.sched_priority = 15; 
pthread_attr_setschedparam(&attr,&param); 
pthread_create(&tid, &attr, controlador, NULL); 
... 
param.sched_priority = 21; 
pthread setschedparam(tid,SCHED RR,&param); 
 
 
• Sincronització entre tasques: A vegades les tasques treballen amb recursos compartits 
entre elles, per això s’ha d’evitar que la CPU doní accés a una altre tasca quan es 
treballa amb un recurs compartit. En QNX proporciona la inhibició d’interrupcions, per 
evitar que la CPU canviï de la tasca si estem en una secció critica on treballem amb un 
recurs compartit, les funcions són  pthread mutex lock i pthread mutex unlock(), el 
lock s’utilitza per indicar quan comença la secció crítica i unlock quan la tasca ha 
acabat de treballar amb variables compartides i ja el gestor pot treballar normalment. 
A continuació es mostra un exemple de com s’inicialitza i es treballa amb els mutex. 
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pthread_mutex_t m; 
pthread_mutex_lock(&m,NULL); 
.
.
Treballo amb recurs compartit 
.
.
pthread_mutex_unlock(&m,NULL); 
• Missatges: Els missatges serveixen per interactuar entre tasques mitjançant
l’enviament(send()) i la recepció(receive()), quan una tasca fa un receive() si no existeix 
missatge es queda bloquejada a l’espera de missatge, l’enviament en canvi pot ser 
asíncron o síncron, el asíncron envia el missatge sense tenir en compte l’estat del 
receptor, el síncron envia el missatge si el receptor està bloquejat a la espera de rebre, 
si el receptor no està a l’espera llavors la tasca es queda bloquejada a l’espera. QNX 
ofereix diversos mecanismes de comunicació mitjançant missatges la més usual és la 
utilització de cues, el receptor va emmagatzemant missatges rebuts, la cua es crea 
mitjançant la funció mq open(), i s’especifiquen les seves propietats amb mq msgsize,  
mq maxmsg i mq attr, per enviar missatges o rebre’n des d’una cua s’utilitza el  
mq send() o mq receive. 
• Barreres: Serveixen per establir un punt de trobada entre un número m de tasques,
quan una tasca arriba a una barrera ha d’esperar que les altres tasques (m-1) arribin a 
la seva barrera. Per treballar amb les barreres QNX proporciona les següents funcions: 
pthread barrier t() per crear la variable amb la qual utilitzarem en les barreres,  
pthread barrier init() serveix per inicialitzar la barrera amb el número de tasques m, 
pthread barrier wait() defineix el punt de trobada  de cada tasca. 
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5. LA INTERFÍCIE HTTP
5.1 HYPERTEXT TRANSFER PROTOCOL (HTTP) 
El Hypertext Transfer Protocol apareix al 1990 amb la versió 1990 amb la versió 
HTTP/0.9 per donar suport a l’intercanviï de continguts d’hipertext i multimèdia a la 
web. A partit de la seva versió HTTP/1.0 (actualment s’utilitza la HTTP/1.1) els 
missatges s’envien en format MIME (Multi-Purpose Internet Mail Extensions), que 
codifica a text els arxius binaris de la majoria de formats multimèdia (entre d’altres) 
per a que puguin ser enviats adjunts en un missatge en format de correu electrònic. 
L’estàndard MIME també indica el tipus d’arxiu codificat i el mètode per retornar-lo al 
seu format original. 
HTTP segueix un model de comunicació de tipus client – servidor, i una estructura de 
missatge basada en el model Request – Response. El client, o user agent (normalment 
un navegador web), és el que inicia la comunicació amb una petició, o request, 
d’informació d’algun tipus MIME a un servidor en espera permanent, que contestà amb 
la informació pertinent mitjançant un response. La petició obre una connexió TCP/IP 
pel port 80. A la informació transmesa se l’anomena recurs, i se la identifica mitjançant 
un Universal Resource Identifier (URI), que serà un Universal Resource Locator (URL) 
si es fa referència la font com a lloc d’Internet, o serà un Universal Resource Name 
(URN) si es referència com a nom. La informació transmesa pel servidor no 
s’emmagatzema enlloc, ja que HTTP és un protocol sense estat. No obstant, moltes 
aplicacions web necessiten que es recordin algunes dades de l’usuari, com noms i 
contrasenyes, per definir inicis i tancaments de sessió, per això sovint s’emmagatzemen 
aquestes dades al sistema del client com a paquets d’informació anomenats cookies. 
La petició o request és un paràgraf de text definit per uns camps determinats i definits 
en línies acabades amb retorn de carro i line feed (\r\n): 
• Mètode i petició: El mètode o verb especifica la forma en que s’ha de tractar el
recurs o l’acció que s’ha de realitzar sobre ell. La petició indica la ubicació del
recurs dins del servidor. Generalment és la ruta d’un arxiu amb la seva extensió.
Si és aquest cas, el servidor acceptarà la petició encara que no s’especifiqui el
mètode per mantenir compatibilitat amb la versió HTTP/0.9. Al final de la
línia també s’especificarà la versió HTTP.
• Capçaleres: Aporten informació descriptiva sobre la transacció i li atorguen
flexibilitat i robustesa. La capçalera es considera una metadata, ja que aporta
dades sobre les dades. El servidor col·loca les capçaleres que rep en les variables
d’ambient CGI, i pot decidir excloure’n qualsevol o totes elles si són
innecessàries, ja han estat processades o si s’ha excedit algun límit ambient del
sistema. S’ha de tenir en compte que en HTTP/1.1, excepte Host, totes les
capçaleres són opcionals.
• Línia en blanc: \r\n sense cap espai.
• Cos del request: És opcional i s’especificarà només en cas de fer server alguns
mètodes concrets (com POST) per aportar dades al servidor durant la petició
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(entre altres, això permet resoldre algunes tasques amb una sola transmissió en 
comptes de dues o més). 
La resposta o response és similar a la petició, però els camps varien lleugerament: 
• Estat: Recorda la versió HTTP i indica si la petició ha estat realitzada
correctament (200 OK). En cas d’error, aporta un codi d’error i una breu
explicació (400 Bad request), que típicament indicarà que no s’ha trobat l’arxiu,
que la petició era incorrecta o que la petició requereix autentificació.
• Capçaleres: aporten informació addicional sobre el servidor o sobre la informació
que retorna, com la data, el format d’arxiu, la seva llargada, etc.
• Cos del response: Aporta la informació sol·licitada. Si per exemple era una foto,
rebrem una tirallonga de text enorme que es correspon amb la codificació MIME
de la imatge, i que s’haurà de descodificar atenent al format d’imatge indicat a
la capçalera content-type.
HTTP defineix vuit mètodes que es poden fer servir en una petició. 
• GET: Sol·licita una representació MIME del recurs especificat a la línia de
petició. GET també es pot fer servir acompanyat de paràmetres que modifiquen
certs camps de configuració del servidor (com la data en el nostre cas), per`s’ha
de tenir en compte que no s’ha de fer servir per a operacions que tinguin efectes
col·laterals, com accions sobre bases de dades o formularis web.
• POST: Serveix per a enviar dades, que s’especifiquen en el cos de la petició, i
que hauran de ser processades per a un recurs específic. Al contrari que GET,
POST sí es adequat per omplir camps de bases de dades, o enviar paràmetres a
formularis web.
• HEAD: Igual que el GET, però sense el cos de la resposta. Serveix per atendre
al contingut de les capçaleres de la resposta sense haver de transportat tot el
contingut.
• PUT: Carrega un recurs especificat.
• DELETE: Elimina el recurs especificat.
• TRACE: Demana al servidor que retorni la petició. Això s’utilitza per posar de
manifest les accions dels servidors intermitjos de la xarxa.
• OPTIONS: Demana que el servidor especifiqui els mètodes HTTP que suporta
una URL especificada. També es pot escriure “*” en comptes del nom del recurs
per a referir-se a la funcionalitat del propi servidor.
• CONNECT: Converteix la connexió de petició en un túnel TCP/IP transparent,
normalment per facilitar comunicacions xifrades amb SSL (HTTPS) a través
d’un proxy HTTP no xifrat.
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5.2 CAPTURA DE LES PETICIONS 
En aquest apartat es mostren com són les peticions HTTP que obtenim per el 
Wireshark, el Wireshark és una aplicació que escaneja els paquets que s’envien a través 
una xarxa, el seu funcionament està explicat a l’annex V. En el desenvolupament de 
l’API per a la càmera, s’ha escollit implementar les següents funcions:  
• Captura d’imatge JPG i BMP: Ja que el projecte consisteix en poder processar
informació a través de les imatges de la càmera aquestes funcions són les més bàsiques 
de totes. S’han escollit aquest dos format ja que són els únics amb els que treballa la 
càmera. 
• Lectura i modificació de data: Pot servir per sincronitzar la càmera amb el QNX,
entre altres. 
• Reiniciar càmera: Com a solució si es col·lapsa la càmera o mal funcionament.
• Captura d’imatge BMP:
Tal i com ens mostra la documentació de la VAPIX per a demanar una captura en 
format BMP hem de seguir la següent sintaxis per enviar com a URL per un 
navegador: 
http://<servername>/axis-cgi/bitmap/image.bmp 
[?<argument>=<value>[&<argument>=<value>...]] 
On, els arguments poden ser: 
- camera=nº de càmera desitjada 
- resolution=resolució desitjada 
- squarepixel=correcció de píxel 
Per exemple si volem demanar a la càmera una foto de 320x240 i els altres paràmetres 
amb el seu valor per defecte, la URL que s’ha d’enviar per el navegador és: 
http://192.168.1.21/axis-cgi/bitmap/image.bmp?resolution=320x240 
M’entres enviem la URL per el navegador fem una captura amb el Wireshark i ens 
mostra el següent: 
GET /axis-cgi/bitmap/image.bmp?resolution=320x240 HTTP/1.1 
Host: 192.168.1.21 
User-Agent: Mozilla/5.0 (Windows; U; Windows NT 6.1; es-ES; rv:1.9.2.28) 
Gecko/20120306 Firefox/3.6.28 
Accept: text/html,application/xhtml+xml,application/xml;q=0.9,*/*;q=0.8 
Accept-Language: es-es,es;q=0.8,en-us;q=0.5,en;q=0.3 
Accept-Encoding: gzip,deflate 
Accept-Charset: ISO-8859-1,utf-8;q=0.7,*;q=0.7 
Keep-Alive: 115 
Connection: keep-alive 
HTTP/1.0 200 OK 
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Cache-Control: no-cache 
Pragma: no-cache 
Expires: Thu, 01 Dec 1994 16:00:00 GMT 
Connection: close 
Content-Type: image/bmp 
Content-Length: 230454 
BM6.......6...( 
<segueix...> 
Aquest és el resultat que obtenim quan demanem una imatge BMP a la càmera, com es 
pot observar hi ha molts paràmetres a la capçalera que ens podem estalviar, una 
vegada fet un estudi dels paràmetres que són necessaris la petició ha quedat de la 
següent forma: 
GET /axis-cgi/bitmap/image.bmp?resolution=WWWxHHH HTTP/1.1 
Host: 192.168.1.21 
On WWW es la magnitud d’amplada i HHH la magnitud d’alçada que volem que 
tingui la imatge rebuda. 
La resta de paràmetres són innecessaris ja que la càmera no els processa de cap forma. 
Pel que fa a la resposta, el paràmetre que tindrem en conta serà la Content-Length per 
a saber quans bytes de dades hem de llegir després de la capçalera. 
• Captura d’imatge JPG:
Per a demanar a la càmera una captura de la imatge actual en format JPG hem 
d’utilitzar la següent sintaxis com a URL que ens proporciona la VAPIX. 
http://<servername>/axis?cgi/jpg/image.cgi 
[?<argument>=<value>[&<argument>=<value>...]] 
On, els arguments poden ser: 
- camera=nº de càmera desitjada 
- resolution=resolució desitjada 
- compression=compressió JPEG desitjada 
Tenint en compte els arguments, si volem fer una captura de la càmera per defecte, 
amb una resolució de 320x240 i una compressió per defecte, la URL final quedaria de la 
següent forma: 
http://192.168.1.21/axis-cgi/jpg/image.cgi?resolution=320x240 
M’entres enviem la URL per el navegador fem una captura amb el Wireshark i ens 
mostra el següent: 
GET /axis-cgi/jpg/image.cgi?resolution=320x240 HTTP/1.1 
Host: 192.168.1.21 
User-Agent: Mozilla/5.0 (Windows; U; Windows NT 6.1; es-ES; rv:1.9.2.28) 
Gecko/20120306 Firefox/3.6.28 
Accept: text/html,application/xhtml+xml,application/xml;q=0.9,*/*;q=0.8 
Accept-Language: es-es,es;q=0.8,en-us;q=0.5,en;q=0.3 
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Accept-Encoding: gzip,deflate 
Accept-Charset: ISO-8859-1,utf-8;q=0.7,*;q=0.7 
Keep-Alive: 115 
Connection: keep-alive 
HTTP/1.0 200 OK 
Cache-Control: no-cache 
Pragma: no-cache 
Expires: Thu, 01 Dec 1994 16:00:00 GMT 
Connection: close 
Content-Type: image/jpeg 
Content-Length: 2991 
...... 
...y.K..y.K..... 
.......@...L...C. 
..... 
<segueix...> 
Aquest és el resultat que obtenim quan demanem una imatge JPG a la càmera, d’igual 
forma que amb la petició de BMP la majoria de paràmetres poden ser depreciats, per 
tant la petició final que enviarem queda de la següent forma: 
GET /axis-cgi/jpg/image.cgi?resolution=WWWxHHH HTTP/1.1 
Host: 192.168.1.21 
On WWW es la magnitud d’amplada i HHH la magnitud d’alçada que volem que 
tingui la imatge rebuda. 
Pel que fa a la resposta, el paràmetre que tindrem en conta al igual que amb la imatge 
BMP serà la Content-Length per a saber quans bytes de dades hem de llegir a després 
de la capçalera. 
• Captura de la data:
Per a demanar a la càmera que retorni la data i hora actual que té la càmera hem 
d’utilitzar la següent sintaxis com a URL que ens proporciona la VAPIX. 
http://<servername>/axis-cgi/date.cgi?<argument>=<value>
On, els arguments poden ser: 
- action=get o set 
Tenint en compte els arguments, si volem demanar la data i hora que te configurada la 
càmera, hem d’enviar la següent URL: 
http://192.168.1.21/axis-cgi/date.cgi?action=get
M’entres enviem la URL per el navegador fem una captura amb el Wireshark i ens 
mostra el següent: 
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GET /axis-cgi/date.cgi?action=get HTTP/1.1 
Host: 192.168.1.21 
User-Agent: Mozilla/5.0 (Windows; U; Windows NT 6.1; es-ES; rv:1.9.2.28) 
Gecko/20120306 Firefox/3.6.28 
Accept: text/html,application/xhtml+xml,application/xml;q=0.9,*/*;q=0.8 
Accept-Language: es-es,es;q=0.8,en-us;q=0.5,en;q=0.3 
Accept-Encoding: gzip,deflate 
Accept-Charset: ISO-8859-1,utf-8;q=0.7,*;q=0.7 
Keep-Alive: 115 
Connection: keep-alive 
Authorization: Basic cm9vdDpST0JPVElOTw== 
HTTP/1.1 200 OK 
Date: Thu, 04 Dec 1986 12:42:57 GMT 
Accept-Ranges: bytes 
Connection: close 
Cache-Control: no-cache 
Pragma: no-cache 
Expires: Thu, 01 Dec 1994 16:00:00 GMT 
Content-Type: text/plain 
Dec 04, 1986 12:42:57 
A diferència de les peticions anterior per a demanar imatges, en aquest cas apareix un 
paràmetre nou i que és important tenir-lo en compte, l’autorització, totalment necessari 
per a aquesta funció, ja que si enviem la URL per el navegador s’ens demana un login. 
Tots els altres paràmetres són els mateixos que s’envia per a la captura d’imatges, per 
tant la petició final que enviarem serà: 
GET /axis-cgi/date.cgi?action=get HTTP/1.1 
Host: 192.168.1.21 
Authorization: Basic cm9vdDpST0JPVElOTw== 
Pel que fa a la resposta, en aquest cas no ens informarà de la longitud de dades però 
sempre serà el mateix format: 
Dec 04, 1986 12:42:57 
• Modificació de la data:
Per a configurar la data i hora de la càmera hem d’utilitzar la següent sintaxis com a 
URL que ens proporciona la VAPIX. 
On, els arguments poden ser: 
- year=1970 ... 2031 
- month=1 ... 12 
- day=1 ... 31 
- hour=0 ... 23 
- minute=0 ... 59 
- second=0 ... 59 
- timezone= GMT 
http://<servername>/axis-cgi/date.cgi?action=set[&<argument>=<value>...] 
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Si volem configurar la càmera amb la data 01/12/1986 i la hora com a 12:59:59, hem 
d’enviar la següent URL: 
http://<servername>/axis-
cgi/date.cgi?action=set&year=1986&month=12&day=1&minute=59&hour=12&second=59 
M’entres enviem la URL per el navegador fem una captura amb el Wireshark i ens 
mostra el següent: 
GET /axis-cgi/date.cgi?action=set&year=1986&month=12&day=1&hour=12&minute=59&second=59 
HTTP/1.1 
Host: 192.168.1.21 
User-Agent: Mozilla/5.0 (Windows; U; Windows NT 6.1; es-ES; rv:1.9.2.28) 
Gecko/20120306 Firefox/3.6.28 
Accept: text/html,application/xhtml+xml,application/xml;q=0.9,*/*;q=0.8 
Accept-Language: es-es,es;q=0.8,en-us;q=0.5,en;q=0.3 
Accept-Encoding: gzip,deflate 
Accept-Charset: ISO-8859-1,utf-8;q=0.7,*;q=0.7 
Keep-Alive: 115 
Connection: keep-alive 
Authorization: Basic cm9vdDpST0JPVElOTw== 
HTTP/1.1 200 OK 
Date: Mon, 01 Dec 1986 12:59:59 GMT 
Accept-Ranges: bytes 
Connection: close 
Cache-Control: no-cache 
Pragma: no-cache 
Expires: Thu, 01 Dec 1994 16:00:00 GMT 
Content-Type: text/plain 
OK 
La petició final quedarà semblant a la de petició de data anterior, amb el canvi del 
GET actual: 
GET /axis-cgi/date.cgi?action=set&year=1986&month=12&day=1&hour=12&minute=59&second=59 
HTTP/1.1 
Host: 192.168.1.21 
Authorization: Basic cm9vdDpST0JPVElOTw== 
Pel que fa a la resposta, ens enviarà un OK, informant que s’ha canviat l’hora: 
OK 
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• Reiniciar la càmera:
Per a reiniciar la càmera la VAPIX ens proporciona la següent sintaxis: 
http://<servername>/axis-cgi/restart.cgi 
La captura del Wireshark ens informa la seqüència HTTP que segueix: 
GET /axis-cgi/restàrt.cgi HTTP/1.1 
Host: 192.168.1.21 
User-Agent: Mozilla/5.0 (Windows; U; Windows NT 6.1; es-ES; rv:1.9.2.28) 
Gecko/20120306 Firefox/3.6.28 
Accept: text/html,application/xhtml+xml,application/xml;q=0.9,*/*;q=0.8 
Accept-Language: es-es,es;q=0.8,en-us;q=0.5,en;q=0.3 
Accept-Encoding: gzip,deflate 
Accept-Charset: ISO-8859-1,utf-8;q=0.7,*;q=0.7 
Keep-Alive: 115 
Connection: keep-alive 
Authorization: Basic cm9vdDpST0JPVElOTw== 
HTTP/1.1 200 OK 
Date: Mon, 01 Dec 1986 13:02:17 GMT 
Accept-Ranges: bytes 
Connection: close 
Cache-Control: no-cache 
Pragma: no-cache 
Expires: Thu, 01 Dec 1994 16:00:00 GMT 
Content-Type: text/html 
<html> 
  <head> 
    <meta http-equiv="refresh" 
content="0;URL=/admin/restàrtMessage.shtml?server=192.168.1.21"> 
  </head> 
  <body> 
  </body> 
</html> 
Com es pot observar en aquest cas també se’ns demana autorització, per això la petició 
final queda de la següent forma: 
GET /axis-cgi/restàrt.cgi HTTP/1.1 
Host: 192.168.1.21 
Authorization: Basic cm9vdDpST0JPVElOTw== 
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5.3 TEMPS DE CAPTURA 
Un fenomen important que s’ha detectat m’entres es feien les captures de les peticions 
de captura d’imatges BMP i JPG és que les de format BMP solen tenir un temps de 
processat bastant gran, d’uns 2,5 segons, en canvi en JPG és de 0,2 segons. Tot i això 
s’ha escollit el format BMP per a fer l’API de processat per els motius que s’expliquen 
a la seva secció, a les conclusions s’explica com poder solucionar aquest problema. 
FIGURA 5.1: TEMPS DE CAPTURA BMP 
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6. INTEGRACIÓ SOFTWARE
6.1 SOCKETS EN C PER LINUX 
Una part important de l’API  de la càmera es basa en la comunicació TCP/IP entre la 
nostra aplicació i la càmera, per això s’intenta explicar en aquest apartat com 
comunicar-se amb sockets en QNX. 
La forma d’aconseguir comunicar dos elements connectats entre si per una xarxa o una 
WAN es utilitzant sockets, una vegada connectats o oberts dos sockets poden escriure o 
llegir dades entre ells utilitzant les funcions write() o read().  
Si es vol treballar amb sockets s’ha d’agregar a la nostra aplicació la llibreria 
<sys/socket.h>. Per a crear un socket primerament haurem de saber les següents 
característiques de comunicació que voldrem que tingui: 
• AddressFamily:
El primer paràmetre serà per definir quin servei de direccions utilitzarà el nostre socket, 
Poden ser AF_INET o AF UNIX, AF UNIX s’escollirà quan el client s’executi en el mateix 
ordinador que el servidor, en canvi utilitzarem AF INET quan el client s’executa en un 
ordinador diferent que el servidor. 
• SocketType:
El següent paràmetre serà per definir quin tipus de socket crearem, hi ha tres estils de 
treballar amb sockets: 
• SOCK STREAM: envia dades com a flux de bytes, escollida per treballar amb
protocols TCP. 
• SOCK DGRAM: envia dades com a datagrames de bytes, escollida per treballar
amb protocols UDP. 
• SOCK RAW: envia dades normalment com a datagrames de bytes, escollida per
treballar amb protocols interns d’una xarxa. 
• ProtocolType:
En el tercer i últim paràmetre definim amb quin tipus de protocol de comunicació 
treballarà el nostre socket, poden ser el següents, cada protocol es pot traduir en un 
valor enter: 
IPPROTO_IP = 0,   Dummy protocol for TCP  
IPPROTO_ICMP = 1,  Internet Control Message Protocol 
IPPROTO_IGMP = 2,  Internet Group Management Protocol 
IPPROTO_IPIP = 4,  IPIP tunnels 
IPPROTO_TCP = 6,   Transmission Control Protocol 
IPPROTO_EGP = 8,   Exterior Gateway Protocol 
IPPROTO_PUP = 12,  PUP protocol 
IPPROTO_UDP = 17,  User Datagram Protocol  
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IPPROTO_IDP = 22,  XNS IDP protocol 
IPPROTO_DCCP = 33,  Datagram Congestion Control  
IPPROTO_RSVP = 46,  RSVP protocol  
IPPROTO_GRE = 47,  Cisco GRE tunnels (rfc 1701,1702) 
IPPROTO_IPV6 = 41,  IPv6-in-IPv4 tunnelling  
IPPROTO_ESP = 50,        Encapsulation Security Payload  
IPPROTO_AH = 51,  Authentication Header protocol       
IPPROTO_BEETPH = 94,   IP option pseudo header for BEET 
IPPROTO_RAW  = 255,  Raw IP packets 
Una vegada tenim clar els tres paràmetres per definir un socket ja podem crear el 
socket de la següent forma: 
sockfd=Socket(AddressFamily,SocketType,ProtocolType); 
Per exemple, si volem crear un socket per comunicar-nos amb la càmera, com que el 
Servidor (càmera) està al exterior del nostre ordinador haurà de ser de la família 
d’adreces AF INET, com treballarem sobre TCP la forma d’enviar dades serà per flux 
(SOCK STREAM)  i IPPROTO_TCP. Per tant, quedaria de la següent forma: 
sockfd=Socket(AF INET, SOCK STREAM, IPPROTO_TCP); 
Si no ha estat possible crear el socket, sockfd en retornarà un valor negatiu. 
Una vegada creat el socket, el següent pas serà connectar el socket, amb la següent 
funció: 
int connect(int socket, struct sockaddr *address, int  address_len); 
Com s’observa ens demana més arguments a part del socket creat anteriorment, una 
adreça i la longitud de la d’adreça. Per confeccionar l’adreça haurem de formar una 
estructura sockaddr, aquesta estructura contindrà el tipus de família d’adreces, la 
direcció a la qual volem connectar en el cas de crear un client o les IP que acceptem 
conectar en el cas de un servidor i el port que utilitzarem. 
Per tant, el primer que haurem de fer serà crear l’estructura: 
struct sockaddr_in serv_addr; 
Els següents paràmetres seran els necessaris per configurar l’estructura: 
• sin family: és el tipus de connexió, interna o per xarxa, al igual que el primer
paràmetre de socket() 
• sin port: és el número de port que volem utilitzar per a la connexió, aquest
valor haurà d’estar en format de bytes de xarxa, per això s’haurà d’utilitzar la 
funció htons7() per passar el nostre port en integer a "Network Byte Order". 
• sin addr.s addr: contindrà la direcció ip a la que volem connectar en cas de ser
client, o INADDR_ANY en el cas de ser un servidor i acceptar la connexió des de 
qualsevol direcció. Per definir aquest paràmetre s’utilitzarà la funció  
inet addr() que converteix una string a una direcció IPv4. 
7 Host To Network Short 
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A partir de l’explicació anterior utilitzarem la funció connect() de la següent forma, 
tenint en compte que volem crear un client que connecti a la direcció de la càmera 
192.168.1.21 i utilitzarem dades HTTP o sigui el port 80: 
    int sockfd,port,i; 
    char ip[]; 
    port=80; 
    ip=”192.168.1.21” 
    sockfd = socket(AF_INET, SOCK_STREAM, IPPROTO_TCP); 
    serv_addr.sin_family = AF_INET; 
    serv_addr.sin_addr.s_addr = inet_addr(ip); 
    serv_addr.sin_port = htons(PORT); 
i=connect(sockfd,(struct sockaddr *)&serv_addr,sizeof(serv_addr)); 
La variable i retornarà un -1 si la connexió no ha estat possible. 
Si el que volem és crear un servidor haurem d’utilitzar la funció bind() per indicar que 
tenim el socket obert i acceptem connexions, i posteriorment la funció listen per 
atendre els clients i definir el número màxim de clients que volem atendre, es farà de la 
següent forma: 
    int sockfd,port,i; 
    char ip[]; 
    port=80; 
    ip=”192.168.1.21” 
    numClient=1; 
    sockfd = socket(AF_INET, SOCK_STREAM, IPPROTO_TCP); 
    serv_addr.sin_family = AF_INET; 
    serv_addr.sin_addr.s_addr = inet_addr(ip); 
    serv_addr.sin_port = htons(PORT); 
    bind(sockfd,(struct sockaddr *)&serv_addr,sizeof(serv_addr)); 
listen(sockfd, numClient) 
Una vegada connectat el socket ja podem enviar i rebre dades amb les funcions read() i 
write() que funcionen de la següent forma: 
write(  int  handle,  void  *buffer,  int  nbyte  ); 
read(  int  handle,  void  *buffer,  int  nbyte );
On handle serà on volem escriure o llegir, en el nostre cas el socket creat, sockfd, 
*buffer serà un punter on volem guardar els bytes rebuts o el punter on tenim els
bytes que volem enviar i nbytes seran el número de bytes que volem enviar o rebre. 
Finalment, una vegada hagi finalitzat la comunicació haurem de tancar el socket: 
Close(sockfd);
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6.2 LLIBRERIA PER A LA CÀMERA (APICAMERA.C) 
Per al desenvolupament de la llibreria per al control de la càmera en C des de QNX 
s’han utilitzat els següents passos: 
Primerament s’ha introduït la comanda URL de la funció que volem programar, s’ha 
capturat l’enviament de dades a la càmera amb el Wireshark i s’ha adaptat aquesta 
captura, que es poden trobar a la secció 5.1.2 d’aquesta memòria, a una string per a 
que sigui enviada mitjançant sockets, aquesta part l’anomenament creació de la 
petició. 
Una vegada enviada la petició a la càmera, el nostre codi es fica en escoltà, a l’espera 
de que la càmera emeti una resposta, es llegeix la capçalera i es processa per llegir els 
bytes que indica la capçalera que són informació. 
A partir d’aquí la informació que rebem si és de data es guarda en una estructura 
date_t, si és una imatge retorna la primera posició on es comença a emmagatzemar els 
bytes de la imatge i la longitud de la imatge, així sabrem quin segment concret de 
memòria conté la imatge. Aquestes variables formen part d’una estructura creada 
imgmem_t. Per altra banda, si fem una petició de captura d’imatge, haurem de definir 
una resolució amb un dels valors de la etiqueta imgres t. A continuació s’expliquen 
aquestes estructures: 
- date t: estructura que conté 6 variables integers, cada una per a cada valor amb les 
que la càmera treballa les funcions de data: any, mes, dia, hora, minut i segon. 
typedef struct { 
int any; 
int mes; 
int dia; 
int hora; 
int minut; 
int segon; 
} date_t; 
- imgres t: estructura amb 3 etiquetes que defineix de quina resolució volem capturar la 
imatge en les funcions getJPG i getBMP, les tres etiquetes són: LOW per una resolució 
de  160x120, MEDIUM per una resolució de 320x240 i HIGH per una resolució de 
640x480. 
typedef enum {LOW,MEDIUM,HIGH} imageRes_t;
- imgmem t: estructura que conté dues variables, una que indica la primera posició de 
memòria on està guardada una imatge, i l’altre que conté quina longitud en bytes té la 
imatge, així tenim controlat en quin segment de memòria la tenim guardada. 
typedef struct { 
unsigned char *buffer; 
long tamany; 
} imgmem_t
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Una vegada estudiada la VAPIX, s’han escollit les següents funcions creient que poden 
ser funcionals en el nostre cas: 
- Captura d’imatge JPG (getJPG) 
- Captura d’imatge BMP (getBMP) 
- Lectura de la data i hora real de la càmera (getDate) 
- Modificació de la data i hora de la càmera (setDate) 
- Reiniciar la càmera (restàrtCamera)  
Totes les peticions que s’envien per a cada funció estan explicades en el apartat 5.2
Captura de les peticions. 
Per a compilar una aplicació amb aquesta api serà necessari agregar la capçalera: 
#include <apicamera.h>
I alhora de compilar serà necessari agregar des de la consola la llibreria sockets: 
 cc –o aplicacio aplicacio.c apicamera.c –l sockets
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6.2.1 GETJPG() 
Funció  per a capturar una imatge actual de la càmera en format JPG i guardar-la en 
memòria. 
Funcionament: 
<int>=getJPG(<char> ip, <imgmen_t> &img, <imageRes_t>);
Argument Descripció 
<char> ip String amb la direcció IP de la càmera. 
<imgmen_t> &img 
Punter amb estructura imgmem_t amb la direcció de 
memòria a la qual volem guardar la imatge. 
<imageRes_t> 
Etiqueta imgeRes_t que indica la resolució de la 
captura. (LOW,MEDIUM,HIGH) 
Retorn Descripció 
0 Funció executada amb èxit 
-1 No és possible la connexió amb la càmera 
-2 Insuficient espai a la memòria 
Exemple de funcionament 
imgmem_t img; 
int retorn; 
retorn= getJPG(”192.168.1.21”,&img,MEDIUM);
6.2.2 GETBMP() 
Funció  per a capturar una imatge actual de la càmera en format BMP i guardar-la a 
la memòria indicada per una estructura imgmem t. 
Funcionament: 
<int>=getBMP(<char> ip, <imgmen_t> &img, <imageRes_t>);
Argument Descripció 
<char> ip String amb la direcció IP de la càmera. 
<imgmen_t> &img 
Punter amb estructura imgmem_t amb la direcció de 
memòria a la qual volem guardar la imatge. 
<imageRes_t> 
Etiqueta imgeRes_t que indica la resolució de la 
captura. (LOW,MEDIUM,HIGH) 
Retorn Descripció 
0 Funció executada amb èxit 
-1 No és possible la connexió amb la càmera 
-2 Insuficient espai a la memòria 
Exemple de funcionament 
imgmem_t img; 
int retorn; 
retorn= getBMP(”192.168.1.21”,&img,MEDIUM);
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6.2.3 GETDATE() 
Funció per adquirir la data i hora actual de la càmera, guarda els valor en una 
estructura date t. 
 Funcionament: 
<int>=getBMP(<char> ip, <date_t> &data);
Argument Descripció 
char ip String amb la direcció IP de la càmera. 
<date_t> &data 
Punter amb estructura date_t on es vol emmagatzemar 
la data. 
Retorn Descripció 
0 Funció executada amb èxit 
-1 No es possible la connexió amb la càmera 
Exemple de funcionament 
date_t data; 
int retorn; 
retorn= getDate(”192.168.1.21”,&data);
6.2.4 SETDATE() 
Funció per a configurar la data i hora de la càmera segons els valors d’una estructura 
date t. 
 Funcionament: 
<int>=setDate(<char> ip, <date_t> &data);
Argument Descripció 
char ip String amb la direcció IP de la càmera. 
<date_t> &data 
Punter amb estructura date_t on està emmagatzemada 
la data per a configurar. 
Retorn Descripció 
0 Funció executada amb èxit 
-1 No es possible la connexió amb la càmera 
Exemple de funcionament 
date_t data; 
int retorn; 
data.dia=1; 
data.mes=12; 
data.any=1986; 
data.hora=12; 
data.minut=30; 
data.segon=59; 
retorn= setDate(”192.168.1.21”,&data);
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6.2.5 RESTARTCAMERA() 
Funció per a reiniciar la càmera. 
 Funcionament: 
<int>=restartCamera(<char> ip);
Argument Descripció 
char ip String amb la direcció IP de la càmera. 
Retorn Descripció 
0 Funció executada amb èxit 
-1 No es possible la connexió amb la càmera 
Exemple de funcionament 
retorn= restartCamera(”192.168.1.21”);
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6.3 IMATGES BMP 
El format d’arxiu bitmap o més conegut com a BMP8 va ser desenvolupat per 
Microsoft i IBM d’aquí la popularitat que té en sistemes operatius windows, encara que 
actualment es pot treballar amb aquest format d’imatge amb qualsevol sistema 
operatiu. 
Com el seu propi nom indica el arxiu BMP és un mapa de bits, cada píxel té una sèrie 
de bits que defineixen el seu color,  hi ha diferents tipus de formats: 
• 1 bpp9 o monocrom: format que només permet dos colors, 0 o 1, per exemple,
blanc o negre. 
• 2 bpp: format que permet 4 colors y emmagatzema 4 píxels per byte.
• 4 bpp: permet 16 colors i emmagatzema 2 píxels per byte.
• 8 bpp: permet 256 colors i emmagatzema 1 píxel per byte.
• 16 bpp: permet  65.536 colores i emmagatzema 1 píxel per 2 bytes.
• 24 bpp: permet 16.777.216 colors i emmagatzema  1 píxel per cada 3 bytes.
• 32 bpp: permet 4294967296 colors i emmagatzema 1 píxel per 4 bytes.
L’arxiu BMP es divideix en 4 segments: 
- File Header: Conté la informació sobre el format de l’arxiu, 
el programa en que s’ha creat, etc... 
- Image Header: Conté informació de la imatge en si, 
dimensions, bytes... 
- Color Table: Conté informació sobre els colors de la imatge, 
colors disponibles,... 
- Pixel Data: Informació dels píxels de la imatge. 
A continuació s’expliquen detalladament la capçalera i el cos d’un arxiu 
BMP, considerant capçalera general els 3 primers segments i el cos el Pixel 
Data.   
8 Bit Mapped Picture 
9 bit per pixel 
FIGURA 6.1: COMPOSICIÓ 
ARXIU BMP 
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6.3.1 CAPÇALERA 
Com ja s’ha comentat, la capçalera d’un arxiu BMP està format per tres segments que 
defineixen com és el cos o la imatge en si. El segment dedicat al arxiu, a la imatge i als 
colors que la composen. 
 La File Header està formada concretament per 14 bytes, els dos primers serveixen per 
identificar quin tipus d’arxiu BMP és, els quatre bytes següents emmagatzemen el 
tamany de l’arxiu en bytes, després trobem 4 bytes més que depenen del software amb 
el que s’ha creat l’arxiu i finalment 4 més que indica en quina posició comença el cos de 
la imatge. 
Nom del camp Bytes Descripció 
bfType 2 Conté els caràcters “BM” 
bfSize 4 Tamany del fitxer 
bfReserved1 2 No utilitzat 
bfReserved2 2 No utilitzat 
bfOffBits 4 Offset després de la capçalera on comencen les dades 
La Image Header està formada per 40 bytes i mostra detalls tècnics de la imatge: 
amplada, altura, bits per píxel, tipus de compressió, tamany, resolució de píxels per 
metre i nombre de colors importants. A continuació s’adjunta la taula on es pot veure 
millor la distribució dels píxels i la seva utilitat. 
Nom del camp Bytes Descripció 
biSize 4 Tamany de la capçalera 
biWidth 4 Amplada de la imatge 
biHeight 4 Altura de la imatge 
biPlanes 2 Ha de ser 1 
biBitCoun 2 Bits per Píxel 
biCompression 4 Tipus de compressió 
biSizeImage 4 Tamany de la imatge 
biXPelsPerMeter 4 Resolució en píxels per metre 
biYPelsPerMeter 4 Resolució en píxels per metre 
biClrUsed 4 Nombre de colors utilitzats 
biClrImportant 4 Nombre de colors significants 
Per finalitzar la capçalera ens trobem amb el segment “Color Table”, aquest segment 
no s’utilitza normalment ja que sòl ser per defecte els 3 colors primaris, vermell, verd i 
blau, però a la documentació de Microsoft sobre imatges BMP confirma que en alguns 
arxius pot aparèixer aquesta informació, en el nostre cas la càmera ens envia la imatge 
sense aquesta informació integrada, per si de cas, s’adjunta la taula de com és aquest 
segment de la capçalera: 
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Nom del camp Bytes Descripció 
rgbtBlue 1 Valor del color blau 
rgbtGreen 1 Valor del color verd 
rgbtRed 1 Valor del color vermell 
6.3.2 COS 
Al cos de l’arxiu trobem els valors de cada component per cada píxel, començant amb 
el píxel inferior-esquerra, la càmera treballa amb 24bpp per tant emmagatzema 3 bytes 
per píxels sent el byte amb menys pes la component B, el següent G i el amb més pes 
el R. Els valors dels píxels varien entre 0 i 255 on 255 vol dir que aquella component 
té la màxima lluminositat.  
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6.3.3 EXEMPLE 
A continuació s’exposa un exemple per entendre millor com està distribuït un arxiu 
BMP dels que envia la càmera: 
Offset Bytes Valor Hex Valor Descripció 
File Header 
0h 2 42 4D “BM” Identificació 
2h 4 46 00 00 00 70 Bytes Tamany de l’arxiu 
6h 2 00 00 No utilitzat Aplicació 
8h 2 00 00 No utilitzat Aplicació 
Ah 4 36 00 00 00 54 Bytes Offset capçalera 
Image Header 
Eh 4 28 00 00 00 40 Bytes Nombre de bytes capçalera DIB 
12h 4 02 00 00 00 2 píxels Amplada 
16h 4 02 00 00 00 2 píxels Altura 
1Ah 2 01 00 1 pla Nombre de plans utilitzats 
1Ch 2 18 00 24 bits Nombre de bpp 
1Eh 4 00 00 00 00 0 Sense compressió
22h 4 0C 00 00 00 12 Bytes Número de bytes de la imatge 
26h 4 13 0B 00 00 2,835 píxels/metre Resolució horitzontal
2Ah 4 13 0B 00 00 2.835 píxels/metre Resolució vertical
2Eh 4 00 00 00 00 0 colors Nombre de colors
32h 4 00 00 00 00 0 colors Nombre de colors importants 
Cos 
36h 3 00 00 FF 0 0 255 Vermell Píxel(0,1) 
39h 3 FF FF FF 255 255 255 Blanc Píxel(1,1) 
3Ch 3 FF 00 00 255 0 0 Blau Píxel(0,0) 
3Fh 3 00 FF 00 0 255 0 Verd Píxel(1,0) 
Aquest és el resultant: 
FIGURA 6.2: RESULTAT DE
L’EXEMPLE BMP 
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6.4 LLIBRERIA PROCESSAT D’IMATGE BMP 
Per a processar la imatge rebuda amb la càmera primerament s’havia pensat utilitzar 
alguna de les llibreries en codi obert per a Linux que circulen per a Internet, però no 
han estat compatibles amb QNX, per això s’ha decidit una desenvolupar una API que 
sigui totalment compatible amb QNX, el format d’arxiu escollit per a la API ha estat el 
format BMP, ja que es un format conegut, fàcil de desxifrar i fàcil de treballar amb el 
seu contingut. S’han implementat les funcions que són primordials per al processat 
pensant en la detecció d’elements en una imatge, com a inspiració s’ha utilitzat una 
nomenclatura similar a la Image Toolbox de Matlab, les funcions són les següents: 
- Binaritzar imatge (im2bw) 
- Imatge a escala de grisos (rgb2grey) 
- Negatiu d’una imatge (negative) 
- Canviar lluminositat (brightness) 
- Canviar contrast (contrast) 
- Separar capa vermella (capaR) 
- Separar capa verda (capaG) 
- Separar capa blava (capaB) 
- Erosionar imatge (erode) 
- Dilatar imatge (dilate) 
- Conversió de RGB a YCBCR (rgb2ycbcr) 
- Separar capa lluminositat (capaY) 
- Separar capa de croma blava (capaCB) 
- Separar capa de croma vermella (capaCR) 
- Detecció del píxel central i amplada d’un segment d’una imatge binaritzada 
(detectSegment). 
- Passar un arxiu BMP a memòria (bmp2mem) 
- Passar una imatge de la memòria a un arxiu BMP (mem2bmp) 
Totes elles es considerant funcions estàndards per al processat d’imatges, excepte les 
funcions bmp2mem i mem2bmp, que s’han creat pensades per depurar l’aplicació o 
tenir un seguiment de com es modifica la imatge desprès de cada funció.   
Per a treballar amb les funcions d’aquesta API serà necessari utilitzar la estructura 
imgmem t igual que amb la API de la càmera, per a guardar imatges. A part, hi ha 
dues altres estructures per a la funció detectSegment(). S’expliquen a continuació: 
- imgmem t: estructura que conté dues variables, una que indica la primera posició de 
memòria on està guardada una imatge, i l’altre que conté quina longitud en bytes té la 
imatge, així tenim controlat en quin segment de memòria la tenim guardada. 
typedef struct { 
unsigned char *buffer; 
long tamany; 
} imgmem_t
- pixel t: estructura que treballa amb la funció de detecció de segment de l’API de 
processat d’imatge, conté dos valors, un píxel X i un altre Y que indiquen les 
coordenades del píxel central i width, que indica l’amplitud del segment.. 
typedef struct { 
int x; 
int y; 
int width 
} pixel_t;
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- segColor t: Estrucura amb 2 etiquetes les qual poden ser BLACK o WHITE, té 
utilitat només alhora de buscar un segment amb la funció detectSegment(). 
typedef enum {BLACK,WHITE} segColor t;
Per a utilitzar la API serà necessari agregar a l’aplicació la capçalera: 
#include <apiimatge.h>
I alhora de compilar serà necessari agregar des de la consola la llibreria math: 
 cc –o aplicacio aplicacio.c apiimatge.c –l m
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6.4.1 IM2BW 
La funció im2bw serveix per a binaritzar una imatge RGB, a partir d’un llindar els 
píxels amb un valor de lluminositat superior al llindar s’assignaran com a blanc i els 
inferiors com a negre. La imatge resultant pot ser emmagatzemada en la mateixa 
direcció de memòria o en un altre i així conservar la imatge original. 
Pseudocodi de la funció im2bw: 
im2bw 
des de i = 1 fins (nº de píxels de la imatge) 
    llegir component R 
    llegir component G 
    llegir component R 
    si (R+G+B)/3 es major que llindar 
        píxel = blanc 
    si (R+G+B)/3 es menor que llindar 
        píxel = negre    
fi
El procediment es senzill, es llegeixen els tres valors de cada component RGB de cada 
píxel, es fa la mitja dels valors i s’obté la lluminositat del píxel, després es compara 
amb el llindar, per valors menors al llindar fins a recórrer tots els píxels. 
Funcionament: 
<int>=im2bw(<imgmen_t> &imgrgb,<imgmen_t> &imgbw, <int> llindar);
Argument Descripció 
<imgmen_t> &imgrgb 
Estructura imgmem_t amb la direcció de memòria de 
la imatge la qual volem binaritzar. 
<imgmen_t> &imgbw 
Estructura imgmem_t on es guardarà la imatge 
binaritzada. 
<int> llindar Llindar per a binaritzar. 
Retorn Descripció 
0 Funció executada amb èxit 
-1 Memòria insuficient. 
Exemple de funcionament 
imgmem_t lena; 
imgmem_t lenabw; 
im2bw(&lena,&lenabw,128); 
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6.4.2 RGB2GREY 
La funció rgb2grey serveix per a la conversió d’una imatge RGB a escala de grisos, 
tenint en compte que una imatge en escala de grisos les seves úniques components seran 
el blanc i negre, podem deduir que el color final del píxel dependrà de la lluminositat 
que li donem al negre, si el negre te una màxima lluminositat el píxel es veurà blanc. 
Per això, l’únic objectiu d’aquest algoritme es calcular la lluminositat del píxel en 
qüestió, fer una mitjana y assignar a les components RGB aquest valor. 
Pseudcodí de la funció rgb2grey: 
rgb2grey 
des de i = 1 fins (nº de píxels de la imatge) 
    llegir component R 
    llegir component G 
    llegir component R 
    R=G=B=(R+G+B)/3 
fi
Funcionament: 
<int>=rgb2grey(<imgmen_t> &imgrgb,<imgmen_t> &imggrey);
Argument Descripció 
<imgmen_t> &imgrgb 
Estructura imgmem_t amb la direcció de memòria de 
la imatge la qual volem binaritzar. 
<imgmen_t> &imggrey 
Estructura imgmem_t on es guardarà la imatge a 
escala de grisos. 
Retorn Descripció 
0 Funció executada amb èxit 
-1 Memòria insuficient. 
Exemple de funcionament 
imgmem_t lena; 
imgmem_t lenagrey; 
rgb2grey(&lena,&lenagrey); 
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6.4.3 NEGATIVE 
Com sabem, cada píxel conté tres components, les 
quals el seu valor pot ser des de 0 a 255,  per tant, 
si volem invertir les contribucions de cada 
component a un píxel hem de restar el seu valor 
per 255. 
A la següent gràfica s’observa com actua aquesta 
funció, la imatge de sortida ”output” serà 255 
menys el valor d’entrada “input”. 
Pseudocodi de la funció negative: 
negative 
des de i = 1 fins (nº de píxels de la imatge) 
    llegir component R 
    llegir component G 
    llegir component R 
    Rnova=255-R 
    Gnova=255-G 
    Bnova=255-B 
fi
Funcionament: 
<int>=negative(<imgmen_t> &imgrgb,<imgmen_t> &imgnegada);
Argument Descripció 
<imgmen_t> &imgrgb 
Estructura imgmem_t amb la direcció de memòria de 
la imatge la qual volem negar. 
<imgmen_t> &imgnegada 
Estructura imgmem_t on es guardarà la imatge en 
negatiu. 
Retorn Descripció 
0 Funció executada amb èxit 
-1 Memòria insuficient. 
Exemple de funcionament 
imgmem_t lena; 
imgmem_t lenanegada; 
negative(&lena,&lenanegada); 
FIGURA 6.3: GRÀFICA DE NEGATIU D’UNA 
IMATGE
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6.4.4 BRIGHTNESS 
Augmentar o disminuir la luminància d’una imatge consisteix en sumar o restar una 
constant als color que constitueixen un píxel, cuidant sempre de no rebassar els límits, 
0 i 255. A la següent gràfica es mostra com implica augmentar la luminància i com hem 
de saturar als límits. 
Pseudcodí de la funció brightness: 
brightness 
des de i = 1 fins (nº de píxels de la imatge) 
    llegir component R 
    llegir component G 
    llegir component R 
    Rnova= R + luminància 
    Gnova= G + luminància 
    Bnova= B + luminància 
    Si component es major a 255 
component=255 
   Si component es menor a 0 
component=0 
fi
Funcionament: 
<int>=brightness(<imgmen_t> &imgrgb,<imgmen_t> &imgbright,<int> bright);
Argument Descripció 
<imgmen_t> &imgrgb 
Estructura imgmem_t amb la direcció de memòria de 
la imatge la qual volem canviar la lluminositat. 
<imgmen_t> &imgbright 
Estructura imgmem_t on es guardarà la imatge amb la 
lluminositat canviada 
<int> bright 
Valor positiu si volem incrementar luminància o 
negatiu si el que volem es disminuir-la. 
Retorn Descripció 
0 Funció executada amb èxit 
-1 Memòria insuficient. 
Exemple de funcionament 
imgmem_t lena; 
imgmem_t lenabright; 
brightnes(&lena,&lenabtight,50); 
FIGURA 6.4: GRÀFICA DE LUMINÀNCIA 
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FIGURA 6.5: GRÀFICA DE CONTRAST 
6.4.5 CONTRAST 
Augmentar o disminuir el contrast d’una imatge consisteix en 
augmentar o disminuir la pendent que forment els valors dels 
píxels de la imatge, vigilant sempre de no sobrepassar els 
límits 0 i 255. Tal i com s’observa a la gràfica: 
Així, la formula que tenim que aplicar en aquest tipus de 
transformacions te la forma següent: 
𝑁𝑜𝑢𝑉𝑎𝑙𝑜𝑟 = (𝑉𝑎𝑙𝑜𝑟 − 128) ∗ tan𝜑 + 128 
On el valor de l’angle es el paràmetre que hem d’argumentar. 
Pseudcodí de la funció contrast: 
contrast 
des de i = 1 fins (nº de píxels de la imatge) 
    llegir component R 
    llegir component G 
    llegir component R 
    Rnova= (R – 128) * tan(phi) + 128 
    Gnova= (G – 128) * tan(phi) + 128 
    Bnova= (G – 128) * tan(phi) + 128 
fi
Funcionament: 
<int>=contrast(<imgmen_t> &imgrgb,<imgmen_t> &imgcontrast,<int> contrast);
Argument Descripció 
<imgmen_t> &imgrgb 
Estructura imgmem_t amb la direcció de memòria de 
la imatge la qual volem canviar el contrast. 
<imgmen_t> &imgcontrast 
Estructura imgmem_t on es guardarà la imatge amb el 
contrast canviada 
<int> bright 
Valor positiu si volem incrementar el contrast o 
negatiu si el que volem es disminuir-la. 
Retorn Descripció 
0 Funció executada amb èxit 
-1 Memòria insuficient. 
Exemple de funcionament 
imgmem_t lena; 
imgmem_t lenacontrast; 
contrast(&lena,&lenacontrast,20); 
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6.4.6 CAPAR 
 
Funció per a separar la capa de component R de la resta, G i B, com sabem, cada píxel 
està format per 3 bytes, cada un d’ells mostra la lluminositat de cada component, per 
tant, guardem el byte que conté la component R i els altres dos els deixem a 0. 
 
Pseudcodí de la funció capaR: 
capaR 
des de i = 1 fins (nº de píxels de la imatge)  
    llegir component R 
    llegir component G 
    llegir component R 
     
    Rnova= R 
    Gnova= 0 
    Bnova= 0 
fi 
 
Funcionament: 
<int>=capaR(<imgmen_t> &imgrgb,<imgmen_t> &imgR); 
Argument Descripció 
<imgmen_t> &imgrgb 
Estructura imgmem_t amb la direcció de memòria de 
la imatge la qual volem separar la capa vermella. 
<imgmen_t> &imgR 
Estructura imgmem_t on es guardarà la capa R de la 
imatge original. 
Retorn Descripció 
0 Funció executada amb èxit 
-1 Memòria insuficient. 
Exemple de funcionament 
imgmem_t lena; 
imgmem_t lenaR; 
capaR(&lena,&lenaR); 
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6.4.7 CAPA G 
Igual que la funció capaR, aquesta serveix per a guardar la component G, per tant 
guardem tal i com es el segon byte de cada píxel, en canvi el primer i el tercer, que són 
la component R i B les deixem a 0. 
Pseudcodí de la funció capaG: 
capaG 
des de i = 1 fins (nº de píxels de la imatge) 
    llegir component R 
    llegir component G 
    llegir component R 
    Rnova= 0 
    Gnova= G 
    Bnova= 0 
fi
Funcionament: 
<int>=capaG(<imgmen_t> &imgrgb,<imgmen_t> &imgbG);
Argument Descripció 
<imgmen_t> &imgrgb 
Estructura imgmem_t amb la direcció de memòria de 
la imatge la qual volem separar la capa verda. 
<imgmen_t> &imgG 
Estructura imgmem_t on es guardarà la capa G de la 
imatge original. 
Retorn Descripció 
0 Funció executada amb èxit 
-1 Memòria insuficient. 
Exemple de funcionament 
imgmem_t lena; 
imgmem_t lenaG; 
capaG(&lena,&lenaG); 
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6.4.8 CAPA B 
Aquesta funció serveix per a guardar la component B, per tant guardem tal i com es el 
tercer byte de cada píxel, en canvi el primer i el segon, que són la component R i G les 
deixem a 0. 
Pseudcodí de la funció capaB: 
capaB 
des de i = 1 fins (nº de píxels de la imatge) 
    llegir component R 
    llegir component G 
    llegir component R 
    Rnova= 0 
    Gnova= 0 
    Bnova= B 
fi
Funcionament: 
<int>=capaB(<imgmen_t> &imgrgb,<imgmen_t> &imgbB);
Argument Descripció 
<imgmen_t> &imgrgb 
Estructura imgmem_t amb la direcció de memòria de 
la imatge la qual volem separar la capa blava. 
<imgmen_t> &imgB 
Estructura imgmem_t on es guardarà la capa B de la 
imatge original. 
Retorn Descripció 
0 Funció executada amb èxit 
-1 Memòria insuficient. 
Exemple de funcionament 
imgmem_t lena; 
imgmem_t lenaB; 
capaB(&lena,&lenaB); 
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6.4.9 ERODE 
L’erosió és una de les dues operacions morfològiques bàsiques del processat d’imatges, 
es basa en la convolució d’una màscara o kernel amb tots els píxels d’una imatge. En 
aquesta API la màscara s’ha escollit de 3x3, o sigui, el píxel el qual volem erosionar es 
compara amb tots els que té al voltant, si tots els píxels són negres el píxel escollit es 
deixa negre, en canvi si hi ha algun dels píxels que és blanc el píxel central serà blanc. 
Podríem dir que és una condició AND entre els píxel que entren a la màscara. 
Com a exemple la figura 6.6, la imatge de l’esquerra ha estat convolucionada amb una 
màscara de 3x3, per tant el píxel serà 1 només si tots els del seu voltant més pròxim, 
són també 1.  
Pseudcodí de la funció erode: 
Erode 
des de i = 1 fins (nº de píxels de la imatge) 
    llegir pixel(i) 
    llegir pixel(i-1) 
    llegir pixel(i+1) 
    llegir pixel(i-resolucioX) 
    llegir pixel(i-1-resolucioX) 
    llegir pixel(i+1-resolucioX) 
    llegir pixel(i+resolucioX) 
    llegir pixel(i-1+resolucioX) 
    llegir pixel(i+1+resolucioX) 
    Si tots són blancs, pixel(i)=blanc 
    Si no, pixel(i)=negre 
Tornar a executar fins que times=0 
fi
FIGURA 6.6: EROSIÓ AMB MÀSCARA 3X3 
Integració software  62 
Funcionament: 
<int>=erode(<imgmen_t> &imgbw,<imgmen_t> &imgberode, <int> times); 
Argument Descripció 
<imgmen_t> &imgrgb 
Estructura imgmem_t amb la direcció de memòria de 
la imatge binaritzada la qual volem erosionar. 
<imgmen_t> &imgerode 
Estructura imgmem_t on es guardarà la imatge 
erosionada. 
<int> times Vegades que volem fer erosió. 
Retorn Descripció 
0 Funció executada amb èxit 
-1 Memòria insuficient. 
Exemple de funcionament 
imgmem_t lenabw; 
imgmem_t lenaerode; 
erode(&lenabw,&lenaerode,10); 
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6.4.10 DILATE 
La dilatació es la segona operació morfològica bàsica del processat d’imatges, es basa en 
la convolució d’una màscara o kernel amb tots els píxels d’una imatge. En aquesta API 
la màscara s’ha escollit de 3x3, o sigui, el píxel el qual volem dilatar es compara amb 
tots els que te al voltant, si hi ha algun píxel que sigui negre el píxel central serà negre, 
si no serà blanc. Podríem dir que es una condició OR entre els píxel que entren a la 
màscara. 
La figura 6.7 mostra com actuaria la funció dilate. 
Pseudcodí de la funció dilate: 
dilate 
des de i = 1 fins (nº de píxels de la imatge) 
    llegir píxel(i) 
    llegir píxel(i-1) 
    llegir píxel(i+1) 
    llegir píxel(i-resolucioX) 
    llegir píxel(i-1-resolucioX) 
    llegir píxel(i+1-resolucioX) 
    llegir píxel(i+resolucioX) 
    llegir píxel(i-1+resolucioX) 
    llegir píxel(i+1+resolucioX) 
    Si hi ha un píxel blanc, píxel(i)=blanc 
    Si no, píxel(i)=negre 
Tornar a executar fins que times=0 
fi
FIGURA 6.7: DILATACIÓ AMB MÀSCARA 3X3 
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Funcionament: 
<int>=dilate(<imgmen_t> &imgrgb,<imgmen_t> &imgbB,<int> timwa); 
Argument Descripció 
<imgmen_t> &imgrgb 
Estructura imgmem_t amb la direcció de memòria de 
la imatge la qual volem binaritzar. 
<imgmen_t> &imgB 
Estructura imgmem_t on es guardarà la capa B de la 
imatge original. 
<int> times Vegades que volem fer dilatació. 
Retorn Descripció 
0 Funció executada amb èxit 
-1 Memòria insuficient. 
Exemple de funcionament 
imgmem_t lena; 
imgmem_t lenadilate; 
dilate(&lena,&lenadilate,10); 
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6.4.11 RGB2YCBCR 
El YCbCr es una família d’espais de colors utilitzada en transmissió de vídeo i 
fotografía digital. Les components que formen aquest format d’imatge són: 
Y: Component de lluminositat. 
Cb: Croma blau. 
Cr: Croma vermell. 
La raó per la qual s’utilitza en alguns sistemes aquesta transmissió d’imatges es per 
que és més resistent a les interferències i al soroll. En processat d’imatges per a la 
localització d’objectes es utilitzada ja que les capes de crominància ajuden a separar 
objectes de diferents colors. 
Per a fer la conversió s’utilitza la següent matriu de transformació: 
On, una vegada desenvolupada queda per a cada component: 
𝑌 = 0.299 ∗ 𝑅 + 0.587 ∗ 𝐺 + 0.114 ∗ 𝐵 
𝐶𝑏 = −0.168935 ∗ 𝑅 − 0.331665 ∗ 𝐺 + 0.50059 ∗ 𝐵 
𝐶𝑟 = 0.499813 ∗ 𝑅 − 0.418531 ∗ 𝐺 − 0.081282 ∗ 𝐵 
Funcionament: 
<int>=rg2ycbctr(<imgmen_t> &imgrgb,<imgmen_t> &imgycbcr);
Argument Descripció 
<imgmen_t> &imgrgb 
Estructura imgmem_t amb la direcció de memòria de 
la imatge la qual volem transformar a YCbCr. 
<imgmen_t> &imgycbcr 
Estructura imgmem_t on es guardarà la imatge en 
YCbCr. 
Retorn Descripció 
0 Funció executada amb èxit 
-1 Memòria insuficient. 
Exemple de funcionament 
imgmem_t lena; 
imgmem_t lenaycbcr; 
rgb2ycbcr(&lena,&lenaycbcr); 
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6.4.12 CAPA Y 
Aquesta funció serveix per a guardar la component de lluminositat d’una imatge en 
YCbCr, per tant guardem tal i com es el tercer byte de cada píxel, en canvi el primer i 
el segon, que són la component Cb i Cr les deixem a 0. 
Pseudcodí de la funció capaY: 
capaY 
des de i = 1 fins (nº de píxels de la imatge) 
    llegir component Cr 
    llegir component Cb 
    llegir component Y 
    Cr = 0 
    Cb = 0 
    Y  = B 
fi
Funcionament: 
<int>=capaY(<imgmen_t> &imgycbcr,<imgmen_t> &imgY);
Argument Descripció 
<imgmen_t> &imgycbcr 
Estructura imgmem_t amb la direcció de memòria de 
la imatge en YCbCr. 
<imgmen_t> &imgY 
Estructura imgmem_t on es guardarà la capa Y de la 
imatge YCbCr. 
Retorn Descripció 
0 Funció executada amb èxit 
-1 Memòria insuficient. 
Exemple de funcionament 
imgmem_t lenaycbcr; 
imgmem_t lenaY; 
capaY(&lenaycbcr,&lenaY); 
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6.4.13 CAPA CB 
Aquesta funció serveix per a guardar la component B, per tant guardem tal i com és el 
tercer byte de cada píxel d’una imatge YCbCr, en canvi el primer i el segon, que són la 
component R i G les deixem a 0. 
Pseudcodí de la funció capacb: 
capaCB 
des de i = 1 fins (nº de píxels de la imatge) 
    llegir component Cr 
    llegir component Cb 
    llegir component Y 
    Cr = 0 
    Cb = Cb 
    Y  = 0 
fi
Funcionament: 
<int>=capaCb(<imgmen_t> &imgycbcr,<imgmen_t> &imgCb);
Argument Descripció 
<imgmen_t> &imgycbcr 
Estructura imgmem_t amb la direcció de memòria de 
la imatge en YCbCr. 
<imgmen_t> &imgCb 
Estructura imgmem_t on es guardarà la capa Cb de la 
imatge YCbCr. 
Retorn Descripció 
0 Funció executada amb èxit 
-1 Memòria insuficient. 
Exemple de funcionament 
imgmem_t lenaycbcr; 
imgmem_t lenaCb; 
capaCb(&lenaycbcr,&lenaCb); 
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6.4.14 CAPACR 
Aquesta funció serveix per a guardar la component Cr, per tant guardem tal i com és el 
segon byte de cada píxel d’una imatge YCbCr, en canvi el primer i el segon, que són la 
component Cb i Y les deixem a 0. 
Pseudcodí de la funció capaCR: 
capaCR 
des de i = 1 fins (nº de píxels de la imatge) 
    llegir component Cr 
    llegir component Cb 
    llegir component Y 
    Cr = Cr 
    Cb = 0 
    Y  = 0 
fi
Funcionament: 
<int>=capaCr(<imgmen_t> &imgycbcr,<imgmen_t> &imgCr);
Argument Descripció 
<imgmen_t> &imgycbcr 
Estructura imgmem_t amb la direcció de memòria de 
la imatge en YCbCr. 
<imgmen_t> &imgCr 
Estructura imgmem_t on es guardarà la capa Cr de la 
imatge YCbCr. 
Retorn Descripció 
0 Funció executada amb èxit 
-1 Memòria insuficient. 
Exemple de funcionament 
imgmem_t lenaycbcr; 
imgmem_t lenaCr; 
capaCr(&lenaycbcr,&lenaCr); 
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6.4.15 DETECTSEGMENT 
Funció que retorna el punt mig d’un segment que es troba en una imatge binaritzada 
prèviament tractada per a que aparegui només el segment el qual representa l’element 
de la imatge que volem posicionar. Es pot escollir el color del segment mitjançant 
l’etiqueta colorseg t i pot ser WHITE o BLACK. 
La funció busca el valors màxims i mínims de les components X i Y, i retorna les 
coordenades del punt mig i amplada de la següent manera: 
𝑋 = Xmax + Xmin2Y = Ymax + Ymin2Width = Xmax − Xmin 
Funcionament: 
<int>=detectSegment(<imgmen_t> &imgbw,<pixel_t> &resultat,<segColor_t>);
Argument Descripció 
<imgmen_t> &imgbw 
Estructura imgmem_t amb la direcció de memòria de 
la imatge binaritzada la qual volem trobar el segment. 
<pixel_t> &resultat 
Estructura pixel_t on es guardaran les dades de 
l’amplada del segment i les components x i y del píxel 
central del segment. 
<segColor_t> color) Color del segment a detectar, BLACK o WHITE 
Retorn Descripció 
-1 Memòria insuficient. 
0 No s’ha trobat segment. 
1 S’ha trobat segment. 
Exemple de funcionament 
imgmem_t imgbw; 
pixel_t resultat; 
detectsegment(&imgbw,&resultat,BLACK); 
FIGURA 6.8: EXEMPLE DE DETECTSEGMENT() 
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6.4.16 MEM2BMP 
Aquesta funció serveix per a guardar una imatge que està en memòria a un arxiu BMP 
i així poder observar com s’ha processat la imatge i el resultat final, s’ha dissenyat en 
un principi per a depurar o per a veure com canvia una imatge quan executem una 
funció de processat. Pot ser utilitzada també per guardar imatges en funció d’algun 
esdeveniment i així tenir una idea del que ha passat en l’entorn. 
Funcionament: 
<int>=mem2bmp(<char> nomdelarchiu,<imgmem_t> &origen);
Argument Descripció 
<char> nomdelarchiu Nom amb el que es vol guardar l’arxiu BMP. 
<imgmem_t> &origen 
Estructura imgmem_t on es localitza la imatge que es 
vol guardar en arxiu. 
Retorn Descripció 
0 Funció executada amb èxit 
Exemple de funcionament 
imgmem_t img; 
mem2bmp(“imatge.bmp”,&img); 
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6.4.17 BMP2MEM() 
Funció per guardar un arxiu BMP a una posició de memòria i així treballar amb la 
llibreria, pensada per treballar amb la càmera offline i fer proves. 
Funcionament: 
<int>=bmp2mem(<char> nomdelarchiu,<imgmem_t> &origen, <int> height, <int> 
weight); 
Argument Descripció 
<char> nomdelarchiu Nom de l’arxiu BMP que es vol guardar en memòria. 
<imgmem_t> &origen 
Estructura imgmem_t on s’indica en quina posició de 
memòria guardar l’arxiu. 
<int> height Resolució Y en píxels de la imatge 
<int> weight Resolució X en píxels de la imatge 
Retorn Descripció 
0 Funció executada amb èxit 
-1 Memòria insuficient. 
Exemple de funcionament 
imgmem_t img; 
bmp2mem(“imatge.bmp”,&img,320,240); 
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7. INTEGRACIÓ HARDWARE
7.1 FONT D’ALIMENTACIÓ 
Per poder integrar la càmera al Robotino s’ha hagut de dissenyar una font 
d’alimentació o convertidor DC-DC per a convertir la tensió que proveeix el Robotino a 
la necessària per a la càmera. 
El convertidor ha de ser capaç de convertir els 24V de la interfície d’E/S del Robotino 
a 5V que necessita la càmera, a més, en les especificacions de la càmera informa de que 
la intensitat pot arribar a pics de 1.5A, per tant, haurem de tenir en compte en el 
nostre disseny que el convertidor haurà de dissipar un valor alt de potència. 
7.1.1 ESQUEMA ELECTRÒNIC 
Al necessitar 1,5 A de sortida i al tenir una caiguda de tensió tan gran entre l’entrada 
del convertidor i de la sortida, concretament de 19v (24v-5v) s’ha decidit utilitzar un 
regulador commutat, ja que amb un regulador lineal del tipus 78XX tindria que 
dissipar massa potència, per tant s’escalfaria en excés i tindria una vida útil baixa. 
El regulador commutat escollit ha estat el LM2576-T5, que es basa en els convertidors 
Buck, ja que entrega a la sortida 5v amb un error de ±0.1v, no es gaire car i fiable. 
A part del regulador, els altres components que es necessiten per al correcte 
funcionament són: un condensador a l’entrada i un altre a la sortida del regulador, un 
diode a la sortida i una bobina de realimentació entre els pins de sortida de tensió (Pin 
2) i el pin de feedback (Pin 4). A continuació s’explica el perquè són necessaris.
• Condensador d’entrada, C1: Per mantenir l’estabilitat de la tensió d’entrada del
integrat, el valor recomanat per el fabricant en condicions normals és de 100µF, en cas 
de tenir temperatures negatives el valor del condensador hauria de ser més gran. 
• Condensador d’entrada, C2: És necessari un condensador de sortida per a filtrar la
tensió de sortida i evitar un rissat massa gran. El fabricant indica que el condensador 
FIGURA 7.1: ESQUEMA ELECTRÒNIC DEL CONVERTIDOR DC-DC 
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ha de ser des de 220µF fins a 1000µF, tenint en compte que amb un condensador del 
valor mes baix podrem tenir un rissat de 150mV i amb el mes gran un rissat màxim de 
50mV, com que el preu entre un condensador de 220 µF i de 1000µF és pràcticament el 
mateix s’ha escollit el de 1000µF i així tenir un rissat quasi insignificant. 
• “Catch diode”, D1: Els reguladors Buck necessiten un diode per a que quan el
regulador no està actiu, la bobina pugui deixar anar la intensitat a massa. Degut a la 
alta freqüència de commutació a la que treballa el regulador es necessari que el diode 
sigui de tipus Schottky, ja que per altes freqüències tenen millor eficiència. 
• Inductor de realimentació, L1: Els reguladors Buck poden treballar en mode continu o
discontinu, aquests modes de treball depenen del inductor, si el valor es massa baix 
deixa de conduir i la tensió baixa a cero. El valor que recomana el fabricant per una 
conducció continua de 5v es de 100µH. 
• Fusible de protecció, D2: Com a element de protecció per a la corrent entregada s’ha
utilitzat un fusible en serie a la sortida de 1,6A ja que el máxim que hauria d’entregar 
el conversor haurien de ser 1,5A. 
El muntatge s’ha realitzat sobre una placa de “topos”, amb dos connectors dobles, un 
per a rebre la tensió des de el robotino i l’altre per enviar la tensió de sortida a la 
càmera amb un connector mini DC.  
• P1=24Vcc provinents dels pin1 de la interfície E/S del Robotino.
• P2=GND provinents del pin2 de la interfície E/S del Robotino.
• P3=5Vcc connectats al connector central del connector mini DC connector.
• P4=GND connectat a la capa exterior del connector mini DC connector.
FIGURA 7.2: PROTOTIP DEL CONVERTIDOR 
FIGURA 7.3: CONNECTORS 
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7.1.2 PCB 
La PCB és la placa de circuit imprès, la qual recull totes les connexions dissenyades 
amb el simulador. S’ha dissenyat una PCB per al cas, que en un futur, es vulgui 
fabricar per a tenir més robustesa i fiabilitat en el sentit de les connexions, ja que el 
prototip actual està fet amb Wire Wrap. Al CD del projecte es poden trobar els arxius 
font per a obtenir el Gerber amb l’Eagle, tanmateix s’adjunta a l’annex les capes de la 
placa. Sobre el disseny de la placa, el que s’ha tingut més en compte és que les seves 
dimensions fossin les mes petites possibles, sense tenir conflictes. 
7.1.3 PROTECCIÓ 
Com la placa a d’anar incorporada al Robotino i és pràcticament tot metàl·lic s’ha 
resguardat la placa contra contactes indirectes amb una caixa que s’ha mecanitzat per 
a poder treure els connectors, l’aspecte final es aquest: 
FIGURA 7.6: ASPECTE FINAL 
FIGURA 7.4: PCB DEL CONVERTIDOR 
FIGURA 7.5: MODEL 3D DEL CONVERTIDOR 
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7.1.4 LOCALITZACIÓ 
En el xassís del Robotino, entre les dues rodes frontals hi ha una espai on la font 
encaixa bé i no hi ha problemes pel que fa a moviments d’inèrcia de la pròpia font quan 
el Robotino es mou. 
FIGURA 7.7: LOCALITZACIÓ DE LA CÀMERA AL ROBOTINO 
FIGURA 7.8: POSICIÓ ASSIGNADA 
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7.2 SUPORT 
Pel que fa a la fixació de la càmera al Robotino, s’ha reutilitzat el pivot on està la 
càmera per defecte, el pas de fixar la càmera és un pas important, ja que segons de com 
es fixi la perspectiva de la imatge pot canviar i pot crear conflicte. Per seguir un model 
alhora de fixar-la es proposa ajustar el suport de la càmera tocant la part esquerra i 
superior amb el pivot, intentant posicionar-la el més endavant possible, fins que el límit 
deixi. La Figura 7.9 mostra com s’ha de ajustar per fer-se una idea mes clara. 
FIGURA 7.9: SUPORT DE LA CÀMERA AL ROBOTINO 
FIGURA 7.10: PIVOT 
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7.3 CALIBRATGE 
No només seguint els passos de fixació de la càmera al Robotino són suficients ja que 
una vegada fixat el suport la càmera segueix tenint llibertat de moviment. Per això, 
s’ha creat una aplicació per a col·locar la càmera d’una forma que tothom la pugui 
deixar amb la mateixa perspectiva i així evitar possibles conflictes alhora de treballar 
amb la càmera.  
Per a calibrar la càmera s’han de seguir els següents passos: 
1. Fixar la càmera al pivot del Robotino, ajustant el suport de la càmera tocant la
part esquerra i superior amb el pivot, intentant posicionar-la el més endavant possible, 
fins que el límit deixi, tal i com indica la figura 7.9. 
2a. Situar un cilindre de color taronja de diàmetre 
21.5 cm i altura 21 cm a una distancia de 2 metres en 
linea recta, es pot utilitzar la paperera del laboratori 
d’informatica industrial i la línia vermella del terra per 
utilitzar-la com a guia per a saber que estan en linea 
recta. Figura 7.11. 
2b. En cas de no posseir l’objecte es proposa utilitzar 
qualsevol objecte de color taronja, posar-lo en línea recta 
amb la càmera i ajustar la distancia fins que el valor 
d’amplada entri dins dels límits. 
3. Compilar i executar l’aplicació, haurem de tenir
els arxius calibratge.c, apicamera.c i apiimatge.c a la 
mateixa carpeta i seguir els següents passos amb la shell: 
gcc –o calibratge calibratge.c apicamera.c 
apiimatge.c –lm -lsocket
./calibratge
4. Ajustar els paràmetres dins dels límits que es mostren. Una vegada estan tots
els paràmetres ajustats, l’aplicació mostra el missatge “CÀMERA CALIBRADA” 
FIGURA 7.13: CÀMERA NO CALIBRADA FIGURA 7.12: CÀMERA CALIBRADA 
FIGURA 7.11: COL·LOCACIÓ PER A CALIBRAR 
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Per a escollir els límits de calibratge s’han determinat uns marges de píxels, per a 
que el calibratge no sigui molt complicat això farà que segueixi havent error, encara 
que serà petit. 
Coordenada Límit inferior Límit superior 
X 152 168 
Y 77 93 
Amplada 34 42 
• X: Per ajustar aquest paràmetre haurem de moure la càmera horitzontalment, si
és menor que els límits, la càmera s’haurà de rotar cap a l’esquerra, mirant
frontalment. Si es major, rotarem cap a la dreta.
• Y: Per ajustar aquest paràmetre haurem de moure la càmera verticalment, si és
menor que els límits, la càmera s’haurà de rotar cap abaix, mirant frontalment.
Si es major, rotarem cap amunt.
• Amplada: L’amplada ens servirà per ajustar la distancia. Si és menor que els
límits haurem d’acostar el Robotino, en cas contrari allunyar-lo.
FIGURA 7.14: ZONA DE CALIBRATGE 
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8. DEMOSTRACIÓ
Per a la comprovació de la funcionalitat de les llibreries i de les funcions incloses s’ha 
programat una aplicació demostrativa on el Robotino detecta un objecte de color 
taronja, avança fins a una certa distància del objecte i s’atura en aquesta distància. 
S’utilitza una API del Robotino ja creada en projectes anteriors, juntament amb les 
creades de la càmera i processat d’imatge. El codi necessari per utilitzar aquesta API 
consta dels fitxers: api.h, robotinoapi1.o, robotinoapi2.o i sitr.h, inclosos en el CD de la 
memòria, a part dels desenvolupats en aquest projecte.  
8.1 APLICACIÓ DEMOSTRATIVA 
L’aplicació mostra una interfície d’usuari en la que es visualitza regularment diversa 
informació del Robotino i de la càmera. L’usuari pot escollir tres opcions: posar el robot 
en marxa (1), aturar-lo (2) o bé finalitzar l’aplicació (3). L’aplicació es pot dividir en 
tres parts, primerament el Robotino rota fins que la càmera detecta que apareix 
l’objecte a la imatge, una vegada detectat l’objecte intenta centrar-lo, després de 
centrar-lo avança cap a ell  intentant ajustar l’objecte al centre, quan el Robotino està 
a 2 metres o menys de l’objecte la velocitat es disminueix paulatinament fins a que el 
Robotino està a una distancia ajustable límit, la distància límit respecte el robot es pot 
editar amb l’etiqueta DIST LIMIT, per defecte li hem assignat que es quedi a 0,5 
metres de l’objecte. 
L’aplicació també té un algorisme de protecció contra xocs utilitzant els sensor de 
distància per si s’interposa algun objecte i detecció de xoc amb el bumper per si un cas 
fallen  els sensors de distància. 
FIGURA 8.1: EXEMPLE DEL ALGORISME DEMOSTRATIU 
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8.2 TASQUES 
 L’aplicació consta de 8 tasques en total: Supervisor, Controller, Processat, API Events, 
GUI Input, ShowGUI, main i actualitzarVariables. La tasca main no apareix a la 
figura, i realitza la inicialització de les tasques. A la figura es mostra com treballen les 
tasques entre si, el requadre de la zona inferior esquerra indica les variables que 
provenen de l’Api del Robotino. S’especifica una llegenda on s’indica que són variables i 
modes de treball. 
FIGURA 8.2: ESQUEMA ALGORISME DEMOSTRATIU 
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8.2.1 SUPERVISOR 
La tasca de supervisió s’organitza en diversos modes de treball: IDLE, SEARCH, 
FORWARD, OBJECT NEAR i SHUTDOWN. Aquesta tasca està pendent de la cua 
cua control i canvia el seu mode d’operació en funció dels esdeveniments que rep a 
través d’ella: START, STOP i QUIT (generats per la tasca GUI Input), OBSTACLE 
(generats per la tasca API_Events), DETECTED, CENTERED, OBJECT NEAR i 
END_FOCUS(generats per la tasca PROCESSAT). Aquesta tasca s’encarrega 
d’establir els modes de treball de les tasques CONTROLLER i PROCESSAT, la 
consigna de velocitat del robot en funcionament manual i activa o activa la detecció 
d’obstacles mitjançant els sensors de proximitat. 
A continuació es mostra un gràfic de com afecten els esdeveniments de la cua control al 
supervisor: 
• IDLE: El Robotino està en suspensió, a la espera de rebre l’esdeveniment START,
enviat mitjançant la introducció d’un “1” per teclat a través de GUI Input. 
• SEARCH: El Robotino rota fins que apareix l’objecte en el camp de visió de la
càmera. 
FIGURA 8.3: ESTATS DEL SUPERVISOR 
FIGURA 8.4: ESTAT SEARCH 
Demostració 82 
• ALIGN: El Robotino intenta centrar l’objecte a la imatge que rep de la càmera.
• FORWARD: Una vegada centrat el Robotino amb l’objecte, el Robotino avança amb
velocitat constant fins a una distància de dos metres respecte l’objecte. 
• FOCUS: A partir dels dos metres la velocitat disminueix proporcionalment a la
distancia fins a arribar a la DIST LIMIT. 
FIGURA 8.5: ESTAT ALIGN 
FIGURA 8.6: ESTAT ALIGN 
FIGURA 8.7: ESTAT FORWARD 
FIGURA 8.8: ESTAT FOCUS 
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8.2.2 API_EVENTS 
Aquesta tasca està pendent dels esdeveniments BUMPER_ON i DISTANCE_NEAR 
que genera l’API del Robotino a través de la cua cua api. Si rep l’esdeveniment 
BUMPER_ON, aquesta tasca genera l’esdeveniment OBSTACLE a través de la cua 
cua control. D’altra banda, si rep l’esdeveniment DISTANCE_NEAR generarà 
també l’esdeveniment OBSTACLE a través de la cua cua_control sempre que la 
detecció d’obstacles mitjançant els sensors de proximitat estigui activada i el sensor 
corresponent a la distància més propera a l’obstacle correspongui a un sensor posicionat 
en la part més aviat frontal del Robotino. 
8.2.3 PROCESSAT 
La tasca Processat s’organitza en cinc estats de treball, PROCESS OFF, 
SEARCHING, CENTERING,FORWARDING i FOCUSING. Aquesta tasca 
s’encarrega d’interactuar amb les API’s de la càmera i de processat d’imatges excepte 
quan el mode de treball és  PROCESS OFF, aquest cas la tasca no fa cap activitat. 
En els altres tres modes de treball hi ha una part comuna on es fa la petició d’una 
captura d’imatge BMP a la càmera i es processa intentant definir on és l’objecte. 
A part de la part comuna de processat, la tasca fa altres funcions en funció del mode de 
treball que té: 
- PROCESS OFF: La tasca processat està inactiva, no proporciona cap informació, 
aquest mode de treball només és actiu abans d’enviar la senyal START al Supervisor o 
m’entres el Supervisor està en IDLE. 
- SEARCHING: Una vegada processada la imatge utilitza la funció detectSegment() 
per a comprovar si està l’objecte dins de la imatge que capturem o hem de seguir 
rotant en busca de l’objecte. Si l’objecte surt a la imatge llavors envia l’esdeveniment 
DETECTED a la tasca Supervisor. 
- CENTERING: L’objecte ha estat detectat, ara el Robotino intentarà centrar-lo, 
aquest mode de treball captura imatges i les processa, quan el segment que defineix 
l’objecte es trobi dins d’uns marges del centre, es considera que està centrat i envia 
l’esdeveniment CENTERED. 
- FORWARDING: L’objecte ja és centrat, el Robotino comença a avançar amb 
velocitat frontal constant. La tasca Processat calcula la distància real a la que està el 
Robotino de l’objecte, quan aquesta distancia és igual o menor a 2, envia 
l’esdeveniment OBJECT NEAR. 
- FOCUSING: En aquest mode de treball, es segueix calculant la distancia, quan la 
distancia és igual o menor a DIST LIMIT envia l’esdeveniment END FOCUS. 
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8.2.4 CONTROLLER 
La tasca de control s’organitza en dos modes de treball: MAN i AUTO. En el mode de 
treball MAN (manual) el controlador funciona en llaç obert, fixant la consigna de 
velocitat del robot segons el valor establert per la tasca Supervisor. En el mode AUTO 
la velocitat és calculada segons les variables de posició de l’objecte detectat. Es 
controlen 3 components de velocitat, Vx, Vy i w.  
• IDLE: MANUAL. El Robotino està en pausa, per això les 3 components de velocitat
seran 0. 
• SEARCH: MANUAL. S’assigna a la consigna de w una velocitat constant de -7º/s.
• ALIGN: AUTOMÀTIC. Segons la posició de l’objecte a la imatge assigna a w una
velocitat negativa o positiva proporcional a la distància de l’objecte respecte al centre 
de la imatge. 
• FORWARD: AUTOMÀTIC. A la velocitat frontal s’assigna un valor constant, en
canvi a la velocitat rotacional w, es calcula la velocitat amb una constant proporcional 
per l’angle theta que forma el centre de la imatge amb l’objecte. 
𝜔 = 𝐾𝑤 ∗ 𝜃 
• FOCUS: AUTOMÀTIC. La velocitat frontal serà proporcional a la diferència entre
la distància real i DIST LIMIT, la velocitat w es manté com a l’estat anterior. 
𝜔 = 𝐾𝑤 ∗ 𝜃 
𝑣 = 𝐾𝑣 ∗ (distancia − DIST_LIMIT) 
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8.2.5 SHOWGUI 
Aquesta tasca mostra per pantalla la següent informació: 
- Un menú d’opcions per l’operador: START (per iniciar l’avanç del robot), STOP (per 
aturar el robot completament) i QUIT (per finalitzar l’aplicació). 
- L’actual mode de treball de la tasca Supervisor: IDLE, SEARCH, FORWARD, 
OBJECT NEAR O SHUTDOWN. 
-  L’estat de les bateries del robot: OK o LOW. 
- La velocitat mesurada del robot en les components Vx, Vy i Ω, així com també 
les consignes de velocitat corresponents. 
- La lectura dels sensors de proximitat. 
- La posició actual del robot. 
- La posició de l’objecte a la imatge i la distància a la qual està. 
FIGURA 8.9: ASPECTE DE LA GUI DE DEMOSTACIÓ 
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8.2.6 GUI_INPUT 
Aquesta tasca processa l’entrada de l’usuari per teclat: 
- Si l’usuari selecciona l’opció 1, genera l’esdeveniment START.
- Si l’usuari selecciona l’opció 2, genera l’esdeveniment STOP.
- Si l’usuari selecciona l’opció 3, genera l’esdeveniment QUIT.
Aquests esdeveniments són generats a través de la cua cua control. 
8.3 CÀLCULS I PROCESSAT D’IMATGE 
8.3.1 PROCESSAT D’IMATGE 
Per a la detecció de l’objecte s’han seguit els següents passos a la tasca PROCESSAT: 
1. Transformar la imatge RGB al format YCbCr, ja que com el nostre objecte a
detectar es de color taronja la capa CB ens pot ajudar ja que es poden diferenciar els 
colors de gamma de vermells de la resta, perquè no utilitzen croma blau.  
2. Separar la capa CB de les altres dues, es la que ens interessa de la resta, per
lo explicat anteriorment. 
3. Binaritzar la imatge per a diferenciar els píxels amb colors de gamma vermell
de la resta alhora de valor des bytes. 
4. Erosionar la imatge per treure soroll o elements que no vulguem de la imatge.
Per exemple com s’observa a la figura, al laboratori hi ha una línea vermella al terra 
que ens pot crear conflictes. 
5. Dilatar la imatge per fer més gran l’objecte i que sigui de dimensions
semblants a l’original. 
FIGURA 8.10: PROCESSAT D’IMATGE 
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8.3.2 CÀLCUL DE LA DISTÀNCIA REAL 
Per a calcular la distància actual s’ha utilitzat l’amplada que s’observa en la imatge de 
l’objecte a cada certa distància, després amb l’ajuda del MATLAB hem aproximat la 
funció resultant, aquí es mostren els resultats:   
Com s’observa l’aproximació que ens dona el MATLAB de la distància en funció de 
l’amplada és: 
𝑑(𝐴) = −3.3𝑒−6 ∗ 𝐴3 + 0.00083 ∗ 𝐴2 − 0.073 ∗ 𝐴 + 2.5 
Si el resultat de distància és igual o major a 2,5 considerem que l’objecte és a infinit. 
FIGURA 8.11: LONGITUD EN FUNCIÓ DE L’AMPLADA. 
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8.3.3 CÀLCUL DE L’ANGLE DE DESVIACIÓ 
• Càlcul de l’angle de desviació: Per a calcular els graus de desviació, després d’una
captura d’imatge i seguint la figura 8.12: 
Per a la component x, tenint en compte que la imatge és en resolució LOW 
(160x120), restem el píxel on és el centre de l’objecte, per el centre de la imatge (80): 
𝑥 = 𝑝𝑖𝑥𝑒𝑙. 𝑥 − 80 
La component “y” serà la mateixa que ens retorni la funció detectSegment(): 
𝑦 = 𝑝𝑖𝑥𝑒𝑙. 𝑦 
Per tant utilitzant trigonometria, θ és: 
θ = arctg �𝑥
𝑦
� 
I, si considerem que l’angle θ és petit, ja que el Robotino ha estat centrat anteriorment: 
𝜃 ↓↓ → 𝑠𝑖𝑛𝜃 ≈ 𝜃 𝑖 𝑐𝑜𝑠𝜃 ≈ 1 
𝑡𝑔(𝜃) = 𝑠𝑖𝑛𝜃
𝑐𝑜𝑠𝜃
= 𝜃1 = 𝜃 
Podem aproximar l’angle a rotar a: 
𝜃 = 𝑥
𝑦
 
FIGURA 8.12: CÀLCUL DE L’ANGLE DE
DESVIACIÓ
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8.3.4 PARÀMETRES 
1. Càlcul de la Kw:
Càlcul de la velocitat rotacional desitjada del robot W, aplicant un algorisme de control 
P per tal de garantir que l’angle d’orientació theta sigui el més proper a 0 rad. En 
aquest algorisme, theta fa el paper de process variable, W el paper de control variable i 
el setpoint seria 0 rad (veure la Figura 8.13). 
Per falta de temps, no s’ha pogut determinar el model del procés, per això la Kw s’ha 
designat experimentalment. 
En el cas de FORWARDING: 
𝐾𝑤 = 2.8 
Amb FOCUSING: 
𝐾𝑤 = 1.6 
La diferencia es dóna per que a FORWARDING la velocitat frontal es més gran que en 
FOCUSING i provoca més desviació. 
S’ha negat el resultat per a seguir el sistema de coordenades del Robotino. 
FIGURA 8.14: COORDENADES ROBOTINO 
FIGURA 8.13: LLAÇ DE CONTROL 
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2. Càlcul de la velocitat frontal a l’objecte:
𝑉𝑥 = 𝐾𝑣 ∗ (𝑑(𝐴) − 𝐷𝐼𝑆𝑇_𝐿𝐼𝑀𝐼𝑇) 
La Kv ha estat calculada per a que no faci un canvi brusc de velocitat quan el 
Robotino canvia l’estat de FORWARDING a FOCUSING que és quan aquesta 
equació comença a actuar, alhora també ha de tenir suficient velocitat per a que arribi 
fins a la DIST LIMIT, per això s’ha escollit una Kv de 106. 
Ja que, la velocitat frontal en mode FORWARDING són 160 mm/s, quan el Robotino 
entri en FOCUSING la distancia real serà de 2 metres i DIST_LIMIT 0,5m, per això: 160 = 𝐾𝑣 ∗ (2 − 0.5) 
𝐾𝑣 = 106 
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8.4 COMPILACIÓ I EXECUCIÓ 
Per a executar l’aplicació demostrativa és necessari compilar-la al PC encastat del 
Robotino, per això s’hauran de seguir els següents passos. Els requisits són que el 
Robotino estigui en xarxa amb el nostre PC. 
1. Tenir els fitxers de les Apis a la mateixa carpeta que el codi de l’aplicació. Són
els següents fitxers: apicamera.c, apicamera.h, apiimatge.c, apiimatge.h, robotinoapi1.o, 
robotinoapi2.o, sitr.h. 
2. Compilar l’aplicació a la memòria compartida del Robotino. Per a que la
compilació es realitzi amb èxit serà necessari agregar les llibreries de math i sockets, 
introduint la següent comanda a la shell: 
gcc –o /net/robotino/dev/shmem/demo demo.c apicamera.c apiimatge.c 
robotinoapi1.o robotiapi2.o –lsocket -lm
3. Connectar-nos per Telnet al Robotino, obrin una nova shell i introduint el
següent: 
telnet robotino
Se’ns demanarà un login, per defecte haurem d’introduir com a user: root i com a 
contrasenya: target 
4. Executar l’aplicació. Una vegada connectats al Robotino haurem de executar la
nostra aplicació que hem compilat a la memòria compartida: 
./dev/shmem/demo
5. L’aplicació ja és en funcionament, enviar un “1” més “Enter” per teclat per a
que comenci a funcionar 
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9. CONCLUSIONS
Considero que la integració d’una càmera de xarxa a un Robot pot ser una bona solució 
quan no en porta una per defecte o no és possible treballar amb una USB, inclús encara 
que el USB ens sigui funcional utilitzant una de xarxa ens podem estalviar un port per 
a altres sensors.  
Crec que el resultat del projecte a estat bé encara que no es pot considerar funcional 
del tot, ja que el format d’imatge escollit per a capturar imatges i processar-les ha estat 
BMP i la càmera utilitzada captura les imatges BMP com a màxim cada 2,5 segons, i 
això fa que alhora de fer un algorisme sigui un pes massa gran per a que sigui fluid o no 
generi conflictes. Una solució a aquest problema serià intentar fer les captures en JPG i 
desenvolupar un algorisme per a convertir el JPG a BMP ja que el temps de captura de 
la càmera actual en JPG és d’uns 0,2 segons. 
Un altre dels problemes que es pot presentar és si el Robotino ha de ser molt de temps 
funcionant, ja que la càmera consumeix bastant, el doble que un element USB, ja que el 
USB entrega com a màxim 500 mA, la càmera wifi a part de la potència que necessita 
per a capturar imatges se li ha de sumar la potència consumida per a alimentar la placa 
WIFI, en total la intensitat que demana la càmera són aproximadament 1A amb pics 
de fins a 1,5A. Aquest consum pot fer que la bateria del Robotino es consumeixi més 
ràpid. Encara que el problema es pot presentar com he dit si ha d’estar molt de temps 
treballant. 
Tot i tenir l’imprevist del temps, els objectius s’han complert: 
- S’ha creat una API per a treballar amb les càmeres AXIS, la API 
proporciona les funcions que poden ser més utilitzades: captura d’imatge 
en format BMP i JPG, funcions per a treballar amb la data i hora 
actual de la càmera i una funció per a reiniciar la càmera en cas de que 
es quedi penjada. 
- El convertidor DC-DC dissenyat per a alimentar la càmera directament 
des de el Robotino funciona perfectament, i no hi ha problemes de 
fiabilitat ja que ha arribat a estar fins a 4 hores funcionant sense cap 
problema de calor. 
- Per a que el Robot pugui extraure informació de les imatges capturades 
s’ha desenvolupat la API de processat, és totalment funcional i pot 
diferenciar objectes mitjançant el seu color a través de les capes del 
format YCbCr. 
- S’ha integrat tot amb l’algorisme multitasca i les API,s interactuen 
perfectament entre elles i amb el Robotino, amb el problema del temps 
de mostreig que a vegades pot produir errors. 
Com a possible seguiment del projecte en un futur, es podria intentar solucionar el 
problema del temps de mostreig, desenvolupant l’algoritme per a descodificar JPG i 
passar-lo a BMP.  
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LM2576/LM2576HV Series
SIMPLE SWITCHERÉ 3A Step-Down Voltage Regulator
General Description
The LM2576 series of regulators are monolithic integrated
circuits that provide all the active functions for a step-down
(buck) switching regulator, capable of driving 3A load with
excellent line and load regulation. These devices are avail-
able in fixed output voltages of 3.3V, 5V, 12V, 15V, and an
adjustable output version.
Requiring a minimum number of external components,
these regulators are simple to use and include internal fre-
quency compensation and a fixed-frequency oscillator.
The LM2576 series offers a high-efficiency replacement for
popular three-terminal linear regulators. It substantially re-
duces the size of the heat sink, and in some cases no heat
sink is required.
A standard series of inductors optimized for use with the
LM2576 are available from several different manufacturers.
This feature greatly simplifies the design of switch-mode
power supplies.
Other features include a guaranteed g4% tolerance on out-
put voltage within specified input voltages and output load
conditions, and g10% on the oscillator frequency. External
shutdown is included, featuring 50 mA (typical) standby cur-
rent. The output switch includes cycle-by-cycle current limit-
ing, as well as thermal shutdown for full protection under
fault conditions.
Features
Y 3.3V, 5V, 12V, 15V, and adjustable output versions
Y Adjustable version output voltage range,
1.23V to 37V (57V for HV version) g4% max over
line and load conditions
Y Guaranteed 3A output current
Y Wide input voltage range, 40V up to 60V for
HV version
Y Requires only 4 external components
Y 52 kHz fixed frequency internal oscillator
Y TTL shutdown capability, low power standby mode
Y High efficiency
Y Uses readily available standard inductors
Y Thermal shutdown and current limit protection
Y Pa Product Enhancement tested
Applications
Y Simple high-efficiency step-down (buck) regulator
Y Efficient pre-regulator for linear regulators
Y On-card switching regulators
Y Positive to negative converter (Buck-Boost)
Typical Application (Fixed Output Voltage Versions)
TL/H/11476–1
FIGURE 1
Block Diagram
3.3V R2 e 1.7k
5V, R2 e 3.1k
12V, R2 e 8.84k
15V, R2 e 11.3k
TL/H/11476–2For ADJ. Version
R1 e Open, R2 e 0X
Patent Pending
SIMPLE SWITCHERÉ is a registered trademark of National Semiconductor Corporation.
C1996 National Semiconductor Corporation RRD-B30M106/Printed in U. S. A. http://www.national.com
Absolute Maximum Ratings (Note 1)
If Military/Aerospace specified devices are required,
please contact the National Semiconductor Sales
Office/Distributors for availability and specifications.
Maximum Supply Voltage
LM2576 45V
LM2576HV 63V
ON/OFF Pin Input Voltage b0.3V s V s aVIN
Output Voltage to Ground
(Steady State) b1V
Power Dissipation Internally Limited
Storage Temperature Range b65§C to a150§C
Minimum ESD Rating
(C e 100 pF, R e 1.5 kX) 2 kV
Lead Temperature
(Soldering, 10 Seconds) 260§C
Maximum Junction Temperature 150§C
Operating Ratings
Temperature Range
LM2576/LM2576HV b40§C s TJ s a125§C
Supply Voltage
LM2576 40V
LM2576HV 60V
LM2576-3.3, LM2576HV-3.3
Electrical Characteristics Specifications with standard type face are for TJ e 25§C, and those with boldface
type apply over full Operating Temperature Range.
Symbol Parameter Conditions
LM2576-3.3
(Limits)
UnitsLM2576HV-3.3
Typ
Limit
(Note 2)
SYSTEM PARAMETERS (Note 3) Test CircuitFigure 2
VOUT Output Voltage VIN e 12V, ILOAD e 0.5A 3.3 V
Circuit ofFigure 2 3.234 V(Min)
3.366 V(Max)
VOUT Output Voltage 6V s VIN s 40V, 0.5A s ILOAD s 3A 3.3 V
LM2576 Circuit ofFigure 2 3.168/3.135 V(Min)
3.432/3.465 V(Max)
VOUT Output Voltage 6V s VIN s 60V, 0.5A s ILOAD s 3A 3.3 V
LM2576HV Circuit ofFigure 2 3.168/3.135 V(Min)
3.450/3.482 V(Max)
h Efficiency VIN e 12V, ILOAD e 3A 75 %
LM2576-5.0, LM2576HV-5.0
Electrical Characteristics Specifications with standard type face are for TJ e 25§C, and those with boldface
type apply over full Operating Temperature Range.
Symbol Parameter Conditions
LM2576-5.0
(Limits)
UnitsLM2576HV-5.0
Typ
Limit
(Note 2)
SYSTEM PARAMETERS (Note 3) Test CircuitFigure 2
VOUT Output Voltage VIN e 12V, ILOAD e 0.5A 5.0 V
Circuit ofFigure 2 4.900 V(Min)
5.100 V(Max)
VOUT Output Voltage 0.5A s ILOAD s 3A, 5.0 V
LM2576 8V s VIN s 40V 4.800/4.750 V(Min)
Circuit ofFigure 2 5.200/5.250 V(Max)
VOUT Output Voltage 0.5A s ILOAD s 3A, 5.0 V
LM2576HV 8V s VIN s 60V 4.800/4.750 V(Min)
Circuit ofFigure 2 5.225/5.275 V(Max)
h Efficiency VIN e 12V, ILOAD e 3A 77 %
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LM2576-12, LM2576HV-12
Electrical Characteristics Specifications with standard type face are for TJ e 25§C, and those with boldface
type apply over full Operating Temperature Range.
Symbol Parameter Conditions
LM2576-12
(Limits)
UnitsLM2576HV-12
Typ
Limit
(Note 2)
SYSTEM PARAMETERS (Note 3) Test CircuitFigure 2
VOUT Output Voltage VIN e 25V, ILOAD e 0.5A 12 V
Circuit ofFigure 2 11.76 V(Min)
12.24 V(Max)
VOUT Output Voltage 0.5A s ILOAD s 3A, 12 V
LM2576 15V s VIN s 40V 11.52/11.40 V(Min)
Circuit ofFigure 2 12.48/12.60 V(Max)
VOUT Output Voltage 0.5A s ILOAD s 3A, 12 V
LM2576HV 15V s VIN s 60V 11.52/11.40 V(Min)
Circuit ofFigure 2 12.54/12.66 V(Max)
h Efficiency VIN e 15V, ILOAD e 3A 88 %
LM2576-15, LM2576HV-15
Electrical Characteristics Specifications with standard type face are for TJ e 25§C, and those with boldface
type apply over full Operating Temperature Range.
Symbol Parameter Conditions
LM2576-15
(Limits)
UnitsLM2576HV-15
Typ
Limit
(Note 2)
SYSTEM PARAMETERS (Note 3) Test CircuitFigure 2
VOUT Output Voltage VIN e 25V, ILOAD e 0.5A 15 V
Circuit ofFigure 2 14.70 V(Min)
15.30 V(Max)
VOUT Output Voltage 0.5A s ILOAD s 3A, 15 V
LM2576 18V s VIN s 40V 14.40/14.25 V(Min)
Circuit ofFigure 2 15.60/15.75 V(Max)
VOUT Output Voltage 0.5A s ILOAD s 3A, 15 V
LM2576HV 18V s VIN s 60V 14.40/14.25 V(Min)
Circuit ofFigure 2 15.68/15.83 V(Max)
h Efficiency VIN e 18V, ILOAD e 3A 88 %
LM2576-ADJ, LM2576HV-ADJ
Electrical Characteristics Specifications with standard type face are for TJ e 25§C, and those with boldface
type apply over full Operating Temperature Range.
Symbol Parameter Conditions
LM2576-ADJ
(Limits)
UnitsLM2576HV-ADJ
Typ
Limit
(Note 2)
SYSTEM PARAMETERS (Note 3) Test CircuitFigure 2
VOUT Feedback Voltage VIN e 12V, ILOAD e 0.5A 1.230 V
VOUT e 5V, 1.217 V(Min)
Circuit ofFigure 2 1.243 V(Max)
VOUT Feedback Voltage 0.5A s ILOAD s 3A, 1.230 V
LM2576 8V s VIN s 40V 1.193/1.180 V(Min)
VOUT e 5V, Circuit ofFigure 2 1.267/1.280 V(Max)
VOUT Feedback Voltage 0.5A s ILOAD s 3A, 1.230 V
LM2576HV 8V s VIN s 60V 1.193/1.180 V(Min)
VOUT e 5V, Circuit ofFigure 2 1.273/1.286 V(Max)
h Efficiency VIN e 12V, ILOAD e 3A, VOUT e 5V 77 %
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All Output Voltage Versions
Electrical Characteristics Specifications with standard type face are for TJ e 25§C, and those with boldface
type apply over full Operating Temperature Range. Unless otherwise specified, VIN e 12V for the 3.3V, 5V, and Adjustable
version, VIN e 25V for the 12V version, and VIN e 30V for the 15V version. ILOAD e 500 mA.
Symbol Parameter Conditions
LM2576-XX
(Limits)
UnitsLM2576HV-XX
Typ
Limit
(Note 2)
DEVICE PARAMETERS
Ib Feedback Bias Current VOUT e 5V (Adjustable Version Only) 50 100/500 nA
fO Oscillator Frequency (Note 11) 52 kHz
47/42 kHz (Min)
58/63 kHz (Max)
VSAT Saturation Voltage IOUT e 3A (Note 4) 1.4 V
1.8/2.0 V(Max)
DC Max Duty Cycle (ON) (Note 5) 98 %
93 %(Min)
ICL Current Limit (Notes 4 and 11) 5.8 A
4.2/3.5 A(Min)
6.9/7.5 A(Max)
IL Output Leakage Current (Notes 6 and 7) Output e 0V 2 mA(Max)
Output e b1V 7.5 mA
Output e b1V 30 mA(Max)
IQ Quiescent Current (Note 6) 5 mA
10 mA(Max)
ISTBY Standby Quiescent ON/OFF Pin e 5V (OFF) 50 mA
Current 200 mA(Max)
iJA Thermal Resistance T Package, Junction to Ambient (Note 8) 65
iJA T Package, Junction to Ambient (Note 9) 45 §C/W
iJC T Package, Junction to Case 2
iJA S Package, Junction to Ambient (Note 10) 50
ON/OFF CONTROL Test CircuitFigure 2
VIH ON/OFF Pin VOUT e 0V 1.4 2.2/2.4 V(Min)
VIL
Logic Input Level VOUT e Nominal Output Voltage 1.2 1.0/0.8 V(Max)
IIH ON/OFF Pin Input ON/OFF Pin e 5V (OFF) 12 mA
Current 30 mA(Max)
IIL ON/OFF Pin e 0V (ON) 0 mA
10 mA(Max)
Note 1: Absolute Maximum Ratings indicate limits beyond which damage to the device may occur. Operating Ratings indicate conditions for which the device is
intended to be functional, but do not guarantee specific performance limits. For guaranteed specifications and test conditions, see the Electrical Characteristics.
Note 2: All limits guaranteed at room temperature (standard type face) and at temperature extremes (bold type face). All room temperature limits are 100%
production tested. All limits at temperature extremes are guaranteed via correlation using standard Statistical Quality Control (SQC) methods.
Note 3: External components such as the catch diode, inductor, input and output capacitors can affect switching regulator system performance. When the
LM2576/LM2576HV is used as shown in theFigure 2 test circuit, system performance will be as shown in system parameters section of Electrical Characteristics.
Note 4: Output pin sourcing current. No diode, inductor or capacitor connected to output.
Note 5: Feedback pin removed from output and connected to 0V.
Note 6: Feedback pin removed from output and connected to a12V for the Adjustable, 3.3V, and 5V versions, and a25V for the 12V and 15V versions, to force
the output transistor OFF.
Note 7: VIN e 40V (60V for high voltage version).
Note 8: Junction to ambient thermal resistance (no external heat sink) for the 5 lead TO-220 package mounted vertically, with (/2 inch leads in a socket, or on a PC
board with minimum copper area.
Note 9: Junction to ambient thermal resistance (no external heat sink) for the 5 lead TO-220 package mounted vertically, with (/4 inch leads soldered to a PC board
containing approximately 4 square inches of copper area surrounding the leads.
Note 10: If the TO-263 package is used, the thermal resistance can be reduced by increasing the PC board copper area thermally connected to the package. Using
0.5 square inches of copper area, iJA is 50§C/W, with 1 square inch of copper area, iJA is 37§C/W, and with 1.6 or more square inches of copper area, iJA is
32§C/W.
Note 11: The oscillator frequency reduces to approximately 11 kHz in the event of an output short or an overload which causes the regulated output voltage to drop
approximately 40% from the nominal output voltage. This self protection feature lowers the average power dissipation of the IC by lowering the minimum duty cycle
from 5% down to approximately 2%.
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Typical Performance Characteristics (Circuit ofFigure 2 )
Normalized Output Voltage Line Regulation Dropout Voltage
Current Limit Quiescent Current Quiescent Current
Standby
Oscillator Frequency Voltage
Switch Saturation
Efficiency
Minimum Operating Voltage vs Duty Cycle
Quiescent Current
vs Duty Cycle
Feedback Voltage
TL/H/11476–3
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Typical Performance Characteristics (Circuit ofFigure 2 ) (Continued)
Maximum Power Dissipation
(TO-263) (See Note 10)
TL/H/11476–24
Feedback Pin Current
TL/H/11476–4
Load Transient Response
TL/H/11476–5
Switching Waveforms
TL/H/11476–6
VOUT e 15V
A: Output Pin Voltage, 50V/div
B: Output Pin Current, 2A/div
C: Inductor Current, 2A/div
D: Output Ripple Voltage, 50 mV/div,
AC-Coupled
Horizontal Time Base: 5 ms/div
As in any switching regulator, layout is very important. Rap-
idly switching currents associated with wiring inductance
generate voltage transients which can cause problems. For
minimal inductance and ground loops, the length of the
leads indicated by heavy lines should be kept as short as
possible. Single-point grounding (as indicated) or ground
plane construction should be used for best results. When
using the Adjustable version, physically locate the program-
ming resistors near the regulator, to keep the sensitive
feedback wiring short.
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Test Circuit and Layout Guidelines
Fixed Output Voltage Versions
TL/H/11476–7
CIN Ð 100 mF, 75V, Aluminum Electrolytic
COUT Ð 1000 mF, 25V, Aluminum Electrolytic
D1 Ð Schottky, MBR360
L1 Ð 100 mH, Pulse Eng. PE-92108
R1 Ð 2k, 0.1%
R2 Ð 6.12k, 0.1%
Adjustable Output Voltage Version
TL/H/11476–8
VOUT e VREF # 1 a R2R1 J
R2 e R1 #VOUTVREF b 1 J
where VREF e 1.23V, R1 between 1k and 5k.
FIGURE 2
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LM2576 Series Buck Regulator Design Procedure
PROCEDURE (Fixed Output Voltage Versions) EXAMPLE (Fixed Output Voltage Versions)
Given: Given:
VOUT e Regulated Output Voltage (3.3V, 5V, 12V, or 15V) VOUT e 5V
VIN(Max) e Maximum Input Voltage VIN(Max) e 15V
ILOAD(Max) e Maximum Load Current ILOAD(Max) e 3A
1. Inductor Selection (L1) 1. Inductor Selection (L1)
A. Select the correct Inductor value selection guide from A. Use the selection guide shown inFigure 4 .
Figures 3, 4, 5, or6 . (Output voltages of 3.3V, 5V, 12V or B. From the selection guide, the inductance area
15V respectively). For other output voltages, see the intersected by the 15V line and 3A line is L100.
design procedure for the adjustable version. C. Inductor value required is 100 mH. From the table in
B. From the inductor value selection guide, identify the Figure 3. Choose AIE 415-0930, Pulse Engineering
inductance region intersected by VIN(Max) and PE92108, or Renco RL2444.
ILOAD(Max), and note the inductor code for that region.
C. Identify the inductor value from the inductor code, and
select an appropriate inductor from the table shown in
Figure 3 . Part numbers are listed for three inductor
manufacturers. The inductor chosen must be rated for
operation at the LM2576 switching frequency (52 kHz) and
for a current rating of 1.15 c ILOAD. For additional
inductor information, see the inductor section in the
Application Hints section of this data sheet.
2. Output Capacitor Selection (COUT) 2. Output Capacitor Selection (COUT)
A. The value of the output capacitor together with the A. COUT e 680 mF to 2000 mF standard aluminum
inductor defines the dominate pole-pair of the switching electrolytic.
regulator loop. For stable operation and an acceptable B. Capacitor voltage rating e 20V.
output ripple voltage, (approximately 1% of the output
voltage) a value between 100 mF and 470 mF is
recommended.
B. The capacitor’s voltage rating should be at least 1.5
times greater than the output voltage. For a 5V regulator,
a rating of at least 8V is appropriate, and a 10V or 15V
rating is recommended.
Higher voltage electrolytic capacitors generally have lower
ESR numbers, and for this reason it may be necessary to
select a capacitor rated for a higher voltage than would
normally be needed.
3. Catch Diode Selection (D1) 3. Catch Diode Selection (D1)
A. The catch-diode current rating must be at least 1.2 A. For this example, a 3A current rating is adequate.
times greater than the maximum load current. Also, if the B. Use a 20V 1N5823 or SR302 Schottky diode, or any of
power supply design must withstand a continuous output the suggested fast-recovery diodes shown inFigure 8 .
short, the diode should have a current rating equal to the
maximum current limit of the LM2576. The most stressful
condition for this diode is an overload or shorted output
condition.
B. The reverse voltage rating of the diode should be at
least 1.25 times the maximum input voltage.
4. Input Capacitor (CIN) 4. Input Capacitor (CIN)
An aluminum or tantalum electrolytic bypass capacitor A 100 mF, 25V aluminum electrolytic capacitor located
located close to the regulator is needed for stable near the input and ground pins provides sufficient
operation. bypassing.
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LM2576 Series Buck Regulator Design Procedure (Continued)
INDUCTOR VALUE SELECTION GUIDES (For Continuous Mode Operation)
TL/H/11476–9
FIGURE 3. LM2576(HV)-3.3
TL/H/11476–10
FIGURE 4. LM2576(HV)-5.0
TL/H/11476–11
FIGURE 5. LM2576(HV)-12
TL/H/11476–12
FIGURE 6. LM2576(HV)-15
TL/H/11476–13
FIGURE 7. LM2576(HV)-ADJ
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LM2576 Series Buck Regulator Design Procedure (Continued)
PROCEDURE (Adjustable Output Voltage Versions) EXAMPLE (Adjustable Output Voltage Versions)
Given: Given:
VOUT e Regulated Output Voltage VOUT e 10V
VIN(Max) e Maximum Input Voltage VIN(Max) e 25V
ILOAD(Max) e Maximum Load Current ILOAD(Max) e 3A
F e Switching Frequency (Fixed at 52 kHz) F e 52 kHz
1. Programming Output Voltage (Selecting R1 and R2, as 1. Programming Output Voltage (Selecting R1 and R2)
shown in Figure 2)
Use the following formula to select the appropriate VOUT e 1.23#1 a R2R1J Select R1 e 1kresistor values.
VOUT e VREF #1 a R2R1J where VREF e 1.23V R2 e R1#VOUTVREF b 1J e 1k# 10V1.23V b 1J
R1 can be between 1k and 5k. (For best temperature
coefficient and stability with time, use 1% metal film R2 e 1k (8.13 b 1) e 7.13k, closest 1% value is 7.15k
resistors)
R2 e R1#VOUTVREF b 1J
2. Inductor Selection (L1) 2. Inductor Selection (L1)
A. Calculate the inductor Volt # microsecond constant, A. Calculate E # T (V # ms)
E # T (V # ms), from the following formula:
E # T e (25 b 10) #
10
25
#
1000
52
e 115 V # ms
E # T e (VIN b VOUT)
VOUT
VIN
#
1000
F(in kHz)
(V # ms)
B. E # T e 115 V # msB. Use the E # T value from the previous formula and
C. ILOAD(Max) e 3Amatch it with the E # T number on the vertical axis of the
D. Inductance Region e H150Inductor Value Selection Guide shown inFigure 7.
E. Inductor Value e 150 mHChoose from AIEC. On the horizontal axis, select the maximum load
part Ý415-0936 Pulse Engineeringcurrent.
part ÝPE-531115, orRenco part ÝRL2445.D. Identify the inductance region intersected by the E # T
value and the maximum load current value, and note the
inductor code for that region.
E. Identify the inductor value from the inductor code, and
select an appropriate inductor from the table shown in
Figure 9. Part numbers are listed for three inductor
manufacturers. The inductor chosen must be rated for
operation at the LM2576 switching frequency (52 kHz)
and for a current rating of 1.15 c ILOAD. For additional
inductor information, see the inductor section in the
application hints section of this data sheet.
3. Output Capacitor Selection (COUT) 3. Output Capacitor Selection (COUT)
A. The value of the output capacitor together with the A. COUT l 13,300
25
10 # 150
e 22.2 mF
inductor defines the dominate pole-pair of the switching
However, for acceptable output ripple voltage selectregulator loop. For stable operation, the capacitor must
COUT t 680 mFsatisfy the following requirement:
COUT e 680 mF electrolytic capacitorCOUT t 13,300
VIN(Max)
VOUT # L(mH)
(mF)
The above formula yields capacitor values between 10 mF
and 2200 mF that will satisfy the loop requirements for
stable operation. But to achieve an acceptable output
ripple voltage, (approximately 1% of the output voltage)
and transient response, the output capacitor may need to
be several times larger than the above formula yields.
B. The capacitor’s voltage rating should be at last 1.5
times greater than the output voltage. For a 10V regulator,
a rating of at least 15V or more is recommended.
Higher voltage electrolytic capacitors generally have
lower ESR numbers, and for this reason it may be
necessary to select a capacitor rate for a higher voltage
than would normally be needed.
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LM2576 Series Buck Regulator Design Procedure (Continued)
PROCEDURE (Adjustable Output Voltage Versions) EXAMPLE (Adjustable Output Voltage Versions)
4. Catch Diode Selection (D1) 4. Catch Diode Selection (D1)
A. The catch-diode current rating must be at least 1.2 A. For this example, a 3.3A current rating is adequate.
B. Use a 30V 31DQ03 Schottky diode, or any of the suggestedtimes greater than the maximum load current. Also, if the
fast-recovery diodes inFigure 8.power supply design must withstand a continuous output
short, the diode should have a current rating equal to the
maximum current limit of the LM2576. The most stressful
condition for this diode is an overload or shorted output.
See diode selection guide inFigure 8 .
B. The reverse voltage rating of the diode should be at
least 1.25 times the maximum input voltage.
5. Input Capacitor (CIN) 5. Input Capacitor (CIN)
An aluminum or tantalum electrolytic bypass capacitor A 100 mF aluminum electrolytic capacitor located near the input
located close to the regulator is needed for stable and ground pins provides sufficient bypassing.
operation.
VR
Schottky Fast Recovery
3A 4A–6A 3A 4A–6A
20V 1N5820 1N5823
rated to 100V
The following
diodes are all
HER302
31DF1
rated to 100V
The following
diodes are all
MUR410
50WF10
HER602
MBR320P
SR302
30V 1N5821 50WQ03
MBR330 1N5824
31DQ03
SR303
40V 1N5822 MBR340
MBR340 50WQ04
31DQ04 1N5825
SR304
50V MBR350 50WQ05
31DQ05
SR305
60V MBR360 50WR06
DQ06 50SQ060
SR306
To further simplify the buck regulator
design procedure, National Semicon-
ductor is making available computer
design software to be used with the
SIMPLE SWITCHER line of switching
regulators. Switchers Made Simple
(Version 3.3) is available on a (3(/2×)
diskette for IBM compatible computers
from a National Semiconductor sales
office in your area.
FIGURE 8. Diode Selection Guide
Inductor Inductor Schott Pulse Eng. Renco
Code Value (Note 1) (Note 2) (Note 3)
L47 47 mH 671 26980 PE-53112 RL2442
L68 68 mH 671 26990 PE-92114 RL2443
L100 100 mH 671 27000 PE-92108 RL2444
L150 150 mH 671 27010 PE-53113 RL1954
L220 220 mH 671 27020 PE-52626 RL1953
L330 330 mH 671 27030 PE-52627 RL1952
L470 470 mH 671 27040 PE-53114 RL1951
L680 680 mH 671 27050 PE-52629 RL1950
H150 150 mH 671 27060 PE-53115 RL2445
H220 220 mH 671 27070 PE-53116 RL2446
H330 330 mH 671 27080 PE-53117 RL2447
H470 470 mH 671 27090 PE-53118 RL1961
H680 680 mH 671 27100 PE-53119 RL1960
H1000 1000 mH 671 27110 PE-53120 RL1959
H1500 1500 mH 671 27120 PE-53121 RL1958
H2200 2200 mH 671 27130 PE-53122 RL2448
Note 1: Schott Corporation, (612) 475-1173, 1000 Parkers Lake Road, Wayzata, MN 55391.
Note 2: Pulse Engineering, (619) 674-8100, P.O. Box 12235, San Diego, CA 92112.
Note 3: Renco Electronics Incorporated, (516) 586-5566, 60 Jeffryn Blvd. East, Deer Park, NY 11729.
FIGURE 9. Inductor Selection by Manufacturer’s Part Number
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Application Hints
INPUT CAPACITOR (CIN)
To maintain stability, the regulator input pin must be by-
passed with at least a 100 mF electrolytic capacitor. The
capacitor’s leads must be kept short, and located near the
regulator.
If the operating temperature range includes temperatures
below b25§C, the input capacitor value may need to be
larger. With most electrolytic capacitors, the capacitance
value decreases and the ESR increases with lower temper-
atures and age. Paralleling a ceramic or solid tantalum ca-
pacitor will increase the regulator stability at cold tempera-
tures. For maximum capacitor operating lifetime, the capaci-
tor’s RMS ripple current rating should be greater than
1.2 c # tONT J c ILOAD
where
tON
T
e
VOUT
VIN
for a buck regulator
and
tON
T
e lVOUTl
lVOUTl a VIN
for a buck-boost regulator.
INDUCTOR SELECTION
All switching regulators have two basic modes of operation:
continuous and discontinuous. The difference between the
two types relates to the inductor current, whether it is flow-
ing continuously, or if it drops to zero for a period of time in
the normal switching cycle. Each mode has distinctively dif-
ferent operating characteristics, which can affect the regula-
tor performance and requirements.
The LM2576 (or any of the SIMPLE SWITCHER family) can
be used for both continuous and discontinuous modes of
operation.
The inductor value selection guides in Figure 3 through Fig-
ure 7 were designed for buck regulator designs of the con-
tinuous inductor current type. When using inductor values
shown in the inductor selection guide, the peak-to-peak in-
ductor ripple current will be approximately 20% to 30% of
the maximum DC current. With relatively heavy load cur-
rents, the circuit operates in the continuous mode (inductor
current always flowing), but under light load conditions, the
circuit will be forced to the discontinuous mode (inductor
current falls to zero for a period of time). This discontinuous
mode of operation is perfectly acceptable. For light loads
(less than approximately 300 mA) it may be desirable to
operate the regulator in the discontinuous mode, primarily
because of the lower inductor values required for the dis-
continuous mode.
The selection guide chooses inductor values suitable for
continuous mode operation, but if the inductor value chosen
is prohibitively high, the designer should investigate the pos-
sibility of discontinuous operation. The computer design
software Switchers Made Simple will provide all compo-
nent values for discontinuous (as well as continuous) mode
of operation.
Inductors are available in different styles such as pot core,
toriod, E-frame, bobbin core, etc., as well as different core
materials, such as ferrites and powdered iron. The least ex-
pensive, the bobbin core type, consists of wire wrapped on
a ferrite rod core. This type of construction makes for an
inexpensive inductor, but since the magnetic flux is not com-
pletely contained within the core, it generates more electro-
magnetic interference (EMI). This EMI can cause problems
in sensitive circuits, or can give incorrect scope readings
because of induced voltages in the scope probe.
The inductors listed in the selection chart include ferrite pot
core construction for AIE, powdered iron toroid for Pulse
Engineering, and ferrite bobbin core for Renco.
An inductor should not be operated beyond its maximum
rated current because it may saturate. When an inductor
begins to saturate, the inductance decreases rapidly and
the inductor begins to look mainly resistive (the DC resist-
ance of the winding). This will cause the switch current to
rise very rapidly. Different inductor types have different satu-
ration characteristics, and this should be kept in mind when
selecting an inductor.
The inductor manufacturer’s data sheets include current
and energy limits to avoid inductor saturation.
INDUCTOR RIPPLE CURRENT
When the switcher is operating in the continuous mode, the
inductor current waveform ranges from a triangular to a
sawtooth type of waveform (depending on the input volt-
age). For a given input voltage and output voltage, the peak-
to-peak amplitude of this inductor current waveform remains
constant. As the load current rises or falls, the entire saw-
tooth current waveform also rises or falls. The average DC
value of this waveform is equal to the DC load current (in
the buck regulator configuration).
If the load current drops to a low enough level, the bottom
of the sawtooth current waveform will reach zero, and the
switcher will change to a discontinuous mode of operation.
This is a perfectly acceptable mode of operation. Any buck
switching regulator (no matter how large the inductor value
is) will be forced to run discontinuous if the load current is
light enough.
OUTPUT CAPACITOR
An output capacitor is required to filter the output voltage
and is needed for loop stability. The capacitor should be
located near the LM2576 using short pc board traces. Stan-
dard aluminum electrolytics are usually adequate, but low
ESR types are recommended for low output ripple voltage
and good stability. The ESR of a capacitor depends on
many factors, some which are: the value, the voltage rating,
physical size and the type of construction. In general, low
value or low voltage (less than 12V) electrolytic capacitors
usually have higher ESR numbers.
The amount of output ripple voltage is primarily a function of
the ESR (Equivalent Series Resistance) of the output ca-
pacitor and the amplitude of the inductor ripple current
(DIIND). See the section on inductor ripple current in Appli-
cation Hints.
The lower capacitor values (220 mF–1000 mF) will allow
typically 50 mV to 150 mV of output ripple voltage, while
larger-value capacitors will reduce the ripple to approxi-
mately 20 mV to 50 mV.
Output Ripple Voltage e (DIIND) (ESR of COUT)
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Application Hints (Continued)
To further reduce the output ripple voltage, several standard
electrolytic capacitors may be paralleled, or a higher-grade
capacitor may be used. Such capacitors are often called
‘‘high-frequency,’’ ‘‘low-inductance,’’ or ‘‘low-ESR.’’ These
will reduce the output ripple to 10 mV or 20 mV. However,
when operating in the continuous mode, reducing the ESR
below 0.03X can cause instability in the regulator.
Tantalum capacitors can have a very low ESR, and should
be carefully evaluated if it is the only output capacitor. Be-
cause of their good low temperature characteristics, a tanta-
lum can be used in parallel with aluminum electrolytics, with
the tantalum making up 10% or 20% of the total capaci-
tance.
The capacitor’s ripple current rating at 52 kHz should be at
least 50% higher than the peak-to-peak inductor ripple cur-
rent.
CATCH DIODE
Buck regulators require a diode to provide a return path for
the inductor current when the switch is off. This diode
should be located close to the LM2576 using short leads
and short printed circuit traces.
Because of their fast switching speed and low forward volt-
age drop, Schottky diodes provide the best efficiency, espe-
cially in low output voltage switching regulators (less than
5V). Fast-Recovery, High-Efficiency, or Ultra-Fast Recovery
diodes are also suitable, but some types with an abrupt turn-
off characteristic may cause instability and EMI problems. A
fast-recovery diode with soft recovery characteristics is a
better choice. Standard 60 Hz diodes (e.g., 1N4001 or
1N5400, etc.) are also not suitable. See Figure 8 for
Schottky and ‘‘soft’’ fast-recovery diode selection guide.
OUTPUT VOLTAGE RIPPLE AND TRANSIENTS
The output voltage of a switching power supply will contain
a sawtooth ripple voltage at the switcher frequency, typically
about 1% of the output voltage, and may also contain short
voltage spikes at the peaks of the sawtooth waveform.
The output ripple voltage is due mainly to the inductor saw-
tooth ripple current multiplied by the ESR of the output ca-
pacitor. (See the inductor selection in the application hints.)
The voltage spikes are present because of the the fast
switching action of the output switch, and the parasitic in-
ductance of the output filter capacitor. To minimize these
voltage spikes, special low inductance capacitors can be
used, and their lead lengths must be kept short. Wiring in-
ductance, stray capacitance, as well as the scope probe
used to evaluate these transients, all contribute to the am-
plitude of these spikes.
An additional small LC filter (20 mH & 100 mF) can be added
to the output (as shown in Figure 15 ) to further reduce the
amount of output ripple and transients. A 10 c reduction in
output ripple voltage and transients is possible with this fil-
ter.
FEEDBACK CONNECTION
The LM2576 (fixed voltage versions) feedback pin must be
wired to the output voltage point of the switching power
supply. When using the adjustable version, physically locate
both output voltage programming resistors near the LM2576
to avoid picking up unwanted noise. Avoid using resistors
greater than 100 kX because of the increased chance of
noise pickup.
ON/OFF INPUT
For normal operation, the ON/OFF pin should be grounded
or driven with a low-level TTL voltage (typically below 1.6V).
To put the regulator into standby mode, drive this pin with a
high-level TTL or CMOS signal. The ON/OFF pin can be
safely pulled up to aVIN without a resistor in series with it.
The ON/OFF pin should not be left open.
GROUNDING
To maintain output voltage stability, the power ground con-
nections must be low-impedance (see Figure 2 ). For the
5-lead TO-220 and TO-263 style package, both the tab and
pin 3 are ground and either connection may be used, as
they are both part of the same copper lead frame.
HEAT SINK/THERMAL CONSIDERATIONS
In many cases, only a small heat sink is required to keep the
LM2576 junction temperature within the allowed operating
range. For each application, to determine whether or not a
heat sink will be required, the following must be identified:
1. Maximum ambient temperature (in the application).
2. Maximum regulator power dissipation (in application).
3. Maximum allowed junction temperature (125§C for the
LM2576). For a safe, conservative design, a temperature
approximately 15§C cooler than the maximum tempera-
tures should be selected.
4. LM2576 package thermal resistances iJA and iJC.
Total power dissipated by the LM2576 can be estimated as
follows:
PD e (VIN)(IQ) a (VO/VIN)(ILOAD)(VSAT)
where IQ (quiescent current) and VSAT can be found in the
Characteristic Curves shown previously, VIN is the applied
minimum input voltage, VO is the regulated output voltage,
and ILOAD is the load current. The dynamic losses during
turn-on and turn-off are negligible if a Schottky type catch
diode is used.
When no heat sink is used, the junction temperature rise
can be determined by the following:
DTJ e (PD) (iJA)
To arrive at the actual operating junction temperature, add
the junction temperature rise to the maximum ambient tem-
perature.
TJ e DTJ a TA
If the actual operating junction temperature is greater than
the selected safe operating junction temperature deter-
mined in step 3, then a heat sink is required.
When using a heat sink, the junction temperature rise can
be determined by the following:
DTJ e (PD) (iJC a iinterface a iHeat sink)
The operating junction temperature will be:
TJ e TA a DTJ
As above, if the actual operating junction temperature is
greater than the selected safe operating junction tempera-
ture, then a larger heat sink is required (one that has a lower
thermal resistance).
Included on the Switcher Made Simple design software is
a more precise (non-linear) thermal model that can be used
to determine junction temperature with different input-output
parameters or different component values. It can also calcu-
late the heat sink thermal resistance required to maintain
the regulators junction temperature below the maximum op-
erating temperature.
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Additional Applications
INVERTING REGULATOR
Figure 10 shows a LM2576-12 in a buck-boost configuration
to generate a negative 12V output from a positive input volt-
age. This circuit bootstraps the regulator’s ground pin to the
negative output voltage, then by grounding the feedback
pin, the regulator senses the inverted output voltage and
regulates it to b12V.
For an input voltage of 12V or more, the maximum available
output current in this configuration is approximately 700 mA.
At lighter loads, the minimum input voltage required drops to
approximately 4.7V.
The switch currents in this buck-boost configuration are
higher than in the standard buck-mode design, thus lower-
ing the available output current. Also, the start-up input cur-
rent of the buck-boost converter is higher than the standard
buck-mode regulator, and this may overload an input power
source with a current limit less than 5A. Using a delayed
turn-on or an undervoltage lockout circuit (described in the
next section) would allow the input voltage to rise to a high
enough level before the switcher would be allowed to turn
on.
Because of the structural differences between the buck and
the buck-boost regulator topologies, the buck regulator de-
sign procedure section can not be used to to select the
inductor or the output capacitor. The recommended range
of inductor values for the buck-boost design is between
68 mH and 220 mH, and the output capacitor values must be
larger than what is normally required for buck designs. Low
input voltages or high output currents require a large value
output capacitor (in the thousands of micro Farads).
The peak inductor current, which is the same as the peak
switch current, can be calculated from the following formula:
Ip &
ILOAD (VIN a lVOl)
VIN
a
VIN lVOl
VINa lVOl
c
1
2L1 fosc
Where fosc e 52 kHz. Under normal continuous inductor
current operating conditions, the minimum VIN represents
the worst case. Select an inductor that is rated for the peak
current anticipated.
TL/H/11476–14
FIGURE 10. Inverting Buck-Boost Develops b12V
Also, the maximum voltage appearing across the regulator
is the absolute sum of the input and output voltage. For a
b12V output, the maximum input voltage for the LM2576 is
a28V, or a48V for the LM2576HV.
The Switchers Made Simple (version 3.0) design software
can be used to determine the feasibility of regulator designs
using different topologies, different input-output parameters,
different components, etc.
NEGATIVE BOOST REGULATOR
Another variation on the buck-boost topology is the nega-
tive boost configuration. The circuit in Figure 11 accepts an
input voltage ranging from b5V to b12V and provides a
regulated b12V output. Input voltages greater than b12V
will cause the output to rise above b12V, but will not dam-
age the regulator.
Typical Load Current
400 mA for VIN e b5.2V
750 mA for VIN e b7V
Note: Heat sink may be required. TL/H/11476–15
FIGURE 11. Negative Boost
Because of the boosting function of this type of regulator,
the switch current is relatively high, especially at low input
voltages. Output load current limitations are a result of the
maximum current rating of the switch. Also, boost regulators
can not provide current limiting load protection in the event
of a shorted load, so some other means (such as a fuse)
may be necessary.
UNDERVOLTAGE LOCKOUT
In some applications it is desirable to keep the regulator off
until the input voltage reaches a certain threshold. An un-
dervoltage lockout circuit which accomplishes this task is
shown in Figure 12, while Figure 13 shows the same circuit
applied to a buck-boost configuration. These circuits keep
the regulator off until the input voltage reaches a predeter-
mined level.
VTH & VZ1 a 2VBE (Q1)
TL/H/11476–16
Note: Complete circuit not shown.
FIGURE 12. Undervoltage Lockout for Buck Circuit
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TL/H/11476–17
Note: Complete circuit not shown (see Figure 10).
FIGURE 13. Undervoltage Lockout
for Buck-Boost Circuit
DELAYED STARTUP
The ON/OFF pin can be used to provide a delayed startup
feature as shown in Figure 14. With an input voltage of 20V
and for the part values shown, the circuit provides approxi-
mately 10 ms of delay time before the circuit begins switch-
ing. Increasing the RC time constant can provide longer de-
lay times. But excessively large RC time constants can
cause problems with input voltages that are high in 60 Hz or
120 Hz ripple, by coupling the ripple into the ON/OFF pin.
ADJUSTABLE OUTPUT, LOW-RIPPLE
POWER SUPPLY
A 3A power supply that features an adjustable output volt-
age is shown inFigure 15. An additional L-C filter that reduc-
es the output ripple by a factor of 10 or more is included in
this circuit.
TL/H/11476–18
Note: Complete circuit not shown.
FIGURE 14. Delayed Startup
TL/H/11476–19
FIGURE 15. 1.2V to 55V Adjustable 3A Power Supply with Low Output Ripple
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Definition of Terms
BUCK REGULATOR
A switching regulator topology in which a higher voltage is
converted to a lower voltage. Also known as a step-down
switching regulator.
BUCK-BOOST REGULATOR
A switching regulator topology in which a positive voltage is
converted to a negative voltage without a transformer.
DUTY CYCLE (D)
Ratio of the output switch’s on-time to the oscillator period.
for buck regulator D e
tON
T
e
VOUT
VIN
for buck-boost regulator D e
tON
T
e lVOl
lVOl a VIN
CATCH DIODE OR CURRENT STEERING DIODE
The diode which provides a return path for the load current
when the LM2576 switch is OFF.
EFFICIENCY (h)
The proportion of input power actually delivered to the load.
h e
POUT
PIN
e
POUT
POUT a PLOSS
CAPACITOR EQUIVALENT SERIES RESISTANCE (ESR)
The purely resistive component of a real capacitor’s imped-
ance (see Figure 16 ). It causes power loss resulting in ca-
pacitor heating, which directly affects the capacitor’s oper-
ating lifetime. When used as a switching regulator output
filter, higher ESR values result in higher output ripple volt-
ages.
TL/H/11476–20
FIGURE 16. Simple Model of a Real Capacitor
Most standard aluminum electrolytic capacitors in the
100 mF–1000 mF range have 0.5X to 0.1X ESR. Higher-
grade capacitors (‘‘low-ESR’’, ‘‘high-frequency’’, or ‘‘low-in-
ductance’’’) in the 100 mF–1000 mF range generally have
ESR of less than 0.15X.
EQUIVALENT SERIES INDUCTANCE (ESL)
The pure inductance component of a capacitor (see Figure
16 ). The amount of inductance is determined to a large
extent on the capacitor’s construction. In a buck regulator,
this unwanted inductance causes voltage spikes to appear
on the output.
OUTPUT RIPPLE VOLTAGE
The AC component of the switching regulator’s output volt-
age. It is usually dominated by the output capacitor’s ESR
multiplied by the inductor’s ripple current (DIIND). The peak-
to-peak value of this sawtooth ripple current can be deter-
mined by reading the Inductor Ripple Current section of the
Application hints.
CAPACITOR RIPPLE CURRENT
RMS value of the maximum allowable alternating current at
which a capacitor can be operated continuously at a speci-
fied temperature.
STANDBY QUIESCENT CURRENT (ISTBY)
Supply current required by the LM2576 when in the standby
mode (ON/OFF pin is driven to TTL-high voltage, thus turn-
ing the output switch OFF).
INDUCTOR RIPPLE CURRENT (DIIND)
The peak-to-peak value of the inductor current waveform,
typically a sawtooth waveform when the regulator is operat-
ing in the continuous mode (vs. discontinuous mode).
CONTINUOUS/DISCONTINUOUS MODE OPERATION
Relates to the inductor current. In the continuous mode, the
inductor current is always flowing and never drops to zero,
vs. the discontinuous mode, where the inductor current
drops to zero for a period of time in the normal switching
cycle.
INDUCTOR SATURATION
The condition which exists when an inductor cannot hold
any more magnetic flux. When an inductor saturates, the
inductor appears less inductive and the resistive component
dominates. Inductor current is then limited only by the DC
resistance of the wire and the available source current.
OPERATING VOLT MICROSECOND CONSTANT (E#Top)
The product (in VoIt#ms) of the voltage applied to the induc-
tor and the time the voltage is applied. This E#Top constant
is a measure of the energy handling capability of an inductor
and is dependent upon the type of core, the core area, the
number of turns, and the duty cycle.
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Connection Diagrams
(XX indicates output voltage option. See ordering information table for complete part number.)
Straight Leads
5-Lead TO-220 (T)
Top View
TL/H/11476–21
LM2576T-XX or LM2576HVT-XX
NS Package Number T05A
TO-263 (S)
5-Lead Surface-Mount Package
Top View
TL/H/11476–25
Side View
TL/H/11476–26
LM2576S-XX or LM2576HVS-XX
NS Package Number TS5B
LM2576SX-XX or LM2576HVSX-XX
NS Package Number TS5B, Tape and Reel
Bent, Staggered Leads
5-Lead TO-220 (T)
Top View
TL/H/11476–22
Side View
TL/H/11476–23
LM2576T-XX Flow LB03
or LM2576HVT-XX Flow LB03
NS Package Number T05D
Ordering Information
Temperature
Range
Output Voltage NS Package Package
3.3 5.0 12 15 ADJ Number Type
b40§C s TA
s 125§C
LM2576HVS-3.3 LM2576HVS-5.0 LM2576HVS-12 LM2576HVS-15 LM2576HVS-ADJ
TS5B
TO-263
LM2576S-3.3 LM2576S-5.0 LM2576S-12 LM2576S-15 LM2576S-ADJ
LM2576HVSX-3.3 LM2576HVSX-5.0 LM2576HVSX-12 LM2576HVSX-15 LM2576HVSX-ADJ
Tape & Reel
TS5B
LM2576SX-3.3 LM2576SX-5.0 LM2576SX-12 LM2576SX-15 LM2576SX-ADJ
LM2576HVT-3.3 LM2576HVT-5.0 LM2576HVT-12 LM2576HVT-15 LM2576HVT-ADJ
T05A
TO-220
LM2576T-3.3 LM2576T-5.0 LM2576T-12 LM2576T-15 LM2576T-ADJ
LM2576HVT-3.3 LM2576HVT-5.0 LM2576HVT-12 LM2576HVT-15 LM2576HVT-ADJ
T05D
Flow LB03 Flow LB03 Flow LB03 Flow LB03 Flow LB03
LM2576T-3.3 LM2576T-5.0 LM2576T-12 LM2576T-15 LM2576T-ADJ
Flow LB03 Flow LB03 Flow LB03 Flow LB03 Flow LB03
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Physical Dimensions inches (millimeters) unless otherwise noted
5-Lead TO-220 (T)
Order Number LM2576T-3.3, LM2576HVT-3.3,
LM2576T-5.0, LM2576HVT-5.0, LM2576T-12,
LM2576HVT-12, LM2576T-15, LM2576HVT-15,
LM2576T-ADJ or LM2576HVT-ADJ
NS Package Number T05A
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Physical Dimensions inches (millimeters) unless otherwise noted (Continued)
Bent, Staggered 5-Lead TO-220 (T)
Order Number LM2576T-3.3 Flow LB03, LM2576T-XX Flow LB03, LM2576HVT-3.3 Flow LB03,
LM2576T-5.0 Flow LB03, LM2576HVT-5.0 Flow LB03,
LM2576T-12 Flow LB03, LM2576HVT-12 Flow LB03,
LM2576T-15 Flow LB03, LM2576HVT-15 Flow LB03,
LM2576T-ADJ Flow LB03 or LM2576HVT-ADJ Flow LB03
NS Package Number T05D
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Physical Dimensions inches (millimeters) unless otherwise noted (Continued)
5-Lead TO-263 (S)
Order Number LM2576S-3.3, LM2576S-5.0,
LM2576S-12,LM2576S-15, LM2576S-ADJ,
LM2576HVS-3.3, LM2576HVS-5.0, LM2576HVS-12,
LM2576HVS-15, or LM2576HVS-ADJ
NS Package Number TS5B
5-Lead TO-263 in Tape & Reel (SX)
Order Number LM2576SX-3.3, LM2576SX-5.0,
LM2576SX-12, LM2576SX-15, LM2576SX-ADJ,
LM2576HVSX-3.3, LM2576HVSX-5.0, LM2576HVSX-12,
LM2576HVSX-15, or LM2576HVSX-ADJ
NS Package Number TS5B
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into the body, or (b) support or sustain life, and whose be reasonably expected to cause the failure of the life
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ANNEX III 
APICAMERA.H 
#ifndef _APICAMERA_H 
#define _APICAMERA_H 
//etiquetes per escollir resolució 
typedef enum {LOW,MEDIUM,HIGH} imageRes_t; 
//estructura per guardar a memòria la imatge 
typedef struct { 
unsigned char *buffer; 
 long tamany; 
} imgmem_t;  
//estructura per a treballar amb la data 
typedef struct { 
int any; 
int mes; 
int dia; 
int hora; 
int minut; 
int segon; 
} date_t; 
//captura de JPG 
int getJPG(char ip[],imgmem_t *imgmem,imageRes_t resolucio); 
//captura de BMP 
int getBMP(char ip[],imgmem_t *imgmem,imageRes_t resolucio); 
//per a rebre la data de la càmera 
int getDate(char ip[],date_t *date); 
//per a configurar la data de la càmera 
int setDate(char ip[],date_t *date); 
//reiniciar la càmera 
int restartCamera(char ip[]); 
#endif 
APICAMERA.C 
#include <stdio.h> 
#include <stdlib.h> 
#include <unistd.h> 
#include <string.h> 
#include <sys/types.h> 
#include <sys/socket.h> 
#include <netinet/in.h> 
#include <netdb.h> 
#include "apicamera.h" 
#include "apiimatge.h" 
int sockfd; 
/***************************** 
getJPG: Funció per a la captura de 
la imatge actual en format JPG. 
Utilització: getJPG("IP de la camera",imgmemt_t,resolució) 
Retorn:-1 si no ha estat possible conectarse a la càmera 
******************************/ 
int getJPG(char ip[],imgmem_t *cammem,imageRes_t resolucio) 
{     
int i,retorn,bytes; 
char header[161], cap; 
unsigned char len[6]="", cero[4]=""; 
retorn=cameraOn(ip); //contectem socket a la càmera 
if (retorn == -1) 
{ 
    return retorn; //retorna -1 si no s'ha connectat 
} 
char peticio[200]=""; 
 strcat(peticio,"GET /axis-cgi/jpg/image.cgi?resolution="); //formem la petició 
segons la resolució 
switch (resolucio) 
{ 
case LOW: 
strcat(peticio,"160x120"); 
bytes=4; 
break; 
case MEDIUM: 
strcat(peticio,"320x240"); 
bytes=5;  
break; 
case HIGH: 
strcat(peticio,"640x480"); 
bytes=5;  
break; 
} 
strcat(peticio," HTTP/1.1\r\nHost: "); // i la ip de la càmera. 
strcat(peticio,ip); 
strcat(peticio,"\r\n\r\n"); 
write(sockfd,peticio,strlen(peticio));  //enviem petició per el socket 
read(sockfd,header,161); //llegim resposta 
read(sockfd,len,bytes); //guardem longitud de dades 
len[bytes]=0;  
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read(sockfd,cero,4); 
cammem->tamany=atoi(len); //pasem la longitud a integer i ho guardem 
 cammem->buffer = (unsigned char*) malloc (cammem->tamany); //guardem 
memoria igual a longitud 
if (cammem->buffer==NULL) //si retorna un NULL no hi ha espai a memoria 
{ 
retorn=-2; 
return retorn; 
} 
for (i=0;i<cammem->tamany;i++) 
{ 
read(sockfd,cammem->buffer+i,1); //llegim fins a longitud els caracters, 
mentres ho guardem a memoria 
} 
return 0; //retorna -1 si no es posible la connexió 
} 
/***************************** 
getJPG: Funció per a la captura de 
la imatge actual en format BMP. 
Utilització: getJPG("IP de la camera",imgmemt_t,resolució) 
Retorn:-1 si no ha estat possible conectarse a la càmera 
******************************/ 
int getBMP(char ip[],imgmem_t *cammem,imageRes_t resolucio) 
{     
int i,retorn,bytes; 
char header[161], cap; 
unsigned char len[6]="", cero[4]=""; 
retorn=cameraOn(ip); //contectem socket a la càmera 
if (retorn == -1) 
{ 
    return retorn; //retorna -1 si no s'ha connectat 
} 
char peticio[200]=""; 
 strcat(peticio,"GET /axis-cgi/bitmap/image.bmp?resolution="); //formem la 
petició segons la resolució 
switch (resolucio) 
{ 
case LOW: 
strcat(peticio,"160x120"); 
bytes=5; 
break; 
case MEDIUM: 
strcat(peticio,"320x240"); 
bytes=6;  
break; 
case HIGH: 
strcat(peticio,"640x480"); 
bytes=6;  
break; 
} 
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strcat(peticio," HTTP/1.1\r\nHost: "); //i la IP de la càmera 
strcat(peticio,ip); 
strcat(peticio,"\r\n\r\n"); 
write(sockfd,peticio,strlen(peticio));  //enviem petició per el socket 
read(sockfd,header,160); //llegim resposta 
read(sockfd,len,bytes); //guardem longitud de dades 
len[bytes]=0;  
read(sockfd,cero,4); 
cammem->tamany=atoi(len); //pasem la longitud a integer i ho guardem 
 cammem->buffer = (unsigned char*) malloc (cammem->tamany); //guardem 
memoria igual a longitud 
if (cammem->buffer==NULL) //si ense retorna un NULL no hi ha espai a memoria 
{ 
retorn=-2; 
return retorn; 
} 
 for (i=0;i<cammem->tamany;i++) //llegim fins a longitud els caracters, 
mentres ho guardem a memoria 
{ 
read(sockfd,cammem->buffer+i,1); 
} 
return 0; //retorna -1 si no es posible la connexió 
} 
/***************************** 
restartCamera: Funció per a reiniciar 
la càmera per si no respon o s'ha quedat 
penjada. 
Utilització: restartCamera("IP de la càmera") 
Retorn: -1 si no ha estat possible la connexió 
******************************/ 
int restartCamera(char ip[]) 
{  
int retorn; 
char * peticio =""; 
retorn=cameraOn(ip); //connectem a la càmera 
if (retorn == -1) 
{ 
    return retorn; //retorna -1 si no s'ha connectat 
}  
peticio = "GET /axis-cgi/restart.cgi HTTP/1.1\r\nHost: 192.168.1.21\r\n\r\n";
//formem petició per reinciar 
write(sockfd,peticio,strlen(peticio)); //enviem petició. 
return 0;   //retorna -1 si no ha estat possible la connexió 
} 
/***************************** 
getDate: Funció per a demanar 
la data i hora que te la càmera. 
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Utilització: getDate("IP de la càmera",date_t) 
Retorn: -1 si no ha estat possible la connexió 
******************************/ 
int getDate(char ip[],date_t *date) 
{  
 int RETORN; 
   
 RETORN=cameraOn(ip);  //connectem a la càmera 
    
 if (RETORN == -1) 
 { 
     return RETORN;   //retorna -1 si no s'ha connectat 
 }  
 
 char * peticio =""; 
 char espai[2],mes[3],dia[2],any[4],hora[2],min[2],seg[2]; 
 
 peticio = "GET /axis-cgi/date.cgi?action=get HTTP/1.1\nAuthorization: Basic 
cm9vdDpST0JPVElOTw==\n\n"; //enviem petició 
  
 write(sockfd,peticio,strlen(peticio));  //enviem la petició per el socket 
  
 char final[206]=""; 
   char data[12]=""; 
     read(sockfd,final,206);   //llegim capçalera 
 
     read(sockfd,mes,3);   //legim mes 
     mes[3]=0; 
 
 if (mes[0]=='J') date->mes=1;  //convertim mes al seu numero 
 else if (mes[0]=='F') date->mes=2; 
 else if (mes[0]=='M') date->mes=3; 
 else if (mes[0]=='A') date->mes=4; 
 else if (mes[0]=='y') date->mes=5; 
 else if ((mes[0]=='J')&&(mes[1]=='u')) date->mes=6; 
 else if (mes[2]=='l') date->mes=7; 
 else if ((mes[0]=='A')&&(mes[1]=='u')) date->mes=8; 
 else if (mes[0]=='S') date->mes=9; 
 else if (mes[0]=='O') date->mes=10; 
 else if (mes[0]=='N') date->mes=11; 
 else if (mes[0]=='D') date->mes=12; 
 
     read(sockfd,espai,1); 
 
     read(sockfd,dia,2);   //legim dia 
 dia[2]=0;  
 date->dia=atoi(dia);   //passem a integer i ho guardem a l'estructura 
 
     read(sockfd,espai,2); 
 
     read(sockfd,any,4);   //fem el mateix amb l'any 
     any[4]=0; 
 date->any=atoi(any); 
 
     read(sockfd,espai,1); 
 
     read(sockfd,hora,2);   //per a la hora  
     hora[2]=0; 
 date->hora=atoi(hora); 
 
     read(sockfd,min,2);   //per el minut 
     min[2]=0; 
 date->minut=atoi(min); 
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 read(sockfd,seg,2);  //i pels segons 
 seg[2]=0; 
date->segon=atoi(seg); 
return 0; //retorna -1 si no ha estat possible la connexió 
} 
/***************************** 
setDate:Funció per a configurar 
la data i hora que te la càmera. 
Utilització: getDate("IP de la càmera",date_t) 
Retorn: -1 si no ha estat possible la connexió 
******************************/ 
int setDate(char ip[],date_t *date) 
{  
int retorn; 
char peticio[200]=""; 
char data[10]=""; 
retorn=cameraOn(ip); 
if (retorn == -1) 
{ 
    return retorn; //retorna -1 si no s'ha connectat 
} 
 strcpy(peticio, "GET /axis-cgi/date.cgi?action=set&year="); //formem la 
petició segons valors de l'estructura 
sprintf(data, "%d", date->any); 
strcat(peticio, data); 
strcat(peticio, "&month="); 
sprintf(data, "%d", date->mes); 
strcat(peticio, data); 
strcat(peticio, "&day="); 
sprintf(data, "%d", date->dia); 
strcat(peticio, data); 
strcat(peticio, "&hour="); 
sprintf(data, "%d", date->hora); 
strcat(peticio, data); 
strcat(peticio, "&minute="); 
sprintf(data, "%d", date->minut); 
strcat(peticio, data); 
strcat(peticio, "&second="); 
sprintf(data, "%d", date->segon); 
strcat(peticio, data); 
strcat(peticio, " HTTP/1.1\r\nHost: 192.168.1.21\r\nAuthorization: Basic 
cm9vdDpST0JPVElOTw==\r\n\r\n"); 
write(sockfd,peticio,strlen(peticio));  //enviem la petició 
return 0; //retorna -1 si no ha estat possible la connexió 
} 
/***************************** 
cameraON:Funció per a connectar el socket. 
només s'utilitza localment per aquesta API. 
******************************/ 
int cameraOn(char ip[]) 
{ 
int PORT, i; 
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struct sockaddr_in serv_addr; 
PORT=80; 
sockfd = socket(AF_INET, SOCK_STREAM, IPPROTO_TCP); //configurem socket 
serv_addr.sin_family = AF_INET; //assignemt tipus de comunicació 
serv_addr.sin_addr.s_addr = inet_addr(ip);  //la ip 
serv_addr.sin_port = htons(PORT);  //i el port 
i=connect(sockfd,(struct sockaddr *)&serv_addr,sizeof(serv_addr));
//connectem 
 return i; //retorna valor positiu si s'ha connectat o -1 si no ha 
pogut 
} 
APIIMATGE.H 
#ifndef _APIIMATGE_H 
#define _APIIMATGE_H 
#include "apicamera.h" 
//estructura pixel per a utilitzar amb detectSegment() 
typedef struct { 
int x; 
int y; 
int width; 
} pixel_t; 
//etiquetes per escollir color amb detectSegment() 
typedef enum {BLACK,WHITE} segColor_t; 
//FUNCIONS STANDARD 
//binarització 
int im2bw(imgmem_t *imgmem, imgmem_t *imgmod,int llindar); 
//escala de grissos 
int grayscale(imgmem_t *imgmem, imgmem_t *imgmod); 
//negatiu 
int negative(imgmem_t *imgmem, imgmem_t *imgmod); 
//lluminancia 
int brightness(imgmem_t *imgmem, imgmem_t *imgmod,int brillo); 
//contrast 
int contrast(imgmem_t *imgmem, imgmem_t *imgmod,int contrast); 
//capa vermella 
int capaR(imgmem_t *imgmem, imgmem_t *imgmod); 
//capa verda 
int capaG(imgmem_t *imgmem, imgmem_t *imgmod); 
//capa blava 
int capaB(imgmem_t *imgmem, imgmem_t *imgmod); 
//capa Y 
int capaY(imgmem_t *imgmem, imgmem_t *imgmod); 
//capa CB 
int capaCB(imgmem_t *imgmem, imgmem_t *imgmod); 
//capa CR 
int capaCR(imgmem_t *imgmem, imgmem_t *imgmod); 
//erosio 
int erode(imgmem_t *imgmem, imgmem_t *imgmod,int times); 
//dilatacio 
int dilate(imgmem_t *imgmem, imgmem_t *imgmod,int times); 
//CONVERSIO FORMATS 
int rgb2ycbcr(imgmem_t *imgmem, imgmem_t *imgmod); 
//PROVES 
int detectSegment(imgmem_t *imgmem,pixel_t *pixel,segColor_t color); 
int bmp2mem(char archiuentrant[],imgmem_t *imgmem, int height,int weight); 
int mem2bmp(char archiusortint[],imgmem_t *imgmem); 
#endif 
APIIMATGE.C 
#include <stdio.h> 
#include <stdlib.h> 
#include <unistd.h> 
#include <string.h> 
#include <math.h> 
#include "apiimatge.h" 
/***************************** 
im2bw: funció per a binaritzar 
una imatge RGB segons llindar 
indicat 
******************************/ 
int im2bw(imgmem_t *imgmem, imgmem_t *imgmod,int llindar) 
{ 
        int i,r,g,b,c; 
if (imgmod->buffer!=imgmem->buffer) //si no guardem a la mateixa posició de 
memoria 
{ 
imgmod->tamany=imgmem->tamany; //creem una de mateix tamany 
imgmod->buffer = (unsigned char*) malloc (imgmem->tamany); 
if (imgmod->buffer==NULL) //si retorna un NULL no hi ha espai a memoria 
{ 
return -1; 
} 
memcpy(imgmod->buffer,imgmem->buffer, 53); //copiem capçalera 
} 
        for(i=0;i<(imgmem->tamany);i=i+3)
        { 
r=imgmem->buffer[i+54]; 
g=imgmem->buffer[i+54+1]; //Agafo les components R,G,B 
b=imgmem->buffer[i+54+2];
c=(r+g+b)/3;    //fem la mitja per saber la lluminositat 
if (c>llindar)  
{ 
imgmod->buffer[i+54]=255; //si esta per sobre el llindar BLANC 
imgmod->buffer[i+54+1]=255;  
imgmod->buffer[i+54+2]=255; 
} 
else 
{ 
imgmod->buffer[i+54]=0; 
imgmod->buffer[i+54+1]=0; //si esta per sota NEGRE 
imgmod->buffer[i+54+2]=0; 
} 
} 
return 0; 
} 
/***************************** 
grayscale: Funció per pasar de RGB 
a escala de grissos 
******************************/ 
int grayscale(imgmem_t *imgmem, imgmem_t *imgmod) 
{ 
int i,r,g,b,c;
 if (imgmod->buffer!=imgmem->buffer) //si no guardem a la mateixa posició de 
memoria 
{ 
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imgmod->tamany=imgmem->tamany; //creem una de mateix tamany 
imgmod->buffer = (unsigned char*) malloc (imgmem->tamany); 
if (imgmod->buffer==NULL) //si retorna un NULL no hi ha espai a memoria 
{ 
return -1; 
} 
 memcpy(imgmod->buffer,imgmem->buffer, 53); //copiem capçalera //copiem 
capçalera 
} 
 for(i=0;i<(imgmem->tamany);i=i+3) //desprecio bytes de la 
capçalera 
{  
r=imgmem->buffer[i+54]; 
g=imgmem->buffer[i+54+1]; //Agafo les components R,G,B 
b=imgmem->buffer[i+54+2]; 
c=(r+g+b)/3; //Fem la mitja 
imgmod->buffer[i+54]=c; 
 imgmod->buffer[i+54+1]=c; //Guardem la mitja resultan a les tres 
components 
imgmod->buffer[i+54+2]=c;
} 
return 0;
} 
/***************************** 
negatiu: Funcio per a fer el negatiu 
d'una imatge 
******************************/ 
int negative(imgmem_t *imgmem, imgmem_t *imgmod) 
{ 
int i; 
if (imgmod->buffer!=imgmem->buffer) //si no guardem a la mateixa posició de 
memoria 
{ 
imgmod->tamany=imgmem->tamany; //creem una de mateix tamany 
imgmod->buffer = (unsigned char*) malloc (imgmem->tamany); 
if (imgmod->buffer==NULL) //si retorna un NULL no hi ha espai a memoria 
{ 
return -1; 
} 
memcpy(imgmod->buffer,imgmem->buffer, 53); //copiem capçalera 
} 
        for(i=0;i<(imgmem->tamany);i=i+3)
        { 
imgmod->buffer[i+54]=255-imgmem->buffer[i+54]; 
 imgmod->buffer[i+54+1]=255-imgmem->buffer[i+54+1]; //Guardo el 
mateix pixel negat 
imgmod->buffer[i+54+2]=255-imgmem->buffer[i+54+2];
} 
return 0; 
} 
/***************************** 
rgb2ycbcr: Funcio per a transformar 
una imatge RGB a YCBCR 
APIIMATGE.C 
******************************/ 
int rgb2ycbcr(imgmem_t *imgmem, imgmem_t *imgmod) 
{ 
int i,r,g,b;
if (imgmod->buffer!=imgmem->buffer) //si no guardem a la mateixa posició de 
memoria 
{ 
imgmod->tamany=imgmem->tamany; //creem una de mateix tamany 
imgmod->buffer = (unsigned char*) malloc (imgmem->tamany); 
if (imgmod->buffer==NULL) //si retorna un NULL no hi ha espai a memoria 
{ 
return -1; 
} 
memcpy(imgmod->buffer,imgmem->buffer, 53); //copiem capçalera 
} 
        for(i=0;i<(imgmem->tamany);i=i+3)
        { 
r=imgmem->buffer[i+54]; 
g=imgmem->buffer[i+54+1]; //Agafo les components R,G,B 
b=imgmem->buffer[i+54+2]; 
imgmod->buffer[i+54]=0.257*r + 0.504*g + 0.098*b + 16; 
 imgmod->buffer[i+54+1]=-0.148*r - 0.291*g + 0.439*b + 128;
//transformació a YCbCr  
imgmod->buffer[i+54+2]=0.439*r - 0.368*g - 0.071*b + 128;
} 
return 0; 
} 
/***************************** 
capaY/capaCB/capaCR: Funcions per 
guardar cada una de les capes YCBCR 
******************************/ 
int capaY(imgmem_t *imgmem, imgmem_t *imgmod) 
{ 
int i; 
if (imgmod->buffer!=imgmem->buffer) //si no guardem a la mateixa posició de 
memoria 
{ 
imgmod->tamany=imgmem->tamany; //creem una de mateix tamany 
imgmod->buffer = (unsigned char*) malloc (imgmem->tamany); 
if (imgmod->buffer==NULL) //si retorna un NULL no hi ha espai a memoria 
{ 
return -1; 
}  
memcpy(imgmod->buffer,imgmem->buffer, 53); //copiem capçalera 
} 
        for(i=0;i<(imgmem->tamany);i=i+3)
        { 
imgmod->buffer[i+54+0]=0; //deixo només capa Y 
imgmod->buffer[i+54+1]=0;  
imgmod->buffer[i+54+2]=imgmem->buffer[i+54+2]; 
} 
return 0; 
} 
int capaCB(imgmem_t *imgmem, imgmem_t *imgmod) 
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{ 
int i;
if (imgmod->buffer!=imgmem->buffer) //si no guardem a la mateixa posició de 
memoria 
{ 
imgmod->tamany=imgmem->tamany; //creem una de mateix tamany 
imgmod->buffer = (unsigned char*) malloc (imgmem->tamany); 
if (imgmod->buffer==NULL) //si retorna un NULL no hi ha espai a memoria 
{ 
return -1; 
}  
memcpy(imgmod->buffer,imgmem->buffer, 53); //copiem capçalera 
} 
        for(i=0;i<(imgmem->tamany);i=i+3)
        { 
imgmod->buffer[i+54]=0;  
imgmod->buffer[i+54+1]=imgmem->buffer[i+54+1]; //deixo nomes capa CB 
imgmod->buffer[i+54+2]=0; 
} 
return 0; 
} 
int capaCR(imgmem_t *imgmem, imgmem_t *imgmod) 
{ 
int i;
if (imgmod->buffer!=imgmem->buffer) //si no guardem a la mateixa posició de 
memoria 
{ 
imgmod->tamany=imgmem->tamany; //creem una de mateix tamany 
imgmod->buffer = (unsigned char*) malloc (imgmem->tamany); 
if (imgmod->buffer==NULL) //si retorna un NULL no hi ha espai a memoria 
{ 
return -1; 
} 
 memcpy(imgmod->buffer,imgmem->buffer, 53); //copiem capçalera //copiem 
capçalera 
} 
        for(i=0;i<(imgmem->tamany);i=i+3)
        { 
imgmod->buffer[i+54]=imgmem->buffer[i+54+0]; //deixo nomes capa CB 
imgmod->buffer[i+54+1]=0; 
imgmod->buffer[i+54+2]=0; 
} 
return 0; 
} 
/***************************** 
capaR/capaG/capaB: Funcio per a guardar 
cada una de les capes duna imatge RGB 
******************************/ 
int capaR(imgmem_t *imgmem, imgmem_t *imgmod) 
{  
int i;
 if (imgmod->buffer!=imgmem->buffer) //si no guardem a la mateixa posició de 
memoria 
{ 
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imgmod->tamany=imgmem->tamany; //creem una de mateix tamany 
imgmod->buffer = (unsigned char*) malloc (imgmem->tamany); 
if (imgmod->buffer==NULL) //si retorna un NULL no hi ha espai a memoria 
{ 
return -1; 
}  
memcpy(imgmod->buffer,imgmem->buffer, 53); //copiem capçalera 
} 
        for(i=0;i<(imgmem->tamany);i=i+3)
        { 
imgmod->buffer[i+54+0]=0; 
imgmod->buffer[i+54+1]=0;  
imgmod->buffer[i+54+2]=imgmem->buffer[i+54+2]; //Copiem només capa 
vermella 
} 
return 0; 
} 
int capaG(imgmem_t *imgmem, imgmem_t *imgmod) 
{ 
int i;
if (imgmod->buffer!=imgmem->buffer) //si no guardem a la mateixa posició de 
memoria 
{ 
imgmod->tamany=imgmem->tamany; //creem una de mateix tamany 
imgmod->buffer = (unsigned char*) malloc (imgmem->tamany); 
if (imgmod->buffer==NULL) //si retorna un NULL no hi ha espai a memoria 
{ 
return -1; 
} 
memcpy(imgmod->buffer,imgmem->buffer, 53); //copiem capçalera 
} 
        for(i=0;i<(imgmem->tamany);i=i+3)
        { 
imgmod->buffer[i+54]=0; 
imgmod->buffer[i+54+1]=imgmem->buffer[i+54+1]; //copiem nomes capa 
verda 
imgmod->buffer[i+54+2]=0; 
} 
return 0; 
} 
int capaB(imgmem_t *imgmem, imgmem_t *imgmod) 
{ 
int i;
if (imgmod->buffer!=imgmem->buffer) //si no guardem a la mateixa posició de 
memoria 
{ 
imgmod->tamany=imgmem->tamany; //creem una de mateix tamany 
imgmod->buffer = (unsigned char*) malloc (imgmem->tamany); 
if (imgmod->buffer==NULL) //si retorna un NULL no hi ha espai a memoria 
{ 
return -1; 
} 
memcpy(imgmod->buffer,imgmem->buffer, 53); //copiem capçalera 
} 
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        for(i=0;i<(imgmem->tamany);i=i+3)
        { 
imgmod->buffer[i+54]=imgmem->buffer[i+54]; //copiem nomes capa blava 
imgmod->buffer[i+54+1]=0; 
imgmod->buffer[i+54+2]=0; 
}       
return 0; 
} 
/***************************** 
brightness: funcio per a canviar 
la lluminancia d'una imatge 
******************************/ 
int brightness(imgmem_t *imgmem, imgmem_t *imgmod,int lluminositat) 
{ 
        int i;
if (imgmod->buffer!=imgmem->buffer) //si no guardem a la mateixa posició de 
memoria 
{ 
imgmod->tamany=imgmem->tamany; //creem una de mateix tamany 
imgmod->buffer = (unsigned char*) malloc (imgmem->tamany); 
if (imgmod->buffer==NULL) //si retorna un NULL no hi ha espai a memoria 
{ 
return -1; 
} 
memcpy(imgmod->buffer,imgmem->buffer, 53); //copiem capçalera 
} 
        for(i=0;i<(imgmem->tamany);i=i+3)
       { 
if (imgmem->buffer[i+54]+lluminositat>255) //sumem el valor de 
lluminositat a cada 
imgmod->buffer[i+54]=255; //component i comprovem que no 
superi 
else if (imgmem->buffer[i+54]+lluminositat<0) //els limits 
imgmod->buffer[i+54]=0; 
else 
 imgmod->buffer[i+54]=imgmem->buffer[i+54]+lluminositat; 
if (imgmem->buffer[i+54+1]+lluminositat>255) 
 imgmod->buffer[i+54+1]=255; 
else if (imgmem->buffer[i+54+1]+lluminositat<0) 
imgmod->buffer[i+54+1]=0; 
else     
 imgmod->buffer[i+54+1]=imgmem->buffer[i+54+1]+lluminositat; 
if (imgmem->buffer[i+54+2]+lluminositat>255) 
 imgmod->buffer[i+54+2]=255; 
else if (imgmem->buffer[i+54+2]+lluminositat<0) 
imgmod->buffer[i+54+2]=0; 
else   
imgmod->buffer[i+54+2]=imgmem->buffer[i+54+2]+lluminositat;
} 
return 0; 
} 
/***************************** 
contrast: funcio per a canviar el 
contrast d'una imatge 
******************************/ 
int contrast(imgmem_t *imgmem, imgmem_t *imgmod,int contrast) 
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{ 
        int i,r,g,b;
double contrastresult; 
contrastresult=tan((contrast*3.1415)/180); //calculem la constant de contrast 
if (imgmod->buffer!=imgmem->buffer) //si no guardem a la mateixa posició de 
memoria 
{ 
imgmod->tamany=imgmem->tamany; //creem una de mateix tamany 
imgmod->buffer = (unsigned char*) malloc (imgmem->tamany); 
if (imgmod->buffer==NULL) //si retorna un NULL no hi ha espai a memoria 
{ 
return -1; 
} 
memcpy(imgmod->buffer,imgmem->buffer, 53); //copiem capçalera 
} 
        for(i=0;i<(imgmem->tamany);i=i+3)
        { 
r=128+(imgmem->buffer[i+54]-128)*contrastresult;        
//calculem el nou valor de cada component
g=128+(imgmem->buffer[i+54+1]-128)*contrastresult;
b=128+(imgmem->buffer[i+54]+2-128)*contrastresult;
if (r>255) 
imgmod->buffer[i+54]=255; //comprovem que no superen els 
limits 
else if (r<0) 
imgmod->buffer[i+54]=0; 
else 
 imgmod->buffer[i+54]=r;
if (g>255) 
 imgmod->buffer[i+54+1]=255; 
else if (g<0) 
imgmod->buffer[i+54+1]=0; 
else 
 imgmod->buffer[i+54+1]=g;   
if (b>255) 
 imgmod->buffer[i+54+2]=255; 
else if (b<0) 
imgmod->buffer[i+54+2]=0; 
else 
imgmod->buffer[i+54+2]=b;   
} 
return 0; 
} 
/***************************** 
erosio: erosionar una imatge 
binaritzada amb un kernel 
de 3x3 
******************************/ 
int erode(imgmem_t *imgmem, imgmem_t *imgmod, int times) 
{ 
int i,k,j,resultant,r,g,b,width; 
int p[9];
imgmem_t imgaux; 
 if (imgmod->buffer!=imgmem->buffer) //si no guardem a la mateixa posició de 
memoria 
{ 
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imgmod->tamany=imgmem->tamany; //creem una de mateix tamany 
imgmod->buffer = (unsigned char*) malloc (imgmem->tamany); 
if (imgmod->buffer==NULL) //si retorna un NULL no hi ha espai a memoria 
{ 
return -1; 
} 
memcpy(imgmod->buffer,imgmem->buffer, 53); //copiem capçalera 
} 
//imgaux.buffer=imgmem->buffer;
if (imgaux.buffer!=imgmem->buffer) //creem un espai auxiliar de memoria per 
a treballar 
{ 
imgaux.tamany=imgmem->tamany; 
imgaux.buffer = (unsigned char*) realloc(imgmem->buffer, 0); 
if (imgaux.buffer==NULL) //si retorna un NULL no hi ha espai a memoria 
{ 
return -1; 
} 
 memcpy(imgaux.buffer,imgmem->buffer, imgmem->tamany); //copiem la imatge 
original a la memoria auxiliar 
} 
 width=imgmem->buffer[18]+imgmem->buffer[19]*256; //calculem amplada de la 
imatge amb els valors de la 
//capçalera 
for (j=0;(j<times);j++) //vegades que hem de erosionar 
{ 
for(i=0;i<(imgmem->tamany);i=i+3)
{  
for(k=-1;k<2;k=k+1)
 { if ((i+54+k*3)>53&&(i+54+k*3)<imgmem->tamany) //vigilem que no 
convolucioni fora de la imatge 
{ 
p[k+1]=(imgaux.buffer[i+54+k*3]); //agafem els valors de la 
mateixa fila 
if (p[k+1]<0) p[i]=0; 
else if (p[k+1]>255) p[i]=0; 
} 
else{ 
p[k+1]=0; 
p[k+1]=0; 
p[k+1]=0; 
} 
} 
for(k=-1;k<2;k=k+1)
{ if ((i+54-width*3+k*3)>53&&(i+54-width*3+k*3)<imgmem->tamany) 
//vigilem que no convolucioni fora de 
{       //la imatge 
p[k+4]=(imgaux.buffer[i+54-(width*3)+k*3]); //agafem valor 
de la fila inferior 
if (p[k+4]<0) p[i]=0; 
else if (p[k+4]>255) p[i]=0; 
} 
else{ 
p[k+4]=0; 
p[k+4]=0; 
p[k+4]=0; 
} 
} 
for(k=-1;k<2;k=k+1)
{ if ((i+54+width*3+k*3)>53&&(i+54+width*3+k*3)<imgmem->tamany)   
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//vigilem que no convolucioni fora de 
 {   //la imatge 
p[k+7]=(imgaux.buffer[i+54+(width*3)+k*3]); //agafem 
valor de la fila superior 
if (p[k+7]<0) p[i]=0; 
else if (p[k+7]>255) p[i]=0; 
} 
else{ 
p[k+7]=0; 
p[k+7]=0; 
p[k+7]=0; 
} 
} 
 if 
((p[0]==255)&&(p[1]==255)&&(p[2]==255)&&(p[3]==255)&&(p[4]==255)&&(p[5]==255)&&(p
[6]==255)&&(p[7]==255)&&(p[8]==255)) 
//mirem si tots els pixels del voltant son blancs 
{ 
imgmod->buffer[i+54]=255; //si es aixi, el pixel central sera 
blanc 
imgmod->buffer[i+54+1]=255; 
imgmod->buffer[i+54+2]=255; 
} 
else 
{ 
imgmod->buffer[i+54]=0; 
imgmod->buffer[i+54+1]=0; //si no, sera negre 
imgmod->buffer[i+54+2]=0; 
 }   
} 
memcpy(imgaux.buffer,imgmod->buffer, imgmod->tamany); 
} 
return 0; 
} 
/*****************************
dilatació: dilatar una imatge 
binaritzada amb un kernel de 
3x3 
******************************/ 
int dilate(imgmem_t *imgmem, imgmem_t *imgmod, int times) 
{ 
int i,k,j,resultant,r,g,b,width; 
int p[9];
imgmem_t imgaux; 
if (imgmod->buffer!=imgmem->buffer) //si no guardem a la mateixa posició de 
memoria 
{ 
imgmod->tamany=imgmem->tamany; //creem una de mateix tamany 
imgmod->buffer = (unsigned char*) malloc (imgmem->tamany); 
if (imgmod->buffer==NULL) //si retorna un NULL no hi ha espai a memoria 
{ 
return -1; 
} 
memcpy(imgmod->buffer,imgmem->buffer, 53); //copiem capçalera 
} 
imgaux.tamany=imgmem->tamany; //creem un espai auxiliar de memoria per 
a treballar 
imgaux.buffer = (unsigned char*) malloc (imgmem->tamany); 
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if (imgaux.buffer==NULL) //si retorna un NULL no hi ha espai a memoria 
{ 
return -1; 
} 
 memcpy(imgaux.buffer,imgmem->buffer, imgmem->tamany); //copiem la imatge 
original a la memoria auxiliar 
 width=imgmem->buffer[18]+imgmem->buffer[19]*256; //calculem amplada de la 
imatge amb els valors de la 
//capçalera 
for (j=0;(j<times);j++) //vegades a dilatar 
{ 
for(i=0;i<(imgmem->tamany);i=i+3)
{  
for(k=-1;k<2;k=k+1)
 { if ((i+54+k*3)>53&&(i+54+k*3)<imgmem->tamany) //vigilem que no 
convolucioni fora de la imatge 
{ 
p[k+1]=(imgaux.buffer[i+54+k*3]); //agafem els valors de la 
mateixa fila 
if (p[k+1]<0) p[i]=0; 
else if (p[k+1]>255) p[i]=0; 
} 
else{ 
p[k+1]=0; 
p[k+1]=0; 
p[k+1]=0; 
} 
} 
for(k=-1;k<2;k=k+1)
{ if ((i+54-width*3+k*3)>53&&(i+54-width*3+k*3)<imgmem->tamany) 
//vigilem que no convolucioni fora de 
{       //la imatge 
p[k+4]=(imgaux.buffer[i+54-(width*3)+k*3]); //agafem valor 
de la fila inferior 
if (p[k+4]<0) p[i]=0; 
else if (p[k+4]>255) p[i]=0; 
} 
else{ 
p[k+4]=0; 
p[k+4]=0; 
p[k+4]=0; 
} 
} 
for(k=-1;k<2;k=k+1)
{ if ((i+54+width*3+k*3)>53&&(i+54+width*3+k*3)<imgmem->tamany)   
//vigilem que no convolucioni fora de 
{ //la imatge 
p[k+7]=(imgaux.buffer[i+54+(width*3)+k*3]); //agafem 
valor de la fila superior 
if (p[k+7]<0) p[i]=0; 
else if (p[k+7]>255) p[i]=0; 
} 
else{ 
p[k+7]=0; 
p[k+7]=0; 
p[k+7]=0; 
} 
} 
APIIMATGE.C 
 if 
((p[0]==255)||(p[1]==255)||(p[2]==255)||(p[3]==255)||(p[4]==255)||(p[5]==255)||(p
[6]==255)||(p[7]==255)||(p[8]==255))  
//mirem si hi ha algun pixel blanc 
{ 
imgmod->buffer[i+54]=255;  //si es aixi el pixel central sera 
blanc 
imgmod->buffer[i+54+1]=255; 
imgmod->buffer[i+54+2]=255; 
} 
else 
{ 
imgmod->buffer[i+54]=0; 
imgmod->buffer[i+54+1]=0; //si no negre 
imgmod->buffer[i+54+2]=0; 
 }   
} 
memcpy(imgaux.buffer,imgmod->buffer, imgmod->tamany); 
} 
return 0; 
} 
/*****************************
detectSegment: Funció que guarda 
en un punter les coordenades centrals 
d'un segment i amplada del color 
indicat 
******************************/ 
int detectSegment(imgmem_t *imgmem,pixel_t *pixel,segColor_t color) 
{ 
int width,heigth,i,x,y,xmin,xmax,ymin,ymax,X1,Y1,xmig,ymig,retorn,colour; 
if (color==BLACK) colour=0; 
else colour=255; 
X1=0; 
Y1=0; 
x=0; 
y=0; 
retorn=1; 
width=imgmem->buffer[18]+imgmem->buffer[19]*256; //calculem amplada 
 heigth=imgmem->buffer[22]+imgmem->buffer[23]*256; //i alçada de la 
imatge 
xmax=0;ymax=0;xmin=99999;ymin=99999; 
for(i=0;i<(imgmem->tamany);i=i+3)
        { 
 if (imgmem->buffer[i+54]==colour) //mirem si pixel es del color 
que busquem 
{ 
if (xmin>x) xmin=x; //si els valor son majors o menors 
if (xmax<x) xmax=x; //els canviem 
if (ymax<y) ymax=y-2; 
if (ymin>y) ymin=y-2; 
Y1=(heigth-1)-y;  
} 
x++; 
if (x==width) 
{  
x=0; 
y=y+1; //pujem una fila 
} 
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} 
if (ymin==99999) ymin=0; 
if (xmin==99999) xmin=0; 
if (xmin==0&&ymin==0&&xmax==0&&xmin==0) retorn=0; //no trobem segment 
xmig=(xmin+xmax)/2; //calcul xmig 
ymig=(ymin+ymax)/2; //calcul de ymig 
pixel->x=xmig; 
pixel->y=ymig; 
pixel->width=xmax-xmin; 
return retorn; 
} 
/*****************************
bmp2mem: Funció per guardar els bytes  
d'un arxiu bmp a una posició de memoria 
******************************/ 
int bmp2mem(char archiuentrant[],imgmem_t *imgmem,int height, int weight) 
{ 
int i,tamany; 
FILE *file_in;
file_in=fopen(archiuentrant,"r"); //obrim arxiu a guardar a mem
imgmem->tamany=height*weight*3+54; //calculem bytes totals 
 imgmem->buffer = (unsigned char*) malloc (imgmem->tamany); //guardem 
memoria igual al tamany 
if (imgmem->buffer==NULL) 
{ 
return -1; 
} 
for(i=0;i<(imgmem->tamany);i++) 
{ 
 imgmem->buffer[i]=getc(file_in); //copiem bytes a memoria 
} 
fclose(file_in); 
return 0; 
} 
/***************************** 
mem2bmp: Funció per passar els bytes d'una  
imatge guardada en memoria a un fitxer BMP 
******************************/ 
int mem2bmp(char archiusortint[],imgmem_t *imgmem) 
{ 
int i,tamany;
FILE *file_out; 
file_out=fopen(archiusortint,"w+"); //creem arxiu a guardar
for(i=0;i<(imgmem->tamany);i++)
{ 
putc(imgmem->buffer[i], file_out); //copiem bytes a larxiu 
    } 
    fclose(file_out); 
return 0; 
} 
ANNEX IV 
CALIBRATGE.C 
#include <stdio.h> 
#include <stdlib.h> 
#include <unistd.h> 
#include <string.h> 
#include "apicamera.h" 
#include "apiimatge.h" 
#define PORT 80 
#define SERVIDOR "192.168.1.21" 
int main() 
{ 
imgmem_t img; 
pixel_t pixel; 
float X; 
char text[3]; 
int calibrat; 
prova=0; 
do 
{ 
getBMP("192.168.1.21",&img,MEDIUM); 
rgb2ycbcr(&img,&img); 
capaCB(&img,&img); 
im2bw(&img,&img,50); 
erode(&img,&img,10); 
dilate(&img,&img,10); 
detectSegment(&img,&pixel,WHITE); 
X=pixel.x-160; 
calibrat=0; 
system("clear");  
printf("%c\n*********************     CALIBRACIO AXIS M1011-W     
*********************",0x0C); 
printf("\n\n EXIT: \t CTRL+Z\n\n\n Posicio de l'objecte:\n"); 
 printf("\n Posicio X: %i    Posicio Y: %i     Amplada: 
%i\n",pixel.x,pixel.y,pixel.width); 
printf("\t [152 168]   \t   [77 93] \t    [34 
42]\n",pixel.x,pixel.y,pixel.width); 
if (pixel.x>152&&pixel.x<168) printf("\t    OK!"); 
else{ 
 printf("\t NO OK!"); 
calibrat=calibrat+1; 
} 
if (pixel.y>77&&pixel.y<93) printf("\t\t     OK!"); 
else{ 
 printf("\t\t     NO OK!"); 
calibrat=calibrat+1; 
} 
if (pixel.width>34&&pixel.width<42) printf("\t      OK!"); 
else { 
printf("\t     NO OK!"); 
calibrat=calibrat+1; 
} 
if (calibrat==0) printf("\n\n \t\t\tCAMERA CALIBRADA\n"); 
else printf("\n\n \t\t\tCAMERA NO CALIBRADA\n"); 
}while(1); 
} 
DEMOSTRACIO.C 
#include <stdlib.h> 
#include <stdio.h> 
#include <pthread.h> 
#include <time.h> 
#include <mqueue.h> 
#include <math.h> 
#include <string.h> 
#include "sitr.h" 
#include "api.h" 
#include "apicamera.h" 
#include "apiimatge.h" 
#define NUM_COMP 3 // Num. components: x, y, theta 
#define NUM_DISTANCES 9 
#define LIMIT_DISTANCIA_API 1 //volts del sensor de distancia, uns 12 cm aprox 
#define BATTERY_OK 18.0 // Nivell minim admissible de carrega de la bateria 
#define Kp1 100.0 
#define T_CON 30.0 
#define T_GUI_SHOW 100.0 
#define T_MONITOR 25.0 
#define T_API 20.0 
#define DIST_LIMIT 0.5 
#define CAPACITAT_CUA 10 
struct timespec t0; 
//CUES 
mqd_t cua_api, cua_control; 
//Estats de la tasca Supervisor 
typedef enum {IDLE,SEARCH,FORWARD,FOCUS,SHUTDOWN,ALIGN} MODESUP_T; 
volatile MODESUP_T modeSUP = IDLE; 
//Estats de la tasca Controller 
typedef enum {MAN,AUTO} MODECON_T; 
volatile MODECON_T modeCON = MAN; 
//Estats de la tasca Monitor 
typedef enum {PROCESS_OFF,SEARCHING,FORWARDING,FOCUSING,CENTERING} MODEPRO_T; 
volatile MODEPRO_T modePRO = PROCESS_OFF; 
// Tipus d'esdeveniments 
typedef enum 
{START,STOP,QUIT,NEAR,COLLISION,DETECTED,END_FOCUS,END_FORWARD,OBJECT_NEAR,CENTER
ED} EVENT_CONTROL; 
//variables globals 
volatile BOOL detectDistance = FALSE; 
volatile float manualSP[NUM_COMP]={0.0, 0.0, 0.0}; 
volatile float robotSP[NUM_COMP]; 
volatile float nearOdometry[NUM_COMP]; 
volatile float distancia,X,Y; 
// Mostra informacio del Robotino per pantalla practiques 4 i 5 PSCTR 
void ShowAdvanced(float battery, float robotVelocity[], float distanceSensor[], float 
Odometry[], MODESUP_T modeSUP0, float robotSP0[]); 
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void * Supervisor(void * none) 
{ 
EVENT_CONTROL eventControl; 
do{ 
mq_receive(cua_control, (char *)&eventControl, sizeof(EVENT_CONTROL), 
NULL); 
if (eventControl==OBSTACLE) { 
modeSUP=IDLE; 
manualSP[0]=0.0; 
manualSP[1]=0.0; 
manualSP[2]=0.0;  
pthread_exit(NULL); 
} 
switch (modeSUP) { 
case IDLE: 
if (eventControl==QUIT) { 
modeSUP=SHUTDOWN; 
 pthread_exit(NULL); 
}else if (eventControl==START) { 
modeSUP=SEARCH; 
detectDistance=TRUE; 
manualSP[2]=-9; 
modePRO=SEARCHING; 
} 
break; 
case SEARCH: 
if (eventControl==STOP){ 
modeSUP=IDLE; 
detectDistance=FALSE; 
manualSP[0]=0.0; 
manualSP[1]=0.0; 
manualSP[2]=0.0; 
} 
if (eventControl==DETECTED){ 
modeSUP=ALIGN; 
modeCON=AUTO; 
detectDistance=TRUE; 
modePRO=CENTERING; 
} 
break; 
case ALIGN: 
if (eventControl==STOP){ 
modeSUP=IDLE; 
detectDistance=FALSE; 
manualSP[0]=0.0; 
manualSP[1]=0.0; 
manualSP[2]=0.0; 
} 
if (eventControl==CENTERED){ 
modeSUP=FORWARD; 
modeCON=AUTO; 
detectDistance=TRUE; 
modePRO=FORWARDING; 
} 
break; 
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case FORWARD: 
if (eventControl==STOP){ 
modeSUP=IDLE; 
modeCON=MAN; 
modePRO=PROCESS_OFF; 
manualSP[0]=0.0; 
manualSP[1]=0.0; 
manualSP[2]=0.0; 
} 
if (eventControl==OBJECT_NEAR){ 
modeSUP=FOCUS; 
modeCON=AUTO; 
modePRO=FOCUSING; 
} 
if (eventControl==LOST){ 
modeSUP=SEARCH; 
modeCON=MAN; 
modePRO=SEARCHING; 
} 
case FOCUS: 
if (eventControl==STOP){ 
modeSUP=IDLE; 
modeCON=MAN; 
modePRO=PROCESS_OFF; 
manualSP[0]=0.0; 
manualSP[1]=0.0; 
manualSP[2]=0.0; 
} 
if (eventControl==END_FOCUS){ 
modeSUP=IDLE; 
modeCON=MAN; 
modePRO=PROCESS_OFF; 
manualSP[0]=0.0; 
manualSP[1]=0.0; 
manualSP[2]=0.0; 
} 
break; 
 } 
} while (1); 
} 
void * Controller (void * none) 
{ 
struct timespec ts, interval; 
float distanceFilter[NUM_DISTANCES]={0.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0, 
0.0}; 
 float robotVelocity[NUM_COMP], Vwall, Vcontrol, W, Vd; 
float robotVelocityFilter[NUM_COMP]={0.0, 0.0, 0.0}; 
float Odometry[NUM_COMP],OdometryFinal,theta,V,Kpw; 
nsec2timespec(&interval,T_CON*1000000LL); 
timespecPlusTimeInterval(&ts, &t0, &interval); 
do { 
switch (modeCON) { 
 case MAN: 
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robotSP[0]=manualSP[0]; 
robotSP[1]=manualSP[1]; 
robotSP[2]=manualSP[2]; 
break; 
case AUTO: 
switch(modePRO) { 
case CENTERING: 
if (X<-34) V=4; 
else if (V>34) V=-4; 
robotSP[0]=0; 
robotSP[1]=0; 
robotSP[2]=V; 
 break; 
case FORWARDING: 
Kpw=-2.8; 
theta=X/Y; 
robotSP[1]=0; 
robotSP[2]=Kpw*theta; 
robotSP[0]=Kp1; 
break; 
case FOCUS: 
Kpw=-1.6; 
theta=X/Y; 
robotSP[1]=0; 
robotSP[2]=Kpw*theta; 
robotSP[0]=Kp2*(distancia+0.2-(DIST_LIMIT)); 
break; 
} 
break; 
} 
setRobotVelocity(robotSP[0],robotSP[1],robotSP[2]); 
clock_nanosleep(CLOCK_REALTIME,TIMER_ABSTIME,&ts,NULL); 
 timespecPlusTimeInterval(&ts,&ts,&interval); 
} while (1); 
} 
void * API_Events(void * none) 
{ 
 EVENT_API eventApi; 
 EVENT_CONTROL eventC; 
do { 
mq_receive(cua_api, (char *)&eventApi, sizeof(EVENT_API), NULL); 
if (eventApi==BUMPER_ON) { 
eventC=OBSTACLE; 
mq_send(cua_control, (char *)&eventC, sizeof(EVENT_CONTROL), NULL); 
} 
if (eventApi==DISTANCE_NEAR) 
{ 
eventC=OBSTACLE; 
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mq_send(cua_control, (char *)&eventC, sizeof(EVENT_CONTROL), NULL); 
} 
} while (1); 
} 
// -------------------TASCA MONITOR------------- 
void * ShowGUI (void *none) 
{ 
struct timespec ts, interval; 
float Odometry[NUM_COMP], battery; 
float robotVelocity[NUM_COMP]; 
float distanceSensor[NUM_DISTANCES]; 
nsec2timespec(&interval,T_GUI_SHOW*1000000LL); 
timespecPlusTimeInterval(&ts, &t0, &interval); 
do { 
//POSICIÓ ROBOT (odometria) 
getOdometry(&Odometry[0],&Odometry[1],&Odometry[2]); 
//VELOCITAT ROBOT 
getRobotVelocity(&robotVelocity[0],&robotVelocity[1],&robotVelocity[2]); 
//LECTURA SENSORS DISTANCIA 
for (i=0;i<NUM_DISTANCES;i++){ 
getDistanceSensorValue(i,&distanceSensor[i]); 
} 
//NIVELL BATERIA 
getBatteryVoltage(&battery); 
 ShowAdvanced(battery, robotVelocity, distanceSensor, Odometry, modeSUP, 
(float *)robotSP); 
clock_nanosleep(CLOCK_REALTIME,TIMER_ABSTIME,&ts,NULL); 
 timespecPlusTimeInterval(&ts,&ts,&interval); 
} while (1); 
} 
void * GUI_Input (void *none) 
{ 
char text[3]; 
EVENT_CONTROL eventC; 
do { 
fgets(text, 3, stdin); 
if (text[1]!=10) continue; 
switch (text[0]) { 
case '1': 
eventC=START; 
mq_send(cua_control, (char *)&eventC, sizeof(EVENT_CONTROL), 
NULL); 
break; 
case '2': 
eventC=STOP; 
mq_send(cua_control, (char *)&eventC, sizeof(EVENT_CONTROL), 
NULL); 
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break; 
case '3': 
eventC=QUIT; 
mq_send(cua_control, (char *)&eventC, sizeof(EVENT_CONTROL), 
NULL); 
break; 
 } 
} while (1); 
} 
void * Processat (void *none) 
{ 
imgmem_t img; 
EVENT_CONTROL eventC; 
int detect; 
pixel_t pixel; 
do { 
if (modePRO!=PROCESS_OFF) 
{ 
getBMP("192.168.1.21",&img,LOW); 
rgb2ycbcr(&img,&img); 
capaCB(&img,&img); 
im2bw(&img,&img,50); //per CB 
erode(&img,&img,4); 
dilate(&img,&img,2); 
detect=detectSegment(&img,&pixel,WHITE); 
X=(float)pixel.x-80; 
Y=(float)pixel.y;  
if (detect==1){ 
 distancia=-0.0000033*pixel.width*pixel.width*pixel.width+0.00083*pixel.width*
pixel.width-0.073*pixel.width+2.5; 
 printf("\033[21;1f Posicio Objecte:%.2lf,%.2lf\n Distancia: 
%.2lf\n",X,Y,distancia); 
} 
} 
switch(modePRO) { 
case SEARCHING: 
if (detect==1) 
{ eventC=DETECTED; 
mq_send(cua_control, (char *)&eventC, sizeof(EVENT_CONTROL), 
NULL); 
} 
break; 
case CENTERING: 
if (X>-34.0&&X<34.0) 
{ 
eventC=CENTERED; 
mq_send(cua_control, (char *)&eventC, sizeof(EVENT_CONTROL), 
NULL); 
 } 
break; 
case FORWARDING: 
if ((distancia<2)) 
{ eventC=OBJECT_NEAR; 
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     mq_send(cua_control, (char *)&eventC, sizeof(EVENT_CONTROL), 
NULL); 
    } 
   break; 
   case FOCUSING: 
    if ((distancia<DIST_LIMIT)) 
    { eventC=END_FOCUS; 
     mq_send(cua_control, (char *)&eventC, sizeof(EVENT_CONTROL), 
NULL); 
    } 
   break; 
   }  
  
     
 } while (1); 
} 
 
int main(void) 
{ 
 pthread_t tidSUP; 
 pthread_attr_t attr; 
 struct mq_attr qattrC; 
 struct sched_param param; 
 struct var_esdev init; 
 int aux; 
  
 init.limitDistancia = LIMIT_DISTANCIA_API; 
 init.tipusEsdeveniments = ESDE_BUMPER | ESDE_DISTANCIA; 
 aux = initSystem ("/net/bacchus/home/pfc/errorsRobotino",T_API, &init); 
//------------canviar segons ordinador 
 if (aux==ERROR) 
  return; 
 
 cua_api = init.cua; 
 
 // Cua: cua_control 
 qattrC.mq_maxmsg=CAPACITAT_CUA; 
 qattrC.mq_msgsize=sizeof(EVENT_CONTROL); 
 cua_control=mq_open("/event_cua_control", O_RDWR|O_CREAT, S_IRUSR|S_IWUSR, 
&qattrC); 
 
 clock_gettime(CLOCK_REALTIME, &t0); 
 
 pthread_attr_init(&attr); 
 pthread_attr_setdetachstate(&attr,PTHREAD_CREATE_DETACHED); 
 pthread_create (NULL, &attr, Processat, NULL); 
 pthread_create (NULL, &attr, ShowGUI, NULL); 
 pthread_create (NULL, &attr, GUI_Input, NULL); 
 pthread_create (NULL, &attr, API_Events, NULL); 
 pthread_create (&tidSUP, NULL, Supervisor, NULL); 
 pthread_create (NULL, &attr, Controller, NULL); 
 
 pthread_join(tidSUP,NULL); 
 aux=closeSystem(); 
 if (aux==ERROR) 
  return; 
  
 mq_close(cua_control); 
 mq_unlink("/event_cua_control"); 
} 
 
// Mostra informacio del Robotino per pantalla practiques 4 i 5 PSCTR 
void ShowAdvanced(float battery, float robotVelocity[], float distanceSensor[], float 
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Odometry[], MODESUP_T modeSUP0, float robotSP0[]) 
{ 
char text[100]; 
    char buffer_text[500]; 
    static char start=0; 
if (start==0){ 
    printf("%c\n*********************     ROBOTINO QNX     
*********************",0x0C); 
 printf("\n\n Choose: \t 1: START \t 2: STOP \t 3: EXIT\n\nSUPERVISOR 
MODE: \033[6;35f Battery: \n\n"); 
  printf("\n Sensors de Distancia: \n\n\t D0: \n\t D1: \n\t D2: \n\t D3: 
\n\t D4: \n\t D5: \n\t D6: \n\t D7: \n\t D8:"); 
 printf("\033[9;35f Odometry X: \033[10;35f Odometry Y: \033[11;35f 
Odometry phi:"); 
 printf("\033[13;35f Consigna Vel X: \033[14;35f Consigna Vel Y: 
\033[15;35f Consigna Vel phi: \n\n"); 
 printf("\033[17;35f Velocitat Robot X: \033[18;35f Velocitat Robot Y: 
\033[19;35f Velocitat Robot phi: \n\n"); 
 printf("\033[23;0f***********************************************************
*****\n"); 
start=1; 
} 
switch ( modeSUP0 ) { 
case IDLE: 
sprintf(text,"\033[6;19fIDLE    "); 
 strcpy(buffer_text, text); 
break; 
case SEARCH: 
sprintf(text,"\033[6;19fSEARCH  "); 
strcpy(buffer_text, text); 
break; 
case FORWARD: 
sprintf(text,"\033[6;19fFORWARD "); 
 strcpy(buffer_text, text); 
break; 
case FOCUS: 
sprintf(text,"\033[6;19fFOCUS  "); 
strcpy(buffer_text, text); 
break; 
case ALIGN: 
sprintf(text,"\033[6;19fALIGN  "); 
 strcpy(buffer_text, text); 
break; 
case SHUTDOWN: 
sprintf(text,"\033[6;19fSHUTDOWN"); 
strcpy(buffer_text, text); 
break; 
} 
//NIVELL BATERIA 
if (battery<BATTERY_OK) { 
 sprintf(text,"\033[6;45f LOW"); 
} else { 
sprintf(text,"\033[6;45f  OK"); 
} 
strcat(buffer_text, text); 
//POSICIÓ ROBOT (odometria) 
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 sprintf(text,"\033[9;54f% .2lf\033[10;54f% .2lf\033[11;54f% 
.2lf",Odometry[0],Odometry[1],Odometry[2]); 
strcat(buffer_text, text); 
//CONSIGNA VELOCITAT ROBOT 
 sprintf(text,"\033[13;54f% .2lf\033[14;54f% .2lf\033[15;54f% 
.2lf",robotSP0[0],robotSP0[1],robotSP0[2]); 
strcat(buffer_text, text); 
//VELOCITAT ROBOT 
 sprintf(text,"\033[17;56f% .2lf\033[18;56f% .2lf\033[19;56f% 
.2lf",robotVelocity[0],robotVelocity[1],robotVelocity[2]); 
strcat(buffer_text, text); 
//LECTURA SENSORS DISTANCIA 
 sprintf(text,"\033[11;15f%.2lf\033[12;15f%.2lf",distanceSensor[0],distanceSen
sor[1]); 
strcat(buffer_text, text); 
 sprintf(text,"\033[13;15f%.2lf\033[14;15f%.2lf\033[15;15f%.2lf",distanceSenso
r[2],distanceSensor[3],distanceSensor[4]); 
strcat(buffer_text, text); 
 sprintf(text,"\033[16;15f%.2lf\033[17;15f%.2lf\033[18;15f%.2lf\033[19;15f%.2l
f",distanceSensor[5],distanceSensor[6],distanceSensor[7],distanceSensor[8]); 
strcat(buffer_text, text); 
printf ("%s\n\n\n\n", buffer_text); 
printf("\033[23;1f%c",0x20); 
} 
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TUTORIAL ETHEREAL (www.ethereal.com) 
per 
Jordi Garcia Franch 
(Annex extret del seu Projecte de Fi de Carrera) 
1. Guia funcional Ethereal
Ethereal és un programa analitzador de protocols força potent i extens. Per a conèixer el 
seu funcionament exhaustivament hauríem de remetre’ns a la guia d’usuari Ethereal. 
Ara bé, a continuació mostrem les comandes que s’han utilitzat més en la realització 
d’aquest projecte i que són suficients per entendre el seu funcionament i portar a terme 
les diferents tasques a realitzar.  
2. Usar Ethereal immediatament. Comandes més usuals.
Començar 
A continuació és donaran unes directrius per començar a donar les primeres passes en el 
software analitzador de protocols Ethereal. 
Arranquem l’analitzador de protocols Ethereal (Menú Inicio → Todos los programas → 
Ethereal → Ethereal), en el nostre cas. 
Display 
Quan comencem Ethereal no hi ha paquets capturats, per tant, moltes de les finestres del 
programa estan buides.   
Moltes de les opcions disponibles al menú també hi són a la barra d’eines principal. 
Primer fitxer de captura 
La primera cosa que provablement es vulgui fer és veure alguns paquets de dades 
capturats de la xarxa. Es pot aconseguir de dues maneres: 
- obrir un arxiu de captura ja existent 
- capturar quelcom de la nostra pròpia xarxa. 
Per començar, serà més fàcil obrir algun arxiu proposat en el projecte, com per exemple 
connexió_completa_69_84_hola_adeu, abans de fer una captura real. 
Es pot obrir el fitxer mitjançant el menú "File→Open..." o la barra d’eines(figura d’una 
carpeta). 
Llavors Ethereal ens mostra una finestra dividida en les següents parts: 
- window title (títol de la finestra o arxiu) 
- menu (menú) 
- main toolbar (barra d’eines principal) 
- packet list    (empty) (llistat de paquets (buit)) 
- packet details (empty) (detalls dels paquets (buit)) 
- packet bytes   (empty) (bytes dels paquets (buit)) 
- statusbar      (with filter toolbar) (barra d’estat (amb filtre)) 
La informació sobre els paquets capturats s’observarà en una finestra divida en tres 
zones; en cada una d’elles es mostren els paquets capturats amb diferent nivell de detall. 
Camps mostrats 
A la zona superior (packet list) es presenta una línia per cada trama capturada amb un 
resum dels continguts: bàsicament un número de seqüència, l’instant de captura (per 
defecte, relatiu a l’inici de la captura), origen i destí, protocol més alt dels detectats i 
informació relativa al protocol concret. Aquesta zona és el lloc indicat per observar, a 
grans trets, quina seqüència de missatges hi ha hagut en una comunicació. Seleccionant 
una trama en aquesta secció superior es mostra informació més detallada sobre la 
mateixa a les altres dues zones 
A la zona central (packet details) es mostren els detalls de les diferents capçaleres 
detectades a la trama, començant per la capçalera del nivell d’enllaç (en el nostre cas, 
Ethernet), d’una manera fàcilment llegible, en forma d’arbre d’informació. Aquest és un 
bon lloc per buscar, per exemple, quin valor té el camp TTL de la capçalera IP d’un 
datagrama determinat. 
Finalment,  la zona inferior (packet bytes) s’ofereix el valor de cada byte de la trama 
capturada, escrit en notació hexadecimal, el que permet analitzar els continguts del 
paquet que no han estat descodificats a les seccions menys detallades. 
Les tres zones mostrades tenen el seu propi menú de context, i estarà disponible quan es 
premi el botó dret del mouse dins de la part corresponent de la finestra.  
Primera captura des de la nostra xarxa. 
S’han de seguir les següents passes ordenadament: 
S’obre una finestra d’opcions de captura en l’analitzador: menú “Capture->Start i 
aplicar les següents opcions: 
• seleccionar la interfície sobre la qual es desitja capturar trànsit a la casella
“Interface”.
• Deshabilitar “Capture packet in promiscuous mode”, de manera que només es
capturarà el trànsit Ethernet amb origen i destí aquella màquina, a més del trànsit
de difusió).
• Deshabilitar igualment “Enable MAC name resolution”, “Enable network name
resolution” i “Enable transport name resolution”, de manera que l’analitzador no
intenti resoldre adreces a noms (pe evitar que es generi i capturi més trànsit
degut a això).
A continuació es poden observar les possibilitats que ofereix la finestra d’opcions de 
captura: 
 
 
Després de prémer "OK", comença la captura i apareix una finestra de diàleg que et fa 
el compte actual dels paquets capturats i algunes estadístiques bàsiques d’aquests 
paquets. 
Captura de paquets 
en mode promiscu 
Opcions de 
resolució 
d’adreces i ports 
a noms 
 
Opcions de 
resolució en 
temps real 
Casella de  
definició de 
filtres de 
captura 
Interfície sobre 
la que es 
capturarà trànsit 
Quan parem la captura, apareixerà la mateixa pantalla que quan hem obert una captura 
del disc usant la comanda  "File->Open". 
 
Per veure més informació, adreceu-vos a l’apartat “Captures”. 
 
 
Filtres 
Es poden reduir el nombre de paquets mostrats en una captura (per filtrar els que no ens 
interessin) usant filtres. Hi ha dos tipus de filtrats, el filtre de captura i el filtre de 
visualització.  
Un filtre de captura, a diferència d’un de visualització, impedeix que es capturi el trànsit 
que no coincideixi amb el criteri seleccionat. D’aquesta manera, posteriorment només es 
podrà analitzar el trànsit que aquest filtre hagi permès capturar. Aquest mode de filtrat a 
baixar molt l’eficiència de la captura i només és recomanable utilitzar-lo quan sigui 
imprescindible o vulguem experimentar amb ell. 
 
És millor capturar tot el trànsit de la xarxa i després fer un filtrat de visualització d’allò 
que realment estiguem interessats en analitzar. 
 
Filtrats de captura no se n’han utilitzat en la realització d’aquest projecte, per tant el que 
estigui interessat en conèixer el seu funcionament pot consultar la guia d’usuari Ethereal. 
Exemples de filtrats de visualització es mostren a continuació: 
 
 
 
 
La funció d’aquest filtre de visualització és la de mostrar totes aquelles trames que 
d’alguna manera hagin estat tractades pel node amb l’adreça IP seleccionada. 
 
 
 
 
El següent filtre és una concatenació de filtres més senzills i fa més específic el filtrat 
desitjat: 
 
 
 
El filtre usat en aquesta ocasió és: 
(addr.eq 147.83.107.69 and ip.addr eq 147.83.107.84) and (tcp.port eq 1162 and 
tcp.port eq 1500) 
Ethereal ens mostrarà les trames de la captura que hagin estat tractades pel node amb 
adreça IP 147.83.107.69 i pel node amb adreça IP 147.83.107.84 i que a més la 
comunicació, en aquest cas TCP, hagi estat mitjançant els ports 1162 i 1500 
exclusivament. 
Es pot deduir que aquest filtrat és exclusiu d’una comunicació en concret, ja que és molt 
restrictiu. 
A continuació es veuen els darrers 9 filtres usats en els diferents experiments que s’han 
dut a terme: 
Colors 
El llistat dels paquets pot ser acolorit, és a dir, que es poden aplicar diferents colors a 
diferents paquets. Per exemple, es pot escollir el color vermell per tots els paquets 
HTTP i el color groc pels paquets TCP.  
A "View->Coloring Rules..." es pot veure el llistat de colors disponibles.  
Nota: Posar colors a tots els paquets pot resultar que temps de processament augmenti 
una mica quan es vulguin mostrar arxius de captures grans. 
Altres opcions 
Es poden marca paquets per facilitar la seva recerca més endavant. 
Es poden posar referències de temps si hi ha un interès en veure els temps 
transcorreguts en relació a un paquet en concret. 
Nota: Aquests ajustaments no es guardaran al tancar el fitxer. 
Conclusió 
Ethereal és un programa molt complet amb moltes opcions. Per conèixer-lo  més a fons, 
adreceu-vos a la seva pàgina web “http://www.ethereal.com” o consulteu la guia 
d’usuari.  
