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Abstract. (English) This monograph aims at presenting the
core weak convergence theory for sequences of random vec-
tors with values in Rk. In some places, a more general formu-
lation in metric spaces is provided. It lays out the necessary
foundation that paves the way to applications in particular
subfields of the theory. In particular, the needs of Asymp-
totic Statistics are addressed. A whole chapter is devoted
to weak convergence in R where specific tools, for example
for handling weak convergence of sequences using indepen-
dent and indentically distributed random variables such that
the Renyi’s representations by means of standard uniform
or exponential random variables, are stated. The function
empirical process is presented as a powerful tool for solv-
ing a considerable number of asymptotic problems in Statis-
tics. The text is written in a self-contained approach whith
the proofs of all used results at the exception of the general
Skorohod-Wichura Theorem.
(Franc¸ais) Cet ouvrage a l’ambition de pre´senter le noyau
dur de la the´orie de la convergence vague de suite de vecteurs
ale´atoires dans Rk. Autant que possible, dans certaines sit-
uations, la the´orie ge´ne´rale dans des espaces me´triques est
donne´e. Il pre´pare la voie a` une spe´cialization dans cer-
tains sous-domaines de la convergence vague. En particulier,
les besoins de la statistique asymptotique ont e´te´ satisfaits.
Un chapitre de l’ouvrage concerne la convergence vague dans
R avec des outils spe´cifiques, par exemple, pour e´tudier les
suites de variables ale´atoires inde´pendantes et identiquement
distribue´es tels que la repre´sentation de Renyi au moyen de
variables ale´atoires uniformes ou exponentielles standard. Le
processus empirique function est introduit comme un outil
puissant pour e´tudier des proble`mes asymptotiques en Statis-
tiques. Le texte est re´dige´ dans une approche auto-citante
avec toutes les preuves des re´sultats utilise´s, a` l’exception du
The´ore`me de Skorohod-Wichura.
Keywords. Convergence vague; convergence en distribu-
tion; Thorme Portmanteau; Caractrisation d’une loi de prob-
abilits; fonction de distribution, fonction de rpartition; fonc-
tion caratristiques; densit de probabilit; Marches alatoires;
Processus empirique; Loi Multinomiale; Compacit Relative;
Tension Asymptotique; Tension uniform; Thorme de la trans-
formation Continue; Reprsentation de Renyi et de Malmquist;
Statistiques d’ordre; Mthodes Delta Multivariaries; Proces-
sus empirique fonctionnel.
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CONTENTS 1
Ce texte fait partie d’une se´rie dont l’ambition est de brasser une
grande partie des probabilite´s a` des fins pe´dagogiques. Ces textes per-
mettront aux apprenant de se former tous seuls.
Ils pourront constituer pour les professeurs de documents de cours et
d’exercices. Pour les plus ambitieux, ils seront une base de de´part pour
des textes plus avance´s et personnalise´s. Ils sont mis gracieusement a`
la disposition des apprenants et des maˆıtres.
Nos ouvrages sont range´s dans trois cate´gories :
Une cate´gorie d’initiation pour les de´butants. Il s’agit d’ouvrages
souvent accessibles de`s la premie`re anne´e d’universite´ et ne demandant
pas de pre´-requis en mathe´matiques avance´es. Les ouvrages de proba-
bilite´s e´le´mentaires et de Statistiques e´le´mentaires sont a` ranger dansc
cette cate´gorie. Cette initiation pre´ce`de les versions mathe´matiques de
ces the´ories et pre´parent les applications de ces dernie`res.
Une cate´gorie d’ouvrages d’applications et d’outils. Des e´tudiants
ou des chercheurs dans des disciplines annexes comme l’e´conomie, la
me´decine, l’hydrologie, la finance, etc. peuvent besoin d’outils assez
avance´s de la the´orie des probabilite´s ou des statistiques. Ils sont
plus inte´resse´s plus par l’application des outils que leur fondements
ou leur de´veoppement. Des ouvrages adapte´s a` ce besoin peuvent
eˆtre compose´s. Un parfait exemple est un ouvrage de statistiques
mathe´matiques destine´s a` des e´conomistes n’ayant pas ne´cessairement
fait la the´orie de la mesure.
Une cate´gorie d’ouvrages spe´cialise´s. Il s’agit d’ouvrages de niveau
internation rigoureusement e´crits avec tous les argumentaires ne´cessaires.
Ces ouvrages sont conc¸us pour eˆtre consulte´s partout sur le globe dans
leurs versions franc¸aises et anglaises. Ils sont base´s sur les ouvrages
de base : Theorie de la mesure, Fondements mathe´matiques des prob-
abilite´s. A partir de cette base, les ouvrages seront-auto cite´s, ce qui
veut dire que que toutes les mathe´matiques utilise´es dans un ouvrage de
cette se´rie, en dehors des notions de premier cylce, seront de´montre´es
quelque part dans un ouvrage de la cate´gorie.
La lecture de ces ouvrage ne requiert alors que le niveau de Licence.
Un lecteur capable de lire l’ouvrage de mesure et inte´gration aura les
moyens de se spe´cialiser graˆce a` cette cate´gorie, dans beaucoup de
branches des probabilite´s et des statistiques.
2 CONTENTS
Sans insister, nous dirons que nous n’incluons la cate´gorie des ou-
vrages de recherche qui sont et seront disponibles. Ces ouvrages
partagent la meˆme orientation, a` savoir qu’ils sont e´crits pour eˆtre lus
apr s les cours fondamentaux de mesure et des probabilite´s mathe´matiques.
Nos collaborateurs et anciens e´le`ves sont prie´s de faire vivre la chaine de
sorte que le centre de Saint-Louis, donc le Se´ne´gal et l’Afrique, soit un
ve´ritable creuset et une grande e´cole de mathe´matiques, de probabilite´s
et de statistique.
CHAPTER 1
Revue de convergence vague dans Rk
1. Introduction
Dans ce chapitre, nous allons voir que les lecteurs, pour la plupart
d’entre eux, ont de´ja` e´tudie´ plusieurs exemples de convergence vague.
Ce qui leur manque peut eˆtre, c’est la cohe´rence mathe´matique de cette
the´orie et sa place dans le cadre ge´ne´ral des convergences. Ces man-
quements seront comble´s dans ce cours.
Nous allons exhumer des re´sultats connus de convergence vague ren-
contre´s au cours du parcourt de´ja` effectue´. Pour commencer, nous al-
lons emettre une assertion que nous ne serons en mesure de de´montrer
que dans le chapitre 2, in particular dans le the´ore`me 3 de ce chapitre.
2. Convergence vague sur Rk
Commenc¸ons par rappeler que d’apre`s l’ouvrage Base mathe´matiques
des probabilite´s [8] que la loi de probabilite´ d’un vecteur ale´atoire
X : (Ω, A,P) 7→ Rk est caracte´rise´e par
(a) sa fonction de re´partition:
Rk 3 x ↪→ FX(x) = P(X ≤ x),
(b) sa fonction caracte´ristique (ici, i est le nombre imaginaire pur
ve´rifiant i2 = −1, et < ., . > de´signe le produit scalaire classique sur
Rk)
Rk 3 u ↪→ Φ(u) = E(exp(i < u,X >)),
(c) La fonction des moments (si elle existe dans un voisinage du vecteur
nul)
Rk 3 u ↪→ ΨX(x) = E(exp(< u,X >)).
et
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(d) par sa de´rive´e de Radon-Nikodym, (si elle existe), par rapport a`
une mesure σ-finie ν sur Rk,
dP/dν = fX .
Il est inte´ressant que ces caracte´risations s’e´tendent a` la convergence
vague ainsi, dans un the´ore`me que nous de´montrerons plus tard dans
le the´ore`me 3 du chapitre 2.
The´ore`me 1. (THEOREME - DEFINITION - LEMME)
Soit une suite vecteurs ale´atoires Xn : (Ωn,An,Pn) 7→ (Rk,B(Rk)) et
un autre vecteur ale´atoire X : (Ω∞,A∞,P∞) 7→ (Rk,B(Rk)). Alors les
proprie´te´s (a) et (b) suivantes sont e´quivalentes
(a) Pour tout u ∈ Rk,
ΦXn(u)→ ΦX(u) quand n→ +∞
(b) Pour tout point de continuite´ x ∈ Rk,
FXn(x)→ FX(x) quand n→ +∞.
Si l’un de ces deux points a lieu, alors nous disons que Xn converge
vaguement vers X, ou Xn converge en distribution vers X ou Xn con-
verge en loi X, note´e
Xn  X ou Xn −→d X ou Xn L−→ X ou Xn w−→ X ou Xn −→w X
(ici w fait re´ference au term anglais weak convergence).
Nous avons des conditions suffisantes de convergence vague :
(c) Si de plus, les fonction des moment ΨXn sont definies sur Bn,
n ≥ 1 et ΨX est de´finie sur B, ou` les Bn et B sont des voisinages de
0, et si pour tout x ∈ B,
ΨXn(x)→ ΨX(x) quand n→ +∞
alors Xn converge vaguement X.
(d) Enfin, si les distributions admettent des de´rive´es de Radon-Nikodym,
c’est-a`-dire des densite´s de probabilite´s par rapport a` la meˆme mesure
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σ-finie ν, note´es dPn/dν = fXn et dP/dν = fX existent et si pour tout
x ∈ DX = {x, fX(x) > 0},
fXn(x)→ fX(x) as n→ +∞,
alors Xn  X.
Nous avons ce dernier point.
(e) Supposons que {Xn, n ≥ 1} ⊂ Rk converge vaguement vers X ∈
Rk, quand n → +∞ et soit A une matrice re´lle de m lignes et k
colonnes avec m ≥ 1. Alors {AXn, n ≥ 1} ⊂ Rm converge vaguement
vers AX ∈ Rm.
Remarque. Le point (e) ci-dessus est une conse´quence du the´ore`me 7
de la transformation continue e´tablie et prouve´e dans le chapitre 2.
En re´sume´, la convergence en loi sur Rk a lieu lorsque les fonctions de
re´partition, les fonctions caracte´ristiques, les densite´s de probabilite´s
ou les fonctions des moments convergent vers celle d’une loi de proba-
bilite´, pourvu que dans les deux derniers cas, les fonctions en question
existent.
Tout cela est e´norme. Cela nous sonne l’occasion d’aller directement
sur les exemples connus de convergence de ces fonctions et d’en ajouter
de nouveaux.
Avant d’aller plus loin, nous aurons souvent besoin de cet outil inte´ressant
pour obtenir la convergence vague a` partir de la convergence de fonc-
tion caracte´eristique.
Proposition 1. Crie`re de Wold. La suite de vecteurs ale´atoires
{Xn, n ≥ 1} ⊂ Rk converge vaguement vers to X ∈ Rk, quand n →
+∞ si et seulement si pour a ∈ Rk, la suite {< a,Xn >, n ≥ 1} ⊂ R
converge veguement vers X ∈ R quand n→ +∞.
Preuve. La preuve est rapide. Elle utilise les notations ante´rieures.
Supposons que Xn converge faiblement vers X dans Rk quand n →
+∞. En utilisant la convergence des fonctions carate´ristiques, nous
avons pour tout u ∈ Rk,
E(exp(i < Xn, u >)→ E(exp(i < X, u >) quand n→ +∞.
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Il s’en suit que a ∈ Rk et pour tout t ∈ R, nous avons
(2.1) E(exp(it < Xn, a >)→ E(exp(it < X, a >) quand n→ +∞.
c-a-d que, en prenant u = ta dans la formule pre´ce´dente, et en notant
Zn =< Xn, a > et Z =< X, a >,
E(exp(itZn)→ E(exp(itZ) quand n→ +∞.
Cela signifie que Zn  Z, qui est e´gal < a,Xn >, converges vaguement
vers < a,X >.
Inversement, supposons que pour tout a ∈ Rk, la suite {< a,Xn >
, n ≥ 1} ⊂ R converge vaguement vers X ∈ R as n→ +∞. Alors, en
prenant t = 1 dans (4.14), nous obtenons pour tout a = u ∈ Rk,
E(exp(i < X, u >)→ E(exp(i < X, u >) quand n→ +∞.
ce qui signifie que Xn  +∞ quand n→ +∞.
3. Examples de convergence vague dans R
3.1. Convergence de la loi hyperge´ome´trique vers la loi bi-
nomiale. Soit XN suivant une loi hyperge´ome´trique H(N,M, n) avec
M/N → p, N → ∞, n restant fixe. Alors XN tend en loi vers une
variable ale´atoire X suivant une loi binomiale B(n, p).
PREUVE. Pour prouver cela, utilisons les densite´s par rapport a` la
mesure de comptage ν sur N. Nous avons :
fXn(k) =
(
M
k
)(
N −M
n− k
)
CkMC
n−k
M−N(
N
n
) , 0 ≤ k ≤ min(n,M).
Supposons que M/N → p, N →∞. Nous aurons
fXn(k) =
M !
k!(M − k)!
(M −N)!
(n− k)!(N −M − (n− k))!
n!(N − n)!
N !
=
n!
k!(n− k)! ×
M !
(M − k)! ×
!(N −M − (n− k))!
(N −M − (n− k))! ×
(M − n)!
N !
=
(
n
k
)
×
{
M !
(M − k)!
}{
(N −M)!
(N −M − (n− k))!
}{
(M − n)!
N !
}
.
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Mais{
M !
(M − k)!
}
= (M − k + 1)(M − k + 2)...(M + 1)M
= Mk(1− k − 1
M
)(1− k − 2
M
)× ...× (1− 1
M
)
= Mk(1 + o(1))
puisque M →∞ et k est fixe. Ensuite{
(N −M)!
(N −M − (n− k))!
}
= (N −M − (n− k) + 1)× ...× (N −M − 1)(N −M)
= (N −M)n−k(1 + n− k − 1
N −M )(1 +
n− k − 2
N −M )× ...× ((1 +
1
N −M )
= (N −M)n−k − 1 + o(1))
puisque, aussi, N −M = N(1−M/N) ∼ N(1− p)→∞ et n− k est
fixe´. Enfin{
(M − n)!
N !
}
=
1
(N − n+ 1)(N − n+ 2)...(N − 1)N
=
1
Nn(1− n−1
N
)(1− n−2
N
)...(1− 1
N
)
=
1
Nn(1 = o(1))
.
pour des raisons similaires. Au total, pour tout 0 ≤ k ≤ n
fXn(k) =
(
n
k
)(
M
N
)k (
N −M
N
)k
(1 + o(1))→
(
n
k
)
pk(1−p)n−k.
Ainsi pour tout point k du domaine de la densite´ de la loi binomiale
par rapport a` la mesure de comptage ν, note´e
fX(k) =
(
n
k
)
pk(1− p)n−k,
nous avons
∀(1 ≤ k ≤ n), fXn(k)→ fX(k).
Nous avons donc la convergence en loi cherche´e.
Remarque utile en the´orie des sondages. Cette approximation
permet de conside´rer que le tirage avec remise et celui sans remise sont
e´quivalente dans une enqueˆte avec une population tre`s large. C’est un
peu la notion suivante : Lorsque la population est tre`s grande, dans un
tirage avec remise d’un nombre d’individu assez modeste, il est presque
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impossible qu’un meˆme individu sorte plus d’une fois.
3.2. Convergence de la loi binomiale vers la loi de Poisson.
Soit Xn suivant une loi B(n, p) aec p = pn → 0 et npn → λ, 0 < λ,
quand n→∞. Alors Xn tend en loi vers une variable ale´atoire X suiv-
ant une loi de Poisson de parame`tre λ.
PREUVE. Pour attester cela, utilisons les fonctions des moments.
Soit X une variable suivant la loi de Poisson de parame`tre λ > 0. Nous
avons
ΨXn(t) = (pn + (1− pn)et)n pour n ≥ 1; ΨX(t) = exp(λ(et− 1)), t ∈ R.
Notons λn = npn → λ. Pour tout t fixe´,
ΨXn(t) = (
λn
n
+(1−λn
n
)et)n =
(
1− λn(e
t − 1)
n
)n
→ exp(λ(et−1)) = ΨX(t)
par le re´sultat classique d’analyse qui affirme que
(1+
xn
n
)n → ex quand n→ +∞ pourvu que xn → x ∈ R lorsque n→ +∞.
3.3. Convergence de la loi de Poisson vers la loi normale.
Soit Zλ une variable ale´atoire suivant la loi de Poisson de parame´tre λ
: Zλ ∼ P(λ). Alors la variable
Zλ − λ√
λ
converge en loi vers une variable ale´atoire X suivant une loi normale
standard, i.e X ∼ N (0, 1), quand λ→ +∞.
PREUVE. Nous utilisons les fonctions ge´ne´ratrices des moments. Rap-
pelons la fonction des moments de Zλ ∼ P(λ) :
ΨZλ(t) = exp(λ(e
t − 1)).
Soit
Y (λ) =
Z − λ√
λ
=
Z − E(X)
σZ
.
Nous avons
ΨY (λ)(u) = e
−√λ × ϕZ(u/
√
λ) = e−
√
λ × exp(λ(eu/
√
λ − 1)).
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Quand λ→∞, nous pouvons de´velopper
λ(eu/
√
λ − 1) = λ(1 + u√
λ
+
u2
2λ
+O(λ−3/2)− 1
= u
√
λ+
u2
2
+O(λ−1/2).
Donc
ΨY (λ)(u) = exp(
u2
2
+O(λ−1/2))→ exp(u2/2).
On conclut aussi que
Z − λ√
λ
→ N (0, 1)
quand λ→∞.
3.4. Convergence de la loi binomiale vers la loi normale.
Soit Xn suivant une loi B(n, p) avec p ∈]0, 1[ fixe´. Alors quand n→∞
(3.1) Zn =
Xn − np√
npq
 N(0, 1) a asn→ +∞.
Preuve. Utilisons les fonctions des moments. Soit X ∼ B(n, p). Nous
avons
ΨXn(u) = (q + pe
u)n.
D’ou`
(3.2) Ψ(Xn−np)/√npq(u) = e
−
√
np/q ×ΨXn(u/
√
npq)
avec
ΨX(u/
√
npq) = (q + peu/
√
npq)n.
L’ide´e de la suite des calculs est d’utiliser un de´veloppement d’ordre
2 de eu/
√
npq au voisinage de 0 quand n → ∞ et u fixe´. Ensuite
l’expression obtenue sera de la forme 1 + vn, ou` vn tend vers ze´ro.
Ensuite, un developpement de log(1 + vn) d’ordre 2 est ope´re´.
Ainsi, quand n→∞ et u fixe´,
eu/
√
npq = 1 +
u√
npq
+
u2
2npq
+O(n−3/2).
D’ou`
(q + peu/
√
npq) = 1 + u
√
p/nq +
u2
2nq
+O(n−3/2) = 1 + vn
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avec
vn = u
√
p/nq +
u2
2nq
+O(n−3/2)→ 0.
Si bien que
log(1 + u
√
p/nq +
u2
2nq
+O(n−3/2)) = log(1 + vn)
= vn − 1
2
v2n +O(v
3
n)
= u
√
p/nq +
u2
2nq
− pu
2
2nq
+O(n−3/2).
Alors
ΨXn(u/
√
npq) = (q + peu/
√
npq)n = exp(n log(q + peu/
√
npq))
= exp(n(u
√
p/nq +
u2
2nq
− pu
2
2nq
+O(n−3/2)))
= exp(u
√
np/q +
u2
2q
− pu
2
2q
+O(n−1/2)))
= eu
√
np/qeu
2/2+O(n−1/2).
En retournant a` (3.2), on arrive a`
Ψ(Xn−np)/√npq(u)→ exp(u2/2).
D’ou` l’approximation
(β(n, p)− np)/√npq → N (0, 1)
QED.
Remarque. Nous reviendrons sur une deuxie`me preuve directe de ce
re´sultat en utilisant le the´ore`me central limite standard ci-dessous.
3.5. The`ore`me Central Limite Standard dans R. Les deux
cas de´ja` vus sont des cas spe´ciaux d’un cas ge´ne´ral. En effet, si (Xn)n≥1
est une suive de variables ale´atoires re´elles ayant des moments de second
ordre finis, on peut s’attendre a` ce que
Xn − E(Xn)
σXn
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converge en loi vers la loi normale centre´e re´duite. Ceci n’est pas tou-
jours vraie. Mais si cela est le cas, nous dirons qu’on a un the´ore`me cen-
tral limite (Central limit the´ore`me, CLT). Cela est vrai pour l’e´chantillon
dans le cas suivant.
SoitX1, X2, ... une suite de variables ale´toires inde´pendantes, identique-
ment distribue´es selon la fonction de re´partition F avec
E(Xi) = µ =
∫
xdF (x) = 0, σ2Xi = σ
2 =
∫
(x− µ)2dF (x).
Posons, pour n ≥ 1,
Sn = X1 + ...+Xn.
Alors quand n→∞
Sn√
n
→ N (0, 1).
PREUVE. Conside´rons les fonctions caracte´ristiques
R 3 u ↪→ ΦXi(u) = E(eiuXi) = Ψ(u).
Par l’existence des moments a` l’ordre 2, on a le de´veloppement limite´
a` l’ordre 2,
Φ(u) = 1 + iuΦ′(0) +
1
2
u2Φ′′(0) +O(u3)
= 1− 1
2
u2 +O(u2)
puisque
Φ′(0) = i E(X) = 0, Φ′′(0) = −E(X2) = −1.
De`s lors
ΦSn/
√
n(u) = (Φ(u/
√
n))n.
Pour u fixe´ et n→∞,
ΦSn/
√
n(u) = (Φ(u/
√
n))n = exp(n log(1− u
2
2n
+O(n−3/2))
= exp(n(−u
2
n
+O(n−3/2))
= exp(−u2/2 +O(n−1/2))
→ exp(−u2/2)
Nous venons d’e´tablir que
Sn√
n
→ N (0, 1).
Dans le cas ge´ne´ral non centre´ et non normalise´, nous avons le The´ore`me
central limite
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1
σ
√
n
(Sn − nµ)→ N (0, 1).
Donnons deux exemples importants du the´ore`me central limite stan-
dard relatifs aux expe´riences de Bernouilli.
Example 1 : Convergence vague de la loi binomiale.
Nous allons donner une autre preuve du re´sultat (3.1) de la sous-section
3.4 relatif la loi limite d’une suite de variables ale´atoires suivant une loi
binomiale lorsque le nombre d’essais n croˆıt inde´fine´ment pendant que
la probabilite´ de succe`s ∈]0, 1[ reste fixe´. Nous gardons les notations
de cette sous-section.
En nous fondant sur les cours de probabilite´s e´lementaires que nous
pouvons trouver dans un grand nombre d’ouvrages, en particulier dans
[5], de la pre´sente se´rie de The´orie de Probabilite´ et de Statistiques, au
chapitre, Lemme 1, que si Xn ∼ B(n, p), alors Xn est la somme de n
variables ale´atoires Y1, ..., Yn, identiquement distribue´es selon un loi de
Bernouilli B(p) random variables, i.e.,
Xn = Y1 + ...+ Yn.
Pour chaque Yi, 1 ≤ i ≤ n, nous avons
E(Yi) = p and σ2 = Var(Yi) = pq where q = 1− p.
De`s lors, la variable Zn de la formule (3.1) devient
Zn =
Xn − np√
npq
=
1
σ
√
n
n∑
i=1
(Yi − E(Yi).
Ainsi, la convergence vague de Zn to N (0, 1) quand n→ +∞ de´coule
de l’application du the´ore`me central limite sur R.
Remarque. Cette preuve est simple et belle. La premie`re est tou-
jours utile. Simplement parce que nous pouvons tre appele´s utiliser
ou a` enseigner ce re´sultat a` un niveau ou` le the´ore`me central limite
n’est pas disponible. Au dela` de cette raison, cette preuve fait par-
tie de l’histoire des probabilite´s. Dans le meˆme esprit, les premie`res
de´couvertes de cette loi remontent en 1732 avec de Moivre et en 1801
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avec Laplace (voir Loe`ve [9], page 23). Ces me´thides historiques peu-
vent eˆtre revisite´s dans dans [5] ou dans [6] avec une re´daction adapte´e
au niveau de la premie`re anne´e universitaire.
Example 2 : Loi Binomiale Ne´gative.
Pour un entier k ≥ 1 fixe´e, une variable suivant la loi Binomiale
Ne´gative Xk peut eˆtre de´finie relativement aux essais de Bernouilli avec
une probabilite´ de succe`s p ∈]0, 1[. Le nombre d’essais inde´pendants
de l’expe´rience de Bernouilli de p ne´cessaires pir avoir k succe`s, suit
par de´finition la loi Binomiale Ne´gative de parame`tres k et p, note´e
Xk ∼ NB(k, p). Pour k = 1, la X1 suit une loi ge´ome´trique de
parame`tre p, note´e X1 ∼ G(p).
De meˆme que pour la suite de variables ale´atoires binomiales, nous pou-
vons appliquer le une suite de variables ale´atoires ninomiales ne´gatives
Xk, k ≥ 1 pour avoir le re´sultat
(3.3) Zn =
p(Xk − kp )√
nq
 N (0, 1) quand k → +∞.
A cet effet, le lecteur peut trouver dans les cours de probabilite´s e´lementaires
de son choix, en particulier dans [5], de la pre´sente se´rie de The´orie de
Probabilite´ et de Statistiques, au chapitre 2, que le lemme 2 assure que
la variable ale´atoire Xk suivant la loi NB(k, p) est la somme de k vari-
ables ale´atoires Y1, ..., Yk, inde´pendantes et identiquement distribue´es
selon la loi ge´ome´trique G(p), i.e.,
Xk = Y1 + ...+ Yn,
et que pour chacune des variables Zi, nous avons
E(Yi) =
1
p
et σ2 = Var(Yi) =
q
p2
ou` q = 1− p.
Alors, en appliquant le the´ore`me central limite, nous obtenons
Zn =
p(Xk − kp )√
nq
=
1
σ
√
n
n∑
i=1
(Yi − E(Yi)) N (0, 1) as k → +∞.
Ceci prouve (3.3).
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3.6. Lois limites des valeurs extreˆmes. Conside´rons X1, X2,
etc..., une suite de variables ale´atoires re´elles inde´pendantes de meˆme
fonction de re´partition F. Conside´rons pour chaque n ≥ 1
Mn = max(X1, ..., Xn).
Rappelons tout de suite que nous avons
P (Mn ≤ x) = F (x)n, x ∈ R.
La the´orie des valeurs extreˆmes a commence´ ses beaux jours par la
de´couverte des lois limites de la suite Mn en type. On dira que Mn
converge en type vers Z si et seulement il existe des suites (an > 0)n≥1
et (bn)n≥1 telles que la suite de variables ale´atoires
Mn − bn
an
converge vaguement vers Z,
Mn − bn
an
 Z.
De´couvrons les trois limites trois types de lois extremales de´finies par
leur fonctions de re´partition (f.r):
Type de Gumbel : Λ(x) = exp(− exp(−x)), x ∈ R. (On note Λ une
v.a de f.r Λ)
Type de Frechet de parame`tre α > 0 :
ϕα(x) = exp(−x−α)1(x≥0).
On note FR(α) une v.a de f.r ϕα)
Type de Weibull de parame`tre β > 0 :
ψβ(x) = exp(−(−x)β)1(x<0) + 1(x≥0).
(On note W (β) une v.a de f.r ψβ).
Donnons quelques exemples de convergence en type de max-
ima.
Nous allons utiliser la convergence des fonction de re´partition. Puisque
les limites vagues ont des fonction de re´partition continues, nous allons
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voir la limite en tout point de R.
(a) Loi de exponentielle : Supposons que
F (x) = (1− exp(−x))1(x≥0)
est celle d’une loi exponentielle standard. En utilisant les fonctions de
re´partition, montrons que
Mn − log n d→ Λ.
En effet
P (Mn − log n ≤ x) = P (Mn ≤ x+ log n) = F (Mn ≤ x+ log n)n.
Pour tout x ∈ R, x + log n ≥ 0 pour n ≥ exp(−x). Donc pour n assez
grand F (Mn ≤ x + log n) = (1 − exp(−x − log n)) et donc pour tout
x ∈ R
P (Mn − log n ≤ x) = (1− e
−x
n
)→ e−e−x = Λ(x).
(b) Loi de pare´to de parame`tre α > 0 :
F (x) = (1− x−α))1(x≥1).
En utilisant les fonctions de re´partition, montrons que
n−1/αMn
d→ C(α).
Remarquons que les variables de Pareto sont positives et donc Mn est
positif pour tout n ≥ 1. Etudions deux cas.
Cas x ≤ 0. Dans ce cas
P (n−1/αMn ≤ 0) = 0 = ϕα(x),
et la limite des fonctins de re´partitions a lieu.
Cas x > 0. Dans ce cas
P (n−1/αMn ≤ x) = P (Mn ≤ n1/αx).
Donc pour n assez grand, on aura n1/αx > 1 (par exemple prendre
n ≥ (1/x)−α) et pour ces n,
P (n−1/αMn ≤ x) = F (n1/αx)n = (1− (n1/αx)−α)n
= (1− x
−α
n
)n → exp(−x−α)
= ϕα(x).
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Nous avons bien que pour tout x ∈ R,
P (n−1/αMn ≤ x) −→ ϕα(x).
De`s lors
n−1/αMn  FR(α).
(c) Loi uniforme sur (0, 1) :
F (x) = x1(0≤x≤1) + 1(x≥1).
En utilisant les fonctions de re´partition, montrons que
n(Mn − 1) d→ W (1).
Nous avons
P (n(Mn − 1) ≤ x) = F (1 + x
n
)n.
Etudions deux cas.
Cas x ≥ 0. Dans ce cas 1 + x/n est positif pour tout n ≥ 1 et
P (n(Mn − 1) ≤ x) = F (1 + x
n
)n = 1 = ψ1(x)
et nous avons la convergence des fonctions de re´partition.
Cas x < 0. Pour n suffisamment grand, nous aurons 0 ≤ 1 + x/n ≤ 1
(prendre par exemple x ≥ −n i.e. n ≥ −(x) ≥ 0). Pour ces valeurs de
n,
P (n(Mn − 1) ≤ x) = F (1 + x
n
)n
= (1 +
x
n
)n → ex = ψ1(x).
Nous avons bien que pour tout x ∈ R,
P (n(Mn − 1) ≤ x) −→ ψ1(x).
De`s lors
n(Mn − 1) W (1).
Re´sume´ : En the´orie des valeurs extreˆmes, il est de´montre´ que les
seules lois limites non de´ge´ne´re´es possibles sont bien celles-la. Dans
le chapitre re´serve´ a` une e´tude spe´cifique de la convergence dans R
utilisant les inverses ge´ne´ralise´es, les formes ge´ne´rales des distributions
dont les maxima convergent chacun des types seront donne´es.
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4. Exemples de convergence dans Rk
4.1. The´ore`me Central Limite Standard sur Rk. Passons au
the´ore`me central limite dans Rk. Soit X1, X2, .... une suite de variables
ale´atoires centre´es, inde´pendantes et identiquement distribue´es (i.i.d)
centre´es de matrice de covariance Σ = (σij)1≤i≤k,1≤j≤k, c’est a` dire
σij = Cov(Xi, Xj).
Conside´rons les sommes partielles
Sn = X1 +X2 + ...+Xn.
Nous avons le the´ore`me central limit sur Rk,
Sn/
√
n N (0,Σ)
PREUVE. Remarquons que la matrice Σ est syme´trique et semi-
positive puisque, pour tout u ∈ Rk
tuΣu = tuE(XX ′)u = E((tXu)(tXu)) = E((tXu)2) ≥ 0.
D’apre`s la the´orie des matrices (voir cours d’alge`bre de deuxie`me anne´e),
Σ posse`de des valeurs propres non ne´gatives et elle est diagonalisable
au moyen d’une matrice orthogonale T , telle que
tTΣT = diag(λ1, λ2, ..., λn) = Λ.
Posons
Yi =
tTXi.
Les variables Yi sont centre´es, iid et de matrice de covariance
ΣY =
tTΣT = Λ.
Cela veut dire que les composantes de Yi sont non corrole´es et ont pour
variances respectives les nombres λ1, λ2, ..., λn. Posons
(4.1) Mn =
1√
n
(Y1 + Y2 + ...+ Yn) =
tT (
Sn√
n
).
Pour tout A = t(a1, a2, ..., ak) ∈ Rk,
< A,Mn >=
1√
n
i=n∑
i=1
< A, Yi > .
Or les variables < A, Yi > sont centre´e, i.i.d, de variance
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E < A, Yi >2=
i=n∑
i=1
a2iλi =
tAΛA,
en vertu de la non corre´lation des composantes de chaque Yi. Le the´ore`me
central limite dans R implique que
< A,Mn >→ N (0,
i=n∑
i=1
a2iλi) = N (0,tAΛA)
Or N (0,tAΛA) est la loi d’un vecteur gaussien re´sultant de la trans-
formation line´aire tAZ =< A,Z >, ou` Z suit la loi N (0,Λ). D’ou`
∀A ∈ Rk, < A,Mn > < A,Z > .
En terme de fonction caracte´ristique, cela veut dire qur pour t ∈ R et
pour tout A ∈ Rk,
E exp(it < A,Mn >)→ E exp(it < A,Z >).
Pour t = 1, nous avons pour tout A ∈ Rk
ΦMn(A) = E exp(it < A,Mn >)→ ΦZ(A) = E exp(it < A,Z >).
Ceci veut bien dire que
Mn  Z.
Ceci,la formule (4.1) et le point (e) du the´ore`me 1 ensemble impliquent
Sn/
√
n = TMn → TZ
et
tTZ ∼ N (0, TΛtT ) = N (0,Σ).
D’ou`, enfin,
Sn/
√
n N (0,Σ)
Ceci exprime la version simple du the`ore`me central limite dans Rk.
4.2. Convergence de la loi multinomiale. Un k-uplet Xn =
(X1,n, ..., Xk,n) suit une loi multimoniale de parame`tres n ≥ 1 et p =
(p1, p2, ...pk) avec
∀(1 ≤ i ≤ k), pi > 0 et
∑
1≤i≤i1
pi = 1,
note´e Mk(n, p), ssi sa loi de probabilite´ est:
P(X1 = n1, ..., Xk = nk) =
n!
n1!× ...× nk!p
n1
1 × pn22 × ...× pnkk
4. EXEMPLES DE CONVERGENCE DANS Rk 19
pour (n1, ..., nk) ve´rifiant
∀(1 ≤ i ≤ k), ni ≥ 0 et
∑
1≤i≤k
ni = n.
Elle est ge´ne´re´e de la manie`re suivante. Soit une expe´rience a` k issues
Ei, 1 ≤ i ≤ k, chacune se re´alisant avec une probabilite´ pi > 0. On la
re´pe`te n fois de manie`re inde´pendante. A l’issue de ces n essais, soit
Xi,n le nombre de re´alisations de l’issue Ei. Le vecteur ainsi obtenu suit
une loiMk(n, p). Bien suˆr chaque Xi,n suit une loi binomiale B(n, pi).
Nous avons le re´sultat de convergence vague suivant.
(4.2) Zn =
t (
X1,n − np1√
np1
, ...,
Xk,n − npk√
npk
) Nk(0,Σ) as n→ +∞,
ou` Σ est matrice carre´e d’ordre k dont les e´le´ments sont Σi,i = 1 − pi
et Σi,j =
√
pipj, 1 ≤ i, j ≤ k.
Remarque importante. Ce re´sultat a d’importantes applications.
Nous pouvons mentionner son utilisation pour trouver la loi des distri-
butions finies du processus empirique en probabilite´s. Il est aussi la
base des tests du khi-deux en Statistiques. Nous verrons ces tests plus
tard dans la partie re´serve´e cet effet dans cette se´rie.
Preuve. Nous allons pre´senter deux preuves. La premie`re utilise la
convergence de la fonction des moments et du development de la fonc-
tion logarithmique. Elle est plus adapte´e un enseignement de premier
cycle. La deuxie`me exploite le the´ore`me central limit dans Rk, que
nous avons vu pre´ce´demment. Elle est plus adapte´e expose´ de niveau
supe´rieur.
Premie`re preuve.
Nous connaissons de´ja` sa fonction ge´ne´ratrice des moments qui est
φXn(u) = (
∑
1≤i≤k
pie
ui)n.
Posons
Zn = (
X1,n − np1√
np1
, ...,
Xk,n − npk√
npk
)
= AX +B
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avec
A =

1/
√
np1 √
np2
... √
npk

et
B =

−√np1
−√np2
...
−√npk
 .
De`s lors
φZn(u) = exp(< B, u >)× φX(tAu)
= exp(
∑
1≤i≤k
−√npiui)× (
∑
1≤i≤k
pie
ui/
√
npi)n
Notons que u est fixe´. Pour tout i fixe´, ui/
√
npi →→ 0 quand n→∞
car chaque pi > 0. D’ou`
eui/
√
npi = 1 + ui/
√
npi +
1
2
u2i
npi
+O(n−3/2).
D’ou`
A = (
∑
1≤i≤k
pie
ui/
√
npi)n = exp(n log(
∑
1≤i≤k
pie
ui/
√
npi)).
= exp(n log(1 +
∑
1≤i≤k
ui
√
pi/ni +
∑
1≤i≤k
1
2
u2i
ni
+O(n−3/2))).
Posons aussi
a =
∑
1≤i≤k
ui
√
pi/n+
∑
1≤i≤k
1
2
u2i
n
→ 0 quand n→∞.
Nous aurons
A = exp(n log(1 + a)).
De´veloppons log(1 + a) a` l’ordre 2 en mettant dans O(n−3/2) tous les
autres termes tendant vers ze´ro:
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A = exp(n(a− 1
2
a2 +O(a3)).
= exp(n(
∑
1≤i≤k
ui
√
pi/n+
∑
1≤i≤k
1
2
u2i
n
− 1
2
(
∑
1≤i≤k
ui
√
pi/n)
2 +O(n−3/2)))
= exp(
∑
1≤i≤k
ui
√
npi +
∑
1≤i≤k
1
2
u2i −
1
2
(
∑
1≤i≤k
ui
√
pi)
2 +O(n−1/2))
= exp(
∑
1≤i≤k
ui
√
npi)× exp(
∑
1≤i≤k
1
2
u2i −
1
2
(
∑
1≤i≤k
ui
√
pi)
2 +O(n−1/2)).
En mettant tout cela ensemble, nous obtenons
φZn(u) = exp(
∑
1≤i≤k
1
2
u2i −
1
2
(
∑
1≤i≤k
ui
√
pi)
2 +O(n−1/2))
→ φZ(u) = exp(
∑
1≤i≤k
1
2
u2i −
1
2
(
∑
1≤i≤k
ui
√
pi)
2).
Et
(4.3) φZ(u) = exp(
{∑
1≤i≤k
1
2
(1− pi)u2i −
∑
1≤i,j≤k
uiuj
√
pipj
}
est la fonction des moments d’un vecteur gaussien Z centre´ dont la
matrice de variances-covariances Σ ve´rifie
(4.4) Σii = (1− pi)
et
(4.5) Σij = −√pipj.
Donc
Zn  N (O,Σ).
La premie`re preuve finit ici.
Deuxie`me preuve. Au i-ie`me, i ∈ {1, ..., n}, nous obtenons le vecteur
variable ale´atoire
Z(i) =
 Z(i)1...
Z
(i)
k

de´fini ainsi : pour chaque 1 ≤ r ≤ k, nous avons
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Z(i)r =
{
1 si l’issue Er se realise au i-ie`me essai et auncune autre ne se re´alise
0 si un autre issue que Er se re´alise
Il est e´vident que Z(i) a un distribution multinomiale Mk(1, k) et que
les vecteurs ale´atoires Z(i) sont independents.
De plus, pour tout i ∈ {1, ..., n}, chaque Z(i)r , 1 ≤ r ≤ k, suit une loi
de Bernouilli de parame`tre p et un seul des Z
(i)
r (1 ≤ r ≤ k) prend la
valeur un (1), les autres e´tant nuls. Cela implique que
Z(i)r Z
(i)
s = 0 for 1 ≤ r 6= s ≤ k, 1 ≤ i ≤ n.
Nous avons aussi
Z
(i)
1 + ...+ Z
(i)
n = 1.
Alors, pour tout i ∈ {1, ..., n},
E(Z(i)r ) = pi et Var(Z(i)r ) = pi(1− pi), 1 ≤ r ≤ k
et pour tout 1 ≤ r 6= s ≤ k
cov(Z(i)r , Z
(i)
s ) = E(Z(i)r Z(i)s )− E(Z(i)r )E(Z(i)s ) = −prps,
puisque Z
(i)
r Z
(i)
s = 0. De`s lors, chaque Z(i) posse`de la matrice de
variance-covariance
Σ0 =

p1(1− p1) −p1p2 ... −p1pk−1 −p1pk
−p2p1 p2(1− p2) ... −p2pk−1 −p2pk1
... ... ... ... ...
−pk−1p1 −pk−1p2 ... pk−1(1− pk−1) −pk−1pk
−pkp1 −pkp2 ... −pkpk−1 −pk(1− pk)

ou, par une autre notation,
Σ0 = (σ
0
ij)1≤i,j≤k with σ
0
ij =
{
pi(1− pi) if i = j
−pipj if i 6= j .
Apre`s n essais, la somme des vecteurs ale´atoires Z(1), ..., Z(n), qui sont
ide´pendants et suivent identiquement une loi Mk(1, k), donne Xn,
autrement
Xn = Z
(1) + ...+ Z(n).
Par le the´ore`me central limit standard multivarie´, nous avons, quand
n→ +∞,
Sn =
1√
n
n∑
i=1
(
Z(i) − E(Z(i)) Z0 ∼ Nk(0,Σ0).
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Mais nous pouvons aise´ment ve´rifier que
Sn =
1√
n
n∑
i=1
(
Z(i) − E(Z(i)) =t (X1,n − np1√
n
,
X2,n − np2√
n
, ...,
Xk,n − npk√
n
)
.
Et nous obtenons la relation matricielle
DSn = Zn,
ou` D est la matrice diagonale
D = diag(1/
√
p1, ..., 1/
√
pk).
Par the the´ore`me de transformation continue (Point (e) du the´ore`me
1), nous avons
Zn = DSn  DZ0 ∼ Nk(0, DΣ0D),
puisque D est syme´trique. Il reste calculer
Σ = DΣ0D = (σij)1≤i,j≤k.
For 1 ≤ h, j ≤ k, (Σ0D)hj est la produit matriciel de la h-ie`me ligne
de Σ0 par la j-ie`me colonne de D. En exploitant la diagonalite´ de D,
nous obtenons pour 1 ≤ h, j ≤ k,
(Σ0D)hj = σ
0
hj/
√
pj.
Ensuite, σij = (DΣ0D)ij est le produit de la i-ie`me ligne de D par
la j-ie`me colonne de (Σ0D)
(j) = t((Σ0D)1j, (Σ0D)2j, ..., (Σ0D)kj). En
utilisant encore le fait que D est diagonale, nous arrivons a`
(DΣ0D)ij =
1√
pi
(Σ0D)ij,
ce qui aboutit a`
σij = (DΣ0D)ij =
1√
pipj
σ0ij =
{
σ0ii/pi = 1− pi if i = j
-
√
pipj if i 6= j ..
Nous obtenons encore
Zn  Nk(0,Σ), as n→ +∞.
ou` Σ is de´fini dans la ligne qui suit la formule (4.2) dans le partie haut
de cette sous-section. Ceci finit la deuxie`me preuve.
En conclusion, nous avons le re´sultat suivant.
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Proposition 2. Soit une suite de vecteurs ale´atoires X(n) = (X1(n), ..., Xk(n))
suivant une loi multimoniale de parame`tres n ≥ 1 et p = (p1, p2, ...pk)
avec
∀(1 ≤ i ≤ k), pi > 0 et
∑
1≤i≤i1
pi = 1.
Alors la suite de vecteurs
Zn = (
X1 − np1√
np1
, ...,
X1 − npk√
npk
)
converge vers une loi normale k-dimensionne´e, centre´e, de matrice de
variances-covariances Σ avec
Σii = (1− pi)
et
Σij = −√pipj.
4.3. Limites des dimensions finies du processus empirique
uniforme. Conside´rons U1, U2, ... une suite de variables ale´atoires
inde´pendantes et identiquement distribue´es selon la loi uniforme sur
(0,1), de fonction de re´partition commune F (s) = s1(0≤s≤1) + 1(s≥1).
Pour n ≥ 1, on de´finit la fonction re´partition empirique uniforme base´e
sur l’e´chantillon U1, U2, ..., Un la fonction
R 3 x 7→ Un(s) = 1nCard{i, 1 ≤ i ≤ n, Ui ≤ s}
Et de´finissons le processus empirique uniforme
αn(s) =
√
n(Un(s)− s), 0 ≤ s ≤ 1.
Conside´rons 0 = t0 < t1 < ... < tk < tk+1 = 1 et posons
Yn = (αn(t1), ..., αn(tk+1)).
Alors nous avons le re´sultat :
Proposition 3. Les distributions finies du processus empirique
uniformes de la forme (αn(t1), ..., αn(tk+1)), avec 0 = t0 < t1 < ... <
tk < tk+1 = 1, ve´rifient
(αn(t1), ..., αn(tk+1))→ Nk(0, (min(ti, tj)− titj)1≤i,j≤k)
PREUVE. Posons
(4.6) Zn = (
αn(t1)√
t1
,
αn(t2)− αn(t1)√
t2 − t1 ...,
αn(tk+1)− αn(tk)√
tk+1 − tk ).
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Remarquons que
Nn = (nFn(t1), nFn(t2)− nFn(t1), ..., nFn(tk+1)− nFn(tk))
suit une loi multinomiale dont les composantes du vecteur des proba-
bilite´s des issues sont : t1, t2 − t1,...,tk+1 − tk. En effet,
nFn(tj)− nFn(tj−1)
est le nombre d’observations tombant dans ]tj−1, tj] et pour tout j,
la probabilite´ qu’une observation tombe dans ]tj−1, tj] est bien pj =
tj − tj−1.
Nous pouvons appliquer le the´ore`me de convergence faible de la loi
multinomiale e´tablie dans la sous-section 4.2.
De´finisson Zn en centrant chaque j-ie`me composante de Nn par n(tj −
tj−1) en en la normalisant par
√
n(tj − tj−1).
Rappelons nous que nous avons : Y Tn = (αn(t1), ..., αn(tk+1)). Nous
obtenons la relation matricielle
Zn = AYn ⇔ Yn = BZn
ou` la relation y = Bz traduit la correspondance suivante :
yi =
√
t1x1 +
√
t2 − t1x2 + ...+
√
t2 − t1xi, 1 ≤ i ≤ k + 1.
D’apre`s la convergence de la loi multinomiale sus-mentionne´e, Zn con-
verges faiblement vers un vecteur gaussian Z = (Z1, Z2, ..., Zk+1) ve´rifiant
E(Z2j ) = 1− (tj − tj−1)
et
E(ZiZj) = −
√
(ti − ti−1)(tj − tj−1).
Par le the´ore`me de la transformation continue, (Point (e) du the´ore`me
1), Yn = BZn concerge vaguement vers Y = BZ, avec
Yi =
√
t1Z1 +
√
t2 − t1Z2 + ...+
√
t2 − t1Zi, 1 ≤ i ≤ k + 1.
Soit le vecteur T = (T1, ..., Tk+1) de´fini par (tj−tj−1)Zj = Tj, 1 ≤ i ≤ k,
i.e.,
Z = (
T1√
t1
,
T2√
(t2 − t1)
, ...,
Tj√
(tj − tj−1)
, ...,
Tk+1√
(tk+1 − tk)
)
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Nous avons
E(T 2j ) = E((Zj
√
(tj − tj−1))2 = (tj − tj−1)(1− (tj − tj−1)).
et
E(TiTj) =
√
(tj − tj−1)(ti − ti−1)E(ZiZj) = −(tj − tj−1)(ti − ti−1).
Avant de calculer la covariance de Yi et de Yj, ve´rifions que pour ti ≤ tj,
nous avons
titj = (
h=i∑
h=1
(th − th−1))(
r=j∑
r=1
(tr − tr−1))
= (
h=i∑
h=1
(th − th−1))(
r=i∑
r=1
(tr − tr−1) +
r=j∑
r=i+1
(tr − tr−1))
= (
h=i∑
h=1
(th − th−1))2 +
h=i∑
h=1
r=j∑
r=i+1
(th − th−1)(tr − tr−1)
=
h=i∑
h=1
(th − th−1)2 +
∑
1≤h6=r≤i
(th − th−1)(tr − tr−1)
−
h=i∑
h=1
r=j∑
r=i+1
(th − th−1)(tr − tr−1)
En mettant ensemble les points pre´ce´dents, nous sommes en mesure de
calculer la matrice de variance-covariance de Y . Pour 1 ≤ i ≤ j ≤ 1,
nous avons
YiYj = (
h=i∑
h=1
Th)
2 +
h=i∑
h=1
r=j∑
r=i+1
ThTk
=
h=i∑
h=1
T 2h +
∑
1≤h6=r≤i
ThTr +
h=i∑
h=1
r=j∑
r=i+1
ThTr.
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Finalement, nous obtenons
E(YiYj) =
h=i∑
h=1
(1− (th − th−1))−
∑
1≤h6=r≤i
(th − th−1)(tr − tr−1)
−
h=i∑
h=1
r=j∑
r=i+1
(th − th−1)(tr − tr−1)
=
h=i∑
h=1
(th − th−1)−
h=i∑
h=1
(th − th−1)2
−
∑
1≤h6=r≤i
(th − th−1)(tr − tr−1)−
h=i∑
h=1
r=j∑
r=i+1
(th − th−1)(tr − tr−1)
= ti −
h=i∑
h=1
(th − th−1)2 −
∑
1≤h6=r≤i
(th − th−1)(tr − tr−1)
−
h=i∑
h=1
r=j∑
r=i+1
(th − th−1)(tr − tr−1)
= ti − titj = min(ti, tj)− titj.
Ceci ache`ve la preuve.
5. Principe d’invariance
Soit X1, X, .....une suite iid de variables ale´atoires centre´es avec
E |Xi|2 <∞ et soit pourn ≥ 1,
Sn = X1 + ......+Xn, n ≥ 1.
Posons pour 0 ≤ t ≤ 1,
Sn(t) =
S[nt]√
n
Nous allons e´tudier la loi limite du processus {Sn(t), 0 ≤ t ≤ 1} en
distribution finie.
Pour cela, soit 0 = t0 < t2 < ... < tk = 1, k ≥ 1. Nous avons
Proposition 4. The sequence of finite distributions(
S[ntj ]√
n
, 1 ≤ j ≤ k
)
, n ≥ 1,
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weakly converges to k-dimensional centered Gaussian vector of variance-
covariance matric
(min(ti, tj))1≤i,j≤k .
Proof. Nous avons
Yn(t1) = Xn(t1)−Xn(t0) = 1√n
∑
[nt0]<j≤[nt1}Xj
....
Yn(ti) = Xn(ti)−Xn(ti−1) = 1√n
∑
[nti−1]<j≤[nti}Xj
....
Yn(tk) = Xn(tk)−Xn(tk−1) = 1√n
∑
[ntk−1]<j≤[ntk}Xj
 .
Nous constatons que les variables Yn(ti) sont inde´pendantes et pour
chaque ti, nous pouvons appliquer le the´ore`me central limite dans R,
Yn(ti) =
1√
n
∑
[nti−1]<j≤[nti}
Xj → N(0, ti − ti−1)
De`s lors, pour tout u = (u1, ..., uk) ∈ Rk
E(exp(
∑
1≤i≤1
Yn(ti)ui) =
∏
1≤i≤1
E(exp(Yn(ti)ui)→
∏
1≤i≤1
e
1
2
u2i /(ti−ti−1).
Donc le vecteur Yn = (Yn(ti), 1 ≤ i ≤ k) tend vers un vecteur gaussien
Z a` composantes inde´pendantes et dont le iie`me composante a la vari-
ance ti − ti−1.
Mais le vecteur Xn = (Xn(ti), 1 ≤ i ≤ k) est une transformation
line´aire de Yn de la forme
Xn = AYn =

1 0 ... 0
1 1 ... 0
1 ... 1 0
1 ... ... 1
Yn
avec
Aij = 1(i≤j).
Alors Xn converges en loi vers le vecteur gaussien V = AZ, de sorte
que
Vi = Z1 + ...+ Zi
et
Zi = Vi − Vi−1.
Donc pour tout 1 ≤ i ≤ k,
E(V 2i ) =
∑
1≤j≤i
E(Z2j ) =
∑
1≤j≤i
(tj − tj−1) = tj.
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Et pour tout 1≤ i ≤ j ≤ k,
E(ViVj) = E(Vi(Vi + (Vj − Vi)
et
= E(V 2i ) + E(Vi(Vj − Vi)).
Puisque
Vi = Z1 + ...+ Zi
et
Zi = Vi − Vi−1
sont inde´pendants et centre´s, il vient que
E(ViVj) = E(Vi) = ti = ti ∧ tj.
Cela suffit pour de´montrer le re´sultat.

CHAPTER 2
The´orie de la Convergence Vague
1. Introduction
Dans ce chapitre, nous traitons de la the´orie unifie´e de la conver-
gence vague par sa caracte´risaton fonctionnelle. Nous souhaitons nous
limiter dans ce texte a` l’e´tude de cette the´orie sur des mesures de prob-
abilite´ sur Rk, k ≥ 1.
Cependant, il arrive que les preuves soient exactement les meˆmes que
le cas ge´ne´ral pour des mesures de probabilite´ sur un espace espace
me´trique (S, d) muni de sa σ-alge`bre bore´lienne B(S), ne faisant in-
tervenir que les proprie´te´s ge´ne´rales de la me´trique. Dans de telles
situations, nous e´nonc¸ons la proprie´te´ et les preuves dans le cas ge´ne´ral.
Pour traiter de la tension de suites de mesures de probabilite´, c’est-
a`-dire, de l’existence pour ces suites, de sous-suites convergentes au
sens vague, le traitement sera fait spe´cifiquement a` Rk par le biais du
the´ore´me de Helly-Bray.
Comme dans toute the´orie limite, il faut necessairement traiter de
l’unicite´ de la limite, de crite`res de convergence, de compacite´ rela-
tive et de transformations e´ventuelles. Pour compacite´ relative, nous
parlerons plutoˆt de tension.
2. De´finition, Unicite´ et The´ore`me Portmanteau
Definition 1. La suite d’applications mesurables Xn : (Ωn,An,Pn) 7→
(S,B(S)) converge vaguement vers X : (Ω∞,A∞,P∞) 7→ (S,B(S))
mesurable ssi pour toute fonction f : S 7→ R, continue et borne´e (note´
f ∈ Cb(S) ),
(2.1) Ef(Xn))→ Ef(X) quand n→ +∞.
Nous remarquons que les espaces de de´part n’ont aucune importance
dans cette the´orie, d’ou` le nom de convergence vague. Notons L =
PX = P∞ ◦X−1, la loi de X de´finie
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∀ B ∈ B∞(S), L(B) = P∞(X−1(B)) = P(X ∈ B),
et pour tout n ≥ 1, P(n) la loi de probabilite´ de Xn de´finie par
∀ B ∈ B(S), P(n)(B) = Pn(X−1n (B)) = Pn(Xn ∈ B).
La de´finition dit que Xn converge vaguement vers X si et seulement si
pour tout f ∈ Cb(S),∫
S
f(x) dP(n)(x)→
∫
S
f(x) dL(x) quand n→ +∞.
On pourrait ainsi remplacer (2.1) par
(2.2) Ef(Xn))→
∫
S
f dL quand n→ +∞,
et dire que la suite (Xn)n≥1 converge vaguement vers une probabilite´
L. Dans la suite, nous utiliserons les deux terminologies.
Faites attention a` ce point important. Il est aussi important de
voir que les symboles d’e´spe´rance mathe´matique dans (2.1) de´pendent
des mesures de probabilite´ qu’ils utilisent. En conse´quence, ils doivent
eˆtre labellise´s par exemple sous la forme,
E∞(f(X)) =
∫
f(X)dP∞, En(f(Xn)) =
∫
f(Xn)dPn, n ≥ 1.
avec E∞ = EP∞ et En = EPn . Mais, nous avons choisi d’omettre ces la-
bels en vue de garder les notations simples. Nous les utiliserons lorsque
cela est ne´cessaire. Ainsi, on ne doit utiliser la line´arite´ de l’espe´rance
ou effecter des ope´rations sur les espe´rances que lorsque les espaces de
probabilite´ de de´part sont les meˆmes, comme dans la section 6.
Nous allons montrer que la limite est unique en distribution dans le
sens suivant.
Proposition 5. Soit une suite d’applications mesurables Xn : (Ωn,An,Pn) 7→
(S,B(S)), et soit Q1 et Q2 deux probabilite´s sur (S,B(S)). Supposons
que Xn converge vaguement a` la fois vers Q1 et Q2. Alors, ne´cessairement,
nous avons
Q1 = Q2.
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PREUVE. Supposons que Xn converge vaguement a` la fois vers Q1 et
Q2. Pour montrer que P1 = P2, il suffit de montrer qu’elles ont e´gales
sur la classe des ouverts Θ de (S, d). En effet Θ est un pi-system qui
engendre B(S). Alors deux probabilite´s sur (S,B(S)) qui sont e´gales
sur Θ, sont par ailleurs e´gales sur B(S).
Soit G un ouvert de S. Pour tout entier m ≥ 1, posons fm(x) = min(m
d(x,Gc), 1). Pour tout m, la fonction fm est a` valeurs dans [0, 1], donc
borne´e. Puisque Gc est ferme´e, on a
d(x,Gc) =
{
> 0 si x ∈ G
0 si x ∈ Gc .
Montrons que fm est lipschitzienne. Evaluons |fm(x)− fm(y)| selon
trois cas.
Cas 1. (x, y) ∈ (Gc)2. Donc
|fm(x)− fm(y)| = 0 ≤ m d(x, y).
Cas 2. x ∈ G et y ∈ Gc (ou en permutant les roˆles de x et y). On a
|fm(x)− fm(y)| = |min(md(x,Gc), 1)| ≤ m d(x,Gc) ≤ m d(x, y),
par de´finition meˆme de d(x,Gc) = inf{d(x, z), z∈ Gc}.
Cas 3. Soit (x, y) ∈ G2. On a, en utilisant la proprie´te´ (7.5) de la
section appendice 7
|fm(x)− fm(y)| = |min(md(x,Gc), 1)−min(md(y,Gc), 1)| ≤ |md(x,Gc)−md(y,Gc)| ,
≤ m d(x, y)
par l’ine´galite´ triangulaire bis. Donc fm est m-lipschitzienne. De plus
fm ↑ 1G quand m ↑ ∞.
En effet, si x∈ Gc, fm(x) = 0 ↑ 0 = 1G(x). Si x ∈ G, d(x,Gc) > 0 et
md(x,Gc) ↑ ∞. Pour m assez grand,
(2.3) fm(x) = 1 ↑ 1G(x)
En re´sume´, chaque fonction fm est lipschitzienne, borne´e, positive.
Une fois que nous avons les proprie´te´s de fm, revenons a` notre hy-
pothe`se a` savoir que Xn converge vaquement a` la fois vers P1 et P2,
34 2. THE´ORIE DE LA CONVERGENCE VAGUE
c’est-a`-dire que que pour toute fonction f : S 7→ R, continue et borne´e,
nous avons, quand n→ +∞,
(2.4) Ef(Xn))→
∫
f dQ1 and Ef(Xn))→
∫
f dQ2.
Par l’unicite´ de la limite de suites re´elles, nous avons
∀(f ∈ Cb(S)),
∫
f dQ1 =
∫
f dQ2.
On peut donc appliquer cette e´galite´ pour toutes les fonctions fm
de´finies ci-haut. Cela nous donnera
∀(m ≥ 1),
∫
fm dQ1 =
∫
fm dQ2.
En faisant croitre m vers l’infini, en utilisant (2.3) et en appliquant le
The´ore`me de convergence monotone, nous obtenons∫
1G dQ1 =
∫
1G dQ2,
signifiant
Q1(G) = Q2(G).
Puisque G a e´te´ arbitrairement fixe´, il s’ensuit que l’e´galite´ est vraie
pour tous les ouverts de S. Alors, par nos remarques liminaires, nous
avons bien Q1 = Q2.
Notation. Lorsque (Xn)n≥1 converge vaguement X, nous utilisons la
notation principale
Xn  X quand → +∞,
mais il nous arrivera aussi d’utiliser ces deux autres : Xn →L X (pour
convergence en loi) or Xn →d X (pour convergence en distribution) ou
Xn →w X (pour convergence vague, weakly en Anglais).
Nous avons maintenant besoin de la caracte´risation de cette conver-
gence. Selon les besoins, on peut avoir besoin d’autres angles d’attaque,
pour l’e´tablir.
The´ore`me 2. (Portmanteau). La suite d’applications Xn : (Ωn,An, Pn) 7→
(S,B(S)) converge vaguement vers une probabilite´ L ssi
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(ii) Pour tout ouvert G de S ,
lim inf
n→+∞
Pn(Xn ∈ G) ≥ L(G).
(iii) Pour tout ferme´ F de S,
lim sup
n→+∞
Pn(Xn ∈ F ) ≤ L(F ).
(iv) Pour toute fonction f semi-continue infe´rieurement (s.c.i) et mi-
nore´e,
lim inf
n→+∞
Ef(Xn) ≥
∫
f dL.
(v) Pour toute fonction f semi-continue supe´rieurement (s.c.s) et ma-
jore´e,
lim sup
n→+∞
Ef(Xn) ≤
∫
fdL.
(vi) Pour tout bore´lien B de S tel que L(∂B) = 0,
lim
n→+∞
Pn(Xn ∈ B) = lim
n→+∞
Pn(Xn ∈ B) = L(B).
(vii) Pour toute fonction f positive, borne´e et lipschitzienne.
lim inf
n→+∞
Ef(Xn) ≥
∫
fdL.
Avant de commencer la preuve, rappelons que ∂B est la frontie`re de
B. Si L(∂B) = 0, on dit que B est L -continue. Quant aux fonctions
semi-continues, nous ferons un rappel dans la sous-section 7.2 de la
section annexe 7.
PREUVE.
Les points (ii) et (iii) sont e´quivalents par comple´mentation. De meˆme
pour les points (iv) et (v) en passant de f a` −f et en utilisant les
proprie´te´s vues dans la sous-section 7.2 de la section annexe 7 ci-bas.
Maintenant notons (i) la formule (2.1) de la de´finition de la conver-
gence vague. L’implication (i) ⇒ (vii) est e´vidente car une fonction
lipschitzienne (de parame`tre k), c’est a` dire, telle que
∀(x, y) ∈ S2, |f(x)− f(y)| ≤ k d(x, y),
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est continue.
Prouvons (vii)⇒ (ii). Soit G un ouvert de S. Pour tout entier m ≥ 1,
posons fm(x) = min(m d(x,G
c), 1). Pour tout m, la fonction fm est a`
valeurs dans [0,1], donc borne´e. Nous avons de´ja` recontre´ cette finction
dans la preuve de la proposition 5. Nous savons que chaque m, fm est
lipschitzienne, borne´e, positive et
fm ↑ 1G quand m ↑ ∞.
Nous avons pour tout n ≥ 1 et pour tout m ≥ 1,
E(1G(Xn)) ≥ Efm(Xn).
Appliquons (vii) pour avoir
(2.5) lim inf
n→+∞
E(1G(Xn)) ≥ lim inf
n→+∞
Efm(Xn) ≥
∫
fm dL.
Or pour toute mesure de probabilite´ et pour toute partie mesurable
EQ(1B) = Q(B)
Pour B = 1X−1n (G) = 1(Xn∈G), et en passant a` la limite sur m et en
utilisant le the´ore`me de convergence monotone a` (2.5), on obtient
lim inf
n→+∞
Pn(Xn ∈ G) ≥
∫
1G dL = L(G)
Donc (ii) est de´montre´.
Prouvons que : (ii)⇒ (iv).
Soit (ii) vraie. Soit f une fonction semi-continue infe´rieurement mi-
nore´e par M. Nous pouvons prouver (iv) pour f − M = g positive,
qui est encore s.c.i. Alors les ensembles (g ≤ c) sont ferme´s selon la
proposition 19 de la section annexe 7. Posons pour m ≥ 1 fixe´.
Gi = {g > i/m}, i ≥ 1.
et
gm =
1
m
m2∑
i=1
1Gi .
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Les ensembles Gi sont ouverts car g est s.c.i. Remarquons que
(2.6) gm(x) =
i
m
pour
i
m
< g(x) ≤ i+ 1
m
, pour i = 1, ...,m2 − 1
et
gm(x) = m pour g(x) > m.
Donc, nous avons
gm ≤ g.
De plus, d’apre`s (2.6), il est vrai que
|gm(x)− g(m)| ≤ 1/m pour g(x) ≤ m.
On a
g(Xn) ≥ gm(Xn) = 1
m
m2∑
i=1
1Gi(Xn) =
1
m
m2∑
i=1
1(Xn∈Gi),
signifiant
(2.7) Eg(Xn) ≥ Egm(Xn) = 1
m
E.
m2∑
i=1
1(Xn∈Gi).
Donc (2.7) donne
Eg(Xn) ≥ Egm(Xn) ≥ 1
m
m2∑
i=1
E1(Xn∈Gi) =
1
m
m2∑
i=1
Pn(Xn ∈ Gi).
En passant a` la limite sur n, et en appliqunant (ii), on aura
lim inf
n→+∞
Eg(Xn) ≥ lim inf
n→+∞
Egm(Xn) ≥ 1
m
m2∑
i=1
L(Gi) =
∫
gm dL ≥
∫
(g≤m)
gm dL,
et donc
≥
∫
(g≤m)
g dL+
∫
(g≤m)
(gm − g) dL.
Quand m→∞ ∫
(g≤m)
g dL→
∫
g dL
et
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|
∫
(g≤m)
(gm − g) dL| ≤ L(S)/m→ 0.
D’ou`
lim inf
n→+∞
Eg(Xn) ≥
∫
g dL.
Maintenant, en remplac¸ant g par f −M , la meˆme formule reste vraie,
par simplification de M. Donc (iv) vraie.
Prouvons (ii)⇒ (vi). Rappelons que ∂B = B− int(B), autrement dit,
B est la diffe´rence entre la fermeture de B et de son inte´rieur. Donc,
puisque int(B) ⊆ B ⊆ B
(2.8) L(∂B) = L(int(B))− L(B) = 0⇒ L(int(B)) = L(B) = L(B)
Puisque int(B) est ouvert et que B est ferme´, on peut utiliser (ii) et
(iii) a` la fois pour avoir
(2.9) L(int(B)) ≤ lim inf
n→+∞
Pn(Xn ∈ int(B)) ≤ lim sup
n→+∞
Pn(Xn ∈ B),
(2.10) ≤ Pn(Xn ∈ B) ≤ L(int(B),
D’ou`, par (2.8)
L(B) = lim
n→+∞
Pn(Xn ∈ B) = lim
n→+∞
Pn(Xn ∈ B).
Ce qui e´tait a` de´montrer.
Prouvons que (vi)⇒ (iii).
Soit (vi) vraie et soit F un ferme´ de S. Posons (Fε) = {x, d(x, F ) ≤ ε}
pour ε ≥ 0. On
F ⊆ F (ε)
et
F (ε) ↓ F pour ε ↓ 0
Maintenant ∂F (ε) ⊆ {x, d(x,F)=ε}. Donc les ensembles ∂F (ε) sont
disjoints, donc au plus un nombre de´nombrable d’ensembles parmi eux,
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ont une probabilite´ non nulle (voir Proposition 7.3 de la section annexe
7 ci-bas). Donc on peut trouver une suite εn ↓ 0 telle que pour tout n,
L(∂F (εn)) = 0.
Pour n fixe´, F ⊆ F (εn),
lim sup
n→+∞
Pn(Xn ∈ F ) ≤ lim sup
n→+∞
Pn(Xn ∈ F (εn))
et par application de (vi)
lim sup
n→+∞
Pn(Xn ∈ F ) ≤ lim sup
n→+∞
Pn(Xn ∈ F (εn)) = L(F (εn)).
Maintenant, en passant a` la limite quand n ↑ ∞,
lim sup
n→+∞
Pn(Xn ∈ F ) ≤ L(F ),
ce qui est bien (iii).
Prouvons (iv)⇒ (i)
Si (iv) est vraie, alors (v) est vraie. Donc une fonction f continue et
borne´e, est a` la fois s.c.i. et minore´e, et s.c.s. et majore´e, on aura∫
fdL ≤ lim inf
n→+∞
Ef(Xn) ≤ lim inf
n→+∞
Ef(Xn) ≤ lim sup
n→+∞
supEf(Xn) ≤
∫
fdL
D’ou` ∫
fdL = lim
n→+∞
Ef(Xn) = lim
n→+∞
Ef(Xn).
En re´sume´ nous avons montre´ le the´ore`me par ce sche´ma
(i) ⇒ (vii) ⇒ (ii) ⇔ (iii)
⇑ ⇓ ⇑
(v) ⇔ (iv) = (iv) (vi) = (vi)
qui montre que les six assertions sont e´quivalentes entre elles.
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3. Tansformations continues
Soit une suite (Xn)n≥1 a` valeurs dans l’espace me´trique (S, d) qui
converge vaguement vers X et soit une application g de S dans un
autre espace me´trique (D, r). Alors, la suite g(Xn)n≥1 converge-t-elle
vaguement vers g(X)?
Pour re´pondre partiellement a` cette question, supposons que g soit con-
tinue. Alors, il est e´vident que si f ∈ Cb(D), alors f ◦ g ∈ Cb(S).
Donc, nous avons
∀ f ∈ Cb(S), Ef(Xn))→ Ef(X)
et puisque f ∈ Cb(D)⇒ f ◦ g ∈ Cb(S), cela me`ne a` :
∀ f ∈ Cb(D), Ef ◦ g(Xn))→ Ef ◦ g(X).
D’ou` la proposition :
Proposition 6. Soit une suite d’applications Xn : (Ωn,An,Pn) 7→
(S,B(S)) convergeant vaguement vers la variable ale´atoire X : (Ω∞,A∞,P∞) 7→
(S,B(S)) (ou vers la probabilite´ L sur S), et g : S 7→ D une application
continue. Alors
g(Xn)→w g(X).
ou par une autre e´criture,
g(Xn)→w L ◦ g−1
Cette proposition est tre`s importante. Mais, on a plus que cela. En
effet, on n’a pas besoin de la continuite´ sur tout l’ensemble S. Il suffira
que l’ensemble des points de discontinuite´ de g soit de mesure nulle par
rapport a` L. Soit discont(g) l’ensemble mesurable des points de dis-
continuite´ de g. D’apre`s le lemme 3 de la Section Appendice 7 ci-bas,
cet ensemble est mesurable.
Nous avons le re´sultat ge´ne´ral suivant.
Proposition 7. Soit une suite d’applications Xn : (Ωn,An,Pn) 7→
(S,B(S))) convergeant vaguement vers la variable ale´atoire X : (Ω∞,A∞,P∞) 7→
(S,B(S)) (ou vers la probabilite´ L sur S), et g : S 7→ D une application
telle que L(discont(g)) = P(X ∈ discont(g)) = 0. Alors
g(Xn)→w g(X)
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ou par une autre e´criture,
g(Xn)→w L ◦ g−1.
PREUVE. Soit Xn →w L avec L(discont(g)) = 0. Soit F une partie
ferme´e de D. Montrons que nous avons
(3.1) g−1(F )) ⊆ g−1(F ) ∪ discont(g).
En effet soit x∈ g−1(F ). Donc il existe une suite (yn)n≥1 ∈ g−1(F ) telle
que yn → x et pour tout n≥ 1, g(yn) ∈ F. Alors ou bien
x ∈ discont(g),
ou bien x est un point de continuite´. Dans ce dernier cas, (yn → x,
g(yn) ∈ F )⇒ g(yn)→ g(x) ∈ F puisque F est ferme´ et donc :
x ∈ g−1(F )
Nous voyons donc que (3.1) est e´tablie. Combinons cette formule avec
le point (iii) du the´ ore`me Portmanteau 2. Nous avons
lim sup
n→+∞
Pn(g(Xn) ∈ F ) = lim sup
n→+∞
Pn(Xn ∈ g−1(F )) ≤ lim sup
n→+∞
Pn(Xn ∈ g−1(F )) )
et
lim sup
n→+∞
Pn(Xn ∈ g−1(F )) ) ≤ L(g−1(F )) ) ≤ L(g−1(F ))+L(discont(g)).
Ce qui donne
lim sup
n→+∞
Pn(g(Xn) ∈ F ) ≤ L ◦ g−1(F ).
D’ou` le re´sultat cherche´.
4. Cas particulier de Rk, k ≥ 1
Inte´ressons nous au cas particulier S = Rk. Avant d’aller plus loin,
rappelons les caracte´risations de lois de probabilite´s sur S = Rk.
Pour commencer, faisons cette pre´cision.
Terminilogie Dans toute la partie traitant de Rk, un vecteur ala´toire
de dimension k ≥ 1 est simplement une application mesurable de´finie
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sur un espace mesurable donne´ a` valeurs dans Rk.
Ensuite, adoptons ces notations relatives aux coordonnes d’un vecteur
X et d’une suite de vecteurs (Xn)n≥1 :
X =
 X1· · ·
Xk
 ,
Xn =
 X(n)1· · ·
X
(n)
k
 .
Nous arppelons (voir [8] dans notre se´rie) que la loi de probabilite´ d’un
vecteur ale´atoire X de Rk est caracte´rise´e par sa fonction de re´partition,
de´finie par
t(t1, t2, ..., tk) 7→ FX(t1, t2, ..., tk) = P(X1 ≤ t1, X2 ≤ t2, ..., Xk ≤ tk).
Elle est aussi caracte´rise´e par sa fonction caracte´ristique donne´e par :
t(u1, u2, ..., uk) 7→ ΦX(u1, u2, ..., uk) = E(exp(
k∑
j
i ujXj))
Si sa fonction des moments donne´e
t(u1, u2, ..., uk) 7→ ΨX(u1, u2, ..., uk) = E(exp(
k∑
j
ujXj)),
existe autour d’un voisinage du vecteur nul, alors elle de´finit la loi de
probabilite´ de X de manie`re unique.
Il en est de meˆme pour densit de probabilite´ par rapport a` la mesure
de Lebesgues sur Rk. Celle-ci existe si et seulement si
t(t1, t2, ..., tk) 7→ fX(t1, t2, ..., tk) = ∂
(k)FX(t1, t2, ..., tk)
∂t1∂t2 · · · ∂tk ,
presque partout - en (t1, t2, ..., tk)) - par rapport a` la mesure de Lebesgues
sur Rk.
Il est remarquable que ces meˆmes de´terminants jouent aussi les grands
roˆles en convergence vague
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Avec les notations de´ja` introduites, nous avons les propositions suiv-
antes.
Proposition 8. Une suite de variables ale´atoirs Xn : (Ωn,An,Pn) 7→
(Rk,B(Rk)) converge vaguement vers la variable ale´atoire X : (Ω∞,A∞,P∞) 7→
(Rk,B(Rk)), alors pour tout point t = (t1, t2, ..., tk) de continuite´ de FX
ou de L,
(4.1) Pn(Xn ∈
k∏
i=1
]−∞, ti])→ FX(t1, t2, ..., tk).
PREUVE. Soit la fonction de re´partition de X
FX(t1, t2, ..., tk) = P∞(X1 ≤ t1, X2 ≤ t2, ..., Xk ≤ tk)
= P∞(X ∈
k∏
i=1
]−∞, ti])
Notons t = (t1, ..., tk) et t(n) = (t1(n), t2(n), ..., tk(n)). On dira que
t(n) ↑ t (resp t(n) ↓ t) ssi
∀(1 ≤ i ≤ k), ti(n) ↑ ti (resp. ti(n) ↓ ti)
Posons A(t)=
∏k
i=1 ]−∞, ti] . Nous avons quand n ↑ ∞,
A(t(n)) ↓ A(t)
et donc, par la limite monotone des probabilite´s,
FX(t) = P∞(X ∈ A(t(n)) ↓ P∞(X ∈ A(t)) = FX(t)
Par suite, FX est continue a` droite en tout t. Mais
A(t(n)) ↑ A+(t) =
k∏
i=1
]−∞, ti[
et par suite
FX(t) = P∞(X ∈ A(t(n)) ↑ P∞(X ∈ A+(t))
Mais nous avons
D(t) = A(t) \ A+(t)(4.2)
= {x = (x1, ..., xk) ∈ A(t),∃1 ≤ i ≤ k, xi = ti}
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Pour mieux comprendre cette formule, regardez la pour k=1
D(a) =]−∞, a] \ ]−∞, a[= {a}
et pour k=2
D(a, b) =]−∞, a] × ]−∞, b] \ ]−∞, a[ × ]−∞, b[
= {(x, y) ∈]−∞, a] × ]−∞, b], x = a ou y = b}
D’ou`, si
(4.3) P∞(X ∈ D(t)) = L(D(t)) = 0
alors, quand n→∞,
FX(t) = P∞(X ∈ A(t(n)) ↑ P∞(X ∈ A+(t))
= P∞(X ∈ A(t))− P∞(X ∈ D(t)) = FX(t)
Donc (4.3) est la condition de continuite´ de FX en t. Mais la frontie`re
de A(t) est exactement D(t), i.e.,
(4.4) ∂A(t) = D(t).
Car l’inte´rieur de A(t) est suˆrement A+(t). Donc d’apre`s le point (vi) du
the´ore`me Portmanteau, nous avons la partie directe de la proposition
: quand n→ +∞,
(Xn →w X) =⇒ (Pn(Xn ∈]−∞, t])→ FX(t) pour FX continue en t.
Ce qui finit la preuve.
Proposition 9. Une suite d’applications Xn : (Ωn,An, Pn) 7→
(Rk,B(Rk)) mesurables converge vaguement vers la variable ale´atoire
X : (Ω∞,A∞,P∞) 7→ (Rk,B(Rk)), ssi pour tout point t = (t1, t2, ..., tk)
de continuite´ de FX ,
(4.5) FXn(t)→ FX(t1, t2, ..., tk)
PREUVE. Supposons que pour tout point t = (t1, t2, ..., tk) de conti-
nuite´ de FX , FXn(t)→ FX(t1, t2, ..., tk). Pour montrer que Xn converge
vaquement, nous allons montrer le point (ii) du The´ore`me Portman-
teau, c’est-a`-dire, pour tout ouvert G de Rk,
lim inf
n→+∞
P (Xn ∈ G) ≥ P (X ∈ G).
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Soit un ouvert G de Rk. D’apre`s la proposition 18 de la section appen-
dice 7 ci-bas, G peut s’e´crire sous la forme
G =
⋃
j≥1
]aj, bj]
avec ]aj, bj] FX-continu, c’est-a`-dire que pour tout point c telle que
ci = a
(j)
i ou ci = b
(j)
i ,
c est un point de continuite´ de FX . Graˆce a` la continuite´ de la proba-
bilite´ PX , on peut trouver pour tout η > 0, un rang m tel que
(4.6) PX(G)− η ≤ PX(
m⋃
j=1
]aj, bj])
Posons Aj =]a
j, bj] a formule de Poincarre´ donne
PX(
m⋃
j=1
Aj) =
∑
PX(Aj)−
∑
PX(AiAj) +
∑
PX(AiAjAk)(4.7)
+ ...+ (−1)n+1PX(A1A2...An)
et
PXn(
m⋃
j=1
Aj) =
∑
PXn(Aj)−
∑
PXn(AiAj) +
∑
PXn(AiAjAk)(4.8)
+ ...+ (−1)n+1PXn(A1A2...An)
Maintenant traitons chacun des termes de ces expressions. Prenons un
terme quelconque
PX(Ai1Ai2 ...Aik).
Puisque la classe U des intervalles FX-continus est stable par in-
tersection finie (Sous-section 7.1.2 de la section 7), cette intersection
Ai1Ai2 ...Aik est de type ]a, b] ∈ U et la formule de la mesure de Lebesgues-
Stieljes donne
PX(Ai1Ai2 ...Aik) =
∑
ε∈{0,1}k
(−1)
∑
1≤i≤k εiFX(b+ ε ∗ (a− b))
et
PXn(Ai1Ai2 ...Aik) =
∑
ε∈{0,1}k
(−1)
∑
1≤i≤k εiFXn(b+ ε ∗ (a− b)).
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Ici les points c = b + ε ∗ (a − b) sont tous des points de continuite´
puisque ]a, b] ∈ U . Il suit de cela et de la convergence (4.5) que
PXn(Ai1Ai2 ...Aik)→ PX(Ai1Ai2 ...Aik).
En ope´rant par terme dans (4.7) et (4.8), nous concluons que
PXn(
m⋃
j=1
Aj)→ PX(
m⋃
j=1
Aj),
et par la suite,
lim inf
n→+∞
Pn(Xn ∈ G) = lim inf
n→+∞
Pn(Xn ∈
⋃
j≥1
]aj, bj])
≥ lim
n→+∞
Pn(Xn ∈
m⋃
j=1
]aj, bj]) ≥ Pn(X ∈ G)− η
pour tout η > 0. D’ou`
lim inf
n→+∞
Pn(Xn ∈ G) ≥ P∞(X ∈ G).
pour tout G ouvert. Il s’en suit que
Xn →d X quand n→ +∞.
Passons aux fonctions caracte´ristiques. Nous avons :
Proposition 10. Une suite d’applications Xn : (Ωn,An,Pn) 7→
(Rk,B(Rk)) mesurables converge vaguement vers la variable ale´atoire
X : (Ω∞,A∞,P∞) 7→ (Rk,B(Rk)), ssi pour tout point t(u1, u2, ..., uk) ∈
Rk,
ΦXn(u1, u2, ..., uk) 7→ ΦX(u1, u2, ..., uk).
Remarque. La preuve que nous pre´sentons ici, est base´e sur le the´ore`me
de Stone-Weirstrass, qui est un e´le´ment important de la topologie des
espaces de fonctions continues de´finies sur un compact. Ce the´ore`me
est rappele´ dans la proposition 6 de la section 7, voir ci-bas. Cepan-
dant, une autre preuve beaucoup plus jolie a` nos yeux, est donne´e dans
le the the´ore`me 10 du chapitre 3. Ce dernier est base´ sur le concept de
tension et le the´ore`me de continuite´ de Le´vy.
Proof. Rappelons la de´finition de la fonction characte´ristique ainsi
qu’il suit
t(u1, u2, ..., uk) 7→ ΦX(u1, u2, ..., uk) = E( exp (
k∑
j
i ujXj)),
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qui peut eˆtre re´-e´crite ainsi
t(u1, u2, ..., uk) 7→ exp(
k∑
j
i ujXj) = cos(
k∑
j
i ujXj) + i sin(
k∑
j
ujXj).
Cette fonction complexe a des composantes qui sont des fonctions
borne´es et continues de X et par de´finition,
E exp(
k∑
j
i ujXj) = E cos(
k∑
j
i ujXj) + i E sin(
k∑
j
ujXj).
Donc par la simple de´finition de la convergence vague, nous avons en
tout t(u1, u2, ..., uk) ∈ Rk,
(4.9) ΦXn(u1, u2, ..., uk) 7→ ΦX(u1, u2, ..., uk).
Ceci e´tablit le sens direct de la preuve. Pour prouver le sens indirect
one, nous en appelons au the´ore`me de Stone-Weirstrass (Voir Proposi-
tion 6 de la sous-section 6 de la section 7, voir ci-bas).
A cet effet, posons ∆(a) = [−a, a]k, for 0 < a ∈ R. Notons par H la
classe des fonctions continue borne´es sur Rk dont les e´le´ments sont de
la forme
(4.10) t(x1, x2, ..., xk) 7→
m∑
r=1
ar exp(
k∑
j
pinj,r i xj/a),
ou` les coefficients ar sont des nombres complexes et les nj,r sont des
entiers. En d’autres termes, les e´le´ments de H sont des combinaisons
line´aires de fonctions exponentielles de combinaisons line´aires de x1, x2,..., xk.
Remarquons que chaque fonction
xj 7→ exp(pinj,r i xj/a)
est pe´riodique de pe´riode 2a, si bien que h ∈ H attenit ses valeurs dans
∆(a, et alors {h(x), x ∈ Rk} ⊂ {h(x), x ∈ ∆(a)} et donc
‖h‖ = ‖h‖∆(a) .
Pour tout h ∈ H, notons h∆(b) la restriction de h sur ∆(b), pour b > 0,
et soit Hb = {h∆(b), h ∈ H}. Ve´rifions que pour tout 0 < b < a, les
conditions du the´ore`me de Stone-Weirstrass sont ve´rifie´es pour Hb.
(1) H contient les constantes. Soit d un nombre complexe quelconque.
Dans (4.10), prenons m = 1, a1 = d et n1,1 = n2,1 = ... = nk,1 = 0.
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Nous obtenons h(x) = a1 = d.
(2) H est stable par somme et produits finis. Cela est e´vident.
(3) Les conjugue´s h des e´le´ments h de H restent dans H.
(4) H se´pare les points de Rk. Pour le voir, prenons t(z1, z2, ..., zk) 6=t
(y1, y2, ..., yk) dans ∆(b),. Donc au moins pour un indice j0 ∈ {1, ..., k},
nous avons zj0 6= yj0 . Mais |zj0 − yj0| ≤ 2b < 2a. De´finissons h0 ∈ H
par
h0(x) = e
ipixj0/a.
L’e´galite´ eipizj0/a = eipiyj0/a aurait entraˆıne´ qu’il existe un entier k ∈ Z
tel que (zj0 − yj0) = 2ka, ce qui est impossible. Donc, nous avons
h0(z) = e
ipizj0/a 6= eipiyj0/a = h0(y).
Ce qui implique que h0 se´pare
t(z1, z2, ..., zk) et
t(y1, y2, ..., yk).
Les conditions du the´ore`me de Stone-Weirstrass sont ve´rifie´s. Main-
tenant, supposons que (4.9) est vraie. Soit f ∈ Cb(Rk,R) ⊆ Cb(Rk,C).
Soit fb la restriction de f sur ∆(b) si bien que fb ∈ C(∆(b),C) ou`
b = b(a) < a, est une fonction croissante non borne´e de a (b(a) = a/2
for instance). A cet e´tape, nous appliquons le the´ore`me de Stone-
Weirstrass pour trouver, pour tout ε > 0, un e´le´ment h de H,
h(x) =
m∑
r=1
ar exp(
k∑
j
i ur,jxj)
tel que
sup
x∈∆(b)
|f(x)− h(x)| = ‖f − h‖∆(b) ≤ ε/3.
En appliquant (4.9), nous avons
E(h(Xn))→ E(h(X)) as n→ +∞.
Soit donc un entier positif n0 tel que pour tout n ≥ n0,
(4.11) |E(h(Xn))→ E(h(X))| =
∣∣∣∣∫ h dPn ◦X−1n − ∫ h dP ◦X−1∣∣∣∣ ≤ ε/3
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Nous avons
E(f(Xn))− E(f(X)) = (
∫
f dPn ◦X−1n −
∫
h dPn ◦X−1n )
+(
∫
h dPn ◦X−1n −
∫
c
h dP ◦X−1)
+(
∫
h dP ◦X−1 −
∫
c
f dP ◦X−1).
Le premier terme satisfait
E
∣∣∣∣∫ f dPn ◦X−1n − ∫ h dPn ◦X−1n ∣∣∣∣ ≤ ∫
∆(b)
|f − h| dPn ◦X−1n
+
∫
∆c(b)
|f − h| dPn ◦X−1n
≤ ε/3 + (‖f‖+ ‖h‖)Pn(Xn ∈ ∆c(b)).(4.12)
Par la meˆme me´thode, le troisie`me terme aussi ve´rifie
(4.13) E
∣∣∣∣∫ f dP∞ ◦X−1 − ∫ h dP∞ ◦X−1∣∣∣∣ ≤ ε/3+(‖f‖+‖h‖) P∞(X ∈ ∆c(b)).
En mettant ensemble les formules (4.11), (4.12) and (4.13), nous obtenons
pour tout n ≥ n0
|E(f(Xn))− E(f(X))| ≤ ε+(‖f‖+‖h‖)(Pn(Xn ∈ ∆c(b))+P∞(X ∈ ∆c(b))).
Alors, pour tout n ≥ n0 fixe´, nous faisons croˆıtre a vers +∞. En
conse´quence b(a) ↑ +∞ et par la suite, Pn(Xn ∈ ∆c(b)) + P∞(X ∈
∆c(b)) ↓ 0. Alors pour tout n ≥ n0
|E(f(Xn))− E(f(X))| ≤ ε
Ce qui prouve que
E(f(Xn))→ E(f(X)) as n→ +∞
et donc
Xn  X as n→ +∞.
En mettant ensemble les propositions (8), (9) et (10), nous obtenons
le thorme complet Pormanteau dans Rk.
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The´ore`me 3. Let k be a positive integer. The sequence of random
vectors Xn : (Ωn,An,Pn) 7→ (Rk,B(Rk)), ≥ 1, weakly converges to the
random vector X : (Ω∞,A∞,P∞) 7→ (Rk,B(Rk)) if and only if one of
these assertions holds.
(i) For any real-valued continuous and bounded function f defined on
Rk),
lim
n→+∞
Ef(Xn) = Ef(X).
(ii) For any open set G in Rk,
lim inf
n→+∞
Pn(Xn ∈ G) ≥ P∞(X ∈ G).
(iii) For any closed set G of S, we have
lim sup
n→+∞
Pn(Xn ∈ F ) ≤ P∞(X ∈ F ).
(iv) For any inferior semi-continuous and bounded below function f ,
we have
lim inf
n→+∞
Ef(Xn) ≥ Ef(X).
(v) For any superior semi-continuous and bounded above function f ,
we have
lim sup
n→+∞
Ef(Xn) ≤ Ef(X).
(vi) For any Borel set B of S that is PX-continuous, that is P∞(X ∈
∂B) = 0, we have
lim
n→+∞
Pn(Xn ∈ B) = PX(B) = P∞(X ∈ B).
(vii) For any nonnegative and bounded Lipschitz function f , we have
lim inf
n→+∞
Ef(Xn) ≥ Ef(X).
(viii) For any continuity point t = (t1, t2, ..., tk) of FX , we have,
FXn(t)→ FX(t) as n→ +∞.
where for each n ≥ 1, FXn is the distribution function of Xn and FX
that of X.
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(ix) For any point u = (u1, u2, ..., uk) ∈ Rk,
ΦXn(u) 7→ ΦX(u) as n→ +∞.
where for each n ≥ 1, ΦXn is the characteristic function of Xn and ΦX
is that of X
Crie`re de Wold. La suite de vecteurs alatoires {Xn, n ≥ 1} ⊂ Rk
converge vaguement vers to X ∈ Rk, quand n → +∞ si et seulement
si pour a ∈ Rk, la suite {< a,Xn >, n ≥ 1} ⊂ R converge veguement
vers X ∈ R quand n→ +∞.
Preuve. La preuve est rapide. Elle utilise les notations ante´rieures.
Supposons que Xn converge faiblement vers X dans Rk quand n →
+∞. En utilisant la convergence des fonctions caratristiques, nous
avons pour tout u ∈ Rk,
E(exp(i < Xn, u >)→ E(exp(i < X, u >) quand n→ +∞.
Il s’en suit que a ∈ Rk et pour tout t ∈ R, nous avons
(4.14) E(exp(it < Xn, a >)→ E(exp(it < X, a >) quand n→ +∞.
c-a-d que, en prenant u = ta dans la formule prcdente, et en notant
Zn =< Xn, a > et Z =< X, a >,
E(exp(itZn)→ E(exp(itZ) quand n→ +∞.
Cela signifie que Zn  Z, qui est gal < a,Xn >, converges vaguement
vers < a,X >.
Inversement, supposons que pour tout a ∈ Rk, la suite {< a,Xn >
, n ≥ 1} ⊂ R converge vaguement vers X ∈ R as n→ +∞. Alors, en
prenant t = 1 dans (4.14), nous obtenons pour tout a = u ∈ Rk,
E(exp(i < X, u >)→ E(exp(i < X, u >) quand n→ +∞.
ce qui signifie que Xn  +∞ quand n→ +∞.
5. The´ore`me de Scheffe´
Dans la section pre´ce´dente, nous avons lie´ la convergence vague et
quelques caracte´ristiques de variables ale´atoires dans Rk telles que la
fonction de re´partition et la fonction caracte´ristique. On peut se de-
mander ce qu’il en est par rapport aux densite´s de probabilite´s par rap-
port a` la mesure de Lebesgues dans Rk. Le the´ore`me de Scheffe´(1947)
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re´pond a` cette pre´occupation dans le cadre ge´ne´ral. Enonc¸ons-le d’abord.
The´ore`me 4. (The´ore`me de Scheffe´) Soit λ une mesure sur un
espace mesurable (E,B). Et soit p, (pn)n≥1 des densite´s de probabilite´s
par rapport a` λ, c’est-a`-dire des applications nume´riques de´finies sur
E, postitives, mesurables telles que
(5.1) ∀n ≥ 1,
∫
pn dλ =
∫
p dλ = 1.
Si
pn → p, λ− pp
alors
(5.2) sup
B∈B
∣∣∣∣∫
B
pn dλ−
∫
B
p dλ
∣∣∣∣ = 12
∫
|pn − p| dλ→ 0
PREUVE. Supposons que pn → p, λ−pp. Posons ∆n = p−pn. Alors,
(5.1) implique ∫
∆n dλ = 0.
Donc, pour B ∈ B,∫
Bc
∆n dλ =
∫
∆n dλ−
∫
B
∆n dλ = −
∫
B
∆n dλ.
D’ou`
(5.3)
2
∣∣∣∣∫
B
∆n dλ
∣∣∣∣ = ∣∣∣∣∫
B
∆n dλ
∣∣∣∣+∣∣∣∣∫
Bc
∆n dλ
∣∣∣∣ ≤ ∫
B
|∆n| dλ+
∫
Bc
|∆n| dλ ≤
∫
|∆n| dλ,
c’est-a`-dire
(5.4)
∣∣∣∣∫
B
∆n dλ
∣∣∣∣ ≤ 12
∫
|∆n| dλ.
En prenant B = (∆n ≥ 0) dans (5.3), nous avons
2
∣∣∣∣∫
B
∆n dλ
∣∣∣∣ = ∣∣∣∣∫
B
∆+n dλ
∣∣∣∣+∣∣∣∣∫
Bc
−∆−n dλ
∣∣∣∣ = ∫ ∆+n dλ+∫ ∆−n dλ = ∫ |∆n| dλ.
En mettant ensemble les deux dernie`res formules, nous avons
(5.5) sup
B∈B
∣∣∣∣∫
B
pn dλ−
∫
B
p dλ
∣∣∣∣ = 12
∫
|pn − p| dλ.
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Maintenant,
0 ≤ ∆+n = max(0, p− pn) ≤ p.
De plus,∫
∆+n dλ =
∫
(∆n≥0)
∆n dλ =
∫
∆n dλ−
∫
(∆n≤0)
∆n dλ =
∫
(∆n≤0)
−∆n dλ =
∫
∆−n dλ,
de sorte que
(5.6)
∫
|∆n| dλ = 2
∫
∆+n dλ
Appliquons le the´ore`me de convergence domine´e de Lebesgues a` 0 ≤
∆+n ≤ |∆n| → 0 λ− pp, 0 ≤ ∆+n ≤ p. Nous aurons∫
∆+n dλ→ 0,
en vertu de (5.5),
sup
B∈B
∣∣∣∣∫
B
pn dλ−
∫
B
p dλ
∣∣∣∣ = 12
∫
|pn − p| dλ =
∫
∆+n dλ→ 0
Le the´ore`me de Scheffe´ peut alors s’appliquer aux densite´s de proba-
bilite´ dans Rk en particulier. Nous aurons :
Proposition 11. (A) Soit Xn : (Ωn,An,Pn) 7→ (Rk,B(Rk)) une
suite de vecteurs ale´atoires et X : (Ω∞,A∞,P∞) 7→ (Rk,B(Rk)) un
autre vecteur ale´atoire, tous de lois absoluˆment continues par rapport
a` la mesure de Lebesgues sur Rk note´e λk. Soit, pour tout n ≥ 1, fXn
la densite´ de probabilite´ de Xn, et fX celle de X. Supposons que :
fXn → fX , λk − p.s., as n→ +∞.
Alors Xn converge vaguement vers X quand n→ +∞.
(B) Soit Xn : (Ωn,An,Pn) 7→ (Rk,B(Rk)) une suite vecteurs ale´roires
valeurs discrtes X : (Ω∞,A∞,P∞) 7→ (Rk,B(Rk)) un autre vecteur
ale´atoires discret. Notons pour chaque n, le support de´nombrable de
Xn par Dn, c’est-a`-dire :
Pn(Xn ∈ Dn) = 1 et pour chaque x ∈ Dn, Pn(Xn = x) 6= 0
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et par D∞ le support de´nombrable de X. Soit D = D∞ ∩ ∩n≥1Dn et
soit ν la mesurede comptage sur D. Alors les densite´s de probabibilite´
des vecteurs Xn et de X par rapport a` ν sont de´finies sur D par
fXn(x) = Pn(Xn = x), n ≥ 1, fX(x) = P∞(X = x), x ∈ D.
De plus, si
(∀x ∈ D), fXn(x))→ fX(x).
Alors Xn converge vaguement vers X.
6. Convergence vague et convergence en probabilite´ sur le
meˆme espace de probabilie´
Cette section met la convergence vague a` sa place dans le sche´ma de
l’e´tude de convergence de suites de variables ale´atoires de´finies sur
le meˆme espace de probabilite´ (Ω,A,P) et a` valeur dans un espace
me´trique (S, d).
Nous avons de´ja` vu que la convergence vague n’exige pas la connais-
sance des espaces de de´part. Lorsque les suites e´tudie´es sont sur le
meˆme espace, nous avons alors des relations inte´ressantes avec les
autres types de convergence.
A l’inverse, il existe des re´sultats regroupe´s sous le manteau de Skorohod-
Wichura-Dudley qui permettent de donner une version de convergence
vague en convergence presque-suˆre dans un espace convenablement
choisi. La de´monstration ne sera pas aborde´e dans cet ouvrage. Elle
sera donne´e dans l’ouvrage avance´ de convergence vague. Ici, Il sera
expose´ et illustre´ seulement pour le cas de l’espace R dans le chapitre 4.
Commenc¸ons par les de´finitions.
6.1. De´finitions. Dans tout ce document,a` l’exception de la sec-
tion sur le the´ore`me de Skorohod-Wichura, les suites de variables ale´atoires
(Xn)n≥0, (Yn)n≥0, etc., et les variables ale´atoires X, Y, etc. sont de´finies
sur le meˆme espace de probabilite´ (Ω,A,P) et sont a` valeurs dans un
espace me´troque (S, d). Nous aurons aussi a` utiliser des constantes c
dans S.
(a) Convergence presque-suˆre.
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La suite (Xn)n≥0 converge presque-surement vers X, note´ Xn −→ X,
a.s., si et seulement l’ensemble sur lequel (Xn)n≥0 ne converge pas vers
X est ne´gligeable, c’est-a`-dire que
P({ω ∈ Ω, Xn 9 X}) = P({ω ∈ Ω, d(Xn, X)9 0}) = 0.
Nous caracte´risons cet ensemble aise´ment par
(Xn 9 X) =
⋃
k≥1
⋂
n≥0
⋃
p≥n
(d(Xp, X) > k
−1).
Ceci me`ne a` la definition suivante : (Xn)n≥0 converge presque-suˆrement
vers X si et seulement si :
(6.1) ∀k ≥ 1, P
(⋂
n≥0
⋃
p≥n
(d(Xp, X) > k
−1)
)
= 0.
(b) Convergencen probabilite´.
La suite (Xn)n≥0 converge en probabilite´ vers X, note´ Xn −→P X, a.s.
si et seulement si
∀ε > 0, lim
n→+∞
P (d(Xn, Y ) > ε) = 0.
Nous allons faire une bre`ve comparaison entre ces deux types de con-
vergence que vous connaissez de´ja` :
Proposition 12. Si Xn −→ X, a.s., alors Xn −→P X.
Preuve. La preuve est classique. Il suffit de supposer qu’il y a con-
vergence presque-sure, c’est-a`-dire que (6.1) a lieu et de voir que pour
tout k ≥ 1,
(d(Xn, X) > k
−1) ⊂
⋃
p≥n
(d(Xp, X) > k
−1) =: Bn,k.
Mais la suite Bn,k (en n) est de´croissante vers⋂
n≥0
⋃
p≥n
(d(Xp, X) > k
−1) =: Bk.
Donc pour tout n ≥ 0 et pour tout k ≥ 1,
P(d(Xn, X) > k−1) ≤ P (Bn,k)
et par suite, par la continuite´ de la probabilite´,
lim sup
n→+∞
P(d(Xn, X) > k−1) ≤ lim
n→+∞
P (Bn,k) = P (Bk) = 0,
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en appliquant (6.1).
6.2. Convergence vague et convergence en probabilite´. Avant
d’e´noncer les proprie´te´s, nous pouvons enrichir le The´ore`me Porman-
teau par ce point supple´mentaire.
Lemme 1. La suite (Xn)n≥0 converge vaguement vers X si et seule-
ment si :
(viia) Pour toute fonction f : S −→ R borne´e et Lipschitzienne,
Ef(Xn)→ f(X).
Preuve. Nous nous mettons dans le cadre de la de´monstration du
The´ore`me Partmanteau. Ce point (viia) entraˆıne le point (i) puisque
f est continue borne´e. De plus, (vii) est un cas particulier de (viiia),
ce qui fait que (viia) =⇒ (vii). En retour, si (vii) a lieu, on peut con-
side´rer l’infimum A de la fonction f et son supremum B et appliquer
le point (vii) a` la fonction f − A puis a` −f + B, ce qui entraˆınera le
point (viia). On aura ainsi (i)⇐⇒ (vii)⇐⇒ (viia). Ce qui termine la
preuve.
Nous allons maintenants e´noncer un ensemble de proprie´te´s.
(a) La convergence en probabilite´ entraˆıne la convergenve
vague
Proposition 13. Si Xn −→P X implique que Xn  X
Preuve. Supposons que Xn −→P X. Montrons que Xn  X en util-
isant le point (viia) du Lemma 1 ci-dessus. Soit donc une fonction
f lipschitzienne de rapport ` et borne´e par M. Nous avons pour tout
n ≥ 0,
|f(Xn)− f(X)| ≤ `d(Xn, X).
Nous avons pour tout n ≥ 0 et pour ε > 0,
|Ef(Xn)− Ef(X)| ≤ E |f(Xn)− f(X)|
≤
∫
(d(Xn,X)≤ε)
|f(Xn)− f(X)| dP
+
∫
(d(Xn,X)>ε)
|f(Xn)− f(X)| dP.
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Mais, pour tout n ≥ 0 et pour ε > 0,∫
(d(Xn,X)≤ε)
`d(Xn, X)dP ≤ `ε.
De plus, pour tout n ≥ 0 et pour ε > 0,∫
(d(Xn,X)>ε)
|f(Xn)− f(X)| dP ≤
∫
(d(Xn,X)>ε)
2MdP ≤ 2M P(d(Xn, X) > ε).
D’ou`, pour tout n ≥ 0 et pour ε > 0,
|Ef(Xn)− Ef(X)| ≤ `ε+ 2M P(d(Xn, X) > ε).
D’ou` pour tout ε > 0,
lim sup
n→+∞
|Ef(Xn)− Ef(X)| ≤ `ε.
Nous obtenons, lorsque ε ↓ 0.
Ef(Xn) −→ Ef(X).
Ce qui finit la preuve.
(b) La convergence vague et la convergence en probabilite´ vers
une constante sont e´quivalentes
Proposition 14. Xn −→P c si et seulement si Xn  c
Preuve. Le sens (Xn →P c) ⇒ (Xn  c). Prouvons maintenant que
(Xn  c) ⇒ (Xn →P c). Pour cela, supposons que(Xn  c) et soit
ε > 0. Le point (ii) du The´ore`me Portmanteau donne
lim inf
n→+∞
P(d(Xn, c) < ε) = lim inf
n→+∞
P(Xn ∈ B(c, ε)) ≤ P(c ∈ B(c, ε))
= P(d(c, c) > ε)
= P(Ω) = 1.
D’ou`
lim sup
n→+∞
P(d(Xn, c) ≥ ε) = 1− lim inf
n→+∞
P(d(Xn, X) ≤ ε) ≤ 1− 1 = 0.
D’ou`, pour tout 0 < ε,
lim sup
n→+∞
P(d(Xn, c) > ε) ≤ lim sup
n→+∞
P(d(Xn, c) ≥ ε) = 0.
(c) Deux suites e´quivalentes en probabilite´ converge vague-
ment vers la meˆme limite, s’il y a lieu.
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Proposition 15. Si Xn  X et d(Xn, Yn) −→P 0, alors Yn  X
Preuve. Supposons que Xn  X et d(Xn, Yn) −→P 0. Montrons
que Yn  X en utilisant le point (viia) du Lemma 1 ci-dessus. Soit
une fonction f lipschitzienne de rapport ` et borne´e par M. Nous
aurons,Nous avons pour tout n ≥ 0 et pour ε > 0,
|Ef(Yn)− Ef(X)| ≤ E |f(Yn)− f(X)|
≤ E |f(Xn)− f(X)|+ E |f(Yn)− f(Xn)| .
Alors, en appliquant (viia) et se fondant sur le fait que Xn  X, on a
lim sup
n→+∞
|Ef(Yn)− Ef(X)| ≤ lim sup
n→+∞
E |f(Yn)− f(Xn)| .
Avec la meˆme me´thode utilise´e dans la preuve de la proposition 13,
nous aurons
E |f(Yn)− f(Xn)| ≤
∫
(d(Yn,Xn)≤ε)
|f(Yn)− f(Xn)| dP
+
∫
(d(Yn,Xn)>ε)
|f(Yn)− f(Xn)| dP
≤ `ε+ 2M d(Yn, Xn),
ce qui tend vers zero quand n→∞ puis ε ↓ 0. Et par suite
lim sup
n→+∞
|Ef(Yn)− Ef(X)| = 0.
(d) Theore`me de Slutsky.
Nous avons cet important outil de convergence vague.
Proposition 16. Si Xn  X et Yn  c, alors (Xn, Yn) (X, c)
Preuve. Soit Xn  X et Yn −→P c. On veut montrer que (Xn, Yn) 
(X, c). Remarquons d’abord que Yn −→P c puisque Yn  c. De plus,
sur S2 munie de la me´trique euclidienne
de((x
′, y′), (x′′, y′′)) =
√
d(x′, x′′)2 + d(y′, y′′)2,
nous avons
de((Xn, Yn), (Xn, c)) = d(Yn, c).
Il s’en suit que pour ε > 0
lim sup
n→+∞
P(de((Xn, Yn), (Xn, c)) > ε) = lim sup
n→+∞
P(d(Yn, c) > ε) = 0,
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puisque Yn −→P c. Ainsi de((Xn, Yn), (Xn, c)) −→P 0.D’apre`s la propo-
sition de la sous-section XX, il suffit de montrer la convergence vague
de (Xn, c) pour avoir celle de (Xn, Yn).
Maintenant, montrer la convergence vague de (Xn, c) vers (X, c), re-
vient a` montrer que pour fonction g(·, ·) re´elle continue et borne´e
de´finie sur S2, on a Eg(Xn, c) → Eg(X, c). Mais ceci vient du fait
que, c e´tant fixe´e, la fonction f(x) = g(x, c) est continue et borne´e et
Ef(Xn)→ Ef(X) puisque Xn  X. Mais Ef(Xn)→ Ef(X) e´quivaut
a` Eg(Xn, c)→ Eg(X, c). Ce qui finit la preuve.
(e) Les convergence par coordonne´es vague et en probabilite´
ne sont pas e´quivalentes.
Proposition 17. Si Xn −→P X et Yn −→P Y , alors (Xn, Yn) −→P
(X, Y )
Preuve. Utilisons la distance de Manhattan sur S2 :
dm((x
′, y′)x′, y′), (x′′, y′′)) = d(x′, x′′) + d(y′, y′′).
Nous aurons pour ε > 0, lim supn→+∞ P(dm((Xn, Yn), (Xn, c)) > ε) est
= lim sup
n→+∞
P(d(Xn, Yn) + d(X, Y )) > ε)
≤ lim sup
n→+∞
P(d(Xn, X) > ε/2) + P(d(Yn, Y ) > ε/2)
≤ lim sup
n→+∞
P(d(Xn, X) > ε/2) + lim sup
n→+∞
P(d(Yn, Y ) > ε/2)
= 0.
6.3. The´ore`me de Skorohod-Wichura. Pour simplifier, met-
tons nous dans un espace me´trique complet se´parable. Enonc¸ons le
the´ore`me.
The´ore`me 5. Soit une suite de variables ale´atoires (Xn)n≥0 et
X une autre variable ale´atoire, toutes a` valeurs dans (S, d) complet
se´parable, pas ne´cessairement de´finies sur le meˆme espace de proba-
bilite´.
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Si Xn  X, alors on peut construire un espace de probabilite´ (Ω,A,P)
portant des variables ale´atoires (Yn)n≥0 et Y , telles que
PX = PY et (∀n ≥ 0,PXn = PYn)
et
Yn → Y, p.s.
Ce the´ore`me est puissant et peut se re´ve´ler utile dans certaines situa-
tions.
7. Annexe
7.1. Intervalles F -continus ou` F est une fonction de dis-
tribution. Soit P une probabilite´ P sur (Rk,B(Rk)). Conside´rons sa
fonction de re´partion
(x1, ..., xk) ↪→ F (x1, ..., xk) = P
(
k∏
i=1
]−∞, xi]
)
.
7.1.1. Intervalles de continuite´ de F. .
Soit un intervalle borne´ de Rk de la forme
]a, b] =
k∏
i=1
]ai, bi].
De´finissons
E(a, b) = {c = (c1, ..., ck) ∈ Rk, ∀1 ≤ i ≤ k, (ci = ai ou ci = bi)}.
Nous dirons que l’invervalle ]a, b] est F-continue ssi ]a, b] borne´ et nous
avons
∀c ∈ E(a, b),P(∂]−∞, c]) = 0.
Soit U la classe des intervalles F -continus. Par convention, nous met-
tons l’ensemble vide dans U puisque la condition d’appartenance ne
peut eˆtre ve´rifie´e. Nous allons voir quelques proprie´te´s de la classe U .
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7.1.2. U est stable par intersection finies. Soit ]a, b] =
k∏
i=1
]ai, bi] ∈ U
et ]c, d] =
k∏
i=1
]ci, di]. Nous avons
]a, b]∩]c, d] =
k∏
i=1
]ai ∨ ci, bi ∧ di] =]α, β]
ou` x∨y et x∧y de´signent respectivement le maximum et minimum de x
et y et, α = (a1∨c1, .., ak∨ck) et β = (b1∧d1, ..., bk∧dk). Si ]a, b]∩]c, d]
est vide, il est dans U . Sinon, aucun des facteurs ]ai ∨ ci, bi ∧ di] n’est
vide. Nous allons montrer que
(7.1) ∀e ∈ E(α, β), ∂]−∞, e] ⊂
⋃
z∈E(a,b)∪E(c,d)
∂]−∞, z].
En effet, Soit e ∈ E(α, β). On a donc
ei = ai ∨ ci ou bi ∧ di, 1 ≤ i ≤ k.
Soit t ∈ ∂]−∞, e]. Cela veut dire que
(ti ≤ ci, 1 ≤ i ≤ k) et (∃i0,ti0 = ei0)
Puisque ]α, β] est dans ]a, b] et ]c, d], t ve´rifie
ti ≤ bi et ti ≤ di, 1 ≤ i ≤ k.
Maintenant, on conside`re un i0 tel que ti0 = ci0 . Nous avons quatre cas
ti0 = ei0 = ai0 ∨ ci0 = ai0 =⇒ ti0 = ai0 et ti ≤ bi, 1 ≤ i ≤ k
ti0 = ei0 = ai0 ∨ ci0 = ci0 =⇒ ti0 = ci0 et ti ≤ di, 1 ≤ i ≤ k
ti0 = ei0 = bi0 ∧ di0 = bi0 =⇒ ti0 = bi0 et ti ≤ bi, 1 ≤ i ≤ k
ti0 = ei0 = bi0 ∧ di0 = di0 =⇒ ti0 = di0 et ti ≤ di, 1 ≤ i ≤ k
.
We conclude the following conclusions for the four lines. First line :
t ∈ ∂] −∞, z1] where z1 = (b1, ..., bi0−1, ai0,bi0+1, bk) ∈ E(a, b). Second
line : t ∈ ∂] −∞, z2] where z2 = (d1, ..., di0−1, ci0,di0+1, dk) ∈ E(c, d).
Third line : t ∈ ∂] − ∞, b] and of course b ∈ E(a, b). Fourth line :
t ∈ ∂] −∞, d] and of course d ∈ E(c, d). So t is one of the ∂] −∞, z]
with z ∈ E(a, b) ∪ E(c, d). So 7.1 est vraie et puisque cette union est
finie et, est compose´e de parties mesurables de probabilite´ nulle nous
avons
∀e ∈ E(α, β), P (∂]−∞, e]) = 0.
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De`s lors, U est stable par intersection finie. Nous avons :
Lemme 2. Tout voisinage d’un point x contient un intervalle ]a, b]
F-continue contenant x.
Soit V un voisinage de x. Il existe un intervalle ]a, b[ tel que
x ∈
k∏
i=1
]ai, bi[
Soit
ε0 = min(xi − ai, 1 ≤ i ≤ k) ∧min(bi − xi, 1 ≤ i ≤ k).
Notons δ = (1, ..., 1) le vecteur de Rk dont toutes les composantes sont
nulles. Nous avons 0 < ε < ε0,
]a+ εδ, x+ εδ] ⊂]a, b[.
Tout point e de E(a+ εδ, x+ εδ) est de la forme
t(ε) = (t1 + ε, t2 + ε, ..., tk + ε)
avec bien sur ti = ai ou ti = xi. Pour un choix de t = (t1, ..., tk), les
ensembles ∂] − ∞, t(ε)] sont disjoints. Donc, en dehors d’un partie
de´nombrable D(t) de ]0, ε0[ on aura
P (∂]−∞, t(ε)]) = 0
En dehors de l’ensemble de´nombrable D = ∪tD(t) ⊂]0, ε0[, (puisque
D est union de 2k ensembles de´nombrables), nous pouvons choisir un
ε de ]0, ε0[ tel que pour tout e de composantes
ei = ai + ε or xi + ε,
nous avons
P(∂]−∞, t(ε)]) = 0
et donc
x ∈]a+ εδ, x+ εδ] ⊂]a, b[.
Appelons ε(x) la valeur trouve´e de ε. Nous venons de montrer que
pour tout voisinage V de x, il existe ]Ax, Bx[=]a + ε(x)δ, x + ε(x)δ/2[
et ]ax, ax] =]a+ ε(x)δ, x+ ε(x)δ] ∈ U tels que
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(7.2) x ∈]Ax, Bx[⊂]ax, bx] ⊂ V.
A partir de la`, montreons que Tout ouvert G de Rk est union de´nombrable
d’invervalles F -continue.
En effet, d’apre`s (7.2), tout ouvert G peut s’e´crire
G =
⋃
x∈G
]Ax, Bx[.
Puisque Rk un espace me´trique se´parable, ce recouvrement ouvert se
re´duit a` un ses sous-recouvrements de´nombrables, i.e., il existe une
suite (xj)j≥0 ⊂ G telle que
G =
⋃
j≥0
]Axj , Bxj [.
On en de´duit que
G =
⋃
j≥0
]axj , bxj ].
ou` les ]axj , bxj ] sont des intervalles F -continus. Nous concluons par :
Proposition 18. Soit F une fonction de distribution sur Rk, k ≥
1. Alors, tout ouvert G dans Rk est une union de´nombrable d’intervalles
F -continus de la form ]a, b] or ]a, b[, ou` par de´finition, un intervalle
(a, b) est F -continu si et seulement si pour tout
ε = (ε1, ε2, ..., εk) ∈ {0, 1}k,
le point
b+ ε ∗ (a− b) = (b1 + ε1(a1 − b1), b2 + ε2(a2 − b2), ..., bk + εk(ak − bk))
est un point de continuite´ de F .
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7.2. Fonctions semi-continues. Une fonction f : S 7→ R est
continue en tout x ssi
(i) pour tout x∈ R, pour tout ε > 0, il existe un voisinage V de x tel
que
y ∈ V ⇒ f(y) ∈]f(x)− ε, f(x) + ε[.
Dans cette formule, on s’inte´resse a` tout l’intervalle ]f(x)−ε, f(x)+ε[.
Mais on peut s’inte´resser uniquement a` l’une des bornes de l’intervalle.
Cela nous donne les fonctions semi-continues. Pre´cise´ment, f est dite
semi-continue supe´rieurement (note´ s.c.s ) ssi
(ii) pour tout x ∈ R, pour tout ε > 0, il existe un voisinage V de x tel
que
y ∈ V ⇒ f(y) < f(x) + ε
Elle est dite semi-continue infe´rieurement (note´ s.c.i) ssi
(iii) Pour tout x ∈ R, pour tout ε > 0, il existe un voisinage V de x tel
que
y ∈ V ⇒ f(y) > f(x)− ε
Nous avons ces proprie´te´s imme´diates.
(a) Une function nume´rique est continue si et seulement si elle est a` la
fois s.c.s and s.c.i.
(b) Une function numrique f est s.c.s si et seulement si son oppos −f
is s.c.i.
Voici une caracte´risation des fonctions semi-continues.
Proposition 19. Nous avons les propre´te´s suivantes :
(1) Une fonction f : S 7→ R est s.c.s si et seulement si l’ensemble
(f ≥ c) est ferme´ pour tout nombre re´el c.
(2) Une fonction f : S 7→ R est s.c.s si et seulement si l’ensemble
(f ≥ c) est ferme´ pour tout nombre re´el c.
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(3) Si f est s.c.s or s.c.i, alors elle est mesurable.
Preuve. Preuve du point (1). Commenc¸ons par le sens direct. Sout
f une fonction s.c.s from S to R. Montrons que pour tout re´el c fixe´,
l’ensemble (f ≥ c) est ferme´ en montrant que l’ensemble (f < c) est
ouvert. Soit x ∈ G = (f < c)c, c’est-a`-dire que, f(x) < c. Posons
ε = c− f(x) > 0. Puisque f est s.c.s, il existe un voisinage de V de x
tel que
y ∈ V ⇒ f(y) < f(x) + ε = c,
ce qui peut eˆtre e´crit sous la forme
y ∈ V ⇒ f(y) < c,
ce qui signifie que V ⊆ Gc. Nous avons prouve´ que Gc contient chacun
de ses points avec un de ses voisinages. Donc Gc est ouvert. Le sens
direct est prouve´.
Inversement, supposons que pour tout nombre re´el c, l’ensemble (f ≥ c)
est ferme´. Soit x ∈ S quelquonque. Donc pour tout ε > 0, G = (f <
f(x) + ε) est ouvert. Mais x appartient a` G, donc G le contient avec
un de ses voisinages V ∈ V (x) et donc
y ∈ V ⇒ y ∈ (f < f(x) + ε)⇒ f(y) ≤ f(x) + ε.
Donc f est semi-continue supe´rieurement.
Le point (2) se prouve directement a` partir du point 1, en utilisant la
transformation −f .
Le point (3) de´coule des crite`res classiques de mesurabilite´ pour les
fonctions re´elles.
7.3. Proprie´te´ caracte´ristique d’une famille parties mesurables
disjointes.
Proposition 20. Soit une famille (Bλ)λ∈Γ de parties mesurables
deux a` deux disjointes d’un espace probabilise´ (Ω,A, L). Alors un nom-
bre au plus de´nombrable d’entre elles ont une probabilite´ non nulle.
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Preuve.
Soit l’ensemble des indices λ pour lesquels Bλ est de probabilite´ non
nulle,
D = {λ ∈ Γ, L(Bλ) > 0}.
On a surement
D = ∪k≥1Dk,
avec
Dk = {λ ∈ Γ, L(Bλ) > 1/k}.
Maintenant soit r e´le´ments de Dk note´s λ1, λ2, ..., λr, on a, par le fait
que les ensembles sont disjoints deux a` deux,
1 ≥ L(
r⋃
1
Bλj) =
r∑
1
L(Bλj) ≥ r/k.
D’ou`
r ≤ k.
Donc Dk contient au plus k e´le´ments. Par suite, D est une union
de´nombrable d’ensembles finis. D est donc au plus de´nombrable.
7.4. Mesurabilite´ de l’ensemble des points de discontinuite´.
Voila` un re´sultat surprenant, a` savoir que l’ensemble des points de dis-
continuite´ d’une application quelconque g, note´ discont(g), d’un espace
me´trique (S, d) dans un autre (D, r) est mesurable. En effet, nous avons
Lemme 3. Soit g une fonction de l’espace me´trique (S, d) vers
l’espace me´trique (D, r). Soit discont(g), l’ensemble des points con-
tinuite´ de g. Nous avons
(7.3) discont(g) =
∞⋃
s=1
∞⋂
t=1
Bs,t
ou` pour chaque couple d’entiers (s, t), l’ensemble
Bs,t =
{
x ∈ S,∃(y, z) ∈ S2, d(x, y) < 1/t, d(z, x) < 1/t, r(g(y), g(z)) ≥ 1/s} .
est ouvert.
La conse´quence de ce lemme est que discont(g) est mesurable.
Preuve du lemme. Montrons d’abord que
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∞⋃
s=1
∞⋂
t=1
Bs,t ⊆ discont(g)
Soit x ∈ ⋃∞s=1⋂∞t=1Bs,t. Il existe un entier s≥ 1 ≥ fixe´ tel que pour
chaque entier t≥ 1, il existe yt et zt tel tel que
d(x, yt) < 1/t,
et
d(x, zt) < 1/t,
et
(7.4) ∀ t ≥ 1, r(g(yt), g(zt)) ≥ 1/s
Et si g est continue en x, alors par continuite´,
r(g(yt), g(zt)) ≤ r(g(yt), g(x)) + r(g(xt), g(zt))→ 0
ce qui est en contradiction avec (7.4). Donc x n’est pas un point de
continuite´, d’ou` x ∈ discont(g).
Montrons
discont(g) ⊆
∞⋃
s=1
∞⋂
t=1
Bs,t.
Soit x un point de discontinuite´ de g. Par ne´gation de la continuite´,
∃ ε > 0,∀ η > 0, ∃ y ∈ S, d(x, y) < η, r(g(y), g(x)) ≥ ε.
Soit s un entier tel que ε ≥ 1/s, donc pour tout 1/t ou` t en entier
positif non nul,
∃ y ∈ S, d(x, y) < 1/t, r(g(y), g(x)) ≥ 1/s.
En posant z = x, on a bien
d(x, z) < 1/t, d(x, y) < 1/t, r(g(y), g(x)) ≥ 1/s.
Donc x ∈ ⋃∞s=1⋂∞t=1Bs,t. D’ou` l’e´galite´.
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Montrons enfin que chaque Bs,t est ouvert. Posons a = 1/s > 0 et
b = 1/t > 0. Soit x∈ Bs,t, Donc
∃(y, z) ∈ S2, d(x, y) < b, d(z, x) < b, r(g(y), g(z)) ≥ a
Soit c = min(b− d(x, y), b− d(z, x)) > 0. Soit x′ ∈ B(x, c), donc
d(x′, y) ≤ d(x′, x) + d(x, y) < c+ d(x, y) ≤ b
et
d(x′, z) < d(x′, x) + d(x, z) ≤ c+ d(x, z) ≤ b
et
r(g(y), g(z)) ≥ a
D’ou` x′ ∈ Bs,t. D’ou`
x ∈ B(x, c) ⊆ Bs,t
Ainsi chaque Bs,t contient ses points avec des boules ouvertes. Donc
chaque Bs,t est ouvert. Donc discont(g) est mesurable.
7.5. The´ore`me de Stone-Weieirstrass. cv.subsec.annexe.SW1
Proposition 21. cv.subsec.annexe.SW.prop Soit (S, d) un espace
me´trique compact et H une partie non vide de C(S,R) l’ensemble des
fonctions continues de S dans R verifiant les proprie´te´s
(i) H est re´ticule´e, i.e, si f et g sont deux e´le´ments de H, alors f ∧ g
et f ∨ g appartient a` g
(ii) Si x et y sont e´le´ments de S, et (a,b) un couple de re´els (avec a=b
si x=y), alors il existe deux e´lements h et k de H tels que
h(x) = a et k(y) = b.
Alors H est dense de C(S,R) munie de sa topologie uniforme, c’est-
a`-dire, que toute fonction continue de S dans R est limite uniforme
d’une suite d’e´le´ments de H.
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The´ore`me 6. Soit (S, d) un espace me´trique compact et H une
partie non vide de C(S,R) l’ensemble des fonctions continues de S
dans C verifiant les proprie´te´s :
(i) H contient les fonctions constantes.
(ii) Si(h, k) ∈ H2, h+ k ∈ H, h× k ∈ H, u ∈ H.
(iii) H se´pare les points de S, i.e., pour tous e´le´ments x et y distinctes
de S, x 6= y, alors il existe h ∈ H
h(x) 6= h(y).
Alors H est dense de C(S,R) muni de sa topologie uniforme, c’est-a`-
dire, que toute fonction continue de S dans C est limite uniforme d’une
suite d’e´le´ments de H.
Remarque.
Si on travaille sur R, le the´ore`me est vraie et la condition u ∈ H, n’a
pas de sens.
7.6. Divers. Une relation utile. A prouver pour des re´els x, y,
X, et Y,
(7.5) |min(x, y)−min(X, Y )| ≤ |x−X|+ |y − Y |
En effet si min(x,y)=x et min(X,Y)=X,
|min(x, y)−min(X, Y )| ≤ |x−X|
si min(x,y)=y et min(X,Y)=Y,
|min(x, y)−min(X, Y )| ≤ |y − Y |
Maintenant soit min(x,y)=x et min(X,Y)=Y. On peut supposer que
x≤ Y. On aura
min(x, y)−min(X, Y ) = Y − x ≤ X − x
puisque X ≥ Y. Le cas min(x,y)=y et min(X,Y)=X se traite comme le
cas pre´ce´dent. Donc (7.5) est vraie.

CHAPTER 3
Tension uniforme et tension asymptotique
1. Introduction
Toute the´orie limite posse`de une partie qui traite de la notion
de compacite´, c’est-a`-dire de l’existence de sous-suites convergentes,
l’e´quivalent du the´ore`me de Bolzano-Weierstrass pour les suites nume´riques.
Il s’agira pour la convergence vague de la partie sur la tension des
suites de variables ale´atoires. Au plan ge´ne´ral, le the´ore`me de Pro-
horov pre´vaut et affirme que toute suite asymptotiquement tendue de
variables ale´atoires posse`de une sous-suite vaguement convergente.
Dans ce chapitre, nous allons nous restreindre au cas ou` S est Rk,
puisque le traitement entre le cas ge´ne´ral et le cas de Rk sont un peu
e´loigne´s l’un de l’autre. Dans ce cas particulier, le the´ore`me de Helly-
Bray jour le grand roˆle.
Ce chapitre est donc centre´ sur Rk, ou` k ≥ 1. Deux points sont derrie`re
toutes les proprie´te´s expose´es ici. Le premier est que les parties com-
pactes de Rk, sont les ensembles de ferme´s et borne´s. Le second est
que Rk est un espace me´trique complet se´pe´rable.
Dans ce chapitre, sauf indication contraire, la norme max ainsi de´finie
‖x‖ = max
1≤i≤k
|xi| .
est utilise´e. Ainsi les boules ouvertes B(x, r) et ferme´s Bf (x, r) sont
de´finies par
B(x, r) = {x ∈ Rk, ‖x‖ < r} =
k∏
i=1
]xi − r, xi + r[
pour x = (x1, ..., xk) et r > 0 et
Bf (x, r) = {x ∈ Rk, ‖x‖ ≤ r} =
k∏
i=1
[xi − r, xi + r]
pour x = (x1, ..., xk) et r ≥ 0.
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Avant de commencer, faisons quelques notations.
Soit a = (a1, ..., ak) et b = (b1, ..., bk). De´finissons ces relations d’ordre
(a ≤ b)⇐⇒ (∀(1 ≤ i ≤ k), ai ≤ bi),
ensuite,
(a < b)⇐⇒ (∀(1 ≤ i ≤ k), ai ≤ bi, ∃(1 ≤ i0 ≤ k), ai0 < bi0)
et enfin,
(a ≺ b)⇐⇒ (∀(1 ≤ i ≤ k), ai < bi, )
et son syme´trique
(a  b)⇐⇒ (∀(1 ≤ i ≤ k), ai > bi, )
De´finissons ces classes d’ensembles compacts.
Pour A = (A1, ..., Ak) ≺ V = (B1, ..., Bk), notons
KA,B =
k∏
i=1
[Ai, Bi].
Pour A = (A1, ..., Ak)  0, notons
KA =
k∏
i=1
[−Ai, Ai].
Pour M ∈ R, M > 0, notons
Kc,M = [−M,M ]k.
Ces ensembles KA,B, KA et Kc,M , tous compacts, servent a` de´finir la
tension de suites de vecteurs ale´atoires. Ils jouent des roˆles e´quivalents
dans la de´finition de la tension. Pour cela e´nonc¸ons ici ce re´sultat
d’e´quivalence.
Proposition 22. Soit {Pn, n ≥ 1} une suite de probabilite´s sur
(Rk,B(Rk)). Les propositions suivantes sont e´quivalentes.
(1a) Pour tout ε > 0, il exist un compact K de Rk tel que
inf
n≥1
Pn(K) ≥ 1− ε.
(2a) Pour tout ε > 0, il existe un re´el M > 0 tel que
inf
n≥1
Pn(Kc,M) ≥ 1− ε.
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(3a) Pour tout ε > 0, il existe un vecteur A = (A1, ..., Ak)  0, de Rk
tels que
inf
n≥1
Pn(KA) ≥ 1− ε.
(4a) Pour tout ε > 0, il existe deux vecteurs A = (A1, ..., Ak) ≺ V =
(B1, ..., Bk) de Rk tels que
inf
n≥1
Pn(KA,B) ≥ 1− ε.
(1b) Pour tout ε > 0, il exist un compact K de Rk tel que
lim inf
n→∞
Pn(K) ≥ 1− ε.
(2b) Pour tout ε > 0, il existe un re´el M > 0 tel que
lim inf
n→∞
Pn(Kc,M) ≥ 1− ε.
(3b) Pour tout ε > 0, il existe un vecteur A = (A1, ..., Ak)  0, de Rk
tels que
lim inf
n→∞
Pn(KA) ≥ 1− ε.
(4b) Pour tout ε > 0, il existe deux vecteurs A = (A1, ..., Ak) ≺ V =
(B1, ..., Bk) de Rk tels que
lim inf
n→∞
Pn(KA,B) ≥ 1− ε.
PREUVE. Il faut noter que nous avons deux groupes de formules :
(1a)−(4a) et (1b)−(4b). En fait, nous allons de´montrer les e´quivalences
des diffe´rents points de chaque groupe, puis entre les deux premiers
points des deux groupes.
Equivalence entre les points du groupe (1a)-(4b): Soit ε > 0
fixe´. Montrons :
(1a) =⇒ (2a). Soit K tel supn≥1 Pn(K) ≥ 1−ε. Puisque K est compact,
il est borne´. Il est dans un ensemble {x, ‖x‖ ≤M} = Kc,M et
inf
n≥1
Pn(Kc,M) ≥ inf
n≥1
Pn(K) ≥ 1− ε.
(2a) =⇒ (3a). Ceci est e´vident, puisque un Kc,M est un KA avec
A = (M,M, ...,M).
(3a) =⇒ (4a). Ceci est aussi e´vident, puisque un KA, pour A  0, est
exactement K−A,A.
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(4a) =⇒ (1a). Ceci est encore e´vident puisque KA,B est un compact
de Rk.
Equivalence entre les points du groupe (1b)-(4b). La preuve est
exactement la meˆme que pour le premier groupe.
Equivalence entre les deux groupes. Il suffit de prouver ceci :
(1a)⇐⇒ (1b)
Si (1a) est vraie, alors pour tout ε ≥ 1, il existe un compact K de
Rk tel que, pour tout n ≥ 1,
Pn(K) ≥ 1− ε.
De`s lors
lim inf
n→∞
Pn(K) ≥ 1− ε,
ce qui donne (1b).
Si (1b) est vraie, alors, pour tout ε ≥ 1, il existe un compact K tel
que {
sup
n≥1
inf
p≥n
Pp(K)
}
≥ 1− ε/2.
Alors, il existe N ≥ 1, tel que
inf
p≥N+1
Pp(K) ≥ 1− ε,
c’est-a`-dire que pour tout n > N,
Pn(K) ≥ 1− ε.
Puisque K est un ensemble compact, il est dans un Kc,M∞ et alors,
pour tout n > N ,
Pn(Kc,M∞) ≥ 1− ε.
Maintenant, pour chaque 1 ≤ j ≤ N fixe´, l’ensemble (‖x‖ ≤ M) =
Kc,M croˆıt, avec M , vers Rk et donc, Pj(‖Xj‖ ≤ M) ↑ 1. Ainsi, il
existe Mj > 0 re´el tel que pour tout 1 ≤ j ≤ N,
Pj(Kc,Mj) ≥ 1− ε.
Nous venons de montrer que toute probabilite´ P(0) sur (Rk,B(Rk))
est tendue, c’est-a`-dire que pour tout ε > 0, il existe un compact
K(0) = Kc,M(0) de Rk tel que
(1.1) P0(K(0)) ≥ 1− ε.
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Maintenant, si on prend
M = max(M1, ...,MN ,M∞),
nous avons que les Kc,Mj , 1 ≤ j ≤ M et Kc,M∞ sont tous dans Kc,M ,
un compact de Rk et enfin pour tout n ≥ 1,
Pn(Kc,M) ≥ 1− ε
et enfin
inf
n≥1
Pn(Kc,M) ≥ 1− ε,
ce qui est (1a).
Voici un autre lien entre de telles formules et les fonctions de re´partition
associe´s. A toute probabilite´, nous associons sa fonction de re´partition
FP(x) = P(]−∞, x]) = P (
k∏
i=1
]−∞, xi]), x = (x1, ..., xk) ∈ Rk.
Cette fonction de re´partition, a` son tour, de´termine la probabilite´ de
Lebesgues-Stieljes ainsi : pour tout (a, b) ∈ Rk × Rk, a ≤ b,
P(]a, b]) = ∆a,bF =
∑
∈{0,1}k
(−1)s()F (b+  ∗ (a− b)) ≥ 0,
ou` pour  = (1, ..., k) ∈ {0, 1}k, s() = 1 + ... + k, pour x =
(x1, ..., xk) ∈ Rk, y = (y1, ..., yk), x ∗ y = (x1y1, ..., xkyk)..
Nous allons utiliser les mesures de Lebesques-Stieljes que le lecteur peut
re´viser dans les ouvrages [8] et surtout dans le chapitre 1 de [7]. Nous
avons besoin de cette notation. Soit M > 0. Notons
LM = {x,∃(1 ≤ i ≤ k), xi ≤ −c}
Nous avons :
Proposition 23. Soit {Pn, n ≥ 1} une suite de probabilite´s sur
(Rk,B(Rk)) et soit la suite de leurs fonctions de re´partition {Fn ≥
1} avec FPn = Fn for n ≥ 1. Alors les trois points suivants sont
e´quivalentes entre eux.
(1c) Pour tout ε > 0, il existe 0 < C ∈ Rk et il existe c > 0 such that
inf
n≥1
Fn(C) ≥ 1− ε
and
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inf
n≥0
Pn(Lc) ≤ ε.
(2c) Pour tout ε > 0, il existe 0 < c tel que pour c(k) = (c, ...c) et il
existe M > 0 such that
inf
n≥1
Fn(c
(k)) ≥ 1− ε
and
inf
n≥0
Pn(LM) ≤ ε.
(3c) Pour tout ε > 0, il existe M > 0 tel que
inf
n≥1
Pn(Kc,M) ≥ 1− ε.
Puisque le point (3c) est le point (2c) de la proposition 22, alors les
points (3a) et (3b) sont e´quivalents a` tous les points de cette proposi-
tion.
Preuve. Proce´dons aux preuves des diffe´rentes e´quivalences.
Preuve de (1c) =⇒ (2c). Pour tout ε > 0, il existe 0 < C ∈ Rk such
that
inf
n≥1
Fn(C) ≥ 1− ε.
Soit c = max{Ci, 1 ≤ i ≤ k} . we have ]-∞, C] ⊂] − ∞, c(k)] and
Fn(c
(k)) ≥ Fn(C),
inf
n≥1
Fn(c
(k)) ≥ 1− ε.
La preuve est termine´e puisque la deuxie`me formule est la meˆme pour
les deux points.
Preuve de (2c) =⇒ (3c). De (2c), nous tirons un d(k) = (d, ..., d),
avec d > 0, tel que
inf
n≥1
Fn(d
(k)) ≥ 1− ε/2,
et un nombre e > 0 tel que
inf
n≥1
Pn(Le) ≤ ε/2.
En faisant M = max(d, e), nous avons
inf
n≥1
Fn(M
(k)) ≥ 1− ε/2.
et un nombre e > 0 tel que
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inf
n≥1
Pn(LM) ≤ ε/2.
Maintenant, de´composons Rk en Rk = LM + LcM , avec
LcM = {x,∀(1 ≤ i ≤ k), xi ≥ −M}
qui se de´compose lui-meˆme en
LcM = {x,∀(1 ≤ i ≤ k),−M ≤ xi ≤M}
+ {x,∀(1 ≤ i ≤ k), xi ≥ −M et ∃(1 ≤ i ≤ k), xi > M}
= Kc,M +B,
ou`, de manie`re e´vidente,
B ⊂]−∞,M (k)]c.
De`s lors, on peut tirer du faut que Rk = LM +Kc,M +B, que
(1.2) Kcc,M = LM +B.
Donc, pour tout n ≥ 1,
Pn(Kc,M) = Pn(LM) + Pn(B) ≤ ε/2 + ε/2 = ε,
puisque B ⊂]−∞,M (k)]c et donc pour tout n ≥ 1,
Pn(B) ≤ Pn(]−∞,M (k)]c)
≤ 1− Pn(]−∞,M (k)])
≤ 1− Fn(M (k)) ≤ ε/2.
Ce qui termine la preuve de ce point.
Preuve de (3c) =⇒ (1c). Supposons (3c) : pour tout ε > 0, il existe
M > 0 tel que
inf
n≥1
Pn(Kc,M) ≥ 1− ε.
Nous avons
inf
n≥1
Fn(M
(k)) = inf
n≥1
Pn(]−∞,M (k)]) ≥ inf
n≥1
Pn(Kc,M) ≥ 1− ε.
Ensuite, a` cause de (1.2),
Pn(LM) ≤ Pn(Kcc,M) ≤ ε.
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Donc (1c) a lieu. Et la boucle est boucle´e.
Maintenant, exposons la notion de tension.
2. Tension
2.1. Tension individuelle. Dans ce cas particulier, toute proba-
bilite´ sur (Rk,B(Rk)) est tendue dans le sens suivant
Proposition 24. Pour toute probabilite´ P sur (Rk,B(Rk)) est ten-
due, c’est-a`-dire que pour tout ε > 0, il existe un compact de Rk tel
que
P(K) ≥ 1− ε.
Ce re´sultat est de´ja` montre´ dans (1.1). L’enjeu se trouve dans la tension
uniforme ou tension asymptotique.
2.2. Tension asymptotique. Tension uniforme.
Definition 2. (a) Une suite de probabilite´s {Pn, n ≥ 1} sur (Rk,B(Rk))
est dite asymptotiquement tendue ou uniforme´ment tendue ssi pour tout
ε > 0, il existe un compact K de Rk tel que
(2.1) inf
n≥1
Pn(K) ≥ 1− ε
ou de manie`re e´quivalente
(2.2) lim inf
n→∞
Pn(K) ≥ 1− ε.
(b) Une suite de variables ale´atoires {Xn, n ≥ 1} a` valeurs dans (Rk,B(Rk))
est asymptotiquement tendue ou uniforme´ment tendue ssi la famille
de probabilite´s {PXn , n ≥ 1} est asymptotiquement tendue ou uni-
forme´ment tendue, c’est-a`-dire, pour tout ε > 0, il existe un compact
K de Rk tel que
inf
n≥1
P(Xn ∈ K) ≥ 1− ε
ou de manie`re e´quivalente
lim inf
n→∞
P(Xn ∈ K) ≥ 1− ε.
(c) Une suite {Fn, n ≥ 1} de fonctions de re´partition sur (Rk,B(Rk))
est asymptotiquement tendue ou uniforme´ment tendue ssi la suite des
mesures de Lebesgues-Stieljes {Pn, n ≥ 1} de´finie par ses e´le´ments est
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asymptotiquement tendue ou uniforme´ment tendue, c’est-a`-dire, pour
tout ε > 0, il existe un compact K de Rk tel que
inf
n≥1
P(Xn ∈ K) ≥ 1− ε
ou de manie`re e´quivalente, si et seulement si, pour tout ε > 0, il existe
0 < C ∈ Rk et il existe c > 0 tels que
inf
n≥1
Fn(C) ≥ 1− ε
et
inf
n≥0
Pn(Lc) ≤ ε,
si et seulement si, pour tout ε > 0, il existe 0 < c tel que pour c(k) =
(c, ...c),
inf
n≥1
Fn(c
(k)) ≥ 1− ε
et
inf
n≥0
Pn(Lc) ≤ ε,
Il vient de la proposition 22 que l’e´quivalence entre la tension uni-
forme (2.1) et la tension (2.2) sont identiques dans le cas spe´cifique de
Rk. Pour cette raison, nous parlerons uniquement de famille tendue de
mesure de probabilite´s ou de variables ale´atoires.
Avant d’en venir au the´ore`me de Helly-Bray, donnons trois importantes
proprie´te´s de la tension.
2.3. Tension et transformation continue. La tension d’une
famille de variables ale´atoires est conserve´e par transformation con-
tinue. Nous avons :
Proposition 25. Soit une suite de variables ale´atoires {Xn, n ≥ 1}
a` valeurs dans (Rk,B(Rk)) et g : Rk 7−→ Rm, m ≥ 1, une fonction
continue. Alors, si {Xn, n ≥ 1} est tendue, alors {g(Xn), n ≥ 1} est
tendue.
Preuve. Soit {Xn, n ≥ 1} tendue et g : Rk 7−→ Rm. Pour tout ε > 0,
il existe un compact K de Rk tel que
(2.3) inf
n≥1
P(Xn ∈ K) ≥ 1− ε.
Mais (Xn ∈ K) ⊂ (g(Xn) ∈ g(K)), ou`
K0 = g(K) = {g(x), x ∈ K}
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est l’image directe de K par g, qui est un ensemble compact. En
effet, toute suite de K0 posse`de une sous-suite convergente dans K0.
Pour le voir soit {g(xn), xn ∈ K,n ≥ 1} une suite dans K0. Puisque
K est compact, la suite (xn)n≥1, qui est dans K, posse`de une sous-
suite convergente dans K, soit xn(k) → x ∈ K. Puisque g est continue,
g(xn(k))→ g(x) ∈ K0. Il s’en suit que K0 est un compact de Rm et
inf
n≥1
P(g(Xn) ∈ K0) ≥ inf
n≥1
P(Xn ∈ K) ≥ 1− ε.
Ce qui finit la preuve.
2.4. Caracte´risation de la tension de vecteurs par celles
des composantes. Dans le cas particulier de Rk, nous avons cette
caracte´risation :
Proposition 26. Soit une suite de variables ale´atoires {Xn, n ≥
1} a` valeurs dans (Rk,B(Rk)). Alors {Xn, n ≥ 1} est tendue si et
seulement les suites des composantes {X(i)n , n ≥ 1}, 1 ≤ i ≤ k, sont
tendues.
Preuve. Soit une suite de variables ale´atoires {Xn, n ≥ 1} a` valeurs
dans (Rk,B(Rk)).
Supposons qu’elle est tendue. Par la proposition 25, chaque suite de
composantes {X(i)n , n ≥ 1} = {pii(Xn), n ≥ 1}, 1 ≤ i ≤ k, est une
transformation continue par la i-ie`me projection pii. Elle est donc ten-
due.
Supposons que chaque de composante {X(i)n , n ≥ 1}, 1 ≤ i ≤ k, est
tendue. Donc, pour tout ε > 0, pour tout 1 ≤ i ≤ k, il existe Ai > 0
such
inf
n≥1
P(X(i)n ∈ [−Ai, A]) ≥ 1− ε/k.
En posant A = (A1, ..., Ak), nous avons A > 0 et puisque
k⋂
i=1
(
X(i)n ∈ [−Ai, A]
)
=
(
Xn ∈
k∏
i=1
[−Ai, Ai]
)
,
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il en re´sulte que, pour tout n ≥ 1,
P
(
Xn /∈
k∏
i=1
[−Ai, Ai]
)
= P
(
k⋃
i=1
(
X(i)n /∈ [−Ai, A]
))
≤
k∑
i=1
P
(
X(i)n /∈ [−Ai, A]
) ≤ ε,
si bien que pour tout n ≥ 1,
P (Xn ∈ KA) ≥ 1− ε.
La suite {Xn, n ≥ 1} est tendue. La preuve est acheve´e.
2.5. Une suite convergente vaguement est tendue. Nous avons
ce re´sultat inte´ressant qui fonde la the´orie de la tension. Il repose sur
la tension de la limite, qui est une probabilite´ sur Rk, donc tendue par
la proposition 24.
Proposition 27. Soit une suite de variables ale´atoires {Xn, n ≥ 1}
a` valeurs dans (Rk,B(Rk)) convergente vaguement vers X. Alors elle
est tendue.
Preuve. Utilisons la tension de PX . Pour tout ε > 0, il existe un
compact KA = [−A,A] de Rk tel que
P(X ∈ K) ≥ 1− ε.
Soit 0 < δ < 1 et pose A+ δ = (A1 + δ, ..., Ak + δ) et
o
KA+δ =
k∏
i=1
]− Ai − δ, Ai + δ[.
Puisque Xn  X et que
o
KA+δ est ouvert, nous pouvons utiliser le
point (ii) du the´ore`me Portmanteau pour tout 0 < δ < 1
lim inf
n→∞
P(Xn ∈ KA+1) ≥ lim inf
n→∞
P (Xn ∈
o
KA+δ) ≥ P(X ∈
o
KA+δ),
donc pour tout 0 < δ < 1,
lim inf
n→∞
P(Xn ∈ KA+1) ≥ P(X ∈
o
KA+δ),
Puisque K est ferme´,
o
KA+δ ↓ K = K quand δ ↓ 0 et alors
lim inf
n→∞
P(Xn ∈ KA+1) ≥ P(X ∈ K) ≥ 1− ε.
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Il s’en suit que la suite {Xn, n ≥ 1} est asymptotiquement tendue. Elle
a en fait he´rite´ la tension de X.
Enfin, nous pouvons maintenant aborder le the´ore`me fondamental de
la tension
3. The´ore`me de compacite´ de Prohorov dans Rk.
Le the´ore`me suivant est l’inverse de la proposition 27, du point de vue
de la convergence de sous-suites.
The´ore`me 7. (Prohorov - Helly-Bray) Soit une suite tendue de
variables ale´atoires {Xn, n ≥ 1} a` valeurs dans (Rk,B(Rk)). Alors la
suite {Xn, n ≥ 1} contient une sous-suite {Xn(k), k ≥ 1} convergente
vers une variable ale´atoire de probabilite´ L = PX .
Ce the´ore`me peut eˆtre directement de´montre´ comme fait dans les ou-
vrages de Billingsley [2]et van der Vaart et Wellner [10]. Dans ce texte,
nous allons passer par le the´ore`me de Helly-Bray comme dans les ou-
vrages de van dervaart [11] et Loe`ve [9].
Mais, nous passons par le the´ore`me de Helly-Bray ci-dessous.
The´ore`me 8. (Helly-Bray) Toute suite tendue {Fn, n ≥ 1} de
fonctions de re´partition de´finies sur (Rk,B(Rk)) contient une sous-
suite {Fn(k), k ≥ 1} convergente vaguement vers une fonction de dis-
tribution F qui n’est pas ne´cessairement une function de re´partition.
Preuve. Soit une suite {Fn, n ≥ 1} de fonctions de re´partition de´finies
sur (Rk,B(Rk)). Notons Qk l’ensemble des e´lements de Rk a` com-
posantes rationnelles. Qk est de´nombrable et dense dans Rk. Enume´rons
Qk sous la forme Qk = {q1, q2, ...}. Nous allons maintenant proce´der a`
plusieurs e´tapes.
Etape 1. Trouvons F sur Qk. Nous allons mettre en place la con-
struction classique de la suite diagonale. Nous avons que (Fn(q1))n≥1
⊂ [0, 1]. D’apre`s la proprie´te´ de Bolzano-Weierstrass sur R, cette suite
admet une sous-suite (F1,n(q1))n≥1 convergente vers F (q1).
Ensuite, nous appliquons la sous-suite de fonctions de re´partition (F1,n)n≥1
a` q2 ainsi : (F1,n(q2))n≥1 ⊂ [0, 1]. Nous en de´duisons une sous-suite
3. THE´ORE`ME DE COMPACITE´ DE PROHOROV DANS Rk. 83
(F2,n(q2))n≥1 convergente vers F (q2). Nous pre´ce´dons ainsi de proche
en proche. Nous obtenons des sous-suites (Fj,n)n≥1, j = 1, 2, ... ve´rifiant
(a) Pour tout j ≥ 1, (Fj+1,n)n≥1 est une sous-suite de chaque (Fi,n)n≥11 ≤
i ≤ j.
(b) Pour tout j ≥ 1, pour tout 1 ≤ j ≤ i, Fj,n(qi)→ F (qi).
Maintenant, conside´rons la suite diagonale (Fj,j)j≥1. Vous pouvez voir
avec l’aide d’un tableau simple, comme celui ci-dessous que : pour tout
i ≥ 1 fixe´, la suite {Fj,j, j ≥ i} est une sous-suite de (Fi,n)n≥i et donc
Fj,j(qi)→ F (qi).
Pour lire ce tableau, il faut retenir que chaque ligne est une sous-suite
des celles qui la devancent. On voit ainsi que chaque terme diagonal
Fj,j est membre de toutes les lignes de 1 a` j.
F1,1 F1,2 F1,3 F1,4 F1,5 F1,6 F1,7 F1,8 F1,9 F1,10 ...
F2,2 F2,3 F2,4 F2,5 F2,6 F1,7 F1,8 F1,9 F1,10 ...
F3,3 F3,4 F3,5 F3,6 F3,7 F3,8 F3,9 F3,10 ...
F4,4 F4,5 F4,6 F4,7 F4,8 F4,9 F4,10 ...
... ... ... ... ... .. ...
Fj,j Fj,j+1 Fj,j+2 Fj,j+3 Fj,j+5 ...
Nous concluons que la sous-suite diagonale (Fj,j)j≥1 renomme´e (Fn(j))j≥1
ve´rifie
∀q ∈ Qk, Fn(j)(q)→ F (q) quand j → +∞.
Etape 2. Proprie´te´s de F sur Qk. Pour tout (a, b) ∈ Qk ×Qk, quand
j → +∞,
0 ≤ ∆a,bFn(j) =
∑
∈{0,1}k
(−1)s()Fn(j)(b+  ∗ (a− b))
→ ∆a,bF =
∑
∈{0,1}k
(−1)s()F (b+  ∗ (a− b)) ≥ 0,
puisque tous les points b+  ∗ (a− b) sont dans Qk. Il s’en suit que F
est a` volume positif sur Qk.
F est aussi croissant sur Qk en he´ritant la croissance des Fn(j), j ≥ 1,
on Qk.
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Etape 3. De´finissons G a` sur Jk = Rk\Qk par la formule
G(x) = inf{F (q), q ∈ Qk, x < q} ∈ [0, 1].
pour x ∈ Jk. Il est e´vident que G est bien de´finie maintenant sur Jk.
Elle est aussi e´videmment croissante au sens large.
(a) Montrons que G est continue a` droite. Soit x ∈ Jk et soit
ε > 0. Par de´finition de l’infimum, il existe q ∈ tel que F (q) < G(x)+ε.
Pour tout y ∈ Jk, x < y < q, F (y) ≤ G(q) and ε > F (q) − G(x) ≥
G(y)−G(x). Donc
(3.1) ∀ε > 0,∃q, x < y < q =⇒ 0 ≤ G(y)−G(x) < ε.
Alors G est continue a` droite.
(c) Montrons que Fn(j)(x) → G(x) aux points de continuite´ x
de G.
Soit x un point de continuite´ de G. Pour tout ε > 0, nous pouvons
trouver (y′, y′′) ∈ Qk tel que y′ < x < y′′ et G(y′′)−G(y′) < ε/2. Soit
(y′, y′′) ∈ Qk tel que y′ < q′ < x < q′′ < y′′. Then F (q′′) − F (q′) ≤
G(y′′)−G(y′) ≤ ε. Next
G(y′) ≤ F (q′) = Fn(j)(q′) ≤ lim inf
j→+∞
Fn(j)(x)
≤ lim sup
j→+∞
Fn(j)(x)
≤ Fn(j)(q′′) = F (q′′) ≤ G(y′′).
Ainsi les nombres
lim inf
j→+∞
Fn(j)(x)
et
lim sup
j→+∞
Fn(j)(x)
et F (x) sont tous dans l’intervalle [G(y′), G(y′′)] de longueur e´gale au
plus a` ε. Cela qui implique
(3.2) max(
∣∣∣∣G(x)− lim infj→+∞ Fn(j)(x)
∣∣∣∣ , ∣∣∣∣G(x)− lim sup
j→+∞
Fn(j)(x)
∣∣∣∣) ≤ ε,
pour tout ε > 0. De`s lors,
Fn(j)(x)→ G(x) as j → +∞.
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(c) Montrons que G est a` volume positif.
Pour tout (a, b) ∈ Jk × Jk, soit q′ ↓ a et q′′ ↓ b avec q′ > a and q′′ > b
and (q′, q′′) ∈ Qk ×Qk. Par limite de´croissante et par de´finition de G,
(3.3) 0 ≤ ∆q′,q′′F → ∆a,bG ≥ 0.
Re´sume´. G est une fonction de distribution sur Jk et Fn(j)(x)→ G(x)
Etape 4 (finale). Maintenant, on peut prolonger G sur Qk par
G(q) = inf{F (x), x ∈ Jk, q < x} ∈ [0, 1], q ∈ Qk.
En retour montrons que G est continue a` droite. Que G soit continue
a` droite en x ∈ Jk vient de (3.1)
∀ε > 0,∃q, x < y < q =⇒ 0 ≤ G(y)−G(x) < ε.
Cette formule est vraie, a` l’origine, pour y ∈ Jk. Pour l’e´tendre, choi-
sissons un y0 ∈ Jk et soit q0 ∈ Qk tel que
x < y0 < q0 < q.
Alors pour tout z ∈ Rk
x < z < y0 =⇒ G(z)−G(x) < ε.
Puisque si z ∈ Qk, nous avons
x < z < y0 =⇒ G(z)−G(x) ≤ G(y)−G(x) ≤ ε.
Montrons que G soit continue a` droite en x ∈ Qk. Re-utilisons la tech-
nique qui a donne´ (3.1). Par de´finition, pour tout ε > 0, il existe y ∈ Jk
tel que G(x) ≤ G(y) < G(x) + ε avec x < y. Nous pouvons trouver
q0 ∈ Jk tel que x < q0 < y. A partir de la`, nous reconduisons es meˆmes
me´thodes pour avoir
x < z < q0 =⇒ G(z)−G(x) ≤ ε.
Maintenant, en utilisant la continuite´ a` droite et le fait que G est a`
volume positif sur Qk pour l’e´tendre a` Rk, en proce´dant de la manie`re
qui a conduit a` (3.3).
Enfin, pour de´montrer que Fn(j)(x) → G(x) aux points de continuite´,
il suffit de le faire pour x ∈ Qk. Il suffit de reconside´rer la technique qui
a conduit a` (3.2) et de remplacer (y′, y′′) ∈ Qk par (z′, z′′) ∈ Jk points
de continuite´ de G avec z′ ↑ x and z′′ ↓ x.
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Pouvoir choisir de tels points de continuite´ vient du fait que les fron-
tieres des ensembles ]−∞, z′] et ]−∞, z′′] sont distincts lorsque z′ croit
strictement et z′′ de´croit strictement. On peut dont les choisir tels que
leur valeur par la mesure mG(]a, b]) = ∆a,bG soient nulles, ce qui fait
des z′ and z′′ des points de continuite´. Nous pensons que le lecteur
est de´ja` familier avec ce type de raisonnement depuis l’expose´ sur la
mesure de l’exposition.
Remarque sur la preuve. Nous avons voulu avoir une preuve aussi
comple`te que possible. L’e´tape 4 est superflue si on peut montrer de`s
l’e´tape 2 que la fonction F est continue a` droite sur Qk. En effet la
preuve dans van der Vaart [11] ne permet pas a` notre avis, de dire que
F est continue en x ∈ Qk.
Maintenant passons a` la preuve du the´ore`me de Prohorov.
Preuve du the´ore`me 7 de Prohorov. Supposons que la suite de
fonctions de re´partition {Fn, n ≥ 1} soit tendue, c’est-a`-dire que la
suite des mesures de Lebesgues-Stieljes {Pn(]a, b]) = ∆a,bFn, n ≥ 1}
est tendue. D’apre`s la proposition 23, pour tout ε > 0, nous avons un
C > 0, C ∈ Rk tel que pour tout n ≥ 1,
Fn(C) ≥ 1− ε.
D’apre`s le the´ore`me 8, il existe une sous-suite
(
Fn(j)
)
j≥1 de (Fn)n≥1
convergente vaguement vers une fonction de distribution F associe´e a`
une mesure L de´finie par L(]a, b]) = ∆a,bF et borne´e par l’unite´.
Conside´rons la famille {Ch = C + h(k), avec h > 0}. Ces points sont
tels que les frontie`res ∂] −∞, Ch] sont disjointes. Nous pouvons alors
choisir une suite Chp de sorte que L(∂]−∞, Chp ]) = 0 pour tout p ≥ 1
and Chp ↑ (+∞)(k) quand p ↑ +∞. Ces points sont donc des points de
continuite´ de F et de´passent C. Donc pour tout p ≥ 1 fixe´,
Fn(j)(Chp) ≥ 1− ε.
En faisant j →∞, nous obtenons
F (Chp) = L(]−∞, Chp) ≥ 1− ε.
On conclut en faisant p ↑ +∞ puis ε ↓ 0 pour obtenir
(3.4) F ((+∞)(k)) = 1.
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Sur un autre plan, pour tout ε > 0, il existe M > 0, tel que
supPn(LM) ≤ ε.
Nous devons montrer que
(3.5) lim
∃(1≤i≤k),xi→−∞
F (x) = 0,
ce qui revient a` dire que pour tout ε >, il existe M > 0 tel que
∃(1 ≤ i ≤ k), xi < −M =⇒ F (x) ≤ ε.
Mais
∃(1 ≤ i ≤ k), xi < −M, ]−∞, x] ⊂ LM ,
donc, pour tout n ≥ 1,
∃(1 ≤ i ≤ k), xi < −M, Fn(x) ≤ ε.
Maintenant, soit un point x fixe´ de sorte que : ∃(1 ≤ i ≤ k), xi < −M.
Soit x(h) = x + h(k), avec 0 < h < −(M + xi). Par la me´thode, que
nous croyons maintenant classique pour nos lecteurs, il existe une suite
de points x(hp), p ≥ 1, qui sont des points de continuite´ de F avec
hp ↓ 0. Nous avons donc pour tout p ≥ 1, fixe´ pour tout j ≥ 1,
Fn(j)(x(hp)) ≤ ε.
En faisant j →∞, nous aurons
F (x(hp)) ≤ ε.
Maintenant, par continuite´ a` droite, nous avons quand p ↑ +∞,
F (x) ≤ ε.
Nous concluons alors : pour tout ε > 0,
∃(1 ≤ i ≤ k), xi < −M =⇒ F (x) ≤ ε.
ce qui prouve bien (3.5). Ceci avec (3.4) montre que F est bien une
fonction de re´partition.
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4. Applications
4.1. The´ore`me de continuite´ de Le´vy.
The´ore`me 9. Soit une suite de fonctions caracte´ristiques ψn sur
R convergente vers une fonction ψ continue en zero, alors ψ est une
fonction caracte´ristique.
PREUVE. Il faut d’abord remarquer que ψ(0) = 0 puisque ψn(n)
pour tout n ≥ 1. On peut bien supposer les ψn sont les fonctions
caracte´ristiques de suites Xn, c’est-a`-dire que
ψn(t) = E(e
itXn), t ∈ R.
D’apre`s le lemme 11 de la section 2 du chapitre 6, nous avons |sin a| ≤ a
pour |a| ≥ 2. Et donc
1(|δx|>2) ≤ 2(1− sin δx
δx
)
et, par l’e´galite´ de droite facile a` montrer, nous obtenons
1(|δx|>2) ≤ 2(1− sin δx
δx
) =
1
δ
∫ δ
−δ
(1− cos tx)dt.
Appliquons cette formule a` Xn pour avoir
1(|Xn|>2/δ) ≤
1
δ
∫ δ
−δ
(1− cos tXn)dt
et en prenant les espe´rances mathe´matiques et en appliquant le the´or‘eme
de Fubini pour des fonctions inte´grables, nous arrivons a`
P(|Xn| > 2
δ
) ≤ 1
δ
∫ δ
−δ
Re(1− EeitXn)dt.
En appliquant le the´ore`me de convergence domine´ a` Re(1−EeitXn)→
Re(1− ψ(t)), on a
(4.1) lim inf
n→∞
P (|Xn| > 2
δ
) ≤ 1
δ
∫ δ
−δ
Re(1− ψ(t))dt.
La fonction partie re´lle, Re(·) est continue et donc, par hypothe`se,
Re(1 − ψ(t)) → 0 lorsque δ → 0. De`s lors lorsque δ → 0 dans (4.1),
nous obtenons
lim inf
n→∞
P (|Xn| > 2
δ
) = 0.
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Cela implique que la suite est uniforme´ment tendue. Donc elle contient
une sous-suite Xnk qui converge vers une variable X. Par le the´ore`me
de convergence domine´e, pour tout t ∈ R,
ψnk(t) = E(exp(itXnk))→ E(exp(itX)) = ψ0(t).
Par l’unicite´ des limites dans R,
ψ = ψ0
et donc ψ est bien une fonction caracte´ristique.
Passons a` la caracte´risation de la convergence vague par les fonctions
caracte´ristiques.
4.2. Une autre preuve de la caracte´risation de la conver-
gence vague par les fonctions caracte´ristiques.
The´ore`me 10. Une suite variables ale´atoires Xn a` valeurs dans Rk
converge vaguement vers le vecueur ale´atoire X ∈ Rk si et seulement
si pour tout u ∈ Rk, E(exp(i < u,Xn >)→ E(exp(i < u,X >).
PREUVE. Le sens direct de´coule du the´ore`me de convergence domine´e.
Prouvons le sens indirect et supposons que pour tout u ∈ Rk
ψn(u) = E(exp(i < u,Xn >)→ E(exp(i < u,X >) = ψn(u).
Pour tout i fixe´, 1 ≤ i ≤ k, la suite des i-ie`me composantes X(i)n verifie,
pour tout t ∈ R,
ψn(i)(t) = ψn( 0, .., t, ..0︸ ︷︷ ︸
i−ie`me place
) = E(exp(itX(i)n )→ ψ( 0, .., t, ..0︸ ︷︷ ︸
i−ie`me place
) = ψ(i)(t).
La fonction ψ est continue en ze´ro puisqu’elle est une fonction car-
acte´ristique. De`s lors, les fonctions partielles sont aussi continues en
ze´ro. La formule ci-dessus dit que la suite des fonctions caracte´ristiques
ψn(i)(t) = E(exp(itX
(i)
n )) converge vers une fonction ψ(i)(t) continue en
ze´ro. Le the´ore`me pre´ce´dent nous fait conclure que la suite X
(i)
n est
tendue. Ainsi les suites des composantes de Xn sont tendues. Par la
proposition 26, la suite Xn est tendue.
Nous pouvons conclure en deux e´tapes.
Etape 1 : Chaque sous-suite de of Xn contiens une sous-suite qui con-
verge vaguement vers une certaine mesure de probabilite´ L. Par hy-
pothe`se, Xn converge vers PX . Par la caracte´risation des lois de prob-
abilite´s dans et par unicite´ de la limite vague en loi, nous avons donc
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L = PX . Ainsi, il existe une mesure de probabilite´ (qui est L0 = PX)
telle que toute sous-suite Xn contient une sous-suite qui converge vers
PX .
Etape 2 : Soit f : Rk 7→ R une fonction continue et borne´e. Soit une
sous-suite Ef(Xnj), j ≥ 1, de la suite Ef(Xn), n ≥ 1.
Cette sous-suite Xnj , j ≥ 1, contient une sous-suite Xnj` , ` ≥ 1, qui
converge vers L0 quand `→ +∞. Donc Ef(Xnj` ) converge vers
∫
fdL0.
Ainsi A =
∫
fdL0 est un nombre re´el tel que toute sous-suite Ef(Xn),
n ≥ 1, contient une sous-suite convergente vers A.
Par le crire`re de Prohorov (Voir Exercice 4 de la section 1 du chapitre
6), Ef(Xn) converge vers
∫
fdL0. Donc Xn converge vaguement vers
L0 = PX
CHAPTER 4
Outils Particuliers pour la Convergence Vague
dans R
Ce chapitre se focalise sur des outils spe´cifiques a` la convergence
vague de suites de variables ale´atoires re´elles. Pour de telles variables,
nous pouvons utiliser les repre´sentations dites de Renyi par le biais de
variables ale´atoires exponentielles standard ou uniformes standard. De
telles representations sont base´es sur les fonctions inverses ge´ne´ralise´es
sur les quelles le premier chapitre se concentre.
En plus, en relation avec les re´sultats de la section 6 et du the´ore`me
5 du chapitre 2, le traitement de la convergence vague sur le meˆme
espace de probabilite´ peut devenir une affaire de calculs directs et plus
ou moins automatique. Ce chapitre donne des outils dans ce sens.
1. Inverses ge´ne´ralise´es des fonctions monotones
Cette the´orie est faite pour les fonctions croissantes et continues a`
droite. Elle peut aussi eˆtre faite pour les fonctions de´croissantes et
continues a` gauche. Mais il suffit de la faire pour un des cas de mono-
tonie et d’adpater les de´finitions et les re´sultats a` l’autre cas.
Soit F be une fonction croissante (au sens large) et continue a` droite
de´finie de R vers R. De´finissons l’inverse ge´ne´ralise´e de F comme suit
:
F−1(u) = inf{x ∈ R, F (x) ≥ u}, u ∈ R.
En raison de l’importance de cette transformation, dite des quantiles,
pour la the´orie univarie´e des valeurs extreˆmes, nous allons exposer une
liste de quelque de ses proprie´te´s importantes. Puisque nous voulons
que ces proprie´te´s soient retenues une fois pour toute, nous allons les
donner sous formes de points et de pourvoir les preuves a` la fin de la
liste.
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Point (1) Pour tout u ∈ R et Pour tout t ∈ R
(A) F (F−1(u)) ≥ u
et
(B) F−1(F (x)) ≤ x.
Point (2) Pour tout (u, t) ∈ R2,
(A) (F−1(u) ≤ t)⇐⇒ (u ≤ F (t))
et
(B) (F−1(u) > t)⇐⇒ (u > F (t))
Point (3) F−1 est croissante et continue a` gauche.
Point (4) De´finissons la convergenge vague d’une suite de fonction
monotones ((Fn)n≥1 vers F quand n → +∞, note´ par Fn  F , si et
seulement si :
∀(x ∈ C(F )), Fn(x)→ F (x) as n→ +∞,
ou` C(F ) de´signe l’ensemble des points de continuite´ de F . Nous avons
: quand n→ +∞.
(Fn  F )⇒ (F−1n  F−1)
Point (5) Supposons que Fn et F soient les fonctions de distribu-
tion de variables ale´atoires re´elles et Fn  F . Si F est continue,
alors nous avons la convergence uniforme
sup
x∈R
|Fn(x)− F (x)| → 0 as n→ +∞
Point (6) Une fonction de distribution F sur R a, au plus, un nombre
de´nombrable de points de discontinuite´.
Point (7) Soit P une probabilite´ quelconque sur R avec un support
(a, b), ce qui signifie que P((a, b)c) = 0 ou ce qui signifie que
a = inf{x, P(]−∞, x]) > 0} and b = inf{x, P(]−∞, x]) = 1}.
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Alors, pour 0 < ε < 1, il existe un nombre fini de partition de (a, b),
a = t0 < t1 < t2 < ... < tk < tk+1 = b
tels que pour 0 < i < k,
P(]ti, ti+1[) ≤ ε.
Nous pouvons toujours e´tendre les limites a`
−∞ ≤ t0 < t1 < t2 < ... < tk < tk+1 ≤ +∞
puisque P(]−∞, a[) = 0 et P(]b,+∞[) = 0.
Point (8) Soient F et G deux fonctions de distributions a` la fois
de´croissante ou a` la fois croissante. Si aucune d’entre elles n’est de´ge´ne´re´,
alors il existe deux points de continuite´ de toutes les deux F , note´s G
x1 et x2 tels que x1 < x2 et
F (x1) < F (x2) and G(x1) < G(x2).
Point (9) Soit F une fonction croissante de R to [a, b], sans hypothe`se
de continuite´ a` gauche ou a` droite. Alors, pour y ∈]a, b[,
F (F−1(y)− 0) ≤ y ≤ F (F−1(y) + 0),
ou` F (·+ 0) and F (· − 0) de´signent respectivement la limte a` droite
et la limite a` gauche de x.
Si la fonction est de´croissante, l’inverse ge´ne´ralise´e sera de´finie par
F−1(y) = inf{x ∈ R,F (x) ≤ y}, y ∈ (a, b).
Dans ce cas, nous avons pour tout y ∈ (a, b)
F (F−1(y)+) ≤ y ≤ F (F−1(y)−)
B - Preuves des diffe´rents points.
Preuves du Point 1. Partie (A). Posons
Au = {x ∈ R, F (x) ≥ u} , u ∈ R.
Comme F−1(u) = inf An, il existe une suite (xn)n≥0 ∈ Au tels que F (xn) ≥ u
xn ↓ F−1(u)
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Par la continuite´ a` droite de F , nous avons
F (F−1(u)) ≥ u.
Cela prouve la premie`re formule (A). En ce qui concerne la formule
(B), considerons x ∈ R et posons
F−1(F (x)) = inf AF (x)
En divisant AF (x) dans
AF (x) = [−∞, x[ ∩ AF (x) + [x,+∞] ∩ AF (x)
=: AF (x)(1) + AF (x)(2)
Par le fait 1 a` la fin de ce paragraphe, nous avons
inf AF (x) = min(inf AF (x)(1), inf AF (x)(2))
Mais, nous avons
y ∈ AF (x)(1) =⇒ y ≤ x, then inf AF (x)(1) ≤ x
Ensuite, nous avons e´videmment
inf AF (x)(2) = {y ≥ x, F (y) ≥ F (x)} = x.
Ainsi, il vient que
inf AF (x) ≤ x.
C’est-a`-dire:
F−1(F (x)) = inf AF (x) ≤ x.
Cela met fin a` la preuve du point 1 .
Preuves du Point 2. Il est e´vident que chacune des formules (A) et
(B) peut eˆtre de´rive´e l’une de l’autre en prenant les comple´mentaires.
Donc nous pouvons seulement prouver l’une d’elles, par exemple (B).
Supposons que (u > F (t)). Par continuite´ a` droite de F en t, nous
pouvons trouver  tels que
u > F (t+ ).
Maintenant, pour x ∈ Au nous avons suˆrement
x > t+ .
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Sinon, nous aurions
x ≤ t+  =⇒ F (x) ≤ F (t+ ) < u,
et cela aurait conduit a` la conclusion que x /∈ Au, qui est en contradic-
tion avec l’hypothe`se. Alors, x > t+ pour tout x ∈ Au. Cela implique
que
inf Au = F
−1(u) ≥ t+  > t.
Nous avons prouve´ les sens direct de la premie`re formule. Pour prouver
les sens indirect, considerons F−1(u) > t. Ensuite, supposons que
u > F (t) n’est pas ve´rife´. Cela implique que F (t) ≥ u, et par suite
t ∈ Au. Puisque
inf Au = F
−1(u) ≤ t,
ce qui est contraire a` l’hypothe`se. Donc u > F (t).
Preuves du Point 3. Nous commenc¸ons par e´tablir que F−1 est non
de´croissante. Nous avons
∀u ≤ u′, Au′ ≤ Au =⇒ inf Au′ ≤ inf Au.
Ceci implique que
F−1(u′) ≥ F−1(u)
Ensuite, nous devons prouver que F−1 est continue a` gauche. Soit
u ∈ R. Nous avons pour tout h ≥ 0,
F−1(u− h) ≤ F−1(u).
Ainsi
lim
h↓0
F−1(u− h) ≤ F−1(u).
Supposons que
lim
h↓0
F−1(u− h) = α < F−1(u).
Nous pouvons trouver  > 0 tels que α+ < F−1(u). Maintenant, pour
tout h ≥ 0,
F−1(u− h) < α + .
Par de´finition de l’infinimum, il existe x tel que
F (x) ≥ u− h and F−1(u− h) < α + .
Par la formule (A) du Point 1,
F−1(u− h) < α +  =⇒ u− h ≤ F (α + ).
Ensuite, nous obtenons comme h ↓ 0
u ≤ F (α + ).
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Etant donne´ que cela est vrai pour tout  > 0, nous pouvons faire
tendre  ↓ 0 pour obtenir
u ≤ F (α).
Mais, par la formule (B) du Point (2) et en utilisant l’hypothe`se, nous
arrivons a` (
α < F 1(u)
)⇔ (F−1(u) > α)⇔ (u > F (α)) .
Ceci est clairement une contradiction. Nous concluons que
lim
h↓0
F−1(u− h) = F−1(u).
Et ensuite F−1 est continue a` gauche.
Preuves du Point 4
Supposons que Fn  F . Soit y ∈ R et soit ε > 0. Comme le nombre
de points de discontinuite´ de F est au plus de´nombrable, nous pou-
vons trouver un point de continuite´ x de F dans un intervalle ouvert
(F−1(y) − ε, F−1(y)). Par le Point 2, (F−1(y) > x) est is equivalent
a` (F (x) < y). Comme x ∈ C(F ), Fn(x) → F (x). Alors pour toute
valeur de n assez grande, nous avons Fn(x) < y et alors x < F
−1
n (y).
Nous avons
F−1(y)− ε ≤ x < F−1n (y)
c’est-a`-dire pour tout ε > 0,
F−1n (y) > F
−1(y)− ε.
Faisons n tendre vers +∞ et ε de´croitre vers 0, nous obtenons pour
tout y ∈ R,
lim inf
n→∞
F 1n(y) ≥ F−1(y).
Maintenant , soit y un point de continuite´ de F−1. Pour tout y′ > y,
nous pouvons trouver un point de continuite´ point x de F tels que
(1.1) F−1(y′) < x < F−1(y′) + ε.
Par le point 1, x > F−1(y′) =⇒ F (x) ≥ F (F−1(y)) ≥ y′. Alors
y < y′ ≤ F (x).
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Puisque x ∈ C ′F ), Fn(x)→ F (x),nous avons pour les grandes valeurs
de n, y < Fn(x) et par la Formule (A) du Point 2, F
−1
n (y) ≤ x. En
combinant cela avec (1.1), nous obtenons
F−1(y′) ≥ x ≥ F−1n (y).
Maintenant, soit n→ +∞ pour obtenir
lim sup
n→∞
F−1n (y) ≤ F−1(y′).
Maintenant, soit y′ ↓ y, et nous avons F−1(y′) ↓ F−1(y) par la conti-
nuite´ de F−1 en y. Nous arrivons a`
lim sup
n→∞
F−1n (y) ≤ F−1(y). ≤ lim inf
n→∞
F 1n(y).
Nous concluons enfin
F−1(y) = lim sup
n→∞
F−1n (y) = lim inf
n→∞
F−1n (t).
Preuve du Point 5. Comme F est croissante, x est un point de
discontinuite´ de F si et seulement si le saut de discontinuite´ F (x+)−
F (x−) est strictement positif. Notons par D l’ensemble de tous les
points de discontinuite´ de F , et pour tout k ≥ 1, notons par Dk
l’ensemble des points de discontinuite´ tels que F (x+)−F (x−) > 1/k et
par Dk,n l’ensemble des points de discontinuite´ dans l’intervalle [−n, n]
tels que F (x+)−F (x−) > 1/k. Nous allons montrer que Dk,n est fini.
Supposons que nous pouvons trouver m points x1, ..., xm dans Dk,n.
Comme F est croissante, on peut voir que la somme des sauts de dis-
continuite´ est infe´rieure a` F (n) − F (−n). On peut faire un dessin
simple pour m = 3 et projeter les sauts sur l’axe des ordonne´es pour
voir cela facilement. Ainsi,∑
1≤j≤m
F (x+)− F (x−) ≤ F (n)− F (−n).
Puisque chacun de ces sauts de´passe 1/k, nous avons∑
1≤j≤m
(1/k) ≤
∑
1≤j≤m
F (x+)− F (x−) ≤ F (n)− F (−n).
m/k ≤ F (n)− F (−n)
c’est-a`-dire
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m ≤ k(F (n)− F (−n))
Nous concluons en disant que nous ne pouvons pas avoir plus que
[k(F (n)− F (−n))] points dans Dk,n, donc Dk,n est fini. Comme
D = ∪n≥1 ∪k≥1 D(k, n)
Nous voyons que D est de´nombrable. Ceci met fin a` la preuve.
Preuve du Point 6. Soit 0 < ε < 1. Let F (t) = P(]−∞, t]). Ceci est
une fonction de re´partition, donc ve´rifiant F (∞) = 0 et F (+∞) = 1.
Fixons 0 < ε < 1. Posons k = [1/ε], ou` [t] repre´sente la partie entie`re
de t. Nous avons alors
kε ≤ 1 ≤ kε+ ε.
Notons
si = iε, for i=1,...,k and sk+1 = 1.
et
ti = F
−1(si) = inf{u, G(u) ≥ si}.
Par le Point 1,
(1.2) F (ti) ≥ si.()
Ensuite,pour tout 1 ≤ i < k,
F (ti+1−) = lim
h↓0
F (ti+1 − h).
Par de´finiton de ti+1, qui est l’infimum des valeurs de u tels que F (u) ≥
(i+ i)ε, nous avons suˆrement,
F (ti+1 − h) < (i+ 1)ε.
En allant a` la limite , nous obtenons
(1.3) B(ti+1−) ≤ (i+ 1)ε.
En mettant ensemble (1.2) et (1.3), nous avons
P(]ti, ti+1[) = F (ti+1−)− F (ti) ≤ (i+ 1)ε− iε = ε,
pour i = 1, .., k. Enfin i = k, nous avons F (tk+1) = 1 et
P(]tk, tk+1[) = 1− F (tk) ≤ 1− kε ≤ ε.
Pour i = 0, comme F (t0) ≥ 0, nous avons
P(]ti, ti+1[) = F (t1−)− F (t0) ≤ F (t1−) ≤ ε
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Nous venons de prouver que 0 ≤ i ≤ k,
P(]ti, ti+1[) = F (ti+1+)− F (ti) ≤ (i+ 1)ε− iε = ε.
Preuve du Point 7. Nous allons appliquer le Point 6. Conside´rons
la mesure de probabilite´ de Lebesgues-Stieljes ge´ne´re´e par F et car-
acte´rise´e par
P(]u, v]) = F (v)− F (u), u ≤ v.
En particulier, nous avons P(] −∞, v]) = F (v) − F (u). Fixons ε > 0
et conside´rons une subdivision
−∞ = t0 < t1 < t2 < ... < tk < tk+1 = +∞
tel que pour tout 0 ≤ j ≤ k,
F (tj+1−)− F (tj) = PX(]ti, ti+1[) ≤ ε.
Maintenant, nous voulons prouver la convergence uniforme. Soit x un
des tj. Nous avons
Fn(x)− F (x) ≤ sup
0≤j≤k+1
|Fn(tj)− F (tj)| .
Tout autre x est dans l’un des intervalles ]tj, tj+1[. Utilisons la crois-
sance de F et Fn pour avoir
Fn(x)− F (x) ≤ Fn(tj+1−)− F (x)
≤ Fn(tj+1−)− F (tj+1−) + F (tj+1−)− F (x)
≤ Fn(tj+1−)− F (tj+1−) + F (tj+1−)− F (tj)
≤ sup
0≤j≤k+1
|Fn(tj−)− F (tj−)|+ ε
et
F (x)− Fn(x) ≤ F (x)− Fn(tj)
≤ F (x)− F (tj) + F (tj)− Fn(tj)
≤ F (tj+1−)− F (tj) + F (tj)− Fn(tj)
≤ sup
0≤j≤k+1
|Fn(tj)− F (tj)|+ ε
A l’arrive´e, nous avons pour tout x diffe´rent des tj,
|F (x)− Fn(x)| ≤ max( sup
0≤j≤k+1
|Fn(tj−)− F (tj−)| , sup
0≤j≤k+1
|Fn(tj)− F (tj)|)+ε.
Alors, en notant,
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sup
x∈R
|Fn(x)− F (x)| = ‖Fn − F‖∞ ,
nous avons obtenu
‖Fn − F‖∞ ≤ max( sup
0≤j≤k+1
|Fn(tj−)− F (tj−)| , sup
0≤j≤k+1
|Fn(tj)− F (tj)|)+ε.
A ce stade , nous avons la conclusion plus ge´ne´rale. Si pour tous
les re´els x, Fn(x) → F (x) et Fn(x−) → F (x−), alors nous pouvons
conclure que
lim sup ‖Fn − F‖∞ ≤ ε,
pour un ε > 0 arbitraire. Ainsi, nous avons
lim ‖Fn − F‖∞ = 0.
Pour e´tendre cette conclusion pour le cas ou` F est continue et Fn(x)→
F (x), nous allons prouver que Fn(x−)→ F (x) pour tout x.
Pour le prouver cela pour un quelconque x fixe´ et avec 0 ≤ hp ↓ 0
comme p ↑ +∞. Nous avons pour chaque n,
Fn(x−)− F (x) ≤ Fn(x)− F (x) ≤ |Fn(x−)− F (x)|
et
F (x)−Fn(x−) ≤ F (x)−Fn(x−hp) ≤ |F (x)−F (x−hp)|+|F (x−hp)−Fn(x−hp)|
En combinant ces deux points, nous avons
|F (x)−Fn(x−)| ≤ max(|Fn(x−)−F (x)|, |F (x)−F (x−hp)|+|F (x−hp)−Fn(x−hp)|).
Maintenant fixons p et soit n→ +∞ pour avoir
lim sup
n→+∞
|F (x)− Fn(x−)| ≤ |F (x)− F (x− hp)|.
Finalement, faisons p→ +∞ pour avoir la conclusion par le fait de la
continuite´ de F .
Preuve du Point 8. F est de´ge´ne´re´e si et seulement si il y a un
unique point de croissance, par exemple a, en lequel elle pre´sente un
saut de discontinuite´. Il est sous la forme : F (x) = c1 pour x < a et
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F (x) = c2 pour x ≥ a, avec c1 < c2. Donc , si F est non de´ge´ne´re´e,
il comporte au moins deux points de croissance. Par conse´quent, nous
pouvons trouver trois points de continuite´ de F : a1 < a1 < a3 tels que
F (a1) < F (a1) < F (a3). Si G est e´galement non de´ge´ne´re´e, on peut
trouver aussi trois points de continuite´ de G : b1 < b1 < b3 tels que
F (b1) < F (b1) < F (b3). Nous conside´rons deux cas.
Cas 1. L’intervalle [a1, a3] et [b1, b3] sont disjoints ou, ont une intersec-
tion re´duite a` un point qui force´ment un point de continuite´. Supposons
par exemple que a3 ≤ b1. Prenons x1 = a1 et x2 = b3. Nous avons
F (x1) < F (a3) ≤ F (b1) ≤ F (b3) = F (x2)
et
G(x1) ≤< G(a3) ≤ G(b1) < F (b3) = G(x2).
Cas 2. L’intervalle [a1, a3] et [b1, b3] ont une intersection non vide et
non re´duite a` un point. Cette intersection poss‘ede un inte´rieur non
vide. On peut donc y choisir un point t de continuite´ de F et de G.
Nous avons alors suˆrment F (a1) < F (t) ou F (t) < F (a3). Sinon , nous
aurions F (a1) = F (a3), ce qui violerait ce qui est ci-dessus. De fac¸on
similaire G(b1) < G(t) ou G(t) < G(a3).
Maitenant, prenons x1 = min(a1, b1) et xx = min(a3, b3). Discutons :
Si F (a1) < F (t), nous avons
F (x1) ≤ F (a1) < F (t) ≤ F (a3) ≤ F (x2)
Si F (t) < F (a3), nous avons
F (x1) ≤ F (a1) ≤< F (t) <≤ F (a3) ≤ F (x2)
Nous concluons que
F (x1) < F (x2)
Nous montrons de fac¸on similaire que
G(x1) < G(x2)
Par le Point 5, nous savons que les points de discontinuite´ de F et G
sont au plus de´nombrable. Nous, nous pouvons ajuster x1 et x2 de
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sorte qu’ils soient a` la fois des points de continuite´ de F et de G.
Preuve du Point (9). Commenc¸ons par le premier dans lequel la
fonction F est croissante. Par de´finition de l’inverse ge´ne´ralise´e, nous
avons pour tout h > 0
F (F−1(y) + h) ≥ y
et and
F (F−1(y)− h) < y.
En passant a` la limite quand h ↓ 0, nous obtenons
F (F−1(y)−) ≤ y ≤ F (F−1(y)+).
Similarement, si F est de´croissante, nous avons pour tout h > 0,
F (F−1(y) + h) ≤ y
et
F (F−1(y)− h) > y.
En passant a` la limite quand h ↓ 0, nous obtenons
F (F−1(y)+) ≤ y ≤ F (F−1(y)−), y ∈ (a, b).
Fact 1. Soit A et B deux sous-ensembles disjoint de R. Nous avons
have
inf A ∪B = min(inf A, inf B).
En effet, de manie`re e´vidente, inf A∪B est infe´rieur a` inf A et a` inf B,
et par suite, nous avons inf A ∪ B ≤ min(inf A, inf B). A l’inverse,
supposons ue nous n’avons pas l’e´galite´, i.e.,
inf A ∪B < min(inf A, inf B).
Dans ce cas, il existerait une suite (zn)n≤0 de points A∪B de´croissante
vers inf(A ∪ B). Alorsn suˆrement, lorsque n est assez grand, zn sera
strictement plus petit que chacun des nombres inf A et inf B. Et pour-
tant, il soit soit dans A soit dans B. Ceci est absurde. Nous concluons
que nous avons l’e´galite´.
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1.1. Applications des fonctions inverses ge´ne´ralise´es. La premie`re
application est la repre´sentation d’une variable ale´atoire re´elle par une
variable ale´atoire uniforme standard U ∼ U(0, 1) associe´e a` la fonction
de re´partition H(x) = 0 pour x < 0, H(x) = x pour x ∈ (0, 1) et
H(x) = 1 pour x > 0. Nous avons :
Lemme 4. Soit F une fonction de distribution tels que F (−∞) = 0
et F (+∞) = 1. Soit U ∼ U(0, 1), definie sur un espace de probabilite´
(Ω,A,P). Alors F est la fonction de re´partition de X = F−1(U).
Preuve. Nous avons par la formule (A) du point 2 ci-dessus que
P(X ≤ x) = P (X ≤ x) = P(F−1(U) ≤ x) = P(U ≤ F (x)) = F (x).
Une deuxie`me application est cette forme simple du The´ore`me de Sko-
rohod.
The´ore`me 11. Soit Fn  F , ou` Fn et F sont des fonction de
distribution tels que Fn(−∞) = 0 et Fn(+∞) = 1, pour n ≥ 0,
F (−∞ = 0) et F (+∞) = 1. Alors, il existe un espace de proba-
bilite´ (Ω,A,P) portant une suite variables ale´atoires re´elles Xn et une
variable ale´atoire X telles que pour tout n ≥ 0, Fn est la fonction
de re´partition de Xn, c’est-a`-dire Fn(.) = P(Xn ≤ .), et F est la
re´partition X, i.e. F (.) = P(X ≤ .) et
Xn → p.s as n→ +∞.
Preuve. Conside´rons ([0, 1],B([0, 1]), λ) ou` λ est la mesure de Lebesgues
sur [0, 1], qui est une mesure de probabilite´. Conside´rons la fonction
identite´ : U : ([0, 1],B([0, 1]), λ) 7→ ([0, 1],B([0, 1]), λ). Alors U suit
une loi uniforme standard puisque pour tout x ∈ (0, 1),
λ(U ≤ x) = λ(U−1(]−∞, x]))
ou` U−1 est l’inverse de U et alors U−1(]−∞, x]) =]−∞, x] . Ainsi
λ(U ≤ x) = λ(U−1(]−∞, x])) = λ(]−∞, x]) = x.
Considerons Xn = F
−1
n (U) et X = F
−1(U). Alors chaque Fn est une
fonction de re´partition de Xn et F est une fonction de re´partition de
X. Montrons que Xn converge vers X presque suˆrement. En utilisant
le point 4 ci-dessus, nous avons F−1n  F−1.
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Nous avons
1 ≥ λ(Xn → X) = λ({u ∈ [0, 1], Xn(u)→ X(u)})
= λ({u ∈ [0, 1], F−1n (u)→ F−1(u)})
≥ λ({u ∈ [0, 1], u est un point de continuite´ de F}) = 1,
e´tant donne´ que le comple´mentaire de {u ∈ [0, 1], u est un point de continuite´ deF}
est de´nombable et le mesure d’un ensemble par la mesure de Lebesgue
est nulle.
2. Repre´sentation uniform et exponentilles de Renyi
Dans cette section, nous nous inte´ressons aux repre´sentations de statis-
tique d’ordre X1,n ≤ ... ≤ Xn,n , n ≥ 1, de n variables ale´atoires
inde´pendantes Xn, ..., Xn de fonction de re´partition commune F par
rapport a` des variables uniformes ou exponentielles standard.
Dans toute la section, les variables sont de´finies sur le meˆme espace de
probabilite´ (Ω,A,P) .
Nous commenc¸ons par rappeler la densite´ de probabilite´ (dp) de la
statistique d’ordre issue d’un e´chantillon de dp h.
2.1. Densite´ de probabilite´ de la statistique d’ordre.
Proposition 28. Soit Z1, Z2, ..., Zn n copies inde´pendantes d’une
variable ale´atoire Z de loi absoluˆment continue et de dp h. Alors
la statistique d’ordre associe´e (Z1,n, Z2,n, ..., Zn,n est de loi absoluˆment
continue et sa dp jointe est donne´e par
h(Z1,n,...,Zn,n) (z1,...,zn) = n!
n∏
i=1
h (zi) 1(z1≤...≤zn).
Preuve.
Supposons que les hypothe`ses de la proposition soient vraies. Trou-
vons la densite´ conjointe des r statistiques d’ordre Zn1,n ≤ Zn2,n ≤
... ≤ Znr,n, avec 1 ≤ r ≤ n, 1 ≤ n1 < n2 < ... < nr.
Puisque la variable ale´atoire Z est absoluˆment continues, ses observa-
tions sont distinctes presque suˆrement et nous avons Zn1,n < Zn2,n <.
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.. < Znr,n, p.s. Soit dzi, 1 ≤ i ≤ r, assez petits. Alors pour z1 < z2 <
... < zr, l’e´ve`nement
(2.1) (Zni,n ∈]zi − dzi/2, zi + dzi/2[, 1 ≤ i ≤ r).
se re´alise avec n1 − 1 observations de l’e´chantillon Z1, ..., Zn tombant
strictement a` gauche de z1, une dans ]z1−dz1/2, z1 +dz1/2[, n2−n1−1
entre z1 + dz1/2 et z2 − dz1/2, une dans ]z2 − dz2/2, z1 + dz2/2[, etc.,
et n− kk observations strictement a` droite de zr.
Cette description est repre´sente´e dans la figure 1 pour r = 3.
Figure 1. Placement des observations aux points z1 < ... < zr
lorsque l’e´ve`nement (2.1) a lieu
Par de´finition, la densite´ de probabilite´ f(Zn1,n,...,Znr,n), si elle existe,
doit ve´rifier
(2.2)
P(Zni,n ∈]z1 − dzi/2, zi + dzi/2[, 1 ≤ i ≤ r)
dz1 × ...× dzr = f(Zn1,n,...,Znr,n)(z1, ..., zr)(1+ε(dz1, ..., dzr)),
ou` ε(dz1, ..., dzr) → 0 quand si chaque ∆i → 0 (1 ≤ i ≤ r). Main-
tenant, en utilisant l’ide´pendance de l’e´chantillon Z1, ..., Zn, la proba-
bilite´ P(Zni,n ∈]z1 − dzi/2, zi + dzi/2[, 1 ≤ i ≤ r) est ibtenue avec
par un distribution multinomiale. En utilisant enfin le fait que h est la
densite´ de probability conjointe des observations, nous obtenons
106 4. OUTILS PARTICULIERS POUR LA CONVERGENCE VAGUE DANS R
P(Zni,n ∈]z1 − dzi/2, zi + dzi/2[, 1 ≤ i ≤ r)
dz1 × ...× dzr
= n!× h(z1)
n1−1
(n1 − 1)! ×
(F (z2)− F (z1))n2−n1−1
(n2 − n1 − 1)!
× ....× (F (zj)− F (zj−1))
nj−nj−1−1
((nj − nj−1 − 1)!)
× ...× (F (zr)− F (zr−1))
nr−nr−1−1
(nr − nr−1 − 1)!
× (1− F (zr))
n−nr
(n− nr)!
×
∏ P(Zni,n ∈]zi − dzi/2, zi + dzi/2[)
1!∆i
.
Le dernier facteur du produit est donne´ par
r∏
i=1
h(zi)(1 + dzi).
En posant n0 = 0 et nr = n + 1 et pour tout −∞ = z0 < z1 < ... <
zr < zr+1 = +∞,
f(Zn1,n,...,Znr,n)(z1, ..., zr) = n!
r+1∏
j=1
h(zj)(F (zj)− F (zj−1))nj−nj−1−1
(nj − nj−1 − 1)! ,
nous voyons que f(Zn1,n,...,Znr,n) satisfait (2.2). De`s lors, nous avons la
conclusion partielle :
Lemme 5. Supposons que Z1, Z2, ..., Zn soient n observations inde´pendantes
d’une variable ale´atoire Z de loi absoluˆment continue par rapport a` la
mesure de Lebesgues et densite´ de probabilite´ h par rapport a` la mesure
de Lebesgues et de fonction de re´partition H, de´finies sur le meˆme es-
pace de probabilite´ (Ω,A,P). Soit 1 ≤ r ≤ n, 1 ≤ n1 < n2 < ... < nr.
Alors les r statistiques d’ordre Zn1,n < Zn2,n <. .. < Znr,n admet-
tent pour densite´ de probabilite´ conjointe par rapport a` la mesure de
Lebesgues, la fonction ci-dessous de´finie en (z1, ..., zr) par
(2.3) n!
r+1∏
j=1
h(zj)(F (zj)− F (zj−1))nj−nj−1−1
(nj − nj−1 − 1)! 1(z1<...<zr),
ou`, par convention, n0 = 0 et nr = n+1, z0 = −∞ = z0 et zr+1 = +∞.
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Pour finir la preuve, posons r = n et n1 = 1, n2 = 2, ..., nn = n.
Puisque les nombres nj − nj−1 − 1 s’annullent dans (2.3), il vient que
les statistiques Z1,n < Z2,n <. .. < Zn,n ont la densite´ de probabilite´
conjointe e´gale a`
n!
n∏
j=1
h(zj)1(z1<...<zr),
Dans le reste de la section, nous nous focalisons sur les relations entre
statistics d’ordre issues de loi uniforme ou exponentielles standard.
Proposition 29. Soit n ≥ 1 fixe´ et U1,n ≤ U2,n ≤ ... ≤ Un,n
la statistique d’ordre associe´e a` U1, U2, ..., Un, n variables ale´atoires
inde´pendantes uniforme´ment distribue´es sur (0, 1). Soit E1, E2, ..., En, En+1,
(n+ 1) une suite de n+1 variables ale´atoites independentes suivant une
loi exponentielle stantadrd, i.e.,
∀x ∈ R, P (Ei ≤ n) =
(
1− e−x) 1(x≥0), i = 1, ..., n+ 1.
Soit Sj = E1 + ... + Ej, 1 ≤ j ≤ n + 1. Alors nous avons l’e´galite´ en
loi suivante :
(U1;n, U2;n, ..., Un;n) =
d
(
S1
Sn+1
, ...,
Sn
Sn+1
)
Preuve. D’une part, d’apre`s (28), la dp conjointe de U = (U1,n, U2,n, Un,n
est donne´e par
∀ (u1, ..., un) ∈ Rn, fU (u1, ..., un) = n!1(0≤u1≤...≤un≤1).
Nous allons trouver la distribution de Z∗n+1 = (S1, S2, ..., Sn, Sn+1) con-
ditionnellement a` Sn+1 = t, t > 0. Nous avons pour y = (y1, y2, ..., yn) ∈
Rn,
f
Sn+1=t
Z∗n
(y) =
f(Z∗n,Sn+1) (y, t)
fSn+1 (t)
(2.4)
=
fZ∗n+1 (y, t)
fSn+1 (t)
1(0≤y1≤...≤yn≤t).
Mais Sn+1 suit une loi gamma de parame`tres n + 1 et 1, i.e., Sn+1 ∼
γ (n+ 1, 1) , et sa dp est :
(2.5) fSn+1 (t) =
tne−t
Γ (n+ 1)
1(t≥0) =
tn
n!
e−t1(t≥0).
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Trouvons maintenant la distribution de (S1, ..., Sn+1). Elle vientde celle
de la transformation
E1
.
.
.
.
En+1
 =

1
−1 1
0 −1 1
. . .
. . .
. . . . −1 1


S1
.
.
.
.
Sn+1

Soit B la matrice de la formule ci-dessus. Le ajcobien de cette trans-
formation est : |B| = 1 and
B

y1
.
.
yn+1
 = (y1, y2 − y1, ..., yn+1 − yn)
Donc la dp de (S1, ..., Sn+1) est la suivante
fZnn+1(y1, ..., yn+1) = f(E1,...,En+1) (B (y1, ..., yn+1)) 1(0≤y1≤...≤yn≤yn+1)
=
n+1∏
i=1
e−(yi−yi−1)1(0≤y1≤...≤yn≤yn+1)
= e−yn+11(0≤y1≤...≤yn≤yn+1).
avec y0 = 0 par convention. Retournant a` (2.4) et a` (2.5), nous ibtenons
avec y = (y1, y2, ..., yn) ,
(2.6) f
Sn+1=t
Z∗n
(y) =
n!
tn
1(0≤y1≤...≤yn≤t).
Posons u = (u1, u2, ..., un) ∈ Rn,, nous avons
f
Sn+1=t(
S1
Sn+1
,..., Sn
Sn+1
) (u) = fSn+1=t
(S1t ,...,
Sn
t )
(u1, u2, ..., un) .
Ceci est la dp obtenue en (2.6) par la transformation
(y1, y2, ..., yn) = t (u1, u2, ..., un)⇐⇒ (u1, u2, ..., un) = 1
t
(y1, y2, ..., yn)
de jacobien tn. De`s lors,
f
Sn+1=t(
S1
Sn+1
,..., Sn
Sn+1
) (u1, u2, ..., un) = fSn+1=tZ∗n (t (u1, u2, ..., un)) tn1(0≤tu1≤...≤tun≤t)
= n!1(0≤u1≤...≤un≤1).
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Ceci est exactement (2.4). Nous concluons que la distribution de
Z =
(
S1
Sn+1
, ..., Sn
Sn+1
)
conditionnellement a` Sn+1 = t ne de´pend pas de
t. Il s’en suit que cette distribution conditionnelle est la distribution
inconditionnelle si bien que(
S1
Sn+1
, ...,
Sn
Sn+1
)
posse`de la meˆme loi que U = (U1,n, U2,n, ..., Un,n) et de plus, elle est
independante Sn+1. Ceci finit la preuve.
Nous formalisons la dernie`re conclusion par
Lemme 6. Soit E1, E2, ..., En, En+1, n ≥ 1 n variables ale´atoires
inde´pendantes de loi exponentielle standard de´finies sur le meˆme espace
de probabilite´. Soit Si = E1 + E + ...+ Ei, 1 ≤ i ≤ n+ 1,. Alors(
S1
Sn+1
, ...,
Sn
Sn+1
)
est inde´pendant de Sn+1.
La proposition pre´ce´dente exprime une repre´sentation de la statistique
d’ordre issue d’une loi uniforme standard en finction de celles ussues
d’une loi exponentielle standard. La proposition qui suit propose une
voie inverse.
Proposition 30. Adoptons les notations de la proposition 29. Alors
pour tout n ≥ 1, nous avons
(− logU1,n, ...,− logUn,n) =d (E1,n, ..., En,n) ,
ou` E1,n ≤ ... ≤ En,n est la statistique d’ordre associe´e a` E1, E2, ..., En, n
variables ale´atoires inde´pendentes suivant la loi exponentielle standard.
Preuve. Par la proposition 28, la dp de E1,n ≤ ... ≤ En,n est
(2.7) fZ (z) = n!e
−∑ni=1 zi1(0≤z1≤...≤zn), z = (z1, ..., zn) ∈ Rn.
ou` Z = (E1,n, ..., En,n). La distribution de Z
∗ = (− logU1,n, ...,− logUn,n)
re´sulte de celle de U = (U1,n, ..., Un,n) par la transformation diffe´omorphe
(z1, ..., zn) = (− log u1, ...,− log un) qui pre´serve l’ordre des arguments.
Le jacobien de cette transformation est donne´ par :
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∣∣∣∣∂Ui∂zj
∣∣∣∣ = ∣∣∣∣∂∂e−zi∂zj
∣∣∣∣ = ∣∣diag (−e−z1 , ...,−e−zn)∣∣
= e−
∑n
i=1 zi .
De`s lors, la pd de Z∗ est
fZ∗ (z1, ..., zn) = fU
(−e−z1 , ...,−e−zn) e−∑ni=1 zi1(0≤z1≤...≤zn)
= n!e−
∑n
i=1 zi1(0≤z1≤...≤zn).
Cette dpf est exactement celle de (E1,n, ..., En,n) en vertu de (2.7). Ceci
finit la preuve.
Donnons une autre version de ce re´sultat. Il est e´vident que pour
toute variable ale´atoire U suivant la loi uniforme standard, nous avons
U =d 1− U . De`s lors, pour tout n ≥ 1, nous avons
(U1,n, ..., Un,n) =
d (1− U1,n, ..., Un−i+1,n, ..., 1− Un,n) .
L’e´galite´ en loi dans la proposition 30 devient : pour tout n ≥ 1,
(− log (1− Un,n) , ...,− log (1− U1,n)) =d (E1,n, ..., En,n)
Allons plus loi et posons
αi,n = − log (1− Ui,n) , 1 ≤ i ≤ n.
Pour tout n ≥ 1, soit la transformation
nα1,n
(n− 1) (α2,n − α1,n)
.
.
(n− i+ 1) (αi,n − αi−1,n)
.
.
1 (αn,n − αn−1,n)

=

V1
V2
.
.
Vi
.
Vn

.
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We have
α1,n
α2,n
.
.
.
.
αn,n

=

V1/n
V1/n+ V2/ (n− 1)
.
.
.
.
V1/n+ V2/ (n− 1) + ...+ Vn−1/2 + V1/1

Par la formule de changement de variable classique, la dp de (V1, ..., Vn)
est donne´e par
fV (v1, ..., vn) = f(α1,n,...,αn,n) (v1/n, v1/n+ v2/(n− 1), ..., v1/n+ v2/ (n− 1) + ...+ vn)
× |J (v)| × 1DV (v) .
La jacobien de cette transformation est donne´e par
|J (v)| = 1
n!
et le support de V est
DV = Rn+
Nous pouvons conclure en utilisant (2.7) qui donne la dp de (α1,n, ..., αn,n),
et en posant si = v1/n + v2/(n− 1) + ... + vi/(n− i + 1), i = 1, ..., n.
Nous obtenons
fV (v1, ..., vn) =
1
n!
× n!e−
∑n
i=1 si1(v1≥0,..,vn≥0)
= e−
∑n
i=1 si1(v1≥0,..,vn≥0)
Nous pouvons ve´rifier facilement que s1 + ...+ sn = v1 + ...+ vn. Tout
ceci nous ame`ne a`
fV (v1, ..., vn) =
n∏
i=1
e−vi1(vi≥0).
Ceci nous dit que le vecteur (V1, ..., Vn) est a` composantes inde´pendantes
suivant chacune une loi exponentielle standard. Re´sumons ce fait par :
Proposition 31. Adoptons les notations pre´ce´dentes. Soit αi,n =
− log (1− Ui,n) , i = 1, ..., n, pour n ≥ 1. Alors, les variables ale´atoires
nα1,n, (n− 1) (α2,n − α1,n) ,..., (n− i+ 1) (αi,n − αi−1,n),..., (αn,n − αn−1,n)
sont inde´prendantes et suivent la loi exponentielle standard.
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Allons plus loin et posons 1 ≤ i ≤ n,
(n− i+ 1) (αi,n − αi−1,n) = (n− i+ 1) log
(
1− Ui−1,n
1− Ui,n
)
.
De ce qui pre´ce`de, nous avons que les variables ale´atoires
E∗n−i+1 = (n− i+ 1) (αi,n − αi−1,n) = log
(
1− Un−i,n
1− Un−i+1,n
)(n−i+1)
sont inde´pendantes et suivent la loi exponentielle standard. Utilisons
la repre´sentation distributionnelle des Un−i,n par les Ui+1,n pour arriver
a` :
Proposition 32. (Malmquist representation). Soit U1, U2, ..., Un
une suite de n ≥ 1 variables ale´atoires inde´pendantes et suivant toute
une loi uniforme standard. Soit 0 ≤ U1,n <,U2,n <, ..., < Un,n ≤ 1 la
statistique d’ordre associe´e. Alors , les variables ale´atoires
log
(
Ui+1,n
Ui,n
)i
, i = 1, ..., n
sont inde´pendantes et suivent la loi exponentielle standard.
CHAPTER 5
Le processus empirique fonctionnel comme outil
ge´ne´ral en statistique asymptotique
1. Utilisation du petit o et du grand O
Dans ce chapitre, nous montrerons comment ombiner tous les con-
cepts que nous avons e´tudie´ aussi loin pour obtenir des outils encore
simples mais puissants qui peuvent eˆtre systematiquement utilise´s pour
trouver des lois asymptotiques normales dans une grande varie´te´ de
proble`mes, meˆme dans de proble`mes de recherche d’au jour d’ajourd’hui.
Nous e´tudierons d’abord les manipulations des symboles oP et OP con-
cernant les limites en probabilite´. Ensuite, nous pre´sentons le processus
empirique fonctionnel qui est utilise´ ici seulement dans le contexe du
cas des distributions finies. Et, nous donnerons quelques cas comme
illustrations.
Il est important de noter pour une fois que la me´thode donne´e est
valide pour les suites de variables ale´atoires et la limite de variables
ale´atoires de´finie sur le meˆme espace de probabilite´. En consequence,
nous traitons des suites de variables ale´atoires (Xn)n≥1, (Yn)n≥1, (Zn)n≥1,...
de´finies sur le meˆme espace de probabilite´ (Ω,A,P) a` valeurs dans Rk,
k ≥ 1 et (an)n≥1, (bn)n≥1, (cn)n≥1 sont des nombres ale´atoires stricte-
ment positifs.
I - Grand O et petit o presque suˆrement.
DEFINITIONS.
(a) La suite de variables ale´atoires re´elles (Xn)n≥1 est dite eˆtre un o
(lire le nom de la lettre o) de an presque suˆrement quand n→ +∞,
note´ par
Xn = o(an), a.s. quand n→ +∞,
si et seulement si
(1.1) lim
n→+∞
Xn/an = 0 a.s.
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(b) La suite de variables ale´atoires re´elles (Xn)n≥1 est dite eˆtre un
grand O de an presque suˆrement quand n→ +∞, note´ par
Xn = O(an), a.s. quand n→ +∞,
si et seulement si la suite {|Xn| /an, n ≥ 1} est presque suˆrement
borne´e, c’est a` dire
(1.2) lim
n→+∞
sup |Xn| /an < +∞, a.s.
ATTENTION. Les signes d’e´galite´ utilise´s dans (1.1) et (1.2) doivent
eˆtre lus dans une direction seulement, dans le sens suivant : Le membre
de gauche est un petit o de an ou un grand O de an. N’inversons jamais
l’e´galite´ de la gauche a` la droite. Par exemple, si Xn est un o(n), c’est
aussi un o(n2) et nous pouvons e´crire o(n) = o(n2) p.s., mais nous ne
pouvons pas e´crire o(n2) = o(n) p.s. Un exemple : Xn = n
3/2 est un
o(n2) mais n’est pas un o(n). Cette remarque s’e´tendra aux notations
des petits o et des grands O en probabilite´ qui sont de´finie ci-dessous.
Cas particuliers concernant les constantes. Si an = C > 0 pour
tout n ≥ 1, note´ an ≡ C, nous avons :
(i) Xn = O(C) p.s. si et seulement si Xn/C est borne´ p.s. si et seule-
ment si Xn est borne´ p.s.. et nous e´crivons
Xn = O(1) p.s.
(ii) Xn = o(C) p.s. si et seulement si Xn/C → 0 p.s. si et seulement
si Xn/C → 0 p.s. et nous e´crivons
Xn = o(1) p.s.
(iii) Pour toute constante C > 0, nous e´crivons C = O(1).
PROPRIETES.
Les proprie´te´s sont tre`s nombreuses et les utilisateurs doivent souvent
ve´rifier celle de´pendant de ses travaux. Mais certaines d’entre elles
doivent eˆtre connues et preˆtes a` eˆtre utilise´es. Classons les en trois
groupes.
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Groupe A. Proprie´tie´s du petit o.
(1) o(an)o(bn) = o(anbn) p.s..
(2) (1) o(o(an)) = o(an) p.s.
(3) Si bn ≥ an pour tout n ≥ 1, o(an) = o(bn) p.s.
(4) o(an) + o(an) = o(an) p.s..
(5) o(an) + o(bn) = o(an + bn) a.s. et o(an) + o(bn) = o(an ∨ bn) p.s. ou`
an ∨ bn = max(an, bn).
(6) o(an) = ano(1) a.s. et ano(1) = O(an) a.s.
PREUVES. Chacune de ces proprie´tie´s est rapidement prouve´e dans :
(1) Si Xn = o(an) et Yn = o(bn), alors
lim
n→+∞
|XnYn|
anbn
= lim
n→+∞
|Xn|
an
× lim
n→+∞
|Yn|
bn
= 0 p.s
et alors XnYn = o(anbn) p.s.
(2) Si Yn = o(an), p.s. et Xn = o(Yn), p.s.,
lim
n→+∞
|Xn|
an
= lim
n→+∞
∣∣∣∣XnYn
∣∣∣∣× |Yn|an = limn→+∞
∣∣∣∣XnYn
∣∣∣∣× limn→+∞ |Yn|an = 0,
c’est a` dire Xn = o(an) p.s.
(3) Si Xn = o(an) et bn ≥ an pour tout n≥ 1, alors
0 ≤ lim
n→+∞
sup
|Xn|
bn
= lim
n→+∞
sup
|Xn|
an
an
bn
≤ lim
n→+∞
sup
|Xn|
an
= 0 p.s
et |Xn/bn| → 0 p.s., c’est a` dire Xn = o(bn), p.s.
(4) Si Xn = o(an) et Yn = o(an), alors
lim
n→+∞
sup
|Xn + Yn|
an
≤ lim
n→+∞
|Xn|
an
+ lim
n→+∞
|Yn|
bn
= 0 p.s
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et donc Xn + Yn = o(an) p.s.
(5) Pour prouver que o(an) + o(bn) = o(an + bn) p.s., utiliser le Point
(3) pour voir que o(an) = o(an + bn) p.s. puisque an + bn ≥ an pour
tout n ≥ 1 et aussi bien que o(bn) = o(an + bn) p.s.et alors utiliser le
Point (3) pour conclure. Nous prouvons que o(an) + o(bn) = o(an ∨ bn)
p.s. de la meˆme mamie`re.
(6) C’est une simple utilisation de de´finition.
Groupe B. Proprie´tie´s du grand O.
(1) O(an)O(bn) = O(anbn) p.s.
(2) O(O(an)) = O(an) p.s.
(3) Si bn ≥ an pour tout n ≥ 1, O(an) = O(bn) p.s.
(4) O(an) +O(an) = O(an) p.s.
(5) O(an) + O(bn) = O(an + bn) p.s. et O(an) + O(bn) = O(an ∨ bn)
p.s. ou` an ∨ bn = max(an, bn).
(6) O(an) = anO(1) p.s., et anO(1) = O(an) p.s.
PREUVES. Ces proprie´te´s sont prouve´es exactement comme celles
du Groupe A, ou` les limites sont utilise´es a` la place des limites
supe´rieures.
Groupe C. Proprie´tie´s des combinations des petits o’s et grands O’s.
(1) o(an)O(bn) = o(anbn) p.s.
(2) o(O(an)) = o(an) p.s. et O(o(an)) = o(an), p.s.
(3a) Si an = O(bn), p.s., alors o(an) +O(bn) = O(bn) p.s.
(3b) Si bn = O(an), p.s., alors o(an) +O(bn) = O(an) p.s.
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(3c) Si bn = o(an), p.s., alors o(an) +O(bn) = o(bn) p.s.
(4) (1 + o(an))
−1 − 1 = o(an), p.s.
PREUVES.
(1) Si Xn = o(an) et Yn = O(bn), alors
lim
n→+∞
sup
|Yn|
bn
= C < +∞ p.s.
et
lim
n→+∞
sup
|XnYn|
anbn
= lim
n→+∞
(∣∣∣∣Xnan
∣∣∣∣× |Yn|bn
)
= lim
n→+∞
sup
∣∣∣∣Xnan
∣∣∣∣× limn→+∞ sup |Yn|bn
≤ C lim
n→+∞
sup
∣∣∣∣Xnan
∣∣∣∣ = 0 p.s.
(2) Utiliser les Points (6) des Groupes A et B pour dire
o(O(an)) = o(1)×O(an) = an × o(1)×O(1) = an × o(1) = o(an)
et
O(o(an)) = o(an)O(1) = an × o(1)×O(1) = an × o(1) = o(an).
(3a-b-c) Ces trois points sont prouve´s de manie`res similaires. Donnons
les details de (3b) par exemple. Soient Xn = o(an) et Yn = O(bn)
etbn = O(an). On a
o(an) +O(bn) = o(an) +O(O(an)) = o(an) +O(an)
= an(o(1) +O(1)) = an ×O(1) = O(an).
(4) Nous avons
(1 + o(an))
−1 − 1 = o(an)
1 + o(an)
=
o(an)
1 + o(an)
= o(an)O(1)
= ano(1)O(1) = ano(1) = ano(an).
II - Grand O et petit o en probabilite´.
DEFINITIONS.
(a) La suite de variables ale´atoires re´elles (Xn)n≥1 est dite eˆtre un o
(lire le nom de la lettre o) de an en probabilite´ quand n→ +∞, note´
par
Xn = oP(an), quand n→ +∞,
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si et seulement si
lim
n→+∞
Xn/an = 0
en probabilite´,
c’est a` dire pour tout λ > 0
lim
n→+∞
P(|Xn| > λan) = 0.
(b) La suite de variables ale´atoires re´elles (Xn)n≥1 est dite eˆtre un
grand O de an en probabilite´ quand n→ +∞, note´ par
Xn = OP(an), quand n→ +∞,
si et seulement si la suite {|Xn| /an, n ≥ 1} est borne´e en probabilite´,
c’est a`dire : Pour tout ε > 0, il existe une constante λ > 0, telle que
(1.3) inf
n≥1
P(|Xn| ≤ λan) ≥ 1− ε
ce qui est e´quivalente a`
(1.4) lim inf
λ↑+∞
lim sup
n→+∞
P(|Xn| > λan) = 0.
Avant d’aller plus loin, prouvons ceci :
Lemme 7. Chacune des (1.3) et (1.4) est e´quivalente a` : Pour tout
ε > 0, il existe un entier N ≥ 1 une constante λ > 0, telle que
(1.5) inf
n≥N
P(|Xn| ≤ λan) ≥ 1− ε.
PREUVES. Pour prouver cela pour (1.3) et (1.5), il sufira de prouver
que (1.5) =⇒ (1.3) puisque l’implication inverse est e´vidente. Sup-
posons que (1.5), c’est a` dire pour ε > 0, ils existent N ≥ 1 et un
nombre re´el λ0 > 0 tels que
(1.6) ∀(n ≥ N), P(|Xn/an| ≤ λ0) ≥ 1− ε.
Si N = 1, alors (1.3) est ve´rifie´e. Si non, nous avons j ∈ {1, ..., N − 1}
fixe´, (|Xj/aj| ≤ λ) ↑ Ω quand λ ↑ +∞. Donc par le The´ore`me de la
Convergence Monotone, il existe pour chaque j ∈ {1, ..., N − 1} un
nombre re´al λj > 0 tel que P(|Xj/aj| ≤ λj) > 1 − ε. Nous pre´nons
λ = max(λ0, λ1, ..., λN−1) pour obtenir
∀(n ≥ 1), P(|Xn/an| ≤ λ) ≥ 1− ε,
1. UTILISATION DU PETIT o ET DU GRAND O 119
ce qui est (1.3). Maintenant, prouvons que (1.4)⇐⇒(1.5). D’abord
(1.4) veut dire
lim
λ↑+∞
lim sup
n→+∞
P(|Xn| > λan) = 0,
puisque lim supn→+∞ P(|Xn| > λan) est de´croissante quand λ ↑ +∞
sur [0, 1]. Nous obtenons pour tout ε > 0, il existe un nombre re´el
λ > 0 tel que
lim sup
n→+∞
P(|Xn| > λan) = lim
N↑+∞
sup
n≥N
P(|Xn| > λan) ≤ ε/2.
Alors pour un quelconque N > 0,
sup
n≥N
P(|Xn| > λan) ≤ ε,
c’est a` dire
inf
n≥N
P(|Xn| ≤ λan) ≥ 1− ε,
ce qui est (1.5). Qui a` son tour, la reformulation de ceci donne : pour
tout ε > 0, il existe N0 > 0 et un nombre re´el λ0 > 0 tel que
(1.7) inf
n≥N
P(|Xn| ≤ λ0an) ≥ 1− ε,
c’est a` dire
sup
n≥N
P(|Xn| > λ0an) < ε,
ce qui conduit a`
inf
N≥1
sup
n≥N
P(|Xn| > λ0an) < ε,
et ensuite
inf
λ>0
inf
N≥1
sup
n≥N
P(|Xn| > λan) < ε,
ce qui est (1.4).
COMMENTAIRES, NOTATIONS ET QUELQUES LEMMES.
(a) A partir du Chapitre 3, un OP(1) is simplement une suite de vari-
ables ale´atoires tendues. A partir du Theorem 7 du Chapitre 3, nous
avons que n’importe quelle suite Xn = OP(an) contient une sous suite
(Xnk)k≥1 telle que (Xnk/ank)k≥1 converge vaguement dans R.
(b) Il peut eˆtre convenant de reformuler (1.3) a` la phrase suivante.
Pour tout ε > 0, il existe un nombre re´el λ > 0 tel que |Xn| ≤ λan
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Avec une Probabilite´ Au Moins Egale a` 1 − ε - note´ APAME(1 − ε)
pour tout n ≥ 1, ou |Xn| > λan Avec une Probabilite´ Au Plus Egale a`
ε - denoted APAPE(ε) pour tout n ≥ 1.(1.5), nous remplac¸ons (pour
n ≥ 1) par (pour des grandes valeures de n) ou par (pour n plus
grand qu’un quelconque nombre n0 > 1).
Pour des de´monstrations tre`s longues, l’utilisation des types de phrases
de´crits ci dessus peut eˆtre utile.
Maintenant, nous pouvons donner quelques proprie´te´s importantes des
petits o′s et des grands O′s en probabilite´.
Le lemme suivant est aussi utile.
Lemme 8. Nous avons les proprie´te´s suivantes
(a) Si Xn est une suite de k−vecteurs ale´atoires convergeant en prob-
abilite´ vers k-vecteur ale´atoire X, alors ‖Xn‖ = OP(1).
(b) Si Xn est une suite de vecteurs ale´atoires a` valeurs dans un
espace me´trique (S, d) convergeant en probabilite´ vers une constante
C ∈ S et si g est une application me´surable de (S, d) vers un espace
me´trique (E, r). Ensuite si g est continue en C, alors g(Xn) converge
en probabilite´ vers C.
(c) Alors pour toute suite de k−vecteurs ale´atoires (Xn)n≥1 convergeant
vers zero en probabilite´. Soient R(x) une fonction re´elle de x ∈ Rk telle
que R(0) = 0. Si R(x) = o(‖x‖p) quand x → 0 pour un certain p > 0,
alors R(Xn) = oP(‖Xn‖p). Si R(x) = O(‖x‖p) quand x → 0 pour un
certain p > 0, alors R(Xn) = OP(‖Xn‖p)
Preuve.
Preuve du Point (a). Si Xn →P X, alors par la Proposition 12,
Xn →w X et par le The´ore`me 7 de l’application continue du Chapitre
2 ‖Xn‖ →w ‖X‖ . Alors par le The´ore`me 3, nous avons pour tout point
de continuite´ de F‖X‖(λ) = P (‖X‖ ≤ λ),
limP (|Xn| > λ) = P (‖X‖ > λ) = F‖X‖(λ).
Puisque l’ensemble des points de continuite´ de F‖X‖ est au plus de-
nombrable (see ). Alors appliquer la formule ci dessus pour λ→ +∞
lorsque les λ sont des points de continuite´. Puisque 1 − F‖X‖(λ) → 0
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quand λ→ +∞, alors pour tout ε > 0, nous sommes capable de choisir
une valeur de λ(ε) qui est un point de continuite´ de F‖X‖ satisfaisant
1− F‖X‖(λ) < ε. Pour tout ε > 0, nous avons trouve´ λ(ε) > 0 tel que
lim sup
n→+∞
P (|Xn| > λ(ε)) ≤ ε,
ce qui implique
lim
λ→+∞
lim sup
n→+∞
P (|Xn| > λ) = 0.
Le Point (a) est prouve´.
Preuve du Point (b). Supposons les notations de ce point et sup-
posons que g est continue en C. Soit ε > 0. Par la continuite´ de g en
C, il existe η > 0 tel que
d(x,C) < η =⇒ r(g(x), g(C)) < ε/2.
Maintenant
P(r(g(Xn), g(C) > ε) = P({r(g(Xn), g(C) > ε} ∩ {d(Xn, C) ≥ η})
+ P({r(g(Xn), g(C) > ε} ∩ {d(Xn, C) < η})
≤ P(d(Xn, C) ≥ η),
puisque ({r(g(Xn), g(C) > λ}∩{d(Xn, C) < η}) ⊂ ({r(g(Xn), g(C) > ε}∩
{d(Xn, C) < η}∩{{r(g(Xn), g(C) < ε/2}}) = ∅. Alors, puisque Xn →P
C, nous avons
lim sup
n→+∞
P(r(g(Xn), g(C) > ε) ≤ lim sup
n→+∞
P(d(Xn, C) ≥ η) = 0.
Ainsi le Point (b) est vrai.
Preuve du Point (c-1). Soit R(x) = o(‖x‖p) quand x → 0. Alors
g(x) = |R(x)/‖x‖p| → 0 x → g(0) = 0. Par la continuite´ de g en zero
et par le Point (a), g(Xn) = |R(Xn)| /‖Xn‖p →P 0 quand n → +∞
lorsque Xn →P X quand n→ +∞. D’ou` R(Xn) = oP(‖Xn‖p)..
Preuve du Point (c-2). Soit R(x) = O(‖x‖p) quand x → 0. Alors
pour tout ε > 0, ils existent η > 0 et C > 0 tel que |R(x)| /‖x‖p ≤ C
pour tout ‖x‖ < η. Alors pour λ > C,
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P(|R(Xn)| /‖Xn‖p > λ) = P({|R(Xn)| /‖Xn‖p > λ} ∩ {‖Xn‖ ≥ η})
+ P({|R(Xn)| /‖Xn‖p > λ} ∩ {‖Xn‖ < η})
≤ P(‖Xn‖ ≥ η),
puisque ({|R(Xn)| /‖Xn‖p > λ}∩{‖Xn‖ < η}) ⊂ ({|R(Xn)| /‖Xn‖p > λ}∩
{‖Xn‖ < η} ∩ {{|R(Xn)| /‖Xn‖p < C}}) = ∅. Alors pour tout λ > C,
lim sup
n→+∞
P(|R(Xn)| /‖Xn‖p > λ) = 0
et ensuite
lim
λ→+∞
lim sup
n→+∞
P(|R(Xn)| /‖Xn‖p > λ) = 0.
Nous concluons que |R(Xn)| /‖Xn‖p = OP(1)..
PROPRIETES PRINCIPALES.
(1) Si Xn = o(1) p.s., alors Xn = oP(1).
(2) oP(an) = anoP(1) et anoP(1) = OP(an).
(3) oP(an)oP(bn) = oP(anbn).
(4) oP(oP(an)) = oP(an).
(5) Si bn ≥ an pour tout n ≥ 1, oP(an) = oP(bn).
(6) oP(an) + oP(an) = oP(an).
(7) oP(an) + oP(bn) = oP(an + bn) et oP(an) + oP(bn) = oP(an ∨ bn) p.s.
ou` an ∨ bn = max(an, bn).
(8) Si Xn = O(1) p.s., alors Xn = OP(1).
(9) OP(an) = anOP(1)
(10) OP(an)OP(bn) = OP(anbn).
(11) OP(OP(an)) = OP(an) a.s..
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(12) Si bn ≥ an pour tout n ≥ 1, OP(an) = OP(bn).
(13) OP(an) +OP(an) = OP(an).
(14) OP(an) +OP(bn) = OP(an + bn) et OP(an) +OP(bn) = OP(an ∨ bn)
ou` an ∨ bn = max(an, bn).
(15) oP(an)OP(bn) = oP(anbn).
(16) oP(OP(an)) = oP(an) et OP(oP(an)) = oP(an).
(17a) Si an = OP(bn) alors o(an) +OP(bn) = OP(bn) p.s.
(17b) Si bn = OP(an) alors o<P(an) +OP(bn) = OP(an).
(17c) Si bn = oP(an), p.s., alors o(an) +OP(bn) = o(bn).
(18) (1 + oP(an))
−1 − 1 = oP(an).
(19) Un oP(1) est un OP(1)
PREUVES.
(1) Ceci vient de l’implication : Xn → 0 p.s. =⇒ Xn →P 0 (Voir
Proposition 12).
(2) Si Xn = oP(an) ⇐⇒ |Xn/an| −→P 0 ⇐⇒ Xn/an = oP(1) ⇐⇒
Xn = anoP(1).
(3) Par le Point (2) ci dessus, oP(an)oP(bn) = anbn × oP(1)oP(1) =
anbn × oP(1) = oP(anbn) (Ve´rifions oP(1)oP(1) = oP(1) en Proprie´te´
(A1) dans la sous-section Appendice ci dessous).
(4) oP(oP(an)) = oP(an)oP(1) = an × oP(1)oP(1) = an × oP(1) = oP(an)
(Utilisons encore la Proprie´te´ (A1) de la sous-section Appendice ci
dessous).
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(5) Soit bn ≥ an pour tout n ≥ 1, Xn = oP(an). Pour tout η > 0, 0 ≤
limn→+∞ supP (|Xn/bn| > η) ≤ limn→+∞ P (|Xn/an| > η) = 0.
(6) Soient Xn = oP(an) et Yn = oP(an). Utiliser l’outil classique, pour
η > 0, ( |Xn|
an
> η/2
)
∩
( |Yn|
an
> η/2
)
⊂
( |Xn + Yn|
an
> η
)
.
Alors pour η > 0,
lim sup
n→+∞
P
( |Xn + Yn|
an
> η
)
≤ lim sup
n→+∞
P
( |Xn|
an
> η/2
)
+ lim sup
n→+∞
P
( |Yn|
an
> η/2
)
= 0.(1.8)
(7) Pour prouver ce point, il suffit de combiner les Points (5) et (6)
ci-dessus.
(8) Xn = O(1) a.s. quand n → +∞ signifie qu’il existe Ω0 me´surable
telle que P(Ω0) = 1 et pour tout ω ∈ Ω0,
lim sup
n→+∞
|Xn(ω)| = inf
n≥1
sup
p≥n
|Xp| = M(ω) < +∞.
Nous avons pour tout n ≥ 1,
P (|Xn| > λ) ≤ P
(
sup
p≥n
|Xp| > λ
)
Nous avons Yn = supp≥n |Xp| ↓ M p.s. Alors Yn1Ω0 →P M1Ω0 . Nous
travaillons avec les variables ale´atoires et nous pouvons appliquer les
re´sultats de la convergence vague. Nous obtenons Yn1Ω0 →w M1Ω0
par la Proposition 12. Par le The´ore`me 3, nous avons pour tout point
de FM(λ) = P (M1Ω0 ≤ λ). Utilisons le The´ore`me de la Convergence
Monotone pour obtenir
lim sup
n→+∞
P (|Xn| > λ) = lim sup
n→+∞
P
(
sup
p≥n
|Xp| 1Ω0 > λ
)
= lim sup
n→+∞
P
(
sup
p≥n
|Xp| 1Ω0 > λ
)
= P (M1Ω0 > λ) = 1− FM(λ).
Puisque l’ensemble des points de discontinuite´ de FM est au plus de´nombrable
(Voir ). Nous appliquons alors la formule ci dessus pour λ → +∞
lorsque les λ sont des points de continuite´. Puisque 1 − FM(λ) → 0
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quand λ→ +∞, alors pour tout ε > 0, nous pouvons choisir une valeur
de λ(ε) qui est un point de continuite´ deFM satisfaisant 1−FM(λ) < ε.
Pour tout ε > 0, nous trouver λ(ε) > 0 tel que
lim sup
n→+∞
P (|Xn| > λ(ε)) ≤ ε,
ce qui implique
lim
λ→+∞
lim sup
n→+∞
P (|Xn| > λ) = 0.
Donc Xn = OP(1).
(9) Soit Xn = OP(an). On a
lim
λ→+∞
lim sup
n→+∞
P (|Xn/an| > λ) = 0.
C’est la de´finition que Xn/an = OP(1) et alors Xn = anOP(1).
(10) OP(an)OP(bn) = anbnOP(1)OP(1) = anbnOP(1) (Ve´rifions la Pro-
prie´te´ ci dessous OP(1)OP(1) = OP(1) dans (A2) dans la sous-section
Appendice).
(11) OP(OP(an)) = OP(an)OP(1) = anOP(1)OP(1) = OP(an)..
(12) Soit bn ≥ an pour tout n ≥ 1 et Xn = OP(an). On a
lim
λ→+∞
lim sup
n→+∞
P (|Xn/bn| > λ) ≤ lim
λ→+∞
lim sup
n→+∞
P (|Xn/an| > λ) = 0.
Donc Xn = OP(bn).
(13) Soit Xn = OP(an) et Xn = OP(an). Utilisons la meˆme technique
comme dans la formule 1.8 ci-dessous pour trouver
lim
λ→+∞
lim sup
n→+∞
P
( |Xn + Yn|
an
> λ
)
≤ lim
λ→+∞
lim sup
n→+∞
P
( |Xn|
an
> λ/2
)
+ lim
λ→+∞
lim sup
n→+∞
P
( |Yn|
an
> λ/2
)
= 0.(1.9)
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(14) Combinons les Points (12) et (13) pour trouver celui-ci.
(15) oP(an)OP(bn) = anbnoP(1)OP(1) = anbnoP(1) = oP(anbn). (Ve´rifions
que oP(1)OP(1) dans la proprite´ (A3) dans la sous-section Appendice
ci dessous).
(16) oP(OP(an)) = OP(an)oP(1) = anOP(1)oP(1) = anoP(1) = oP(an) et
OP(oP(an)) = oP(an)OP(1) = oP(an).
(17a) Soient an = O(bn) et Xn = oP(an) et Yn = OP(bn). Il existe C > 0
telle que an ≤ Cbn pour tout n ≥ 1. Alors Xn = oP(an) = oP(Cbn)
par le Point (5). Mais e´videmment Xn = oP(Cbn) = oP(bn) et alors
Xn = OP(bn) par le Point (19) ci dessous. Finalement Xn + Yn =
OP(bn) +OP(bn) = OP(bn).
(17b) Soient bn = O(an) et Xn = oP(an) et Yn = OP(bn). Nous
e´changeons les roˆles de an et bn pour obtenir bn ≤ Can et Yn =
OP(Can) = OP(an) par le Point (1) et finalement Xn + Yn = oP(an) +
OP(an) = OP(an) +OP(an) = OP(an).
(17c) Soient bn = oP(an) et Xn = oP(an) et Yn = OP(bn). Nous avons
Xn + Yn = oP(an) + OP(oP(an)) = oP(an) + oP(an) par le Point (16).
Finalement Xn + Yn = oP(an).
(18) Nous avons
(1 + oP(an))
−1 − 1 = oP(an)
1 + oP(an)
.
Par le Point (b) , (1 + oP(an))
−1 →P 1 et par le Point (a) du meˆme
lemme, (1 + oP(an))
−1 = OP(1). Ainsi
(1 + oP(an))
−1 − 1 = OP(1)oP(an) = oP(an),
par le Point (15).
(19) Par le Lemme 8, un oP(1) converge vers O en probabilite´ et est
alors un OP(1).
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1.1. Extensions. Les concepts de petit o et grand O dans Rk de
la fac¸on suivante :
(1) La suite de vecteurs ale´atoires (Xn)n≥1 dans Rk, est un o(an) p.s.
si et seulement si‖Xn‖ /an = o(1) p.s., et est un oP(an) si et seulement
si ‖Xn‖ /an = oP(1).
(b) La suite de vecteurs ale´atoires (Xn)n≥1 dans Rk, est un O(an) p.s.
si seulement si ‖Xn‖ /an = O(1) p.s., et est un OP(an) si et seulement
si ‖Xn‖ /an = OP(1).
A partir de la`, traiter ces concepts est facile en combinant leurs pro-
prie´te´s dans R et celles des normes dans Rk.
1.2. Suites e´quilibre´es. Il peut aider dans certains cas d’avoir
des suites Xn telles que ‖Xn‖ et 1/ ‖Xn‖ soient borne´es en probabilite´.
Donnons quelques notations pour les suites re´elles.
(1) Pour 0 ≤ a < b < +∞, nous notons par Xn = OP(a, b, an, bn)
la proprie´te´ que pour tout ε > 0, il existe λ > 0 tel que nous avons
(a+λ ≤ |Xn| /an, |Xn| /an ≤ b−λ) APAME(1− ε), pour des grandes
valeurs de n. Si an = bn pour tout n ≥ 1, nous e´crivons simplement
Xn = OP(a, b, an).
(1) Pour 0 ≤ a, nous notons par Xn = OP(a,+∞, an, bn) la pro-
prie´te´ que pour tout ε > 0, il existe λ > 0 telle que nous avons
(a + λ−1 ≤ |Xn| /an, |Xn| /an ≤ λ) APAME(1− ε), pour des grandes
valeurs de n. If an = bn pour tout n ≥ 1, nous e´crivons simplement
Xn = OP(a,+∞, an)..
Un exemple d’un Xn = OP(0,+∞, 1) est une suite Xn convergeant
vaguement vers X > 0 p.s. Dans ce cas 1/Xn → 1/X est finie p.s. et
alors Xn = OP(1) et 1/Xn = OP(1). Combinant ces deux points con-
duit a` Xn = OP(0,+∞, 1).
128 5. PROCESSUS EMPIRIQUE UNIFORME
1.3. Appendice. (A1) Si Xn →P a ∈ R et Xn →P b ∈ R, alors
XnYn →P ab.
Preuve. Nous avons (η + |b|)η + |a| η → 0 quand η → 0. pour tout
ε > 0, pour tout δ > 0, choisissons une valeur de η > 0 telle que
(η + |b|)η + |a| η < δ. Nous appliquons la de´finition des convergences
Xn →P a et Xn →P b pour obtenir une valeur N0 ≥ 1 telle que pour
tout n ≥ N0,
P(|Xn − a| ≥ η) ≤ ε/2 et P(|Yn − b| ≥ η) ≤ ε/2.
Mais
|XnYn − ab| = |XnYn − aYn + aYn − ab|
≤ |Yn| |Xn − a|+ |a| |Yn − b|
≤ (|Yn − b|+ |b|) |Xn − a|+ |a| |Yn − b|
Sur (|Xn − a| ≥ η)c ∩ (|Yn − b| ≥ η)c,
|XnYn − ab| ≤ (η + |b|)η + |a| η ≤ δ.
D’ou` pour n ≥ N0,
(|Xn − a| ≥ η)c ∩ (|Yn − b| ≥ η)c ⊂ (|XnYn − ab| ≤ δ),
c’est a` dire
P(|Xn − a| ≥ η)c ∩ (|Yn − b| ≥ η)c ≤ P(|XnYn − ab| ≤ δ),
et en pre´nant les comple´mentaires,
P(|XnYn − ab| > δ) ≤ P((|Xn − a| ≥ η)∪(|Yn − b| ≥ η)) ≤ ε/2+ε/2 = ε.
Par suite
XnYn →P ab.
Proprie´te´ (A2). Xn = OP(1) et Xn = OP(1) alors XnYn = OP(1).
Preuves. En appliquant la de´finition d’un OP(1), nous pouvons trou-
ver pour tout ε > 0, deux nombres entiers N1 et N2 et deux nombres
positifs λ1 > 0 et λ2 > 0 tels que
∀(n ≥ N1),P( |Xn| ≤ λ1) ≥ 1−ε/2 et ∀(n ≥ N2),P( |Yn| ≤ λ2) ≥ 1−ε/2.
Pour n ≥ max(N1,N2),
( |Xn| ≤ λ1) ∩ ( |Yn| ≤ λ2) ⊂ ( |XnYn| ≤ λ1λ2)
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ce qui est e´quivalent a`
( |XnYn| > λ1λ2) ⊂ ( |Xn| > λ1) ∪ ( |Yn| > λ2)
ce qui implique pour n ≥ max(N1,N2),
P( |XnYn| > λ1λ2) ≤ P( |Xn| > λ1) + P( |Yn| > λ2) ≤ ε/2 + ε/2 = ε.
Ainsi pour tout ε > 0, il existe un nombre positif N (= max(N1,N2)),
il existe λ > 0 (= λ1λ2) et pour tout n ≥ N,
P( |XnYn| ≤ λ) ≥ 1− ε..
D’ou` XnYn = OP(1).
XnYn →P ab.
Proprie´te´ (A3). Si Xn = oP(1) et Yn = OP(1) alors XnYn = oP(1).
Preuve. Fixons ε > 0. En appliquant la de´finition d’un OP(1) ils
existent un nombre entier N1 et un nombre positif λ > 0 tels que
P( |Yn| ≤ λ) ≥ 1− ε/2.
Maintenant soit η > 0. Appliquons la de´finition de Xn = oP(1) pour
obtenir qu’il existe un entier positif N2 tel que
∀(n ≥ N2), P( |Xn| > η/λ) ≤ ε/2.
donc pour n ≥ max(N1,N2),
( |Xn| ≤ η/λ) ∩ ( |Yn| ≤ λ) ⊂ ( |XnYn| ≤ η)
ce qui est e´quivalent a`
( |XnYn| > η) ⊂ ( |Xn| > η/λ) ∪ ( |Yn| > λ)
ce qui implique pour n ≥ max(N1,N2),
P( |XnYn| > η) ≤ P( |Xn| > η/λ) + P( |Yn| > λ) ≤ ε/2 + ε/2 = ε.
Ainsi pour tout ε > 0, pour tout η > 0, il existe un nombre positif N
(= max(N1,N2)), pour tout n ≥ N,
P( |XnYn| > η) ≤ ε.
D’ou` XnYn = oP(1).
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2. Me´thodes Delta
La me´thode Delta, dans ses diffe´rentes versions, constitue un moyen
rapide pour obtenir de nouvels lois asymptotiques partir d’une suited
de de variables ale´atoires de´j convergente vaguement et de´finies sur un
meˆme espace de probabilite´ (Ω,A,P). Nous pre´senterons ici les versions
univarie´s, vectorielles et matricielles. Nous verrons ici encore l’utilite´
des re´sultats de la section 6 du chapitre 2 lorsqu’ils sont combine´s avec
les re`gles de manipulations des petits o′s et des grands O′s en proba-
bilite´ expose´s dans la premie`re section de ce chapitre.
Commenc¸ons avec la me´thode Delta univarie´e, sur R.
2.1. Version univarie´ de la me´thode Delta.
Proposition 33. Soit (Xn)n≥1 une suite de variables ale´atoires
de´finies sur les meˆme espace de probabilite´ (Ω, A,P) et soit θ un nom-
bre re´el et (an > 0)n≥1 une suite de nombres re´els ve´rifiant an → +∞
as n→ +∞.
Soit g : D → R une fonction de classe C1, telle que D soit un
domaine de R, que θ soit dans l’inte´rieur
o
D de D, et que l’on ait
{Xn, n ≥ 1} ⊂
o
D.
Si an(Xn− θ) converge vaguement vers une variable ale´atoire Z quand
n→ +∞, alors
an(g(Xn)− g(θ)) g′(θ)Z quand n→ +∞,
ou` ∇g(a) = g′(θ) est la de´rive´e g en θ.
Preuve de la proposition 33. Supposons que toutes les hypothe`ses
de la proposition proposition soient vraies. Par le point (a) du lemme
8, nous avons an(Xn − θ) = OP (1) et alors,
Xn = θ +OP (1)a
−1
n →P θ.
Ceci, en vertu de la proposition 14 de la section 6 du chapter 2, est
e´quivalent a` la convergence vague suivante
Xn  θ.
Maintenant, par the the´ore`me des accroissements finis, nous avons
(2.1) g(Xn)− g(θ) = g′(Yn)(Xn − θ),
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ou`
min(Xn, θ) ≤ Yn ≤ max(Xn, θ),
i.e.,
|Yn − θ| ≤ |Xn − θ| .
Il vient que Yn →P θ et puisque g′ est continu, nous avons g′(Yn) →P
g(θ) en vertu du point (b) du lemme 8. De`s lors, en utilisant la propo-
sition 14 de la section 6 du chapitre refcv, nous voyons que ceci est
e´quivalent a`
g′(Yn) g′(θ).
Par la proprie´te´ de Slutsky donne´e dans la formule 16 de la section
section 6 du chapitre 2, nous avons la convergence vague suivante
(g′(Yn), an(Xn − θ)) (g′(θ), Z)
et par suite, en vertu du the´ore`me de la transformation continue 7 du
chapitre 2, combine´e avec (2.1), nous obtenons le re´sultat final
an(g(Xn)− g(θ)) = (g′(Yn)× an(Xn − θ)) g′(θ)Z.
Remarque. Utilisons, non pas le nombre de´rive´, mais plutoˆt la
fonction (line´aire) de´rive´e de´finie par
h→ g′θ(h) = g′(θ)h,
dans la proposition 33. Nous pouvons e´crire alors le re´sultat sous
la forme
an(g(Xn)− g(θ)) = g′θ(Z).
Cette expression sugge`re la possibilite´ d’avoir ce re´sultats en dimension
supe´rieurs and plus tard dans des espaces fonctionnels. Pour l’instant,
passons aux formes multivarie´es.
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2.2. Versions Multivarie´es. Le premier re´sultat concerne la trans-
formation de la convergence vague d’une suite suites variables ale´atoires
de k composantes par une fonction re´elle de k arguments. Ceci donne
la version vectorielle de la me´thode Delta.
Proposition 34. Soit (Xn)n≥1 une suite de vecteurs ale´atoires de
dimenstion k, k ≥ 1, de´finis sur le meˆme espace de probabilite´ (Ω, A,P)
et soit θ ∈ Rk et (an > 0)n≥1 une suite de nombres ale´atoires tels que
an → +∞ quand n→ +∞.
Soit g : D → R une fonction de classe C1, telle que D soit un
domain de Rk, que θ soit
o
D soit l’inte´rieur de D, et que l’on ait
{Xn, n ≥ 1} ⊂
o
D.
Si an(Xn − θ) converge vaguement vers un vecteur ale´atoire Z de di-
menstion k, lorsque n→ +∞, alors nous avons
an(g(Xn)− g(θ)) t∇g(θ)Z =< ∇g(θ), Z > as n→ +∞,
ou`
t∇g(θ) = (∂g(θ)
∂θ1
, ...,
∂g(θ)
∂θk
)
est le vecteur gradient de la fonction g en θ.
Le deuxie`me re´sultat concerne la transformation de la convergence
vague d’une suite suites variables ale´atoires de k composantes par une
fonction de m composantes de k arguments. Ceci donne la version
matricielle de la me´thode Delta.
Proposition 35. Soit (Xn)n≥1 une suite de vecteurs ale´atoires de
dimenstion k, k ≥ 1, de´finis sur le meˆme espace de probabilite´ (Ω, A,P)
et soit θ ∈ Rk et (an > 0)n≥1 une suite de nombres ale´atoires tels que
an → +∞ quand n→ +∞.
Soit g : D → Rm une fonction de classe C1, telle que D soit un
domain de Rk, que θ soit
o
D soit l’inte´rieur de D, et que l’on ait
{Xn, n ≥ 1} ⊂
o
D. Notons par gj, 1 ≤ j ≤ m, les composantes de
la fonction g.
Si an(Xn − θ) converge vaguement vers un vecteur ale´atoire Z de di-
mension k, lorsque n→ +∞, alors nous avons
2. ME´THODES DELTA 133
an(g(Xn)− g(θ)) g′θZ = as n→ +∞,
ou` g′θ est la matrice des de´rive´es partielles de premier ordre
g′θ =

∂g1
∂θ1
... ∂g1
∂θj
.. ∂g1
∂θk
... ... ... ... ...
∂gi
∂θ1
... ∂gi
∂θj
...
∂gj
∂θk
... ... ... .... ...
∂gm
∂θ1
... ∂gm
∂θj
... ∂gm
∂θk
 ,
Preuve de la proposition 34. Suppsons que les hypothe`ses de la
proposition aient lieu.
Utilisons le de´veloppement de la fonction g au premier ordre en θ =
t(θ1, ..., θk) au point x =
t(x1, ..., xk) :
(2.2) g(x)−g(θ) = (x1−θ1) ∂g
∂θ1
(θ)+...+(x1−θk) ∂g
∂θk
(θ)+o(‖x− θ‖).
Puisque an(Tn−θ) = atn((T1,n, ..., Tk,n)−t(θ1, ..., θk)) Z = t(Z1, ..., Zk),
il suit de l’application du the´ore`me de la transformation continue 7 du
chapitre 2, que pour tout 1 ≤ i ≤ k, an(Tj,n − θj) converge vaguement
vers Zj et alors par le point (a) du lemme 8, nous avons
1 ≤ j ≤ k, (Tj,n − θj) = OP(a−1n ).
Par les points (10) and (13) des proprie´te´s principales de la partie II
de la section pre´ce´dente, nous obtenons
(2.3) ‖Tn − θ‖ =
{
k∑
j=1
(Tj,n − θj)2
}1/2
= OP(a
−1
n ) = oP(1).
Le terme o(‖x− θ‖) dans 2.2 est continu en tant que diffe´rence de deux
functions continues et prend la valeur 0 pour ‖x− θ‖ = 0. En utilisant
la partie (c) du lemme 8, et en combinant cela avec (2.2) et (2.3), nous
arrivons a`
an(g(x)− g(θ)) = an(T1,n − θ1) ∂g
∂θ1
(θ) + ...+ an(Tk,n − θk) ∂g
∂θk
(θ) + anoP(OP(a
−1
n ))
= t∇g(θ)(an(Tn − θ) + oP(1).
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Cela implique que an(g(x)−g(θ)) et t∇g(θ)(an(Tn−θ) sont e´quivalents
en probabilite´. Puisque t∇g(θ)(an(Tn − θ)  t∇g(θ)Z en vertu du
the´ore`me de la transformation 7 of Chapter 2, l’application de la propo-
sition 15 de la Section 6 du chapitre 2, me`ne a`
an(g(x)− g(θ)) t ∇g(θ)Z.
Ceci finit la preuve de la proposition 35.
Preuve de la proposition 35. Assume that the hypthesese of the
proposition hold.
La fonction g posse`de m composantes gj ∈ Rm et nous pouvons e´crire
g =t (g1, ..., gm). Chaque composante est de classe C
1. Utilisons la con-
clusion de la proposition 34 pour chaque composante en θ = t(θ1, ..., θk)
for x = t(x1, ..., xk) pour obtenir
(2.4) gj(x)−gj(θ) = (x1−θ1)∂gj
∂θ1
(θ)+...+(x1−θk)∂gj
∂θk
(θ)+o(‖x− θ‖).
Ecrivons cela sous forme matricielle ainsi qu’il suit
g(x)− g(θ) = g′θ(x− θ) + o(m)(‖x− θ‖),
u` o(m)(‖x− θ‖) est un vecteur de m coordonne´es tel que chaque com-
posante est une fonction continue, et aussi un o(‖x− θ‖). Une notation
similaire est aussi utilise´e pour oP(◦). En appliquant la me´thode de´ja`
utilise´e dans la proposition 34, nous obtenons
g(Tn)− g(θ) = g′θ(Tn − θ) + o(m)P (a−1n )
et
an(g(Tn)− g(θ)) = g′θan(Tn − θ) + o(m)P (1).
Nous avons donc
‖an(g(Tn)− g(θ))− g′θan(Tn − θ)‖Rm =
∥∥∥o(m)P (1)∥∥∥Rm = oP(1).
De`s lors an(g(Tn)−g(θ)) has the same weak limit as g′θan(Tn−θ) which
is g′θZ by the continuous mapping.
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3. Utilisation du Processus Empirique Fonctionnel en
Statistique Asymptotique
3.1. Processus Empirique Fonctionnel. Le Processus Empirique
Fonctionnel (PEF ) est un outil puissant qui peut eˆtre utilise´ pour
obtenir des distributions limites. Il est similaire a` la me´thode Delta.
Cependant, la me´thode du PEF posse`de un avantage que nous de´crivons
ci-bas.
ETant donne´e une suite de variables ale´atoires Z1, Z2, ..., de´finies sur
le meˆme espace de probabilite´, inde´pendantes et identiquement dis-
tribue´es, de loi de probabilite´ commune P0 a` valeurs dans un espace
me´trique S, que nous prenons e´gal Rk, k ≥ 1 ici. Nous serons en
mesure
(1) de trouver un processus gaussien GP0 indexe´ par des fonctions f
de S dans R,
et
(2) d’exprimer les distribution asymptotiques de statistiques qui sont
des fonctions of Z1, Z2, ..., Zn par rapport au processus gaussien G0.
Cette me´thode a l’avantage e´norme de pouvoir travailler sur toutes les
statistiques fonctions de Z1, Z2, ..., Zn de manie`re modulaire. En effet,
on peut travailler de manie`re se´pare´e pour chacune de ces statistiques
comme and un catalogue. Et a` tout moment, on peut prendre un
certain nombre de ces statistiques et obtenir imme´duatement leur loi
conjointe limite, graˆce au champ gaussien GP0 . Nous dirons que ces
dsitributions limites sont exprime´es dans le champ gaussien
de GP0 . Au contraire la me´thode Delta ne posse`de pas cette souplesse
modulaire. Dans chaque cas, il faut faire des calculs spe´cifiques.
Un autre fait a` signaler est que les lois limites conjointes obtenues par
la me´thode du PEF utilisent des variances et covariances exprime´es
sous des formes fonctionnelles. Cela rend les calculs directs et fluides.
A l’arrive´e, ces variances peuvent sembler complique´es et non calcula-
bles a` la main. Mais nous ne nous en occupons pas. Les ordinateurs
puissants de notre e`re sont l pour les calculer en des temps tre`s courts.
Cela implique que l’utilisation de cette me´thode, dans beaucoup de cas,
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doit s’accompagner avec l’e´criture de codes dans des logiciels courants.
Avant de pre´senter le Processus Empirique Fonctionnel, nous voudrions
rassurer le lecteur que nous n’utiliserons ici que les limites en distribu-
tions finies de ce processus, restant ainsi dans le cadre vectoriel de ce
monograph. Nous ne ferons pas appel aux outils puissants de conver-
gence uniforme ni aux classes de Vapnick-Cervonenkis.
Soit Z1, Z2, ... une suite de copies inde´pendantes d’une variable ale´atoire
Z de´finies sur le meˆme espace de probabilite´ (Ω,A,P) a` valeurs dans
un espace me´trique (S, d). De´finissons pour chaque n ≥ 1, le Processus
Empirique Fonctionnel (PEF ) par
Gn(f) =
1√
n
n∑
i=1
(f(Zi)− Ef(Zi)),
ou` f est une fonction mesurable de´finie de R dans
(3.1) VZ(f) =
∫
(f(x)− PZ(f))2 dPZ(x) <∞,
ce qui implique que
(3.2) PZ(|f |) =
∫
|f(x)| dPZ(x) <∞.
Notons par F(S) - F en court - la class des fonctions re´elles de´finies
sur S ve´rifiant (3.1). Cette espace F , muni de l’addition et de la mul-
tiplication externe par des scalaires de R, est un espace linaire.
L’une des proprie´te´s les plus importantes de Gn est qu’elle est un
ope´rateur line´aire sur F , i.e., pour tout f et g e´le´ments de F et pour
tout (a, b) ∈ R2, nous avons
aGn(f) + bGn(g) = Gn(af + bg).
La convergence vague en distribution est la suivante
Lemme 9. Given the notation above, then for any finite number of
elements f1, ..., fp of S, k ≥ 1, we have
t(Gn(f1), ...,Gn(fk)) Nk(0
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where
Γ(fi, fj) =
∫
(fi − PZ(fi)) (fj − PZ(fj)) dPZ(x), 1 ≤, j ≤ k.
Ce lemme nous dit que la limite vague de la suite de vecteurs t (Gn(f1),Gn(f2), ...,Gn(fk))
a la meˆme loi que le vecteur t (G(f1),G(f2), ...,G(fk)), ou` {G(f), f ∈
F} est un process gaussien de fonction variance-covariance
(3.3) Γ(f, g) =
∫
(f − PZ(f)) (g − PZ(g)) dPZ(x), (f, g) ∈ F2.
En appliquant le the´ore`me de Skorohod-Wichura 5 (Voir Chapitre 2),
nous pouvons supposer que nous sommes sur un espace de probabilite´
et que nous avons l’approximation suivante
(3.4) Gn(f1) = Gn(f1) + oP(1).1 ≤ i ≤ p.
Nous reviendrons sur l’application de cette formule.
Preuve du lemme 9. Il suffira d’appliquer le crite`re de Crame´r-Wold
(voir Proposition 1 in 1), en montrant que pour tout a =t (a1, ..., ak) ∈
Rk, nous avons
< a, Tn > < a, T >
ou` nous avons note´ Tn =
t (Gn(f1), ...,Gn(fk)) et ou` T suit une loi
Nk(0,Γ(fi, fj)1≤i,j≤k) et < ◦, ◦ > de´signe le produit scalaire usuel de
Rk.
Mais, par le the´ore`me central limite dans R, nous avons
< a, Tn >= Gn
(
k∑
i=1
aifi
)
 N (0, σ2∞),
ou`, avecla notation g =
∑
1≤i≤k aifi, nous avons
σ2∞ =
∫
(g(x)− PZ(g))2 dPZ(x)
et ceci donne aise´ment
σ2∞ =
∑
1≤i,j≤k
aiajΓ(fi, fj),
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si bien que N(0, σ2∞) est la loi de < a, T >. La preuve est finie.
3.2. Comment utiliser l’outil du PEF?. En ge´ne´ral, les statis-
tiques avec lesquelles nous travaillons en ge´ne´ral utilisent des donne´es
univarie´es ou multivarie´es ou tics, c’est-a`-dire que nous travaillons sou-
vent dans Rk. Une fois que nous avons notre e´chatillon Z1, Z2, ..., con-
stitue´ de vecteurs de´finis sur le meˆme espace de probabilite´ et a` valeurs
dans Rk, l’essentiel des statistiques e´tudie´es sont de la forme
Hn =
1
n
k∑
i=1
H(Zi)
ou`r H ∈ F . Dans un tel cas, nous utilisons Lemma 9 et le point point
(a) du lemme 8, pour avoir ce de´ve´lopment tre`s simple µ(H) = EH(Z),
(3.5) Hn = µ(H) + n
−1/2Gn(H).
Nous avons que Gn(H) est asymptotiquement borne´ en probabilite´
puisque Gn(H) converge vaguement, disons vers M(H), et par la suite,
par le the´ore`me de la transformation continue (see Theorem 7, Chapitre
2), nous aurons ‖Gn(H)‖ ‖M(H)‖. Puisque toutes variables Gn(H)
sont de´finies sur le meˆme espace de probabilite´, nous aurons en vertu de
l’assertion du the´ore`me Portmanteau (Theorem 2, Chapitre 2) relative
aux ensembles ouverts, que pour tout λ > 0,
lim sup
n→∞
P (‖Gn(H)‖ > λ) ≤ P (‖M(H)‖ > λ).
Par la suite, nous avons
lim inf
λ→∞
lim sup
n→∞
P(‖Gn(H)‖ > λ) ≤ lim inf
λ→∞
P(‖M(H)‖ > λ) = 0.
A partir d’ici, nous faisons appel aux notation OP, en disant que nous
avons : Gn(H) = OP(1). La formule (3.5) devient
Hn = µ(H) + n
−1/2Gn(H) = µ(H) +OP(n−1/2)
A pre´sent, utilisons la me´thode delta. En effet, soit g : R 7−→ R une
function continuˆment diffe´rentiable dans un voisinage de µ(H). The
the´ore`me des accroissements finis me`ne
(3.6) g(Hn) = g(µ(H)) + g
′(µn(H)) n−1/2Gn(H)
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ou`
µn(H) ∈ [(µ(H) + n−1/2Gn(H))∧ µ(H), (µ(H) + n−1/2Gn(H))∨ µ(H)]
si bien que
|µn(H)− µ(H)| ≤ n−1/2Gn(H) = OP(n−1/2).
De`s lors µn(H) converge vers µn(H) en probabilite´ (note´ µn(H) →P
µ(H)). Mais la convergence en probabilite´ vers une constante e´quivaut
a` la convergence vague. Donc µn(H)  µ(H). En utilisant encore le
the´ore`me de la transformation continue (see Theorem 7, Chapitre 2),
nous obtenons g′(µn(H)) g′(µ(H)). En re´-utilisant l’e´quivalence en-
tre convergence vague et convergence en probabilite´ vers une constante,
il vient que g′(µn(H))→P g′(µ(H)). Maintenant, (3.6) devient
g(Hn) = g(µ(H)) + (g
′(µ(H) + oP (1)) n−1/2Gn(H)
= g(µ(H)) + g′(µ(H)× n−1/2Gn(H) + oP (1)) n−1/2Gn(H)
= g(µ(H)) + n−1/2Gn(g′(µ(H)H) + oP (n−1/2)
Nous arrivons au de´veloppement final
(3.7) g(Hn) = g(µ(H)) + n
−1/2Gn(g′(µ(H)H) + oP (n−1/2).
En utilisant le repre´sentation de Skorohod-Wichura, nous obtenons a`
travers la formule , que
(3.8) g(Hn) = g(µ(H)) + n
−1/2G(g′(µ(H)H) + oP (n−1/2).
La me´thode consiste a` utiliser le de´veloppement (3.7) autant de fois
que possible, et de faire certains calculs alge´briques suir eux.
Ces calculs alge´briques mentionne´s ci-haut consistent par ailleurs a`
appliquer les re´sultats du lemma ci-dessous.
Lemme 10. Let (An) and (Bn) be two sequences of real valued ran-
dom variables defined on the same probability space holding the sequence
Z1, Z2, ...
Let A and B be two real numbers and Let L(z) and H(z) be two real-
valued functions of z ∈ S, with (L,H) ∈ F2.
Suppose that
An = A+ n
−1/2Gn(L) + oP (n−1/2)
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and
An = B + n
−1/2Gn(H) + oP (n−1/2).
Then
An +Bn = A+B + n
−1/2Gn(L+H) + oP (n−1/2),
and
AnBn = AB + n
−1/2Gn(BL+ AH)
and if B 6= 0,
An
Bn
=
A
B
+ n−1/2Gn(
1
B
L− A
B2
H) + oP (n
−1/2)
Preuve. Cette preuve est donne´e au lecteur en guise d’exercices.
En mettant ensemble toutes les e´tapes pre´ce´dente de manie`re intelli-
gente, la me´thodologie aboutit un re´sultat de la forme
Tn = t+ n
−1/2Gn(h) + oP (n−1/2)
= t+ n−1/2G(h) + oP (n−1/2)
qui entraˆıne la convergence vague
√
n(Tn − t) = Gn(h) + oP (1) N(0,Γ(h, h))
= G(h) + oP (1).
Dans cette dernie`re partie, nous allons montrer comment appliquer cet
outil a` un cas non relatif au coefficient de corre´lation line´aire.
3.3. Un example. Appliquons la me´thode a` l’estimateur plug-in
coefficient de corre´lation line´aire. Un estimateur plug-in d’une statis-
tique est sa forme empirique. L’estimateur plug-in du coefficient de
corre´lation line´aire de deux variables ale´atoires re´elles (X, Y ), telle que
ni X et ni Y ne sont de´ge´ne´re´es, est de´fini par
ρ =
σxy
σ2xσ
2
y
ou`
µx =
∫
x dPX(x), µy =
∫
x dPX(x), σxy =
∫
(x−µx)(y−µy)dP(X,Y )(x, y)
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et
σ2x =
∫
(x− µx)2dPX(x), σ2y =
∫
(x− µx)(y − µy)dPX(y).
Nous ecartons aussi le cas ou` nous avons |ρ| = 1, cas dans lequel une
des variables X et Y est une fonction affine de l’autre, c’est-a`-dire par
exemple que nous avons X = aY + b pour (a, b)R2.
Il est clair que le centrage des variables X et Y en leur moyennes et leur
normalisation par les e´cart-types σx et σy n’affecte pas le coefficient de
corre´lation line´aire ρ. Ainsi nous pouvons centrer et normaliser X et
Y et par la suite, assumer que nous avons
µx = µy = 0, σx = σy = 1.
Cependant, nous laisserons figurer les moyennes et e´cart-types. C’est
seulement la conclusion que nous prendrons les valeurs particulie`res.
Construisons l’estimateur plug-in estimator de ρ. Pour cela, soit (X1, Y1),
(X2, Y2), ... une suite d’observations inde´pendantes de observations of
(X, Y ). Pour tout n ≥ 1, l’estimateur plug-in est
ρn =
{
1
n
n∑
i=1
(Xi −X)(Yi − Y )
}{
1
n2
n∑
i=1
(Xi −X)2 ×
n∑
i=1
(Xi −X)2
}−1/2
.
Nous allons donner les proprie´te´s asymptotiques de ρn en tant qu’estimateur
de ρ. Introduisons les notations :
µ(p,x),(q,y) = E((X−µx)p(Y−µy)q), µ4,x = E(X−µx)4, µ4,x = E(X−µx)4)
L’application de la me´thode donne le re´sultat suivant.
The´ore`me 12. Supposons ni X ni Y ne soit de´ge´ne´re´e et ont
toutes leus deux des moments finis jusqu’ l’ordre 4, que X3Y et XY 3
soit de moyenne finies. Alors, quand n→∞,
√
n(ρn − ρ) N(0, σ2),
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ou`
σ2 = σ−2x σ
−2
y (1 + ρ
2/2)µ(2,x),(2,y) + ρ
2(σ−4x µ4,x + σ
−4
y µ4,y)/4
−ρ(σ−3x σ−1y µ(3,x),(1,y) + σ−1x σ−3y µ(1,x),(3,y))
Ce re´sultat permet de tester l’inde´pendance entre X et Y , ou de tester
l’absence de correlation line´aire dans le sens suivant.
The´ore`me 13. Supposons que les hypothe`ses du the´ore`me 12 soitent
vraies. Alors, nous avons les assertions suivantes :
(1) Si X et Y ne sont pas line´airement correle´es, i.e. ρ = 0, nous
avons √
nρn  N (0, σ21),
ou`
σ21 = σ
−2
x σ
−2
y µ(2,x),(2,y).
(2) Si X et Y sont inde´pendantes entre elles, alors ρ = 0, et
√
nρn  N (0, 1)
Preuves. Nous allons utiliser le PEF base´ sur les observations (Xi, Yi), i =
1, 2, ..., qui sont des copies i de´pendantes de (X, Y ). Ecrivons
ρ2n =
1
n
∑n
i=1XiYi −X Y{
1
n
∑n
i=1X
2
i −X
2
}1/2 {
1
n
∑n
i=1 Y
2
i − Y
2
}1/2 = AnBn .
Nous disons une fois pour toute que toutes les fonctions de Z = (X, Y )
qui apparaissent dans les calculs sont mesurables et ont des seconds
moments finis. Traitons se´pare´ment le nume´rateur et le de´nominateur.
l’utilisation du PEF pour An gives
(3.9)

1
n
∑n
i=1 XiYi = µxy + n
−1/2Gn(p),
X = µx + n
−1/2Gn(pi1),
Y = µy + n
−1/2Gn(pi2),
ou` p(x, y) = xy, pi1(x, y) = x, pi2(x, y) = y. A partir de la`, nous util-
isons le fait que Gn(g) = OP (1) pour E(g(X, Y )2) < +∞ et obtenons
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(3.10) An = µxy+n
−1/2Gn(p)−(µx+n−1/2Gn(pi1))(µy+n−1/2Gn(pi2)).
Cela me`ne a`
An = σxy + n
−1/2Gn(H1) + oP (n−1/2)
avec
H1(x, y) = p(x, y)− µxpi2 − µypi1.
Maintenant, nous devons traiterBn. Par syme´trie des roles de
{
1
n
∑n
i=1X
2
i −X2
}1/2
et de
{
1
n
∑n
i=1 Y
2
i − Y 2
}1/2
, nous traitons l’une de ces expressions et
e´tendons les re´sultats l’autre. Travaillons avec
{
1
n
∑n
i=1X
2
i −X2
}1/2
.
La combinaison de (3.9) et de la me´thode Delta conduit a`
X
2
=
(
µx + n
−1/2Gn(pi1)
)2
= µ2x + 2µxn
−1/2Gn(pi1) + oP (n−1/2),
c’est-a`-dire,
X
2
=
(
µx + n
−1/2Gn(pi1)
)2
= µ2x + n
−1/2Gn(2µxpi1) + oP (n−1/2).
Nous obtenons
1
n
n∑
i=1
X2i −X2 = m2,x + n−1/2Gn(pi21)−X2
= m2,x − µ2x + n−1/2Gn(pi21 − 2µxpi1) + oP (n−1/2)
= σ2x + n
−1/2Gn(pi21 − 2µxpi1) + oP (n−1/2).
Une nouvelle application de la methode Delta donne{
1
n
n∑
i=1
X2i −X2
}1/2
= σx + n
−1/2Gn(
1
2σx
{
pi21 − 2µxpi1
}
) + oP (n
−1/2).
Etendons les re´sultats sur les Yi pour avoir{
1
n
n∑
i=1
Y 2i − Y 2
}1/2
= σy + n
−1/2Gn(
1
2σy
{
pi22 − 2µypi2
}
) + oP (n
−1/2).
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Nous arrivons a`
Bn =
{
1
n
n∑
i=1
X2i −X2
}1/2{
1
n
n∑
i=1
Y 2i − Y 2
}1/2
= σxσy + n
−1/2Gn(
σy
2σx
{
pi21 − 2µxpi1
}
+
σx
2σy
{
pi22 − 2µypi2
}
) + oP (n
−1/2).
En mettant
H2(x, y) =
σy
2σx
{
pi21 − 2µxpi1
}
+
σx
2σy
{
pi22 − 2µypi2
}
,
nous avons
(3.11) Bn = σxσy + n
−1/2Gn(H2) + n−1/2.
Maintenant, la combinaison de (3.10) et de (3.11), et l’utilisation du
lemme 10 donne
√
n(ρ2n − ρ2) = n−1/2Gn(
1
σxσy
H1 − σxy
σ2xσ
2
y
H2) + oP (1).
Posons
H =
1
σxσy
(p(x, y)−µxpi2−µypi1)− ρ
σxσy
{
1
2σ2x
{
pi21 − 2µxpi1
}
+
1
2σ2y
{
pi22 − 2µypi2
}}
.
Nous continuons avec les variables centre´es et normalise´es. Nous avons
H(x, y) = p(x, y)− ρ
2
(pi21 + pi
2
2)
et
H(X, Y ) = XY − ρ
2
(X2 + Y 2).
Adoptons la notation
µ(p,x),(q,y) = E((X − µx)p(Y − µy)q).
Nous obtenons
EH(X, Y ) = σxy − ρ = 0
avec la remarque que varH(X, Y ) is e´gale a`
µ(2,x),(2,y) + ρ
2(µ4,x + µ4,y)/4− ρ(µ(3,x),(1,y) + µ(1,x),(3,y)) + ρ2µ(2,x),(2,y)/2
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et finalemeny
varH(X, Y ) = σ20
avec
σ20 = (1 + ρ
2/2)µ(2,x),(2,y) + ρ
2(µ4,x + µ4,y)/4− ρ(µ(3,x),(1,y) + µ(1,x),(3,y)).
Ceci donne la conclusion pour des variables X et Y normalise´es :
√
n(ρn − ρ) N(0, σ20).
Enfin, lorsque nous utilisons les coefficients de normalisation dans in
σ0, nous obtenons
σ2 = σ2xσ
2
y(1 + ρ
2/2)µ(2,x),(2,y) + ρ
2(σ4xµ4,x + σ
4
yµ4,y)/4
−ρ(σ3xσyµ(3,x),(1,y) + σxσ3yµ(1,x),(3,y))
pour conclure dans le cas ge´ne´ral que
√
n(ρn − ρ) N(0, σ2)
La preuve du the´ore`me 13 de´coule la suite calculs directs sous les
conditions particulie`res de ρ et en pre´sence de l’inde´pendance.

CHAPTER 6
The´orie des fonctions et e´le´ments d’analyse re´elle
a` travers des exercices
1. Revue des limites dans R. Ce que nous ne devons pas
ignirer des limites.
Definition:Un nombre re´el ` ∈ R est un point d’accumulation d’une
suite (xn)n≥0 finie ou infinie de re´el , dans R,si et seulement si il existe
une sous-suite (xn(k))k≥0 de (xn)n≥0 telle que xn(k) converge vers `,
quand k → +∞.
Exercise 1 : Soient les ensembles yn = infp≥n xp et zn = supp≥n xp
de´finis pour tout n ≥ 0. Montrer que :
(1) ∀n ≥ 0, yn ≤ xn ≤ zn
(2) Justifier l’existence de la limite de yn appele´e limite infe´rieure de
la suite (xn)n≥0, de´finie par lim infxn ou lim xn, et e´gale a` l’expression
ci-dessous
lim xn = lim inf xn = sup
n≥0
inf
p≥n
xp
(3) Justifier l’existence de la limite de zn appele´e limite supe´rieure de
la suite (xn)n≥0 de´finie par lim supxn ou lim xn, et elle est e´gale a`
lim xn = lim supxn = inf
n≥0
sup
p≥n
xp
(4) Establir que
− lim inf xn = lim sup(−xn) et − lim supxn = lim inf(−xn).
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(5)
Montrer que la limite supe´rieure est sous- additive et la limite
infe´rieure est sur- additive, i.e. : pour les deux suites (sn)n≥0 et (tn)n≥0
lim sup(sn + tn) ≤ lim sup sn + lim sup tn
et
lim inf(sn + tn) ≤ lim inf sn + lim inf tn
(6) De´duire de (1) que si
lim inf xn = lim sup xn,
alors (xn)n≥0 a une limite et
limxn = lim inf xn = lim sup xn
Exercise 2. Points d’accumulation de la suite (xn)n≥0.
(a) Montrer que si `1=lim inf xn et `2 = lim supxn sont des points
d’ accumulation (xn)n≥0. Montrer un cas et d’en de´duire le second en
utilisant le point(3) de l’exercice 1.
(b) Montrer que `1 est le point d’accumulation plus petit (xn)n≥0 et `2
est le plus grand. (De meˆme, montrer un cas et d’en de´duire le second
en utilisant le point(3)de l’exercice 1).
(c) De´duire de (a) que si (xn)n≥0 a une limite `, alors elle est e´gal au
point d’accumulation unique et donc,
` = lim xn = lim sup xn = inf
n≥0
sup
p≥n
xp.
(d) Combinez ce re´sultat au point(6) de l’exercice 1 pour montrer
qu’une suite (xn)n≥0 de R a une limite ` in R si et seulement si lim inf xn =
lim supxn et donc
` = limxn = lim inf xn = lim sup xn
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Exercice 3. Soit (xn)n≥0 une suite croissante de R. Etudier sa limite
supe´rieure et la limite infe´rieure et en de´duire que
limxn = sup
n≥0
xn.
En de´duire que pour une se´quence non croissante (xn)n≥0 de R,
limxn = inf
n≥0
xn.
Exercice 4. (Les crite`res de convergence)
Crite`re 1 . Soit (xn)n≥0 une suite re´elle de R et un nombre re´el ` ∈ R
tel que: Pour toute sous-suite de (xn)n≥0 a e´galement une sous-suite(
c’est une sous-suite de (xn)n≥0 ) qui converge vers `. Alors, la limite de
(xn)n≥0 existe et est e´gale a` `.
Crite`re 2. Intersections maximales et intersections minimales.
Soit (xn)n≥0 une suite dans R et deux nombres re´els a et b tel que a < b.
Nous de´finissons
ν1 =
{
inf {n ≥ 0, xn < a}
+∞ if (∀n ≥ 0, xn ≥ a) .
Si ν1 est fini , soit
ν2 =
{
inf {n > ν1, xn > b}
+∞ if (n > ν1, xn ≤ b) .
. Tant que les ν ′js sont finis, nous pouvons de´finir pour ν2k−2(k ≥ 2)
ν2k−1 =
{
inf {n > ν2k−2, xn < a}
+∞ if (∀n > ν2k−2, xn ≥ a) .
et pour ν2k−1 fini,
ν2k =
{
inf {n > ν2k−1, xn > b}
+∞ si(n > ν2k−1, xn ≤ b) .
Nous nous arreˆtons une fois qu’un νj est +∞. Si ν2j est fini, alors
xν2j − xν2j−1 > b− a.
On dit alors : par ce passage de xν2j−1 a` xν2j , nous avons re´alise´ un
passage (vers le haut ) du segment [a, b] appele´ up-crossings. De meˆme,
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si l’un des ν2j+1 est fini, alors le segment [xν2j , xν2j+1 ] est une intersection
de point minimal (downcrossing) pour le segment [a, b]. Soit
D(a, b) = nombre d’intersection de points maximums [a, b].
(a) Quelle est la valeur de D(a, b) si ν2k est fini et ν2k+1 infini.
(b) Quelle est la valeur de D(a, b) si ν2k+1 est fini et ν2k+2 infini.
(c) Quelle est la valeur de D(a, b) si tous les ν ′js sont finis.
(d) Montrer que (xn)n≥0 admet une limite si pour tout a < b, D(a, b) <
∞.
(e) Montrer que (xn)n≥0 admet une limite si pour tout a < b, (a, b) ∈
Q2, D(a, b) <∞.
Exercice 5. (Crite`re de Cauchy). Soit (xn)n≥0 R une suite de
(nombres re´els).
(a) montrer que si (xn)n≥0 est de Cauchy, alors elle admet un point
accumulation unique ` ∈ R qui est sa limite.
(b) Montrer que si une suite (xn)n≥0 ⊂ R converge vers ` ∈ R, alors,
elle est de Cauchy.
(c) De´duire le crite`re de Cauchy pour les suites de nombres re´els .
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SOLUTIONS
Exercice 1.
Question (1) :. Il est e´vident que :
inf
p≥n
xp ≤ xn ≤ sup
p≥n
xp,
e´tant donne´ que xn est un e´le´ment de {xn, xn+1, ...} sur laquelle nous
prenons le supremum ou infinimum.
Question (2) :. Soit yn = inf
p≥0
xp = inf
p≥n
An, o An = {xn, xn+1, ...} est
une suite non croissante de l’ensemble : ∀n ≥ 0,
An+1 ⊂ An.
Ainsi l’infinimum dans An est croissant. Si yn est croissante dans R,
sa limite est au dessus des bornes finie ou infinie. Ainsi
yn ↗ lim xn,
est un nombre fini ou infini.
Question (3) :. Nous de´montrons aussi que zn = supAn de´croit et
zn ↓ lim xn.
Question (4) :. Nous rappelons que
− sup {x, x ∈ A} = inf {−x, x ∈ A} .
lequel , nous permet d’e´crire
− supA = inf −A.
Ainsi,
−zn = − supAn = inf −An = inf {−xp, p ≥ n} ..
Le terme de la droite tend vers −lim xn et celui de la gauche vers
lim − xn et donc
−lim xn = lim (−xn).
De meˆme, nous montrons que:
−lim (xn) = lim (−xn).
Question (5). Ces proprie´te´s viennent des formules suivante ,o A ⊆
R, B ⊆ R :
sup {x+ y, A ⊆ R, B ⊆ R} ≤ supA+ supB.
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De ce fait :
∀x ∈ R, x ≤ supA
et
∀y ∈ R, y ≤ supB.
Ainsi,
x+ y ≤ supA+ supB,
o
sup
x∈A,y∈B
x+ y ≤ supA+ supB.
De meˆme,
inf(A+B ≥ inf A+ inf B.
De ce fait:
∀(x, y) ∈ A×B, x ≥ inf A and y ≥ inf B.
Ainsi,
x+ y ≥ inf A+ inf B.
Ains,
inf
x∈A,y∈B
(x+ y) ≥ inf A+ inf B
Application.
sup
p≥n
(xp + yp) ≤ sup
p≥n
xp + sup
p≥n
yp.
Toutes ces suites sont non croissantes. Prenant l’infinimum, nous
obtenons la limite superieur:
lim (xn + yn) ≤ lim xn + lim xn.
Question (6) : Mettons
lim xn = lim xn,
Comme :
∀x ≥ 1, yn ≤ xn ≤ zn,
yn → lim xn
et
zn → lim xn,
Nous appliquons le the´ore`me de Sandwich pour conclure que la limite
de xn existe et :
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lim xn = lim xn = lim xn.
Exercice 2.
Question (a).
La question (4) de l’exercice 1 e´tant prouve´e, il suffit maintenant de
montrer cette proprie´te´ pour l’une des limites.Considerons la limite
supe´rieur et les trois cas d’e´tude suivants:
le cas de la limite supe´rieure finie :
lim xn = ` finite.
Par de´finition,
zn = sup
p≥n
xp ↓ `.
Donc:
∀ε > 0,∃(N(ε) ≥ 1),∀p ≥ N(ε), `− ε < xp ≤ `+ ε.
Prenons le moins que celui la` :
∀ε > 0,∃nε ≥ 1 : `− ε < xnε ≤ `+ ε.
Nous pouvons construire une sous-suite convergeant vers `.
Soit ε = 1 :
∃N1 : `− 1 < xN1 = sup
p≥n
xp ≤ `+ 1.
Mais si
(1.1) zN1 = sup
p≥n
xp > `− 1,
il existe suˆrement un n1 ≥ N1 tel que
xn1 > `− 1.
sinon nous nous pourrons avoir
(∀p ≥ N1, xp ≤ `− 1 ) =⇒ sup {xp, p ≥ N1} = zN1 ≥ `− 1,
lequel est contraire a` (1.1). Donc, il existe n1 ≥ N1 tel que
`− 1 < xn1 ≤ sup
p≥N1
xp ≤ `− 1.
i.e.
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`− 1 < xn1 ≤ `+ 1.
Nous progressons avec l’e´tape ε = 1
2
et nous conside´rons la suite
(zn)n≥n1dont la limite reste e´gale a` `. Donc, il existe N2 > n1 :
`− 1
2
< zN2 ≤ `−
1
2
.
Nous de´duisons comme pre´ce´demment que n2 ≥ N2 tel que
`− 1
2
< xn2 ≤ `+
1
2
Avec n2 ≥ N1 > n1.
Ensuite, nous mettons ε = 1/3, il existera N3 > n2 tel que
`− 1
3
< zN3 ≤ `−
1
3
et nous pourrons voir un n3 ≥ N3 tel que
`− 1
3
< xn3 ≤ `−
1
3
.
Pas a` pas, nous de´duisons l’existence de xn1 , xn2 , xn3 , ..., xnk , ... avec
n1 < n2 < n3 < ... < nk < nk+1 < ... tel que
∀k ≥ 1, `− 1
k
< xnk ≤ `−
1
k
,
i.e.
|`− xnk | ≤
1
k
.
Ce qui implique que:
xnk → `
Conclusion : (xnk)k≥1 est bien une sous-suite tel que nk < nk+1 pour
tout k ≥ 1 et il converge vers `, qui est alors un point d’accumulation.
Le cas de la limite supe´rieur e´gale a` +∞ :
lim xn = +∞.
Lorsque zn ↑ +∞, nous avons : ∀k ≥ 1,∃Nk ≥ 1,
zNk ≥ k + 1.
Pour k = 1, soit zN1 = inf
p≥N1
xp ≥ 1 + 1 = 2. Donc il existe
n1 ≥ N1
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tel que :
xn1 ≥ 1.
Pour k = 2 : considerons les suites (zn)n≥n1+1. De la meˆme manie`re,
nous trouvons
n2 ≥ n1 + 1
et
xn2 ≥ 2.
Etape par e´tape, nous trouvons pour tout k ≥ 3, et nk ≥ nk−1 + 1 tel
que
xnk ≥ k.
Ce qui conduit a` xnk → +∞ comme k → +∞.
Cas de la limit superieur e´gale a` −∞ :
limxn = −∞.
Cela implique : ∀k ≥ 1,∃Nk ≥ 1, tel que
znk ≤ −k.
Pour k = 1,∃n1 tel que
zn1 ≤ −1.
Mais
xn1 ≤ zn1 ≤ −1
Soit k = 2. Considerons (zn)n≥n1+1 ↓ −∞. Il existera n2 ≥ n1 + 1 :
xn2 ≤ zn2 ≤ −2
Etape par e´tape, nous trouvons nk1 < nk+1 de telle sorte que xnk < −k
pour tout k plus grand que 1. Donc,
xnk → +∞
Question (b).
Soit ` un point d’accumulation de (xn)n≥1, la limite d’un de ses suites
(xnk)k≥1. Nous avons
ynk = inf
p≥nk
xp ≤ xnk ≤ sup
p≥nk
xp = znk
Le terme de gauche est une sous suite de (yn) tendant vers la limite
infe´rieure et le coˆte´ droit est une suous suite de (zn) tendant vers la
limitesuperieur. Donc, nous obtenons :
lim xn ≤ ` ≤ lim xn,
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ce qui montre que lim xn est le plus petit point d’accumulation et lim xn
est le plus grand.
Question (c). Si la suite (xn)n≥1 admet une limite `, alors cette lim-
ite est celle de toutes ses sous-suites, dons les sous-suite tend vers les
limites supe´rieur ou infe´rieu. Ce qui re´pond a` la question (b).
Question (d). NNous re´pondons a` cette question en combinant le
point (d) de cette exercice et le point (6) de l’exercice 1.
Exercice 3. Soit (xn)n≥0 une suite non-de´croissante, nous avons:
zn = sup
p≥n
xp = sup
p≥0
xp,∀n ≥ 0.
Pourquoi? Parce que par la croissance nous avons,
{xp, p ≥ 0} = {xp, 0 ≤ p ≤ n− 1} ∪ {xp, p ≥ n}
Etant donne´ que tous les e´le´ments de {xp, 0 ≤ p ≤ n− 1} sont plus
petits que ceux de {xp, p ≥ n} , le supremum est atteint en {xp, p ≥ n}
et donc
` = sup
p≥0
xp = sup
p≥n
xp = zn
Ainsi
zn = `→ `.
Nous avons aussi yn = inf {xp, 0 ≤ p ≤ n} = xn qui est une suite non
de´croissante et ainsi converge vers ` = sup
p≥0
xp.
Exercice 4.
Soit ` ∈ R ayant la proprie´te´ indique´e. Soit `′ un point d’accumulation
donne´.
(xnk)k≥1 ⊆ (xn)n≥0 tel que xnK → `′.
Par hypothe`se cette suite (xnK ) a a` son tour une sou-suite
(
xn(k(p))
)
p≥1
tel que xn(k(p)) → ` as p→ +∞.
Mais comme une sous-suite de
(
xn(k)
)
,
xn(k(`)) → `′.
Ainsi
` = `′.
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En appliquant cela a` la limite supe´rieure et a` la limite infe´rieure, nous
avons:
lim xn = lim xn = `.
Et donc limxn existe et est e´gal a` `.
Exercice 5.
Question (a). Si ν2k fini et ν2k+1 infini, il a alors exactement k un
point d’intersection supe´rieur: [xν2j−1 , xν2j ], j = 1, ..., k : D(a, b) = k.
Question (b). Siν2k+1 fini et ν2k+2 infini, il a alors exactement k un
point d’intersection supe´rieur: [xν2j−1 , xν2j ], j = 1, ..., k : D(a, b) = k.
Question (c). SI tous les ν ′js sont finis,alors , il existent un nom-
bre inifini de points d’intersection supe´rieur: [xν2j−1 , xν2j ], j ≥ 1k :
D(a, b) = +∞.
Question (d). Supposons qu’il existe a < b des nombres rationnels
tels queD(a, b) = +∞. Alors tous les ν ′js sont finis. La sous-suite xν2j−1
est strictement infe´rieure a. Donc, sa limite infe´rieure est infe´rieure a` a.
Cette limite infe´rieure est un point d’accumulation de la suite (xn)n≥1,
il en est de plus lim xn, qui est infe´rieur a` a.
De meˆme, la sous-suite xν2j est strictement infe´rieure b. Donc, la limite
supe´rieure est au-dessus de a. Cette limite supe´rieure est un point
d’accumulation de la suite (xn)n≥1, donc elle est infe´rieure a` lim xn,
qui est directement au-dessus b. Qui conduit a`:
lim xn ≤ a < b ≤ lim xn.
Cela implique que la limite de (xn) n’existe pas. En revanche, nous
venons de prouver que la limite de (xn) existe, Entre-temps pour tous
les nombres re´els a et b tel que a < b, D(a, b) est fini.
Maintenant , supposons que la limite de (xn) n’existe pas. Alors,
lim xn < lim xn.
Nous pouvons alors trouver deux rationnels a et b tel que a < b et un
nombre  tel que 0 < , tous les
lim xn < a−  < a < b < b+  < lim xn.
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Si lim xn < a− , nous pouvons revenir de la question (a) de exercice
2 et construire une suite (xn) ce qui tend vers lim xn tout en restant en
dessous de a− . De meˆme, si b+  < lim xn, nous pouvons cre´er une
suite de (xn) ce qui tend vers lim xn tout en restant au-dessus b + .
Il est e´vident avec ces deux suites que nous pourrions de´finir avec ces
deux suites tous νj fini et donc D(a, b) = +∞.
Nous venons de montrer par l’absurde que si tous les D(a, b) sont finis
pour tous les rationnels a et b tel que a < b, alors,la limite de (x)n)
existe.
Exercice 5. crite`re de Cauchy dans R.
Supposons que la suite est Cauchy, i.e.,
lim
(p,q)→(+∞,+∞)
(xp − xq) = 0.
Ensuite, soient xnk,1 et xnk,2 deux sous-suites convergeant respective-
ment vers `1 = lim xn et `2 = lim xn. Alors
lim
(p,q)→(+∞,+∞)
(xnp,1 − xnq,2) = 0.
En premie`re location p→ +∞,nous avons
lim
q→+∞
`1 − xnq,2 = 0.
Ce qui montre que la limite `1 est finie, sinon `1 − xnq,2 demeurerait
infinie et ne tendent pas vers 0. En e´changeant les roˆles de p et q, nous
avons aussi que `2 est fini.
Enfin, en laissant q → +∞, dans la dernie`re e´quation , nous obtenons
`1 = lim xn = lim xn = `2.
ce qui prouve l’existence d’une limite finie de la suite (xn).
Supposons maintenant que la limite finie ` de (xn) existe. Alors
lim
(p,q)→(+∞,+∞)
(xp − xq) = `− ` = 0.
0 Ce qui montre que la suite est de Cauchy.
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2. Miscelleanuous facts
Lemme 11. . For any a ∈ R,∣∣eia − 1∣∣ = √2(1− cos a) ≤ 2 |sin(a/2)| ≤ 2 |a/2|δ .
Proof. This is easy for |a/2| > 1. Indeed for δ > 0, |a/2|δ > 0 and
2 |sin(a/2)| ≤ 2 ≤ 2 |a/2|δ
Now for |a/2| > 1, we have the expansion
2(1− cos a) = a2 −
∞∑
k=2
(−1)2 a
2k
(2k)!
= x2 − 2
∞∑
k≥2,k even
a2k
(2k)!
− a
2(k+1)
(2(k + 1))!
= a2 − 2x2(k+1)
∞∑
k≥2,k even
1
(2k)!
{
1
a2
− 1
(2k + 1)((2k + 2)...(2k + k)
}
.
For each k ≥ 2, for |a/2| < 1,{
1
a2
− 1
(2k + 1)((2k + 2)...(2k + k)
}
≥
{
1
4
− 1
(2k + 1)((2k + 2)...(2k + k)
}
≥ 0.
Hence
2(1− cos a) ≤ a2.
But for |a/2| , the function δ ↪→ |a/2|δ is non-increasing δ, 0 ≤ δ ≤ 1.
Then √
2(1− cos a) ≤ |a| = 2 |a/2|1 ≤ 2 |a/2|δ .
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