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Introduction.
It is the purpose of this paper to develop a theory for the evolution of plane curves which is based on balance laws for mass and momentum in conjunction with constitutive equations appropriate to a phase interface, and which leads to hyperbolic evolution equations. We have three reasons for presenting such a theory:
(1) The form of the balance laws is not at all obvious, and, in fact, represents an intriguing problem in continuum mechanics whose solution requires a nonstandard conceptual framework.
(2) The parabolic theory for the evolution of plane curves, which in its simplest form is based on the curve-shortening equationv = K (1.1) (relating the normal velocity v and curvature K) has been extremely successful, providing geometers with great insight; to our knowledge there is no hyperbolic version of (1.1).
(3) Crystals of helium in their melt exhibit interfacial oscillations 2 referred to as melting-freezing waves. Motivated by Andreev and Parshin's [AP] classical discussion of such waves, a continuum model was developed in [G4] 3 for a rigid crystal in an incompressible, 4 inviscid melt. This model, which we shall refer tô as the CM model, leads to a free-boundary problem for the evolution of the interface; coupling between the interface and the melt renders this problem difficult, and it would seem useful to have a simple model in which the motion of the interface is governed by a hyperbolic analog of (1.1).
We here develop a theory in which only the interface is endowed with mathematical structure-. 5 we model the inertia of the melt through an "effective" inertia for the interface, with the melt considered only as a source of atoms for the crystallization process; and we characterize this inertia constitutively through the corresponding interfacial mass density. As in the CM model, we restrict our attention to a purely mechanical 6 theory, and, to avoid the geometric complications that accompany evolving surfaces, to a two-dimensional theory in which the interface evolves as a plane curve. Because of the presence of an "effective inertia", the balance laws for mass and momentum are not obvious. We derive these laws as a consequence of the requirement that the mechanical energy production -the rate at which the kinetic energy is changing minus the power expended by capillary forces -be invariant under Galilean changes in observer.
Constitutive equations, of the form derived in [G1] as a consequence of thermodynamical arguments, are assumed for the relevant interfacial fields. These equations and the underlying balance laws yield a single equation for the evolution of the interface: The results are qualitatively the same as those described in (i) and (ii). In fact, if we identify F with the constant W c + P -$(* + P) of the CM model, where ty c and W are the crystal and melt energies, £ is the ratio of crystal density to melt density, and P is the farfield pressure in the melt, then the critical radii of the two theories coincide. As would be expected, the two theories exhibit quantitative differences: for example, during unbounded growth the radius grows asymptotically as t 2 within the present theory and as t within the CM model. Although the CM model does exhibit oscillatory behavior, it is not clear whether or not shocks and other propagating discontinuities are possible.
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To the contrary, such phenomena are generated within the present theory. We study the propagation of fronts across which the curvature is discontinuous. We show that, in the presence of anisotropy, fronts whose amplitude is sufficiently large and of the right sign grow to infinity in finite time, strongly suggesting that the interface develops a corner. Guided by other theories 9 of hyperbolic behavior, this result seems to indicate that there is global existence of classical solutions of (1.2) for initial data that are both sufficiently small and sufficiently smooth, but that smooth solutions corresponding to large data develop singularities in finite time.
Crystals.
We consider an infinite crystal lattice modelled as a twodimensional continuum, in fact as IR 2 . A crystal C is then a compact subset of the lattice with boundary, dc, a smooth, simple closed curve, dc represents the Interface between the crystal and its melt; we write m(x) for the outward unit normal to dc and define a unit tangent -t(x) so that U(x).m(x)} is a positively oriented basis of IR 2 (cf. Figure 1 ). We let ds denote the element of arc length on dc and write f s for the derivative, sometimes partial, of f with respect to arc length on dc (Our convention is that arc length increase in the direction of I.) We then have the Frenet formulas
with K(X) the curvature of dc. We define the angle 6(x), as a smooth function of x, through
Our goal is to model situations in which crystals grow or shrink by processes such as solidification and melting. We therefore consider crystals C(t) that evolve with time t, under the assumption that dc(t) is a smooth evolving curve (in the sense of [AG] ). We write v(x,t) for the normal velocity of dc(t) in the direction m(x,t), so that
represents the velocity of dC(t). Fix t and X€dC(t) and (for T sufficiently close to t) let y(x) denote the curve that passes through x at time t and has melt interface Figure 1 Sign conventions for interfacial motions
U"(T) = v(y(T).T)
dy(x)/dT; we use this notation for functions of time alone). Then the normal time-derivative <t»'(x,t) (following dc(t)) of a scalar or vector function *(x,t) is defined by
*«(x,t) = (d/dT)*(y(T),T)| Tst . (2.4)
The identities
are standard.
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By an Interfacial chunk we mean a smoothly evolving curve $Xt) with 4,(t)cdC(t) at each time t; we say that $,(t) evolves normally if its endpoints x^t) and x 2 (t) evolve with the normal velocity of the interface:
For any function *(x,t) we write We describe the micromechanics of an evolving crystal C(t) by four functions of xedC(t) and t:
C(x,0 Interfacial stress, b(x,t) Interaction force, p(x,t) (effective) Inertial density, r(x,t) mass supply.
C(x,t) represents the force within the interface exerted across x at time t; if we let 4, + and 4,". respectively, denote right and left neighborhoods of x in dC(t), then C(x,t) is the force exerted on 4," by 4, + . Concerning the remaining functions, b(x,t) represents the net force exerted on the interface by the bulk material of the crystal and the melt; p(x,t) gives the inertial density of the interface; r(x,t) represents the rate at which mass is supplied to the interface.
We characterize forces by the manner in which they expend power, inertia by the manner in which it affects kinetic energy. In particular, we assume that C(x,t) and b(x,t) expend power through the velocity 12 v(x,t), and that it is this velocity that is appropriate to the kinetic energy of the interface. Precisely, given any normallyevolving interfacial chunk 4,(0, precisely, we assume that, given any normally-evolving interfacial chunk a,(t) and any time t. 
O-«
We have taken the normal velocity as the kinematic variable that characterizes the manner in which power is expended: tangential motion does not expend power. As is consistent with a "constraint" of this type, we leave as indeterminate the tangential component of the interaction b, and therefore concern ourselves only with the normal component of the capillary balance law (3.9) 2 .
Using the local balance laws (3.9) in conjunction with (2.8), we can write the mechanical energy production (3.4) in the simple form -JC-v s ds.
(3.10)
For convenience, we decompose the interfacial stress into normal and tangential components: 
Constitutive equations.
To state the constitutive equations that form the basis of our theory, we associate, with each evolving crystal, an interfacial energy \p. As constitutive equations we allow the interfacial energy, the interfacial stress, the inertial density, and the normal interaction to depend on the orientation of the interface through a dependence on the angle 8, and we allow the kinetics of the interface to affect the normal interaction through a dependence on the normal The relation (4.6) follows from (3.4) and (3.10) with $, = dC (so that in conjunction with (2.3), (3.12), (4.7), and (4.8).
Partial-differential equations.
The equations of our theory are balance of mass (3.9) t and the normal capillary-balance (3.13), in conjunction with the constitutive relations (4.2) and (4.3). Balance of mass yields
( 5.1) This equation determines the rate at which mass must be supplied by the melt; since we place no restrictions on r, (5.1) does not restrict the evolution of the crystal in any way. 18 On the other hand, (3.13), by virtue of (2.5) 3 , (4.3), and (4.4), yields the evolution equation
which forms the basis of our theory. Note that, for an isotropic interface, \j», j3, and p are constants and (5.2) reduces to
When the crystallization process takes place in IR 3 , the interface evolves as a surface, rather than as a curve, but apart from notation the theory is identical. Sign conventions when the interface is a graph y = h(x,t)
(5.9) with 8 a function of h x through (5.5) and (5.6).
The equation ( Remark. The inequality (5.10) is essentially a condition of static stability for the interface: it follows from the requirement that straight line-segments locally minimize interfacial energy.
19 When the inequality (5.10) is reversed the partial differential equation (5.9) is elliptic and yields unstable behavior for standard initial-value problems. There is no compelling physical reason to suppose that (5.10) is satisfied; in fact, material scientists often consider energies which violate (5.10) for particular ranges of 8 (cf. Gjostein [G] , Cahn and Hoffman [CH] ). Since \p(8)>0 and periodic, at worst we can have an equation which is elliptic for some but not all values of 8. Such elliptic intervals can be treated by introducing corners in the evolving crystal (cf. [AG] ).
6. Some simple solutions. 6.1. Radial solutions for an isotropic crystal.
In view of (5.3) and (5.4), isotropic, radially symmetric crystals evolve according to pR"(t) + J3R-(t) + x^R(t)" 1 = -F. 
Small oscillations about a flat Interface.
Assume that
Then flat interfaces (K = 0) describe equilibrium solutions of the general anisotropic equation (5.2). We now consider interfacial motions which are close to equilibria of this form. Precisely, we assume, without loss in generality, that the interface has angle 8 = IT/2 at equilibrium and consider interfacial motions represented as a graph y = h(x,t) with h and its derivatives "small". In view of (5.6), the angle 8(x,t), to first order in h, is given by 
Curvature waves advancing on a flat Interface.
We continue to assume that F = O. We consider a front of discontinuous curvature advancing into a flat interface (with 8 = IT/2). Precisely, we consider an interface described by a graph y = h(x,t) and assume that there is a curve K in the (x.t)-plane which has the form x = £(t) and is such that: Here and in what follows, [g] (O denotes the jump in a function g(x,t) across *C:
(6.6) Because of (W3), we will refer to V. as a curvature wave. Next, we differentiate (5.9) with respect to t and take the jump in the resulting equation; because of (6.9) and (6.10). this yields 
