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The distinct properties of nanoparticles compared to their bulk counterparts makes them a suitable 
candidate for the development of many emerging technologies, and this presents a demand for scalable 
production routes. Gas-phase nanoparticle synthesis is the most scalable method to achieve this goal, 
but developing these techniques requires diagnostics that can characterize nanoparticle morphology in 
situ. On the other hand, the incidental release of nanoparticles to the environment contributes to climate 
change and severely influences human health. Therefore, effective and robust diagnostics for assessing 
the morphology of aerosolized nanoparticles are essential for understanding and mitigating its impacts, 
assessing and developing environmental regulations, understanding how nanoparticles are formed in 
combustion and gas-phase synthesis systems, and providing feedback for closed-loop control systems 
for nanoparticle production.  
 In situ optical methods such as multi-angle light scattering (MALS) and time-resolved laser-
induced incandescence (TiRe-LII) have a robust temporal and spatial resolution, which are less 
expensive and time-consuming compared to transmission electron microscopy, and permit online 
control. Both of these methods depend on precise spectroscopic models to connect the observed signals 
to the aerosol properties. In the case of MALS, the morphological parameters of polydisperse 
aerosolized soot can be found by regressing modeled angularly-resolved elastic light scattering to 
experimental measurements, but this is an ill-posed problem in the presence of measurement noise or 
model error. Rayleigh-Debye-Gans Fractal Aggregate (RDG-FA) theory provides a closed-form 
solution for the light scattering kernel in the measurement model but can be subject to as much as 30% 
model error compared to the exact solution, which is amplified by the ill-posedness of the inference 
problem into significant errors in the recovered morphological parameters. More precise approaches, 
e.g. the multi-sphere T-matrix method (MSTM), are too expensive for inference problems, which 
require repeated evaluation of the forward model. The efficiency of RDG-FA and the accuracy of 
MSTM can be combined by modeling the approximation error. The error function is derived from a 
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principal component analysis on error matrices generated using randomly-sampled aggregates. The 
error model is then used to correct the RDG-FA kernel in the forward model for a particular set of 
fractal parameters. The model is then used to estimate probability densities of the size distribution and 
aggregate fractal parameters via Bayesian inference. Alternatively, an artificial feed-forward multi-
layered neural network (ANN) can be trained using MSTM scattering simulations on randomly-
generated soot aggregates. The ANN is then used to approximate the light scattering kernel in the 
measurement model, which is incorporated into the Bayesian inference procedure. The Bayesian/ANN 
approach is shown to be more accurate compared to the Bayesian approximation error technique. The 
Bayesian/ANN is then applied to in-flame measurements of soot and results are compared with 
transmission electron microscopy results from the literature. 
While MALS is mainly used to infer the size distribution of aggregates and usually a 
deterministic primary particle size is assumed in the model, TiRe-LII is increasingly applied to 
characterize the size distribution of soot primary particles and non-carbonaceous nanoparticles as well 
as the thermophysical properties of the bulk material. However, there exist several measurement 
phenomena, particularly from signals generated from metal nanoaerosols, that cannot be explained 
using traditional models. This thesis shows that some of these phenomena may be due to errors caused 
by using the Rayleigh approximation of Mie theory, which is a standard approach for modeling the 
spectral absorption of carbonaceous nanoparticles but is generally invalid for metal nanoparticles.  
There has also been speculation that several commonly-observed measurement phenomena in 
TiRe-LII measurement data may be caused by bremsstrahlung emission from a laser-induced plasma, 
a phenomenon known to occur at higher fluences typical of laser-induced breakdown spectroscopy. 
This thesis presents the theoretical framework to investigate a laser-induced plasma formation under 
LII measurement conditions and explores how this plasma may affect time-resolved spectral intensity 
measurements. At fluences larger than 8 mJ/mm2, the absorption cross-section of the laser-energized 
nanoparticle is enhanced due to inverse bremsstrahlung absorption, and bremsstrahlung emission 
results in an overestimation of the nanoparticle temperature due to the corruption of the incandescence 
signal.  
In the case that aerosolized nanoparticles with a low absorption cross-section at the laser 
wavelength, the neutral bremsstrahlung emission can be detected during the experiments due to the 
absence of nanoparticle incandescence emission contingent on electron emission to the gas phase from 
the nanoparticle. Measurements carried on silver (Ag) and gold (Au) nanoparticles within the size range 
of 30 nm to 60 nm excited with a 1064 nm nanosecond Nd:YAG laser pulse. Assuming that the detected 
 
Talebi-Moghaddam, 2020 vi  Abstract 
 
signals are due to incandescence from the nanoparticle a pyrometric temperature is defined which 
varied with buffer gas molecule type and showed a linear relation with laser fluence that suggests that 
the signal is not, in fact, incandescence. A new model is proposed based on plasmonically-enhanced 
photoemission of electrons from the nanoparticles. The interaction of the electrons with buffer gas 
neutral species leads to inverse neutral bremsstrahlung absorption of the laser pulse as well as neutral 
bremsstrahlung emission. 
In summary, this thesis not only improves the spectroscopic models of two aerosol metrology 
techniques but also proposes new methods that could lead to a faster inference of aerosol properties and 
presents a set of new approaches to explain the TiRe-LII model deficiencies. Also, newly proposed 
models for TiRe-LII could connect the field to other research areas such as laser-induced plasma 
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This section reviews the nomenclature used throughout the remainder of this thesis. As this thesis draws 
from multiple bodies of literature, there are occasionally overlapping symbols. In these cases, the 
chapter restriction indicates the chapters in which a specific definition applies. In cases where no 
chapter is specific, the symbol applies universally throughout the document.  
 
Latin characters 
Symbol Chapter Restrictions Unit Definition 
A 4 - Clausius-Clapeyron equation coefficient 
AR - electrons⋅nm-2⋅s-1⋅K2 Richardson-Dushman constant  
b 1, 2, 3 - Measured MALS signal  
b 1, 2, 3 - Measured MALS signal in vector format 
c0 - m/s Speed of light in vacuum  
cg - m/s Mean thermal speed of the gas 
cp - J⋅K-1⋅kg-1 Specific heat capacity 
cv - m/s Mean thermal speed of the vapor 
Cabs, - m2, nm2 Spectral absorption cross-section 
Df 1, 2, 3 - Fractal dimension  
dp - nm Nanoparticle diameter 
dp,v - nm Volumetric mean  
EF - J, eV Fermi energy 
E(m) - - Absorption function 
eelec - coulombs Electron charge, 1.60217662 × 10-19 
eph - J, eV Photon energy 
F(m) 2, 3 - Scattering function  
f 4 - Oscillator strength of plasmon frequency 
f(E) - J-1 Electron energy distribution function  
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fV - - Volume fraction 
f0 4, 5, 6 1/s Temporal laser fluence profile 
F0 - mJ/mm2 Laser fluence 
ge-i - - Gaunt factor  
H⸰ 4 J/kg Enthalpy 
h - kg⋅m2⋅s−1 Planck’s constant 
hv - J/kg Specific latent heat of vaporization 
Hv 4 J/mol Molar latent heat of vaporization 
i - - Constant,  (-1)1/2 
I - W/cm2 Laser intensity  
Ib, - W⋅sr-1⋅m-1 Spectral blackbody intensity 
Jλ - - Spectral incandescence intensity  
Jth - electron/s Rate of thermionic electron emission  
K 1, 2, 3 - Kernel of the light scattering 
k - - Index of refraction, imaginary component 
kB - m2⋅ kg⋅ s-2⋅ K-1 Boltzmann’s constant 
kf - - Fractal prefactor 
kg - W⋅m-1⋅K-1 Thermal conductivity of the gas 
K - - Kernel of the light scattering in matrix format 
Kn - - Knudsen number 
Lc - m, nm Characteristic length for mean free path calculations 
Lhi 3 - Neural network internal layer 
Lin 3 - Neural network initial layer  
Lout 3 - Neural network output layer 
m - kg Mass 
melec - kg Electron mass, 9.10938356 × 10-31 
m -  Complex index of refraction 
n - molecules/m3 Molecular number density 
nn - - Near field enhancement  
nv - molecules/m3 Number density of evaporated species 
n - - Index of refraction, real component 
NA - molecules/mole Avogadro constant, 6.02214086 × 1023  
Np - - Number of primary particles in an aggregate 
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N’’ - molecules⋅m-2⋅s-1 Molecular number flux 
N’’g - molecules⋅m-2⋅g-1 Incident gas molecule number flux  
Np - - Number of primary particles 
p(·) - - Probability density function 
pref - - Reference pressure 
q - - Modulus of scattering  
qlaser - W Rate of laser absorption 
qcond - W Rate of conductive heat transfer 
qevap - W Rate of vaporization heat transfer 
Qabs, - - Spectral absorption efficiency 
r - m Radius of a primary particle  
ric - m Distance between primary particle center to the cluster’s 
center of mass 
re - m Classical electron radius  
R - J⋅mol-1⋅K-1 Universal gas constant 
Rg 1, 2, 3 m Radius of gyration 
S 2, 3 - Structure factor  
S 2 - Scattering amplitude matrix  
t - ns, s Time 
T - K Temperature 
Tcr 4, 5, 6 K Critical temperature 
Tp 4, 5, 6 K Nanoparticle temperature 
Tref 4, 5, 6 K Reference temperature, Clausius-Clapeyron equation, 
fluence curves 
U 4 J Internal energy of a nanoparticle  
Ub - J, eV Nanoparticle potential barrier  
V - m3 Volume of the aerosol 
WMPI - Molecule/s Multi-photon ionization rate 
Wion - J, eV Ionization potential 
W - J, eV Work function  
xp - - Size parameter 
x - - Unknown quantities vector  
Z - - Partition function 
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Z - - Ionic charge number 




Symbol Chapter Restrictions Unit Definition 
 4,5,6 - Thermal accommodation coefficient (TAC) 
 3 - Neural network number of output elements 
f-s 6 - Fine structure constant 
 3 - Neural network number of input elements  
λ - - Complex dielectric function  
I,λ - - Real component of dielectric function 
II,λ - - Imaginary component of dielectric function 
Γ - s Damping coefficient of plasmon  
 - - Specific heat ratio 
s - N/m Surface tension 
 -  Calibration constant 
 3 - Fuel to air equivalence ratio   
 - - Vector of additional parameters inside the kernel of light 
scattering  
 4 V Electrostatic potential  
e - J, eV Ionization potential  
 - nm Wavelength 
g - nm Mean free path of the gas 
l - nm Laser wavelength 
 - - The intensity scaling factor (ISF) 
 - - Mean, often for normal distribution 
μg - nm The geometric mean of the aggregate lognormal size 
distribution  
μp - nm Geometric mean of primary particle lognormal size 
distribution  
g - Hz Frequency of gas-nanoparticle collisions 
 - - Constant, 3.1415… 
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 - degree Scattering angle  
 - - Dimensionless temperature 
 - kg/m3 Density 
 - - Standard deviation 
σg - - Standard deviation of aggregate lognormal size distribution  
σs - m2,  nm2 Scattering cross-section  
σp -  Standard deviation of primary particle lognormal size 
distribution  
σMPI - cm2NsN-1 (N-photon 
ionization process) 
Multi-photon ionization cross-section 
 - s Plasma relaxation time 
 - rad/s Angular frequency of the electromagnetic field 
p - rad/s Angular plasma frequency 
 -  Thermodynamic degrees of freedom 
rot -  Rotational thermodynamic degrees of freedom 
 -  MALS calibration constant 
ψl 4 - Riccati-Bessel function of order l 
    
 
 




















DDA Discrete dipole approximation 
HAB Height above  burner  
ISF Intensity scaling factor 
LII Laser-induced incandescence 
LOSA Line-of-sight attenuation 
MAP Maximum a posteriori estimate 
MLE Maximum likelihood estimate 
pdf Probability density function 
QoI Quantities of interest 
TAC Thermal accommodation coefficient 
TEM  Transmission electron microscopy  
TiRe-LII Time-resolved laser-induced incandescence 
RDG-FA Rayleigh-Debye-Gans fractal aggregate  
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Chapter 1  
An Introduction to laser-based 






The unique chemical and electromagnetic properties of nanoparticles underlie advancements in many 
areas of engineering and science [1], including drug delivery [2], photothermal cancer therapy [3], ultra-
sensitive biosensing [4], and photovoltaic devices [5]. Nanoparticles are usually categorized based on 
their dimensionality, morphology, composition, uniformity, and agglomeration [6]. They come in a 
variety of shapes; for example, nanospheres are spherical shaped nanoparticles or nanoaggregates 
which are formed as a result of the aggregation process between the nanoparticles in a colloid or an 
aerosol, cf. Figure 1-1. The size and morphology of the nanoparticle or nanostructure strongly affect 
their physical properties. For instance, the plasmonic behavior of gold nanoparticles causes the color 
of a colloid solution to change from deep red to black, depending on the size and shape of the constituent 
nanoparticles [7].  
Nanoparticles may be synthesized purposefully, such as the production of gold (Au) 
nanoparticles for medical applications [8,9] or commercially-produced soot (carbon black) used in 
painting, rubber, and printing industries [10].  On the other hand, they can be unintentionally created 
as a byproduct of mechanical or industrial processes. For example, atmospheric soot is formed as a 
result of the imperfect combustion of hydrocarbons [11], which contributes to climate change by 
increasing radiative forcing and severely impacts human health in ways that continue to be understood 
[12–17].  
There is a keen interest in the mass-production of synthetic nanoparticles due to their growing 
applications in many emerging technologies. Gas-phase synthesis offers the opportunity for producing 
controlled high-purity nanostructures in the continuous flow [18]. By varying reaction settings such as 
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stoichiometry or pressure, individual particles of different sizes, agglomerates, and aggregates could be 
produced. Controlling nanoparticle morphology is of fundamental importance for exploiting their 
properties. However, to mass-produce nanostructures, robust techniques with a high temporal and 
spatial resolution to measure morphology and size during the fabrication is indispensable. Measuring 
nanoparticle size and morphology is also essential for assessing their impact on the environment and 
human health [19,20].  
 Typically, nanoparticles are defined as a collection of atoms and molecules that form a structure 
having a size dimension in the range of 1-100 nm. They can be composed of one or more species of 
atoms or molecules and can exhibit a wide range of size-dependent properties. Often the atoms 
assemble into nanospheres having diameters described by a particular probably density. In the case of 
































  (1.1) 
where μp and σp are the geometric mean and geometric standard deviation of dp, respectively. 
In some cases, the nanospheres assemble into fractal-like aggregates. The radius of gyration Rg 
for a homogeneous aggregate is defined as   
 
Figure 1-1 Silver (Ag), molybdenum (Mo), gold (Au), and soot nanoparticles (BC). Molybdenum (Mo) 























m r   (1.2) 
where mi, ri, and ric are the ith primary particles mass, radius and distance to the cluster’s center of mass, 
respectively. The primary particle diameters are frequently sufficiently narrow to be modeled as 
monodisperse [23].  The number of primary particles per aggregate, Np, and the radius of gyration, Rg 
















  (1.3) 
where Df and kf are the fractal dimension and prefactor, respectively, which together define the 
aggregate morphology. In the case of soot, each aggregate contains tens to hundreds of primary 
particles, while the fractal dimension and prefactor usually vary between 1.4  Df  1.9 and 1.2  kf  
3.0, respectively [25–30]. The wide range of these parameters is attributed, in part, to variations in the 
type of fuel, local stoichiometry, and ambient conditions, as well as differences in the methodology 
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  (1.4) 
In Eq. (1.4) μg and σg are the geometric mean and geometric standard deviation of Rg, respectively  
 One of the possible ways to find information about size distributions, p(dp), p(Rg), morphology 
Df and kf , is to examine direct images of nanostructures. Transmission electron microscopy (TEM) can 
be used to directly image nanoparticles at scales approaching a single atom [31]. In this process, first, 
a sample of nanoparticles is fashioned on a grid micrograph from a colloidal suspension or aerosolized 
nanoparticles. An example of a sampling method is thermophoretic sampling which adopts 
thermophoresis for collecting particles with a high spatial resolution in hot gases such as flames [32]. 
Subsequently, 2D images are formed by the interaction of the electrons with the sample as the beam is 
transmitted through the sample. While TEM analysis of extracted nanoparticle samples is considered 
the most accurate approach in determining morphology and size, it is time-consuming, with limited 
spatial and temporal resolution. Size parameters inferred from TEM analysis may also be biased by the 
sampling process and by the algorithms used to transform 2D images into 3D morphology [33]. 
Therefore, there is a pressing need for accurate, reliable in situ nano-characterization approaches. 
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 In recent decades, various optical methods have been developed to provide detailed insight into 
reactive gas-phase systems with high spatial and temporal resolution and for studying soot produced 
by combustion processes. In particular, non-intrusive laser-based methods have become indispensable 
for improving combustion technologies and for the mass production of nanoparticles [34,35]. Despite 
the relative simplicity of laser-optical setups compared to other methods, characterizing nanostructures 
from the optical signal is a complicated process due to the complexity of the underlying physics of the 
problem, model uncertainty, signal noise, and imperfect knowledge of phenomena involved during the 
laser-aerosol interaction.  
 There is a wide variety of laser-based aerosol diagnostics. Light extinction measurement 
techniques such as line of sight attenuation (LOSA) [36–38], cavity ring-down laser absorption 
spectroscopy (CRDS or CRLAS) [39,40], laser-induced breakdown spectroscopy (LIBS) [41,42], X-
ray scattering techniques such as small-angle x-ray scattering (SAXS) technique [43], dynamic light 
scattering (DLS) [44], laser-induced fluorescence (LIF) [45], and Raman spectroscopy [4,46] are just a 
few examples of diagnostics which apply to aerosols. A detailed description of in situ optical 
diagnostics applicable to aerosols can be found in Ref. [47].  
All laser-based aerosol diagnostics are based on irradiating a sample volume of aerosol with a 
collimated laser beam and then measuring some sort of electromagnetic signal that is determined by 
the laser-nanoparticle interaction physics. The underlying physics of the laser-nanoparticle interaction 
is governed by the power of the laser beam, material, stoichiometry conditions, particle size and 
morphology and so forth. This thesis looks into two laser-based aerosolized diagnostics methods: multi-
angle elastic light scattering (MALS) and time-resolved laser-induced incandescence (TiRe-LII). The 
historical evolution of both methods is presented in the next sections.  
During TiRe-LII the aerosolized nanoparticles are heated up to incandescent temperatures by 
a laser pulse. The subsequent time-resolved incandescence signals, as shown schematically in Figure 
1-2  are used to infer volume fraction, size distribution, and thermophysical properties (e.g. thermal 
accommodation coefficient) of the nanoparticles [11,48–54]. The magnitude of the LII signal is 
correlated with the volume fraction of nanoparticles in the detection region, and the decay rate of the 
LII signal could be used to indicate the primary particle size and thermophysical properties of 
nanoparticles [49]. TiRe-LII has been used extensively for quantitative measurements of soot volume 
fraction and primary particle size [18,55–59]. 
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The laser fluence used in MALS measurements is much lower than what is normally used for 
TiRe-LII, and it does not induce significant heat up in the aerosol. The angular distribution of scattered 
light from the interaction of a collimated beam with an aerosol is used to infer information about the 
morphology of constituent aggregates and as well as the volume fraction [60,61]. For example, a 
detector bay traverse over a range of angles, or an array of detectors are fixed at specific angular 
 
Figure 1-2  Schematic view of a TiRe-LII setup. The detection wavelengths are λ1 and λ2. 
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locations, or an optical device collects scattered light over a wide angular range and focuses it on a 
detector [62,63]. A schematic of a MALS setup is shown in Figure 1-3.  
In the case of aggregates, the fractal parameters such as kf  and Df and nanoaggregate size 
distribution can be inferred from MALS data with the assumption of deterministic primary particle size, 
while TiRe-LII infers primary particle size assuming a fractal geometry, which influences the cooling 
rate through the aggregate shielding effect [64]. The rest of this chapter will discuss the MALS and 
TiRe-LII setups measuring principles in more detail, and known problems regarding these methods are 
discussed.  
 
1.1 Multi-angle light scattering fundamentals  
 
In MALS, information related to the scattering phase function of the laser-nanoparticle interaction is 
exploited to infer useful information regarding the morphology of aerosolized nanoparticles. In the 
MALS setup, scattered light from aggregates in a probe volume defined by the intersection of a 
collimated light source and detection optics is measured as a function of scattering angle, θ, as shown 
in Figure 1-3. The number density of nanoparticles in the aerosol is sufficiently small so that signal 
trapping between the probe volume and detector is negligible, and scattering by the gas molecules in 
the aerosol is accounted for in the calibration constants. Typically, both incident and detected light are 
vertically-polarized [65]. In this section, we will look into the MALS historical development and basic 
model principles.  
 
1.1.1 A brief history of multi-angle light scattering (MALS) development  
Mainly three different types of experimental MALS setups have been presented in the literature. The 
first approach uses a scanning goniometer in which the detector mechanically rotates around the probe 
volume [66–68]. This method allows for a potentially high angular resolution but comes with the 
disadvantage of sequential and, therefore, slow measurements. Usually, one data acquisition takes 
several minutes for a 10° angular resolution between the scattering angle range of 10°–150° [69]. 
Accurate alignment of the goniometer is critical in this setup. In the case of any inaccuracy, the position 
of the detected scattering probe volume would change with θ, which can cause an artificial change in 
the measured scattering intensity [66]. The second experimental setup is to use multiple detectors which 
provides fast measurement at several angles, but with limited angular resolution. In this method, the 
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scattering intensity is measured by pre-set detectors or optical fibers at fixed angles [68,70–72]. The 
key idea of the fiber optics instrument was to use optical fiber as a flexible light transmittance tool. 
Salzman et al. [73] used 32 photodiodes to measure forward light scattering of a flow system. Bartholdi 
et al. [74] could achieve a complete circular measurement around the probe volume with an angular 
resolution of 2.91°. This type of setup permits fast measurements compared to the setups using a 
goniometer. However, angular resolution is limited due to the physical dimension of the detection 
optics.  
 The third and the most recent MALS setup was developed by Tsutsui et al. [69] in which a 
continuous-angle laser light scattering apparatus developed by using an ellipsoidal mirror and a 
charged-coupled device (CCD) detector. The ellipsoidal mirror collects the scattered light from a wide-
angle range and reflects it to the CCD detector. The developed setup could achieve 0.6° resolution and 
each measurement was reported to be less than 1 second. Oltmann et al. [62] further improved the setup 
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design and named it the wide-angle light scattering (WALS) apparatus. Also, they demonstrated the 
performance of the apparatus by performing various in-flame soot measurements. Schematics of the 
WALS setup is shown in Figure 1-4. Since then, the WALS apparatus has been used to perform 
measurements on metal oxide nanoparticle such as silica aerosol [75], and in-flame soot [76,77]. 
Recently, the setup is used for 2D-MALS measurements on soot [78]. 
 
1.1.2 Multi-angle light scattering (MALS) inference fundamentals  
Forrest and Witten [24] were the first to demonstrate that cluster aggregates have a fractal morphology 
with a fractal dimension, which can be quantitatively measured. Further investigations have shown 
fractal morphology is a universal consequence of aggregation [79]. Sorensen et al. [22] proposed a 
novel method for in-situ optical diagnostics of soot-cluster primary particle size dp, the number of 
primary particle Np, and the fractal dimension Df by using a combination of scattering-extinction and 
the scattering phase function measurements. However, their study could not infer Np and dp. Köylü and 
Faeth [68] have improved this approach and evaluated several models to approximate the optical 
properties of soot aggregates, but with large uncertainties in the inferred soot morphology parameters. 
Manickavasagam and Mengüç [60,80] investigated the possibility of measurement scattering-matrix 
(Mueller matrix) elements of soot during laser interaction with the aerosol and discussed possible 
measurement techniques to identify soot structures from scattering-matrix elements. In the case of an 
aerosol consisting of monodisperse aggregates, the angular scattering distribution is directly related to 
Rg [23]. Eriçok and Ertürk recovered particle size and the number of primary monomers per aggregate 
for a hypothetical aerosol containing identical aggregates through nonlinear least-squares regression 
[81]. It should be noted that most of the studies mentioned above assumed a monodisperse soot 
aggregate size. 
In the case that the polydispersity of soot aggregate size distribution is not overlooked, the 
measured scattering signal b(θ) is due to contributions from all aggregate size classes. The aggregate 
size distribution p(Rg) is found by deconvolving a first-order Fredholm integral equation 
      exp g g g
0
, ,d,b R p R Rk

   Φ   (1.5) 
where χexp depends on the soot volume fraction in the probe volume, incident beam intensity, and 
detection optics. The light scattering kernel is k(Rg, θ,Φ), p(Rg) is the probability density of the radius 
of gyration, and Φ is a vector of additional parameters that includes the complex refractive index of 
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soot, mλ, primary constituent monomer size, dp, and morphological parameters, Df and kf. The 
deconvolution problem is ill-posed due to the smoothing action of the kernel, and consequently, a large 
number of candidate distributions, p(Rg), and parameters in Φ, exist that could explain the observed 
data. Accordingly, the measurement data must be augmented with additional information about the 
estimated parameters known prior to the experiment.  
If the radius of gyration, Rg (or, equivalently, the number of primary particles, Np) is 
approximated by a lognormal distribution, the distribution parameters are related to the light scattering 
measurements by a nonlinear Fredholm integral equation of the first kind, similar to Eq. (1.5) 
      exp g g g
0
g g, ,, ;pb R R dRk

      Φ   (1.6) 
In this thesis the primary particle sizes are modeled as monodisperse [63]. With the assumption of a 
lognormal size distribution p(Rg; µg ,σg ) through Eq. (1.5), inferring lognormal distribution size 
parameters µg and σg of aerosolized soot aggregates from the angular distribution of elastically-
scattered light is a well-posed problem contingent upon possessing definite information about 
morphology parameters kf and Df, primary particle size dp, and refractive index of soot mλ. In the 
solution process, the unknown vector x = [µg, σg]T is found by minimizing the sum-of-squares residual 
between measured and modeled data. However, if the vector of unknowns x also includes any additional 
parameters, e.g., kf , Df, dp, and mλ, the solution becomes ill-posed. The ill-posedness of the problem is 
due to the existence of an infinite set of candidates for x that, when substituted into the measurement 
model, can mathematically generate nearly the observed scattering signal. This sensitizes the recovered 
solution to measurement noise and model error and questions the stability of the solution, which is 
required for defining a problem well-posed by Hadamard definition [82].  
Another complication lies in the required model of electromagnetic wave scattering through 
nanoaggregates, which is used to derive the kernel k(Rg, θ, Φ). In the case of isolated polydisperse 
spherical nanoparticles, Mie theory [83] can predict an exact solution for the phase function of the 
nanoparticle. However, in the case of soot or other nanostructures in aggregate form, there is no closed-
form analytical solution to the Helmholtz wave equation to predict the optical properties. Thus, 
approximate models are frequently used to reduce the complexity of the model. In the case of MALS, 
light scattering is often approximated using Rayleigh-Debye-Gans Fractal Aggregate (RDG-FA) theory 
[23,84,85], which is an extension of Rayleigh approximation of Mie theory for primary particles 
scattering by considering the morphology of the scattering aggregate through the Fourier transform of 
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the density distribution of the scattering aggregate [23]. In the RDG-FA model, self-induced and 
multiple scattering phenomena between the primary particles are ignored. Compared to the exact 
solution, the RDG-FA approximation is computationally-efficient but limited in accuracy due to: (i) 
the fundamental Rayleigh approximation error for single primary particles compared to Mie theory, 
and (ii) the fact that reabsorption of the scattered electromagnetic wave between primary constituent 
particles is neglected. Further details will be provided in Chapter 2 to relate the RDG-FA predictions 
to the exact solution for different morphological parameters.  
The resulting RDG-FA model errors are amplified by the ill-posed nature of the problem into 
significant errors in the recovered soot parameters [76]. More precise approaches, like the multi-sphere 
T-matrix (MSTM) method [86],  discrete dipole approximation (DDA) [87] or generalized Mie-solution 
method (GMM) [85,88] are too computationally-intensive and time-consuming to be used in the 
inference procedure to find the vector of unknowns x through Eq. (1.5). The experimental results on 
the recovery of soot morphology by MALS shows the RDG-FA model error impairs accurate inference 
of soot morphological and size parameters [76,89]. 
The RDG-FA model error is not random, unlike the experimental noise; instead, it is structured 
due to the correlation between the morphological parameters and the exact electromagnetic wave 
interaction solution [90–92]. Therefore, predictions about the behavior of the RDG-FA model error as 
a function of morphological parameters can be made based on statistical analysis. Subsequently, these 
statistical predictions can be implemented directly into the solution of Eq. (1.5) for correcting the model 
error in the kernel of light scattering k(Rg, θ, Φ). 
For achieving a statistical prediction of RDG-FA model error, the exact solution of k(Rg, θ, Φ) 
for different sets of morphological parameters is required. Therefore, a comprehensive study is 
necessary to determine the applicability of approximating the RDG-FA model error and using it in the 
solution of the ill-posed light scattering problem to infer nanostructures morphology and size 
distribution. Chapters 2 and 3 of this dissertation investigate statistical models that could be added 
alongside the Bayesian inference to enhance the soot morphology inference compared to using RDG-
FA model as the kernel of light scattering.  
 
1.2 Laser-induced incandescence fundamentals  
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Time-resolved laser-induced incandescence (TiRe-LII) is a technique for characterizing aerosolized 
nanoparticles that uses a laser pulse to energize aerosolized nanoparticles to incandescent temperatures 
and then measures the spectral incandescence from the nanoparticles as they return to the ambient gas 
temperature. In this section, the historical development of LII and basic model principles are discussed.  
 
1.2.1 A brief history of laser-induced incandescence   
Weeks and Duley [93] in 1974 presented time-resolved signals of light emission from aerosolized 
particles (carbon black and aluminum) following laser excitation with pulses from a transversely 
excited atmosphere (TEA) CO2 laser and proposed that the detected signal may be related to particle 
size. They also found an analytical expression of the nanoparticle cooling rate by applying the First 
Law of Thermodynamics to the nanoparticles. The results agreed with the detected signals qualitatively. 
Eckbreth [94] in 1977 measured laser-induced incandescence which was called laser-modulated 
incandescence of soot particles generated by a propane diffusion flame. Eckbreth further developed the 
TiRe-LII model by including vaporization/sublimation. Also, for the first time, the inferred peak 
temperature of particles as a function of laser fluence (fluence curve) is reported, and the particle 
sublimation model is used to justify the plateau regime at high laser fluences. Melton [95] in 1984 
further developed the TiRe-LII model and used it for soot particle diagnostics. Rohlfing [96] in 1988 
used the model proposed by Eckbreth to measure TiRe-LII signals from carbon clusters.  
 The development of the LII technique accelerated through the 1990s. Measurements mainly 
focused on soot produced in engines [58,97–100], laminar flames [100–103] and turbulent flames [103–
106]. Also, laser sheets used to investigate the 2D spatial distribution of soot for the first time 
[102,107,108]. Another development was to use LII in combination with other laser-based diagnostics 
such as laser-induced fluorescence (LIF) measurements [104,109,110] and elastic light scattering [99]. 
Some studies also questioned the possibility of non-incandescent laser-induced emission (LIE) during 
the experiments. Cignoli et al. [111] used the fourth harmonic of the Nd:YAG laser at 266 nm to excite 
soot. The measurement showed contamination of the LII signal with LIF and also it is noted that 
interference signals last only 20 ns after the laser pulse.  
 At the end of the 1990s, LII was already a well-established technique for combustion 
diagnostics, and researchers once again started applying it to non-carbonaceous nanoparticles. Vander 
Wal et al. [112] in 1999 applied LII to measure tungsten (W), molybdenum (Mo), iron (Fe) and titanium 
(Ti) aerosols. They used LII to characterize the metal nanoparticle concentration and showed that the 
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decay rate could be related to nanoparticle size, however they did not infer the size. In the same year, 
Filippov et al. [57] applied LII to carbon (graphite), silver (Ag) and titanium nitride (TiN) aerosol with 
particle sizes below 100 nm. They used the LII model developed previously for soot and compared the 
inferred size distribution with TEM data along with online measurements employing a differential 
mobility analyzer (DMA). Eremin et al. [113,114] applied LII to iron and carbon aerosolized 
nanoparticles, while Sipkens et al. [115] inferred the size distribution of iron, molybdenum and silver 
aerosols from TiRe-LII signals via Bayesian inference. In recent years and by applying the LII 
technique to further nanoparticle types and size distributions, several measurement phenomena are 
reported in the literature in which the traditional TiRe-LII model mainly proposed by Eckbreth [94] 
and further developed through the 1990s is unable to explain. Some of these measurement phenomena 
are briefly discussed in the next subsection. Chapters 4, 5 and 6 of this dissertation are mainly focused 
on explaining these measurement phenomena by improving on the existing LII model or implementing 
models for disregarded phenomena and adding them alongside the LII model.   
 
1.2.2 Laser-induced incandescence (LII) model basics   
Many attempts have been made to model the processes involved in generating an LII signal; an 
overview of these models can be found in Schulz et al. [49], and Michelsen et al. [116]. There are two 
primary coupled models: (i) the heat transfer model that considers cooling by conduction to the 
surrounding atmosphere, evaporation/sublimation, and radiative cooling, and (ii) the spectroscopic 
model that links the observed spectral incandescence with the nanoparticle temperature.  
Accurate determination of the nanoparticle size and volume fraction through TiRe-LII relies 
on accurate modeling of both heat transfer and spectroscopic models. The standard LII model 
developed in the literature has certain shortcomings compared to experimental data such as “anomalous 
cooling” in which the nanoparticle loses sensible energy higher than the prediction of the LII standard 
model after the peak temperature [21,117], cf. Figure 1-5. Another discrepancy is excessive absorption 
by the nanoparticle compared to the one predicted by Mie/Drude theory [21,118].  
Deriving robust estimates of nanoparticle morphology and volume fraction from LII 
measurements requires a reliable measurement model grounded in physics. Recent research into LII 
has focused mainly on the heat transfer submodel; far less effort has been devoted to addressing the 
accuracy of the spectroscopic model. The spectroscopic model is essential for understanding the amount 
of absorption in the nanoparticle during the laser pulse; also, it is the link between the detected signal 
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and the inferred nanoparticle characteristics. Therefore, it is of prime importance to improve the 
spectroscopic model to improve the LII diagnostic technique. 
 
1.3 Thesis objectives and document overview 
 
The purpose of the thesis is to improve laser-based nanoparticle diagnostics by refining the 
spectroscopic models used to infer aerosol properties from MALS and TiRe-LII data and performing 
experiments to test these refined models. In the current study, MALS is used to probe the fractal 
parameters (Df and kf) and size distribution parameters (σg and μg) of soot-laden aerosols, while TiRe-
LII is used for the inference of the primary particle size of metal nanoparticles, p(dp), although the 
techniques developed in this work are broadly applicable to many types of nanoparticles.  
In the case of MALS, the efficiency of RDG-FA and the accuracy of MSTM can be combined 
by modeling the approximation error. The error function is derived from a principal component analysis 
 
Figure 1-5 Example of the anomalous cooling phenomenon during TiRe-LII experiments on soot 
[117]. The pyrometric temperature drops faster than what is predicted by the TiRe-LII model.  

































Talebi-Moghaddam, 2020 14   
 
(PCA) [119] on error matrices generated for randomly-sampled aggregates having morphological 
fractal parameters sampled from distributions derived from published studies in the literature. The error 
model is then used to correct the RDG-FA kernel in the forward model for a particular set of fractal 
parameters. Finally, the corrected model is used to estimate the probability densities of the size 
distribution and aggregate fractal parameters via Bayesian inference. Chapter 2 describes how the 
approximation error technique is used to improve the soot size and morphology inference by correcting 
the light scattering kernel.  
Another approach is to use a computationally-efficient fully-connected multi-layered artificial 
neural network (ANN) to approximate the MSTM light scattering kernel which is the subject of Chapter 
3. Accordingly, the fidelity of physics-based models must be sacrificed to achieve a computationally-
efficient solution when they are used directly in inference problems. ANNs can avoid this compromise 
by “front-loading” the computational burden to a one-time training period, potentially reducing the 
model error. The ANN is trained by using MSTM random samples with morphological fractal 
parameters expected to occur during the experiments. Afterward, the ANN replaced the kernel of the 
light scattering as a black-box model. Subsequently, the Bayesian/ANN is compared with Bayesian/AE 
in a numerical study. Bayesian/ANN outperformed the Bayesian/AE in the accuracy of the inference. 
Finally, the Bayesian/ANN model is applied to experimental measurements and the results compared 
with inferred morphological parameters from TEM micrographs. The experimental data collected by 
using WALS apparatus on a well-defined soot-laden aerosol. The Bayesian/ANN estimates of Df and 
kf values were close to the TEM micrograph analysis of the literature but the size distribution parameters 
were underestimated.  
In contrast to MALS, in the case of TiRe-LII, there are discrepancies between the experiments 
indicating significant knowledge gaps in the physics underlying the measurement models. The TiRe 
LII practitioners usually model the spectra; absorption cross-section of the nanoparticles using the 
Rayleigh limit of Mie theory [120,121] due to the small size of the nanoparticle compared to the 
wavelength. However, this assumption is questionable for metallic nanoparticles. Chapter 4 
investigates how applying Mie theory, incorporating polydispersity of primary particle sizes, and 
accounting for the change in the refractive index about the melting point, explain anomalies or reduce 
the discrepancies in TiRe-LII measurements on metal nanoparticles. Chapter 4 starts by introducing 
the spectroscopic and heat transfer models used in TiRe-LII analyses, including a summary of Mie 
theory as it applies to the absorption of E-M waves by silicon, iron, silver, and molybdenum 
nanoparticles. Synthetic signals are generated for monodisperse and polydisperse aerosols by applying 
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Mie theory to modeled nanoparticle temperature decays. The signals are then interpreted using the 
Rayleigh approximation and a quadrupole approximation to Mie theory to investigate the effect that 
these approximations have on the inferred properties. It is shown that using Mie theory instead of the 
Rayleigh approximation and considering polydisperse particle sizes explains the discrepancy between 
the experimentally-derived and simulated integral scaling factor  (ISF) and may partially explain the 
apparent discrepancy in the E(mλ) ratio at the detection wavelengths for iron nanoparticles, while these 
effects combined with the change in refractive index when the nanoparticles melt partially accounts for 
the apparent enhanced absorption cross-section. Remaining anomalies suggest that some other 
spectroscopic phenomena must also be occurring to explain the enhanced absorption of laser energy, 
particularly for silver nanoparticles.  
This thesis also proposes entirely new mechanisms to explain some commonly-observed but 
unexplained features in LII data. The formation of a laser-induced plasma in the aerosol during the laser 
pulse can potentially heat the nanoparticle due to plasma conductivity.  Moreover, were such a plasma 
to form, it would radiate thermal bremsstrahlung radiation (brake radiation) and potentially corrupt the 
LII pyrometric temperature inference, cf. Figure 1-6. One section of this thesis regarding LII heat 
transfer and spectroscopic models is to consider the formation, evolution, expansion, and diffusion of 
the laser-induced microplasma, heat and mass transfer dynamics between the nanoparticle and the 
microplasma, and the corruption of the LII signal with thermal bremsstrahlung of plasma. The new 
TiRe-LII enhanced model is then used to predict experimentally observed discrepancies with the 
traditional TiRe-LII model, such as anomalous cooling and excessive absorption. The possibility of 
formation of a plasma during TiRe-LII experiments and the plasma bremsstrahlung radiation 
interference with the nanoparticle incandescence emission is investigated in Chapter 5.  
In Chapter 6 the plasma emission model is used to study TiRe-LII data taken on aerosols of 
silver and gold nanoparticles and measurements carried out on these nanoparticles to test the 
hypothesis. Due to the small absorption cross-section of both nanoparticles at 1064 nm (the wavelength 
of the laser), one should not expect significant heat-up during the laser irradiation, yet a detectable 
albeit weak signal can be observed. Assuming that the detected LII signal is incandescence and is 
governed by Planck’s distribution and the spectral absorption cross-section of the nanoparticle, the 
inferred pyrometric temperatures are above the boiling temperature of silver (2162 °C) and vary with 
the buffer gas type used during the experiments. Therefore, the detected signals are more likely due to 
a non-incandescent laser-induced emission (LIE) source. A new model is proposed to explain the 
detected signals based on plasmonically-enhanced photoemission of electrons from the nanoparticles 
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as is shown in Figure 1-7. The interaction of the electrons with buffer gas neutral species leads to 
inverse neutral bremsstrahlung absorption of the laser pulse as well as neutral bremsstrahlung emission. 
A linear trend is observed for electron temperatures as a function of laser fluence in which the slope of 
the trend depends on the buffer gas type. Also, insignificant electron number density variation is 
observed during the signals, which is expected due to negligible electron diffusion in the studied 




Figure 1-6 The detected signal is a combination of the nanoparticle incandescence and plasma 
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Figure 1-7 Proposed model for electron neutral bremsstrahlung emission from the gas phase. Free 
electrons after emission from the nanoparticle could both absorb the irradiation by inverse neutral 
bremsstrahlung and emit neutral bremsstrahlung. In the case of Ag and Au experiments, negligible 
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Chapter 2  
Error approximation technique for 
multi-angle light scattering 
 
 
The content of this chapter is an extended version of a paper published in the Journal of Aerosol Science 
as titled, “Soot aggregate sizing through multiangle elastic light scattering: Influence of the model error 
[122].”  
 
2.1 Introduction  
 
Using the Rayleigh-Debye-Gans fractal aggregates (RDG-FA) model impairs the inference of soot 
morphological parameters due to the amplification of model error by the ill-posed nature of the 
problem. On the other hand, using exact solutions such as multi-sphere T-matrix (MSTM), which solves 
the electromagnetic wave interaction with the aggregates numerically, is time- and computationally- 
demanding, which makes it unfeasible. One of the proposed solutions is to use the approximation error 
to approximate the RDG-FA model error. This is done by constructing a statistical sample of RDG-FA 
error function, which is derived from a principal component analysis (PCA) on error matrices generated 
for randomly-sampled aggregates having morphological fractal parameters.  
This chapter investigates how modeling the approximation error can improve the accuracy of 
the RDG-FA light scattering kernel, while maintaining its other advantages. The RDG-FA kernel is 
used as the forward model to estimate the morphological parameters. The error model is computed by 
comparing light scattering kernels obtained through the most accurate physical model available and 
similar RDG-FA predictions for random aggregates constructed from fractal parameters sampled from 
distributions derived from experimental data. The variation in these samples is then modeled using 
principal component analysis (PCA) on the error matrices [119,123,124]. Applying PCA to the error 
of the kernel matrices allows us to write the error matrix as a finite sum of fixed matrices with random 
coefficients that capture the variations observed within the samples. The approximation error is then 
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incorporated into the Bayesian inference of the soot aggregate size parameters by simultaneously 
estimating the random coefficients along with the quantities of interest. A comparison of these posterior 
estimates with those found by ignoring the model error (currently the most prevalent practice) and 
masking the model error using white noise highlights the importance of considering this effect and the 
efficacy of the approximation error procedure. 
Initially, the literature for nanoparticle morphology and size distribution inference by multi-
angle light scattering (MALS) setup is reviewed, and Bayesian inference as a tool for quantifying the 
extent of ill-posedness is introduced briefly. Candidate models for light scattering aerosolized from 
fractal aggregates are then presented; these include the approximate RDG-FA model and two high-
fidelity solution methods: the discrete dipole approximation (DDA) and multi-sphere T-matrix 
(MSTM) methods. The Bayesian method is revisited as a way to introduce prior information into the 
inference process and to understand the impact of model error on the inferred aerosol parameters. 
Finally, the error approximation technique is applied to account for the RDG-FA model error. The 
improvement with implementing model approximation error in the soot size and morphology inference 
is evaluated. The results showed that the approximating model error corrects the RDG-FA model error 
in the inference process without the need for a computationally expensive exact light scattering 
solution.  
 
2.2 A review on multi-angle light scattering inference  
 
In Chapter 1, the measurement model for a polydisperse aerosol is presented in Eq. (1.5), and it is 
discussed that the aggregate size distribution probability density function p(Rg) is usually approximated 
as a lognormal distribution as is shown in Figure 2-1. This assumption introduces a significant amount 
of information into the problem and simplifies the size distribution inference to find µg and σg. 
However, Burr et al. [65] attempted to recover size distribution without any shape assumption for p(Rg) 
in Eq. (1.5), cf. Figure 2-1. In their study Eq. (1.5) was transformed into a matrix equation, Ax = b, 
where x represents p(Rg) in discretized form and Φ = [kf, Df, mλ, dp]T  was assumed to be perfectly 
known. The A matrix is ill-conditioned due to the underlying ill-posed nature of the problem, which 
Burr et al. attempted to overcome using linear regularization techniques that promoted a smooth p(Rg) 
distribution. 
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The extent of ill-posedness can be quantified directly via Bayesian inference [125,126]. In this 
approach vector x, which contains the unknown model parameters (including μg, σg, and often some of 
the parameters in ), and b, which contains the measurement data, are treated as random variables that 
obey probability densities. These equations are related by Bayes' equation 
  












  (2.1) 
where p(b|x) is the likelihood of the observed measurements (i.e., the probability of observing the data 
in the context of the measurement noise for a given set of model parameters), p(x|b) is the posterior 
probability of x based on the observations in b, ppr(x) is a joint probability density that quantifies the 
information known about x before the measurements, and p(b) is the evidence, which scales p(b|x)ppr(x) 
so that the posterior satisfies the Law of Total Probability. The main advantages of this approach are: 
(i) the uncertainties associated with the inferred variables can be interpreted as the probability density 
widths; and (ii) it explicates the crucial role of prior information when solving ill-posed inverse 
problems. Huber et al. used the Bayesian approach to infer lognormal distributions parameters and 
associated uncertainties from data collected using the Wide-Angle Light Scattering (WALS) apparatus 
[76]. In their treatment, the unknown parameters were x = [µg, σg, Df]T, and priors were derived from 
TEM images of extracted soot aggregates. 
Evaluating the posterior probability, p(x|b), requires the calculation of the likelihood p(b|x) 
over a range of x, which, in turn, requires the repeated computation of the measurement model, and 
 
Figure 2-1 The deconvolution problem can be converted into a linear problem by discretizing p(Rg) 
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consequently k(Rg, , ). While there is no closed-form, exact solution to the kernel of the light 
scattering, it can be calculated numerically by applying electromagnetic theory to random aggregates 
generated according to a particular set of morphological parameters {dp, kf, Df}, which can then be 
averaged over all sizes and orientations. The MSTM method [86,127] is highly accurate, provided that 
the primary particles touch without any overlap or necking [128]. The main advantage of MSTM over 
other techniques, such as the discrete dipole approximation (DDA) [87] is that it avoids repetition of 
the solution for a particular aggregate over different orientations by performing an integration [127]. 
Nevertheless, MSTM calculations on fractal aggregates are still computationally-demanding to carry 
out. To find the light scattering kernel for a particular Rg value, one should average the results over 
multiple randomly-generated aggregates, which further exacerbates the computational burden.  
Due to the high computational demand of MSTM, most practitioners instead derive the 
scattering kernel using Rayleigh-Debye-Gans fractal aggregate (RDG-FA) theory, which is founded on 
the assumption that each primary particle scatters in the Rayleigh limit of the Mie theory, and multiple 
scattering between the primary particles and self-interaction scattering phenomena are ignored 
[23,120,129]. This approach is closed-form and computationally-efficient compared to MSTM and 
depends only on a set of morphological parameters specified by Df and kf, rather than a particular 
aggregate configuration. However, RDG-FA predictions can be expected to have errors of around 30% 
for typical soot aggregates [23,90,91,130]. (The exact error depends on scattering angle, aggregate 
morphology, and bulk radiative properties.) Some studies have tried to extend the RDG-FA theory by 
integrating multiple scattering effects on the absorption and scattering of fractal soot aggregates [131] 
or taking into account the interactions of large monomers [132]. The RDG-FA errors are manageable 
when predicting angular light scattering from an aerosol of well-characterized soot aggregates, but 
when light scattering data is used to infer aggregate size and morphology, the ill-posed nature of Eq. 
(1.5) amplifies small amounts of model error into significant variations in the inferred parameters. 
Nevertheless, only Huber et al. [76] has acknowledged this issue by highlighting the different 
soot aggregate parameters inferred using RDG-FA with three candidate structure factors, arguing that 
a conservative estimate of the RDG-FA model error compared to a more accurate treatment like DDA 
or MSTM can be estimated by comparing the parameters recovered using three RDG-FA structure 
factors. While it is possible to incorporate model error by “masking” it with white noise, which is 
equivalent to artificially increasing the data uncertainty, doing so significantly increases the uncertainty 
in the recovered parameters. Huber et al. [76] postulated the Bayesian approximation error technique 
[124,133] as an alternative way to account for systematic model error in RDG-FA without significantly 
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increasing the uncertainty of the recovered parameters, while also avoiding the computational expense 
of the more accurate light scattering models. In this approach, the statistics of the model approximation 
error is constructed by comparing two models: one that is computationally-efficient but subject to a 
particular model error (RDG-FA); while the other is considerably more accurate but computationally-
expensive (MSTM). These statistics are then used to correct the approximation obtained using the 
computationally-efficient model.  
 
2.3 Light scattering from aerosolized fractal aggregates  
 
The kernel of the light scattering in Eq. (1.6) can be derived from RDG-FA theory by writing the 
scattering cross-section regarding the cross-section of primary particles 
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  (2.2) 
where dσsm/dΩ = λ
2xp6F(mλ)/(2π)2 is the differential scattering for primary particles, λ is the 
wavelength, xp = πdp/λ is the size parameter, F(mλ)=|( mλ2−1)/( mλ2+2)|2 is the scattering function 
derived from the Rayleigh limit of Mie theory [120], and S is the structure factor, which indicates how 












   (2.3) 
The number of primary particles is related to the radius of gyration via Eq. (1.3). While many structure 
factors have been presented in the literature, here we use 

















   (2.4) 
where C1 = 2M/3Df for small values of qRg [134]. Lin et al. proposed using M = 4 with C2 = 2.5, C3 = 
1.52, and C4 = 1.02. This equation applies to the range of Df proposed for soot aggregtes (1.4 < Df < 
1.9). 
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Although RDG-FA offers a fast, closed-form solution for the light scattering kernel, these 
predictions are limited in accuracy because they exclude self-induced and multiple scattering 
phenomena. To find the exact solution, on the other hand, one would need to generate a large population 
of soot aggregates using morphological parameters sampled from probability densities representative 
of those that occur within the aerosol [135], and then solve the Helmholtz wave equation solution for 
each aggregate. The average of these results would represent the light scattered by the ensemble of 
aggregates in the aerosol. The tuneable cluster-cluster aggregation (CCA) is used to generate the 
aggregate [64,91]. Examples of aggregates generated by this algorithm are shown in Figure 2-2 for 
three different fractal dimensions.   
The simulated aggregates can be used to obtain the exact numerical solution to the light 
scattering kernel as a matrix over discrete values of Rg and θ by averaging over samples and orientations 
of soot aggregates. The complex elements of the scattering amplitude matrix (Si, i = 1, 2, 3, 4) connect 
the incident field to the scattered field and depend on the scattering zenith angle θ as well as the 
azimuthal angle [120]. Due to the vertical polarization of the incident and detected scattered light, S1 is 
the only non-zero component. The light scattering kernel is then approximated by  
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where r contains the primary particle centroid coordinates, Nsagg is the number of samples and Norien is 
the number of orientations. To compare the exact solution and RDG-FA we define an “exact structure 
















  (2.6) 
Note that Sexact depends on both the aggregate geometry and complex refractive index, while the RDG-
FA structure factor depends only on the fractal parameters. The RDG-FA error, which is an 
accumulation of geometric error of structure factor and the error introduced through the Rayleigh 
approximation, is defined as the difference between Sexact and the RDG-FA structure factor, SRDG-FA(qRg, 
Df).  
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The RDG-FA or exact MSTM light scattering kernel can be incorporated into different 
numerical integration schemes to solve Eq. (1.6). For a particular scattering angle θj , the light scattering 
is modeled by  
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where x contains g, g, and possibly a subset of , Rg = [0, Rg,2, …, Rg,Nr ]T is the discretized set of Rg 
used to numerically-compute the scattering intensity, wi are the weights used for the integration scheme, 
which, in this thesis, is the trapezoidal scheme. For a set of discrete scattering angles, θ = [θ1, θ2, …, 
θm],  
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, where 
 
Figure 2-2 Simulated soot aggregates with CCA algorithm. It is observable that the aggregates 
become more compact as Df and kf become larger. 
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Vector functions aRDG-FA(x) and aexact(x denote numerical evaluations of Eq. (1.6) using kernels derived 
from RDG-FA or the exact scattering kernel, the latter computed using MSTM. 
The MSTM method is verified using the discrete dipole approximation (DDA) [87]. The open-
source DDA solver package DDSCAT is used for this study [136]. The calculations are for Np = 50, mλ 
= 1.6 + 0.6i, dp = 30 nm, an incident wavelength of λ = 532 nm and vv-polarization for three different 
sets of morphological parameters. In the DDA analysis, the GKDLDR polarizability relation [136] is 
used with approximately 103 dipoles representing each monomer and a lattice parameter of 2.4180 nm. 
The DDA solution is averaged over 73 orientations for each of the 150 aggregates generated by the 
CCA algorithm. Figure 2-3 shows the structure factors, SRDGFASexact, and relative error of RDG-FA 
and DDA to MSTM method for Df randing from 1.4 to 2.1 and kf = 2.3. The Rayleigh error increases 
as Df increases, which corresponds to a more compact aggregate and, consequently, higher multiple 
scattering between the primary particles. The MSTM and DDA results are in good agreement except at 
high angles; at θ larger than 130º the DDA estimates differ by up to 13% error for Df = 1.4, which is a 
known shortcoming of DDA for shapes having high aspect ratios [136]. 
 
2.4 Bayesian inference method  
 
In most MALS experiments [65,76] the light scattering kernel found by RDG-FA is incorporated into 
a naïve least-squares analysis to estimate the quantities of interest (QoI). In Bayesian inference, 
however, the data and unknowns are treated as random variables that obey probability densities, which 
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directly indicate their uncertainties through their distribution width. The Bayesian framework also 
facilitates the incorporation of prior knowledge into the inference, which can narrow the posterior 
distribution.  
In this approach, the data vector b = [b(θ1), b(θ1), …, b(θm)]T, containing the light scattering 
measurements made at different angles, and the unknown parameters in x = [g, g, …]T  are modeled as 
random variables that obey probability densities. (The unknown quantities include the aggregate size 
distribution parameters, and may also include fractal parameters and other uncertain model parameters.) 
The measurement signal, b, is contaminated with unbiased noise consisting of electronic noise, δbelect, 
photonic shot noise, δbshot, and noise associated with fluctuations in laser fluence and concentration, 
δbfluc  [76] 
 
exact model noise noise elect flucshot,       b b δb δb δb δb δb δb   (2.11) 
The δbelect and δbfluc terms are independent and normally-distributed for each measurement angle. 
Photonic shot noise also affects each measurement angle independently but obeys a scaled Poisson 
distribution that can be modeled as normally-distributed [76]. Huber et al. [76] showed that δbnoise is 
small compared to calibration error δbcal,  which is reported to be around 2%. Therefore, in this study, 
a standard deviation of 2% of the maximum value of b is assumed for σb,i (Γb = 0.022
.diag[b(θ1)2, b(θ1)2, 
…, b(θ1)2]). The likelihood function is then defined as 
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Figure 2-3 (a) Exact and RDG-FA structure factors for three different values of Df with kf = 2.3. (b) 
The relative error of DDA and RDG-FA to MSTM is calculated for three different Df values.  
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In the absence of prior knowledge about the QoI uninformed priors are used, ppr(x) = 1. In this scenario 
p(x|b)  p(b|x) and the most probable solution is found by maximizing Eq. (2.12), which is the 
maximum likelihood estimate (MLE) 
           
2
MLE barg max ( arg max ( arg mi)) ,| n|p p      
x x x
x a xLx b b x b            (2.13) 
where Lb is a weighting matrix derived from the Cholesky factorization of b-1, Γb-1 = LbTLb.  
Due to the ill-posed nature of the problem, the posterior distributions over x will be wide as 
many combinations of these parameters could explain the observed data. These distributions can be 
narrowed by introducing additional information in the form of priors, although it is important that the 
priors contain only testable information to avoid unduly biasing the estimate. According to the Principle 
of Maximum Entropy, prior PDFs should be chosen that maximize their information entropy (which 
minimizes their information content) subject to constraints of testable information. If a point estimate, 
μpri, and an uncertainty estimate, pri, are available for the QoI and/or nuisance parameters, the 
maximum entropy prior is a Gaussian distribution centered at μpri with covariance defined by Γpri 
[137,138]. The maximum a posterior estimate (MAP) is then given by 
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  (2.14) 
where Γpri-1 = LpriTLpri. 
In the case of Gaussian priors and Gaussian measurement noise, the posterior can sometimes 
be modeled as a normal distribution centered at xMAP, p(x|b) ~ (xMAP,x) with a covariance estimated 
using the Jacobian at xMAP [133] 
    
1
1 1
x MAP b M prP iA .
T

     Γ J x Γ J x Γ   (2.15) 
The accuracy of this approach depends on the linearity of the measurement model; it is usually 
reasonably close to the maximum a posteriori estimate, with errors that grow as x moves further away 
from xMAP. The posterior density p(x|b) can then be marginalized to obtain univariate probability 
densities for each QoI, e.g.,  
             g g| d d d .|f fp D k p
  
  
   b x b              (2.16) 
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Finally, these univariate posterior densities can be summarized with credible intervals that correspond 




g,90% g,MAP g,MAP g g,  s.t. 0.9 p db   (2.17) 
which are trivial to compute since p(x|b) is modeled as Gaussian. 
The above treatment only considers the measurement error defined in Eq. (2.11), however, and 
excludes model error. To highlight this effect, we compare the QoI inferred using the RDG-FA and the 
MSTM models with synthetic data generated using the MSTM model. In this example, we assume that 
Df  and kf are perfectly known, so x = [µg, σg]T. The incident wavelength is λ = 532 nm, and the refractive 
index is mλ=1.6+0.6i, typical for soot in the visible spectrum [90]. The CCA-generated soot aggregates 
satisfy Df  = 1.80, kf  = 1.88, dp = 30 nm, σg = 1.6 and µg = 90 nm, so xexact = [90, 1.6]T. The MSTM 
exact numerical kernel is plotted as a function of Np and θ in Figure 2-4, where Np  {5, 10, …, 300} 
and θ  {1, 2, …, 180}, and each point is the average of kernels obtained from 150 randomly-sampled 
aggregates. 
The scattered light is measured at 31 uniformly-spaced angles between 10 to 165 to generate 
the measurement data, b. The range and sample rate of θ is chosen based on wide-angle light-scattering 
(WALS) apparatus output which will be used in Chapter 3 to perform measurements. The measurement 
data is then contaminated with Gaussian noise having a standard deviation of 2% of the maximum 
value, which is typical of many MALS experiments (e.g. [76]). The kernel is also calculated with RDG-
FA approximation, which requires far less computational effort compared to the MSTM method. 
Generating the soot aggregates and modeling the scattering through MSTM required approximately 72 
CPU hours on a cluster of 520 2.3 GHz cores. In contrast, the RDG-FA kernel calculation time in serial 
on a 2.6 GHz clock-rate machine is less than two seconds. After generating b we obtain xMAP through  
Eq. (2.14) using priors having a standard deviation of 15% centered at μpri = [85.5, 1.68]T. Figure 2-5 
(a) and (b) show the posterior density distribution and 90% credibility.  
Notably, the credibility intervals obtained using the RDG-FA kernel do not include xexact. This 
is because of measurement covariance b,meas, used to derive p(b|x), does not account for the model 
error introduced by the RDG-FA scattering model. This is highlighted by plotting the relative error in 
structure factor, (SRDG-FASexact)/Sexact, as a function of Np and  in Figure 2-4 (b) and (c). The average 
value of the error is 10%, and its distribution on Np and  is consistent with the literature [23], but this 
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error is amplified by the ill-posed nature of the inverse problem into a significant error in the recovered 
size parameters. 
 
2.5 Posterior estimation combined with error estimation technique  
 
Ignoring model error severely underestimates the uncertainty in the recovered parameters and 
introduces a bias in the posterior density distribution. The model error can be incorporated into the 
inference process regarding the difference between measurements predicted using the exact (MSTM) 
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  (2.18) 
One approach to accommodate this error is to mask δbmodel with white noise [76] 
 
Figure 2-4 (a) The exact structure factor Sexact calculated by MSTM as a function of θ and Np (Np and 
Rg are connected through Eq. (1.3)). (b) The relative error percentage between the exact structure 
factor and RDG-FA. (c) Vectorized version of the 2D relative error plot found by stacking the columns 
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      2noise model b,meas model,0~ 0,  Iδb δb Γ   (2.19) 
To illustrate this method, the likelihood from the previous example is re-evaluated by augmenting the 
measurement noise with white noise having a standard deviation of 5% of the maximum value to mask 
the RDG-FA model error, which is representative of the expected error in RDG-FA simulations [23]. 
By adding white noise, the 90% credibility intervals now contain the exact solution as shown in Figure 
2-5 (c), and Table 2-1, but p(x|b) and the associated credibility intervals are wider, and consequently, 
xMAP is less certain.  
The masking approach does not exploit the predictable, structured way with which the model 
error varies with the aggregate parameters, information that can be used to improve the estimate and 
narrow the posterior density. This concept is formalized through the approximation error technique in 
which the model error statistics are constructed by comparing two models: one that is computationally-
efficient but subject to a particular model error (RDG-FA), and one that is considerably more accurate 
but computationally expensive (MSTM). These statistics are then used to correct the approximation 
obtained using the more efficient model. The goal of the approximation error technique is to 
approximate the hidden structure of the model error in terms of a multivariate normal distribution, 
bmodel ~ (model, model), where model and model are the mean and covariance of the model error 
respectively.   
A major challenge in this approach lies in the fact that the kernel is a high-dimension function 
of Rg, , and , and, while it may be possible to tabulate the exact kernel as a function of Rg and , cf. 
Figure 2-4, it is impractical to do this for all the variables in . Instead, a principal component analysis 
(PCA) can capture the underlying stochastic nature of the model error for all or a subset of the 
parameters inside Φ. This information can be utilized alongside the Bayesian inference to enhance 
estimates and reduce the effect of the model error in estimates, as was seen in Figure 2-5 (b). 
Specifically, the approximation error is given by  
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  (2.20) 
where Kexact and KRDG-FA are the matrices derived from Eq. (2.9) using the MSTM and RDG-FA kernels, 
respectively. The error in the scattering kernel depends on various unknown variables in Φ, in a highly 
nonlinear way. (For example, Df and kf may not be known without a detailed TEM analysis of extracted 
soot aggregates.) The approximation error is thus defined regarding the size distribution of the 
aggregates, p(x), and δK(Φ), which contains the systematic error induced by the RDG-FA scattering 
kernel, and the random error induced from using fixed values for the nuisance parameters. If these 
systematic and random errors in the scattering kernel are not accounted for, the estimates and the 
associated uncertainties will not represent the true uncertainty. 
One approach to account for model error is to estimate it along with the unknown parameters 
[139]. This is done using a PCA expansion, which relies on the Karhunen-Loève theorem, through 
which a random field can be represented as a countable linear combination of orthogonal basis functions 
[119]. In applying this approach to capture the structural and stochastic components in the kernel error, 
this thesis followed the work of Calvetti et al. [124] who developed the PCA approximation of an 
operator with nonlinear dependence on unknown parameters. The PCA approximation represents the 







  δK Φ δK K   (2.21) 
where δ?̅? is the expected error (approximated by the average error), Ki are fixed basis matrices, which 
capture the variation within the kernel error, and βi are unbiased stochastic coefficients to be estimated 
along with the QoI. 
 
Table 2-1 90% credibility intervals for the posterior density shown in Figure 2-5 with and without 
masking the model error and for the exact MSTM exact numerical kernel. 
 RDG-FA without 
masking 
RDG-FA with masking Exact numerical kernel 
μg,90% [nm] 91.98 ± 1.05 91.99 ± 2.59 90.03 ± 1.02 
σg,90% 1.59 ± 0.03 1.59 ± 0.07 1.59 ± 0.03 
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The basis matrices, Ki, are calculated from an ensemble of kernel error matrices. In particular, we 
consider the case where dp  = 30 nm, and m = 1.6 + 0.6i are constant and perfectly known, therefore the 
exact light scattering kernel in matrix form, Kexact(Rg, is calculated for 62 morphological 
parameters sampled from kf  [1.2, 2.3] and Df  [1.4, 1.9] as shown in Figure 2-6, representative of 
the range of values reported in the literature.   
The error vector in the light scattering structure factor for the ith random sample Df(
i), kf(
i) is then 
 
Figure 2-5 Posterior probability p(μg. σg |b), and 90% credibility intervals. (Exact data is contaminated 
with 2% Gaussian noise.)  The exact and MAP solutions are denoted by the white cross and red circle, 
respectively. (a) The posterior distribution is calculated with the RDG-FA kernel. (b) The posterior 
distribution calculated with the exact numerical kernel (MSTM), cf. Figure 2-4 (a). (c) The posterior 
distribution is calculated with the usage of RDG-FA kernel with the addition of 8% normal noise to 
a(xexa) to mask the model error. 
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  (2.22) 
where r(Df(
i), kf(
i)) is a vector of random aggregate samples generated by the CCA algorithm. For 
convenience δKi ∈ ℝNp⨉Nϴ is reshaped from a 2D matrix to a column vector, δki ∈ ℝNpNϴ⨉1. The matrix 
of the error vectors is  
   1 2 , ...,, sN   δk δk δk δk   (2.23) 







 δk δk   (2.24) 
The orthonormal basis vectors can be found by performing a singular value decomposition (SVD) on 
the error matrix as 
  SVD Tc δk UΣV   (2.25) 
where the matrix U = [u1, u2, …, uNs] consist of orthonormal column vectors. The covariance of {δkc} 
is calculated by utilizing the SVD components  
    2
T T T T
c c  Γ δk δk UΣV VΣU UΣ U   (2.26) 
where  = diag(s,1,s,2,s,3…s,Ns) are the singular values arranged in descending order. Finally, the 
basis matrices are defined by reshaping the orthonormal column vectors back into matrices, and the 
unknown βi coefficients that have a prior probability density equal to an unbiased Gaussian distribution 
with a covariance Σ2 [124,139]. 
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δa x β δK U p x   (2.28) 
When computing the posterior density the QoI are extended to include the unknown PCA weights, i.e. 
x = [g, g, 1, 2, …, Ns]T. The dependence of δaPCA on Df and kf is now contained within the unknown 
{} coefficients, and by solving for these coefficients, the analyst is indirectly solving for the fractal 
parameters as well as g and g, although the relationship between Df and kf and {} is not 
straightforward. The methodology can easily be extended to consider uncertainty in mλ, dp, and other 
parameters.  
 
2.6 Demonstration of the PCA technique  
 
 
Figure 2-6  A “training set” of 62 randomly-sampled {Df, kf} pairs used to form the PCA basis matrices. 
The angular light scattering at each point found using the MSTM is averaged over 200 aggregates 
constructed according to the fractal parameters. The four points marked by “+” denote the test 
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To demonstrate the basic concept of the PCA technique, we initially consider an “artificial” case where 
kf and Df values are perfectly known, so x = [g, g, ]T. We consider four different morphological 
parameter {Df, kf} sets, indicated in Figure 2-6 with “+” signs, that are excluded from the training set 
used to derive the basis matrices {Ui}. Synthetic MALS data is generated using g = 90 nm and g = 
1.6 using Eq. (2.8) with K = Kexact, and then contaminated with 2% Gaussian measurement noise, 
similar to Ref. [76]. (This noise is much larger than the refinement error of the trapezoidal integration 
scheme.) Gaussian priors having a standard deviation of 15% centered at μpri = [85.5, 1.68]T reflect the 
fact that the experimentalist may have imperfect foreknowledge of the distribution parameters. 
The contour plots in Figure 2-7, each show two overlaid posterior densities: one calculated 
with a likelihood defined using only aRDG-FA(x), and one derived with aRDG-FA(x)+ δaPCA(x,). In both 
scenarios, the known values of kf and Df are used in the aRDG-FA(x) models, while the unknown  
parameters account for the variation in δaPCA with changes in Df and kf. In all cases, the posterior 
probability densities are narrow, but, as was the case in Figure 2-5 (a), the ones calculated using only 
aRDG do not contain the exact solution. After applying the approximation error technique, however, the 
posterior distribution contains the exact point of the morphological parameters without any noticeable 
change to the shape of the posterior distribution, demonstrating that PCA effectively captures the RDG-
FA model error without introducing any considerable computation power demand in the process of 
solving for posterior distribution using the more accurate MSTM method, beyond the one-time 
“overhead” needed to define 𝛅?̅? and U in Eq. (2.21). 
In reality, however, the fractal parameters will likely be imperfectly known at best, in which 
case they can be added to the parameters to be inferred, x = [g, g, kf, Df]T. The exact solution is 
generated through Eq. (2.8) using g = 1.6, g = 90 nm, Df = 1.60, and kf = 2.28.  Since the 
experimentalist is likely to have some foreknowledge of these parameters based on previous 
experiments, TEM analysis, etc., we represent this knowledge with Gaussian priors centered at μpri = 
[1.68, 85.5, 2.23, 1.64]T with standard deviations of 15% all three parameters. The marginalized 
posterior probability distributions found using aRDG-FA(x) and aRDG-FA(x) + δaPCA(x, β) are shown in 
Figure 2-8 (a) and (b) and Table 2-2. Defining the likelihood using δaPCA(x) by itself provides narrower 
distribution widths, but the exact solutions for g, g, and Df are not contained within the 90% credibility 
intervals. Including the PCA correction increases the distribution widths due to the increased number 
of degrees-of-freedom (i.e. solving for the  coefficients), but the 90% credibility intervals now include 
the exact solution. The procedure was repeated 20 times using different random Gaussian noise δbnoise, 
and xexact was always included in the 90% credibility intervals.  
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The effectiveness of the PCA error approximation can also be seen by inspecting the structure 
of the error. As discussed above, approximating the model error using unbiased white noise is the worst-
case scenario, and represents “maximum information entropy”; it provides no information about the 
error beyond a rough estimate of its size, which one could obtain from literature studies that compare 
RDG-FA and MSTM predictions under a range of conditions. On the contrary, the model error 
calculated for a particular {Df, kf} pair through the PCA approach in Eq. (2.21) is approximated by 
adding a fixed mean error to the sum of coefficients multiplied by basis matrices, where the basis 
matrices {Ui|}contain the main portion of information for the covariance of the model error, model. This 
makes the β estimation a major factor in the overall error estimate. Figure 2-9 shows the recovered βi 
coefficients for {Df, kf} = {1.64, 1.63}, Figure 2-7 (d). This plot shows that only eight PCA modes 
(nontrivial  values) are needed to reconstruct the error. Figure 2-10 shows how the approximated error 
approaches the true structure factor error, SexactSRDG-FA, as consecutive PCA summation terms are 















Figure 2-7  Posterior distributions calculated for four different {kf, Df} sets with and without the PCA 
correction/approximation error technique. Exact solution is shown with “+”, and MAP estimates are 
red circles. In all cases, the MAP estimate obtained using the approximation error technique is close 
to the exact solution, while ignoring the RDG-FA model error produces a large bias. (Note the change 
in axes limits). 
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Table 2-2 90% credibility intervals for the posterior density shown in Figure 2-7 with and without 
PCA treatment. 
 RDG-FA RDG-FA + PCA Exact Point 
μg,90% [nm] 86.14 ± 14.00 84.38 ± 15.21 90 
σg,90% 1.63 ± 0.14 1.66 ± 0.19 1.6 
Kf 2.03 ± 0.17 2.22 ± 0.40 2.28 











Figure 2-8  Marginalized probability distributions for g, g, kf, and Df, found using a Gaussian prior 
centered at μpri = [1.68, 85.5, 2.23, 1.64]T with standard deviations of 15%.  The red line is the exact 
solution, and the shaded areas are 90% credibility intervals.  (a) Using only aRDG-FA(x) to define the 
likelihood results in a biased outcome. (b) Using aRDG-FA(x) + δaPCA(x,) gives wider posterior densities, 
but with less bias. 
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Figure 2-9 Twenty initial β coefficients solved for Df = 1.64, kf = 1.63, corresponding to Figure 2-7 
(d). The results show that only the first eight PCA modes are needed to model the error. 
 
Figure 2-10  RDG-FA kernel error and approximated error through PCA. The kernel error is show in 
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2.7 Conclusions   
 
Multi-angle light scattering presents a promising technique for determining the size distribution and 
ancillary properties of aerosolized nanoaggregate, such as soot. The underlying problem is ill-posed, 
however, which sensitizes the inferred parameters to small errors in the data. While attention has 
focused mainly on the impact of measurement noise on the recovered solution parameters, the model 
error arising from Rayleigh-Debye-Gans Fractal-Aggregate theory introduces a significant bias in the 
recovered parameters. More accurate models, like the MSTM method, are too computationally-
expensive to incorporate directly into the inference procedure. In principle, it is also possible to “mask” 
the RDG-FA model error with white noise, but this significantly increases the uncertainty in the 
recovered parameters. 
The approximation error technique combines the computational efficiency of the RDG-FA 
technique with the accuracy of the MSTM method. This method builds a statistical (Gaussian) model 
of the model error by sampling the difference between the low order (RDG-FA) and high order 
(MSTM) schemes. Because of the high dimensionality of the problem and the computational expense 
of the MSTM method, the number of samples required to generate a “look-up table” for the model error 
over all the model parameters would be computationally-prohibitive. Instead, in this thesis, a small 
number of fractal parameter pairs are randomly-sampled over the range typical for soot aggregates, and 
the influence of these parameters on the scattering kernel is simulated through principal component 
analysis. The resulting measurement model consists of the RDG-FA scattering kernel, plus a second 
term that includes the unknown PCA coefficients that account for the uncertain fractal parameters. 
Bayesian inference is then used to recover the unknown parameters. While the posterior probability 
densities obtained through the approximation error technique are wider than those found using RDG-
FA, the estimates are much less biased. Moreover, by accounting for the deterministic structure of the 
model error, the posterior probability densities found using the approximation error technique are far 
narrower than would be obtained by merely masking the model error with white noise. Aside from the 
one-time burden of computing the mean error and PCA basis, the computational effort required to carry 
out the Bayesian inference for the approximation error technique is virtually identical to that of ordinary 
RDG-FA, which is particularly attractive for applications involving real-time online analysis of light 
scattering. 
While this chapter considered uncertain aggregate fractal parameters, in principle, it is 
straightforward to extend it to other model parameters, such as the primary particle diameter and the 
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complex index of refraction. Using a larger sample population to generate the PCA basis would also 
improve the accuracy of this approach. 
  Although the error approximation technique can function with increasing the model 
parameters, including the primary particle size in the inference process of MALS will increase the 
degree of the freedom of the ill-posed problem and consequently, the credibility intervals will be wider 
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Chapter 3  
Artificial neural network for inferring 
soot morphology through multi-angle 





The content of this chapter is an extension of an article accepted for publication in the Journal of 
Quantitative Spectroscopy and Radiative Transfer (JQSRT) entitled “Inferring soot morphology 
through multi-angle light scattering using an artificial neural network.”  
 
3.1 Introduction  
 
In Chapter 2 the applicability of Rayleigh-Debye-Gans fractal aggregate (RDG-FA) to multi-angle 
light scattering (MALS) problems is investigated. RDG-FA theory is based on the assumption that each 
primary particle scatters in the Rayleigh limit of Mie theory, and multiple scattering between the 
primary particles and scattering arising from self-interaction are neglected [23,118,120,129]. This 
approach is closed-form and computationally-efficient compared to MSTM and depends only on a set 
of morphological parameters, rather than a particular aggregate configuration. However, RDG-FA 
predictions can be expected to have errors of around 30% for typical soot aggregates [23,90,91,130], 
depending on the scattering angle, aggregate morphology, and bulk radiative properties of soot. The 
RDG-FA model error is manageable when predicting angular light scattering from an aerosol of well-
characterized soot aggregates, but when light scattering data is used to infer aggregate size and 
morphology, the ill-posed nature of Eq. (1.6) amplifies small amounts of model error into significant 
variations in the inferred parameters. Chapter 2 investigated an error approximation technique based 
on principal component analysis (PCA) to correct the RDG-FA model. And the Bayesian inference is 
used to find posterior PDFs for the lognormal size distribution and fractal morphological parameters. 
This is referred to as the Bayesian/AE (Approximation Error) approach in this chapter. 
 
Talebi-Moghaddam, 2020 43   
 
Alternatively, the quantities in x can be inferred directly using a multi-layer feed-forward 
artificial neural network (ANN) to invert Eq. (1.6) and then find parameters of interest from vector b. 
The ANN is developed through a training procedure using sampled high-order modeled data, e.g. from 
MSTM or DDA; although the training time might be significant, once the training is completed, the 
measurement model can be evaluated very quickly. Ulanowski et al. used neural networks to recover 
the size and refractive index of homogeneous spheres from angular light scattering measurements [140], 
while Ishimaru et al. [141] inferred the size distribution of spheres from single-angle backscattering 
measurements at three wavelengths. Both studies use the ANN as a regression tool, where the ANN 
takes the scattering measurements in b as an input and provides a single vector x as an output. While 
this approach is straightforward, it has two principal drawbacks: it does not provide an uncertainty 
estimate for x, and the prior information must be considered in the training process; therefore, if the 
prior information changes, the ANN must be retrained. 
On the other hand, it is possible to approximate the MSTM kernel directly and then use this 
approximate model inside the Bayesian inference. Ericok et al. [142] approximated the MSTM kernel 
by applying the principles of supervised learning and design of experiments to build a surrogate model 
for estimating the optical properties of aggregates. Alternatively, an ANN can be used to approximate 
k. The ANN kernel as a black-box model is then incorporated into the Bayesian inference procedure to 
find p(x|b). In this scheme, the ANN is trained to approximate the light scattering kernel using the most 
accurate physical approximation (in this thesis MSTM solution) of the kernel and the prior information 
can be used to add information to the problem through Bayes’ equation, cf. Eq. (2.1). This is referred 
to as the Bayesian/ANN approach throughout this thesis. The advantage of this method over previous 
approaches is that the ANN is not dependent on prior information, and uncertainty bounds can be 
defined over x.  
In this chapter, candidate ANN structures are evaluated, and the effectiveness of the ANN 
approach to approximate the light scattering kernel is investigated. The Bayesian/ANN and 
Bayesian/AE approaches then are compared in a numerical study. The numerical study shows that 
Bayesian/ANN outperforms the Bayesian/AE in both accuracy and certainty in the credibility intervals 
regardless of the number of training samples, and the ANN approximation of the scattering kernel has 
less than 5% relative error over all scattering angles. Finally, the Bayesian/ANN method is used to 
predict in-flame soot morphology using data obtained from wide-angle light scattering (WALS 
[62,76,77]). In some cases the inferred credibility intervals for Df and kf  contained values inferred from 
the TEM images. However, the inferred size distribution in all validation cases is smaller than the TEM 
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results. The measurement phenomenon can be due to remaining model error such as uncertainty in the 
refractive index of soot and ignoring its variation with measurement conditions; error in the algorithm 
used to simulate soot-like aggregates; approximating the primary particles as monodisperse and 
ignoring necking and sintering phenomenon in the aggregates.   
 
3.2 Wide-angle light scattering measurements  
 
While the techniques presented in this thesis can be applied to any multi-angle light scattering apparatus 
discussed in Section 1.1.1, we focus on the wide-angle light scattering (WALS) apparatus [62,76,77]. 
In this instrument, shown schematically in Figure 1-4, the aerosol is irradiated with a frequency-doubled 
continuous-wave ND:YVO4 laser (CNI MLL-FN-532 DPSS laser, 532 nm, 1.5 W) with a beam 
diameter of about 500 μm; the beam is vertically polarized by a polarizing prism. The scattered light 
from the probe volume is imaged onto a secondary focal point using an elliptical mirror and 
subsequently imaged onto a charge-coupled device (CCD) camera (Allied vision technologies GmbH, 
Pike F-100B). A measurement resolution of less than 1° is possible, but for computational efficiency, 
the data is downsampled to a resolution of 2°. Measurement noise is often reduced through multi-shot 
averaging, in the case of a stable aerosol.  
 
3.3 Artificial neural network  
 
Feed-forward artificial neural networks (ANN) are ubiquitous due to their flexibility, excellent 
representational capabilities, and availability of a large number of training algorithms [143,144]. Once 
they are trained, they provide near-instantaneous solutions. Accordingly, while the fidelity of physics-
based models must be sacrificed to achieve a computationally-efficient solution when they are used 
directly in inference problems, ANNs can avoid this compromise by “front-loading” the computational 
burden to a one-time training period, potentially reducing the model error. 
 Figure 3-1 shows an example of a feed-forward fully-connected ANN in which the network 
takes the input vector of I ∈ ℝζ⨯1 and provides the output vector O ∈ ℝα⨯1, where ζ and α are the 
numbers of input and output elements. The input layer (Lin) units are used only to hold input values and 
to distribute these values to units in the next layer; thus, they do not implement a separate mapping or 
conversion of the input data and do not hold a function, bias, or weight [143]. The network can have an 
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arbitrary number of internal layers (z ≥ 1). The information in the network flows from the input, through 
successive layers, to the output. Each layer, based on its input, computes an output vector, and the 
information propagates to the next layer. In this chapter, 
jh
L denotes the jth internal layer, which can 
have an arbitrary number of nodes as shown by a superscript inside the parenthesis. Following the 
notation in Ref. [144], a hypothetical ANN that takes four input elements and provides two output 
elements and has two internal layers that each contain three and five neurons is shown as 
1 2
4 3 5 2
o
( ) ( ) ( ) ( )
in h h ut .L L L L    
The mathematical characterization of a multilayer ANN network is a combined application of 
functions. Each of these functions represents a particular layer and may be specific to individual units 
in the layer. Each neuron receives a signal that is a linearly weighted sum of all the outputs from the 
neurons of the former layer. The output vector of the ANN as a function of the input vector can be 
written as 
    wou h h1t L LL .O f f f I   (3.1) 
 
Figure 3-1  Structure of a sample feed-forward fully-connected ANN used in this work. The input 
layer (Lin) takes the input vector  I ∈ ℝζ⨯1 and the output layer (Lout) provides the output vector  O 
∈ ℝα⨯1. The internal layers start from 
1h
L  to 
zh
L (z = 4 in this example but can be any positive integer) 








Lin Lh1 Lh2 Lh3 LοutLh4
Internal layers (Lhi)
i = 1, 2, …, z
Input layer (Lin) Output layer (Lout)
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In this chapter, a hyperbolic tangent transfer function [145] is used to model all internal layers neurons, 
and a linear transform function is used to the output layer to allow the node to send out the weighted 
sum itself. 
 The weights and biases of the ANN nodes are found through a training procedure. A cost 
function defined using the residual between the output vector and training data is minimized using the 
scaled conjugate gradient descent algorithm [146]. The training set is divided into three parts: (i) 75% 
of samples are “training data”, which form the cost function; (ii) 10% is used to validate and assess 
network generalization, and to halt training when generalization stops improving; (iii) and the 
remaining 15% is used for testing (cross-validation), and have no effect on training to provide 
independent measure of network performance during and after training. If testing is not required, the 
testing samples are added to the training set.  
 While it is straightforward to train an ANN to find x as a function of b, this method does not 
provide uncertainty over the x parameters. Moreover, in this formulation, the prior information must 
be included in the training set. Therefore, if the prior information changes, the ANN would need to be 
retrained, which is a time-consuming process. 
 To overcome these drawbacks, we generate an ANN model for the light scattering kernel, k(θ, 
Rg, Φ), which is then incorporated into the Bayesian inference algorithm. Therefore, ANN is 
independent of prior information on the QoI. The implemented ANN structure is shown in Figure 3-2. 
A separate ANN is trained for Np = 5, 10, 15, …, 545, each of which corresponds to one column of the 
K(Rg, θ, Φ) matrix in Eq. (2.9). Training vectors are generated using MSTM simulations on CCA-
generated aggregates drawn from Df ~ (1.4, 1.9)1 and kf ~ (1.2, 3.0) and a fixed mλ, dp and Np over a 
finite set of angles θ = [10°, 12°, …, 160°]T. The ANN structure and training scheme used for training 
the ANN for different Np values are identical. Training is stopped once the generalization stops 
improving, or when the number of epochs (the number of times the training vectors have passed through 
the learning algorithm) reaches 103.  
 The ANN structure (i.e. the number of hidden layers and nodes for each layer) must be chosen 
so that it can accurately represent the light scattering kernel without over-fitting. This depends on both 
the number of training samples and Np. For large Np the kernel becomes increasingly nonlinear due to 
a higher phase shift parameter, in which case a large number of neurons or additional layers may be 
                                                     
1  denotes a uniform probability density. 
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needed, but using an ANN with too many degrees-of-freedom risks over-fitting errors. We evaluated 
several candidate ANN structures using various numbers of training samples; after each training period, 
the mean-squared error of the 15% test samples is calculated and compared as an independent test of 
the network performance. We repeated this procedure for training sample sets of 200, 1,400 and 2,700 
consisting of randomly drawn values of {Df, kf}. In all cases, dp = 30 nm and an equal number of neurons 
are considered on each layer. Figure 3-3 shows that ANN performance initially improves dramatically 
as the number of neurons approaches 6, but for large numbers of neurons, the performance deteriorates 
gradually, suggesting an overfitting region.  
Moreover, the network shows a better performance for a higher number of {Df, kf} training 
samples and lower Np values. The results suggest that the best performance is achieved using 2 or 3 
layers and between 7 to 14 neurons in each layer. In this study, we chose an ANN with two layers and 
each layer with 12 neurons for all different values of Np. Therefore, the implemented ANN structure is 
1 2
(3) (12) (12) (1)
in h h out  L L L L
 which takes a set {θ, Df, kf} as inputs and provides the output {k}. It should 
be noted that, while we only considered ANNs that have the same number of neurons per layer, it is 
also possible to vary the number of neurons in each layer. Also, in principle, instead of generating one 
ANN for each Np , one could derive a single ANN that accepts inputs of {θ, Np, Df, kf}, but this would 
 
Figure 3-2  Schematic of the ANN used in this work. The inputs are Df, kf and θ, and the output 
values are the light scattering kernel evaluated at discrete Rg. This network is trained for discrete 
values of Np and Φ to approximate the complete light scattering kernel K(Rg, θ, Φ) in Eq. (2.9). A  
hyperbolic tangent transfer function [145] is used for all layers except the output and input layers. 
The output layer is modeled with a linear transform function, and the input layer acts as a holder for 
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dramatically increase the size of the training samples, resulting in considerable memory overhead for 
batch mode training which limits the possibility of using a graphical processing unit for training. One 
could also include dp or even mλ as an input parameter to the ANN instead of treating these values as 
perfectly-known. A more rigorous study of the optimum ANN structure is required in the future. 
Figure 3-4 compares the outcome of the ANN and RDG-FA approximations to the MSTM 
solution. The training set consisted of 1,500 samples of {Df, kf}, dp = 30 nm and mλ = 1.6 + 0.6i. The 
{Df, kf} pairs used to calculate the relative error are excluded from the ANN training set. Also, due to 
the structure of the measurement noise, measurements at smaller scattering angles have the greatest 
influence on the inferred parameters. The results demonstrate that the ANN accurately reproduces the 
 
Figure 3-3  Mean squared error of the ANN on 15% of the test samples as a function of the number 
of internal layers, z, and the number of neurons per layer. The simulation is performed on three 
different numbers of primary particles and three different-sized training sets of {Df, kf}.   
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MSTM solution; for θ < 110° the ANN relative error was always below 3% and for θ ≥ 110° the error 
was below 5% in most instances. 
Next, the capability of the ANN to extrapolate over its training range is studied. Oh and Sorensen 
[147] have investigated the effect of overlap between primary particles on the fractal properties, 
concluding that Df and particularly kf may vary considerably with the rate of overlapping. Inferring kf 
is particularly challenging if the aggregate size distribution is narrow [148], as evidenced by the wide 
range of reported fractal prefactors in the literature. The range chosen for the training samples is 1.2  
kf  3.0, and kf values higher than 3.0 have been reported in some studies [149]. The ANN capability 
for extrapolating over its training range is shown in Figure 3-5. For the case of kf  = 3.18 the relative 
error of the kernel is below 7% for all θ and Np values and below 6% for θ ≤ 60°. Therefore, the ANN 
has the capability of extrapolating over its training range to some degree, particularly for small Np and 
θ values.  
 
3.4 Results and discussion  
 
In principle, both the ANN kernel model and the PCA-based approximation error technique introduced 
in Chapter 2 can mitigate the impact of model error on the posterior covariance. Initially, the 
performance of these techniques is assessed and compared using simulated MALS data, in terms of the 
accuracy of the MAP estimate and the size of the credible intervals. In the case of the Bayesian/AE 
approach, additional β parameters  (unbiased stochastic coefficients in Eq. (2.21)) are inferred alongside 
the QoI as nuisance parameters (parameters of the measurement model that are not the focus of the 
study.) If we assume Df and kf  to be perfectly known, the inferred parameters are x = [g , g , β1, β2, 
…, βp]T. Previously, it was shown that the Bayesian/AE approach is highly effective when Df and kf  are 
assumed deterministic. However, Df and kf  can also be treated as stochastic parameters to be inferred 
from the measurements, which is a more reasonable scenario considering that the fractal parameters are 
not generally known in the absence of detailed electron microscopy data. When Df and kf are treated as 
stochastic variables with prior densities the credibility intervals become wider [122]. This is because 
the Ui basis are derived assuming {Df, kf} as fixed variables; however in the solution they are treated 
as random variables, so the modeled kernel is incompatible with the physical data. Also, the previous 
study did not examine how the {Df, kf} sample size affects the accuracy of the MAP estimate and 
credible interval width. In this thesis, we show that increasing the number of {Df, kf} samples increases 
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the accuracy of Ui bases and lowers kernel approximation error, but also increases the number of 
unknown βi variables and consequently may increase the widths of the QoI credible intervals. These 
drawbacks do not apply to the ANN approach as increasing {Df, kf} samples will improve the training 




Figure 3-4 Relative error in the light scattering kernels predicted using the ANN (solid lines) and 
RDG-FA (dashed lines) compared to the MSTM solution for different number of primary particles (Np) 
and two different {Df, kf} pairs. 
 
Figure 3-5 Relative error in the light scattering kernels predicted using the ANN (solid lines) and 
RDG-FA (dashed lines) compared to the MSTM solution for different number of primary particles (Np) 
and two different {Df, kf} pairs. Fractal prefactor training range was from kf ~ (1.2, 3.0), therefore, the 
ANN is extrapolating the training set. 
Df = 1.53, kf = 1.36
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3.4.1 Demonstration on synthetic data 
The performances of the Bayesian/AE and Bayesian/ANN algorithms are evaluated using simulated 
data generated using xexact = [μg, σg, kf, Df]T =  [90, 1.6, 1.52, 1.67]T, mλ = 1.6 + 0.6i and dp = 30 nm 
using the MSTM approach. The χexp term is excluded from the inference by assuming it to be perfectly 
known. The simulated data b = a(xexact) is contaminated with 2% random normal noise, and an identical 
noise structure is assumed for both algorithms. In the inversion process, mλ = 1.6 + 0.6i and dp = 30 nm 
are assumed and identical Gaussian priors having a standard deviation of 15% centered at μpri = [μg,pri, 
σg,pri, kf,pri, Df,pri]T =  [81, 1.76, 1.44, 1.74 ]T over x is assumed for both Bayesian/AE and Bayesian/ANN. 
The exact {kf, Df} sample is excluded from both the ANN and PCA training sets to avoid an inverse 
crime [150]. 
While the Bayesian/AE method requires the assumption of Gaussian PDFs (i.e. a linearized 
measurement model about xMAP) [133], the Bayesian/ANN method has no such restrictions, and the 
credibility intervals are calculated using MCMC [151]. While the posterior of the analytical solution is 
convex due to the linear measurement model, Eq. (1.6), the kernel approximation makes the posterior 
nonconvex as evidenced by artificial local minima in the credibility intervals. Therefore, the MAP is 
found using a hybrid minimization scheme: the negative log posterior is initially minimized using a 
genetic algorithm (GA), which acts as an initial point for an interior-point method algorithm. Equation 
(2.17) is then used to calculate marginalized probability densities.  
The credibility intervals and MAP estimates are shown in Figure 3-6. The Bayesian/ANN 
approach outperforms the Bayesian/AE method both in terms of accuracy of the xMAP and the width of 
the marginalized credibility intervals for all training samples. In the case of Bayesian/AE, as the number 
of training samples increases, the accuracy of the MAP estimate improves, especially for Df and kf. 
However, the 90% uncertainty interval also increases, as the number of inferred βi coefficients is equal 
to the number of training samples. 
In the case of Bayesian/ANN, both the accuracy of the MAP estimate and the width of the 
credibility intervals (considering all variables) improve as the number of training samples increases 
from 100 to 500, although precise estimates can be obtained using only 200 samples. The total 
performance (considering all four variables) is almost identical for 500 and 1000 samples. The superior 
performance of the Bayesian/ANN method is for two reasons: first, the higher degrees-of-freedom in 
the ANN method allows it to better approximate the kernel; and second, the Bayesian/AE method 
requires the presumption of normal distributions for the QoI due to very high number of inferred 
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parameters (due to presence of βi coefficients), which is not correct because the measurement model is 
nonlinear. 
Figure 3-7 shows the relative error of the PCA and ANN kernel approximations at the MAP 
for four different Np values, as a function of the number of training samples. In the case of Bayesian/AE, 
once xMAP is identified (including the βi coefficients), an approximated kernel can be found through Eq. 
(2.21). The relative error of the ANN approximation is below 3% overall scattering angles and increases 
as Np increases, which can be due to an increase in the nonlinearity of k for higher Np. In contrast, the 
PCA kernel accurately models the light scattering kernel for low θ values but is subject to more 
substantial errors at larger scattering angles. These results imply that the kernel approximation is a 
significant contributor to the relative error of the MAP estimate in Figure 3-7. 
In the above analysis, the only model error comes from the kernel approximation, which is 
mitigated through AE modeling or training the ANN, and both scenarios presume perfectly known dp 
and mλ values. A more realistic scenario is found by generating the AE or ANN using values of mλ = 
1.6 + 0.6i and dp = 30 nm by MSTM solution, and then generating the measurement vector b using mλ 
= 1.4 + 0.8i (another possible value for refractive index of soot [152]) and dp = 25 nm. The number of 
training samples is 500, and the priors are the same as the previous study. The credibility intervals over 
parameters of interest are shown in Figure 3-8. Compared to the results in Figure 3-6 (with 500 training 
samples), the accuracy of the MAP estimate for both Bayesian/ANN and Bayesian/AE approaches 
deteriorates. Also, new local minimums emerge in the credibility intervals for Bayesian/ANN due to 
additional model error. The uncertainty for both Bayesian/ANN and Bayesian/AE methods changes 
insignificantly with increasing the model error.  
 
3.4.2 Demonstration on WALS measurements  
It is shown that an ANN can accurately model the light scattering kernel, as long as the training samples 
accurately represent the soot-laden aerosol. Accordingly, the Bayesian/ANN technique should provide 
accurate MAP estimates for the QoI, along with credible intervals that reflect the uncertainty introduced 
by the measurement noise and inherent uncertainty in the parameters. However, the analysis also shows 
that the ill-posedness of the measurement equation, caused by the smoothing action of the kernel in Eq. 
(1.6), amplifies small perturbations in the problem (measurement noise and model error) into 
significant variations in the QoI. Thus, the inference procedure will be less effective when considering  
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Figure 3-6  Comparing Bayesian/AE and Bayesian/ANN predictions for a different number of training 
samples. Identical b vector, training samples, and prior information are used in both approaches. 
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Figure 3-7  The relative error of PCA (used inside Bayesian/AE), RDG-FA and ANN scattering kernels 
compared to the exact (MSTM) solution as a function of the number of training samples. The PCA-
derived kernel is estimated using the MAP estimate from Figure 3-6. 
 
Figure 3-8 Comparing Bayesian/AE and Bayesian/ANN predictions. The same b vector, training 
samples, and prior information are used in both approaches. Shaded areas are 90% credibility 
intervals. 
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experimental data due to hidden model errors that may not have been included in the measurement 
model, Eq. (2.18). 
The performance of the Bayesian/ANN and Bayesian/AE techniques were further assessed by 
analyzing WALS light scattering measurements made on a well-defined soot-laden aerosol. The aerosol 
is generated with a porous flat flame burner (McKenna type, Holthuis and Associates) with a bronze 
sintering plate of 60 mm in diameter. A premixed gas flow of air with ethene (C2H4, purity 3.0) or 
ethyne (C2H2, purity 2.5) is fed to the burner. The overall flow rate of fuel and air was set to 10.0 
NLPM, and the equivalence ratio was varied between 2.3  φ  2.9. The sintering plate of the burner is 
annularly enclosed by a shroud ring through which a co-flow of nitrogen (N2, purity 5.0) at a rate of 
15,0 normal liters per minute (NLPM) is passed. The flame was stabilized by a stainless steel cylinder 
with a diameter of 60 mm and a height of 20 mm was mounted at 26 mm HAB. The flat flame burner 
was cooled down using water at a temperature of 12°C and a volume flow rate of 0.8 standard litres per 
minute. One thousand single shot WALS images are recorded with an exposure time of ~ 60 µs and 
then averaged to produce a single measurement.  
Altenhoff et al. [149] analyzed a large sample of TEM micrographs sampled from ethene and 
ethyne premixed flames for different φ and HAB values. All priors and the values reported as TEM 
predictions in this thesis are derived from these measurements. Two methods were employed by the 
authors to segment primary particles and aggregate areas from TEM images. First, the particles and 
aggregates were contoured manually using a graphical user interface. Second, semi-automatic 
segmentation was applied using Trainable Weka Segmentation (TWS) [153]. The primary particle 
diameter is evaluated from their projected areas under the assumption of spherical shape. While 
calculating p(dp) from the TEM images is straightforward, inferring p(Rg) and kf and Df from the TEM 
images (which amount to 2D projections of the soot aggregates) is not straightforward and can be 
subject to bias. Various methods from the literature were applied to interpret the TEM images; p(Rg) 
prediction is consistent between different methods. Both p(Rg) and p(dp) can be approximated by 
lognormal distributions, and the PDF for dp is narrow. Priors for µg and σg are chosen from their results 
found by using the method of Köylü et al. [26]. However, the kf and Df values varied significantly 
depending on the inference method. For the case of Df and kf, priors are derived from their results 
inferred by manual segmentation of primary particles and aggregate and using the box-counting 
algorithm [154], which is considered as the most robust inference method by the authors. These values 
are shown as Df and kf in the figures. However, inferred values based on the algorithms of Köylü [155] 
(Df,LW,minarea and kf,LW,minarea) and Brasil et al. [156] (Df,L and kf,L) are also shown to emphasize the 
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potential variation in the results. For the case of kf, an uninformed prior is used as the TEM-inferred 
values had a large deviation depending on the algorithm. A standard deviation of 15% is used for all 
other prior distributions.  
The ANN is trained for fixed dp values of 15 nm, 20 nm, 25 nm, 30 nm and 35 nm with 545, 
526, 624, 1200, 622 {Df, kf} random samples, and assuming a fixed mλ = 1.6 + 0.6i. For other dp values, 
the light scattering kernel is interpolated from the neighboring two ANNs predictions. In the present 
Bayesian/ANN analysis dp is assumed to be perfectly-known and monodisperse, and is set equal to the 
volumetric mean dp,v from reported TEM analysis distribution. Liu et al. [157] showed that an 
equivalent volume diameter could approximate the soot aggregates optical behaviour more accurately 
compared to the geometric mean. In the case that µp and σp are the geometric mean and standard 









d   (3.2) 
The first measurement is carried out on an aerosol generated by burning ethyne with φ = 2.7 
and at a HAB of 17 mm. Analysis of TEM micrographs showed that µp = 25.7 nm and σp = 1.16  [149], 
therefore dp,v = 26.6 nm is used as the primary particle size. The WALS (Bayesian/ANN) and the TEM 
inferred parameters are shown in Figure 3-9. The WALS inferred size parameters µg and σg are smaller 
than TEM results. However, the inferred kf and Df are close to those inferred from the TEM images (Df 
and kf values in the figure) and TEM values are inside the credibility interval found through MCMC.  
The second set of measurements was carried out by burning ethene, with the same φ and HAB 
values (φ = 2.7, HAB = 17 mm). The TEM-inferred size distribution parameters for p(dp) were µp = 
30.2 nm and σp = 1.20 for this case [149], therefore dp,v = 31.7 nm is used as the primary particle size 
when analyzing the WALS data. The results are shown in Figure 3-10 Credibility intervals found 
through MCMC analysis and TEM results (dashed vertical red lines) for the second measurement study 
(ethene, φ = 2.7, HAB of 17 mm). Dot dashed lines are the prior distributions. The inferred geometric 
mean µg is smaller than those shown in Figure 3-9, however, the WALS-inferred μg remains 
significantly smaller compared to the TEM results. 
The third set of measurements was carried out using ethyne fuel φ = 2.7 and at a HAB of 12 
mm. The HAB value is lower compared to the first measurement case, but other measurement 
conditions are identical. Analysis of TEM micrographs showed that µp = 22.7 nm and σp = 1.14 [149], 
therefore dp,v = 23.3 nm is used as the primary particle size. The initial solution inferred the MAP values 
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of Df = 1.82 and kf =3.48. These values do not agree with the TEM results. Also, compared to the first 
case the aggregate must be less compact (lower Df and kf values). Another problem is that the inferred 
kf value lies considerably outside the ANN training range. Therefore, the MCMC solution is bounded 
with additional priors ppri(Df) ~ (1.4, 1.9) and ppri(kf) ~ (1.2, 3.2). The results are shown in Figure 
3-11. Due to the uniform prior used in the solution, both Df  and kf have very narrow distributions with 
a peak adjacent to their maximum permitted values. The TEM values are not included in the inferred 
credibility interval of µg and σg. Also, the inferred values are smaller compared to the TEM result. 
Measured signals b and the model fit to the signal a(xMAP) for all three measurements mentioned above 
are shown in Figure 3-12. 
The inconsistency between the WALS-inferred size parameters and those found from the TEM 
images suggest that there remains unaccounted-for model errors in the ANN predictions. The 
discrepancy cannot be attributed only to the ANN approximation error as the analysis of synthetic data 
demonstrates that the Bayesian/ANN approach accurately recovered the QoI from synthetic WALS 
data. Therefore, it is more plausible that the model error originates from the difference between the 
training samples, which consisted of MSTM-modeled light scattering using synthetic soot aggregates, 
and the behavior of real soot aggregates.  
It is possible to mask the remaining model error as described in Chapter 2. Figure 3-13 shows 
the solution for the first case study (ethyne fuel with φ = 2.7 and at a HAB of 17 mm, cf. Figure 3-9) 
with 4% random noise. As observable xMAP did negligible change compared to the solution with 2% 
noise, however, the posterior credibility intervals are wider. The assumed 2% measurement noise is 
originated from the nature of the experiments (calibration error) which translates into the solution 
uncertainty. Any additional masking of the model error reduces the uncertainty in the final solution 
without shifting the MAP estimate towards the TEM results.  
A key suspect is the treatment of the refractive index, which is assumed to be constant in the 
training set, while, in reality, the refractive index of soot changes with fuel type and local combustion 
conditions. Another possible discrepancy could be due to the limited fidelity of the CCA algorithm 
used to construct the simulated aggregates especially for extreme soot morphological parameters 
[64,91], the fact that the primary particle sizes are assumed to be monodisperse, and in perfect point-
contact. Chao et al. [157] studied the effect of primary particle size distribution on the radiative 
properties of soot in the forward model. The findings suggest that aggregates with different-sized 
monomers exhibit stronger scattering and absorption compared to the aggregates with monodisperse 
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monomers. The effect of the necking and sintering phenomenon between neighboring primary particles 
in the forward model has been investigated using DDA [158], but the influence of this error on MALS-
inferred aggregate parameters has not been assessed. Finally, in reality, kf and Df values in the aerosol 
obey a Gaussian distribution, which is excluded from our forward model.  
In the future, the effect of an uncertain mλ will be addressed by including it as a nuisance parameter in 
the Bayesian inference procedure and ANN training algorithm. This will be done by generating training 
set data with mλ values sampled over values from the literature [159]. One drawback of adding further 
parameters to the inference process (e.g. dp or mλ) is that it will increase the uncertainty bounds. 
Therefore, refractive indices for soot reported in the literature can be used to derive maximum entropy 
priors, following Hadwin et al. [159]. The error induced by neglecting necking and sintering between 
the primary particles can be studied numerically in the inverse model using DDA simulations, and if it 
is significant, it can also be incorporated into the model. Another source of error is caused by the 
lognormal size distribution assumption over p(Rg). Other distribution functions can be used to 
approximate p(Rg). For example, a scaling distribution is used by Taylor et al. [160] to explain the 
radius of gyration size distribution. In the future, the effect of different distribution functions can be 
evaluated systematically by using Bayesian model selection [161]. Another improvement in the 
inference would be to use the correlation between kf and Df as prior information. Sorensen et al. [162] 
showed that the prefactor shows uniform trends with the fractal dimension. The information content of 
the experimental data can be improved by considering both the vertical and horizontal polarization 
modes of the scattered light, which should further reduce the ill-posedness of the underlying inverse 
problem. The performance of the ANN-kernel approximation can also be improved by tailoring the 
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Figure 3-9 Credibility intervals found through MCMC analysis and TEM results (dashed vertical red 
lines) for first measurement study (ethyne, φ = 2.7, HAB of 17 mm). Dot dashed lines are the prior 
distributions. 
 
Figure 3-10 Credibility intervals found through MCMC analysis and TEM results (dashed vertical red 
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Figure 3-11 Credibility intervals found through MCMC analysis and TEM results (dashed vertical red 
lines) for the third study case (ethyne, φ = 2.7, HAB of 12 mm). Dot dashed lines are the prior 
distributions. The prior for Df is 10 times larger than its actual value to be able to show properly in 
the figure. Additional priors are used to bound possible Df and kf values as  ppri(Df) ~ (1.4, 1.9) and 
ppri(kf) ~ (1.2, 3.2).   
 
Figure 3-12  Normalized measured signals b (solid lines) and fit to the signal (dashed lines) using 
the xMAP estimate a(xMAP).  
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3.5 Conclusions   
 
Multi-angle elastic light scattering is increasingly applied to infer the morphological parameters of 
aerosolized soot, but this requires a measurement model that relates the soot size and structure to the 
angular distribution of scattered light. While Rayleigh-Debye-Gans Fractal Aggregate (RDG-FA) 
theory is a convenient way to approximate the light scattering kernel, it is subject to as much as 30% 
model error, which is amplified by the ill-posedness of the inference process into large deviations in 
the inferred parameters. More accurate models are too computationally expensive and time-demanding 
to be used directly in the model equation. In this chapter, the light scattering kernel is approximated 
using a feed-forward multi-layered artificial neural network (ANN) to achieve an accurate and 
computationally-efficient kernel model. The ANN is trained using multi-sphere T-matrix (MSTM) 
scattering simulations on randomly-generated soot aggregates sampled from plausible morphological 
parameters. The ANN models the light scattering kernel within a relative error range within 5%. In the 
inverse model, the Bayesian/ANN approach is compared to Bayesian approximation error (AE) 
technique, which is based on modeling the RDG-FA model error using the Karhunen-Loève theorem. 
The Bayesian/ANN approach outperforms the Bayesian/AE method both in terms of accuracy of the 
maximum a posteriori estimate and the width of the marginalized credibility intervals for all training 
 
Figure 3-13  Credibility intervals found through MCMC analysis and TEM results (dashed vertical red 
lines) for the first measurement study (ethyne, φ = 2.7, HAB of 17 mm). Dot dashed lines are the prior 
distributions. The measurement noise is assumed to be 4%. 
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samples. The Bayesian/ANN is then applied to wide angle light scattering (WALS) measurements 
carried out within a flame and the inferred parameters compared with results derived from transmission 
electron micrographs of extracted soot particles. The inferred geometric mean of the aggregate sizes is 
persistently under-predicted by the Bayesian/ANN compared to transmission electron microscopy 
(TEM) results. The inconsistency between the WALS-inferred size parameters and those found from 
the TEM images suggest that there remains unaccounted-for model error in the ANN predictions. These 
errors may be caused by the assumption of a deterministic refractive index for soot independent of 
measurement conditions, ignoring necking and sintering phenomena, and treating the primary particles 
as monodisperse. In the future, the effect of an uncertain refractive index will be addressed by including 
it in the inference process. Also, the effect of polydisperse monomer size and necking and sintering 
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Chapter 4  
Laser-induced incandescence on metal 





The content of this chapter is an extended version of a paper published in Journal of Applied Physics 
B entitled, “Laser-induced incandescence on metal nanoparticles: Validity of the Rayleigh 
approximation [118].”  
 
4.1 Introduction  
 
Chapter 2 and Chapter 3 of the thesis discussed how multi-angle light scattering (MALS) can be used 
to infer the morphological parameters of soot. While MALS focuses on inferring the size of aggregates, 
TiRe-LII is about analyzing the primary particle size and thermophysical properties.   
Time-resolved laser-induced incandescence (TiRe-LII) as was shown schematically in Figure 
1-2, is mainly used to measure the primary particle size and volume fraction of soot in combustion-
related applications. In this technique, a nanosecond laser pulse heats the nanoparticles within a sample 
volume of aerosol, and the subsequent emission (assumed to be purely incandescence) is collected at 
one or more wavelengths. The spectral intensity data is connected to the unknown nanoparticle volume 
fraction and size distribution via two coupled models: a spectroscopic model that relates the observed 
spectral incandescence to an instantaneous temperature of the nanoparticle ensemble, and a heat transfer 
model that relates the temperature decay to the nanoparticle size distribution and other thermophysical 
properties of interest. While much of the development of TiRe-LII has focused on soot, this technique 
is increasingly applied to non-carbonaceous nanoparticles, including metals [57,112,114,163–165], 
metalloids [166–168], and oxides [93,169,170]. It has also been expanded to infer the thermal 
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accommodation coefficient [93,95,116], radiative properties, and thermophysical properties under 
extreme temperatures.   
Unfortunately, current measurement models cannot completely explain some commonly-
observed phenomena in TiRe-LII signals. In the case of metal nanoparticles, this includes “excessive 
absorption” wherein an energy balance based on the peak pyrometrically-inferred nanoparticle 
temperature suggests that the nanoparticles absorb considerably more laser energy than can be 
accounted for based on the laser fluence and spectral absorption cross-section at the excitation 
wavelength, cf. Figure 4-1 [21]. Excessive absorption has been reported for iron, molybdenum, and 
silver nanoparticles [21,113]. Moreover, TiRe-LII measurements on iron nanoparticles must be 
interpreted by treating the complex refractive index of iron, m, as uniform [171] or nearly uniform 
[21] over the detection wavelengths in order to obtain the expected particle size distribution and peak 
nanoparticle temperature. This is contrary to the bulk property given in the literature, which varies 
significantly over the visible and near-infrared spectra. Another unexplained feature concerns the 
intensity scaling factor (ISF), a coefficient that relates the nanoparticle incandescence calculated using 
the spectral absorption cross-section and the blackbody intensity to the detected incandescence signal 
[172]. The ISF accounts for the efficiency and configuration of the collection optics and the aerosol 
volume fraction, so it should, in principle, remain constant during a single shot measurement provided 
the laser fluence is low enough to avoid significant particle vaporization. Nevertheless, the effective 
ISF inferred from TiRe-LII measurements on liquid silicon nanoparticles [168], iron, molybdenum, and 
silver nanoparticles [173], and soot [172,174,175] show that this quantity changes over time in a manner 
that cannot be explained by evaporation of the nanoparticle material alone.  
Various hypotheses have been proposed to interpret these phenomena. Eremin et al. [113] use 
a size-dependent refractive index function for carbon and iron nanoparticles to explain the excessive 
absorption phenomenon. However, while the apparent refractive index may become size-dependent 
through electron scattering from the nanoparticle surface, this phenomenon only occurs for nanoparticle 
diameters that approach the mean-free electron path, which is typically only a few nanometers 
[176,177].  
This chapter suggest that, for metal nanoparticles, many of these unexplained anomalies may 
originate from a misapplication of Rayleigh theory to model the spectral absorption cross-section of 
the nanoparticles. Rayleigh theory has been nearly universally applied to interpret TiRe-LII 
measurements on non-carbonaceous nanoparticles (e.g. [18,50,116,168,171,178,179]), with the 
justification that the size criterion is satisfied (xp = πdp/λ << 1). However, this rationale disregards the 
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second criteria needed to ensure the validity of the electrostatic approximation: |mλ|xp << 1. For metal 
nanoparticles, |mλ| is usually much larger than for carbonaceous nanoparticles in the visible and near-
infrared spectra, such that this criterion is generally not satisfied. In this case, the Rayleigh theory 
should not be applied to interpret TiRe-LII measurements. Errors induced by a misapplication of 
Rayleigh theory can be further exacerbated by modeling an aerosol containing polydisperse particle 
sizes as monodisperse, which is a common practice to simplify data analysis. Moreover, while most 
TiRe-LII models account for the temperature dependence of specific heat and density, radiative 
properties are almost always treated as invariant as the nanoparticles heat and then cool. This may be 
an inaccurate assumption for most metal nanoparticles, which change from solid to liquid during laser 
heating. 
This chapter investigates how applying Mie theory, incorporating polydispersity of primary 
particle sizes, and accounting for the change in the refractive index about the melting point, may explain 
 
Figure 4-1  Excessive absorption phenomenon in metal nanoparticles adopted from Sipkens et al. 
[21], including experimental data from Sipkens et al. [21], Kock et al. [171], Eremin et al. [113] and 
Sipkens et al. [180]. The ordinate axis is the ratio of the absorption efficiency calculated from 
calorimetry, (Qabs,λ)exp to the one predicted from the spectroscopic model, (Qabs,λ)spectr. The 
spectroscopic absorption efficiency is found by using Rayleigh approximation and assuming a 
monodisperse aerosol with a geometric mean of the size distribution as nanoparticle size, while 
(Qabs,λ)exp is found by using the peak pyrometry effective temperature in calorimetry. The excitation 
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anomalies in TiRe-LII measurements on metal nanoparticles. The chapter starts by introducing the 
spectroscopic and heat transfer models used in TiRe-LII analyses, including a summary of Mie theory 
as it applies to the absorption of E-M waves by silicon, iron, silver, and molybdenum nanoparticles. 
Synthetic signals are generated for monodisperse and polydisperse aerosols by applying Mie theory to 
modeled nanoparticle temperature decays. The signals are then interpreted using the Rayleigh 
approximation and a quadrupole approximation to Mie theory to investigate the effect that these 
approximations have on the inferred properties. It is shown that using Mie theory instead of the 
Rayleigh approximation and considering polydisperse particle sizes explains the discrepancy between 
the experimentally-derived and simulated ISF and may partially explain the apparent discrepancy in 
the E(mλ) ratio at the detection wavelengths for iron nanoparticles, while these effects combined with 
the change in refractive index when the nanoparticles melt partially accounts for the apparent enhanced 
absorption cross-section. We also show that the nanoparticle charge state is unlikely to contribute to 
these anomalies. Remaining anomalies suggest that some other spectroscopic phenomena must also be 
occurring to explain the enhanced absorption of laser energy, particularly for silver nanoparticles.  
 
4.2 TiRe-LII measurement model 
 
4.2.1 Spectroscopic model  
For a polydisperse, optically-thin aerosol, the total spectral incandescence, Jλ, emitted by heated 
nanoparticles within the probe volume is found by  
        
2
p
p abs,λ p b p p
0









 mJ t p d d I T t d d
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Q   (4.1) 
where Λ is the intensity scaling factor (ISF) [172]; Ib,λ is the blackbody spectral intensity at the 
nanoparticle temperature, Tp; dp is the nanoparticle size; p(dp) is the instantaneous nanoparticle size 
distribution; and Qabs,λ is the spectral absorption efficiency, which is discussed further in Section 3. 
While the particle sizes in most aerosols are polydisperse, many LII studies model the aerosol as 
monodisperse. In this case, Eq. (4.1) simplifies to  
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Equations (4.1) and (4.2) connect the measured spectral incandescence from the probe volume, Jλ(t), to 
the particle temperature. The spectral incandescence measured at two or more wavelengths is then used 
to infer an “effective” pyrometric temperature that is a point estimate of the distribution of nanoparticle 
temperatures within the probe volume at any instant. This calculation and its relationship with the 
spectroscopic properties of the nanoparticles is discussed further in Section 4.3. References [48,116] 
provide further details on the LII spectroscopic model.  
 
4.2.2 Heat transfer model 
The spectroscopic model is coupled with a heat transfer model that describes how the nanoparticle 
temperature (which indicates its sensible energy) changes with time. For each size class, the 
nanoparticle temperature is found by solving 
          p3p p p laser evap p cond p ,
6

         
dT
t t q t q T td q T t
dt
c   (4.3) 
where ρp and cp are the density and specific heat of the nanoparticle, respectively, and qlaser, qevap and 
qcond are the laser absorption, evaporation and conduction heat transfer rates, respectively. Laser heating 
is given by  











q Qt F f t   (4.4) 
where F0 is the laser fluence, f(t) is the temporal laser profile, and laser is the laser wavelength. Since 
the diameters of the nanoparticles involved in TiRe-LII measurements are smaller than the mean free 
path of the buffer gas in most TiRe-LII experiments (>1 µm), evaporation typically occurs in the free-
molecular (Knudsen) regime, and the evaporation heat transfer rate is given by 
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  (4.6) 
is the number flux of evaporated molecules from nanoparticle surface, nv and cv are the number density 
(in molecules/m3) and the mean thermal speed of the evaporated species, pv is the vapour partial 
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pressure of the evaporated species, kB is Boltzmann’s constant, and mv is the molecule mass of the 



















p   (4.7) 
where p* and T* are the reference pressure and temperature, respectively, and R is the universal gas 
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Heat conduction also occurs within the free molecular regime and is given by [21,48] 
   g g,t2 2cond p p p o i p o ig,
4
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n c
T d N E E Ed E    (4.10) 
where Ng″ is the incident gas number flux; ng = pg/(kBT) is the molecular number density of the buffer 
gas; cg,t = [8kBTg/(mg)]1/2 is the mean thermal speed of the carrier gas; pg, Tg, and mg are the carrier gas 
pressure, temperature, and molecular mass, respectively; 〈E0  Ei〉 is the average energy transfer per 
collision, which can be written using the thermal accommodation coefficient,   
    0 i 0 i max rot B p g/2 2         E E E E T Tk   (4.11) 
where rot is the number of rotational degrees of freedom of the buffer gas. In the present study, we 
consider monatomic gases such that rot = 0. The conduction cooling term then reduces to  




q d kT d n c T T   (4.12) 
Other heat transfer terms, including radiation and thermionic emission, are typically much smaller than 
evaporation and conduction and can be excluded from the model. Further details on the LII heat transfer 
model can be found in Refs. [48,116].  
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4.3 Spectral absorption efficiency of nanoparticles 
 
4.3.1 Optical properties 
Equations (4.1) and (4.2) highlight the importance of the spectral absorption efficiency when 
interpreting TiRe-LII data. Assuming that the nanoparticles are large enough to ignore electron 
scattering effects [176,177], which only become important when nanoparticle diameters approach the 
mean free electron path of the bulk material, the spectral absorption cross-section of a nanoparticle 
depends exclusively on two parameters: the size parameter, xp = dp/, and the electromagnetic 
properties of the bulk material, expressed in terms of the complex refractive index, m = n + ki, or 




,I, , 2 .n k n k           (4.13) 
The Lorentz-Drude model can describe some metal-dielectric functions. It is given by [182] 
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where cis the angular frequency of the incident wave, c0 is the speed of light in a vacuum, p 
is the plasma frequency of the electrons with an oscillator strength of fn, and n is the damping 
coefficient, which is related to the collision frequency between electrons and atoms/ions by τ = 1/n. 
The Drude term in Eq. (4.14) accounts for free-electron effects (intraband transitions) and the Lorentz 
term accounts for bound-electron effects (interband transitions).  
In most LII experiments on metal aerosols reported in the literature, the nanoparticles start as a 
solid and melt as they are heated. Exceptions include molybdenum nanoparticles, which remain solid 
due to their comparatively high melting temperature, and silicon and germanium nanoparticles within 
a microwave plasma reactor, e.g. Ref. [167], in which the nanoparticles are in liquid state throughout 
the measurement. Accordingly, it is crucial to consider the electromagnetic properties of both the solid 
and liquid phases, which may differ significantly due mainly to changes in the electron band structure. 
The Drude model can also describe the optical properties of some liquid metals and metalloids, 
specifically those in which interband transition effects are not significant over the spectrum of interest. 
Values of p, f0, and 0 for liquid silicon and silver are taken from Ref. [183] and [184], respectively. 
The refractive index of solid silver is calculated using Eq. (4.14) with model parameters  
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adapted from Ref. [182]. In cases where the Drude model is not valid (iron and molybdenum [188]), 
the optical properties are taken from ellipsometry measurements carried out on bulk samples, with the 
values summarized in Table 4-1. 
 
4.3.2 Evaluating the absorption cross-section  
The absorption efficiency of nanoparticles can be obtained from the optical properties of the bulk 
material using one of several candidate models. Most generally, the spectral absorption efficiency of a 
non-magnetic, uncharged, spherical nanoparticle embedded in a dielectric material can be found 
directly by Mie theory [83,120]. In this theory, extinction and scattering efficiencies, denoted by Qext,λ 
and Qsca,λ  respectively, are defined as the ratios between the corresponding radiative and geometrical 
cross-sections of the spherical particle. Assuming that the sphere is embedded within a vacuum or a 
medium having a refractive index of unity (e.g. most gases at visible and near-infrared), Qext, and Qsca, 
are given by 










  (4.15) 
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Table 4-1 Refractive index of metal nanoparticles examined in this thesis. 
Material 442 nm 716 nm 1064 nm 
Fe (solid, 30 °C) [185] 2.54 + 2.74i 2.86 + 3.21i 2.93 + 3.99i 
Fe (liquid,  1616 °C) [186] 2.37 + 3.21i 3.48 + 4.13i 5.64 + 5.01i 
Si (liquid, 1414 °C) [183] 2.11 + 4.53i 3.58 + 5.95i 5.06 + 7.18i 
Mo (solid, 1926 °C) [187] 2.83 + 3.45i 3.83 + 4.09i 4.29 + 5.30i 
Ag (solid, 30 °C) [182] 0.14 + 2.25i 0.16 + 4.42i 0.24 + 6.87i 
Ag (liquid, 962 °C) [184] 0.10 + 2.92i 0.25 + 4.89i 0.55 + 7.31i 
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are scattering coefficients; u = 1/2;  is the relative complex permittivity of the nanoparticle; and l  
and l  are the Riccati-Bessel functions of order l. Finally, the spectral absorption cross-section is 
inferred from 
 
abs, ext, sca, . –Q Q Q     (4.19) 
While Mie theory provides an exact solution to the spectral absorption coefficient of spherical 
nanoparticles, it is rarely used to analyze LII data due to the computational effort associated with 
evaluating the Riccati-Bessel functions and because it requires knowledge of the nanoparticle diameter, 
which is typically unknown and the focus of the LII analysis.  
Instead, practitioners use an approximation for the absorption cross-section. Invoking the 
electrostatic approximation, in which the variation of the electromagnetic field inside the nanoparticle 
is assumed to be negligible at any instant, is tantamount to neglecting the influence of electromagnetic 
field coupling [120]. This results in the Rayleigh approximation to Mie’s equations, in which 

















  (4.21) 
is the absorption function. This approach is appealing for two reasons: (i) this model is far simpler and 
much less computationally-expensive to implement compared to the full Mie equations, and (ii) the 
electrostatic assumption separates the influence of the bulk electromagnetic (m or ) and size (xp = 
dp/) on Qabs,. Consequently, the peak effective temperature derived from the TiRe-LII data is nearly 
independent of size, and, for the monodisperse case, the spectroscopic and heat transfer submodels can 
be decoupled and solved sequentially. For these reasons, the Rayleigh approximation is almost 
universally applied to analyze LII data. 
The validity of the Rayleigh approximation relies on two criteria: (i) xp 1, and (ii) that the 
phase shift parameter satisfies xp|m|1. While the latter criterion is usually satisfied for 
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carbonaceous nanoparticles (e.g. soot), this is not true for metal nanoparticles since they have a much 
larger refractive index, as shown in Figure 4-2. Consequently, the internal electric field of the 
nanoparticle during wave interaction is not sufficiently uniform to be approximated by a single dipole 
for the wavelengths important to LII. This finding conflicts somewhat with a recent paper by Sorensen 
et al. [189], who downplay the importance of the phase shift criteria because, they argue, absorption is 
an incoherent phenomenon. They also suggest that all spheres, regardless of size, display semi-
quantitative Rayleigh behavior for the condition xpk  < 0.3. However, their study assumes a fixed value 
of n = 1.5, which is much smaller than values typical of metals in the visible and near infrared and 
ignores the fundamental correlation between k and n through the plasmon frequency and electron 
damping coefficient. Moreover, the Mie absorption, Eq. (4.19), is a linear combination of Mie scattering 
coefficients al and bl which depend on both n and k through u = (p )1/2= m. This can be shown by 
examining the difference between Rayleigh and Mie absorption efficiency predictions and the phase 
shift parameter over a range of n and k values expected for non-plasmonic metal nanoparticles at 1064 
nm (n [1, 7], k [1, 7]). These differences are highly correlated with the phase shift parameter 
(Pearson correlation coefficients greater than 90% for nanoparticles with dp < 100 nm), which can thus 
be used as an error metric.  
The shortcomings of the Rayleigh approximation present a need for other Qabs, models that are 
more accurate but avoid the complexity and computational effort of the full Mie solution. Schebarchov 
et al. [190] recently presented a simple, computationally-efficient, closed-form approximation to the 
exact Mie solution for metal nanospheres under 100 nm:  
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Figure 4-2  Comparison of |m|xp values for different nanoparticles. Contours are logarithmic. The 
lightest region represents those values close to |m|xp = 1, and Rayleigh theory is expected to valid 
in those regions that are dark blue (bottom right corner of most plots). The refractive index of soot 
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The extinction and scattering efficiencies can be approximated using the scattering coefficients, a1 and 
b1, as defined above. Equations (4.22) and (4.23) predict scattering and absorption spectra of metal 
nanospheres and account for localized surface plasmon resonances (LSPR) which depends mostly on 
b1 (electric dipole), b2 (electric quadrupole) and a1 (magnetic dipole). The electric quadrupole, b2, and 
magnetic dipole, a1, contributions are of the order xp5. The remaining truncated terms are of order xp7 or 
higher.  
 
4.3.3 Defining the effective temperature and intensity scaling factor  
Most often the raw TiRe-LII data is converted into an effective temperature via a calibration (which 
relates the raw data to spectral incandescence measurements) and then a spectroscopic model, cf. Eq. 
(4.2). This approach is appealing for several reasons: it reduces the dimension of the inference problem; 
it avoids the need to infer the intensity scaling factor, which relates the measured LII signal to the 
spectral incandescence [172]; and it gives a temperature that provides some physical insight into the 
heat transfer processes that govern nanoparticle heating and cooling. In general, one can define an 
effective temperature at any given instant in time using a least squares analysis by assuming that all the 
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In the above equation, all the terms are time-dependent, including the ISF and absorption efficiency. If 
Rayleigh theory is used to model Qabs,, the inference becomes 
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The dp2/4 and dp3/ terms are merged into the Λ coefficient in Eq. (4.24) and Eq. (4.25), respectively. 
For the particular case of two-color pyrometry (w = 2), a closed-formed solution for Teff is found by 
invoking Wien’s approximation and taking the ratio of the signals 
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  (4.26) 
and E(m)r = E(mm. This avoids calculating the ISF altogether, although the parameter can still 
be evaluated by substitution and contains useful information [172]. 
If one cannot invoke the Rayleigh approximation, the absorption cross section is a non-linear 
function of the nanoparticle diameter. Accordingly, defining an effective temperature now requires 
knowledge of dp, which is not generally known a priori. One solution is to also define an effective 
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x   (4.27) 
This effective temperature corresponds to an ensemble average of the temperatures in the real aerosol 
and is equivalent to the temperature of a hypothetical monodisperse aerosol of the specified effective 
diameter that will produce an emission spectrum that most closely resembles the experimental emission 
spectrum. An identical treatment must be applied to simulated data in order to infer the effective 
temperature. One candidate effective diameter is the geometric mean, dp,g, which is motivated by the 
fact that, when using Rayleigh theory to interpret laser absorption and incandescence from 
nanoparticles during conduction-dominated cooling, the pyrometric temperature would correspond to 
that of a hypothetical monodisperse aerosol containing nanoparticles having the geometric mean 
diameter of the polydisperse aerosol [49]. Alternatively, the volumetric diameter 
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could be used.  
The pyrometric temperature is often used to indicate the internal energy of the atoms and 
molecules in the nanoparticle, and the variation of peak pyrometric temperature with laser fluence is 
often related to evaporation and sublimation. In a strict thermodynamic sense, were the true 
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nanoparticle size distribution and corresponding size-dependent temperatures known, the instantaneous 
thermodynamic temperature (i.e. the temperature that indicates the average internal energy of the 
nanoparticles within the probe volume) could be calculated from 
 
























  (4.29) 
where, as before, all of the terms can be a function of time. 
 
4.4 Effect of the spectroscopic model assumption on TiRe-LII data 
interpretations  
 
Consider now the kind of errors that will arise when the Rayleigh approximation is used to simulate the 
incandescence signals.  
 
4.4.1 Effect of the spectroscopic model assumptions on the simulated nanoparticle 
temperature  
Most TiRe-LII analyses assume that nanoparticles are heated to the same peak temperature regardless 
of their size, a consequence of the fact that the Rayleigh absorption cross-section and the sensible 
energy of the nanoparticle are both proportional to dp3. Consider simulated LII measurements on liquid 
silicon nanoparticles generated using model parameters adapted from Menser et al. [168]. Nanoparticles 
are heated using a spatially-uniform and temporally-Gaussian pulse at 1064 nm with a full-width half 
maximum of 15 ns at a fluence of 8 mJ/mm2. The bath gas consists of 93% Ar and 7% H2 at Tg = 1500 
K and Pg = 10 kPa, and  = 0.2 is assumed for the heat transfer model. Figure 4-3a shows that the 
Rayleigh model predicts an approximately identical temperature profile for nanoparticles of different 
sizes, with the only differences stemming from a size-dependent nanoparticle dilation due to the 
temperature-dependent density, and a size-dependent evaporation rate. In contrast, Mie theory predicts 
a much broader range in peak temperatures, which results in a strong size-dependent decay rate in the 
nanoparticle temperature following the peak temperature, with large nanoparticles exhibiting rapid 
mass loss due to evaporation, cf. Figure 4-3b. This would result in significant errors that would 
propagate into inferred nanoparticle diameters. The quadrupole approximation, Eqs. (4.22) and (4.23), 
generally overpredicts the absorption cross-section of larger nanoparticles, increasing the range of 
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modeled peak temperatures, cf. Figure 4-3c. Consequently, more mass loss is predicted for larger 
nanoparticles due to superheating relative to Mie theory, especially during the laser pulse period.  
 
4.4.2 Effect of the spectroscopic model assumption on the prompt effective 
temperature  
Consider the Mie theory results shown in Figure 4-3b as the ground truth. Incandescence signals are 
generated by integrating the incandescence emitted by each size class over a lognormal distribution 
having a geometric mean and standard deviation of 25 nm and 1.3, respectively, following Eq. (4.1). 
Spectral signals are generated by sampling the incandescence between 425 nm and 700 nm at 0.4 nm 
intervals, matching the resolution of the spectrometer used in Ref. [168]. The simulated incandescence 
signals are then used to calculate an effective temperature using either: (i) the Rayleigh approximation, 
Eq. (4.25); or (ii) Mie theory with dp,g or dp,v as effective diameter, Eq. (4.27). Figure 4-4 shows that the 
effective temperature obtained from the Rayleigh interpretation closely resembles the thermodynamic 
temperature and that the Rayleigh- and Mie-based temperatures are quite similar. This suggests that it 
may be reasonable to use the Rayleigh/monodisperse approximation in order to calculate a pyrometric 
temperature, even if the phase shift criterion is violated.  
Figure 4-5 shows the nanoparticles temperature distribution at the peak incandescence signal 
when the absorption efficiency is calculated: (i) using Rayleigh approximation, TpeakRayl(dp); and (ii) 
using Mie theory, TpeakMie(dp). The simulation assumptions are identical to what is used to generate 
Figure 4-3. As previously discussed, the peak temperature predicted using Rayleigh theory is more 
 
Figure 4-3  Temperature of liquid silicon nanoparticles obtained using a laser having a uniform 
spatial and Gaussian temporal profile. Results are shown for a range of spectroscopic models, 
including: (a) the Rayleigh approximation, Eq. (4.20); (b) Mie theory; Eqs. (4.15) and (4.16); and (c) the 
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uniform compared to Mie theory. The TpeakRayl(dp) and TpeakMie(dp) distributions are then used to define 
a pyrometric temperature via the Rayleigh approximation, Eq. (4.25), to process the total incandescence 
signal calculated using p(dp) in Eq. (4.1). The error in predicting the peak temperature distribution, 
TpeakMie(dp) - TpeakRayl(dp) caused by using the Rayleigh approximation, propagates into the pyrometric 
temperature through the modeled incandescence signal. Furthermore, this error increases as the 
distribution becomes wider or as it shifts towards larger particles. Therefore, we expect that the 
pyrometric temperature difference further increases by increasing the geometric mean or geometric 
standard deviation in p(dp). 
 
Figure 4-4 The effective temperature of silicon nanoparticles inferred by simulating the incandescence signal 
(using Mie theory and considering polydispersity) over a wavelengths between 425 nm and 700 nm. Effective 
temperatures are evaluated using the Rayleigh approximation, Mie theory assuming dp,g, and Mie theory 
assuming dp,v. The laser fluence, f(t), is shown as a red line. The cross-sections predicted using Rayleigh and 
Mie theory produce very similar effective temperatures, all of which exceed the thermodynamic temperature 
during laser heating. 
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4.4.3 Anomalies in the intensity scaling factor  
Next, consider the anomalies in the effective ISF for TiRe-LII measurements on silicon nanoparticles 
reported by Menser et al. [168]. In their study, the data collected by patching together streak camera 
(Hamamatsu C10910) images recorded with a temporal offset of 1μs and the temporal resolution of the 
camera was 5 ns. A streak camera operates by transforming the time variations of light pulse into a 
spatial profile on a detector which is achieved by producing time-varying deflection of the light across 
the width of the detector. A light pulse enters the instrument through a narrow slit along one direction 
gets deflected in the perpendicular direction so that photons that arrive first hit the detector at a different 
position compared to photons that arrive later [192].  
Effective temperatures and ISFs are evaluated using Rayleigh theory and shown as circles in 
Figure 4-6b. While one would expect the effective ISF to be constant, analysis of experimental data 
shows that it varies with time, and decreases sharply after the laser pulse. Menser et al. [168] attributed 
 
Figure 4-5  Pyrometric temperature of silicon nanoparticles at the peak incandescence as a function 
of nanoparticle diameter, calculated using either Mie theory, TpeakMie(dp), or Rayleigh theory, 
TpeakRayl(dp), to generate the incandescence. (These temperatures closely correspond to the maximum 
temperature reached by each size class in Figure 4-3 a and b). Dashed horizontal lines correspond to 
the pyrometrically-defined peak effective temperature inferred assuming Rayleigh theory (that is 
Tpeakeff,Rayl from Eq. (4.26)) for incandescence generated using both methods and assuming the particle 
size distribution. 
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this trend, in part, to the fact that the streak camera data is “temporally blended” due to the finite width 
of the spectrograph slit. To understand the origin of this anomaly, we simulate the incandescence signal 
using Eq. (4.1), and progressively relax a range of assumptions in the spectroscopic model used to 
generate the signal. In all cases, Rayleigh theory is used to calculate the effective temperature from the 
simulated LII signals. The TiRe-LII data is produced following three scenarios: (i) Rayleigh theory for 
an aerosol composed of silicon nanoparticles having a diameter of 25 nm (matching the assumptions in 
the pyrometric model); Mie theory with a diameter of 25 nm; (iii) Mie theory with polydisperse particle 
diameters (lognormal with a  geometric mean and standard deviation  of  25 nm and 1.3, respectively); 
and finally (iv) with the quadrupole approximation, Eq. (4.22), with polydisperse particle diameters.  
The pyrometrically-inferred effective ISF, shown in Figure 4-6, changes with the assumptions 
used to generate the TiRe-LII signals. Using Mie theory to model the laser absorption leads to a higher 
mass loss due to evaporation and a larger drop in the ISF. Including polydisperse particle sizes 
exacerbates this effect, since polydispersity broadens the distribution of nanoparticle temperatures, cf. 
Section 4.4.1. The resulting temporal variation in the ISF resembles the experimental trends reported 
by Menser et al. [168], suggesting that this effect could be attributed mostly to the use of the Rayleigh 
absorption cross-section combined with the assumption of monodisperse particle diameters. 
These results indicate the need to couple the heat transfer and spectroscopic models in the case 
of metal aerosols. While this approach was previously necessary to simulate polydispersity during 
nanoparticle cooling using the Rayleigh model (e.g. [167]), the results shown in Figure 4-6 indicate 
that, for aerosols of metal nanoparticles Mie theory should be used to model both nanoparticle heating 
and cooling, in order to capture the nanoparticle temperature distribution at any instant. Figure 4-7 
demonstrates the necessary steps for such an approach. Incandescence is simulated using the heat 
transfer and spectroscopic models, in this case evaluating the absorption efficiency using Mie theory, 
incorporating polydisperse sizes, and accounting for the change in the refractive index due to melting. 
At this point, simulated and modeled incandescence traces can be reduced to an effective temperature 
using Rayleigh theory, Eq. (4.25). The analysis then focuses on identifying the unknown aerosol 
attributes (e.g. size distribution parameters) by regressing the modeled effective temperatures to the 
measured effective temperatures, e.g. through Bayesian inference [159]. 
 
 




Figure 4-6 Comparing the normalized effective intensity scaling factor, eff /max(eff ), and 
temperature, Teff,Rayl, (i) inferred using Rayleigh theory, Eq. (4.25), after simulating the TiRe-LII signals 
using different spectroscopic models, and (ii) reported directly by Menser et al. [168]. Simulations 
model liquid silicon nanoparticles with Tg =1500 K, Pg = 100 kPa, = 0.2, and nanoparticles sizes 
approximated with a lognormal size distribution having a geometric mean and standard deviation  
of  25 nm and 1.3, respectively. The nanoparticles are heated using a spatially-uniform and 
temporally-Gaussian pulse at 1064 nm with a full-width half maximum of 15 ns and a fluence of 8 
mJ/mm2. 
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The major drawbacks of this approach are that: (i) calculation of the pyrometric temperature 
now requires knowledge of the particle size; and (ii) the Mie absorption cross-section is 
computationally-costly to evaluate. The first issue is unavoidable as the above analysis shows that, in 
the case of metal aerosols, accurate TiRe-LII traces can only be generated if Mie theory is used to 
simulate incandescence. One may be tempted to circumvent the second issue by using the Mie 
 
Figure 4-7  Algorithm for inferring nanoparticle quantities of interest (QoI) from TiRe-LII signals for 
coupled spectroscopic and heat transfer models. In this instance, the particle size distribution is used 
to evaluate the effective temperature from both simulated and experimental incandescence (i.e. steps 
3 and B). In addition, the heat transfer and spectroscopic models in steps 1 and 2 are updated to 
incorporate the size-dependent absorption cross section predicted by Mie theory and a change in 
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quadruple approximation, Eq. (4.22). Surprisingly, Figure 4-6 shows that, when the simulated data is 
generated with the quadrupole approximation, the pyrometric temperature and ISF differ significantly 
from those found using Mie theory. As shown in Figure 4-3c, the quadrupole approximation over-
predicts the absorption cross-section of the nanoparticle, causing the largest nanoparticles to lose a 
significant percentage of their mass before the peak laser intensity and therefore less mass is lost after 
the peak compared to the Mie theory. This effect can be seen as a sharp drop in ISF during the heating 
process in Figure 4-6. This results in an under-prediction of eff(t) after the signal peak. This finding 
indicates that the quadrupole approximation should not be used to interpret TiRe-LII measurements on 
metal nanoparticles. 
 
4.4.4 Peak nanoparticle temperature and excessive absorption  
Another anomaly reported in the literature concerns the effective absorption cross-section required for 
metal nanoparticles to reach the inferred peak temperature at a given laser fluence. Previous treatments 
by Eremin et al. [113] and Sipkens et al. [21,180] assumed a monodisperse aerosol and determined this 
quantity by considering the integration of the energy balance in Eq. (4.3) carried out from the start of 
laser heating until the peak pyrometric temperature, neglecting the cooling terms, 











   (4.30) 
where H(Tg) and H(Tpeakeff) are the enthalpies of the material at the buffer gas temperature, Tg, and the 
peak effective temperature, Tpeakeff, and Qlaser is the total energy transferred to the nanoparticle due to 
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This expression can now be used to derive an effective “calorimetric” E(m) that would be necessary 
to reach the experimentally-derived peak effective temperature,  
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The nanoparticle size now cancels out in Eq. (4.33). Sipkens et al. [21,180] defined the ratio of the 
calorimetrically-defined absorption efficiency to the one predicted using the spectroscopic model, 
























  (4.34) 
where E(m)spectr is derived from the optical properties given in the literature.  
Figure 4-1 shows the quantity in Eq. (4.34) derived from the TiRe-LII signals of Eremin et al. 
[113] and Sipkens et al. [21]. Eremin et al. [113] investigated aerosols of iron nanoparticles having 
lognormal size distributions with geometric means that varied between 2 and 15 nm and a geometric 
standard deviation of 1.2. TiRe-LII measurements were carried out using a 1064 nm laser at fluences 
between 3 to 5 mJ/mm2 and a full-width half-maximum (FWHM) of 12 ns. Sipkens et al. [21] 
considered an aerosol of iron nanoparticles having diameters that obeyed a lognormal distribution with 
a geometric mean and standard deviation of 40 nm and 1.16, respectively; an aerosol of silver 
nanoparticles having diameters that obeyed a Weibull distribution with a mean of 64.4 nm and a 
standard deviation of 6.11; and an aerosol of molybdenum nanoparticles, having diameters that obeyed 
a lognormal distribution with a geometric mean and standard deviation of 45 nm and 1.49, respectively. 
Figure 4-1 demonstrates that the experimentally-derived cross-section greatly exceeds that predicted 
by Rayleigh theory, in some cases by more than an order-of-magnitude. 
To examine this anomaly, we revisit the assumptions that underlie this calculation. For each of 
these cases, we generate simulated TiRe-LII signals using Mie theory and account for polydispersity 
and a change in the refractive index when the nanoparticles melt. The melting effect on the refractive 
index is assumed to be spontaneous for iron nanoparticles and is calculated using the information in 
Table 4.1. If we consider how polydispersity and variation in thermophysical properties of the 
nanoparticles with temperature affect the change to the internal energy of the nanoparticles, a more 
accurate version of the LHS of Eq. (4.30) is 
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  (4.35) 
where p(dp, t0) and p(dp, tpeak) are the initial particle size distributions and the size distribution at the 
peak pyrometric temperature, the latter determined by solving Eq. (4.3), and Upeak and U0 are the total 
internal energy of the aerosolized particle at the peak and prior to the laser pulse, respectively. By 
combining Eq. (4.31) and Eq. (4.35) about the geometric mean diameter, the experimentally-derived 













  (4.36) 
This value can be compared to the one found from [E(m)]exp following the previous treatment by 












m   (4.37) 
Applying this approach to silicon nanoparticles (using the same simulation parameters as Section 4.4.1) 
shows that the error caused by neglecting polydisperse particle sizes is less than 5%, cf. Table 4.1. 
Therefore, Eq. (4.30) can be used as a physical approximation of aerosol absorption for both simulating 
data and for interpreting experiments results.  
Table 4.1 Comparing different effective absorption cross-sections inferred from simulated data, given in Figure 
4-3b. 





Mie, Eq. (4.27) N/A 
Expression to 
evaluate (Qabs,)exp 






No (evaluated at dp,g) Yes 
(Qabs, )exp 0.0113 0.0116 0.0119 
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 With this in mind, the experimentally-derived effective absorption cross-section, 
(Qabs,lasereff)exp, is found by multiplying the data in Figure 4-1 by the spectroscopically-derived Rayleigh 
absorption cross-section at dp,g. The ratio can now be updated using a new spectroscopically-derived 
absorption cross-section obtained from the particle size distribution found using the algorithm depicted 
in Figure 4-7. Progressively more elaborate spectroscopic models can be used to simulate the laser 
heating of the nanoparticle and the emitted spectral incandescence. One should note that, according to 
Figure 4-7, the effective absorption cross-section used to define Teff does not matter, as long as the 
simulated and measured signals are processed in the same way.   
 
Figure 4-8  Ratio of the calorimetric and spectroscopic absorption cross-sections at the laser 
wavelength reported by Eremin et al. [113] for aerosols of solid iron nanoparticles. Purple circles are 
the original results calculated by comparing effective experimental absorption cross-section found 
from Eq. (4.37) using the peak pyrometric temperature, compared to the Rayleigh absorption cross-
section at dp,g, Eq. (4.32). The blue squares denote signals computed with Mie theory assuming a 
monodisperse aerosol (dp = dp,g) and ignoring the change in refractive index due to melting, and then 
inferring the effective absorption cross-section using Eq. (4.33). Green triangles are found by 
simulating the signals using Mie for a monodisperse aerosol but with considering the refractive index 
change due to melting. Red diamonds show results by considering Mie theory, polydispersity and 
refractive index change due to melting, which is the most accurate model. The largest effect comes 
from considering the change in refractive index upon melting, and, for larger nanoparticles, Mie 
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For aerosols of iron nanoparticles, Figure 4-8 shows the ratio of calorimetrically-derived 
(Qabs,lasereff)exp, reported by Eremin et al. [114] (originally in terms of an effective E(m)) to the one 
predicted using various spectroscopic models to compute the laser absorption and spectral 
incandescence, including when: (i) the absorption cross section is modelled using Mie theory and a 
monodisperse size distribution is assumed; (ii) Mie theory is used, accounting for polydisperse sizes; 
and, finally, (iii) one that accounts for the change in refractive index as the iron nanoparticles melt. The 
agreement between the experimental results and the modelled data improves considerably as additional 
effects are included in the simulation, largely resolving the discrepancy between spectroscopic and 
calorimetric absorption cross-sections. Closer inspection of Figure 4-8 suggests a possible size 
dependence for larger nanoparticles, although it is unclear whether this is significant in view of 
experimental uncertainties. 
We repeat this analysis using calorimetrically-inferred absorption cross-sections for the iron, 
silver, and molybdenum nanoparticles reported by Sipkens et al. [21]. Following this procedure, Figure 
4-9 shows that the effective absorption cross-sections predicted using the spectroscopic model are 
 
Figure 4-9  Ratio of the calorimetric and spectroscopic absorption cross-sections at the laser 
wavelength reported by Sipkens et al. [21] for aerosols of solid molybdenum, iron, and silver 
nanoparticles. Rectangles represent the uncertainty in the reported values. The lighter rectangles 
show the original values, and the darker rectangles indicate the results when accounting for Mie 
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generally more consistent with the calorimetrically-inferred values, particularly for the aerosol of 
molybdenum nanoparticles. For the iron nanoparticles, accounting for Mie theory, the change in 
refractive index upon melting, and polydisperse sizes in the spectroscopic cross-section brings it closer 
to the calorimetric cross-section, but the calorimetric cross-section is still larger by a factor of 2-3. This 
indicates that the effective temperature reached by the aerosol during the LII measurements is higher 
than the one predicted by the simulation using the most accurate physical model. This remaining 
discrepancy may suggest that the nanoparticle size distribution is larger than what Sipkens et al. [21] 
measured by dynamic light scattering. It is also possible that the aerosol contained aggregates, as 
opposed to isolated nanospheres, which would affect both the spectroscopic and heat transfer models. 
Rayleigh-Debye-Gans fractal aggregate (RDG-FA) theory does not apply to these aggregates because 
it is fundamentally dependent on primary particles to be in the Rayleigh regime. For aggregates, 
multiple internal scattering may increase the overall absorption efficiency of the aggregate compared 
to the individual nanoparticles [23,122,193,194]. Semi-analytical methods such as discrete dipole 
approximation (DDA) [87,136,195] or T-matrix [86,122,127] or fully numerical schemes such as finite-
different time-domain (FDTD) [196] can be used to retrieve the optical properties of aggregates. Due 
to the heat up the aggregates will go through a sintering process which will change their morphology 
during the measurements [197,198]. Partial oxidation of the nanoparticle could also increase the 
absorption cross-section due to constructive electromagnetic field interference [199]. In the case the 
nanoparticles are synthesized in a colloidal solution, a surfactant must be used to stop agglomeration 
and growth of nanoparticles. The surfactant could remain on the nanoparticle after the aerosolization 
process and potentially change the nanoparticle to a core-shell nanoparticle. This could change the 
optical properties of the nanoparticle dependent upon the time which the surfactant remains on the 
surface during the heating process. Alternatively, the uncertainty in the Clausius-Clapeyron equation 
prediction of vapour partial pressure may contribute to the remaining discrepancies [168]. In the case 
of Mo nanoparticles, due to high melting temperature (~ 2,896 K) no evaporation occurs and the 
discrepancy is completely solved after applying the Mie theory and polydispersity. 
For the silver nanoparticles, accounting for Mie theory, polydispersity, and the change in 
refractive index lowers the ratio of calorimetrically- to spectroscopically-defined absorption 
efficiencies from 16.4 ± 0.72 to 10.1 ± 0.45. The large ratio is a consequence of the relatively small 
absorption cross-section of silver nanoparticles. In principle, it should not be possible for the laser pulse 
to heat the silver nanoparticles more than 100 K above their initial temperature at the given fluences. 
This suggests that other phenomena may be involved (e.g. the observed signals are not incandescence, 
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but some other non-incandescent phenomena [200]). The TiRe-LII measurements on silver will discuss 
in details in Chapter 6.  
 
4.4.5 Spectral distribution of E(mλ) for iron nanoparticles 
Finally, we consider the discrepancy between the experimentally-inferred and spectroscopically-

















  (4.38) 
As expected the E(m)r from Rayleigh theory is independent of particle size. In contrast, the equivalent 















  (4.39) 
Sipkens et al. [21] estimated an experimentally-implied value of E(m)r by assuming that the plateau in 
the peak effective temperature for higher fluences should only slightly exceed the boiling point of the 
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  (4.40) 
Using the boiling temperature of bulk iron (Tb ≈ 3073 K), Sipkens et al. found [E(m)r]exp  ≈ 1.1. This 
value is consistent with the assumption that E(m)r = 1.0, which was universally adopted in previous LII 
studies on iron nanoparticles (e.g. Ref. [163]). However, this value is inconsistent with the value of 
E(m)r = 1.82 derived from published ellipsometry measurements on molten iron, cf. Table 1. The 
E(m)r,Mie approaches unity for nanoparticles larger than 50 nm, cf. Figure 4-10 therefore, the 
discrepancy might be partially attributed to the faulty assumption of Rayleigh theory.  
 Of course, if Rayleigh theory cannot be applied, E(m)r loses its physical meaning. In this case, 
one can attempt to reproduce this anomaly by defining an [E(m)r]sim by combining Eq. (4.40) with 
simulated incandescence that incorporates Mie theory, polydispersity and the change in the refractive 
index due to melting. Simulated TiRe-LII measurements for iron nanoparticles are generated for this 
purpose using the experimental parameters reported by Sipkens et al. [21] (dp,g = 40 nm, p,g = 1.16) at 
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a fluence of F0 = 2.9 mJ/mm2. Following this procedure results in [E(m)r]sim = 11.17. The magnitude of 
this value, which greatly exceeds what could be considered plausible, stems from the fact that [E(m)r]sim 
must significantly enhance the incandescence from the nanoparticles, which only reach Tpeakeff,Rayl = 
1795 K, to match the emission expected from nanoparticles at the boiling point (Tboil = 3073 K) used in 
Eq. (4.40).  
 To proceed, then, we next consider that the excessive absorption by the nanoparticle can be 
accommodated by artificially modifying Qabs,Mie(dp) to yQabs,Mie(dp), where y coefficient accounts for 
some unknown mechanism that could enhance the absorption. Figure 4-11 shows that as y increases, 
the value of Teff,Rayl increases to Tboil and [E(m)r]sim decreases to the value inferred by Sipkens et al. [21] 
(in fact, dropping below 1.1). This suggests that, if the excessive absorption is assumed to be physical, 
the difference between the spectroscopic value of E(m)r and the experimental [E(m)r]exp from Sipkens 
et al. [21] could stem from a misapplication of Rayleigh theory. This is to say that the combination of: 
(i) Mie theory causing a distribution of nanoparticle temperatures; (ii) these temperatures being 
weighted more heading towards the larger, hotter particles (cf. Figure 4-5); and (iii) the inadequacy of 
Eq. (39) and using a single nanoparticle temperature to infer a value of E(m)r combine to suppress the 
perceived value of [E(m)r]exp.  
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Another possibility is that there is no need to artificially modify Qabs,Mie(dp) to reach lower 
values of [E(m)r]sim, but the size distribution differs from the ex-situ characterization. This could lead 
to higher nanoparticle temperatures and therefore a lower [E(m)r]sim. Figure 4-12 shows a contour plot 
 
Figure 4-10 Comparing Rayleigh and Mie absorption at 442 nm and 716 nm for liquid iron 
nanoparticles. 
 
Figure 4-11  Comparison of [E(m)r]sim, which is inferred from simulations, as a function of y coefficient 
for the size distribution reported by Sipkens et al. [21] (dp,g = 40 nm, p,g = 1.16) to [E(m)r]exp  inferred 
from experimental data at F0 = 2.9 mJ/mm2. 
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of [E(m)r]sim as a function of dp,g and the geometric standard deviation, p,g, respectively for a fixed 
fluence of F0 = 2.9 mJ/mm2. The results show that a value of 1.21 is reached only for extreme values 
of dp,g and p,g, which is significantly different from the DLS size distribution reported by Sipkens et 
al. [21]. Accordingly, this scenario is unlikely.   
 
4.4.6 Effect of nanoparticle charge 
The Mie scattering coefficients in Eqs. (4.17) and (4.18) are derived by solving the Helmholtz wave 
equation for a non-charged and non-magnetic sphere suspended in a non-absorbing medium [83,120]. 
During the LII experiments, we expect the nanoparticles to accumulate a positive charge due to electron 
emission processes [201–203]. The synthesis process can also impart a charge on the nanoparticles. In 
the case of a nanoparticle colloid, for example, synthesis surfactants are used to protect the surface of 
the nanoparticles, stop their growth and prevent agglomeration by adding a positive or negative net 
charge to the nanoparticle [204]. 
In the case of a non-magnetic charged nanoparticle, the modified Mie scattering coefficients 
are [205–207] 
 
Figure 4-12 Simulation results as a function of dp,g and p,g for a fixed value of laser fluence. The 
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  (4.43) 
In Eq. (4.43) is the electrostatic potential of the nanoparticle in volts defined as 








  (4.44) 
where Ne is integer charge of the nanoparticle, eelec is electron charge, sgn(·) is the signum function, fc  
= eelec/melec = 1.96 ⨯ 10-6, and the parameters s ≈ 2kp/h [208,209], h and kB are Planck and 
Boltzmann constants, respectively. As shown in Eq. (4.44) the charge to size ratio of the nanoparticle 
alters the Mie scattering coefficients compared to the non-charged ones.  
We consider absorption efficiencies calculated using the exact Mie coefficients, Eqs. (4.41) 
and (4.42), as well as an approximation by Wang et al. [208] for 442 nm, 716 nm and 1064 nm as a 
function of the nanoparticle charge and at Tp = 2000 K. Mitrani [201] et al. predicted a maximum of  Ne 
= 40 for carbonaceous nanoparticles through thermionic emission during TiRe-LII experiments. Talebi-
Moghaddam et al. [200] predicted a maximum value of Ne = 12 for liquid silicon nanoparticle. In all 
cases, our calculations show that the nanoparticle charge has a negligible impact on the absorption 
efficiency. 
 
4.5 Conclusions  
 
Time-resolved laser-induced incandescence is increasingly applied to measure metal nanoparticles, but 
there remain several anomalies that cannot be explained using standard LII models. Instead, a number 
of effects have been speculated in the literature, including size-dependent optical properties and signal 
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contamination by non-incandescent laser-induced emission (e.g. from a plasma). Our analysis showed 
that many of these discrepancies, including temporal variation in the intensity scaling factor during 
TiRe-LII measurements on molten (metal) silicon, enhanced absorption cross-sections of molybdenum 
and iron nanoparticles, and the [E(m)r]exp ratio for iron nanoparticles, can be partially explained by: (i) 
the fact that the Rayleigh approximation of Mie theory is usually invalid for metal nanoparticles under 
TiRe-LII conditions; (ii) polydisperse particle sizes, coupled with Mie theory, increase temperature 
non-uniformity in the aerosol; (iii) and the fact that the radiative properties of iron change significantly 
upon melting. Our analysis also shows that the charge state of metal nanoparticles is unlikely to 
contribute to these phenomena.  
While implementing Mie theory explains some of the observed anomalies, some problems 
remain. For example, the spectroscopically-defined absorption cross-section of silver nanoparticles 
restricts nanoparticle heating to only several hundred Kelvin, which would render incandescence 
undetectable. Also, in the case of iron nanoparticles, while the discrepancy between calorimetrically- 
and spectroscopically-derived absorption cross-sections has been reduced, it has not been eliminated 
fully. This may be connected to the discrepancy in the E(m)r value for iron nanoparticles, which is not 
completely explained by the faulty assumptions of Rayleigh approximation and monodisperse sizes. 
These results point to other deficiencies in the spectroscopic model, such as non-incandescent LIE 
contaminating the incandescence signals, uncertainty in the physical parameters used in the simulation, 
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Chapter 5  





The content of this chapter is an extended version of an article published in Applied Physics B titled, 
“Plasma emission during time-resolved laser-induced incandescence measurements of aerosolized 
metal nanoparticles [200].”   
 
5.1 Introduction  
 
In the previous chapter, it is shown that how using Mie theory within TiRe-LII spectroscopic model 
instead of the Rayleigh approximation and combining it with polydispersity and change of refractive 
index due to melting could at least partially explain the excessive absorption phenomenon as well as 
the temporal variation of the integral scaling factor (ISF) in the case of LII measurements on liquid 
silicon. However, these modifications do not completely address anomalous cooling and remaining 
excessive absorption for LII measurements on Fe and Ag nanoparticles. 
A laser-induced aerosol plasma could potentially explain each of these observations. 
Anomalous cooling may be due to the corruption of spectral incandescence by bremsstrahlung 
emission, which would be most pronounced at short wavelengths, leading to an elevated pyrometric 
temperature lasting until the plasma dissipates [112,117]. Enhanced absorption of the laser pulse by 
metal nanoparticles could be caused by inverse bremsstrahlung absorption, which may also explain the 
increased extinction of the aerosol during and shortly after the laser pulse in LII/LOSA measurements. 
Also, while Saffaripour et al. [210] speculated that the change in extinction they observed in their 
combined LII/LOSA measurements on soot could be due to a change in the optical properties of soot 
induced by laser heating, these results could alternatively be explained (at least in part) by plasma 
absorption. Laser-induced plasmas surrounding nanoparticles have been observed in other scenarios, 
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albeit at higher fluences. For example, when carrying out laser-induced breakdown spectroscopy 
(LIBS) measurements on metal oxide nanoaerosols, Tse’s group [211,212] discovered a fluence regime, 
typically ~30 mJ/mm2, in which it is possible to break down the nanoparticle and not the enveloping 
gas, based on the presence of atomic line emission from the nanoparticle constituents and the absence 
of lines from the gas constituents. They hypothesize that the laser pulse induces a localized plasma that 
envelops and consumes the nanoparticle, without affecting the gas. Evidence for plasma formation at 
even lower fluences (~10 mJ/mm2) is provided by Menser et al. [213], who observed spontaneous 
atomic emission from laser-heated silicon nanoparticles, lasting for hundreds of nanoseconds after the 
laser pulse, cf. Figure 5-1. This signal comes from a sustained source of excited silicon atoms, which 
implies the existence of laser-induced plasma. In another study, Maffi et al. [214] investigated laser-
induced emission (LIE) from titania (TiO2) aerosolized nanoparticles using a fluence of 6 mJ/mm2. 
Their results indicated that in many cases, the radiation could not be purely presumed as incandescence 
and the perturbations in the signal caused by short-lived photoluminescence of titania and emission of 
molecular bands should be considered as incandescence signal contaminators.  
 The current chapter examines the physical phenomena that may underlie laser-induced plasma 
formation in LII experiments on the metallic nanoparticles, specifically molten Si, Fe, and Mo 
nanoparticles in argon, and quantifies how it may affect spectral intensity measurements.  The different 
thermophysical properties of these nanoparticles, especially the boiling point, latent heat of 
vaporization, and refractive index, enables a comparative analysis that provides insight into the physics 
underlying this phenomenon. The results show that plasma formation depends strongly on the laser 
pulse fluence, nanoparticle material and size, and ambient gas conditions. While plasma absorption and 
emission could explain both anomalous cooling and excessive absorption phenomena for high-fluence 
LII experiments, the current model is unable to justify some of the discrepancies reported in the 
literature for low-fluence experiments. Suggestions to improve the current plasma model are proposed 
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5.2 Initial electron generation mechanisms   
 
Plasma formation starts from a small number of “trigger electrons”, which accelerate in the presence 
of the oscillating E-M wave and produce more electrons through impact ionization, thereby initiating 
an “electron cascade.” Trigger electrons can potentially arise from two primary candidate sources for  
 
Figure 5-1  (a) Temporal versus spectral emission of atomic line emissions from Si. The observed lines are 
251 nm and 288 nm (b) The observed signal composed of the “prompt” feature and the “delayed” component 
with a longer intensity decay. The figure is used with permission from Menser et al. study [213]. 
an aerosol: (i) the molecules in the gas phase surrounding the nanoparticle, including both evaporated 
nanoparticle molecules and bath gas molecules; and (ii) the metallic nanoparticle itself. The interaction 
of the laser pulse with the gas-phase molecules can release initial electrons due to multi-photon 
ionization (MPI), while electrons can be emitted by the nanoparticle through plasmonic decay 
photoemission [215], thermionic emission [216], and thermally-assisted photoemission [202]. We 
consider the plausibility of each scenario below. 
 
5.2.1 Trigger electrons from the gas-phase  
A molecule having an ionization potential of Wion can be directly ionized by a photon having a larger 
energy ep = h. However, several photons with energies below the atomic ionization potential can also 
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time of the valence electron. The ionization rates for both the evaporated species and bath gas molecules 
are proportional to ph
n
I  [217]  
                           phoMPMPI I i n                    ,
n
IWW     (5.1) 
where I is the pulse intensity, σMPI  is the MPI cross-section of each species, and nph is the number of 
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  (5.2) 
While MPI is a viable source of trigger electrons in LIBS experiments carried out at higher 
fluences [41], the laser intensities and pulse durations typical of LII experiments are insufficient to 
ionize the metal vapors. Moreover, experiments on bulk silicon irradiated by a 1064 nm laser pulse 
with intensities up to 107 W/cm2, far higher than those typical of LII measurements, showed no evidence 
of MPI-generated electrons [218], and, since the ionization energy of the bath gas molecules exceed 
those of evaporated metal atoms (e.g., Ar has a first ionization energy of 15.57 eV [219] while that of 
Si is 8.15 eV [220]), this result would appear to immediately disallow MPI as a candidate source of 
trigger electrons in LII experiments.  
However, some metallic nanoparticles act as “antennas” in the presence of an oscillating E-M 
field due to plasmonic effects, which causes high-intensity near-field regions to form in the vicinity of 
the nanoparticle [221,222]. In such cases, a molecule located within the near-field region may encounter 
a much higher intensity field compared to one that is further away. This phenomenon has been exploited 
to reduce the fluence threshold needed to produce a laser-induced plasma surrounding gold 
nanoparticles in water [177,223]. The near-field electric/magnetic spatial intensity profile is given by 
nNF(r) = E(r)/E0, where E0 is the incident-field electrical intensity, and E(r) is the electric field in the 
vicinity of the nanoparticle. This quantity can be readily found using Mie theory [177,199,224] for 
isolated nanospheres. Figure 5-2a shows nNF(r) contours for a 30 nm liquid silicon nanoparticle, and 
maximum field enhancements for Fe, Mo, Si, and Ag nanoparticles are plotted in Figure 5-2b as a 
function of nanoparticle size. Incorporating these near-field enhancements into Eq. (5.1), using pulses 
up to 10 mJ/mm2 with a 10 ns top-hat pulse (I  < 109 W/cm2), and assuming that evaporated atoms 
remain within the enhanced region during the entire laser pulse duration resulted in an insignificant 
amount of MPI ionization. Therefore, MPI ionization can be discounted as a candidate source of trigger 
electrons in 1064 nm LII experiments for Fe, Mo, Ag, and Si nanoparticles. This conclusion may not 
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hold at a shorter excitation wavelength, for example, 532 nm, due to the higher photon energy. Also, 
in the case of aggregation, the near field could intensify drastically due to the near-field coupling 
phenomenon [225,226].  
 
5.2.2 Trigger electrons from the nanoparticle   
Electron emission from the nanoparticle may also be enhanced through plasmonics. Following plasmon 
excitation due to light absorption, electromagnetic decay occurs on a femtosecond time scale, either 
radiatively through photon re-emission or non-radiatively by emitting hot electrons [227]. In the non-
radiative process, surface plasmons first decay into single-electron excited states. This may be followed 
by photoemission if the electron exceeds the work function of the material, which specifies the energy 
needed for an electron to escape the metallic surface. Electron emission may originate from the 
conduction band. Valence bands could also contribute to the emission (e.g., d-band) in the case of 
plasmonic nanoparticles [228–230]. Plasmonic decay has been used extensively for enhancing the 
efficiency of photovoltaics using noble metals nanoparticles such as Au and Ag [231–233]. However, 
our analysis of Fe, Mo and Si nanoparticles between 10-100 nm, irradiated by 1064 nm pulse, did not 
exhibit any plasmonic decay photoemission. Nevertheless, this phenomenon could be a contributing 
factor for trigger electron emission in LII experiments on Ag and Au nanoparticles (e.g., Refs. [21,57]), 
which will be discussed in Chapter 6.   
Thermionic emission [216] represents another candidate source of trigger electrons from the 
nanoparticle. It arises from the fact that electron energies within a metal obey a Boltzmann distribution, 
 
Figure 5-2 (a) Near-field enhancement around a 30 nm molten silicon nanoparticle interacting with 
1064 nm incident wavelength. (b) Maximum near-field profile as a function of nanoparticle size for 
different nanoparticles. 
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and a fraction will thus have an energy exceeding the work function. The rate of electron emission Jth 












   (5.3) 
where AR = 7.503  106 electrons/(nm2sK2), W is the work function, and kB is Boltzmann constant. The 






















  (5.4) 
where is the vacuum permittivity and sgn(⸱) is the sign of the nanoparticle accumulated charge. 
Thermionic emission has been included in some LII models, but only in the context of how it affects 
nanoparticle cooling [201,235]. 
The number flux of ionized atoms evaporated from the nanoparticle surface can be found from 
the Saha-Langmuir equation, which is derived assuming local thermal equilibrium across the phase 
interface of the nanoparticle [216]. The ratio of the number density of evaporated ionized species n1 to 













  (5.5) 
where Z1 and Z0 are associated partition functions. In the case of silicon nanoparticles at 4,000K (a 
typical peak LII temperature) these are 5.6 and 9.1 respectively [236], and Wi is the ionization potential. 
Ion emission will change the ionization potential, e, and consequently augment the electron emission 
rate, Jth.  
The accumulated number of electrons emitted by the nanoparticle is limited by ionization 
potential growth due to positive charge build-up of the nanoparticle, cf. Eq. (5.4). As an example, 
Mitrani et al. [201] predicted that approximately 25 accumulative electrons would be emitted from a 
32 nm diameter graphite nanoparticle during an LII measurement, which would likely be inadequate to 
initiate a plasma. However, most metallic nanoparticles have significantly higher evaporation rates 
compared to carbonaceous nanoparticles, resulting in more ion emission via the Saha-Langmuir 
equation. Ion emission reduces the positive charge potential and induces more electron emission from 
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the nanoparticle. This assumption is valid for the case of a low ion density accumulation in the vicinity 
of the nanoparticle so that the emission of ions does not affect the Richardson-Dushman equation [216]. 
The emission of thermal electrons strongly depends on the rate of atom and ion evaporation, which, in 
turn, depends on absorption efficiency of the nanoparticle as well as the enthalpy of vaporization and 
atomic mass.  
Accumulative thermionic electron emission from a 40 nm diameter Si nanoparticle is shown in 
Figure 5-3 (a) for different fluences. The accumulative electron emission increases at high fluences due 
to higher temperatures and evaporation rates, which collectively result in a greater rate of ion emission 
from the nanoparticle. Also, the ratio of the total number of emitted ions to the total emitted molecules 
(taken to be single Si atoms [237]) is less than 2.5% as shown in Figure 5-3 (a). If the effect of ion 
emission on the nanoparticle charge state is neglected, on the other hand, only 12 electrons are emitted. 
Low electron emission, in this case, is due to the positive charge built-up that halts the emission of 
thermal electrons early during the pulse, as shown in Figure 5-3b. This analysis suggests that, for low 
melting-point metals, thermionic emission is the most likely candidate source of trigger electrons. 
Finally, thermally-assisted multiphoton photoelectric emission [202,238,239] arises from the 
fact that the work function drops by increasing the plasmon electron energy over the Fermi level due 
to the elevated temperature of the material. This, in turn, increases the probability of multiphoton 
ionization from the nanoparticle. During a laser-pulse lasting on the order of nanoseconds, one would 
expect electrons emitted through thermally-assisted multiphoton photoelectric emission to precede 
thermionic emission, since the former scenario can occur at lower temperatures. Modeling this 
phenomenon requires several empirically-derived coefficients [240], which are unavailable for liquid 
Fe, Mo, and Si in the literature. Accordingly, this phenomenon is excluded from this study. 
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5.3 Laser-induced aerosol plasma generation  
 
A plasma forms when trigger electrons accelerate in the presence of the oscillating E-M field of the 
laser and collide with the bath gas molecules and evaporated nanoparticle neutrals and ions. The number 
density of neutral bath gas molecules far exceeds the evaporated nanoparticle atoms in LII experiments, 
so one may expect that the primary interaction between the E-M wave and the plasma is via inverse 
neutral bremsstrahlung absorption as the electrons scatter from the neutral bath gas species. Further 
ions and electrons are generated from the interaction of electrons with metallic evaporated molecules 
via impact ionization. Some of the free electrons combine with the ions to produce neutrals.  
The initial 100 ns of plasma formation and growth is called the “early plasma” problem [241]. 
The characteristic time constant for gas-phase collisional processes is much longer than those governing 
processes that control transport across the nanoparticle phase boundary. Accordingly, local thermal 
equilibrium (LTE), which underlies both the Saha equation, describing the ionization states of gas-
phase species, and Boltzmann kinetic theory, which governs the distribution of atomic energy levels 
[241], is unlikely to hold. Instead, empirical relations are used to model the initial breakdown event 
[242]. Unfortunately, the few models reported in the literature apply to lower laser wavelengths and 
higher pulse intensities compared to those used in LII experiments, which result in significantly higher 
 
Figure 5-3  Accumulative electron emission, and ratio of emitted ions to total evaporated species, 
from a Si nanoparticle during a 20 ns top-hat laser pulse for three different fluences with: (a) the 
influence of ion emission on the charge state of the nanoparticle; and (b) neglecting this effect. 
(a)
















































































F0 = 10 mJ/mm
2
F0 = 15 mJ/mm
2
F0 = 20 mJ/mm
2
With ion emission








F0 = 10 mJ/mm
2
F0 = 15 mJ/mm
2



























Talebi-Moghaddam, 2020 102   
 
MPI-driven electron emission [242–244]. Therefore, we must derive empirical electron growth 
equations appropriate to LII experiments [245]. 
In order to simplify the analysis, electron and ion growth models neglect electron diffusion and 
recombination. Moreover, the electron impact ionization rate is assumed to be sufficiently high to ionize 
all the evaporated species. The net effect of these assumptions and simplifications is to provide the 
maximum possible number density of electrons and ions, and thus the maximum possible influence of 
laser-induced plasma emission on LII measurements. We also assume that the electrons are not 
sufficiently energetic to ionize the LII bath gas species, which has a much higher ionization potential. 
This treatment is supported by the fact that typical LII fluences are less than those used in PS-LIBS 
[212], in which no bath gas ionization was observed. Double ionization of the evaporated species is 
similarly unlikely, since Si++, Fe++ and Mo++ ionization potentials are approximately equal to the Ar+ 
ionization potential. 
The duration of the LII laser pulse is usually less than 30 ns. Early plasma dynamics suggest 
that there is an insufficient opportunity for the plasma to equilibrate with the LII bath gas molecules 
[243,246]. Therefore, it can be assumed that the electrons and ions emitted by the nanoparticle are at a 
much higher temperature compared to the bath gas. Accordingly, the LII plasma submodel consists of 
two distinct systems: (i) the bath gas, which is assumed to be in local thermal equilibrium (LTE) at Tg; 
(ii) and ions and electrons emitted by the nanoparticle having speeds that approximately obey 
Maxwellian distributions corresponding to the plasma temperature Tpl and their respective masses. 
 
5.4 Thermal emission from a laser-induced plasma   
 
Broadband emission and absorption of a plasma is a consequence of the non-quantized (“free-free”) 
transitions in electronic translational energy states [247]. Continuum emission originates from non-
quantized deceleration of free electrons as they interact with charged particles or the atomic field of 
neutrals. Likewise, photons are absorbed by free electrons undergoing sudden acceleration around ions 
and neutrals via inverse bremsstrahlung. Accordingly, plasma emission depends on the instantaneous 
spatial distribution of the electrons, ions, and neutrals, as well as their temperatures. 
Bremsstrahlung radiation due to scattering of electrons from ions per unit volume, time, solid 
angle, and wavelength is given by [248,249] 
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assuming a Maxwellian distribution over electron and ion velocities. The quantum-mechanical 
correction factor ge-i (Gaunt factor) is assumed to be unity due to the low number density of ions, ni, 
and electrons, ne, and ionic charge number Z2 is also unity due to the single ionization state. The constant 
Ce-i is related to the electron mass, me, electron charge, qe, Boltzmann constant, kB, and speed of light 
in a vacuum, c0. Equation (5.6) is averaged over the LII probe volume to account for spatial variation 
in the plasma temperature and density. 
Neutral bremsstrahlung emission and absorption is calculated using the emission cross-section 
from Dalgarno and Lane [250,251] 
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where re is the classical electron radius, E is the initial electron energy, = c0/ is the frequency, his 
the photon energy, and q0 is the electron momentum cross-section as a function of electron energy. 
Equation (5.7) expresses the neutral bremsstrahlung cross-section arising from electron-neutral elastic 
scattering in the limit of low-energy photons using the phase-shift approximation [252]. The energy 
radiated from neutral bremsstrahlung per unit time, unit volume, solid angle, and wavelength is then 
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where nn is the number density of LII bath gas neutrals and ve(E) is the initial velocity of the electron 
as a function of electron energy. The co/term changes the unit of the neutral bremsstrahlung cross-
section from frequency to wavelength, and f(E) is the electron energy distribution in the gas medium. 
Neutral bremsstrahlung emission is calculated by numerically-integrating Eq. (5.8) using a value of 
d/d derived from a momentum cross-section reported the literature [253], and a Maxwellian 
distribution over f(E) at an electron temperature of Tpl. Finally, the total contribution of plasma emission 
to the detected LII signal is found by 
  pl NB,λ e-i,λ exp NB,λ e-i,λ .J J C EJ E     (5.9) 
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The plasma temperature can increase considerably during the laser pulse due to inverse bremsstrahlung 
heating, but this is difficult to calculate. Under near threshold breakdown conditions, the plasma 
temperature is typically between 1/3 to 1/4 of the ionization potential of the ionized species [254], 
which corresponds to approximately Tpl ~ 2 eV, so this value is adopted unless otherwise noted. 
The distribution of electrons within the probe volume is assumed to be spatially-uniform due 
to their low mass, high speeds, and small Coulomb attraction force between ions and electrons [245]. 
In contrast, the distribution of the ions is limited by their considerably slower speeds and the limited 
diffusion rate through the ambient enveloping gas. Based on transient Direct Simulation Monte Carlo 
(DSMC) simulations on the dispersion of C3 (a type of molecular carbon) species around a laser-heated 
soot aggregate [255,256], and given the spacing of the aerosol considered here (~3.2  103 nm for fv = 
2 ppm, dp = 50 nm) we can assume that the clouds of evaporated species around each nanoparticle do 
not overlap. Therefore, the number of ions in each microplasma, Ni, is equal to the evaporated species 
from a single nanoparticle, while molecular diffusion governs the spatial distribution of ions, and 
roughly follows 1/r2 at any instant. The exact distribution does not matter, however; integration of Eq. 
(5.6) with any proposed ion distribution and uniform electron distribution results in 
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  (5.10) 
Equation (5.10) shows that electron-ion plasma emission depends only on the total number of emitted 
ions, Ni. Also, Je-i,depends on np2, while neutral bremsstrahlung depends on np. Moreover, we should 
consider that a higher np value results in a higher initial electron population density and therefore a 
higher MPI ratio, which leads to a higher final electron population at the end of the pulse. However, in 
this thesis, we assume that the evaporated neutrals are completely ionized in the gas surrounding the 
nanoparticle, so this does not affect the plasma absorption or emission.   
Since the evaporated species are assumed to be completely ionized, the population of neutral 
atoms surrounding the nanoparticle remains constant and consists exclusively of gas molecules. The 
evaporation rate, which defines the accumulative number density of electrons and ions, is found by 
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5.5 Results and discussion  
 
The model described above is used to predict plasma formation and emission from laser-heated Si, Fe, 
and Mo nanoparticles to determine how this effect is influenced by nanoparticle size and composition, 
ambient temperature, and laser fluence. In all cases, the initial nanoparticle temperature is that of the 
bath gas, taken to be 300 K for Mo and Fe nanoparticles, following Ref. [180], and 1500 K for the 
liquid Si nanoparticles, as in Ref. [168]. The refractive indices and thermophysical properties of 
nanoparticles are identical 4.3.1. While in reality, the time-averaged laser temporal profile is usually 
Gaussian, to simplify our analysis we instead assume a top-hat temporal profile of 10 ns duration. 
Figure 5-4 shows how plasma emission corrupts the nanoparticle incandescence signal for Si 
and Fe nanoparticles. (One would expect the radiative properties of molten iron to be a smooth function 
of wavelength, and the spectral features are likely artifacts of the ellipsometry technique used to derive 
mλ [186]). Note that the plasma emission is “blue shifted” compared to the incandescence signal, and, 
consequently, the bremsstrahlung-contaminated incandescence signal has a peak at a wavelength 
shorter than the incandescence signal by itself. 
Figure 5-5 (a) and (b) shows that neutral bremsstrahlung emission is an order-of-magnitude 
larger than electron-ion bremsstrahlung for all electron temperatures and laser fluences. This is due to 
the high density of neutral LII bath gas atoms compared to electrons and ions, which is consistent with 
experiments on weak plasmas [257,258]. Electron-ion bremsstrahlung emission is related to the number 
density of electrons and ions by Eq. (5.6), and is independent of the bath gas type and number density. 
In contrast, neutral bremsstrahlung emission depends on the number density of electrons and neutrals 
in the gas-phase. Therefore, both the pressure and temperature of the bath gas strongly influence neutral 
bremsstrahlung emission.  
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To assess how plasma emission affects the inferred nanoparticle temperatures, pyrometry is 
carried out on the modeled spectral intensity, erroneously assuming that the detected signal is purely 
incandescence at 1 = 442 nm and 2 = 716 nm. Initially, we calculate the pyrometric temperature 
through nonlinear least-squares regression of the incandescence model at two wavelengths to the 
corresponding spectral intensities calculated using the incandescence+plasma model. In all cases, the 
maximum error increases with fluence due to increased evaporation, although, as one may expect, the 
influence of the plasma on the pyrometric temperature depends strongly on the nanoparticle type, initial 
diameter, dp0, and laser fluence, cf. Figure 5-6. The peak temperature error for the Mo nanoparticles is 
lower than the others due to its higher boiling point and lower evaporation rate. In general, the error is 
most significant for the smallest nanoparticles, since the ratio of the plasma and nanoparticle absorption 
cross-sections is largest. If one uses Wien’s approximation to carry out ratio pyrometry, the error is 
generally less, and varies strongly with the material. This effect could, in some circumstances, explain 
anomalous cooling, since one would expect the pyrometry error to drop as the plasma dissipates over 
time, but confirmation of this effect requires a detailed transport model for the plasma species. 
Due to the dominance of neutral bremsstrahlung over electron-ion bremsstrahlung, the linear 
relationship between neutral bremsstrahlung emission and electron density in Eq. (5.8), and the fact 
that the neutral density nN remains constant, the pyrometry error is independent of the nanoparticle 
loading since it scales both incandescence and neutral bremsstrahlung emissions in the same way, as 
shown in Figure 5-6. However, the electron-ion bremsstrahlung ratio increases with the particle loading. 
 
Figure 5-4  Comparison of bremsstrahlung emission with nanoparticle incandescence, Jincad, at the 
peak temperature of the nanoparticle, (a) Si nanoparticle and (b) Fe nanoparticle. The non-smooth 
features of the Fe nanoparticle emission arise from artifacts in the ellipsometry data used to calculate 
the refractive index of molten iron. 
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The variation of pyrometric temperature with laser fluence is shown in Figure 5-7 as a function of type 
and size of the nanoparticle.     
The electron momentum cross-section q0 in Eq. (5.7) is largest for molecules having high 
polarizability [257]. Therefore we expect to see a more substantial pyrometry error for experiments 
with LII bath gas species having higher polarizabilities, cf. Figure 5-8. Although the LII bath gas species 
type influences the nanoparticle cooling rate through conduction heat transfer, the peak nanoparticle 
temperature is determined by a balance between the energy added by the laser and the energy lost due 
to evaporation, which are both independent of the bath gas. Therefore, a change in the peak temperature 
for different LII bath gas species indicates neutral bremsstrahlung emission. 
Figure 5-9 (a) and (b) shows that the pyrometrically-inferred peak temperature error for an iron 
nanoparticle is sensitive to both bath gas pressure and temperature. The peak temperature error 
increases approximately linearly with increasing bath gas pressure, which is proportional to nN. The 
relationship with gas temperature is more complex: the error initially decreases with increasing bath 
gas temperature, since nN 1/Tg, but increases at higher temperatures, since higher bath gas 
temperatures lead to higher nanoparticle peak temperatures and greater evaporation rates for a given 
fluence.  
The plasma also absorbs the laser pulse through inverse-bremsstrahlung, through a 
combination of neutral and electron-ion interactions. The ratio of the IB absorption efficiency, Qpl, at 
 
Figure 5-5 Neutral bremsstrahlung, JNB, and electron-ion bremsstrahlung, Je-i,, ratios to 
nanoparticle incandescence, Jincand,,  at nanopaticle peak temperature for detection wavelengths 1 
= 442 nm and 2 = 716 nm: (a) Intensities as a function of laser fluence at a constant plasma 
temperature; (b) Intensities as a function of plasma temperature at a constant laser fluence 
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1064 nm, and the nanoparticle absorption efficiency calculated using Mie theory, QNP, is shown in 
Figure 5-10 as a function of fluence. The plasma cross-section is less than the nanoparticle cross-section 
up to 30 mJ/mm2, at which point Qpl begins to dominate the absorption cross-section. This is for two 
reasons: first, the physical cross-section of the nanoparticle drops at higher fluences due to evaporation; 
and second, the evaporated species ionizes and generates a higher-density plasma. Therefore, Qpl/QNP 
is expected to be larger for higher fluences, and also for shorter pulses. This effect is most significant 
for highly-conducting metallic nanoparticles, which have a low nanoparticle absorption cross-section. 
As a specific example, Ag nanoparticles at 1064 nm have an even lower absorption cross-section 
compared to the metallic nanoparticles considered in this study [21], and one would expect the neutral 
bremsstrahlung cross-section, calculated from Eq. (5.8), to dominate nanoparticle incandescence. This 
may be the explanation for the fact that, in their LII measurements of Ag nanoparticles, Sipkens et al. 
[21] reported peak temperatures around 2,800 K, which is much higher than the Ag boiling temperature 
of 2,130 K. Were this temperature to reflect the true peak nanoparticle temperature, the nanoparticle 
absorption cross-section would need to be at least 16 times higher compared to the one predicted by 
Mie-Drude theory in order to absorb enough laser energy. Accordingly, we also do not expect to induce 
a plasma in the system, however, any electron emission from the nanoparticle still can emit neutral 
bremsstrahlung which may be the source of the observed radiation. 
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Figure 5-6 Neutral bremsstrahlung, JNB, and electron-ion bremsstrahlung, Je-i,, ratios to 
nanoparticle incandescence, Jincand,, at nanopaticle peak temperature for detection wavelengths 1 = 
442 nm and 2 = 716 nm as a function of nanoparticle loading. 
 
Figure 5-7 Difference between real and pyrometrically-inferred peak temperatures for different 
nanoparticle materials. In the analysis, particle loading is 2 ppm, Tpl = 2 eV, Pg = 101 kPa. 
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Finally, it should be remarked that the fluence range in which neutral bremsstrahlung is 
comparable in magnitude with the incandescence is higher than the fluence range at which many of the 
unexplained LII phenomena described in the introduction occured. Excessive absorption in LII 
experiments has been observed over 1 to 5 mJ/mm2 [21,113], while anomalous cooling usually occurs 
between 1 mJ/mm2 to 3 mJ/mm2  [21,117,259,260]. The exception is the unexplained secondary Si 
atomic emission lines observed by Menser et al. at fluences above 10 mJ/mm2 [213] as was shown in 
Figure 5-1, which is consistent with the fluence range considered in this study. The secondary lines are 
distinct from the primary lines that coincide with the laser pulse, and are attributed to evaporation of 
thermally-excited Si atoms. The secondary lines have their peak about two hundred nanoseconds after 
the peak laser fluence, and the total length of the signal is about 700 ns. This timescale points to a gas-
phase collisional process (possibly electron/neutral recombination) as a source of excited Si atoms, 
which fluoresce as they relax. The plasma predicted by the proposed model may, in turn, be the source 




Figure 5-8  Difference between real and pyrometrically-inferred peak temperatures for different 
nanoparticle materials with different LII bath gas species. In the analysis, particle loading is 2 ppm, 
Tpl = 2 eV, Pg = 101 kPa. 
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Figure 5-9 (a) Peak temperature inference error due to bremsstrahlung emission as a function of LII 
bath gas pressure. (b) Peak temperature inference error as a function of LII bath gas temperature. 
 
Figure 5-10  Absorption of the nanoparticle (QNP) compared with the absorption of the plasma (QPl) 
for different nanoparticle materials at = 1064 nm. 
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5.6 Conclusions  
 
There has been speculation that some commonly-observed and as-yet unexplained LII phenomena may 
be caused by a laser-induced plasma linked to nanoparticle evaporation. This chapter attempts to define 
a theoretical basis for plasma formation around a metallic nanoparticle during laser-induced 
incandescence. This chapters examined several candidate sources for the trigger-electrons needed to 
initiate the plasma cascade, and found that, for excitation wavelengths of 1064 nm, thermionic emission 
remains the most probable source, due to the influence of ion evaporation on the nanoparticle charge 
state. The cascade then occurs through electron impact ionization of evaporated species into a singly-
ionized state. The plasma model presented in this chapter shows that, under normal LII conditions, 
neutral bremsstrahlung dominates over electron-ion bremsstrahlung due to the low number density of 
electrons and ions.  
Broadband plasma emission contaminates the background incandescence from the nanoparticle 
at fluences greater than 8 mJ/mm2, and is most pronounced for metallic nanoparticles having a low 
melting point, due to the enhancement of thermionically-emitted electrons, and nanoparticles having 
small spectral absorption cross-sections, which leads to a weak background incandescent emission. 
Since plasma emission is most pronounced at short wavelengths, contamination of the LII signal leads 
to overestimation of the nanoparticle temperature. Inverse bremsstrahlung absorption may also explain 
the enhanced absorption cross-section observed in LII measurements on metal nanoparticles and, 
potentially, the increased extinction observed in combined LII/LOSA studies.  
While the present analysis suggests that the formation of laser-induced plasmas is unlikely in 
low-fluence LII experiments, it is important to note that many of the phenomena observed by LII 
practitioners appear to be consistent with the bremsstrahlung-contaminated incandescence signals 
predicted at higher fluences. Anomalous cooling, for example, is more pronounced in LII experiments 
carried out on aerosols at ambient temperatures and pressures, which is consistent with model 
predictions. It may be that the simplifications needed to derive the plasma model (e.g. uniform electron 
density) do not capture key mechanisms underlying plasma formation, although neglecting electron 
diffusion and recombination, and assuming total ionization of the evaporated species likely 
overestimate the possibility of plasma formation and not the other way around. It may also be that the 
unexplained LII phenomena may originate from electron/neutral bremsstrahlung, but without the 
electron cascade/impact ionization associated with plasma formation. For example, preliminary 
calculations show that bremsstrahlung caused by plasmonically-enhanced electron emission and the 
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neutral gas species could account for the detected LII signal from silver nanoparticles. Further 
theoretical and experimental analysis, including comparative LII measurements on a range of aerosols 
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Chapter 6  
Electron neutral bremsstrahlung 
emission during time-resolved laser-






6.1 Introduction  
 
The previous chapter demonstrated how a laser-induced plasma could explain the excessive absorption 
and anomalous cooling phenomena observed in high fluence TiRe-LII experiments (F0 > 8 mJ/mm2). 
In low fluence TiRe-LII, the nanoparticle incandescence signal should mask the plasma neutral 
bremsstrahlung signal. However, if the incandescence signal is negligible, the neutral bremsstrahlung 
signal should be detectable in the case that free electrons are present in the gas phase. This is likely to 
be the case in LII measurements on silver nanoparticles, due to their extremely small absorption cross-
section relative to other materials in the near-infrared spectrum. 
Filippov et al. [57] applied TiRe-LII to silver (Ag) nanoparticles to measure nanoparticle size 
distribution and compare it with ex-situ measurements. In their experiments, silver nanoparticles 
produced by a metal evaporation/condensation process and argon (Ar) with 99.999% purity was used 
as the buffer gas. An Nd:YAG laser operating at 355 nm (third harmonic excitation wavelength) was 
introduced to provide UV pulses, and the signals were detected at a broad wavelength band around 500 
nm within a visible range. The laser energy is reported to be 1.5 mJ with a beam diameter of 
approximately 5 mm (laser fluence F0 = 0.76 mJ/mm2). In contrast to LII measurements carried out at 
1064 nm excitation, the Ag nanoparticle has a high absorption cross-section at 355 nm due to the 
proximity of the excitation wavelength to its localized surface plasmonic resonance (LSPR) peak. The 
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measured signal showed a rapid rise to maximum in between 20 ns followed by an exponential decay 
in less than approximately 70 ns. The reported TEM micrographs analysis showed nanoparticle to have 
a mean of 6 nm with no smaller than 2 nm and no larger than 15 nm.  Analysis reported based on TiRe-
LII modeling of the signal suggested that the nanoparticle sizes obeyed a narrow distribution with 
geometric mean of 10 nm. However, in their study, the authors did not mention the possibility of 
interference of 355 nm laser pulse with Ar and Ag electronic bands. Also, the possibility of multiphoton 
electron ionization from the nanoparticle phase and gas phase resulting in plasma [200]. 
 Measured signals reported by Filippov et al. [57] could be attributed to nanoparticle 
incandescence due to rapid heating of the nanoparticle, while the rapid decay of the signal may be due 
to the low melting temperature of silver and small size of the nanoparticles and nanoparticle evaporation 
(reported to be around 10%). In another study by Sipkens et al. [21], a 1064 nm laser pulse was used to 
measure silver nanoparticles within a Weibull-type size distribution with a mean diameter of 69.4 nm 
and a standard deviation of 6.11. In the synthesis of silver nanoparticles, a citrate agent was used as a 
surfactant to stop further growth and agglomeration. Due to the negative zeta potential of the citrate 
agent, the net charge of the nanoparticle will also be negative. Experiments were conducted at 
atmospheric pressure and room temperature and the scanning electron microscopy (SEM) on samples 
from the aerosol showed single spherical nanoparticles. Pyrometric temperatures calculated from the 
LII signals assuming that the detected signals originated from nanoparticle incandescence showed a 
rapid decay from 2750 K to 2250 K in less than 70 ns. The peak pyrometric temperature showed no 
difference for a narrow fluence range between 2.5 mJ/mm2 to 2.9 mJ/mm2. The calculated calorimetric 
absorption efficiency of the aerosol was about 10 times higher than what is predicted by using the Mie 
theory and considering the polydispersity effect as was previously discussed in Chapter 4, cf. Figure 
4-9. Heat transfer model shows that the nanoparticle could heat up to approximately 100 K assuming 
the maximum laser fluence. Therefore, the calculated peak pyrometric temperature  of 2800 K could 
not be originated from nanoparticle incandescence.  
 As discussed in Chapter 5, these observations could be due to non-incandescent laser-induced 
emission (LIE) that contaminates the incandesce signals and act as a model error as this phenomenon 
is not considered in the TiRe-LII standard model. Furthermore, due to the broadband nature of both 
nanoparticle incandescence and the observed non-incandescent LIE, it is challenging to detect the 
contamination. 
 In Chapter 5, the influence of a laser-induced plasma on the TiRe-LII experiments is 
investigated. It is shown that the electron emission is due to a combination of thermionic emission and 
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ion emission due to nanoparticle evaporation. Also, the momentum of free electrons could increase due 
to inverse neutral bremsstrahlung absorption, which could lead to electron impact ionization of 
molecules evaporated from the nanoparticle and an increase in free electrons population. However, it 
is shown that the electron neutral bremsstrahlung emission is relevant to nanoparticle incandescent at 
high-fluence LII experiments. 
 Another possible scenario is the absent of the nanoparticle incandescent. In the case of the 
presence of free electrons in the gas phase the neutral bremsstrahlung emission should be detectable. 
Thermionic emission could not be the source of the free electrons in this scenario. In this chapter, it is 
proposed that the origin of the observed signal from silver aerosol is due to electron inverse neutral 
bremsstrahlung due to the scattering of hot free electrons of gas-phase molecules. The hypothesis are 
validated in a systematic approach. Initially, it is assumed that the signals originate from liquid silver 
nanoparticles and a peak pyrometric temperature is found. The results showed that the peak temperature 
is a function of the buffer gas used during the experiments and is above the boiling point of silver. 
Therefore, the origin of the observed signal should be from the gas phase. Also, plasmonic-decay 
photoemission is proposed as the origin of the observed electrons. The models show that the electron 
emission to the buffer gas by this model is a strong function of nanoparticle charge, which proves 
another validation criterion. No signals observed for positively charged gold (Au) nanoparticle and Ag 
nanoparticle synthesized with a polyvinylpyrrolidone (PVP) agent.  
 
6.2 Laser-induced incandescence experiments  
 
The experiments are performed on nanoparticles using the apparatus shown in Figure 6-1. A colloidal 
solution is aerosolized using a pneumatic atomizer (Model 3067 Constant Output Atomizer) supplied 
with a buffer gas. The wet aerosol then flows through a diffusion dryer before entering the LII 
measurement chamber. A sample volume of the aerosol is irradiated with an Nd:YAG laser at 1064 nm 
and a 20 Hz pulse rate. The nominal laser fluence is found to be 2.4 ± 0.4 mJ/mm2 by measuring the 
pulse energy with a Coherent J-25MB-IR pyroelectric sensor. The laser fluence is adjusted by changing 
the polarization state of the beam by a half-wave plate and then passing the beam through a polarizer. 
The resulting spectral incandescence from the probe volume was imaged onto two photomultiplier 
tubes equipped with bandpass filters centred at 448 nm and 750 nm, having a full width/half maximum 
(FWHM) of 60 nm and 50 nm, respectively.  
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One of the gold nanocolloids used in this study was prepared following the procedure in Ref. 
[204], which uses CTAB (cetrimonium bromide, [(C16H33)N(CH3)3]Br.) Because CTAB is a cationic 
capping agent, the net charge of the gold nanoparticles is positive. In addition to the CTAB-synthesized 
gold nanocolloid, three additional colloids were acquired from a commercial source (Nanocomposix, 
Inc.) Two of these colloids contained 60 ± 6 nm in diameter gold nanoparticles and 60 ± 4 nm in 
diameter silver nanoparticles. Both silver and gold nanoparticles produced via a citrate capping agent, 
resulting in negatively-charged nanoparticles. A third colloid contained 60 ± 6 nm silver nanoparticles 
using 40 kDa PVP as a surfactant agent which has a negative zeta potential but higher (more positive) 
compared to citrate.  
Scanning and transmission electron microscopy (SEM/TEM) was carried out on Au and Ag 
nanoparticles sampled from both colloid and the aerosol, and the morphology found to be identical in 
both cases. No agglomeration between the primary particles is observed. (Observable aggregate clusters 
are due to the drying of colloid droplets on the grid and because no sintering is observed there is no 
aggregation in the colloidal form). Colloidal samples were prepared by wetting copper TEM grips with 
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drops of the nanocolloid and allowing the grids to dry in air. Some of the images are shown in Figure 
6-1. 
The duration of measurable LII signals were consistent with those reported by Sipkens et al. [21], 
in which the signals decay to 90% of its peak value in approximately 60 ns, cf. Figure 6-2. The signal 
goes duration exceeds the laser temporal profile, suggesting the signal is due to thermal emission and 
not multi-photon luminescence and inelastic light scattering that would be due to the laser [261–263]. 
If we assume that the LII signals arise from incandescence, a peak pyrometric temperature can be found 
using Eq. (4.26). In the pyrometry, E(m)r  = 2.916 is used which is found by using Drude parameters of 
liquid silver (ωp = 1.3175×1016 rad/s, Γ0 = 2.6439×1014 1/s [184,264]) in Eq. (4.14). Figure 6-3 shows 
the peak pyrometric temperature of liquid Ag nanoparticles. Each point is an average of 1,000 laser 
shots. Previous experiments have shown that the standard deviation of the mean is small for 1000 shots. 
The inferred temperatures are above the boiling point of the Ag and show a correlation with the buffer 
gas type. However, the variation with the laser fluence could be due to the low intensity of the signal, 
which amplifies the influence of electronic noise. The heat transfer model predicts that the laser should 
only heat the Ag nanoparticles up to 100 K above ambient due to their small absorption cross-section 
at 1064 nm. In the case of that large aggregate clusters of silver form in the aerosol, the emission could 
be attributed to incandescence due to localized-surface plasmon resonance (LSPR) [265]. In this 
process, a region of the aggregate goes through LSPR, and the aggregate cools down due to evaporation 
and conduction to the gas phase but also conduction to the cold regions of the aggregate which 
accelerates the cooling rate furthermore.  
Although TEM/SEM images suggest that the aerosolized particles are not aggregated it is 
possible that some aggregates do exist in the aerosol and they were not captured on the analyzed grids 
due to the sparsity of the aerosol. Therefore, supplementary TEM/SEM analysis is required to rule out 
this scenario in the future. From the current observations, on could conclude that the TiRe-LII signals 
from the Ag aerosols do not originate from the nanoparticle incandescence, and it is doubtful that the 
pyrometric temperatures reflect the true temperature of the nanoparticle.  
 
 






Figure 6-2   Sample of a detected signal from silver and iron aerosolized nanoparticles.  
 
Figure 6-3 Peak silver nanoparticle temperature inferred as a function of fluence and buffer gas. 
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6.3 Plasmonic decay photoemission  
 
Central to electron neutral bremsstrahlung is the production of free “trigger” electrons from the 
nanoparticles. Under laser intensities typical of TiRe-LII (~ 108 J/cm2) at 1064 nm, no nanoparticle 
phase or gas phase multi-photon ionization is expected, even considering nanoparticle nearfield 
enhancement as discussed in Chapter 5, cf. Figure 5-2. While thermionic emission has been included 
in some TiRe-LII models [200,201], this effect is unlikely to be the source of the free electrons in this 
case, especially if the true nanoparticle temperatures are much lower than the pyrometric temperature.  
Alternatively, hot free electrons can be generated from a metal nanoparticle through the 
photoelectric effect [266]. Photoelectric emission from plasmonic nanostructures was initially 
investigated by Tamm and Schubin [231,267], who defined two mechanisms. In surface photoemission, 
an electron on the surface of the metal absorbs a photon and is then emitted if the final electron energy 
after the collision is sufficient to overcome the potential barrier. The metal boundary is approximated 
as a 1-D potential barrier Ub(t) = EF + W + e(t), where EF is the Fermi energy in metal (assumed 5.1 eV 
and 4.26 eV for gold and silver, respectively [268]) and W is the work function, which is assumed to be 
5.47 eV and 4.64 eV for gold and silver, respectively [269]. Finally, e is the ionization potential, which 
depends on the spontaneous charge of the nanoparticle Ne,np and its size [234] which is previously 
defined in Eq. (5.4).  
In volumetric photoemission, an electron within the metal absorbs a photon and then moves to 
the boundary of the metal, during which time it loses energy through collisions with cold electrons or 
phonons. However, if the electron reaches the surface with sufficient energy to overcome the potential 
barrier, it could be emitted to the surrounding medium. This thesis considers only the surface 
mechanism, with the understanding that this may underestimate the true electron emission flux. 
However, the number of electrons that can be emitted by a nanoparticle depends on its charge to size 
ratio. Moreover, all possible electron emissions occur in a timescale less than a nanosecond. Therefore, 
excluding the volumetric mechanism does not change the final population of free electrons in the gas 
phase.  
By assuming the field inside the sphere as homogeneous, the spontaneous photoelectron 
emission rate from a single nanoparticle due to the surface mechanism, Je″ in units of electrons per 
second is  
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The field within the nanoparticle, Ei, is parallel to the external field Eo, and m and i are the relative 
permittivity of the external medium (here taken as unity) and the nanoparticle (for solid silver and solid 
gold taken from Ref. [182] and Ref. [270], respectively), respectively. The coefficient Csur can be found 
by solving the quantum-mechanical problem for the collision of a single electron with the metal 
boundary, and then successively summing over all conduction band electrons undergoing such 
collisions with the surface [231]. The coefficient Csur depends, in particular, on the electron density in 
the metal, on the irradiated photon wavelength (1064 nm in the experiments described here) and Ub for 
electrons at the nanoparticle boundary which is a function of metal and surrounding medium work 
functions and nanoparticle size and charge. In the case of Ag and Au, the Broglie electron wavelength  
e ~ 0.5 nm is much smaller than the characteristic nanoparticle size expected for the present case (dp > 
30 nm), and therefore quantum confinement effects can safely be neglected [209].  
The Csur coefficient in Eq. (6.1) is calculated using the potential barrier function (approximated 
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  (6.2) 
,where αf-s ~ 1/137 is the fine structure constant and  
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The coefficient KΔε describes the effect of the discontinuity between the nanoparticle and the 
surrounding medium. In our case εm = 1, KΔε is 
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The photoelectron emission rate divided by irradiated field intensity is shown in Figure 6-4. The white 
region is where the potential barrier Ub < 0. As expected from the photoelectric phenomenon, there is a 
nanoparticle charge threshold beyond which we expect electron emission, depending on the 
nanoparticle diameter. The quasi-static approximation error used in Eq. (6.1) to connect E0 to Ei only 
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changes the rate of electron emission and not the emission threshold, which only depends on Csur. We 
expect the charge to size ratio threshold to be lower than what is depicted in Eq. (6.2)  due to 
nanoparticle defects and the possibility of two photon absorption process in which a secondary photon 
interacts with the excited plasmon in a timescale shorter than its relaxation time. 
The effect of the negative charge on the photoemission is comparable to having a 
semiconductor as the surrounding medium of the metallic nanoparticle (Schottky barrier) in which the 
nonzero work function of the semiconductor reduces the total potential function, Ub. This analysis 
shows that irradiating a neutral Ag or Au nanoparticle with a 1064 nm pulse results in no photoemission, 
which is consistent with the findings of Manjavacas et al. [272]. However, a negatively charged Au or 
Ag nanoparticle could produce significant electron emission flux depending on whether the size to 
charge ratio is satisfied. After the emission of these electrons to the buffer gas in sub-nanosecond 
timescale, free electrons will evolve by absorbing the incoming irradiation by inverse neutral 
bremsstrahlung, and lose energy by two mechanics: (i) neutral bremsstrahlung emission; and (ii) elastic 
and non-elastic impact with buffer gas molecules. The number density of the electrons depends on the 
number density of the nanoparticles in the aerosol. We expect no recombination between the electrons 
and nanoparticles, and the number density of the electron only declines due to volumetric diffusion. 
However, the mean temperature of the electrons will reduce due to neutral bremsstrahlung and 
momentum transfer to the free molecules.  
 
Figure 6-4  Surface electron photoemission rate normalized by collimated beam irradiated field 
intensity  Ne″/I0 as a function of nanoparticle size and integer charge irradiated by a 1064 polarized 
plane wave. 
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6.4 Results and discussion  
 
No signals were observed for LII measurements on positively charged Au nanoparticles (synthesized 
using CTAB) and silver nanoparticles synthesized with PVP. This could be due to the termination of 
electron emission to the gas phase because Ub is higher for these two cases compared to silver 
synthesized with citrate. Also, no signals observed with propane as a buffer gas, which is another 
indication that the observed signals depend on the buffer gas type.   
By using the equations of neutral bremsstrahlung defined in the previous chapter, an average 
electron temperature could be found from the detected signals (assuming that the signals are purely 
neutral bremsstrahlung). Neutral bremsstrahlung emission is calculated by numerically-integrating Eq. 
(5.8)  using a value of d/d derived from a momentum cross-section reported the literature [253], and 
a Maxwellian distribution over f(E,Te,t). In the case of two-wavelength LII, the average electron 
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  (6.5) 
where JNB,λ1exp and JNB,λ2exp are detected signals, and the integrals are evaluated numerically. Note that 
the Ne and Ne in Eq. (5.8) cancel out.  
Electron peak temperatures as a function of fluence and buffer gas type are shown in Figure 6-5. 
A linear trend is observed between the electron peak temperature and fluence for the studied laser fluence 
range, in which the slope of the linear fit depends on the buffer gas. The peak electron temperature is much 
lower than the ionization potential of the nanoparticle species or the buffer gas species, and therefore no 
electron impact ionization is expected. In the case of increasing the fluence, we expect to reach the fluence 
regime of laser-induced breakdown spectroscopy (LIBS) in which a full plasma is developed due to initial 
electron emission and electron cascade production. 
The average normalized number density of electrons can be inferred by using the Te value 
calculated from Eq. (5.8) which is shown in Figure 6-6. No electron temperature is evaluated for Ag-He 
and Au-He experiments due to the very low detected signal intensity. The number density shows a 
 
Talebi-Moghaddam, 2020 124   
 
negligible correlation with time and no correlation with buffer gas type and laser fluence. Therefore, the 
decay of the detected signal should be due to electron temperature decay exclusively. 
To test the electron diffusion from the probe volume, we assumed a 1-D cylindrical probe volume 
as shown in Figure 6-7. Electron diffusivity is defined as De = (kBTe/mee), where e is the electron-gas 
collision frequency found for the mean Te and Tg value from Ref. [273]. The diffusion equation for the 















  (6.6) 












n r r n
t n t r




  (6.7) 
 
Figure 6-5 Free electron temperature found from the neutral bremsstrahlung.  
  
 
Figure 6-6  Normalized electron density to the initial electron density at the peak of the signal as a 
function of buffer gas type and laser fluence, found by using the inferred Te, and normalized to the 
max Ne value. 
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The analytical solution to Eq. (6.6) with boundary conditions defined in Eq. (6.7) for a constant De is  
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  (6.8) 
where R = 2r/dp; τ0 = 2tDe/dp; J0 and Y0 are Bessel functions of first kind and second kind, respectively 
Although De varies considerably for different buffer gases used in the experiment as shown in Figure 6-8, 
the model shows that the electron diffusion from the probe volume is negligible for the timescale of the 
observed signal and maximum value of De.  
In this study, a Maxwellian distribution is assumed for the electron energy distribution, f(E), but 
in reality, this distribution only applies as an initial condition, and when the system reaches thermal 
equilibrium. At intermediate times, the system is far from equilibrium, and the electron energy 
distribution may depart from a Maxwellian distribution. This, in turn, could influence the nature of the 
laser-induced nanoparticle emission. In future studies, this transformation should be modeled explicitly 
by performing a Monte Carlo simulation for the electron emission, inverse neutral bremsstrahlung 
absorption, and neutral bremsstrahlung emission.  
While this chapter shows that neutral bremsstrahlung initiated by electrons emitted by 
plasmonically-enhanced photoemission could account for laser-induced emission from silver and gold 
nanoparticles, it may also be the case that a different, as-yet identified phenomenon is responsible. One 
possibility could be nonradiative plasmon decay originated from the nanoparticle. A detailed discussion 
for the elimination of other sources of emission will be part of the future work.  
 
 
Talebi-Moghaddam, 2020 126   
 
 
Figure 6-7  Schematic of 1-D cylindrical electron diffusion through the probe volume. Initially, we 
assume a uniform electron density in the probe volume. 
 
Figure 6-8  Electron diffusivity as a function of electron temperature and buffer gas which is at 
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6.5 Conclusions and future work  
 
The observed signal from aerosolized negatively charged silver and gold nanoparticles during TiRe-
LII experiments could be explained by inverse neutral bremsstrahlung emission due to the collision of 
hot carriers to the buffer gas molecules. This hypothesis is supported by experimental TiRe-LII 
measurements, which show that the peak inferred temperature depends on the buffer gas, contrary to 
what would occur if the nanoparticles were heated directly by the laser. Plasmonic decay photoemission 
is proposed as the source of the electrons in the probe volume, in which the emission depends strongly 
on the wavelength of the pulse and the charge to size ratio of the nanoparticle. No signal is observed 
for the net positively charged Au nanoparticles and Ag nanoparticle synthesized with 
polyvinylpyrrolidone (PVP), which is consistent with this hypothesis. Peak electron temperatures 
inferred are not high enough to ionize both nanoparticle phase and the gas phase. Therefore, no electron 
growth due to electron impact ionization is expected. In the future, more experimental results are 
required to further validate the hypothesis, including uncertainty analysis in the inferred temperature 
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Chapter 7  




Both time-resolved laser-induced incandescence (TiRe-LII) and multi-angle light scattering (MALS) 
are powerful diagnostics for characterizing aerosolized nanoparticles. This thesis explores how 
improving the spectral models that underlie these techniques may improve the robustness of aerosol 
characteristics inferred from the measurements. 
 
7.1 Summary and key findings 
 
7.1.1 Multi-angle light scattering  
In the case of MALS, the primary challenge is the complexity and time required to compute an exact 
solution to the light scattering kernel. This is critical since the kernel must be evaluated repeatedly, 
particularly if the uncertainty of the derived estimates is to be evaluated through Bayesian inference. 
This motivates the use of approximate models such as Rayleigh-Debye-Gans fractal aggregate (RDG-
FA) to avoid time-consuming and computationally-demanding numerical solutions to the kernel. 
However, as shown previously in the literature [76] and also in this thesis (Chapter 2), model errors 
inherent in these approximations may be amplified into large errors in the inferred aerosol parameters 
due to the underlying ill-posed nature of the problem.  
This thesis proposes the approximation error (AE) technique and artificial neural networks 
(ANN) to address this problem. In the case of AE, a statistical model is constructed by using the 
difference between sample solutions from low order (RDG-FA) and high order (multi-sphere T-matrix, 
MSTM) solutions. The final kernel is presented as a summation of RDG-FA scattering kernel plus a 
second term that includes the unknown coefficients and principal directions of the RDG-FA model 
found by through principal component analysis (PCA). Finally, the aggregate parameters and associated 
uncertainties are found through Bayesian inference. While the posterior probability densities obtained 
through the approximation error technique are wider than those found using RDG-FA, the estimates 
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are nearly unbiased. Moreover, by accounting for the deterministic structure of the model error, the 
posterior probability densities found using the AE technique are far narrower than would be obtained 
by merely masking the model error with white noise. Aside from the one-time burden of computing the 
mean error and PCA basis, the computational effort required to carry out the Bayesian inference for the 
approximation error technique is virtually identical to that of ordinary RDG-FA. 
In the case of ANN, the light scattering kernel is approximated using a feed-forward multi-
layered ANN to achieve an accurate and computationally-efficient kernel model. The ANN is trained 
using multi-sphere T-matrix (MSTM) scattering simulations on randomly-generated soot aggregates 
sampled from plausible morphological parameters. The ANN models the light scattering kernel within 
a relative error range of 5%. The Bayesian/ANN approach outperforms the Bayesian/AE method both 
in terms of accuracy of the maximum a posteriori estimate and the width of the marginalized credibility 
intervals for all training samples. The Bayesian/ANN is then applied to wide-angle light scattering 
(WALS) measurements carried out within a flame and the inferred parameters compared with results 
derived from transmission electron micrographs of extracted soot particles.  
 
7.1.2 Laser-induced incandescence  
While in MALS, the primary problem was the complexity of the light scattering kernel, in TiRe-LII, 
the central challenge concerns commonly-observed experimental features that cannot be explained 
using existing measurement models. 
This thesis showed that many of these discrepancies, including temporal variation in the 
intensity scaling factor during TiRe-LII measurements on molten (metallic) silicon, enhanced 
absorption cross-sections of molybdenum and iron nanoparticles, and the [E(m)r]exp ratio for iron 
nanoparticles, can be partially explained by: (i) the fact that the Rayleigh approximation of Mie theory 
is usually invalid for metal nanoparticles under TiRe-LII conditions; (ii) polydisperse particle sizes, 
coupled with Mie theory, increase temperature non-uniformity in the aerosol, and; (iii) the fact that the 
radiative properties of iron change significantly upon melting.  
While incorporating Mie theory into the measurement model explains some of the observed 
anomalies, some problems remain. For example, the spectroscopically-defined absorption cross-section 
of silver nanoparticles restricts nanoparticle heating to only one hundred Kelvin, which would render 
incandescence undetectable. Also, in the case of iron nanoparticles, while the discrepancy between 
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calorimetrically- and spectroscopically-derived absorption cross-sections has been decreased, it has not 
been eliminated. 
Accordingly, this indicates that additional physical phenomena remain unaccounted for in the 
spectroscopic model. For example, there has been speculation that some remaining TiRe-LII 
measurement phenomena may be caused by a laser-induced plasma linked to nanoparticle evaporation. 
Therefore this thesis attempted to define a theoretical basis for plasma formation around a metallic 
nanoparticle during laser-induced incandescence. In order for a laser-induced plasma to form, initial 
“trigger” electrons are required to initiate a electron cascade growth. Therefore several candidate 
sources for the trigger-electrons needed to initiate the electron cascade are investigated. It is found that 
in the case of nanoparticles that can absorb apprciable amounts of laser energy (Si, Mo, Fe) thermionic 
emission is the most probable source due to the influence of ion evaporation on the nanoparticle charge 
state. Electron population cascade growth occurs through electron impact ionization of evaporated 
species into a singly-ionized state. The plasma model presented in this thesis shows that, under normal 
LII conditions, neutral bremsstrahlung dominates over electron-ion bremsstrahlung due to the low 
number density of electrons and ions. 
Broadband plasma emission contaminates the background incandescence from the nanoparticle 
at fluences approximately higher than 8 mJ/mm2, and is most pronounced for metallic nanoparticles 
having a low melting point, due to the enhancement of thermionically-emitted electrons, and those 
having low spectral absorptions, which leads to a weak background incandescent emission. Since 
plasma emission is most pronounced at short wavelengths, contamination of the LII signal leads to an 
overestimation of the nanoparticle temperature. Inverse bremsstrahlung absorption may also explain 
the enhanced absorption cross-section observed in LII measurements on metal nanoparticles and, 
potentially, the increased extinction observed in combined LII/LOSA studies. It may also be that the 
unexplained LII phenomena may originate from electron/neutral bremsstrahlung but without the 
electron cascade/impact ionization associated with plasma formation. For example, preliminary 
calculations show that bremsstrahlung caused by plasmonically-enhanced electron emission and the 
neutral gas species could account for the detected LII signal from silver nanoparticles.   
 In the case of TiRe-LII experiments on silver nanoparticles, the experimentally inferred 
absorption cross section is ten times greater than the one calculated using the Mie theory. Therefore, 
the detected signal could not be attributed to nanoparticle incandescence.  For experimental validation, 
TiRe-LII measurements were conducted on Ag and Au nanoparticle with different buffer gases. Signals 
were observed for aerosols of Ag and Au nanoparticles that were synthesized with citrate, which 
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induces a negative charge on the nanoparticles. Furthermore, no signal is observed for aerosols of Ag 
nanoparticles synthesized with PVP (polyvinylpyrrolidone), nor aerosols of positively charged Au 
nanoparticles synthesized with CTAB (cetrimonium bromide). Also, using propane as a buffer gas 
completely diminished previously observed signals. Pyrometrically-inferred peak temperatures showed 
that the nanoparticle should be well above the boiling temperature of the silver and also showed a 
dependence on the buffer gas type.  
The observed signal from aerosolized negatively charged silver and gold nanoparticles during 
TiRe-LII experiments could be explained by inverse neutral bremsstrahlung emission due to the 
collision of hot carriers to the buffer gas molecules. This hypothesis is supported by experimental LII 
measurements, which show that the peak inferred temperature depends on the buffer gas, contrary to 
what would occur if the nanoparticles were heated directly by the laser. Plasmonic decay photoemission 
is proposed as the source of the electrons in the probe volume, in which case emission would depend 
strongly on the wavelength of the pulse and the charge to size ratio of the nanoparticle. 
 
7.2 Future work  
 
7.2.1 Multi-angle light scattering  
Although the Bayesian/ANN process investigated in this work showed promising results on synthetic 
data, when this technique was applied to experimental data, the inferred size parameters were 
inconsistent with TEM-derived values. This is attributed to unaccounted model errors, perhaps due to 
the simplified aggregate structure and the limited range of refractive indices used to train the ANN. A 
more realistic light scattering database could be generated considering the necking and sintering 
phenomena, the polydispersity of primary particles, and the range of refractive indices for soot. This 
database could be used to train an artificial neural network (ANN), which can be used as the kernel of 
the light scattering model. Then the effect of any of these new assumptions could be evaluated in the 
inverse model.  
The MALS model in this thesis assumed a deterministic primary particle size which was 
adopted from TEM inferred results. However, a more realistic assumption is to account for the 
uncertainty of dp as a probabilistic estimate, and then this uncertainty will propagate through the 
Bayesian inference to inferred parameters.  
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The MALS measurements are usually have been done for vv-polarization (vertical emission-
vertical detection). However, vh-polarization could also be measured. The addition of a secondary 
signal includes new information to the problem and reduces the ill-posedness of the problem.  
 
7.2.2 Time-resolved laser-induced incandescence  
As discussed in Chapter 4, Mie theory should replace the Rayleigh approximation for spectroscopic 
modeling of metal nanoparticles. 
On the other hand, it is possible that metal nanoparticles go through an agglomeration process 
such as the case of molybdenum nanoparticle studied by Sipkens et al. [21] as was shown in Figure 
1-1. The agglomeration could drastically change the spectroscopic model. Also, during the laser heat 
up process, different phenomena such as sintering or collapse could happen, leading to a change in 
morphology and optical properties. Investigating TiRe-LII on aggregated metal nanoparticles could 
connect the LII research to nanoantenna design and sintering at nanoscale research.  
 Also, the effect of partial oxidation of metal nanoparticles needs to be investigated. Partial 
oxidation could increase the absorption cross-section of the nanoparticle and fully or partially explain 
the excessive absorption in metal nanoparticles. Kinetic models for oxidation could be used to generate 
core-shell nanoparticles in TiRe-LII systems, which could then be analyzed using Mie theory. 
The LII community usually treats soot as separate primary particles without considering the 
effect of the aggregates. Ignoring agglomeration results in overprediction of the cooling rate [50,54]. 
Also, RDG-FA is used to find the optical properties of the aggregates which is prone to model error, as 
is discussed in Chapters 2 and 3. The study of approximation model error or using an ANN to 
approximate soot optical properties can be used inside LII standard model for soot. Therefore, the 
methodology used in MALS setups (proposed in Chapters 2 and 3) can directly be used in the LII 
modeling.  
 The TiRe-LII microplasma model presented in Chapter 5 must be validated by carrying out 
further experiments on a range of metallic aerosols at high fluences.  
 Thompson scattering has been used in the literature for plasma analysis and LIBS research 
[274–276]. However, to the best of author’s knowledge, it has not been used in LII research. Thompson 
scattering occurs when electromagnetic radiation interacts with charged particles (electrons or ions) in 
the plasma, leading to an acceleration of the free charges and thus the emission. Thompson scattering 
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should be detectable in the case of the production of high-energy plasma, which makes it more useful 
for high-fluence LII research [243].  
Direct light plasma imaging and Thompson light scattering using a secondary 532 nm laser 
could be employed to elucidate the plasma dynamics during the early plasma evolution. Temporal 
changes in the Thompson scattering signal during the laser pulse could be used to quantify the 
magnitude of the ionization and ion temperatures and neutral densities in the system, and to examine 
the equilibrium considerations. Also this could provide a direct technique of measuring electron/ion 
properties inside the plasma as compared to other techniques such as Langmuir probes [277]. The 
magnitude of the bremsstrahlung signal can also be increased in the case of a higher plasma density 
concentration.  
The study on laser-induced breakdown spectroscopy using static magnets in the setup to induce 
a constant magnetic flux to the laser-induced plasma has shown to increase the spontaneous atomic 
emission by a factor of two in some experiments [278]. The same concept could be implemented in an 
LII experiment, to investigate the possibility of plasma formation. This would be especially useful to 
increase the detectability of the bremstralung emission from a weak plasma, which is otherwise difficult 
to discent from the black-body emission from the nanoparticle. Moreover, the magnetic flux will 
increase the final spontaneous atomic-emission [178] as the LIBS experiment suggested. The relation 
between the constant magnetic flux and the increase in the bremsstrahlung radiation and the 
spontaneous atomic-emissions could be used to collect information about the density and distribution 
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