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Résumé
Cet article de positionnement expose une partie des questions de recherche et travaux en cours de
notre équipe en géovisualisation (équipe GEOVIS du laboratoire LaSTIG), concernant la visualisation
et l’analyse visuelle d’informations spatio-temporelles sur le territoire, via l’interaction et l’immersion.
Les questions classiques de la géovisualisation perdurent –quelles représentations graphiques, quelles
interfaces, quelle qualité. Néanmoins, le contexte a évolué : la complexité des phénomènes et dyna-
miques physiques, historiques, sociologiques et leurs interactions avec l’espace géographique, ainsi que
le volume de données spatiales hétérogènes, et les besoins d’utilisateurs très variés en capacités de
vision, perception et cognition, nécessitent de faire encore plus converger des domaines connexes sur
la représentation graphique et l’exploration de données, pour améliorer les capacités d’analyse visuelle
en géovisualisation.
En particulier, nous présentons ici des questions et travaux de recherche spécifiques à l’exploration
interactive des capacités de rendu et de représentation (carto)graphique de données spatio-temporelles
dans le contexte de la géovisualisation. Ces travaux s’appliquent à des problématiques liées à la visua-
lisation des espaces géographiques urbains et à des problématiques d’analyse de dynamiques urbaines
(historique, planification), et de dynamiques géophysiques (inondations, météorologie). Ces travaux
sont implémentés sur une plateforme open source de visualisation 3D.
Mots clés : géovisualisation, analyse visuelle, style,
rendu, abstraction, réalité augmentée.
1. Introduction
La quantité et le volume de données hétérogènes,
multi-capteurs, multi-sources, multi-échelles, plus ou
moins précises, plus ou moins massives, plus ou moins
bien localisées et localisables, motivent les utilisa-
teurs à vouloir tout visualiser en même temps (co-
visualisation), à explorer ces données dans l’espace
et dans le temps (navigation), ou d’un point de vue
à un autre (multi-dimension). Selon les contextes,
il s’agit d’expliquer, d’analyser, de comprendre, voire
de prendre des décisions sur des phénomènes et dyna-
miques spatiales et temporelles complexes, à partir de
l’interprétation de données brutes, sémantisées, enri-
chies, simulées. Même si il existe des outils cartogra-
phiques, de géovisualisation, de data visualisation, et
de visualisation scientifique, il n’existe pas de système
de visualisation, capable de s’adapter aux capacités
visuelles, perceptives et cognitives de l’utilisateur, et
à ses usages, de balayer l’espace des représentations
possibles, pour simplifier le phénomène à observer,
en comprendre la complexité, et explorer cette com-
plexité de différentes façons. Soit les outils sont trop
simples pour les tâches à réaliser, soit ils visent des
experts des données et des outils. L’exploration inter-
active de données spatio-temporelles passent par une
exploration des rendus et représentations graphiques
possibles, pouvant être adaptées, hybridées, intégrées
dans des techniques d’interaction spécifiques, afin de
faciliter le raisonnement visuel et l’interprétation de
phénomènes spatio-temporels sur le territoire.
La géovisualisation est un champ interdisciplinaire
formalisant et développant un ensemble de connais-
sances, méthodes et outils permettant la visualisation
et l’analyse visuelle de données spatio-temporelles, à
partir de l’exploration interactive de ces données par
les utilisateurs. Ce champ de recherche existant depuis
de nombreuses années recouvre, dans sa définition-
même, des objectifs et des enjeux de la visualisa-
tion d’informations, du traitement de données, de la
cartographie et de l’exploration interactive de don-
nées, sur l’espace géographique et les phénomènes s’y
produisant, dans une conception centrée utilisateur
[MK01, DMK05, LD11, MT13, Mac15], entre autres.
La complexité des phénomènes et dynamiques sur l’es-
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Figure 1 : Styles abstraits pour la représentation 3D de bâtiments [BCJ∗16].
pace (physiques, historiques, sociologiques, etc.) à re-
présenter, et leurs interactions avec la nature, les ca-
ractéristiques et les dynamiques de l’espace géogra-
phique, ainsi que le volume de données spatiales hété-
rogènes, et les besoins d’utilisateurs très variés en ca-
pacités de vision, perception et cognition, demandent
une convergence encore plus grande entre domaines
connexes de l’informatique graphique pour résoudre
des problèmes complexes liés au territoire.
L’objectif principal de la géovisualisation est "de
donner à voir, à percevoir et à comprendre", à partir
de ce qui a du sens dans l’espace ou le phénomène re-
présenté pour l’utilisateur, et à partir de moyens d’in-
teraction avec les données sur l’espace et sur le phé-
nomène à disposition. Tous ces paramètres diffèrent
selon les utilisateurs et leurs usages, et il ne s’agit
pas de développer des outils de géovisualisation ad-
hoc pour un jeu de données, un usage spécifique, ou
un type d’utilisateurs. Nous assumons ici que les en-
jeux en géovisualisation sont de permettre aux utilisa-
teurs d’explorer des possibilités de co-visualisation, de
navigation et d’immersion, selon leurs usages et leurs
besoins, afin de faciliter l’interprétation, l’analyse et le
raisonnement. Ce caractère multi-dimensionnel néces-
site de formaliser, concevoir, expérimenter et évaluer
l’exploration de cet espace des possibles en géovisua-
lisation.
Dans cet article, nous présentons des questions
et travaux de recherche en géovisualisation, ayant
trait plus spécifiquement au rendu et à la représen-
tation graphique d’informations spatio-temporelles.
Cet article a donc pour vocation de souligner des
objectifs et des enjeux, ainsi que des résultats liés
à des cas d’usages réels, illustrant le besoin d’une
convergence entre domaines connexes. Nous présen-
tons trois catégories de problèmes, faisant conver-
ger sciences de l’information géographique, conception
(carto)graphique, informatique graphique, et interac-
tion homme-machine, pour améliorer la navigation
dans les données spatio-temporelles, leur perception
(visuelle ou pas) et déclencher les mécanismes cognitifs
recherchés, comme la reconnaissance, l’interprétation,
l’analyse, la mémorisation et le raisonnement visuel :
1. Exploration de styles abstraits
(carto)graphiques ;
2. Navigation temps-réel dans des données 3D mas-
sives et hétérogènes ;
3. Immersion spatio-temporelle en réalité mixte.
Ces travaux sont implémentés sur une plateforme open
source de visualisation 3D.
2. Exploration de styles abstraits
(carto)graphiques
La géovisualisation emprunte, revisite et étend les
cadres conceptuels et pratiques de la conception carto-
graphique. Concevoir une représentation (carto) gra-
phique, c’est-à-dire inspirée par les connaissances et
méthodes propres à la cartographie, reste un pro-
blème mal structuré [Sim73], au sens où l’ensemble
des contraintes n’est pas totalement formalisé et dé-
pend principalement de la satisfaction de l’utilisateur.
Or, une solution optimale au regard des contraintes
exprimées par un utilisateur, ne sera peut-être pas sa-
tisfaisante pour cet utilisateur. De plus, faire expri-
mer des contraintes sur le résultat visuel à obtenir,
est particulièrement difficile, ne sachant pas toujours
(ne "visualisant" pas mentalement) ce que l’on sou-
haite obtenir ; mais même si on peut s’en faire une
représentation mentale, le passage à l’expression d’un
ensemble de contraintes associées est particulièrement
complexe.
Depuis quelques années, nous formalisons le style
en cartographie, à partir de la définition générique,
"ensemble de caractéristiques formelles et esthétiques
de quelque chose". Plus spécifiquement nous utilisons
les apports de [WD05], faisant se rapprocher linguis-
tique et informatique graphique, reformulés pour notre
propre objectif : tout ce qui rend distinctif et re-
connaissable la manière dont une représentation gra-
phique a été conçue, à partir de la connaissance impli-
cite de règles graphiques et de grammaire nécessaires
à la génération de cette représentation [WD05]. Notre
objectif,avec l’aide des utilisateurs et/ou de l’analyse
des phénomènes à représenter, est de spécifier des
styles abstraits, pouvant aussi se combiner avec un
certain degré de photo-réalisme, afin de concevoir de
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nouveaux styles pour bénéficier de l’expressivité de
chacun [HC17, CDT∗16], ou, de concevoir des outils
de co-visualisation permettant de combiner des styles
à différents endroits de la scène, pour attirer/diminuer
l’attention sur une zone ou sur un objet en particulier
[LAP17].
Les capacités offertes par les abstractions
(carto)graphiques et les techniques de rendu ex-
pressifs [BTT07] nous ont permis de spécifier
plusieurs styles cartographiques abstraits pouvant
répondre à des besoins des utilisateurs, sur des
représentations cartographiques plus expressives
[CDT∗16]. Ces techniques de rendu expressif ont été
adaptées et transférées à la visualisation topogra-
phique 3D, afin de faciliter la compréhension des
formes, des volumes, des espaces en 3D, sans que
l’utilisateur ne soit perturbé par l’hyper-réalisme des
modèles texturés de façades, ou la surabondance de
détails dans le mobilier urbain, alors que l’usage était
spécifiquement de travailler sur les formes à bâtir dans
des espaces vides, pour co-construire l’élaboration des
Plans Locaux d’Urbanisme (PLU) (voir figure 1). A
contrario, une visualisation 3D très réaliste via des
modèles texturés de façades et de toits, permettra de
proposer aux utilisateurs une visite historique dans le
passé d’une ville, alors qu’une modélisation stylisée
de bâtiments 3D avec une représentation très réaliste
d’une montée des eaux permettra éventuellement de
mieux expliquer des phénomènes de crues rapides
par exemple [BCJ∗16]. Actuellement, nous travaillons
sur :
1. La spécification de styles pour la 2D, la 3D,
la 3D+T ou 3D+mesure, permettant de jouer
sur les niveaux de complexité visuelle, percep-
tive et cognitive des représentations, mais aussi
de la propre complexité du phénomène spatio-
temporel à représenter : que ce soit les résul-
tats d’un modèle de simulation, de prédiction,
d’apprentissage, il va être nécessaire d’identifier
avec les scientifiques producteurs de ces modèles,
quels sont les paramètres et dimensions du pro-
blème et/ou des données d’entrée ou de sortie,
ou la configuration initiale du modèle, les me-
sures et leurs évolutions, les ruptures, les outliers
et les signaux faibles, les distributions spatio-
temporelles qui ont du sens. Ces questions pour-
ront être ensuite poussées vers les utilisateurs
grand public ou décideurs, afin de démontrer
comment l’interprétation amène à la compréhen-
sion d’une dangerosité (d’un événement de cani-
cule, de crue rapide, etc.) par exemple.
2. La conception de méthodes d’optimisation,
semi-automatiques, pour explorer l’espace des
styles de représentation possibles en géovisua-
lisation, via l’interpolation des ensembles de pa-
ramètres visuels et graphiques, et des opérateurs
de rendu associés, tel qu’initié dans la thèse de
Charlotte Hoarau et le travail d’optimisation sur
l’exploration des palettes de couleurs possibles
[MVH∗17].
En parallèle des styles abstraits, un style photoréa-
liste recherche à reproduire une vue réelle ou réaliste
en se basant, dans notre domaine, sur des données
d’acquisitions 3D+T laser ou image. Outre les problé-
matiques spécifiques au rendu temps réel photoréaliste
de ces données brutes, nous visons à offrir la possibilité
d’explorer des styles hybrides (abstraits et réalistes),
en extension de travaux similaires en cartographie 2D
[HC17].
3. Navigation temps-réel dans des données
3D massives et hétérogènes
Avec les avancées technologiques récentes des cap-
teurs d’acquisition lidar, image (optique) et de posi-
tionnement, des jeux de données massifs sont main-
tenant acquis quotidiennement à diverses échelles et
pour de multiples usages (urbanisme, véhicule auto-
nome, tourisme, gestion de crise, héritage culturel,
etc.). Ces jeux de données sont géoréférencés, c’est à
dire que la position absolue (trajectoire) du capteur
est mesurée de façon directe ou indirecte et que ces
capteurs sont calibrés afin que chaque mesure (pixel
image ou point 3D laser) soit portée par un rayon 3D
connu de façon plus ou moins précise.
Notre objectif est ici de permettre une navigation
temps-réel dans ces données 3D massives et hétéro-
gènes (images, nuages de point, modèles 3D texturés).
En effet, ces données peuvent être hétérogènes par de
multiples aspects, ce qui implique des problématiques
de rendu pour réduire l’impact des artefacts visuels
causés par cette hétérogénéité :
Point de vue : Les capteurs image et/ou lidar
sont montés sur de multiples plateformes, telles que
des satellites, des avions, des drones, des véhicules
(de Cartographie Mobile) ou tout simplement par des
smartphones ou appareils photographiques... La co-
visualisation de données issues de points de vue et de
capteurs multiples implique des problèmes de visibi-
lité, et de différences de résolution.
Précision : La qualité du géoréférencement des
capteurs et de leur calibration peut être variable. Com-
ment co-visualiser un modèle 3D métrique (telle que la
base de données de bâtiments BDTopo de l’IGN), un
nuage de point lidar très précis en relatif mais approxi-
mativement recalé en absolu et un ensemble d’image
de la même scène ?
Complétude : On ne peut généralement pas pré-
supposer que la scène d’intérêt telle qu’une ville en-
tière soit acquise intégralement. Même en multipliant
les points de vue, il pourra rester des surfaces non me-
surées par le capteur laser ou non photographiées par
le capteur image. Comment représenter ces données
incomplètes ?
Temporalité : Ces acquisitions numérisent un
point de vue instantané d’une scène dynamique (tra-
fic au niveau de la rue par exemple). Au delà de ces
acquisitions récentes, il est aussi intéressant de (co-
)visualiser des jeux de données d’archives pour mieux
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Figure 2 : a) Nuage de points laser d’une chaussée, vue de dessus. Les zones blanches correspondent à des surfaces
non acquises car cachées par des véhicules ou des poteaux. b) Détection des parties cachées et interpolation des
zones sous-échantillonnées. c) inpainting des parties cachées [BABB18]
comprendre l’évolution d’un territoire. Que cherche-
t-on alors à représenter ? Jusqu’où faut-il chercher à
comprendre la dynamique et l’évolution de la scène à
travers ses diverses acquisitions pour la représenter ?
Dans ce contexte, nos problématiques de recherche
sont les suivantes :
— La masse des données à visualiser demande de
mettre en place des moyens de prétraitement,
de stockage et d’indexation de ces données en
amont, et des algorithmes de rendu efficaces
pour leur visualisation en temps réel. Pour les
nuages de points 3D, PoTree propose le précalcul
d’une structure hiérarchique en octree [Sch16].
Pour des images géoréférencées, nous proposons
de stocker dans une base de données géogra-
phique les métadonnées de ces images en créant
un index géométrique sur leur pyramide de vue
(frustum, limitée par une distance proche et une
distance lointaine) afin de répondre efficacement
à des requêtes de visibilité "Dans quelles images
ce point ou cet objet 3D est il visible ?", tout
en permettant un filtrage et un tri des résultats
en fonction de divers critères (temporel, séman-
tique, résolution image...)
— l’incomplétude et l’incertitude des données rend
difficilement applicable les approches classiques
de rendu temps-réel basées sur des géométries
texturées. Les approches de rendu basé image
permettent de prendre en compte l’absence de
géométrie et son imprécision. Le rendu basé
image en temps réel d’une géométrie incertaine
est ainsi possible en appliquant un flou dans la
direction de l’imprécision géométrique projetée
[Bré14]. Enfin, les données images ou géomé-
triques manquantes peuvent être complétées par
inpainting [BABB18] (figure 2).
— Temporalité : afin de limiter les artefacts de vi-
sualisation de données diachroniques (eg : la tex-
turation d’un nuage de point laser par une image
prise de facon non synchronisée ne sera pas cohé-
rente sur les objets mobiles), une approche est
d’analyser sémantiquement les données afin de
détecter les objets mobiles et ainsi covisualiser
uniquement les données laser et/ou image des
objets fixes de la scène. Par exemple, [BLA∗19]
propose une approche par apprentissage profond
permettant de détecter en temps réel les objets
mobiles dans un flux de point laser Velodyne.
Pour aller plus loin, il serait intéressant non pas
de détecter les objets mobiles, mais de prédire
la donnée laser/image qui aurait été acquise en
l’absence de ces objets, voire même d’effectuer
cette prédiction multi-modale conjointement sur
l’ensemble des données.
Les connaissances et méthodes en rendu image et
temps-réel, combinées aux techniques de représenta-
tion (carto)graphique, permettent d’envisager une ap-
proche hybride, pouvant être expérimentée sur les
questions d’analyse des dynamiques urbaines : un en-
jeu supplémentaire, attendue par les utilisateurs fi-
naux (scientifiques, grand public, décideurs) permet-
tant à la fois de spécifier de nouveaux objectifs et en-
jeux, ainsi que de nouvelles contraintes, sur les deux
axes de recherche précédents est de profiter des dis-
positifs de réalité augmentée, voire mixte, pour aug-
menter l’exploration des données et des styles, pour
une meilleure perception et compréhension de l’espace
géographique considéré.
4. Immersion spatio-temporelle en réalité
mixte
La navigation dans les données comme dans les
styles de représentation de ces données, permet d’en-
visager des interactions plus poussées sur des sup-
ports immersifs, par exemple. En termes d’usages, la
réalité augmentée ou mixte permettrait de préparer
des visites sur site, pour différents types de chantiers
d’aménagement (construction, planification, architec-
ture, etc.) ou de gestion des infrastructures (sous-sol).
Méthodologiquement, nous nous interrogeons sur la
possibilité d’augmenter l’expérience de l’utilisateur,
via des formes d’interaction 3D et par une percep-
tion accrue de son environnement, et pas uniquement
visuelle. Notre objectif est donc de faciliter encore la
perception et la compréhension de géométries et vo-
lumes 3D complexes, et donc les arrangements et la
morphologie de la ville, en particulier. Le fait de vou-
loir faire combiner représentation de l’espace urbain
et représentation d’un phénomène physique sur le ter-
ritoire, comme une montée des eaux ou une élévation
de température, pose la question des données utilisées
Soumission acceptée aux JFIGRV 2019.
S. Christophe et M. Brédif / Rendu et représentation graphiques d’informations spatio-temporelles
Figure 3 : Design urbain en réalité augmentée : (a) Vue originale in situ ; (b) Sélection par l’utilisateur d’une
partie ou l’ensemble d’un bâtiment à supprimer ; (c) Une fois le bâtiment retiré, la scène doit être reconstruire ;
(d) Ajout d’un nouveau modèle 3D de bâtiment. [DHBC18]
pour représenter les entités de l’espace ou du phéno-
mène qui ont du sens pour la compréhension et l’ana-
lyse visuelle, de l’échelle de visualisation, spatiale et
temporelle, sans parler de la dynamique temporelle
ou de la caméra. Ces questions déjà valables pour une
géovisualisation 3D "classique" vont avoir un effet sur
l’expérience vécue de l’utilisateur.
Nous avons travaillé au design de l’extension d’une
application "classique" de géovisualisation 3D dans le
cadre de la réalité mixte, afin d’identifier les briques
communes nécessitant d’être adaptées (rendu, stylisa-
tion, interaction 3D), et les briques nouvelles à prendre
en compte de façon plus spécifique (estimation de pose
6D, occlusions et inpainting). Ce type d’application en
réalité mixte (RM) requiert non seulement l’intégra-
tion d’un modèle 3D de haute qualité, provenant d’une
acquisition photogrammétrique par exemple, d’avoir
capturé la scène grâce au support de réalité augmentée
d’une part, mais également de prévoir des modalités
d’interaction intuitives avec les données, que ce soit
le modèle 3D lui-même, ou l’échelle de visualisation.
Différentes réalisations ont été mises en oeuvre – modi-
fication d’échelle, adaptation géométrique entre scène
virtuelle et scène réelle, alignement des styles entre
objets à rajouter et objets du modèle 3D en entrée–
permettant l’interaction et l’hybridation du réel et du
virtuel. L’application concerne le design urbain, c’est-
à-dire l’implantation d’un nouveau bâtiment, de vo-
lume, surface au sol et textures de façades potentielle-
ment différent, dans une scène urbaine, via le support
de lunettes de réalité mixte [DHBC18] (voir figure 3).
Après cette première série d’expérimentations,
les pistes à poursuivre concernent principalement
l’inpainting dans la scène à reconstruire, et le contrôle
des effets d’illumination et de ré-éclairage de la scène,
afin de limiter la discontinuité de représentation entre
la scène réelle visible directement et la partie synthéti-
sée par inpainting. Si la qualité de l’estimation de pose
6D in situ est techniquement au point en indoor sur
les dispositifs de réalité augmentée actuels, elle n’est
pas encore suffisante pour une utilisation confortable
en outdoor.
5. Conclusion
Dans cet article, nous présentons trois axes de re-
cherche permettant d’envisager une exploration multi-
dimensionnelle des données hétérogènes et de styles
abstraits et photoréaliste, pour améliorer la perception
et la cognition de l’espace géographique ou d’un phé-
nomène spatio-temporel sur cet espace. La spécifica-
tion de contraintes et de styles attendus ou à inventer,
restent une difficulté, ainsi que le développement de
techniques de rendu et d’optimisation du rendu, selon
les différents supports de géovisualisation qui peuvent
être utilisés dans des contextes d’usage divers et va-
riés, auxquels nous faisons face.
Il est important de noter que les problèmes iden-
tifiés ici ne représentent pas toutes les catégories de
problèmes auxquelles nous sommes confrontés en géo-
visualisation : la question de la navigation spatio-
temporelle dans les données implique des travaux
transverses sur la représentation multi-échelles (spa-
tiales et temporelles) des données, des phénomènes
représentés, et de la visualisation attendue ou néces-
saire. Par ailleurs, nous insistons sur le fait que le de-
sign de techniques comme l’amélioration ou l’hybrida-
tion de techniques existantes se font toujours dans une
approche centrée utilisateur, où les critères de qua-
lité restent, la lisibilité, la compréhensibilité, et l’uti-
lisabilité des méthodes et des outils fournis pour une
meilleure interprétation et analyse visuelle des adon-
nées, phénomènes et dynamiques spatio-temporelles.
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