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Abstract 
The inhomogeneous Airy functions Gi(x) and Hi(x) appear in various problems. Efficient Chebyshev expansions 
are derived for these functions, with coefficients given for up to twenty decimal-places accuracy. The use of 
generalised transforms significantly reduces the number of coefficients. 
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1. Introduction 
The inhomogeneous Airy functions Gi(x) and Hi(x) are defined as (see [l, Chapter 101) 
Gi(x) = ikmsin[xt + it”) dt, 
Hi(x) = Gimexp(xt - it”) dt, 
(14 
(1.2) 
and are related to the standard Airy function I%(x) by the identity 
Gi(x) +Hi(x) =Bi(x). (1.3) 
The functions Gi and Hi appear in different applied fields. Rothman [7] describes their use 
in the problem of an infinite plate under an inclined uniform loading, while Bernitsas and 
Kokkinis [2] discuss another mechanical engineering application. Van der Vooren and Botta 
[lo] use these functions in the rotating-disc problem in fluid dynamics, and Lee [6] describes a 
variety of applications in chemical physics. 
These uses are usually fairly rare, however, so very few methods for computing the functions 
have been developed. Scorer [9] has tables of values for Gi, x a 0, and Hi, x < 0, given to seven 
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decimal places. As Lee pointed out, many applications require a large number of highly 
accurate evaluations. Interpolation in tables do not satisfy this requirement. 
Lee developed Gaussian quadrature methods which he combined with power series methods. 
The Gaussian methods, however, need sixteen evaluations of exp for Gi and Hi and sixteen 
evaluations of cos for Gi. Thus these methods are very time-consuming. There is also a 
problem with power series evaluation for 1 x I > 1, due to the possibility of subtractive 
cancellation. 
In this paper, we develop Chebyshev series expansions for Gi and Hi which can be used to 
give up to twenty decimal-places accuracy. Chebyshev series are one of the standard methods 
for evaluating special functions, being used in FNLIB [5], the NAG library [8] and other 
packages. 
2. Approximations 
Identity (1.3) allows us to restrict the approximation of Gi to x > 0, and of Hi to x < 0. 
Codes to evaluate Bi(x) are available in most numerical packages or by electronic mail, using 
NETLIB [4]. The approximations are based on the fact that Gi and Hi satisfy the equations 
with 
C;i’-xGi=_d 
Tr ’ 
fJi”--n~i=L 
Tr’ 
the initial conditions 
Gi(0) = (3’/“r($))-‘, Gi’(0) = (3’/“r(+))-‘, 
Hi(O) = 2 Gi(O), Hi’(O) = 2 Gi’(0). 
(24 
(2.2) 
(2.3) 
(2.4) 
We describe, in detail, the process of approximating Gi. The methods for Hi are very similar, 
so only the relevant details are provided. 
From (2.1) and (2.31, Gi has the power series 
Gi(0) G?(O) 
Gi(x) = Gi(0) + Gi’(O)x - &x2 + 7x3 + 12x4 + . . . , 
and, for large x, the following asymptotic series holds: 
Gi=-& I+$+;+*-- 
i i 
. 
Relations (2.5) and (2.6) suggest hat we approximate Gi by 
( 0 g, t Y t =f1(x), 0 =Gx GL, 
(2.5) 
(2-6) 
(2.7) Gi(x) = 1 
i 
;92(t), t =f2(4, x > L, 
A./. MacLeod /Journal of Computational and Applied Mathematics 53 (1994) 109-116 111 
where 
gi(t)= f'cijq(t)7 i= 1 or 2, 
j=O 
with 7;(t) the jth Chebyshev polynomial, and c’ denotes that the first term is to be halved. 
Since Chebyshev polynomials are only defined on [ - 1, 11, the functions fi and f2 are 
needed to transform [0, L] and (L, co>, respectively, onto [ - 1, 11. The standard transforms 
would be f,(x) = 2x/L - 1 and f&x) = 2 L3/x3 - 1. Various researchers have found that more 
general transforms can reduce the number of terms required for a specified accuracy. 
We thus consider the forms 
ax-b 
f,(x)==, u=l+$ 
f:W=g$ d=2L3-c, 
P-8) 
(2.9) 
where the standard forms are the limit of (2.8) as b + 03, and (2.9) with c = 2L3. 
With these transforms and the differential equation, we can derive the following equations: 
(a - @& - 2(a - t)‘& - (a + l)*b’(l + t)g, = 
-(u + 1)2b2(a - t) 
7 
Tr 
(2.10) 
9(dt + ~)~(l + t)3g2 + 18(dt + c)‘(l + t)‘g, + ((2 - c) + (2 - d)t)(d - c)2g2 
= -(d-c)2(dt+~). (2.11) 
By using Clenshaw’s method [3], we can use these equations (and the initial or end 
conditions) to derive an infinite system of linear equations for the coefficients in the expansions 
of g, and g,. In both cases the coefficients tend to zero. We can derive a finite linear system by 
assuming all coefficients beyond a specified cut-off point are exactly zero. This linear system 
can be solved by standard methods. 
To see the benefit of the generalised transforms (2.8) and (2.91, we calculated values of the 
coefficients for L = 8, and variable b and c. We assumed that the first 101 coefficients only 
were possibly nonzero, and all computations were done using quadruple precision on a Prime 
6350. We counted the number of terms needed before all subsequent coefficients were less 
than 10e2’ in size. Graphs for (2.8) and (2.9) are given in Figs. 1 and 2, respectively. Both 
figures show that we can significantly reduce the number of terms required for twenty 
decimal-places accuracy. 
To derive coefficients, we first must select a value of L. For a given accuracy, as L increases, 
the number of terms needed in g, increases, while that for g, decreases. Various values of L 
were tried with L = 7 giving, on purely subjective grounds, a reasonable value. With this value, 
we selected values of b and c to minimise the number of coefficients, together with giving 
exactly representable coefficients in f1 and f2. We selected b = 28 and c = 1200, so that 
9x - 28 1200 -X3 
fi@)= x+28 7 f2W = 
x3 + 514 * 
(2.12) 
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LOGlqb) 
Fig. 1. Number of terms using (2.8). 
With these transformations, the (2.10) and (2.11) are solved, again using Clenshaw’s method, 
but with all computations done using a multiple-precision arithmetic package, giving approxi- 
mately 75 significant decimal arithmetic. The zero coefficient cut-off point was started at 61 
terms and increased by 20 until successive sets of coefficients agreed to 40 decimal places. The 
coefficients were then output, to twenty decimal-places accuracy, and are given in Tables 1 
and 2. 
The process for Hi is essentially identical. Again we have the approximations 
r 0 g, t 7 t =f3(x), K<x < 0, 
Hi(x)= -1 
i 
,gg&L t =f&), x <KY 
with g, and g, expansions in Chebyshev polynomials. 
100 
20 
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LOGlO 
Fig. 2. Number of terms using (2.9). 
(2.13) 
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Table 1 
Coefficients for Gi(x) for 0 =s x Q 7 
0 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
Numerical investigations suggested that K= -8 was a reasonable breakpoint, With this 
value, we selected the transformations 
4x + 12 
A(x) = x _ 12 ’ f4W = 
With these, the multiple-precision 
and 4. 
3. Testing 
x3 + 1200 
176-x3 ’ 
(2.14) 
package produced the Chebyshev coefficients in Tables 3 
We now describe the testing procedure used to check the accuracy of the coefficients. 
Using the quadruple-precision arithmetic (about 28s) on the Prime, we wrote subroutines to 
evaluate the Chebyshev expansions g,-g,. 
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Table 2 
Coefficients for Gi(x) for x > 7 
j c2j 
0 2.00473712275801486391~10° 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
2.5 
26 
27 
28 
29 
0.294184139364406724~10-2 
0.71369249006340167~10-3 
0.17526563430502267.10-3 
0.4359182094029882.10-4 
0.1092626947604307.10-4 
0.272382418399029.10-’ 
0.66230900947687.10-6 
0.15425323370315.10-6 
0.3418465242306.10-7 
0.728157724894.10-’ 
0.151588525452.10-’ 
0.30940048039.10-9 
0.6149672614.10-‘” 
0.1202877045~10-‘” 
0.233690586.10-” 
0.43778068.10-” 
0.7996447.10-13 
0.1494075.10-‘3 
0.246790.10-‘4 
0.37672.10-‘5 
0.770 1. lo- l6 
0.354.10-17 
-0.49.10-‘8 
0.62.10-‘8 
-0.40.10-‘8 
-0.1.10-‘9 
0.2.10-19 
-0.3.10-‘9 
0.1. lo- I9 
We also evaluated these functions using the following mixture of techniques. 
(a) For small I x 1, the relevant power series was used. 
(b) For large 1 x 1, the asymptotic series was transformed into a continued fraction using the 
q-d algorithm, and the continued fraction used to evaluate the function. 
(c) For both Gi andHi there was a region of values where neither (a) nor (b) gave sufficient 
accuracy. Here we used the multiple-precision arithmetic package to evaluate the function. 
This necessitated decomposing arguments exactly using the internal numerical representation 
on the machine. 
Thousands of random arguments were tested and in every case the Chebyshev series value 
was accurate to twenty decimal places, showing that the coefficients give the stated accuracy. 
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Table 3 
Coefficients for Hi(x), -8 Q x < 0 
I 
0 0.31481017206423404116~10” 
1 -0.16414499216588964341~10” 
2 0.617665 159 773 091307 1.10-l 
3 -0.1971881185935933028~10~’ 
4 0.536902830023331343~10~2 
5 -0.124977068439663038.10-2 
6 0.248355 15596994933.10p3 
7 -0.4187024096746630.10-4 
8 0.590945437979124~10~5 
9 -0.68063541184345.10-6 
10 0.6072897629164.10p7 
11 -0.367130349242.10-’ 
12 0.7078017552~10~‘” 
13 0.1187894334.10-‘” 
14 -0.120898723.10-” 
15 0.1189656.10-‘3 
16 0.594 128. lo- l4 
17 -0.32257~10~‘5 
18 -0.2290.10-‘6 
19 0.253. lo- ” 
20 0.9.10-19 
21 -0.2.10-19 
Table 4 
Coefficients for Hi(x), x Q -8 
i c4j 
0 1.99647720399779650525.10° 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
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