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On the Approximation of Catalan Numbers and Other Quantities 
RENZO SPRUGNOLI 
The concept of efficient computability is discussed, and several formulas are given for the 
evaluation of the Catalan numbers and other quantities, which are best suited for particular 
computation devices. 
1. INTRODUCTION 
In a recent paper [4], R. D. Dutton and R. C. Brigham give an upper and a lower 
bound for the evaluation of the Catalan numbers: 
b =-l(2n) 
n n + 1 n 
and claim that the average of these quantities: 
1 4n (~4n -1 (4il)
2(n + l)vJm ~+ \'4,;+1 
is a computationally efficient formula for bn- To support their opinion, they give a 
table, obtained by a computer program, showing the errors relative to their 
approximations. 
It is not easy to understand how and why the formula above should be considered to 
be computationally efficient; besides, in our opinion, it would be desirable to have a 
more precise idea of the error introduced. So, the aim of the present paper is 
three-fold: (a) to discuss some general ideas about the notion of efficient computability, 
which is clearly dependent on the device we use to perform computations; (b) to give a 
more general framework, in which to develop approximations for the Catalan numbers 
and other quantities; and (c) to evaluate the error introduced by these approximations 
and, in particular, the error relative to the formulas of Dutton and Brigham. 
As a notational pecularity, we prefer the symbol bn to denote Catalan numbers 
(instead of Cn, as used by Dutton and Brigham and other authors), since they are the 
number of different binary search trees; because of that, bn is usually adopted in 
computer science (see, e.g., Knuth [5]). 
2. DEGREES OF APPROXIMATION 
Our starting point is Stirling formula to approximate n!: 
n)n ( 1 1 1 7 )
n! =V2Jm ( ; exp 12n- 360n3 + l260n 5 - O(n- ) 
(n)n( 1 1 139 571 5 )= 2nn- 1+-+--- - + n- (1.1)V2Jm e l2n 288n2 51 840n 3 2 488 320n4 O( ) · 
This is a classical result and can be obtained using the Euler-McLaurin summation 
formula (see Knuth [5]) or by other means (see Ahlfors [1]). It should be kept in mind 
that (1.1) is not a Laurent development, and when the number of terms is increased 
the series does not converge. In general, there exists a particular term giving the best 
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approximation; for example, when n = 2 we obtain the best approximation by 
considering the first four terms; from the fifth term on, the approximation becomes 
poorer. For large values of n, the number of terms to be considered is about :~rn. 
However, for practical purposes, the first four or five terms can be considered adequate 
because of the following two facts: 
(a) In (1.1) the error introduced by truncating the formula at a given term has the 
same sign as, and is less than, the first discarded term. So, for example, truncating the 
evaluation of n! at the third term (288n2)-\ we obtain an upper bound for n! and the 
absolute error is less than V2iifi(n/etl39/(51840n3). 
(b) Whenever we have f(n) = fo(n)(1 + a 1n-1 + a2n-2 + · · ·) and the conditions of 
case (a) are verified, the relative error introduced by truncating the formula at the kth 
term is of the same order as akn -k. So, the relative error for n! truncating the 
evaluation at the third term is about 139/(51840n3 ) = (373n3)- 1• This is immediate 
from the definition of relative error and will play an important role in the 
considerations we are going to develop. 
We can now derive the asymptotic formula for (~), which is also a classical result: 
22n) n ( 1 1 1 )
2n)= -v'4Jm-;( exp 24,;-~+ 40320n5 -0(n-7) 
( 
n 1 )n 2:~rn (n)- 2 exp ( ----+---1 1 O(n-7) 
e 6n 180n3 630n 5 
4n ( 1 1 1 -7 ) 
= yr;m exp - 8n + 192n3 - 640n5 + O(n ) · 
Developing the exponential and using the sign before the 0-notation to indicate the 
upper and lower bounds (remark (a) above), we have: 
4n ( 1 1 1 5 21 399 6 ) bn = (n + 1)yr;m - 8n + 128n2 + 1024n3 - 32 768n4- 262144n5 + O(n- ) · 
(1.2) 
In order to develop the approximations of Dutton and Brigham we use the following 
standard formulas: 
h2 h3h 5h4 
v'f+h = 1 +2-8+ 16-128 + O(hs), 
1 h 3h2 5h3 35h4 
Y1 +h = 1 -2+8-16+ 128- O(hs). 
From these we have immediately the series expansions for the Dutton and Brigham 
lower bound b~L upper bound b~u and average value b~A: 
bDL= 4n ~4n-1= 4n (1-_!_ __1___1__ 0(n-4)) 
n (n + 1)yr;m 4n (n + l)yr;m 8n 128n2 1024n3 ' 
DU 4n nn 4n ( 1 1 3 5 -4 ) bn = (n + 1)yr;m \'4n'+} = (n + 1)yr;m - 8n + 128n2 - 1024n3 + O(n ) ' 
bDA = 4n ( ~4n - 1 + ~ 4n ) 
n 2(n + 1)yr;m 4n 4n + 1 
4n ( 1 1 3 -4 )1
= (n + 1)yr;m - 8n + 128n2 - 1024n3 + O(n ) · 
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Comparing these formulas with (1.2), we have the following: (a) the error in the 
lower bound is equal and opposite in sign to the error in the upper bound-according 
to remark (b) above, the relative error is about (64n2)-1 for both approximations; (b) 
the error in the average value is smaller by one order, the relative error being about 
(128n3)-1. 
The two authors denote by EL, Eu, E(X and £<2> the absolute errors relative to 
bf,?L, bl,?u, bf,?A) and the first factor in (1.2), respectively. Using the symbol '=' to 
indicate the relation 'is approximately equal to', we have: 
E(X E(X 64n 2 1 E(X 8n 1 
EL = Eu = 128n3 = 2n' E(2 ) = 128n2 = 16n2 
and these expressions perfectly justify the empirical data of Table 1 in [4]. 
Whenever we have an asymptotic development f(n) =f0(n)(1 + a 1n-1 + a2n-2 + · · ·) 
or, in particular, a series development of the same form, by kth degree approximation 
we mean any expression f'(n) =f0(n)(1 + a~n- 1 + a;n-2 + · · ·), in which a;= a; for 
every i = 1, 2, ... , k. So, f0 (n) is a Qth degree approximation, f0(n)(1 + a 1n- 1) is a first 
degree approximation, and so on. It is obvious thatf(n) ~ f'(n), if'~' is the symbol of 
asymptotic equivalence, and if Ek is the relative error introduced by truncating f(n) at 
the term akn -k, the relative error of a kth degree approximation is of the order of 
Ek- a~+ 1n-k- 1 • In particular, as in our case, if Ek =ak+ 1n-k- 1, the relative error of a 
kth degree approximation is of the order of (ak+ 1 - a~+ 1)n-k- 1 • According to this 
definition, bf,?L and bl,?u are first degree approximations to bn, and bf,?A is a second 
degree approximation. Truncating (1.2) at the term akn-k we obtain a kth degree 
approximation to bn, which will be denoted by b~0, b~\ b~2, and so on. The next 
sections are devoted to deriving approximations of various degrees. 
Now, let us come to the problem of efficient computability. If we compare bf,?A 
against b~2 to consider the same accuracy, we may ask which is easier to compute. 
According to the traditional point of view of computer science (see, e.g., Knuth [5]), 
b~2 is much more efficient, requiring a very limited number of elementary operations; 
on the contrary, bf,?A has to call a square root subroutine three times, and this is not 
computationally efficient, particularly if a very fast method to perform square roots is 
being studied (see, e.g., Dubrulle [3]). 
However, we think that the problem is somewhat more complex, and we must 
distinguish several situations, according to the computational device we have at our 
disposal to perform a given evaluation. Apart from theoretical considerations (see, 
e.g., Borwein [2]), at least four cases are to be taken into consideration. 
(EC1) Hand calculation: when we have to compute some formula by hand, with 
paper and pencil only, it is preferable to have only to perform the four elementary 
operations, and division is much harder than the others. In many instances, tables of 
integer powers and logarithms may be available, simplifying several steps. In any case, 
(square) roots remain slow operations and should be avoided whenever possible. In 
this respect b~2 is to be preferred to bf,?A. Also, since their accuracy is beyond the 
scope of hand calculation, a much simpler formula may be sufficient. 
(EC2) Pocket computer calculation: nowadays, a pocket computer is usually 
available, performing the elementary operations, roots and powers, logarithms, 
exponential and trigonometric functions. In these circumstances, the accuracy can be 
much greater and the complexity of a formula is to be measured in terms of the 
number of key-strokes necessary to evaluate it. In fact, the time of computation and 
the probability of errors can be considered to be proportional to the number of 
key-strokes, no matter whether these correspond to simple sums or to complicated 
exponentials. It is also important to have short constants and linear expressions without 
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complex nesting of parentheses. Because of these considerations, b~A may be more 
favourable than b~2 for pocket computer calculation. 
(EC3) Calculation by a traditional sequential computer: as we have already 
remarked, the number of instructions involved in b~2 is considerably less than the 
number of instructions relative to b~A, thus, for sequential computation the formula of 
Dutton and Brigham is not particularly attractive. However, from a programming point 
of view, coding the two formulas b~2 and b~A in a high-level language is practically 
equivalent. Usually, a programmer is not concerned with the complexity of a library 
subroutine and he may be content with any closed formula he may write as a single 
expression. Loops are to be avoided since their execution time grows with n. This was 
probably what Dutton and Brigham had in mind when writing their paper. 
(EC4) Calculation by a parallel computer: when several CPUs are available for 
parallel computation it is important to have expressions that are divisible into several 
sub-expressions, each with the same computational complexity. The sub-expressions 
are evaluated in parallel and their results are then assembled together. In sequential 
machines, for example, successive powers of n are computed by means of a temporary 
variable at the moment they are needed. This is not good for parallel evaluation and, 
in this respect, b~A may be more favourable than b~2• 
The aim of these remarks is to point out the necessity of specifying the scope of 
applicability of a formula, the computational efficiency of which may be relative to 
some situations and not to others. In the following sections we shall try to develop 
formulas which are best suited for specific calculation devices. 
3. APPROXIMATIONS OF THE FIRST AND SECOND DEGREE 
The most obvious first degree approximation to bn is: 
bKl = bFL = 4n ( 1 _ _!_) = 4n (8n - 1) 
n n (n + 1)VJm 8n (n + 1)VJm 8n . 
We denoted it by the superscript FL to remind ourselves that it is a first degree 
approximation and is a lower bound for bn. Its relative error is about (128n2)-1, and 
hence it is a better approximation than b~L. Since: 
B 2 B3An B
---=1--+-----+··· 
An+ B An A 2n 2 A 3n 3 
we also have the following upper bound for bn: 
4n 8 4n+l bFU= =----,==~---n 
n (n + 1)VJm 8n + 1 (n + 1)VJm(4n + 0.5) 
4n ( 1 1 1 _4 ) 
= (n + 1)VJm 1 - 8n + 64n2 - 512n3 + O(n ) · 
The relative error is again about (128n2)-1, so b~u is a better approximation than 
b~u and allows us to consider the average value: 
bFA =! 4n (8n - 1 + ~) = 4n (8n - 1 + ~) 
n 2 (n + 1)VJm 8n 8n + 1 (n + 1)VJm 16n 8n + 1 
4n ( 1 1 1 -4 ) 
= (n + 1)VJm 1 - 8n + 128n2 - 1024n3 + O(n ) · 
Actually, b~A is a second degree approximation, the relative error of which is only 
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6/(1024n3) =(17ln3)-\ and this is better than the relative error of b~A. It is obvious 
that b~L, b~u, b~A are better and more efficient than b~L, b~u, b~A, respectively, in all 
the situations considered in the previous section, so they should be preferred in all 
types of computation. 
The above formulas can be used conveniently to compute (~), a quantity occurring 
frequently in combinatorics. On the other hand, the expression for b~u suggests the 
following train of thought for computing the Catalan numbers: if we express the factor 
8n/(8n + 1) in terms of n + 1 instead of n, the formula can be simplified, reducing its 
complexity. In general we have: 
B 2 B 3A(n + 1) B
----'-----'-- = 1 - + - + ... 
A(n + 1) + B A(n + 1) A 2(n + 1)2 A 3(n + 1)3 
B B(A +B) B(A + Bf B(A + B)3 
=1--+ - + -· ..2 3 4An A 2n A 3n A 4n
For A = 8 and B = 1, we obtain: 
8(n + 1) 1 9 811--+-----+··· 
8n +9 8n 64n2 512n3 
and therefore we can define: 
bFH- 4n 8(n + 1)- 4n 
n - (n + 1)vm:i 8n + 9 - (n + 1.125)vm:i. 
b~H is an upper bound for bn and its relative error is about 17/(128n2) = (7.5n 2)-\ 
17 times larger than the relative error of b~u and 8.5 times larger than that of b~u. 
However, it is particularly suited for hand (H) or pocket computer calculation. It is no 
harder than the zeroth degree approximation and achieves a much better accuracy. 
We may also consider the first degree approximation for factorials: 
n!- {Jr (~)n(12n + 1)
'Jnn e 
with a relative error of about (288n 2)-1, and fore:), which can be derived from b~u. 
with the same relative error: 
2n) _ 4n+l {!i.
( n 4n + 0.5 'J:; 
We already know the second degree approximations b~2, b~A' b~A, none of which is 
particularly suited for hand or pocket computer calculation. However, let us begin by 
writing 
K 4n 128n2 - 16n + 1 b 2 = -------,;== -------=--­
n (n + 1)vm:i 128n2 
then we can try to obtain the simpler expression 128n2 in the numerator. Dividing it by 
1 - 1/8n + 1/128n2 we obtain: 
4n 128n2 bSL = -----.==---::----­
n (n + 1)vm:i 128n2 + 16n + 1 
= 4n (1- _!_ + _1_- 1 + O(n-6)). 
(n + 1)vm:i 8n 128n2 16 384n4 
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The relative error for b~2 and b~L is about 5/(1024n3) = (205n3)-t, and both are 
lower bounds for bn. As we have derived b~H from b~u, we can now try to obtain 
n(n + 1) instead of n2 in the numerator and simplify the formula. Dividing 128n2 + 
128n by 1- l/8n + l/128n 2 we find: 
4n 128n(n + 1) 4n+J ~bSH_ - _ 
n - (n + l)VJm 128n2 + 144n + 17- 64n2 + 72n + 8.5 7r 
4n ( 1 1 1 161 5 ) 
= (n + l)VJm l- 8n + 128n2 + 128n3 -16384n4 + O(n-) · 
This time we are fortunate and b~H is a simpler formula and a better approximation 
than b~2 or b~L since the relative error is only 3/(1024n3) = (341n 3)-1• 
As we have already remarked, when we use a pocket computer or a high-level 
programming language it may be computationally efficient to have formulas containing 
exponentials. From (1.2) we immediately obtain the second degree approximation: 
SE 4n ( 1 ) 4n ( 1 1 1 4 ) 
bn = (n + l)VJmexp - 8n = (n + l)VJm l- 8n + 128n2 - 3072n3 + O(n- ) · 
The relative error is about (192n3)-t, just a little worse than b~2, b~L or b~H, but b~E is 
an upper bound for bn. 
The same considerations are also valid for factorials: 
n! ~ V2JUi (~)n exp(-1) = V2JUi (~)n(t + _1 + _1 + 1 + o(_!_)) 
e 12n e 12n 288n2 10 368n3 n4 
with a relative error of about (360n3)-1. In connection with this formula, the following 
expressions are worth mentioning relative to the falling factorial and to binomial 
coefficients: 
(n h ~ (-n)n-k+O.s(~)k exp(-_k-) 
n- k e 12n(n- k) 
n) 1 (n)k+o.s( n )n-k ( 1 (n - k 1 ))( k ~Y27r(n-k) k n-k exp -12 ----;:;;;-+ n-k · 
4. HIGHER DEGREE APPROXIMATIONS 
Approximations of degree higher than two are mainly suited for computer 
programming; only occasionally will they be used with a pocket computer and never, I 
think, for hand calculation. In any case, we will be able to derive some simple 
formulas, containing only small constants, which may be interesting. 
Let us begin with factorials. To develop a third degree approximation, consider the 
terms in (1.1) from the third on: 
1 139 571 ( 1)0 
n 5288n2 - 51 840n3 - 2 488 320n4 + 
__l_(t- 139 -~+o(_!_))~-1- 180n 
- 288n2 180n 8640n2 n3 288n2 180n + 139 
1 ( 139 19 321 ( 1 ))
=-- 1---+ +0- (4.1)288n2 180n 32 400n 2 n 3 • 
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Therefore, for the third degree approximation we have: 
n)n(12n + 1 1 180n )
n' ~ 21rn - +-­(
. Vf1Ui e 12n 288n2 180n + 139 
{ir(n)n(12n + 1 1 ) 
= \j8,; -;; 3 + 72n + 55.6 · 
From (4.1) we find that the relative error is about (435n4)-1• 
The same technique can be used to derive a third degree approximation for(~): 
1 
2n) ~-4_n_(_8n_-_1 +-1___8n_) =-4-n_-_ ( 4n _ 0 5 +--1--)( n y;m 8n 128n2 8n - 5 nv;m · 32n - 20 · 
This approximation is actually an upper bound and the relative error is about 
(270n4)-1. Applying this expression to Catalan numbers we obtain: 
4n-l ( 1 )b;;u= 4n-0.5+ . (n + 1)ny;m 32n- 20 
We conclude with the following fourth degree approximations, which are useful 
when the exponential function is available as a basic operation. From the first part of 
(1.1) and the analogous expression for e,;'), we have: 
n! ~ ViiUi(~)n exp(-1-)exp(- - 1-) 
e 12n 360n3 
4E 4n ( 1) ( 1 )bn = (n + 1)y;m exp - 8n exp 192n3 . 
By (1.2) the relative error for b~E is about (657n5)- 1. 
5. CONCLUSIONS 
Perhaps the best way of concluding this paper is to show some examples involving 
the formulas derived in the previous sections. In Table 1 we consider factorials as 
computed by the approximations from the zeroth to the fourth degree; the true value is 
10! =3 628 800, and we give the computed value, the actual relative error and the 
relative error as predicted by our formulas. 
We performed calculations using a pocket computer with 11 significant digits. Using 
a more precise computer, the results can be different, especially for high-degree 
approximations. The value n = 10 has only a demonstrative meaning, since for small 
values of n direct calculation is usually to be preferred. 
In Table 2 we show the values obtained for Catalan numbers using the various 
formulas presented in the paper. Again we use n = 10 for demonstration purposes; the 
true value is b 10 = 16 796. 
TABLE 1. 
Factorials 
Zeroth degree 3 598 695.6375 8.3654 x w-3 8.333 x w-3 
First degree 3 628 684.7678 3.1756 X 10-5 3.472 X 10-5 
Second degree 3 628 810.0674 2.7743 x w- 6 2.778 x w- 6 
Third degree 3 628 800.7694 2.1070 x w- 7 2.299 x w-7 
Fourth degree 3628799.9874 3.4000 x w-9 7.907 x w-9 
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TABLE 2. 
Catalan numbers 
Zeroth degree 
bKO 
n 17 007.179356 1.257 x w-2 (8n)- 1 1.250 x w-2 
First degree 
b~L 16 793.244055 1.641 x w-4 (64n2)-t 1.563 x w-4 
bDU 
n 
bFL 
n 
bFU 
n 
b~H 
16 798.494405 
16 794.589614 
16 797.214178 
16 816.087453 
1.485 x w-4 
8.398 x w-5 
7.229 x w-s 
1.196 x w-3 
(64n2)-t 
(128n2)- 1 
(128n2)- 1 
(7.5n2)-1 
1.563 x w-4 
7.813 x w-5 
7.813 x w-6 
1.333 x w-3 
Second degree 
b;?A 
bFA 
n 
bK2 
n 
bSL 
n 
16 795.869229 
16795.901895 
16 795.918299 
16 795.918197 
7.786 x w-6 
5.841 x w-6 
4.864 x w-6 
4.870 x w-6 
(128n 3)­ 1 
(17ln 3)­ 1 
(205n 3)­ 1 
(205n2)- 1 
7.813 x w-6 
5.859 x w-6 
4.883 x w-6 
4.883 x w-:-6 
b~H 
bSE 
n 
16 796.036005 
16 795.912796 
2.143 x w-6 
5.192 x w-6 
(341n 3)­ 1 
(192n 3)­ 1 
2.933 x w-6 
5.208 x w-6 
Third degree 
bK3 
n 
bTU 
n 
16 796.001342 
16 796.006878 
7.990 X 10-8 
4.095 x w-7 
(1560n4 )­ 1 
(27ln4 )­ 1 
6.410 x w-8 
3.690 x w-7 
Fourth degree 
b~4 
b4E 
n 
16 796.000252 
16 796.000274 
1.500 X 10-8 
1.631 x w-8 
(657n 5)­ 1 
(657n5 )­ 1 
1.522 x w-8 
1.522 x w-8 
As a final remark, we observe that the classical formula: 
1 1 1logn!(n+O.S)logn-n+a+---+-+0(n-7 ),
12n 3 3 1 6 n560n 2 0 
where a= ! log 2:rr, from which (1.1) is derived, may be computationally efficient in 
several circumstances. In fact, it allows us to avoid the complex evaluation of the first 
part in the expression for n!. Obviously, the same device can be used for the Catalan 
numbers. 
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