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Abstract
Given an integrable function f, we are concerned with the construction of a spline Hn(f ) of degree n with prescribed knots
t = (tj )j∈Z that satisﬁes the histopolation conditions∫ t(j+1)sn+1
tjsn+1
Hn(f )(x) dx =
∫ t(j+1)sn+1
tjsn+1
f (x) dx, j ∈ Z
for some ﬁxed sn+1 ∈ N. Additionally, the resulting spline operator should be local and reproduce all polynomials of degree n.
Our approach of generating such a histospline is based on a local spline interpolation operator that is exact for all polynomials of
degree n.
© 2007 Elsevier B.V. All rights reserved.
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1. Introduction
In many applications, it is necessary to construct a smooth function that interpolates a biinﬁnite sequence of data
at some of prescribed knots t = (tj )j∈Z. Usually, the data are obtained by some discrete samples of a continuous
function f, say. Since it turned out that splines are tailor-made to generate smooth functions, this class entered the ﬁeld
of interpolation with great success. In addition to the interpolation property, it often seems desirable to have local
schemes such that possible errors in the data only affect the interpolant locally. Obviously, this can be achieved by
using compactly supported fundamental splines Ln,r with breakpoints t for the interpolation operator
In(f )(x) =
∑
r∈Z
f (trsn)Ln,r (x)
withLn,r (tksn)=k,r , k, r ∈ Z and sn ∈ N, being ﬁxed. Furthermore, since the key for high approximation power of the
operator In lies in an appropriate reproduction of polynomials, the operators having this property have been preferred
in the literature. de Villiers and Rohwer, for example, studied nodal splines which combine the three desired features
of interpolation, locality and high polynomial reproduction in [12–14], and de Villiers investigated their properties in
[10,11], while de Swardt and de Villiers analyzed nodal splines in [8,9]. Nodal splines have also been studied by the
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author in [17]. Qi [15] proposed an alternative approach which also resulted in a local spline interpolation operator that
is exact on a large class of polynomials, and Dahmen et al. [4] even gave an important generalization thereof.
Closely related to the question of how to construct an interpolation operator is the problem of how to generate an
area matching function. An integrable function f is called area matching with respect to the histogram h = (hj )j∈Z
provided that [16]∫ j
j−1
f (x) dx = hj , j ∈ Z.
In analogy to that, given an integrable function f, we call a spline Hn(f ) of degree n and breakpoints t a histospline
for f if it fulﬁlls the histopolation conditions∫ t(j+1)sn+1
tjsn+1
Hn(f )(x) dx =
∫ t(j+1)sn+1
tjsn+1
f (x) dx, j ∈ Z, sn+1 ∈ N ﬁxed. (1)
Such problems have been treated, for instance, by de Boor in [5] and by Schoenberg in [16] in the context of the
smoothing of a histogram. Similar approaches have been studied by Delvos in [6,7] for periodic functions. Also in
[18], the reader is confronted with the problem of area matching.
We therefore study the problem of ﬁnding a histospline for a given function f in this paper. More precisely, we start
with a biinﬁnite sequence t = (tj )j∈Z of strictly increasing prescribed knots
· · ·< t−2 < t−1 < t0 < t1 < t2 < · · ·
satisfying
lim
j→±∞ tj = ±∞.
By n,t, we denote the set of all polynomial spline functions of degree not exceeding n, i.e.,
n,t = {s ∈ Cn−1 : s|[tj ,tj+1] ∈ n, j ∈ Z},
where n is interpreted as the linear space of all polynomials of degree n, i.e., n := span{1, x, . . . , xn}.
We are striving for a local operatorHn with range inn,t that is exact onn and satisﬁes the histopolation conditions
(1). Note that we try to imitate the behavior of the interpolation operators in that we require locality and polynomial
reproduction. The only difference lies in the fact that the interpolation conditions are replaced by the histopolation
conditions. Our approach of ﬁnding a histospline is based on a given interpolation operator.
The paper is organized as follows: in the second section, we discuss the preliminaries that the underlying interpolation
operator should have and that are essential for the construction of a histospline with the desired features. When we
state these preliminaries, we always have in mind the nodal spline interpolation introduced in [12] on the one hand and
the operator introduced in [15] on the other hand. We will show how the parameters in the general setting should be
chosen so that we get these special interpolation operators.
The third section is concerned with the explicit construction of a histospline of degree n with prescribed knots
t based on the local spline interpolation operator in the second section. We will show how to generate compactly
supported fundamental histosplines such that the corresponding histopolation operator reproduces all of the underlying
polynomials, i.e., every p ∈ n.
In the last section, we will concentrate on equidistant knot sequences tj = jh, h> 0, and show that the fundamental
histosplines are translates of one ﬁxed function.
2. Local spline interpolation operators
In this section, we brieﬂy introduce the local spline interpolation operators on which the histopolation operator will
be based. For this purpose, we assume In = It,n to be a local spline interpolation operator with compactly supported
fundamental functions. It is well known [12] that it is impossible to construct compactly supported fundamental
functions for an interpolation operator whose knots coincide with the interpolation sites except for the constant and
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linear cases. Thus, it is unavoidable to add more spline knots which are in general no interpolation sites. We therefore
assume that In = It,n is of the form
In : C(R) → n,t ⊆ Cn−1(R),
f →
∑
r∈Z
f (trsn)Ln,r (x), (2)
where sn2 for all n ∈ N. Further, we assume that the functions Ln,r , r ∈ Z, are spline functions in n,t satisfying
Ln,r (tksn) = k,r , k, r ∈ Z,
and that there are natural numbers n and n such that
suppLn,r ⊆ [t(r−n)sn , t(r+n)sn ] (3)
for all r ∈ R in such a way that n and n are independent of r. Obviously, this implies that the family of functions
{Ln,r : r ∈ Z} is uniformly local. Recall [12] that a function g is called local with respect to t if there are indices r < s
such that
supp g ⊆ [tr , ts]. (4)
Here, supp g denotes the support of g, deﬁned by
supp g := {x ∈ R : g(x) = 0}.
A family of functions {gj : j ∈ Z} is called uniformly local if each gj is local and if the index difference s − r in (4)
is independent of j.
Note that the parameter sn in (2) indicates how many additional spline knots are inserted between two interpolation
sites and that the interpolation sites are given by trsn , r ∈ Z.
In addition to the locality, we want the interpolation operator to possess high approximation order. As the key for
this lies in the reproduction of a large class of polynomials, we further assume that In is exact on n, i.e.,
In(p) = p for all p ∈ n. (5)
In the case of an equidistant knot sequence, say tj = jh for an h> 0, the fundamental spline Ln,r is assumed to be a
translated version of Ln,0, i.e.,
Ln,r (x) = Ln,0(x − rhsn).
In this case, the spline interpolant for f takes the form
In(f )(x) =
∑
r∈Z
f (rhsn)Ln,0(x − rhsn), x ∈ R.
Let us consider two typical examples of spline interpolation operators that ﬁt the described scheme. In [12], de
Villiers and Rohwer constructed the nodal spline interpolation operator. Recall [12] that a family of functions {fni; i ∈
Z}, n ∈ N ﬁxed, is called nodal with respect to t if the functions satisfy the nodal property
fni(tnj ) = i,j , i, j ∈ Z.
In this case, the parameters sn, n and n take the values sn = n for all n and n = (n + 3)/2, n = (n + 1)/2 for odd
n and n = n/2 + 1 = n for even n, respectively. In Fig. 1, the fundamental nodal cubic (n = 3) spline with respect
to t = Z is depicted (above, left). For further references concerning nodal splines, see, for instance, [3,8–11,13,14].
Note that in case of tj = j , the nodal spline Ln,0 is even if and only if n is even. The author presented a construction of
even nodal splines with odd degree and with the optimal polynomial reproduction property in [17]. Alternatively, the
deﬁnition
L˜n,0 := 12 (Ln,0(·) + Ln,0(−·))
also yields an even fundamental spline function possessing the desired reproduction property with n =n = (n+3)/2.
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Fig. 1. Histopolation with nodal splines. Above: the fundamental cubic nodal spline together with its derivative on the mesh t = Z. Note that the
interpolation sites are 3r, r ∈ Z. Below: the corresponding quadratic (n = 2) histopolating spline for f (x) = x3 (the ﬁrst monomial that is not
reproduced) and f (x) = 1/(1 + x2).
The second interpolation operatorwhichﬁts the schemewas introduced byQi and goes back to [15]. This interpolation
scheme was also investigated and generalized by Dahmen et al. in [4]; it was further studied by Chui and Diamond
in [2] and Chui and de Villiers in [1]. It is remarkable that—independent of the degree—only one additional spline
knot is placed between two interpolation sites; in other words that sn = 2 for every n ∈ N. The parameter n and n
both take the value n in this case. Note that in contrast to the interpolation scheme described above, the support of the
fundamental splines can always be embedded into a symmetrical interval. In Fig. 2, the fundamental cubic (n = 3)
spline with respect to t = Z is shown.
3. Histopolation
Let f be integrable (in the sense of Riemann) on every interval [a, b] ⊆ R and denote by J (f )(x) the function
deﬁned by
J (f )(x) :=
∫ x
t0
f (t) dt .
Obviously, J (f ) is a continuous function and differentiable for every x where f is continuous with DJ (f )(x) = f (x)
if we interpret D as d/dx.
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Fig. 2. Histopolation with the fundamental functions introduced by Qi. Above: the fundamental cubic spline together with its derivative on the mesh
t = Z. The interpolation sites are 2r, r ∈ Z. Below: the corresponding quadratic (n = 2) histopolating spline for f (x) = x3 (the ﬁrst monomial that
is not reproduced) and f (x) = 1/(1 + x2).
Deﬁnition 1. For n ∈ N and f ∈ C(R), we deﬁne
Hn(f )(x) := Ht,n(f )(x) := DIn+1(J (f ))(x), x ∈ R, (6)
to be the histospline of degree n belonging to the knots t and the function f.
Note that due to the compact support of the fundamental functions Ln+1,r , we can rewrite Hn(f ) as
Hn(f )(x) = ddx
∑
r∈Z
J (f )(trsn+1)Ln+1,r (x)
=
∑
r∈Z
J (f )(trsn+1)
d
dx
Ln+1,r (x)
=
∑
r∈Z
∫ trsn+1
t0
f (t)dt ln+1,r (x),
where we used the abbreviation ln+1,r (x) := (d/dx)Ln+1,r (x). In the following lemma, we will show that Hn acts like
the identity on n.
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Lemma 1. For n ∈ N and p ∈ n, Hn possesses the reproduction property
Hn(p) = p.
Proof. We verify the assertion for a special basis of n and deﬁne ej by ej (x) := (j + 1)(x − t0)j for j = 0, . . . , n.
It does not take much effort to conﬁrm the identity
J (ej )(x) = (x − t0)j+1,
so that we have
In+1(J (ej ))(x) = In+1((· − t0)j+1)(x) = (x − t0)j+1, j = 0, . . . , n, x ∈ R,
which yields
Hn(ej )(x) = DIn+1(J (ej ))(x) = (j + 1)(x − t0)j = ej (x), j = 0, . . . , n, x ∈ R. 
The next theorem justiﬁes the name histospline for Hn(f ).
Theorem 2. For j ∈ Z, the spline Hn(f ) satisﬁes the histopolation conditions∫ t(j+1)sn+1
tjsn+1
Hn(f )(x) dx =
∫ t(j+1)sn+1
tjsn+1
f (x) dx.
Proof. We ﬁx the integer j and get the equations∫ t(j+1)sn+1
tjsn+1
Hn(f )(x) dx = [In+1(J (f ))(x)]t(j+1)sn+1tjsn+1
= In+1(J (f ))(t(j+1)sn+1) − In+1(J (f ))(tjsn+1)
= J (f )(t(j+1)sn+1) − J (f )(tjsn+1)
=
∫ t(j+1)sn+1
t0
f (t) dt −
∫ tjsn+1
t0
f (t) dt
=
∫ t(j+1)sn+1
tjsn+1
f (t) dt
which proves the theorem. 
The reader is referred to Fig. 1, where the histospline based on the nodal spline interpolation operator is shown. The
histospline in Fig. 2 is based on the interpolation operator in [4,15].
Up to this point, we have derived a spline operator which reproduces all of the underlying polynomials and fulﬁlls
the histopolation conditions; but unfortunately, the functions
ln+1,r (x) = ddx Ln+1,r (x), r ∈ Z,
are not dual with respect to the integral functionals
f →
∫ t(j+1)sn+1
tjsn+1
f (t) dt, j ∈ Z.
In order to achieve this aim, we will rearrange Hn(f )(x) by the relevant integrals
∫ t(j+1)sn+1
tjsn+1 f (t) dt . For this purpose,
we ﬁx x ∈ R and choose R ∈ N such that
ln+1,r (x) = 0
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for all r ∈ Z satisfying |r|>R. Then, we have
Hn(f )(x) =
−1∑
r=−R
∫ trsn+1
t0
f (t) dt ln+1,r (x) +
R∑
r=0
∫ trsn+1
t0
f (t) dt ln+1,r (x)
= : S1 + S2.
Analyzing the sum S1, we see that it can be rewritten as
S1 =
−1∑
r=−R
∫ t0
trsn+1
f (t) dt (−ln+1,r (x))
=
−1∑
r=−R
−1∑
j=r
∫ t(j+1)sn+1
tjsn+1
f (t) dt (−ln+1,r (x))
=
−1∑
r=−R
∫ t(r+1)sn+1
trsn+1
f (t) dt
r∑
j=−R
(−ln+1,j (x))
=
−1∑
r=−R
∫ t(r+1)sn+1
trsn+1
f (t) dt
r∑
j=−∞
(−ln+1,j (x)),
whereas the sum S2 may be transformed into
S2 =
R∑
r=1
∫ trsn+1
t0
f (t) dt ln+1,r (x)
=
R∑
r=1
r−1∑
j=0
∫ t(j+1)sn+1
tjsn+1
f (t) dt ln+1,r (x)
=
R−1∑
r=0
∫ t(r+1)sn+1
trsn+1
f (t) dt
R∑
j=r+1
ln+1,j (x)
=
R−1∑
r=0
∫ t(r+1)sn+1
trsn+1
f (t) dt
∞∑
j=r+1
ln+1,j (x).
If we set
hr(x) :=
⎧⎪⎪⎨
⎪⎪⎩
∞∑
j=r+1
ln+1,j (x) for r = 0, 1, . . . ,
r∑
j=−∞
−ln+1,j (x) for r = −1,−2, . . . ,
we see that
S1 =
−1∑
r=−R
∫ t(r+1)sn+1
trsn+1
f (t) dt hr (x)
and
S2 =
R−1∑
r=0
∫ t(r+1)sn+1
trsn+1
f (t) dt hr (x),
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so that
S1 + S2 =
R−1∑
r=−R
∫ t(r+1)sn+1
trsn+1
f (t) dthr (x)
=
∑
r∈Z
∫ t(r+1)sn+1
trsn+1
f (t) dt hr (x).
Let us summarize what we have reached so far.
Theorem 3. Let n be a natural number and let
hr(x) =
⎧⎪⎪⎨
⎪⎪⎩
∞∑
j=r+1
ln+1,j (x) for r = 0, 1, . . . ,
r∑
j=−∞
−ln+1,j (x) for r = −1,−2, . . . .
The corresponding histopolating spline Hn(f ) = Ht,n(f ) can be represented as
Hn(f )(x) =
∑
r∈Z
∫ t(r+1)sn+1
trsn+1
f (t) dthr (x), x ∈ R.
Note that the function hr is dual with respect to the integral functionals as the following lemma states.
Lemma 4. Let j, k be any integers. Then the duality relation∫ t(j+1)sn+1
tjsn+1
hk(x) dx = j,k
holds.
Proof. Consider the special function f := (1/(t(k+1)sn+1 − tksn+1))[tksn+1 ,t(k+1)sn+1 ] so that we have∫ ∞
−∞
f (x) dx =
∫ t(k+1)sn+1
tksn+1
f (x) dx = 1.
Due to Theorem 2, we have∫ t(j+1)sn+1
tjsn+1
f (x) dx =
∫ t(j+1)sn+1
tjsn+1
Hn(f )(x) dx
=
∫ t(j+1)sn+1
tjsn+1
∑
r∈Z
∫ t(r+1)sn+1
trsn+1
f (t) dt hr (x) dx
=
∫ t(j+1)sn+1
tjsn+1
hk(x) dx.
This yields
∫ t(k+1)sn+1
tksn+1 hk(x) dx = 1 on the one hand and
∫ t(j+1)sn+1
tjsn+1 hk(x) dx = 0 (if j = k) on the other so that the
lemma is proved. 
By the last lemma, we have reached what we were looking for: by rearranging the sum, we could achieve that the
resulting functions hr are dual with respect to integral functionals. However, at a ﬁrst glance, it seems as if we violated
one aspect we emphasized before, namely the compact support of the fundamental functions since we have to sum over
an inﬁnite set of indices when computing hr . Thus, we cannot assume that these functions are compactly supported. In
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the following, we will show that this assumption is not correct and that, in spite of the fact that we sum over an inﬁnite
set of indices, the functions hr do have compact support.
For this purpose, let the integer r0 be given and recall that, for n ∈ N, we have suppLn+1,r ⊆ [t(r−n+1)sn+1 ,
t(r+n+1)sn+1 ], which immediately yields
supp ln+1,r ⊆ [t(r−n+1)sn+1 , t(r+n+1)sn+1 ]. (7)
Now, if x < t(r+1−n+1)sn+1 , we have
ln+1,j (x) = 0, j = r + 1, r + 2, . . . ,
which results in
supphr ⊆ [t(r+1−n+1)sn+1 ,∞).
Further, if x > t(r+n+1)sn+1 , we may conclude that
∑
j∈Z
Ln+1,j (x) =
∞∑
j=r+1
Ln+1,j (x).
Due to the polynomial reproduction property of In+1, we have
1 = In+1(1)(x) =
∑
j∈Z
Ln+1,j (x)
for any x ∈ R, which yields—especially for x > t(r+n+1)sn+1—the equation
∞∑
j=r+1
Ln+1,j (x) = 1.
Altogether, we have proved that
hr(x) =
∞∑
j=r+1
ln+1,j (x) =
∞∑
j=r+1
d
dx
Ln+1,j (x)
= d
dx
∞∑
j=r+1
Ln+1,j (x)
= 0
for any x > t(r+n+1)sn+1 which yields
supphr ⊆ [t(r+1−n+1)sn+1 , t(r+n+1)sn+1 ], r0.
The case r − 1 is treated similarly: inclusion (7) results in
supphr ⊆ (−∞, t(r+n+1)sn+1 ],
whereas for x < t(r+1−n+1)sn+1 , we get the equations
−
∑
j∈Z
Ln+1,j (x) = −
r∑
j=−∞
Ln+1,j (x) = −1,
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Fig. 3. Left: fundamental histospline based on the nodal spline interpolation operator. Right: histospline based on the interpolation operator introduced
by Qi.
thus
hr(x) = −
r∑
j=−∞
ln+1,j (x)
= − d
dx
r∑
j=−∞
Ln+1,j (x)
= 0.
Altogether, we have proved the following theorem.
Theorem 5. The fundamental functions hr for the histopolating spline Hn(f ) have compact support:
supphr ⊆ [t(r+1−n+1)sn+1 , t(r+n+1)sn+1 ], r ∈ Z.
The reader is referred to Fig. 3 depicting the quadratic fundamental histosplines based on the nodal spline interpolation
and on the interpolation operator introduced by Qi.
4. Equidistant knots
The case of an equidistant knot sequence t is of paramount importance so that we assume tj to be equal to jh for an
h> 0. It would be desirable that the fundamental histosplines hr were translates of a ﬁxed function, say h0. However,
this seems not to be natural in this context since the deﬁnition of hr depends on the sign of the index r. We therefore
might assume that the functions hr cannot be gained by translation of a ﬁxed function.
Luckily, this assumption turns out to be false: in this section, we will show that we are in the (computationally) good
position that it sufﬁces to know the fundamental spline h0 since all other fundamental functions are translates thereof.
Theorem 6. Let the knots be given by tj = jh, h> 0. Then, for every r ∈ Z, we have
hr(x) = h0(x − rhsn+1).
Proof. Recall that we assumed the fundamental functions of the underlying spline interpolation operator In+1 to fulﬁll
Ln+1,j (x) = Ln+1,0(x − jhsn+1) which results in
ln+1,j (x) = ddx Ln+1,j (x) =
d
dx
Ln+1,0(x − jhsn+1) = ln+1,0(x − jhsn+1).
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Also note that∑
j∈Z
Ln+1,j (x) = 1, x ∈ R,
so that∑
j∈Z
d
dx
Ln+1,j (x) =
∑
j∈Z
ln+1,j (x) = 0, x ∈ R.
Due to the last equation, we may write
0∑
j=−∞
ln+1,j (x) +
∞∑
j=1
ln+1,j (x) = 0, x ∈ R. (8)
For r > 0, we have
hr(x) =
∞∑
j=r+1
ln+1,j (x) =
∞∑
j=1
ln+1,j+r (x) =
∞∑
j=1
ln+1,j (x − rhsn+1) = h0(x − rhsn+1),
whereas, for r < 0, we have
hr(x) =
r∑
j=−∞
−ln+1,j (x)
=
0∑
j=−∞
−ln+1,j+r (x)
=
0∑
j=−∞
−ln+1,j (x − rhsn+1)
=
∞∑
j=1
ln+1,j (x − rhsn+1) = h0(x − rhsn+1). 
The reader may have a look at Fig. 4 in order to see two examples in the case of equidistant knots.
With regard to the efﬁcient computation of the fundamental histosplines, we make the following observations. Let
Bn be the cardinal B-spline of degree n and support [0, n + 1]. Then we have
Ln,0 =
∑
j∈Z
n,jBn(· − j)
withn,j=0, j /∈ {−snn, . . . , n(n−1)−1}, for the nodal interpolation scheme andwithn,j=0, j /∈ {−snn, . . . , n−
1}, for the interpolation scheme introduced by Qi (see [1,2,8,15]). Using the well-known formula
B ′n = Bn−1 − Bn−1(· − 1), n2,
we deduce the formula
ln+1,0 =
∑
j∈Z
n+1,jBn(· − j)
with
n+1,j = n+1,j − n+1,j−1.
For the readers’ convenience, let us list the exact values for n = 2, 3, 4 ﬁrst for the interpolation scheme introduced
by Qi [15] and then for the nodal splines [12].
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Fig. 4. Left: quadratic (n= 2) histospline for a typical histogram based on the nodal spline interpolation operator. Right: quadratic histospline based
on the interpolation operator introduced by Qi. In both cases, the histosplines have been scaled such that they both satisfy the histopolation conditions∫ j+1
j
f (t)dt = ∫ j+1
j
H2(f )(t)dt .
For n=2, we can write the fundamental function L2,0 introduced by Qi in the form L2,0(x)=∑6j=1cjB2(x+5−j)
with
c1 = − 18 , c2 = 18 , c3 = 1, c7−j = cj , j = 1, 2, 3.
For n = 3, we have L3,0(x) =∑9j=1cjB3(x + 7 − j) with
c1 = 148 , c2 = − 112 , c3 = − 18 , c4 = 712 , c5 = 2924 , c10−j = cj , j = 1, . . . , 4.
Finally, for n = 4, we can write L4,0(x) =∑12j=1cjB4(x + 9 − j) with
c1 = − 1360 , c2 = 11360 , c3 = − 196 , c4 = − 732 , c5 = 35288 , c6 = 311288 ,
c13−j = cj , j = 1, . . . , 6.
Now, we have a closer look at the fundamental functions for the nodal spline interpolation. Since the fundamental
function is equal to the function studied above in the quadratic case, we restrict ourselves to the cases n = 3 and 4.
For n = 3, we have L3,0(x) =∑12j=1cjB3(x + 10 − j) with
c1 = 118 , c2 = 0, c3 = − 118 , c4 = − 827 , c5 = − 154 , c6 = 1027 ,
c7 = 5954 , c8 = 2827 , c9 = 4154 , c10 = 427 , c11 = − 154 , c12 = − 227 .
In the case of quadric splines (n = 4), we have L4,0(x) =∑20j=1cjB3(x + 13 − j) with
c1 = 612304 , c2 = 252304 , c3 = − 232304 , c4 = − 832304 , c5 = − 25144 ,
c6 = − 13144 , c7 = 11144 , c8 = 47144 , c9 = 329144 , c10 = 389384 ,
c21−j = cj , j = 1, . . . , 10.
With the aid of these numbers, the reader is able to compute the coefﬁcients for ln+1,0 according to the above algorithm.
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