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ALGEBRAIC CHARACTERIZATION OF DIFFERENTIAL OPERATORS OF
CALABI-YAU TYPE
MICHAEL BOGNER
Abstract. We give an algebraic characterization of Picard-Fuchs operators attached to
families of Calabi-Yau manifolds with a point of maximally unipotent monodromy and discuss
possibilities for their differential Galois groups.
1. Introduction
One of the origins of the study of differential equations related to geometric objects is L. Euler’s
work on the hypergeometric differential equation
z(1− z)
d2y
dz2
+ (c− (a+ b+ 1)z)
dy
dz
− aby = 0.
In the special case a = b = 1/2, c = 1, all of its solutions can be written as C-linear combinations
of the elliptic integrals
y1(z) =
∫ z
0
dx√
x(x − 1)(x− z)
and y2(z) =
∫ z
1
dx√
x(x − 1)(x− z)
.
Riemann’s ideas led to the interpretation of these solutions as period integrals of the family
y2 = x(x− 1)(x− z) of elliptic curves, i.e. as variation of integrals of a holomorphic 1-form over
a locally constant 1-cycle. More generally, if we consider arbitrary families of elliptic curves over
a one-dimensional parameter space, it was observed by R. Fricke and F. Klein in [FK90] that an
appropriate associated family of periods y(t) fulfills the hypergeometric differential equation
d2y(t)
dJ(t)2
+
1
J(t)
dy(t)
dJ(t)
+
(31/144)J(t)− 1/36
J(t)2(J(t)− 1)2
y(t) = 0
with respect to the J-function associated to the family.
The concept of differential equations satisfied by period integrals - so called Picard-Fuchs
equations - was generalized to families of algebraic manifolds with higher dimensional fibers by
E. Picard and H. Poincare´. P. Griffiths incorporated those studies into 20th century language of
mathematics, see e.g. [Gri70] and [Gri84], which leads to variations of Hodge structure and
Gauß-Manin systems.
As Riemann surfaces of genus one are Calabi-Yau manifolds, it is natural to study Picard-Fuchs
equations for higher dimensional families of them. Contrary to the one-dimensional case, there is
no universal way to describe these equations for higher dimensional families as Fricke and Klein
did. For such families with two dimensional fibers, the order of a related Picard-Fuchs equation
depends is given by 22 minus the Picard rank of the generic fiber of the family, as the middle
cohomology of the generic fiber has dimension 22 and each integral of a holomorphic (2, 0)-form
over an algebraic cycle vanish. Those with Picard rank 19 which yield a Picard-Fuchs operator of
order three have e.g. been studied in [VY00]. Calabi-Yau threefolds are of particular interest in
mirror symmetry. In [COGP92], P. Candelas and his collaborators studied the family of quintics
X ⊂ P4 and made an amazing discovery: By a classical result, such a manifold contains 2875
lines and in fact, a parameter count suggests that X contains for each degree d a finite number
Key words and phrases. Picard-Fuchs operators, Calabi-Yau manifolds, differential Galois groups.
1
2 MICHAEL BOGNER
nd of rational curves of degree d. Candelas and his collaborators were able to predict these
numbers starting with the Picard-Fuchs equation(
z
d
dz
)4
− 5z
(
5z
d
dz
+ 1
)(
5z
d
dz
+ 2
)(
5z
d
dz
+ 3
)(
5z
d
dz
+ 4
)
of the so called mirror manifold.
Motivated by these studies, G. Almkvist, C. van Enckevort, D. van Straten and W. Zudilin
started to collect differential operators which have similar algebraic properties and are potential
Picard-Fuchs equations of families of Calabi-Yau threefolds which admit a large structure limit.
These operators are called of CY-type. The resulting first version of their list [AESZ05,
Appendix A] contained 306 of such operators, but is updated constantly and in fact still growing.
In this article, we establish a first algebraic characterization of Picard-Fuchs operators attached
to special families of n-dimensional Calabi-Yau manifolds for each n ∈ N, which treats all of the
cases mentioned so far. By special, we mean that a section of (n, 0)-forms gives rise to a sub
variation of Hodge structure over Q which admits a limiting mixed Hodge structure of
Hodge-Tate type. In fact, this gives rise to a differential operator of order n+ 1. The geometric
situation together with some basic results in differential algebra are stated in the second section.
In the third section, we discuss differential algebraic properties of related Picard-Fuchs
operators. In particular, the Poincare´ pairing on the smooth fibers of the family yield the self
duality of a related Picard-Fuchs operator, i.e. relations on its coefficients. Moreover, the
presence of a large structure limit leads the monodromy T attached to one singular fiber to be
maximally unipotent in the sense that T − id is nilpotent of maximal rank. The related point in
the base is called a MUM point. This has several impacts on the Picard-Fuchs operator, such as
the equality of its exponents at this point and the existence of a local holomorphic solution
whose Taylor series expansion has integral coefficients up to re-scaling. We also derive a local
normal form at the MUM-point which enables us to read off potential instanton numbers related
to possibly related families. Therefore, we claim further arithmetic properties on the local
solutions of the differential operator. These properties yield to the purely differential algebraic
notion of differential operators of CY-type. From an algebraic point of view, it is natural to
study differential Galois groups of differential operators which is done in the fourth section. For
a CY-type operator of order n+ 1 ≥ 2, its differential Galois group G is a subgroup SLn+1(C) if
n+ 1 is even and of SOn+1(C) if n+ 1 is odd. If G is not the full symplectic or the full
orthogonal group, a result of J.Saxl and G. Seitz, see [SS97, Proposition 2.2], implies that G is
either isomorphic to SL2(C) or to the exceptional group G2(C), where the latter case is only
possible if n+ 1 = 7. In section four, we discuss these possibilities and their impacts on the local
normal forms. While all known examples with G ∼= SL2(C) can be achieved as symmetric powers
of CY-type operators of order two, the first ones with G ∼= G2(C) were found quite recently and
have very interesting arithmetic properties.
Acknowledgments: I thank Duco van Straten, who introduced me to this field of research and
under whose supervision I started to treat the topics discussed in this article as part of my
PhD-thesis. I’m grateful to Stefan Reiter and Jo¨rg Hofmann for several valuable discussions
concerning CY-type differential equations. Moreover, I am indebted to Gert Almkvist for many
years of constant support, interest and inspiration. A major part of the content of this article
was established during my stay at the IMPA Rio de Janeiro, Brazil in August 2012. I thank
Hossein Movasati and the staff of the IMPA for offering their hospitality and excellent working
conditions.
2. Some basics
2.1. Geometric setting. Let us briefly recall the geometric situation we are interested in and
fix some notation.
We consider a complex algebraic (n+ 1)-dimensional manifold Y together with a proper
morphism π : Y → P1 with finite singular locus S ⊂ P1 whose regular fibers consist of smooth
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n-dimensional Calabi-Yau varieties. The Gauß-Manin connection related to the n-th cohomology
of the fibers is denoted by
(H,∇) := (Rnπ∗CY ⊗OP1\S , 1⊗ d).
Together with the underlying rational structure Rnπ∗QY and the descending filtration of
subsheaves F• of H which is induced by the Hodge filtrations on the fibers, this gives rise to a
Q-variation of Hodge structure. The primitive part of this variation of Hodge structure is
polarized by the non-degenerate, (−1)n-symmetric pairing
(·, ·) : H×H → OP1\S
induced by the Poincare´-pairing on the n-th cohomology of the fibers.
By the choice of a coordinate z on P1 \ S, each local section ω ∈ H(U) over an open set
U ⊂ P1 \ S determines an annihilating differential operator of minimal degree with respect to
∇ d
dz
, whose coefficients lie in OP1\S(U). This operator is called the Picard-Fuchs operator
attached to ω. If ω is a global section of H, the Regularity Theorem [Del70, The´ore`me II.7.9] by
Griffiths and Deligne together with Serre’s GAGA principle established in [Ser56] assure that the
related Picard-Fuchs operator may be identified with a differential operator
L := ∂r+1 +
r∑
i=0
ai
(
d
dz
)i
∈ Q(z)
[
d
dz
]
.
Definition 2.1. By means of the procedure described above, a differential operator related to a
global section e of the rank one vector bundle Fn is called a differential Calabi-Yau operator.
In the sequel, we only consider differential Calabi-Yau operators attached to families, for which
each global section e of Fn together with its derivatives ∇id
dz
(e) generates an irreducible
subvariation of Hodge structure (V ,∇,F•,V) where V is a local system of rank n. Consequently,
its associated Picard-Fuchs operator L is irreducible and of degree n+ 1. Furthermore, we
assume that the monodromy T ∈ GL(Vx0) around z = 0 - with respect to an arbitrarily chosen
base point x0 ∈ P1 \ S - is maximally unipotent, i.e. T − id is nilpotent and (T − id)n 6= 0. In
that case, we call z = 0 a MUM point of the family.
2.2. Differential setting. To characterize differential Calabi-Yau operators from a purely
algebraic point of view, let us recall some basic concepts of differential algebra which can be
found in [PS02, Chapter 1-2] and the references stated therein.
For R ∈ {C[z],C(z),CJzK,C((z))}, we consider the differential ring
(
R, ddz
)
and denote its
associated ring of differential operators by R[∂]. Setting ϑ := z∂, we also consider the differential
ring C[z, ϑ] := C[z][ϑ] ⊂ C(z)[ϑ] = C(z)[∂]. A differential module over R is an R-module M of
finite rank together with an additive map ∂M : M →M which fulfills
∂M (fm) = f∂M (m) +
df
dz
m.
To avoid inidices, we will usually abuse notation and write just ∂ instead of ∂M . Differential
modules form an abelian category, whose morphisms, so called differential morphisms, are given
by homomorphisms ϕ : M → N of R-modules which satisfy
ϕ(∂(m)) = ∂ (ϕ(m))
for all m ∈M . In particular, given two differential modules M and N , their tensor product
M ⊗N is given by the tensor product of R-modules together with the map induced by
∂(m⊗ n) = ∂(m)⊗ n+m⊗ ∂(n)
and the homomorphisms Hom(M,N) are given by the homomorphisms of R-modules together
with the map induced by
∂(ψ)(m) = ∂(ψ(m))− ψ(∂(m)).
In this sense, the differential morphisms of M and N are precisely those ϕ ∈ Hom(M,N) with
∂(ϕ) = 0.
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If M is a differential module and e ∈M such that {∂ie}i∈N generates M as an R-module, we call
e a cyclic vector of M and the pair (M, e) a marked differential module. In this case, there is a
unique reduced differential operator L ∈ R[∂] such that the differential morphism induced by
M → R[∂]/R[∂]L, e 7→ 1
is an isomorphism of differential modules. This operator L is called the related minimal operator
of e. Conversely, given a reduced differential operator L ∈ R[∂], we call (R[∂]/R[∂]L, 1) its
associated marked differential module.
Definition 2.2. The marked differential module associated to a differential Calabi-Yau operator
is called a differential Calabi-Yau module.
We also recall some facts concerning solutions, regularity and differential Galois groups of
differential R-modules. Given an extension S ⊃ R of simple differential rings and a differential
R-module M , its solution space with values in S is given by the C-vectorspace
SolS(M) := ker(∂,M ⊗R S).
By a classical wronskian argument, we have
dimC(SolS(M)) ≤ rkR(M).
There is an up to isomorphism uniquely determined minimal simple differential ring F such that
dimC(SolF (M)) = rkR(M) for each differential R-module M , the so called universal
Picard-Vessiot ring of R. For a specific differential k-module M , we call the minimal differential
subring PV(M) ⊂ F such that dimC
(
SolPV(M)(M)
)
= rkR(M) the Picard-Vessiot ring of M . In
the sequel, we write
Sol(M) := SolF(M) = SolPV(M)(M).
We have a natural differential isomorphism
Sol(M)⊗C PV(M) ∼=M ⊗k PV(M).
Moreover, the C-linear map
Sol(M)∨ → Sol(L), ψ 7→ ψ(e)
is an isomorphism of C-vectorspaces. For each marked differential R-module (M, e) with
associated minimal operator L, we call Sol(L) := {y ∈ PV(M) | L(y) = 0} the solution space of
L.
We call a differential C((z))-module M to be regular singular, if its Picard-Vessiot ring is
contained in
Frs := C{z} [{za}a∈C, ln(z)] ,
where C{z} denotes the ring of convergent power series. A differential C(z)-module M is
fuchsian, if its natural localization with respect to each s ∈ P1 is regular singular. Similarly, a
monic differential operator L = ∂n+1 +
∑n
i=0 ai∂
i ∈ C(z) is fuchsian if its associated marked
differential module is. Its indicial equation at z = p is given by
Indp(L)(T ) :=
n∏
j=0
(T − j) +
n∑
i=0
resz=p
(
(z − p)n−iai
) i∏
j=0
(T − j) ∈ C[T ].
The roots of Indp(L) are called the exponents of L at z = p. In fact, if µ is an exponent of L at
z = p ∈ C then L admits a local solution f ∈ (z − p)µC{z − p}. If there is no exponent ν such
that ν − µ ∈ N, we even have f ∈ (z − p)µC{z − p}∗.
By multiplication with a polynomial g ∈ C[z] from the left, we may write
gL =
m∑
i=0
ziPi ∈ C[z][ϑ], where P0, . . . , Pm ∈ C[ϑ].
Then P0 = Ind0(L)(T ) and Pn = Ind∞(L)(−T ). In the sequel, we write C[z][ϑ] =: C[z, ϑ] and do
not distinguish between L ∈ C(z)[∂] and the corresponding gL ∈ C[z][ϑ] as above, since both
operators have the same solutions. If L is monic and f ∈ F is a solution of L, we have
f ∈ C{z − x0} if x0 ∈ C is not amongst the singularities S ⊂ P1 of the coefficients of L.
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Choosing such a point x0, the local monodromy of L at p ∈ P1 is given by the effect of analytic
continuation of the local solutions of L near x0 around any closed path which starts at x0,
encircles p in counterclockwise direction and encircles no point of S \ {p}.
Each differential R-module M has a differential Galois group G(M) := AutR[∂](PV(M)). Via its
natural action on Sol(M), this group is isomorphic to an algebraic subgroup of GLrkR(M)(C). If
L is fuchsian, the Zariski closure of the group generated by its local monodromies is the
differential Galois group of its associated marked differential module, see [PS02, Theorem 5.8].
The natural action of the absolute Galois group G := AutR[∂](F) on the solution space of each
differential R-module turns the category of differential R-modules into a neutral Tannaka
category, see e.g. [PS02, Appendix B]
3. Algebraic characterization
Let in the whole section L := ∂n+1 +
∑n
i=0 ai∂
i ∈ Q(z)[∂] be irreducible of degree n+ 1 and
(ML, e) be the associated marked differential module. Moreover, we stick to the notation of
Section 2.1.
3.1. The Poincare´ pairing. We first discuss the effect of the Poincare´ pairing (·, ·) if (ML, e) is
a differential Calabi-Yau module. As the pairing is compatible with the connection in the sense
that we have
d
dz
(h1, h2) =
(
∇ d
dz
(h1), h2
)
+
(
h1,∇ d
dz
(h2)
)
for all local sections h1, h2 of H, it gives rise to a non-degenerate pairing
〈·, ·〉 ∈ SolC(z)
(∧2
ML
)∨
if n is odd and 〈·, ·〉 ∈ SolC(z)
(
Sym2ML
)∨
if n is even. Moreover, as e
is a section of (n, 0)-forms, the Griffiths transversality-property
∇ (F•) ⊂ F•−1 ⊗ Ω1
P1\S
assures that 〈e, ∂ie〉 = 0 holds for 0 ≤ i ≤ n− 1.
Definition 3.1. We say that L satisfies property (P) if there is a non-degenerate form
〈·, ·〉 : ML ×ML → C(z)
such that
(1) 〈·, ·〉 ∈ SolC(z)
(
Sym2ML
)∨
for n even and 〈·, ·〉 ∈ SolC(z)
(∧2
ML
)∨
for n odd.
(2) 〈e, ∂ie〉 = 0 for i = 0, . . . , n− 1.
This condition induces relations on the coefficients of L. To express them clearly, we introduce
the notion of the dual of a differential operator.
Definition 3.2. The dual of L is given by
L∨ :=
d∑
i=0
(−1)n+1+i∂iai ∈ Q(z)[∂].
The dual of a differential operator is related to the dual M∨L = Hom(ML,C(z)) of its induced
marked differential module in the following way, see [PS02, Section 2.2]:
Lemma 3.3. Let B = {e, . . . , ∂ne} and B∨ =
{
e∨, . . . , (∂ne)
∨}
the basis of the dual differential
module M∨L which is dual to B. Then
(
M∨L , (∂
ne)∨
)
is a marked differential module with
minimal operator L∨.
The lemma above enables us to express property (P) in the context of differential operators.
Proposition 3.4. The operator L satisfies property (P) if and only if L is self-dual in the sense
that there is a 0 6= α ∈ C(z) such that Lα = αL∨ holds. In particular, we have
α′ = −2anα/(n+ 1).
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Proof. Suppose that L satisfies property (P). As 〈·, ·〉 is non-degenerate, we have
α := 〈e, ∂ne〉 6= 0.
The map
ϕ : ML →M
∨
L , ϕ(m) := 〈m, ·〉
is an isomorphism of differential modules. With respect to the basis {e∨, . . . , (∂ne)∨} dual to
{e, . . . , ∂ne}, the element ϕ(e) is exactly α (∂ne)∨. By [Sin96, Lemma 2.5] and Lemma 3.3, this
implies Lα = αL∨.
Conversely, if Lα = αL∨ for α 6= 0, we have a corresponding differential isomorphism
ψ : ML →M
∨
L , ψ(e) := α (∂
ne)
∨
.
Thus the form
〈·, ·〉 : ML ×ML → C(z), 〈m1,m2〉 := ψ(m1)(m2)
is non-degenerate and satisfies 〈e, ∂ie〉 = 0 for all i = 0, . . . , n− 1. As ψ is a differential
morphism, we have
d
dz
〈m1,m2〉 = 〈∂m1,m2〉+ 〈m1, ∂m2〉
for each two elements m1,m2 ∈ML. It remains to prove that 〈·, ·〉 is (−1)n-symmetric. By
construction of 〈·, ·〉, we have 〈e, ∂ie〉 = 0 for 0 ≤ i < n and 〈e, ∂ne〉 = α. By definition, we have
∂i (〈e, ·〉) = 〈∂ie, ·〉. Computing the derivatives of 〈e, ·〉 explicitly, we conclude that 〈∂ie, e〉 = 0
for 0 ≤ i < n and 〈∂ne, e〉 = (−1)nα. Fix N ≤ n and suppose that we have shown the identity
〈∂me, ∂ke〉 = (−1)n〈∂ke, ∂me〉
for every m ≤ N and every 0 ≤ k ≤ n. We get
〈∂N+1e, ∂ke〉 =
d
dz
〈∂Ne, ∂ke〉 − 〈∂Ne, ∂k+1e〉
= (−1)n
d
dz
〈∂ke, ∂Ne〉+ (−1)n+1〈∂k+1e, ∂Ne〉 = (−1)n〈∂ke, ∂N+1e〉.
Thus the desired result follows by induction. Finally, comparing the coefficients of L and L∨, one
readily sees that α′ = −2anα/(n+ 1) holds. 
We derive some corollaries and facts related to property (P). First, we investigate the effect on
the exponents of L, as soon as all of them are real and L is fuchsian.
Corollary 3.5. For each fuchsian operator L that satisfies property (P) and has real exponents
λ1 ≤ · · · ≤ λn+1 at s ∈ P1, we have
2
n+ 1
n+1∑
i=1
λi ∈ Z
and
λi + λn+2−i = λj + λn+2−j
for all 1 ≤ i, j ≤ n+ 1.
Proof. As L = ∂n+1 +
∑n
i=0 ai∂
i satisfies property (P), we have α−1Lα = L∨ for a 0 6= α ∈ C(z)
with α′ = −2anα/(n+ 1). Solving this equation locally reveals that 2/(n+ 1) resz=s(an) ∈ Z. As
λ1, . . . , λn+1 are precisely the roots of
Inds(L)(T ) :=
n∏
j=0
(T − j) +
n∑
i=0
resz=s
(
(z − s)n−iai
) i∏
j=0
(T − j),
we find that (
n+ 1
2
)
−
n+1∑
i=1
λi = resz=s(an)
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which implies the first result. For the second statement, assume without loss of generality that
s = 0 and write gL =
∑m
i=0 z
iPi(ϑ) ∈ C[z, ϑ]. By the rules (PQ)∨ = Q∨P∨, ϑ∨ = −ϑ− 1 and
ϑzi = zi(ϑ+ i), we get that
(gL)∨ = L∨g =
m∑
i=0
ziPi(−1− ϑ− i).
In particular, there is an a ∈ Q such that
λi − a = −λn+2−i
holds for each 1 ≤ i ≤ n+ 1. As this implies λi + λn+2−i = a, we get the second result. 
Next, we note that 〈·, ·〉 induces a non-degenerate, (−1)n-symmetric form
〈·, ·〉PV : (ML ⊗ PV(ML))× (ML ⊗ PV(ML))→ PV(ML).
As the solution space of ML is a C-lattice in ML ⊗ PV(ML), this gives rise to a non-degenerate,
(−1)n-symmetric form
〈·, ·〉C : Sol(ML)× Sol(ML)→ C.
As a direct consequence concerning the differential Galois group, we get:
Corollary 3.6. If L satisfies property (P), the differential Galois group of ML lies in Spn+1(C)
for n+ 1 even and in SOn+1(C) for n+ 1 odd.
As the category of differential C(z)-modules is tannakian, we get submodules of
∧2ML and
Sym2ML.
Corollary 3.7. Suppose that L satisfies property (P).
(1) If deg(L) > 2 is even,
∧2
ML has an one dimensional differential submodule W which is
not contained in the differential submodule generated by e ∧ ∂e.
(2) If deg(L) > 1 is odd, Sym2ML has an one dimensional differential submodule W which
is not contained in the differential submodule generated by e · e.
Proof. We only state the proof for deg(L) > 2 even, as the odd case can be treated similarly.
The C-span of 〈·, ·〉 is a G(ML)-invariant subspace of Sol
(∧2ML). By [PS02, Corollary 2.35]
this subspace gives rise to a one dimensional differential submodule W of
∧2
ML, as
dimC(z)
(∧2ML) > 1 . In particular, SolC(z)(W )∨ is spanned by 〈·, ·〉. Let N be the differential
submodule of
∧2
ML which is generated by e ∧ ∂e and assume that W ⊂ N . As then the natural
map
SolC(z)(N)
∨ → SolC(z)(W )
∨
is surjective and the restriction of 〈·, ·〉 to N is identically zero, this is impossible. 
3.2. Exponents at the MUM point. As we have claimed that the monodromy of the family
π : Y → P1 \ S at z = 0 is maximally unipotent the same holds for the monodromy T0 of L at
z = 0. As each eigenvalue of T0 is of the form exp(2πiλ) where λ is an exponent of L at z = 0,
all exponents of L at z = 0 are integers.
In our situation, we are even able to proof
Proposition 3.8. If L is a differential Calabi-Yau operator, its exponents at z = 0 are all equal.
Proof. We pass to the local situation over the punctured disc ∆∗ centered at z = 0. Denote by
(V ,∇,F•) the variation of Hodge structure induced by the ∇id
dz
(e). The proof makes use of the
limiting mixed Hodge structure introduced by W. Schmid in [Sch73] and related facts taken from
[?, Section II]. By the Regularity Theorem [Del70, The´ore`me II.7.9], the connection (V ,∇)
admits a canonical extension to a regular singular connection
(
V ,∇
)
on ∆. In particular, there is
8 MICHAEL BOGNER
a frame F ⊂ V(∆) with associated lattice Σ = C{z}F such that ∇z d
dz
(Σ) ⊂ Σ holds and the real
parts of the eigenvalues of the Euler operator
EΣ ∈ EndC (Σ/zΣ) , [σ] 7→
[
∇z d
dz
(σ)
]
lie in (−1, 0]. Setting V∞ := Γ(h, e
∗V), where h ⊂ C is the upper half plane and e the universal
cover of ∆∗, we get an isomorphism ψz : V∞ → Σ/zΣ of C-vectorspaces. Denote the natural lift
of T0 on V∞ by T∞ and its logarithm by
N = log(T∞) =
∞∑
k=1
(−1)k−1
k
(T∞ − id)
k ∈ GL(V∞).
Then, with respect to ψz, we have
EΣ = −
1
2πi
N.
In particular, as T∞ is maximally unipotent, the characteristic polynomial of EΣ is X
n+1.
Moreover, as described in [Sch73, Section 6], the nilpotent map N determines the monodromy
weight filtration W• and the filtration F• admits an extension F •∞ to V∞ such that
(V∞, F
•
∞,W•) is a mixed Hodge structure.
As Fn is a vector bundle of rank one, there is a section g ∈ O∆ such that the germ e
′(0) of
e′ := ge at z = 0 lies in the frame F , where e ∈ V(∆) denotes the extension of e. In particular,
there is an integer k ∈ Z such that the exponents of L at z = 0 are given by λ1 + k, . . . , λn+1 + k
where λ1, . . . , λn+1 are the exponents of the minimal operator of e
′ at z = 0.
Denote the class of v ∈ Σ in Σ/zΣ by [v]. As W2n = ker (Nn) and Fn∞ ⊕W2n = V∞, we have
Nn[e′(0)] 6= 0. Therefore, the elements [e′(0)], EΣ[e′(0)], . . . , EnΣ[e
′(0)] form a basis of V∞.
Considering the action of the Euler operator EΣ on V∞ with respect to this basis, we readily see
that its characteristic polynomial equals the indicial equation of the minimal operator of e′ at
z = 0. This yields the result. 
Moreover, as a direct consequence of the classical method of Frobenius to compute local
solutions, see e.g. [Inc56, Chapter 16], we have
Lemma 3.9. If Ind0(L) = (T − r)n+1 with r ∈ Z, the formal monodromy of L at z = 0 is
maximally unipotent.
It is hence reasonable to take the result of Proposition 3.8 into account for our algebraic
characterization.
Definition 3.10. We say that L satisfies property (M) if there is an r ∈ Z such that its
indicial equation at z = 0 reads (T − r)n+1 ∈ C[T ].
We also consider special bases of the solution space of L near z = 0.
Definition 3.11. We call a basis {y0, . . . , yn} of the solution space of L near z = 0 a flag if
there are elements f0, . . . , fn ∈ CJzK such that z−rf0 = 1 + zCJzK and
yk =
k∑
j=0
1
j!
ln(z)jfk−j
holds.
3.3. Solutions at the MUM point. By the underlying Q-structure of our family, we actually
suppose the related differential Calabi-Yau operator to be an element of Q(z)[∂]. According to
[And89, Appendix V], each of its local holomorphic solution y =
∑∞
m=0Am(z − p)
m ∈ QJz − pK
at a point p in the algebraic closure Q of Q in C is a G-function, i.e.
(1) it has a positive radius of convergence in C.
(2) there is a differential operator P ∈ Q[z, ϑ], such that P (y) = 0.
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(3) there is a sequence of positive integers (cn)n∈N and an algebraic number field K ⊂ Q
such that
sup
n∈N
(
1
n
ln(cn)
)
<∞
and cnAj ∈ OK for all j ≤ n.
A differential operator which has a local solution which is a G-function is called a G-operator.
By a deep theorem of the Chudnovskies, see [DGS94, Chapter VIII], each local holomorphic
solution of an irreducible G-operator at a point in Q is a G-function. In combination with a
theorem of N.Katz, see [DGS94, Chapter III.6], this assures that irreducible G-operators are
fuchsian and have only rational exponents, i.e. the local monodromies are quasi-unipotent. For
the characterization we are after, it is hence reasonable to request that the operators we
investigate are G-operators.
Y. Andre´’s result [And89, Theorem IX.4.2] implies that the holomorphic solutions at a MUM
point are of a very special shape:
Theorem 3.12. Each holomorphic solution y =
∑∞
m=0Amz
m ∈ QJzK of a differential
Calabi-Yau operator L at z = 0 is globally bounded, i.e. there is an integer N ∈ N such that
Am ∈ Z
[
1
N
]
for all m ≥ 0.
Globally bounded G-functions with coefficients in Q are of the following shape.
Definition 3.13. A formal power series y =
∑∞
m=0Amz
m ∈ QJzK is called N-integral, if there
is an N ∈ N such that NmAm ∈ Z.
Lemma 3.14. Consider a G-function y =
∑∞
m=0Amz
m ∈ QJzK. Then y is globally bounded if
and only if it is N-integral.
Proof. It is clear that N-integral G-functions are globally bounded. Conversely, if y is globally
bounded, there is a sequence of integers (dn)n∈N and an N ∈ N such that NdnAj ∈ Z for each
0 ≤ j ≤ n and supn∈N
(
1
ndn ln(N)
)
<∞. Hence, there is a C ∈ N such that dn ≤ Cn for all
n ∈ N which implies the result. 
We take this property into account for our description.
Definition 3.15. We say that L satisfies property (N) if it has an N-integral solution at z = 0.
Note, that each operator L which satisfies (N) and (M) is a G-operator. Important prototypes of
N-integral power series are Taylor series of algebraic functions at a point where the function is
holomorphic, see e.g. [Eis52], and hypergeometric functions nFn−1(α1, . . . , αn; 1, . . . , 1 | z).
Moreover, the class of N-integral power series is closed under formal derivation, inversion,
composition if possible, Cauchy products and Hadamard products.
3.4. The local normal form at the MUM point. For those L which satisfy properties (M)
and (P), we derive a local normal form at the MUM point z = 0 and discuss some of its
applications. In particular, we construct a special differential operator in QJzK[ϑ] which has the
same solutions as L near z = 0 and hence has to coincide with L up to left multiplication by a
formal power series. We suppose without loss of generality that zero is the only exponent of L at
z = 0 and fix a flag yk =
∑k
j=0
1
j! ln(z)
jfk−j , where 0 ≤ k ≤ n, of L at z = 0.
As y0 = f0 ∈ QJzK∗, we have
N1 := ϑ
1
y0
∈ QJzK[ϑ]
and N1(y0) = 0. Moreover, we see that
N1(y1) = z
d
dz
(
ln(z)f0 + f1
f0
)
= 1 + z
d
dz
(
f1
f0
)
∈ QJzK∗.
In particular, we get
N2 := ϑ
1
N1(y1)
ϑ
1
y0
∈ QJzK[ϑ]
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and N2(y0) = N2(y1) = 0.
An iteration of this process yields
Lemma 3.16. With respect to the notation above, put
N0 := 1
and
Nk+1 := ϑ
1
Nk(yk)
Nk.
Then we have Nj ∈ QJzK[ϑ] for all 0 ≤ j ≤ n+ 1 and Nj(yi) = 0 for all 0 ≤ i ≤ j − 1.
Proof. We check the result inductively. Suppose that Nk ∈ QJzK[ϑ], Nk(yi) = 0 for all
0 ≤ i ≤ k − 1 and that there are f
(k)
k , . . . , f
(k)
n ∈ QJzK, f
(k)
k ∈ QJzK
∗, such that
Nk (yk+j) =
j∑
i=0
1
i!
ln(z)if
(k)
k+j−i.
In particular, we have Nk(yk) = f
(k)
k ∈ QJzK
∗. This implies Nk+1 ∈ QJzK[ϑ] and Nk+1(yi) = 0 for
all 0 ≤ i ≤ k. Moreover, we get
Nk+1 (yk+1+j) = z
d
dz
(
j+1∑
i=0
1
i!
ln(z)i
f
(k)
k+1+j−i
f
(k)
k
)
=
j∑
i=0
1
i!
ln(z)i
(
f
(k)
k+j−i
f
(k)
k
+ z
d
dz
(
f
(k)
k+1+j−i
f
(k)
k
))
:=
j∑
i=0
1
i!
ln(z)f
(k+1)
k+1+j−i.
As additionally
f
(k+1)
k+1 = 1 + z
d
dz
(
f
(k)
k+1
f
(k)
k
)
∈ QJzK∗,
we get the desired result. 
One can check directly that the differential operators Nk appearing in the procedure above do
not depend on the initial choice of the flag. As by construction the local solutions of Nn+1 at
z = 0 coincide with those of L, we say
Definition 3.17. The operator
N (L) := Nn+1y0 = ϑ
1
Nn(yn)
ϑ
1
Nn−1(yn−1)
. . . ϑ
1
N1(y1)
ϑ ∈ QJzK[ϑ]
constructed by the procedure described in Lemma 3.16 is called the local normal form of L at
z = 0. Moreover, we call
αi := Ni(yi)
−1 ∈ QJzK∗
the i-th structure series of L for 1 ≤ i ≤ n.
By [Del97, Section 6] the local normal form can be interpreted by means of Hodge theory. In the
geometric situation, given the limiting mixed Hodge structure (V∞, F
•
∞,W•), the subspaces
V p = F p∞ ∩W2p induce a splitting V∞ = ⊕p≥0V
p.
We denote the Picard-Vessiot ring of the differential CJzK-module κ0(ML) :=ML ⊗C(z) CJzK by
PV0 and denote the canonical extension of 〈·, ·〉 to ML ⊗ PV0 by the same symbol. In our
situation, we consider natural descending filtration E• on ML ⊗ PV0 given by
Ek := span{e, . . . , ∂n−ke}.
As a direct consequence of property (P), we have(
Ei
)⊥
= En+1−i
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with respect to 〈·, ·〉PV0 for every i = 0, . . . , n− 1. We also consider the elements
h0, . . . , hn ∈ Sol(κ0(ML)) which are determined by
〈hi, e〉 = yi.
These give rise to an ascending filtration
W2k =W2k+1 := span{h0, . . . , hk}
on ML ⊗ PV0 which does not depend on the previous choice of a flag. Moreover, we have
W⊥i =W2n−1−i
with respect to 〈·, ·〉PV0 for each i ≥ 0. We put
V p := Ep ∩W2p
for 0 ≤ p ≤ n and show that this gives a splitting of κ0(ML).
Proposition 3.18. With respect to the notation of Lemma 3.16 and the filtrations introduced
above, we have
Nk(e) ∈ V
n−k.
Proof. It is clear that Nk(e) ∈ En−k. Write e =
∑n
i=0 νihi. By the orthogonality properties of
W• with respect to 〈·, ·〉, we get 〈hi, hn−i〉 6= 0 and
yi = 〈hi, e〉 =
n∑
j=i
ci,n−jνn−j
for each 0 ≤ i ≤ n. Hence there are di,j ∈ C such that
νn−i =
i∑
j=0
di,jyj
for each 0 ≤ i ≤ n. The operators Nk are C-linear, which implies Nk(νn−i) = 0 for all
0 ≤ i ≤ k − 1. As the h0, . . . , hn form a flat basis of ML ⊗ PV0, we get
Nk(e) =
n−k∑
i=0
Nk(νi)hi
and hence Nk(e) ∈ W2(n−k). 
As Proposition 3.18 implies that V i 6= {0} for each 0 ≤ i ≤ n and V i ∩ V j = {0} for i 6= j, we get
Corollary 3.19. Each V i is a CJzK-module of rank one and we have ML =
⊕n
i=0 V
i as
CJzK-module.
A further consequence of Proposition 3.18 is the following symmetry among the structure series
of L.
Corollary 3.20. The structure series α1, . . . , αn of L fulfill αk = αn+1−k for all k = 1, . . . , n.
Proof. As in the proof of Proposition 3.18, we write e =
∑n
i=0 νihi and νn−i =
∑i
j=0 di,jyj .
Since di,i 6= 0 we have that
Nk(νn−k) = dk,kNk(yk) = dk,kα
−1
k .
Moreover, the orthogonality properties of E• and W• with respect to 〈·, ·〉 yield
〈Ni(e),Nj(e)〉 =
{
di,idn−i,n−i (αiαn−i)
−1
, if j = n− i
0, else
.
We conclude that
0 = z
d
dz
〈αi−1Ni−1(e), αn−iNn−i(e)〉 = 〈Ni(e), αn−iNn−i(e)〉+ 〈αi−1Ni−1(e),Nn+1−i(e)〉
= di,iα
−1
i + di+1,i+1α
−1
n+1−i.
As by construction αi(0) = αn+1−i(0) = 1, we get the result. 
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By the preceding corollary, the local normal form of L reads
N (L) = ϑα1ϑα2 . . . ϑα2ϑα1ϑ.
We modify this normal form by a local change of coordinates. In the sequel, given an element
f ∈ zCJzK∗, we write
f∗ : CJzK[ϑ]→ CJzK[ϑ], f∗ (a) := a ◦ f, f∗ϑ :=
f
z dfdz
ϑ
for its induced automorphism on CJzK[ϑ], where ◦ denotes the usual composition of functions.
The compositorial inverse of this automorphism is denoted by (f∨)
∗
.
Definition 3.21. The uniquely determined solution q ∈ zQJzK∗ of the differential equation
z
d
dz
q = α−11 q,
dω
dz
(0) = 1
is called the special coordinate or the q-coordinate of L near z = 0. Moreover, we put
ϑq := q
∗ϑ = α1ϑ.
In particular, we obtain
N (L) = ϑ2q
α2
α1
ϑq . . . ϑq
α2
α1
ϑ2q .
Definition 3.22. We call
N (L)q := (q
∨)
∗
(N (L)) = ϑ2 (q∨)
∗
(
α2
α1
)
ϑ . . . ϑ (q∨)
∗
(
α2
α1
)
ϑ2
the special local normal form of L, where q denotes the special coordinate of L.
We can use the special normal form to decide whether two operators can be transformed into
each other.
Proposition 3.23. Consider two differential operators L1 and L2 which satisfy properties (M)
and (P). Then there is an element ψ ∈ zQJzK∗ with dψdz (0) = 1 such that ψ
∗L1 = L2 if and only if
their special local normal forms coincide.
Proof. Denote the q-coordinate of Li by qi. If ψ
∗L1 = L2 one checks directly that q2 = q1 ◦ ψ
holds. As we have (f ◦ g)∗ = g∗ ◦ f∗ and (f ◦ g)∨ = g∨ ◦ f∨ for each two elements f, g ∈ zCJzK∗
and taking normal forms commutes with ψ∗, we get
N (L2)q2 =
(
(q1 ◦ ψ)
∨)∗ ◦ ψ∗N (L1) = (ψ ◦ (q1 ◦ ψ)∨)∗N (L1)
= (ψ ◦ ψ∨ ◦ q∨1 )
∗
N (L1) = (q
∨
1 )
∗
N (L1) = N (L1)q1 .
On the other hand, if N (L1)q1 = N (L2)q2 we get L2 = (q
∨
1 ◦ q2)
∗
L1. As q
′
1(0) = q
′
2(0) = 1 the
same holds for (q∨1 ◦ q2)
′(0). 
We just observed that the series appearing in the special local normal form of L are fixed under
local transformations and hence provide additional invariants.
Definition 3.24. For i = 1, . . . , n− 2 we call
Yi :=
(
αi+1
α1
)−1
◦ q∨
the i-th Y-invariant of L.
Note that the symmetry of the structure series stated in Corollary 3.20 imply that Yi = Yn−i for
i = 1, . . . , n− 2. Considering the pairing 〈·, ·〉 in local coordinates, we additionally find
Proposition 3.25. If L is monic and 0 6= α ∈ C(z) such that Lα = αL∨ holds, we have
znα
y20α
n
1
◦ q∨ =
〈
e
y0
, ϑnq
e
y0
〉
◦ q∨ = c
n−2∏
i=1
Yi,
for a constant c ∈ C∗.
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Proof. We only take care of the equality sign on the right. Rewriting ϑnq
e
y0
=
∑n
i=0 λiNi(e) a
direct computation shows that λn = α
n−1
1 /(α2 · · · · · αn−1). As 〈e,Ni(e)〉 = 0 for i = 0, . . . , n− 1
and Corollary 3.20 gives 〈e,Nn(e)〉 = cy0α
−1
1 for an c ∈ C
∗, we get the result. 
From the discussion of the local normal form of L, we take the following properties into account
for our characterization.
Definition 3.26. We say that L satisfies property (Q) if its special coordinate is N-integral.
Moreover, L satisfies property (S) if all its structure series are N-integral.
Several reasons to claim property (Q) can be found in [LLY97]. To name a few, the special
coordinate of a Calabi-Yau operator related to certain families of elliptic curves determines a
modular form, see e.g. [Dor00], while it gives rise to a Thompson series in case of a family of K3
surfaces with generic Picard-rank 19, see [VY00]. Note, that by Proposition 3.25, property (Q)
implies property (S) if the degree of the operator is less or equal than five.
Properties (Q) and (S) imply the N-integrality of the Y-invariants of L. These can presumably
be used to count objects on related families in the following way: There is a transformation
z 7→ λz, suppose that the coefficients of each Yi are integers and minimal in the sense that there
is no N ∈ N such that Nm divides the m-th coefficient of all Yi for each m ∈ N. For each choice
ℓ ∈ N, we can rewrite Yi as a Lambert series
L (Yi, ℓ) = 1 +
∞∑
d=1
Ni,d,ℓd
ℓz
1− zd
.
If ℓ is chosen arbitrarily we get that Ni,d,ℓ /∈ Z. However, for Picard-Fuchs operators of
Calabi-Yau threefolds it seems that N1,d,3 ∈ Z for all d ∈ N. In the famous case of families of
quintics in P4, it is proven that 5N1,d,3 is precisely the number of rational curves of degree d on
the mirror of the family for 0 ≤ d ≤ 4, see e.g. [ES92]. For most of the other families of
Calabi-Yau threefolds and higher dimensional families such an analogy is not known. Hence, we
do not take this property into account for our description, but will state some related
observations later on.
3.5. Differential operators of CY-type. We have all ingredients to define differential
operators of CY-type
Definition 3.27. An irreducible differential operator L ∈ Q[z, ϑ] is called of CY-type if it
fulfills each of the following properties:
(P) L is self-dual in the sense that there is an 0 6= α ∈ Q(z) such that Lα = αL∨ holds.
(M) All exponents of L at z = 0 are integers and equal.
(N) L has at z = 0 an N-integral local solution y =
∑∞
m=0Amz
m ∈ QJzK, i.e. there is an
N ∈ N such that NmAm ∈ Z for all m ≥ 0.
(Q) The special coordinate of L at z = 0 is N-integral, i.e. there are solutions y0, y1 of L at
z = 0 such that
q = exp (y1/y0) ∈ zQJzK
∗
is N-integral.
(S) All structure series of L at z = 0 are N-integral, i.e. there are N-integral power series
α1, . . . , αn ∈ QJzK such that
L = αnϑαn−1ϑ . . . α1ϑα0 ∈ QJzK[ϑ]
We call two operators L,L′ of CY-type to be equivalent, written L ≡ L′, if there are algebraic
functions f, g ∈ Q(z)alg such that f is meromorphic at z = 0 and g(0) = 0 such that
g∗(L)⊗ f = L′.
As seen before, equivalent operators of Calabi-Yau type have the same special local normal
forms. The converse statement fails for operators of order two and three but seems - according
to our observations - to be true for operators of order four or higher. For pullbacks which are
holomorphic near the origin we find
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Lemma 3.28. Let L ∈ Q[z, ϑ] be of CY-type and ψ ∈ Q(z)alg which is near z = 0 given by
ψ(z) = c0z
h +
∑∞
m=h+1 cmz
m for an h > 0. Then ψ∗(L) also is of CY-type.
Proof. We study the cases where c0 = 1 first. As taking duals is compatible with pullbacks,
ψ∗(L) satisfies property (P). Since the composition of N-integral power series remains N-integral,
it also satisfies property (N). The exponents of ψ∗(L) at z = 0 are those of L at z = 0 multiplied
by h which implies property (M). As we can write ψ(z) = zhe for an e ∈ QJzK∗ with e(0) = 1, we
get that ln(ψ(z)) = h ln(z) + ln(e). Hence, for each frame y0, . . . , yn of L, a frame of ψ
∗(L) at
z = 0 is given by y′k = h
−k (yk ◦ ψ) for 0 ≤ k ≤ n. As the class of N-integral power series is
closed under derivation, this implies property (S). The special coordinate q˜ of ψ∗(L) is uniquely
determined by
z
d
dz
q˜ =
1
h
z
d
dz
(
y1
y0
)
q˜ and
d
dz
q˜(0) = 1.
Therefore it is related to the special coordinate q of L via q˜h = q. The Theorem of Eisenstein
[Eis52] assures that q˜ is N-integral, which yields property (Q).
As one can show by similar arguments that (λz)∗L is of CY-type for each λ ∈ Q, we obtain the
result. 
4. Differential Galois groups of CY-type operators
4.1. General possibilities. Having defined CY-type differential operators, we seek for a
suitable classification of them on a purely algebraic level, which is yet to be done. As a first step,
we investigate possible differential Galois groups. By Corollary 3.6, the differential Galois group
of such an operator of degree n+ 1 lies in Spn+1(C) if n+ 1 is even and in SOn+1(C) if n+ 1 is
odd. Moreover, property (M) assures that the differential Galois group contains a maximally
unipotent element. As those elements are particularly regularly unipotent, we meet the
assumptions of [SS97, Proposition 2.2] and get
Proposition 4.1. The only possible differential Galois groups of a CY-type operator of order
n+ 1 are
(1) The trivial group or Z/2Z if n = 0.
(2) SL2(C) acting in its Sym
n-representation.
(3) Spn+1(C) for n+ 1 even.
(4) SOn+1(C) for n+ 1 odd.
(5) the exceptional group G2(C) for n+ 1 = 7.
Proof. For n > 0 the results are a direct consequence of [SS97, Proposition 2.2] and the
representation theory of G2(C). Consider a CY-type operator L of degree one. As L is an
irreducible G-operator, the theorems of D.V. and G.V. Chudnovky and N. Katz given in
[DGS94, Chapter VIII and Chapter III.6] assure that all exponents of L are rational. As by
Corollary 3.5 each non integral exponent of L lies in 1/2+Z, there is an algebraic field extension
K ⊃ C(z) of degree at most two which contains all solutions of L. Therefore, the differential
Galois group of L coincides with the Galois group of K/C(z) and we get the result. 
The result above implies that CY-type operators of degree one are exactly those, whose solution
space is spanned by an algebraic function y =
√
P/Q where P,Q ∈ Q[z] with gcd(P,Q) = 1 such
that y is holomorphic near z = 0.
As the category of differential modules is tannakian, the differential Galois group G of a given
differential operator L can be computed via representation theory, i.e. by detecting submodules
of associated differential modules. For instance, if L is of CY-type and has degree four the only
possibilities for its differential Galois group G are SL2(C) acting in its Sym
3-representation and
Sp4(C) by Proposition 4.1. Then by [Hes01], we find that G = Sp4(C) if and only if Sym
2(L) is
an irreducible operator of order ten, which may be elaborate to check. In many cases, it is
sufficient to look at the local monodromies. For instance, suppose that L admits a singularity
s ∈ P1 such that the Jordan form of the local monodromy Ts admits a Jordan block of size two -
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as e.g. in the prominent case of a so called conifold point. Then Ts is not the symmetric cube of
a 2× 2-matrix and G has to be Sp4(C).
In some other cases, we may apply the following criterion
Lemma 4.2. Consider a CY-type operator L of degree n+ 1 with Y-invariants Y1, . . . , Yn−2 and
differential Galois group G. Then
(1) G is a proper subgroup of Spn+1(C) if n+ 1 is even and Y1 = 1.
(2) G is a proper subgroup of SOn+1(C) if n+ 1 > 5 is odd and Y2 = 1.
Proof. Throughout the proof, we fix a flag yk =
∑k
j=0
1
j! ln
j(z)fk−j of L at z = 0 with the
additional property that f1, . . . , fn ∈ zQJzK. Moreover, we denote the action of z
d
dz by (·)
′
. If
n+ 1 is even and Y1 = 1, we find that

(
y2
y0
)′
(
y1
y0
)′


′
=
(
y1
y0
)′
and therefore (
y2
y0
)′
(
y1
y0
)′ = y1y0 + c.
By our assumption on the flag, we see that c = 0 and(
y2
y0
)′
=
y1
y0
(
y1
y0
)′
=
1
2
(
y21
y20
)′
Again by the choice of the flag, this implies
y0y2 −
1
2
y21 = 0.
Therefore, Sym2(ML) is reducible by [PS02, Corollary 2.23]. As Sym
2(Spn+1(C)) is irreducible,
we get the first statement. For the second statement, we have

((
y3
y0
)
′
(
y1
y0
)
′
)′
((
y2
y0
)
′
(
y1
y0
)
′
)′


′
=
(
y1
y0
)′
.
This implies 

(
y3
y0
)′
(
y1
y0
)′


′
=
y1
y0


(
y2
y0
)′
(
y1
y0
)′


′
=

y2
y0
−
y1
(
y2
y0
)′
y0
(
y1
y0
)′


′
By our choice of a frame, we hence get(
y3
y0
)′
=
(
y1
y0
)′(
y2
y0
)
−
y1
y0
(
y2
y0
)′
= −
(
y1
y0
)2(
y2
y1
)′
and thus that
Wr(y3, y0) = y
2
0
(
y3
y0
)′
= −y21
(
y2
y1
)′
= −Wr(y2, y1).
Hence
∧2(ML) is reducible by [PS02, Corollary 2.28], while ∧2(SOn+1(C)) is not, which gives
the second result. 
Combined with Proposition 4.1, we immediately get
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Corollary 4.3. Consider a CY-type operator L of degree n+ 1 6= 7 with Y-invariants
Y1, . . . , Yn−1 and differential Galois group G. Then G ∼= SL2(C) if
(1) n+ 1 is even and Y1 = 1.
(2) n+ 1 is odd and Y2 = 1.
In the next sections, we investigate some examples of differential operators with differential
Galois group SL2(C) and G2(C).
4.2. The SL2(C)-case. By Proposition 4.1, the differential Galois group of a second order
CY-type operator is SL2(C). The natural candidates are Picard-Fuchs operators for rational
relatively minimal families of elliptic curves with section. Indeed, we find
Proposition 4.4. The Picard-Fuchs operator of each rational relatively minimal rational family
of elliptic curves with section which has a fiber of type Ib, b > 0 at z = 0 is of CY-type.
Proof. According to the work [FK90] of R. Fricke and F. Klein, each such equation can be
written as rational pullback of the differential operator
E := ∂2 −
1
z
∂ +
31/144z − 1/36
z2(z − 1)2
followed by multiplying the solutions with a function which is algebraic of degree two over Q(z),
meromorphic at z = 0 and whose exponents lie in 12Z. We have
E˜ =
(
1
z
)∗
(E) = 144ϑ2 + z
(
31− 288ϑ2
)
+ 4 z2 (6ϑ− 1) (6ϑ+ 1) .
By Lemma 3.28 it suffices to check that E˜ is of CY-type, as z = 0 is the only singularity of E˜
with maximally unipotent monodromy. While property (M) is obvious, we get property (P) by
direct computation. Moreover, a holomorphic solution of E˜ at z = 0 is given by the N-integral
power series 2F1(1/12, 5/12; 1 | z)(1− z)−1/4 which gives property (N). To check property (Q),
one observes that the special coordinate q of E˜ is related to the famous modular form of Jacobi
via
(1728z)∗
(
1
q∨
)
= z−1 + 744z + 196844z2 + . . . ,
see e.g. [Dor00]. Finally, as E˜ is of order two it obviously satisfies property (S) and thus is of
CY-type. 
The results stated in [PS02, Proposition 4.26] yield a method to produce differential operators of
CY-type of arbitrary degree whose differential Galois-group is SL2(C).
Proposition 4.5. Consider a CY-type operator L of degree two. Then Symn(L) is a CY-type
operator of degree n+ 1.
Proof. As a direct consequence of the first statement given in [PS02, Proposition 4.26] and the
representation theory of SL2(C), each of the operators Sym
n(L) is irreducible and has degree
n+ 1. Denote the associated marked differential module by
(
MSymn(L), e · · · e
)
. By property (P)
we have a non-degenerate anti-symmetric pairing 〈·, ·〉 on ML. Then the induced pairing (·, ·) on
MSymn(L) is non-degenerate, (−1)
n-symmetric and we have
(
e · · · e, ∂k(e · · · e)
)
= 0 for
k = 0, . . . , n. Hence Symn(L) fulfills property (P) by Proposition 3.4. Consider a flag y0, y1 of L
at z = 0. Then [PS02, Proposition 4.26.3] assures that wk =
1
k!y
n−k
0 y
k
1 is a flag of Sym
n(L) at
z = 0. As in particular w0 = y
n
0 , the operator Sym
n(L) fulfills property (N). To show property
(M), assume without loss of generality that the exponents of L at z = 0 are all equal to zero.
The recursion formula for Symn(L) given in [PS02, Proposition 4.26.2] inductively yields that
the sum of the exponents of Symn(L) at z = 0 equals zero. Moreover, the exponent of w0 is zero
and this function spans the space of holomorphic solutions of Symn(L) at z = 0, which implies
that the biggest exponent of Symn(L) at z = 0 is zero as well. As Symn(L) satisfies property
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(P), the symmetry of the exponents stated in Corollary 3.5 forces all of them to be zero, which
gives property (M). The special coordinate q of Symn(L) fulfills the differential equation
z
dq
dz
= z
d
dz
(
w1
w0
)
q =
(
y1
y0
)
and hence coincides with the special coordinate of L which gives property (Q). Finally, one
checks inductively that all structure series of Symn(L) are equal, i.e.
α1 = · · · = αn = z
dq
dz
.
As the N-integrality of q implies the N-integrality of α1, we obtain property (S). 
We can actually check whether a CY-type operator is a symmetric power via its Y-invariants.
Proposition 4.6. Consider a CY-type operator L of degree n+ 1. There is an algebraic
function g ∈ Q(z)alg such that L⊗ g can be written as n-th symmetric power of a CY-type
operator of degree two if and only if all Y-invariants of L are equal to one.
Proof. If P is a CY-type operator of order two, we have seen in the proof of Proposition 4.5 that
all structure series of Symn+1(P ) are equal and hence all of its Y-invariants are equal to one. As
Symn+1(P ) and Symn+1(P )⊗ g have the same structure series this gives one part of the
equivalence. Conversely, suppose that all Y-invariants of L are equal to one. By an appropriate
choice of g, we may assume without loss of generality that the exponents of L at z = 0 are all
equal to zero and that there is an 0 6= α ∈ Q(z) which fulfills α′ = −2an/(n+ 1)α and admits an
n-th root β ∈ Q(z). Choose a flag yk =
∑k
j=0
1
j! ln
j(z)fk−j of L at z = 0 with the additional
property that f0 ∈ QJzK∗, f0(0) = 1 and f1, . . . , fk ∈ zQJzK. As observed in the proof of
Proposition 4.2, we have
y1
y0
= 2
y2
y1
.
In a similar manner, an iteration yields
y1
y0
= 2
y2
y1
= 6
y3
y2
= · · · = n!
yn
yn−1
.
Setting w0 := (y0)
1
n ∈ QJzK and w1 := w0
y1
y0
∈ QJzK[ln(z)] we hence find that∏k
j=1 j!yk = w
n−k
0 w
k
1 holds. We put
P :=
Wr(·, w0(x), w1(x))
Wr(w0(x), w1(x))
= ∂2 + b1∂ + b2 ∈ QJzK[∂]
and see that the localization of L at z = 0 coincides with Symn(P ) by [PS02, Proposition 4.26.3].
Writing L = ∂n+1 +
∑n
i=0 ai∂
i, the iteration process given in [PS02, Proposition 4.26.2]
inductively yields that an = n(n+ 1)b1/2 while b2 is a Q-linear combination of a
′
n, a
2
n and an−1.
Therefore, we actually get that P ∈ Q(z)[∂] and Symn(P ) = L.
It remains to check that P is of CY-type. We first note that the irreducibility of L implies the
irreducibility of P . Moreover, as P is of order two, it automatically fulfills properties (Q) and
(S). Property (N) follows from the N-integrality of w0. By our assumptions, β is rational and
fulfills the differential equation
β′ = −2an/(n(n+ 1))β = −b1β.
This implies property (P). The sum of the exponents of L at z = 0 is zero. Solving the
differential equation α′ = −2anα/(n+ 1) locally hence yields that α has a pole of order n at
z = 0. Therefore, β has a pole of order one at z = 0. By the differential equation stated above,
the residue of b1 at z = 0 is equal to one. Then
Ind0(P ) = T (T − 1) + T + resz=0(zb2)
and the sum of the exponents of P at z = 0 is zero. As the exponent of w0 is zero as well, this
yields property (M). 
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As a direct consequence we find a special case of a classical result due to G. Fano, see [Fan00].
Corollary 4.7. Up to tensor products with algebraic functions, each CY-type operator of degree
three is the symmetric square of a CY-type operator of degree two.
It is not clear whether each CY-type operator whose differential Galois group is SL2(C) can be
written as a symmetric power of a CY-type operator of order two although all known examples
are of this type. As the differential Galois group of an operator is an invariant of the associated
differential module, this is closely related to the question which elements of a given differential
module give rise to a differential operator of CY-type.
4.3. The G2(C)-case. Recently, first examples of CY-type operators whose differential Galois
group is G2(C) were found. They are contained in [DR11] of Dettweiler and Reiter and read
R1 = ϑ
7 − 128 z
(
48ϑ4 + 96ϑ3 + 124ϑ2 + 76ϑ+ 21
)
(2ϑ+ 1)
3
+ 4194304 z2 (ϑ+ 1)
(
12ϑ2 + 24ϑ+ 23
)
(2ϑ+ 1)
2
(2ϑ+ 3)
2
− 34359738368 z3 (2ϑ+ 5)2 (2ϑ+ 1)2 (2ϑ+ 3)3
R2 = ϑ
7 − 128 z
(
8ϑ4 + 16ϑ3 + 20ϑ2 + 12ϑ+ 3
)
(2ϑ+ 1)
3
+ 1048576 z2 (2ϑ+ 1)
2
(2ϑ+ 3)
2
(ϑ+ 1)
3
R3 = ϑ
7 − 27 z (3ϑ+ 2) (2ϑ+ 1) (3ϑ+ 1)
(
81ϑ4 + 162ϑ3 + 198ϑ2 + 117ϑ+ 28
)
+ 531441 z2 (3ϑ+ 5) (3ϑ+ 1) (ϑ+ 1) (3ϑ+ 4)
2
(3ϑ+ 2)
2
R4 = ϑ
7 − 128 z (4ϑ+ 1) (2ϑ+ 1) (4ϑ+ 3)
(
128ϑ4 + 256ϑ3 + 304ϑ2 + 176ϑ+ 39
)
+ 67108864 z2 (4ϑ+ 7) (4ϑ+ 3) (2ϑ+ 3) (2ϑ+ 1) (4ϑ+ 5) (4ϑ+ 1) (ϑ+ 1)
R5 = ϑ
7 − 3456 z (6ϑ+ 5) (2ϑ+ 1) (6ϑ+ 1)
(
648ϑ4 + 1296ϑ3 + 1476ϑ2 + 828ϑ+ 155
)
+ 557256278016 z2 (6ϑ+ 11) (6ϑ+ 5) (3ϑ+ 5) (3ϑ+ 1) (6ϑ+ 7) (6ϑ+ 1) (ϑ+ 1)
The first terms of the special coordinates of these operators read
R1 : z + 7040 z
2+ 67555904 z3+ 747082784768 z4+ 8968272297124128 z5+ . . .
R2 : z + 1152 z
2+ 2150976 z3+ 4983447552 z4+ 13054714896672z5+ . . .
R3 : z + 5562 z
2+ 49552317 z3+ 547802062578 z4+ 6855142017357054 z5+ . . .
R4 : z + 72576 z
2+ 8462979648 z3+ 1230038144557056 z4+ 203018472128017391904 z5+ . . .
R5 : z + 20200320 z
2+ 689499895026240 z3+ 29916247864887732510720 z4
+ 1488739080271271648779215102240 z5+ . . .
Computing the Y-invariants Y1 and Y2 in all of the examples reveals that Y2 is constant while Y1
is not. Moreover, each of the series Y1 seems to admit an integral Lambert-series expansion
L (Y1, 4). The first five numbers N1,d,4 of these expansions read
R1 : 768,−136800, 35597568,−5313408000,−6059212935936
R2 : 256, 45504, 20254464, 14135932800, 12870108663552
R3 : 1485, 9853515/8, 2555194005, 8549298943740, 37455896889425700
R4 : 29440, 277414560, 7671739956480, 346114703998149120, 20536396999367861894400
R5 : 17342208, 42976872163296, 380850322188446486784, 5581133974953140362085043072,
108045504354230644224717527051669760
It would be interesting to know if any of these series have a further arithmetical or geometrical
meaning.
We make some final remarks on relations between the coefficients of these examples, all of which
can be checked by straightforward computations. If we consider a CY-type operator L of order
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seven, there is a rational function g such that
R := L⊗ (∂ − g′/g) = ∂7 +
5∑
i=0
ai∂
i ∈ C(z)[∂].
Property (P) - which holds for R as well - implies the relations
a4 = −
5
2
a′5
a2 = −
5
2
a′′′5 +
3
2
a′3
a0 =
1
2
a′1 −
1
4
a′′3 +
1
2
a
(5)
5 .
If additionally Y2 = 1, expanding the local normal form yields the relation
a3 = 3a
′′
5 +
1
4
a25
in a neighborhood of z = 0 and hence in C(z) as well. However, we do not think that the relation
on a3 stated above implies Y2 = 1. Finally, by Proposition 4.6, the relation on a3 stated above
together with the additional relation
a1 =
5
7
a
(4)
5 +
22
49
a′′5a5 +
295
784
(a′5)
2 +
9
686
a35
is equivalent Y1 = Y2 = 1.
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