(1.3)
Magnus-type integrators
We consider Magnus-type one-step methods for the approximation of (1.1) on a time grid (t 0 , t 1 , . . . , t n , . . . ), ψ n+1 = S(τ n ; t n ) ψ n ≈ ψ(t n+1 ) = E(τ n ; t n ) ψ(t n ), τ n = t n+1 − t n , n = 0, 1, 2, . . . .
In the sequel, for describing the particular schemes under consideration, we use a simplied notation and consider a single step starting from t = t 0 with stepsize τ ,
Furthermore, in order to avoid unnecessary overloading of notation, we suppress the dependence on t 0 of internal' objects involved in the denition of the integrators. Only the dependence on the stepsize τ is indicated; see for instance (2.2) below.
Commutator-free Magnus-type (CFM) integrators.
We rst focus on higher-order commutator-free Magnus-type integrators [13] . These approximate the exact ow in terms of products of exponentials of linear combinations of the system matrix evaluated at dierent times, avoiding evaluation and storage of commutators. A high-order CFM scheme is thus dened by (2.1), with S(τ ; t 0 ) = S J (τ ) · · · S 1 (τ ) = e Ω J (τ ) · · · e Ω1(τ ) , Ω j (τ ) = τ B j (τ ), j = 1, . . . , J,
where the coecients a jk , c k are chosen such that the method realizes a certain convergence order p. 6) see [1] .
Classical Magnus integrators. A dierent, indeed the more classical, approach to the approximation of (1.1)
is directly based on the Magnus expansion [24] : The solution to a time-dependent system (1.1) can be represented by
with the Bernoulli numbers b k . Numerical integrators can be obtained by truncating the Magnus expansion (2.7b) and a suitable approximation Ω(τ ) to the arising multi-dimensional integral representation for Ω(τ ) by numerical quadrature, and dening ψ 1 by (2.1) with S(τ ; t 0 ) = e Ω(τ ) ≈ e Ω(τ ) . (2.8) A detailed exposition on this approach is given for example in [11] and in [15] . This type of integrator is, in general, considered as computationally expensive due to the requirement to compute and store commutators of large matrices. For problems of a particular structure, however, as in the semiclassical regime, or when commutators turn out to be of higher order O(τ k ) than O(1) as expected generically, this approach may excel over the commutator-free methods, see [1, 8, 12] . , Ω(τ ) =
Examples of classical symmetric Magnus integrators. Again we denote
(iii) A sixth-order Magnus integrator (p = 6) based on three Gaussian nodes (K = 3) is given by The local error of (2.1) is
1a) with the local error operator L(τ ; t 0 ) = S(τ ; t 0 ) − E(τ ; t 0 ) . (3.1b) We aim for designing asymptotically correct computable estimators
for the local error of CFM and classical Magnus integrators, based on the notion of the defect of the numerical approximation. The idea is related to [5, 6] . Remark 3.1. In the remainder of this section, L(τ ; t 0 ) is simply called the local error. The associated defect operator D(τ ; t 0 ) dened in (3.3) below is simply called the defect. The error estimator L(τ ; t 0 ) ψ 0 will be based on (approximate) evaluation of the defect at ψ 0 .
Basic idea of the construction
We proceed from the fact that a one-step approximation (2.1) of order p is characterized by the property
With the defect
3) the local error, as a function of τ , is the solution of
and hence,
thus the relations (3.2) are equivalent to
Therefore the integrand
For the integral in (3.4b) we now consider an approximation of order O(τ p+2 ) based on Taylor expansion,
Here,`≈' means asymptotic approximation at the level O(τ p+2 ), where the approximation error depends on
dened by (3.7a) involves a single evaluation of the defect D(τ ; t 0 ) for the given stepsize τ . The derivative
is not directly computable but, as shown below, it can be expressed in a derivative-free way, and this enables a computable, asymptotically correct approximation
The resulting practical error estimator is denoted by
The error of this approximation will be analyzed in more detail in Sec. 4 . In view of the form of the schemes of types (2.2) or (2.8) considered here, D(τ ; t 0 ) contains terms of the type d dτ e Ω(τ ) , in particular with Ω(τ ) of the form Ω(τ ) = τ B(τ ). Therefore we rst collect representations for derivatives of matrix exponentials, for the purpose of constructing derivative-free approximations (3.7b).
Derivatives of matrix exponentials
Fréchet derivative of the matrix exponential. An induction argument shows that the Fréchet derivative of matrix powers Ω k with respect to Ω ∈ C d×d , evaluated at V ∈ C d×d , is given by 
Time derivative. For a given time-dependent matrix Ω = Ω(τ ), the matrix-valued function e Ω(τ ) satises a linear dierential equation. In particular, (3.8a) implies 1
For a time-dependent matrix of the form appearing in the integrators considered,
we have Ω (τ ) = B(τ ) + τ B (τ ) and
A computable approximation for the time derivative
is obtained by truncating the sum in (3.10a), i.e.,
Alternatively, for Ω(τ ) of the form (3.9), the representation (3.8b) together with the substitution τ s = σ gives
and replacing the integral in (3.11a) by a quadrature formula of order p also leads to a computable approximation for the time derivative
where Γ(τ ) = quadrature approximation of Γ(τ ) with error O(τ p+1 ).
(3.11b) Here one may apply conventional interpolatory quadrature or, as a better choice, Hermite-type quadrature involving evaluations of a number of derivatives of the integrand F (σ; τ ) at σ = 0 or σ = τ , which depend on commutators ad m B(τ ) (B (τ )). The special case where only evaluations of the integrand at σ = 0 are used, corresponds to the truncated expansion Γ(τ ) from (3.10b). We may call this`Taylor quadrature', since it is based on Taylor expansion of the integrand w.r.t. σ for given τ ; we denote it by T p (F, 0, τ ). On the basis of such an approximation Γ(τ ) ≈ Γ(τ ) ≈ A(t 0 + τ ), computable asymptotically correct approximations D(τ ; t 0 ) of the defect D(τ ; t 0 ) dened in (3.3) can be constructed. In the sequel we describe some variants.
Local error estimators for CFM integrators.
For CFM integrators (2.2), the defect is given by (3.3),
Ωj (τ ) = e τ Bj (τ ) , and Γ j related to B j as in (3.10a ). An asymptotically correct, computable approximation
is obtained by approximating, for j = 1, . . . , J, the Γ j (τ ) according to (3.10) or (3.11) . This leads to dierent approximations Γ j (τ ) for the Γ j (τ ) and corresponding defect approximations D(τ ; t 0 ) and local error estimators L(τ ; t 0 ), see (3.7c).
(i) Second-order exponential midpoint scheme (2.4): Here, J = 1 and S(τ ;
Using Taylor quadrature (3.10b) with p = 2, i.e.,
(3.12) takes the form
Provided that evaluation of A is available, another asymptotically correct simplication is
Application of D(τ ; t 0 ) to ψ 0 does not require evaluation of an additional matrix exponential. For instance, in practice application of (3.13b) means: Compute
As an alternative, we approximate the integral representation of the type (3.11a) for Γ(τ ) using the second-order trapezoidal quadrature,
with F (σ; τ ) = e σB(τ ) B (τ ) e −σB(τ ) as in (3.11a ). This gives the approximation
Then, (3.12) takes the form
This involves evaluation of one additional matrix exponential, namely S(τ ; t 0 )A (t 0 + τ 2 ) ψ 0 . (ii) Fourth-order scheme of the type (2.5a): Here, J = 2 and S(τ ; t 0 ) = S 2 (τ ) S 1 (τ ) = e τ B2(τ ) e τ B1(τ ) . Thus,
Using Taylor quadrature (3.10b) with p = 4, i.e., 17) results in evaluation of D(τ ; t 0 ) according to (3.16) requiring the evaluation of one additional matrix exponential, namely
As an alternative, we consider the fourth-order modied trapezoidal quadrature of Hermite type,
For the integral representation of the type (3.11a) for the Γ j (τ ) this gives, for j = 1, 2,
Thus, with S j (τ ) = e τ Bj (τ ) ,
Then, (3.16) takes the form This requires the evaluation of three additional exponentials (again provided the intermediate value S 1 (τ ) ψ 0 is stored), but only rst-order commutator expressions are involved in the evaluation of C ± j (τ ). Again, the basic scheme and the defect are evaluated in parallel.
(iii) For higher-order schemes as for instance (2.6), the evaluation of the defect of course becomes more expensive. For schemes of order 6, for instance, applying the sixth order Hermite quadrature
with F (σ; τ ) = e σBj (τ ) B j (τ ) e −σBj (τ ) as before, and
is a reasonable option, and evaluation of D(τ ; t 0 ) is straightforward as for lower-order schemes. We give no further details here.
Local error estimators for classical Magnus integrators.
Classical Magnus integrators are of the form (2.8), where again Ω(τ ) is of the form τ B(τ ). Thus,
which can be approximated on the basis of (3.10b) or (3.11b).
As an example we consider the fourth-order scheme dened by (2.11), where
with
Using Taylor quadrature (3.10b) with p = 4 as in (3.17), i.e.,
without evaluation of an additional matrix exponential, but involving evaluation of nested commutators. Alternatively, approximating the integral representation (3.11a) by the modied trapezoidal rule (3.18) gives the same expressions as in (3.19),
and, with S(τ ; t 0 ) = e τ B(τ ) ,
Then, (3.22) takes the form
This requires evaluation of one additional exponential and a number of evaluations of commutators. In Table 1 we give an overview of the additional computational eort required by the dierent variants of error estimators for the cases p = 2 and p = 4, in terms of the degree of nested commutators involved and the number of additional exponentials which need to be evaluated. Table 1 . Additional computational eort for error estimators. 4 . Asymptotic analysis By construction, for a scheme of order p all local error estimators L(τ ; t 0 ) = τ p+1 D(τ ; t 0 ) are asymptotically correct for τ → 0, i.e., they satisfy (3.7c). In the following, we give a more precise characterization of the error of the error estimate, i.e., of the deviation Two dierent asymptotically correct approximations are involved in the construction of the local error estimate L(τ ; t 0 ) = 12 ad (i): The approximation (3.7a) admits another interpretation, namely as an Hermite-type quadrature for the local error integral (3.4b), involving only a single evaluation 2 of the defect D(τ ; t 0 ) (cf. [5, 6] ). The corresponding quadrature error has the Peano representation
CFM-type estimator Classical estimator
with kernel
ad (ii): Applying quadrature to integrals as in (3.11a), with integrands of the type
The Peano representations of the corresponding quadrature errors read as follows; here, derivatives of F (σ; τ ) are to be understood as partial derivatives w.r.t. σ.
p -th order Taylor quadrature (3.10b) .
Second-order trapezoidal rule (3.14) .
Fourth-order modied trapezoidal rule (3.18) .
with F (4) (σ; τ ) = e σB(τ ) ad 13 4.2. The exponential midpoint scheme (2.4) In the following, we conne ourselves to the case of the exponential midpoint scheme, p = 2, which represents both a commutator-free and a classical Magnus integrator, and describe the terms inuencing the deviation (4.1) in more detail. 3 First we take a closer look at the asymptotic behavior of the defect and the local error itself.
The leading term of the local error L(τ ; t 0 ).
For S(τ ; t 0 ) = e τ B(τ ) = e τ A(t0+ τ 2 ) , with S(0; t 0 ) = Id, the defect is
4b) The derivatives of Γ(τ ) at τ = 0 can be derived from the asymptotic expansion (3.10a) in the following way: For the moment, we suppress the argument τ .
Thus, straightforward dierentiation yields
Furthermore,
and
Together with We now consider the integral expression (3.4b) for the local error,
From (4.4a) and (4.6) the fact that, by construction,
is not directly recognizable. A concrete representation is obtained by expanding the defect further; for complexity reasons we will conne ourselves to exactly identifying the asymptotically leading terms. To this end we introduce
We temporarily use a simplied notation, where, e.g., (4.4a) is written in the form
In this notation, and with S = A S + D, we obtain
and 
and together with (4.4b),(4.7c),
Together with (4.5) this gives
By integration we nally obtain
For problems of the type (1.1), with unitary evolution, the triple integral I 3 (τ ) satises I 3 (τ ) 2 ≤ 1 6 τ 3 , and together with (4.8d) we conclude: Proposition 4.1. Consider the solution of (1.1) by the exponential midpoint scheme (2.4) . If A ∈ C 3 , then the local error (3.1) satises
The leading term of the deviation of the local error estimate. As stated at the beginning of Sec. 4.1,
Together with
with D 1 and D 2 as dened above, and with
By a straightforward but tedious computation we can obtain
and together with (4.4b), (4.7c), and (4.8c) we conclude
By integration we obtain (see (4.10))
For problems of the type (1.1), with unitary evolution, this gives 12) with
For the approximate defect D(τ ; t 0 ), version (3.13a), according to (4.3a) with p = 2,
For the approximate defect D(τ ; t 0 ), version (3.15), according to (4.3b),
Combining (4.12) and (4.13) we nally obtain an estimate for the deviation between the numerical realization of the local error estimate and the true local error: Proposition 4.2. Consider the solution of (1.1) by the exponential midpoint scheme (2.4) (4.14) where c = An algorithmic realization of the fourth-order CFM integrator (2.5) interlaced with the evaluation of the defectbased error estimator (3.7c), (3.16), (3.17) , formulated as pseudo-code, is given as follows:
The other versions considered are implemented in a similar fashion. We now briey illustrate our theoretical results by computing the empirical orders of the local error and the deviation of the error estimator. To determine the error experimentally, we resort to a reference solution which was computed on a very ne temporal grid. The test problem we consider is a Hubbard model describing the movement and interaction of electrons within an oxide solar cell [16] , with A(t) ∈ C 400×400 . The explicit time-dependence here originates from an external electric eld associated with a photon. The Hamiltonian can be represented by
with a real diagonal matrix D, a real symmetric matrix H S and a real antisymmetric matrix H A . The oscillating and quickly attenuating electric eld generated by the impact of a photon in this model makes adaptive timestepping a relevant issue. Thus, the problem can serve to illustrate our theoretical results on local error estimation. In the following tables, we give the Euclidian norms of the local error L(τ ; t 0 ) and of the deviation L(τ ; t 0 ) − L(τ ; t 0 ) of defect-based local error estimators L(τ ; t 0 ). As initial state we choose the ground state of the system at t 0 = 0. Tables 2 and 3 give the results for the exponential midpoint scheme, where the evaluation of the integrals appearing in the specication of the error estimator is realized by Taylor quadrature (3.10b) and Hermite quadrature (3.14), respectively. As to be expected from the analysis given in Sec. 4, see Proposition 4.2, the latter variant is more precise by a factor ≈ 2. Table 3 . Local error and deviation of the defect-based error estimator for the exponential midpoint scheme, where the trapezoidal quadrature rule (3.14) is used for the evaluation of D. Tables 4 and 5 give the results for the fourth-order CFM-type integrator (2.5a), where the evaluation of the integrals appearing in the specication of the error estimator is realized by Taylor quadrature (3.10b) (p = 4) and the modied Hermite quadrature (3.18), respectively. Tables 6 and 7 give the results for the fourth-order classical Magnus integrator (2.11), where the evaluation of the integrals appearing in the specication of the error estimator is realized by Taylor quadrature (3.10b) (p = 4) and the modied Hermite quadrature (3.18), respectively. Table 7 . Local error and deviation of the defect-based error estimator for (2.11), where the trapezoidal quadrature rule (3.14) is used for the evaluation of D.
