The distributions-oriented approach to forecast verification uses an estimate of the joint distribution of forecasts and observations to evaluate forecast quality. However, small verification data samples can produce unreliable estimates of forecast quality due to sampling variability and biases. In this paper, new techniques for verification of probability forecasts of dichotomous events are presented. For forecasts of this type, simplified expressions for forecast quality measures can be derived from the joint distribution. Although traditional approaches assume that forecasts are discrete variables, the simplified expressions apply to either discrete or continuous forecasts. With the derived expressions, most of the forecast quality measures can be estimated analytically using sample moments of forecasts and observations from the verification data sample. Other measures require a statistical modeling approach for estimation. Results from Monte Carlo experiments for two forecasting examples show that the statistical modeling approach can significantly improve estimates of these measures in many situations. The improvement is achieved mostly by reducing the bias of forecast quality estimates and, for very small sample sizes, by slightly reducing the sampling variability. The statistical modeling techniques are most useful when the verification data sample is small (a few hundred forecast-observation pairs or less), and for verification of rare events, where the sampling variability of forecast quality measures is inherently large.
Introduction
Many forecasting systems produce probability forecasts of weather, climate, or hydrologic events. A probability forecast is one that assigns a probability (or likelihood) to the occurrence of a specific event. A familiar example is a probability-of-precipitation forecast. In this case, there are only two possible outcomes-either the event (precipitation) occurs or it does not.
To assess the quality of probability forecasts, a comparison of many forecasts and observations is necessary (Wilks 1995) . Among the first attempts at verification of probability forecasts is the work of Brier (1950) , which introduces a basic framework for comparing probability forecasts with observations. More recently, Murphy and Winkler (1987) proposed a verification framework called the distributions-oriented (DO) approach. In this framework, the correspondence between forecasts and observations is modeled explicitly by their joint probability distribution. Aspects of forecast quality of interest in verification are derived from the joint distribution. For a comprehensive review of the DO ap-proach, see Murphy (1997) . For an introduction to the DO approach and other commonly used forecast verification approaches, see Wilks (1995) . Applications of the DO approach include Murphy and Winkler (1992) for probability-of-precipitation forecast verification, Brooks and Doswell (1996) for temperature forecast verification, and Wilks (2000) for climate forecast verification, among others. These applications demonstrate the advantage of the DO approach for diagnostic verification of forecasting systems.
An essential element of forecast verification using the DO approach is the estimation of the joint distribution using a verification data sample. As originally presented by Murphy and Winkler (1987) , forecasts and observations are discrete random variables, each defined by a finite set of values (or categories). Therefore, the primitive model of the joint distribution is a contingency table, where the elements are relative frequencies of each forecast-observation pair. Hence, the parameters of the joint distribution model are the relative frequencies and are estimated from the verification data sample by the empirical relative frequencies. The dimensionality (D) of the verification problem refers to the number of model parameters that must be estimated to describe the joint distribution (Murphy 1991) . For example, if a forecast of a dichotomous (or binary) event can take on VOLUME 18 W E A T H E R A N D F O R E C A S T I N G one of M distinct values, the minimum number of empirical relative frequencies that must be estimated to define all the elements of the contingency table is 2M Ϫ 1 (since the relative frequencies in the table must sum to 1). For dichotomous events, high dimensionality results when the forecasts can take on a large number of discrete values, or are essentially continuous random variables.
For small verification data samples, high dimensionality is a serious obstacle to forecast verification. In such situations, the empirical relative frequencies of the primitive model would have large sampling variability. Derived measures of forecast quality would also have large uncertainties. This situation could lead to incorrect inferences in diagnostic verification if estimation uncertainty is ignored, which is usually the case in forecast verification (Seaman et al. 1996; Kane and Brown 2000; Stephenson 2000) .
One approach for reducing high dimensionality is to reformulate the verification problem. Essentially, a reduced set of discrete forecasts and observations is defined, and data are reclassified (or binned) into this set. Verification is then carried out using the primitive model applied to the reduced set of forecasts and observations. Examples of this approach are shown by Brooks and Doswell (1996) and Wilks (2000) . Another approach for reducing dimensionality is to replace the primitive model with a statistical model of the joint distribution. This approach is usually implemented by assuming distributional models for conditional and/or marginal distributions of the joint distribution. Examples of this approach for forecast verification include Clemen and Winkler (1987) , Wilks and Shen (1991) , and Murphy and Wilks (1998) , among others. Statistical models have also been used extensively to represent forecast systems in the context of decision making with forecast information (see Katz et al. 1982; Krzysztofowicz and Long 1991; Wilks 1991; Wilks and Murphy 1986; Wilks et al. 1993) .
With either approach, dimensionality and sampling variability are reduced because the assumed model requires fewer parameters. However, whenever the assumed model is a reformulation or simplification of the joint distribution, sample estimates of forecast quality measures may be biased. The issues of bias and sampling variability are discussed by Murphy and Wilks (1998) in their case study of a statistical modeling approach for forecast verification. Parametric models were used to reduce the dimensionality for verification of probability-of-precipitation forecasts from 21 to 4. Despite some minor lack of fit for the assumed statistical models, model biases did not adversely impact inferences of forecast quality. At the same time, the reduced sampling variability was shown to enhance comparative verification of alternate forecasting systems.
In this study, we examine the sampling characteristics of forecast quality measures for probability forecasts of dichotomous events. Our motivation is to identify efficient techniques for DO verification for situations with high dimensionality and small verification data samples (a common situation for probability forecasts from ensemble prediction systems). First, simplified expressions for the joint distribution and forecast quality measures are derived for probability forecasts of dichotomous events. Next, sample estimators are presented for forecast quality measures and the joint distribution. As will be seen, most forecast quality measures can be estimated without reformulation or statistical modeling. For the remaining measures, alternate statistical modeling approaches are considered for estimation. Monte Carlo simulations are then carried out to assess the uncertainty of forecast quality estimators. Two forecast verification examples-one with continuous probability forecasts and the other with discrete forecasts-are used to evaluate the sampling characteristics for various verification data sample sizes. These examples provide some guidance on when to use various estimation techniques depending on the nature of the verification problem and the data sample.
Distributions-oriented verification
In describing the DO approach for forecast verification, our presentation follows the notation and summarizes concepts presented by Murphy (1997) . Let f be a random variable that denotes a forecast. Let x be random variable that denotes an observation of the quantity being forecast. Forecast verification using the DO approach focuses the joint distribution of forecasts and observations p( f , x) (Murphy 1997) . If forecastobservation pairs ( f , x) at different times are independent and identically distributed, then any aspect of forecast quality can be determined directly from p( f , x).
The joint distribution can be factored in two ways (Murphy and Winkler 1987) . The calibration-refinement (CR) factorization is
where q(x | f ) is the conditional distribution of the observations given the forecast and s( f ) is the marginal distribution of the forecasts. The likelihood-base rate (LBR) factorization is
where r( f | x) is the conditional distribution of the forecasts given the observation and t(x) is the marginal distribution of the observations. Both factorizations are employed to examine aspects of forecast quality. Specifically, moments of the joint distribution, its marginal distributions, and the conditional distributions for the two factorizations describe many aspects of the forecast quality of interest in verification (Murphy 1997 ).
a. Probability forecasts for dichotomous events
Consider a forecasting system that produces a probability forecast for a dichotomous event. Let
Bernoulli random variable that takes on a value of 1 if a particular event occurs and 0 if it does not. Let f be a probability forecast of the occurrence of the event. That is, f is the forecast probability that the event occurs (i.e., that x ϭ 1).
For the case of probability forecasts of dichotomous events, simplified expressions for the distributions shown in Eqs. (1) and (2) can be derived. Since the observations x can only take on the values of 0 and 1, the marginal distribution t(x) has the following property:
Since x is a Bernoulli random variable, it follows that
x where x is expected value of the observations. Note that x is equivalent to the climatological probability of the event occurrence. Likewise, the conditional distribution q(x | f ) has the following property:
with
x | f where x | f is the conditional expected value of x given the forecast f . Aspects of forecast quality are described by the joint distribution, its conditional and marginal distributions, and moments of these distributions. Murphy (1997) defines these aspects and their relevance to forecast verification, and presents summary measures of each. In the following sections, we present expressions for these summary measures of forecast quality for the case of probability forecasts of dichotomous events. Note that some of these expressions are identical to those presented in Murphy (1997) . However, others are simplified expressions that apply to dichotomous events only. For completeness, expressions for all the summary measures described in Murphy (1997) are presented.
b. Bias, accuracy, and association
A measure of bias is the mean error (ME). The mean error is defined as
where f is the expected value of the forecasts and x is the expected value of the observations. A measure of accuracy is the mean square error (MSE). For a probability forecast of a dichotomous event, the mean square error can be written as
where is the variance of the forecasts and f | xϭ1 is 2 f a conditional expected value of the forecasts. Alternate expressions for the MSE, based on the CR and LBR factorizations, are given in subsequent sections.
A measure of association is the correlation coefficient ( fx ). The correlation coefficient is
c. Calibration refinement measures Given a specific probability forecast f , certain aspects of the distribution of observations x are desirable. The calibration-refinement factorization, which conditions on the forecast, can be used to explore these aspects of forecast quality.
The reliability describes the bias of the observations given a forecast f . Forecasts that are conditionally unbiased are desirable. One measure of this conditional bias (B 1 ) is
where E f is the expected value with respect to the distribution of the forecasts and x | f is the expected value of the observations conditioned on the forecast. For a probability forecast of a dichotomous event,
The resolution describes the degree to which the observations for a specific forecast f differ from the unconditional mean (or climatological probability). Forecasts with large differences (high resolution) are more desirable. One measure of the resolution (RES) is
For a probability forecast of a dichotomous event,
The relationship between the accuracy of the forecasts, and the reliability and resolution of the forecasts, can be seen through a decomposition of the MSE into its components. Conditioning on the forecast leads to the CR decomposition:
where the variance of the observation is a measure 2 x of the inherent uncertainty of the variable being forecast. For binary variables, the uncertainty is 2 ϭ (1 Ϫ ).
d. Likelihood-base rate measures
Given a specific observation x (i.e., the event occurs or it does not), certain aspects of the distribution of the probability forecasts f are desirable. The likelihoodbase rate factorization, which conditions on the observation, can be used to explore these aspects of forecast quality.
The type 2 conditional bias describes the bias of the forecasts given the observation x. Forecasts that are conditionally unbiased are desirable. One measure of this conditional bias (B 2 ) is
where E x is the expected value with respect to the distribution of the observations and f | x is the expected value of the forecasts conditioned on the observation. For a probability forecast of a dichotomous event,
The discrimination describes the degree to which the forecasts differ for a different observations (in this case, for x ϭ 0 and x ϭ 1). Forecasts with large differences (high discrimination) are more desirable. One measure of the discrimination (DIS) is 2 DIS ϭ E ( Ϫ ) .
The relationship between the accuracy of the forecasts, and the type 2 conditional bias and discrimination of the forecasts, can be seen through another decomposition of the MSE into its components. Conditioning on the observation leads to the LBR decomposition:
where the variance of the forecasts is a measure of 2 f the sharpness of the forecasts. The sharpness is the degree to which probability forecasts are close to 0 and 1. Forecasts with high sharpness are desirable.
As is suggested by (24), there is a trade-off between sharpness, discrimination, and type 2 conditional bias. At one extreme, if the same forecast is always made, the measures of sharpness and discrimination are zero, but the type 2 conditional bias is maximized. Hence, sharp forecasts are required for good forecast quality (i.e., high discrimination and low type 2 conditional bias).
Estimation from sample data
A sample of forecasts and observations for the forecast system is used for verification. Let x i be the observation at time i. Let f i be the probability forecast of the event at time i. A goal of DO forecast verification is to estimate the joint distribution p( f, x) and attributes of forecast quality using the sample { f i , x i , i ϭ 1, . . . , N}.
For the forecast quality measures shown in sections 2b-d, most depend only on the moments (unconditional and conditional) of the joint distribution. Therefore, traditional sample estimators of these quantities can be used for estimation (see appendix A). Using the sample of observations {x i , i ϭ 1, . . . , N}, the sample mean can be used to estimate x . Likewise, using the sample of forecasts { f i , i ϭ 1, . . . , N}, the sample mean and variance can be used to estimate f and . The forecast 2 f quality measures also have terms involving the conditional means of the forecasts given the observation. These are estimated by partitioning the forecasts f i into two sets, one for the case with x i ϭ 0 and the other for x i ϭ 1. The conditional means f | xϭ0 and f | xϭ1 are then estimated by their respective sample means.
Two forecast quality attributes for the CR factorization, the reliability B 1 and the resolution RES, also require estimates of E f ( ). A closed-form analytical 2 x | f expression in terms of moments of the joint distribution is not possible for this term (if the form of the distribution is unknown). For the primitive model of the joint distribution p( f , x) based on a contingency table, estimation of the conditional mean x | f for each discrete forecast value is straightforward. However, for situations where a large number of discrete forecasts are permissible, or where forecasts are essentially continuous variables, small verification samples can produce unreliable estimates of the conditional mean due to high sampling variability and bias. Therefore, a stronger assumption regarding the form of x | f is needed for estimation. Two alternative statistical modeling approaches are described in the following sections.
a. Logistic regression approach
In the statistical literature, a logistic regression model is often used to represent the form of the relationship between the relative frequency of binary outcomes and other variables (Cox and Snell 1989; Hosmer and Lemeshow 1989) . The classic logistic regression model assumes a linear relationship between the logistic transformation of x | f and f , or
where ␤ 0 and ␤ 1 are model parameters. In essence, this model assumes a parametric form for the distribution q(x | f ) from the CR factorization, because of its relationship with x | f [see Eqs. (5) and (6)]. Solving for the conditional mean gives
The model parameters ␤ 0 and ␤ 1 can be estimated from sample data using the method of maximum likelihood (see appendix B). The sample estimator x | f is obtained by substituting 0 and 1 , the estimated parameters from ␤ ␤ the logistic regression, into (26). Using this relationship, the term in the reliability B 1 and resolution R equations can be estimated by
where is the estimated value from the logistic rex | f i gression evaluated at forecast f i .
b. Kernel density estimation
An alternate way of estimating x | f uses the LBR factorization. From Eqs. (1) and (2), the conditional distribution q(x | f ) may be written as
Using the properties of forecasts for dichotomous events discussed in section 2a, the conditional mean x | f simplifies to
The marginal distribution s( f ) may also be written as
Hence, the conditional mean x | f can be estimated using the conditional distribution r( f | x) from the LBR decomposition. One approach would be to choose a parametric distribution for r( f | x ϭ 0) and r( f | x ϭ 1). For example, Clemen and Winkler (1987) and Krzysztofowicz and Long (1991) used beta distributions to model the conditional distributions of forecasts. However, if the appropriate form of the distribution is not known a priori, nonparametric methods offer a means for estimation (Scott 1992) . We examined using a kernel density estimation technique to estimate r( f | x ϭ 0) and r( f | x ϭ 1) from the sample of forecasts { f i , i ϭ 1, . . . , N}. Although kernel estimators for discrete distributions may be used when f takes on a finite set of discrete values (Titterington 1980; Wang and Van Ryzin 1981; Rajagopalan and Lall 1995, among others), we will assume that f is a continuous random variable.
The first step in estimation is to partition the forecasts f i into two sets, one for the case with x i ϭ 0 and the other for x i ϭ 1. Kernel density estimation is then used to estimate r( f | x) with the respective subsamples. The continuous kernel density estimator of r( f | x) is given by
where K( ) is the kernel, N x is the size of the particular subsample (x ∈ 0, 1), h x is the bandwidth parameter, and is the ith forecast in the subsample. The approach x f i used to estimate the bandwidth parameter and density function is outlined in appendix C.
Since f is assumed to be continuous, the term in the reliability B 1 and resolution RES equations can be written as
is obtained by substituting kernel density estimators for r( f | x ϭ 0) and r( f | x ϭ 1) into (30) for x | f and (31) for s( f ) and integrating numerically.
c. Joint distribution
With the estimators described so far, all the forecast quality measures shown in sections 2b-d can be estimated. In our evaluation in subsequent sections, we will focus primarily on the sampling characteristics of these estimators. Still, estimates of the joint distribution p( f , x) and its factorizations are extremely valuable in diagnostic verification. For example, reliability and discrimination diagrams use graphical representations of the marginal and conditional distributions to visualize aspects of forecast quality (Wilks 1995) . When the kernel density estimation method is used to estimate r( f | x), the joint distribution p( f , x) is completely defined by the LBR factorization in (2). In contrast, when the logistic regression method is used to estimate q(x | f ), an estimate of the marginal distribution s( f ) would still be required to define p( f , x) by the CR factorization in (1). One approach for estimating s( f ) would be to use the nonparametric kernel density estimation method outlined in appendix C.
Examples
Two forecast verification examples are used to evaluate the sampling uncertainty of the forecast quality measure estimators. In each example, the joint distribution p( f , x) and the true values of the forecast quality measures are known (either analytically or by Monte Carlo simulation). Sets of forecast-observation pairs are then randomly generated. One thousand verification data samples are generated for sample sizes ranging from 50 to 1000 pairs. For each verification sample, verification approaches are applied to estimate forecast quality measures. The CR measures of reliability B 1 and resolution RES are estimated using both the logistic regression (LR) and kernel density (KD) methods. The remaining measures are estimated analytically using the derived expressions involving sample estimators of the moments and conditional moments (for simplicity, we will use the term ''analytical expression'' to describe one of these estimators). In addition, the primitive model (PM) of the joint distribution is used to estimate the forecast quality measures.
a. Example 1: Continuous forecasts
This example examines continuous probability forecasts of drought occurrence generated by an ensemble streamflow forecasting technique (Day 1985; Smith et 
Determination of the probability forecast f for a drought event from an ensemble forecast. A specific threshold defines a drought event. The nonexceedence probability is determined for the threshold from the forecast empirical distribution. The example is based on the ensemble streamflow prediction of seasonal flow volume for the Des Moines River at Stratford, IA (Hashino et al. 2002) . Hashino et al. (2002) . The Monte Carlo simulations are carried out by first randomly generating a monthly flow volume, then randomly generating a synthetic ensemble forecast (conditioned on the monthly volume). If the monthly volume is less than a specified threshold, we say a ''drought'' occurs and the observation x is 1. If the volume is greater than the threshold (i.e., no drought occurs), the observation x is 0. The probability forecast f is simply the probability that the volume is less than the threshold, which is found directly from the synthetic ensemble forecast (see Fig. 1 ). Two cases are examined. In one, the volume threshold is set so that drought occurrence is a relatively common event ( x ϭ 0.25). In the other, the threshold is set so that drought occurrence is a relatively rare event ( x ϭ 0.05). The true values of the forecast quality measures are shown in Table 1 .
For each of 1000 verification data samples, forecast quality measures are estimated. Since the actual forecasts are continuous random variables, the forecasts must be reformulated to apply the PM approach. In this example, we selected a set of 11 discrete forecast values, {0, 0.1, 0.2, . . . , 1}, for a dimensionality D of 21. Binning of the continuous forecast is done by assigning the forecast to the nearest discrete value. With the 1000 estimates, the uncertainty in the estimators for each approach is quantified.
First we examine the uncertainty in the estimators for summary measures of bias (ME) and accuracy (MSE). Note that both of these measures can be estimated with an analytical expression. Figure 2 shows ME for forecasts of the common and the rare drought events for sample sizes ranging from 50 to 1000. Figure 3 shows similar results for MSE. To facilitate comparisons among difference cases and examples, relative errors are presented. The relative errors are found by normalizing by the (true) uncertainty , or its square root in 2 x the case of ME (see Table 1 ). The symbols in the figures indicate the mean relative error (a measure of the bias of the estimator). The error bars indicates the standard error of the estimator (a measure of the sampling variability).
As can be seen in Figs. 2 and 3, the uncertainty in the measures based on the analytical expressions and the PM approach are virtually the same. The reason is that the sample estimators based on the two approaches are mathematically equivalent. The only difference is that the forecast values for the PM approach have been recoded to discrete values. Still, in the case of continuous (or nearly continuous) forecasts, the analytical expressions have a clear advantage in that there is no need to select bin sizes and recode forecasts to estimate the forecast quality measures.
Figures 2 and 3 also illustrate two other general results. First, the uncertainty in the estimates decreases sharply as the sample size increases. For all the analytical expressions, the standard error for a sample size of 50 is roughly 4.5 times larger than for a sample size of 1000, about what one would expect if the standard error decreases as N Ϫ1/2 . Second, the relative uncertainty is larger for the rare events ( x ϭ 0.05). Fewer occurrences of the forecast event leads to higher uncertainty for the same sample size. For the ME estimates (Fig.  2) , the differences in uncertainty for the two cases are not as great as for MSE estimates (Fig. 3) . The reason is that ME depends on the first moments of the joint distribution, whereas MSE depends on the second mo- ments. Since all the other analytical expressions involve second-order moments, the differences for rare and common events cases are more similar to those seen for MSE. As a result, for forecasts of rare events, it is clear that the uncertainty of many forecast quality measures will be quite large for the smallest sample sizes shown.
Since the results for all the analytical expressions are similar to those illustrated in Figs. 2 and 3 , the remainder of this section will focus on estimators for CR measures of reliability (B 1 ) and resolution (RES), which depend on the method for estimating x | f . Figure 4 shows the relative errors for B 1 for forecasts of the common and rare drought events. Figure 5 shows similar results for RES. The figures show results for the LR and KD statistical modeling methods, and the PM approach applied to the recoded set of discrete forecasts.
For forecasts of the common event (Figs. 4a and 5a ), the PM estimator of B 1 and RES is the worst estimator for the smaller sample sizes due to large biases and high standard errors. The LR estimator tends to be the best for most sample sizes; it has slightly lower standard error than the KD estimator, and it tends to have low bias. The KD estimator is best only at the smallest sample sizes, when its bias is the lowest. For forecasts of the rare event (Figs. 4b and 5b) , the LR estimator has much lower bias and slightly lower sampling variability than the other estimators for all sample sizes. The KD estimator has the highest uncertainty. Its poor performance for the rare event is due to the partitioning of the verification data sample into two subsamples. In the case of a sample size of 50, on average there are only 2.5 events in the subsample for x ϭ 1 for kernel density estimation. Even for larger samples, the uncertainty for r( f | x ϭ 1) will be much higher than for r( f | x ϭ 0) because its subsample is much smaller relative to the other. This uncertainty results in large biases and higher standard errors for the KD method over the range of sample sizes. The performance of the two CR estimators can be better understood by examining the distributions in the CR factorization. A reliability diagram is a graphical representation of components of the CR factorization (Wilks 1995) . Figure 6 shows the reliability diagram,
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x | f versus the forecast f , for a sample size of 50. Forecasts that have perfect reliability (or are conditionally unbiased) follow the 1:1 line. Forecasts have resolution if x | f differs from the unconditional mean x . The true relation for x | f (displayed in all the panels) shows that the drought forecasting system has resolution, although there are some conditional biases. The mean (filled circles) and one standard deviation (error bars) for the estimators are also shown for each method.
For the PM estimator, the results are very different for forecasts of the common and the rare event. For the common event ( x ϭ 0.25), the estimates of x | f usually have the lowest bias, but much higher variability than the statistical modeling approaches. In contrast, for the rare event ( x ϭ 0.05), the estimates are significantly biased, but have lower variability than the other approaches. With only 2.5 events (on average) with x ϭ 1 for the rare event with a sample size of 50, the PM finds that most discrete forecast bins in the contingency table will have no observations of this outcome (i.e., the empirical relative frequency is 0). This results in a mean estimated value of x | f near zero for all discrete forecast values.
Due to the shape of the true curves near f ϭ 0 and 1, the assumed LR model does not fit the true curve perfectly. Still, the lower variability of the estimates and fairly low bias lead to its good performance. Although the KD method performs well for the common event, it has the highest variability for the rare event. So even with its lower biases over much of the range of forecasts, its estimators of B 1 and RES have higher uncertainty than even those for the PM.
b. Example 2: Discrete forecasts
In the first example, the forecasts f are issued as continuous numbers between 0 and 1. To use the primitive model, the forecasts were recorded into a discrete set of forecast values. However, for a forecasting system that issues forecasts as discrete values, the primitive model would in fact be the correct model of the joint distribution p( f , x). How well would the statistical modeling approaches work in this case?
This example examines discrete forecasts of the probability of precipitation (PoP). The example is drawn from the subjective 12-24-h PoP forecasts for the United States that were verified by Wilks (1995) using the DO approach. The verification results were used in this example to define the true joint distribution p( f , x). The true values of the forecast quality measures are shown in Table 1 . For the Monte Carlo experiments, verification datasets were created by randomly generating forecast-observation pairs from the joint distribution model. The forecasts were issued as a set of discrete values { f ϭ 0, 0.05, 0.1, 0.2, . . . , 0.9, 1}. Hence, p( f , x) has dimensionality D of 23. This same set of discrete forecasts was used to estimate forecast quality measures using the PM. The LR and KD approaches were applied as before for the two CR measures, even though these approaches assume that f is a continuous variable. Figure 7 shows the relative errors for B 1 and RES for sample sizes ranging from 50 to 1000. For the PoP forecasts, the mean observation x is 0.162 (i.e., precipitation occurs 16.2% of the time). This is in between the common and rare event cases in example 1. Still, the sampling uncertainty of the relative measures is only slightly higher than for the common event case.
Even for forecasts issued as discrete values, where the primitive model is the correct model, the forecast quality estimators for the statistical modeling approaches tend to have lower uncertainty. For both B 1 and RES, the KD and LR estimators have lower biases than the PM estimator for the smallest sample sizes. For B 1 , the standard errors are also much lower for the KD and LR estimators. Unlike example 1, the KD method performs best for both B 1 and RES for all sample sizes due to its lower biases. At sample sizes of 600 or greater, the PM estimator is slightly better than the LR estimator for both B 1 and RES due to lower biases. Figure 8 shows the reliability diagram for the three methods for sample sizes of 50 and 1000. The true curve shows a nearly linear relationship (low conditional bias). For a sample size of 50, the PM estimates have large (negative) biases for f of around 0.5 and greater, and much higher variability than the other methods. The KD method is more flexible, and fits the true curve better than the LR, resulting in its better overall performance for the resolution and reliability measures. At a sample size of 1000, the PM estimates are unbiased, but with higher variability than that for the LR and KD. Again, KD fits the true curve better than LR, yielding estimates with lower uncertainty, even at this larger sample size.
Discussion
The DO approach offers a sound statistical theory for forecast verification problems. As originally presented, the DO approach assumes that both the forecast and the observation are discrete random variables. The techniques presented here essentially relax this assumption for the special case of probability forecasts for dichotomous events; the derived expressions for forecast quality measures are applicable to either discrete or continuous forecasts. For this special forecasting case, most of the forecast quality measures do not depend on the distributional form of the forecasts. These measures are easily estimated using analytical expressions involving sample moment estimators, even in cases with high dimensionality (i.e., a large set of discrete forecast or essentially continuous forecasts). Only the CR factorization measures of reliability and resolution depend on distributional assumptions, and they are dealt with using a statistical modeling approach.
a. Analytical expressions
From the standpoint of uncertainty, the analytical expressions offer little advantage over the application of the primitive model to a reformulated set of forecasts with discrete values. However, from a practical standpoint, the analytical expressions simplify the calculations and remove subjective variability from the results. Specifically, the selection of discrete forecast values and bin sizes is a subjective decision when forecasts must be recoded to apply the primitive model. Yet different choices will produce slightly different forecast quality estimates for the sample. Such problems can simply be avoided using the analytical expressions.
b. Statistical modeling approach
For the CR measures, the distributional assumptions implied by the statistical modeling approaches greatly improve the estimates of forecast quality, especially for small sample sizes. The improvement is achieved mostly by reducing the bias of the estimators. However, for the smallest sample sizes, the standard errors are often lower as well.
We presented two approaches for estimating the CR measures. The logistic regression model essentially assumes a parametric model for the CR conditional distribution q(x | f ). The kernel density estimation assumes a nonparametric model for the LBR conditional distribution r( f | x). An advantage of the KD method is that the parametric form of the distribution is not required. This allows for greater flexibility in modeling the joint distribution, which the results for example 2 show can lead to lower biases and overall uncertainty in some forecasting situations. In contrast, the LR method makes a stronger assumption regarding the relationship between forecasts and observations, which results in lower sampling variability, but also higher biases in some situations. An advantage of the LR method is that the model is fitted using the entire verification data sample. In contrast, the KD method requires that the forecast sample be split into two subsamples. When the size of one subsample is much smaller than the other, which happens when one of the binary outcomes occurs infrequently, the results show that the KD method performs poorly.
The Monte Carlo simulations revealed cases where logistic regression and kernel density estimation techniques will fail in forecast verification applications. For example, when all the forecasts f i for the case of x i ϭ 0 are less than those when x i ϭ 1, the logistic regression cannot find an optimal set of parameters by the method of maximum likelihood. This situation can occur when there are just a few observations for one of the cases (rare events). Also, for kernel density estimation, a subsample must contain at minimum two values for estimation. Of course, this is only a limitation for forecasts of rare events, when the KD method performs poorly anyway.
c. Alternate statistical modeling methods
There are many variations of the two statistical modeling methods presented that could be explored. A nonparametric logistic regression technique (Bowman and FIG. 7 . Relative errors of estimates of CR measures for example 2 (discrete forecasts) for P. P forecasts (Wilks 1995 
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Azzalini 1997; Nottingham et al. 2000) would provide a more flexible model for estimating q(x | f ). The resulting estimators would likely be less biased but more variable. Likewise, the reduced variability associated with a parametric model for r( f | x) could be more efficient in some situations. Still, the poor performance for forecasts of rare events is not likely to disappear with parametric models. Murphy and Wilks (1998) utilized a linear regression model for q(x | f ) and a beta distribution model for s( f ). Although a linear model may not be the best choice for use with the derived expressions, since it often produces values of q(x | f ) outside the 0 to 1 range for certain values of f , one advantage of the model was that its parameters could be directly interpreted as alternate measures of forecast quality. In applications of the statistical modeling approach, careful study of the distributional form of forecasts and observations may be warranted to help in selecting the best model-either parametric for its lower sampling variability, or nonparametric for its better fit and lower biases.
We have already looked at some other minor variations (Hashino et al. 2002) . For instance, we have found that using the sample estimator E f ( ) in (27) may 2 x | f be better than the integral estimator in (33) for the KD method for the smallest sample sizes. We have also explored using the integral estimator with the LR method [which would require an estimate of s( f )], but the results typically are worse than with the sample estimator.
d. Guidelines and recommendations
Although more comprehensive study of the sampling characteristics of forecast quality estimators is needed, we offer some rough guidelines for application of the methods studied. Obviously, the analytical expressions offer the simplest means for estimating most forecast quality measures for probability forecasts (continuous or discrete). For the CR measures and the joint distribution, either the reformulated PM, the LR method, or the KD method could be selected. For small sample sizes of around 500 forecast-observation pairs or less, we would recommend using the LR method for both continuous and discrete forecasts. It is clearly the best of the approaches examined for forecasts of rare events and still performs about as well as the KD method for common events. When using the LR method, an estimate of s( f ) is required to completely define the joint distribution p( f , x). If estimates of the forecast quality measures are sufficient for verification, then there is no need to develop an estimate s( f ). Still, the complete description of p( f , x) is an essential element of the DO philosophy (and is addressed in section 3). We would also recommend the KD method, but only for verification of forecasts of frequently occurring events. Roughly speaking, the climatological probability of the forecast event should be between about 0.1 and 0.9 for application of the KD method. Unlike the LR method, the joint distribution p( f , x) is completely defined using the KD method. For continuous forecasts, where subjective decisions on bin size are needed to apply the PM, the two statistical modeling approaches may still be useful for sample sizes greater than 500. However, due to inherent biases due to lack of fit for the statistical models, it is important to recognize that at some point, the PM may become the most efficient method, even for continuous forecasts.
Finally, in most applications of forecast verification, the uncertainty in verification measures is rarely considered (some notable exceptions include Woodcock 1976; Seaman et al. 1996; Hamill 1999; Kane and Brown 2000; Stephenson 2000; Connor and Woodcock 2000; Thornes and Stephenson 2001) . In this work, the uncertainty of the estimators is central to our evaluation. For probability forecasts of events that occur relatively frequently, with a verification data sample consisting of many hundreds of forecast-observation pairs, the standard errors for the CR estimates with the primitive model may already be acceptably low (usually much less than 10%). However, the uncertainty of forecast quality estimates is much larger for forecasts of rare events, where there are fewer observations of the event itself. Obviously, for rare events, verification should be carried out with the longest possible data sample. However, in many situations, the size of the data sample is severely constrained. For example, with streamflow volume forecasts, there may be only one forecast per year for a particular season. In this case, a verification dataset created based on 50 yr of historical streamflow observations will only contain 50 forecast-observation pairs. Even in the case of PoP forecasts issued on a daily basis, the forecasting system would need to be run for almost 3 yr to obtain 1000 observations for a single site. In many decision problems, rare events are also high-impact events (e.g., droughts, severe weather), and users are quite interested in the forecast quality for these events. Clearly, verification of rare event forecasts using small sample sizes needs to consider the uncertainty of forecast quality estimates as part of the process.
Summary and conclusions
The distributions-oriented (DO) approach to forecast verification defines aspects of forecast quality using the joint distribution of forecasts and observations. As originally proposed by Murphy and Winkler (1987) , the primitive model of the joint distribution is a contingency table, where the elements of the table are relative frequency of each combination of forecast and observation. Aspects of forecast quality are evaluated using empirical relative frequencies estimated using a verification data sample.
An alternative DO approach is presented for verification of probability forecasts of dichotomous events. For this special case, one can derive simplified expressions for summary measures of forecast quality. Unlike the original DO framework, which assumes that forecasts are discrete random variables, the simplified expressions are valid for either discrete or continuous forecasts.
Using the simplified expressions, most of the forecast quality measures are estimated analytically using sample moments from a verification data sample. Although the sample estimators for these measures are mathematically equivalent to those for the primitive model, slight differences in estimates can arise when continuous forecasts must be recoded to discrete values for use of the primitive model. This step in the process introduces subjective variability to the estimates, but is unnecessary with the analytical expressions.
Two other forecast quality measures from the calibration-refinement (CR) factorization depend on the distributional form of the forecasts and cannot be estimated from sample moments alone. Two statistical modeling approaches, one a parametric approach (logistic regression) and the other nonparametric (kernel density estimation), were examined for estimating these measures. Monte Carlo experiments for two forecasting examples show that use of the statistical modeling approach can significantly improve estimates of the CR forecast quality measures for small sample sizes-about 500 forecast-observation pairs or less. The statistical modeling approach improves estimates mostly by reducing the large bias of the primitive model estimates, although in some cases, the sampling variability is also reduced. Even when forecasts are issued as discrete values, where the primitive model is the correct model of the joint distribution, the statistical modeling approaches yield better estimates of the CR measures for small sample sizes. The logistic regression method performs well in most situations; the kernel density estimation method also works well, but only for probability forecasts of frequently occurring events.
As a practical matter, the improvements in the estimates of the CR measures afforded by the statistical modeling approach are most critical for forecasts of rare events and for very small verification data samples. In these cases, estimates of forecast quality using the primitive model are highly biased and have large sampling variability, which can lead to incorrect inferences in diagnostic verification. Use of the statistical modeling approach does not eliminate the problem, but it does help to make a better assessment of forecast quality. However, even with improved methods for estimating forecast quality measures, techniques are still needed to evaluate the uncertainty of forecast quality measures as an integral part of the verification process. VOLUME 18 W E A T H E R A N D F O R E C A S T I N G 1, . . . , N}, the probability for each outcome is given by Maximizing the log-likelihood with respect to the parameters yields the parameter estimates. This can be done numerically using an optimization procedure. We utilized the modified Newton's method, initialized using the best parameters from a grid search of the parameter space. The sample estimator x | f is then obtained by substituting 0 and 1 , the estimated parameters from ␤ ␤ the logistic regression, into (25).
APPENDIX C

Kernel Density Estimation
The continuous kernel density estimator of a density function f (x) is
Nh h iϭ1
where K( ) is the kernel, h is the bandwidth, and x i are the sample data. A common choice for K( ) is the biweight kernel, given by 
K(t) ϭ (1 Ϫ t ) . (C2) 16
The bandwidth h acts as a smoothing parameter for the density estimation. The bandwidth is often estimated from sample data by cross validation or other approaches that attempt to find the best fit to the data. Equivalent bandwidth scaling is often used to convert the bandwidth obtained from a normal kernel cross-validation rule into one for another kernel (Scott 1992) . Here, we use the bandwidth estimated through the normal reference rule, which minimizes the asymptotic mean integrated error between a normal distribution and a normal kernel estimate, multiplied by the equivalent bandwidth scaling factor for a biweight kernel, or 1/5 Ϫ1/5 h ϭ 2.623(4/3) N ,
where is estimated by the sample variance from the data sample. The difficulty in using kernel estimation to estimate the conditional or marginal distribution of forecasts is that the forecast f is bounded at 0 and 1. As a result, a kernel density estimator may not be a consistent estimator near 0 and 1 (Zhang et al. 1999 ). An approach for dealing with the boundary effect is the reflection method. This method literally reflects original samples against a boundary and then applies the ordinary kernel to the reflected samples (Scott 1992) . The final density estimates are obtained by tripling the estimates between 0 and 1, since the original sample size has been tripled.
