Abstract. In this paper, we address the partial regularity of suitable weak solutions of the incompressible Navier-Stokes equations. We prove an interior regularity criterion involving only one component of the velocity. Namely, if (u, p) is a suitable weak solution and a certain scale-invariant quantity involving only u 3 is small on a space-time cylinder Qr(x 0 , t 0 ), then u is regular at (x 0 , t 0 ).
Introduction
The goal of this paper is to address the partial regularity of solutions of the 3D Navier-Stokes equations
where u(x, t) = (u 1 (x, t), u 2 (x, t), u 3 (x, t)) and p(x, t) denote the unknown velocity and the pressure.
The theory of partial regularity for the NSE , whose aim is to estimate the Hausdorff dimension of the singular set and development of interior regularity criteria, was initiated by Scheffer in [S1, S2] . In a classical paper [CKN] , Caffarelli, Kohn, and Nirenberg proved that for a suitable weak solution the onedimensional parabolic Hausdorff measure (parabolic Hausdorff length) of the singular set equals zero.
Recall that a point is regular if there exists a neighborhood in which u is bounded (and thus Hölder continuous); otherwise, the point is called singular. Their interior regularity criterion reads as follows:
There exist two constants ǫ CKN ∈ (0, 1] and α ∈ (0, 1) such that if
where Q r = {(x, t) : |x| < r, −r 2 ≤ t ≤ 0}. Alternative proofs were given by Lin [Li] , Ladyzhenskaya and Serëgin [LS] , an author of the present paper [K1, K2] , Vasseur [V] , and Wolf [W1, W2] . The problem of partial regularity of the solutions of the Navier-Stokes equations has since then been addressed in various contexts [KP, RS1, RS2, RS3, Se1, Se2] and a variety of interior regularity criteria has been proposed.
In particular Wolf proved in [W2] the following: There exists ǫ W > 0 such that if Q1 |u| 3 dxdt ≤ ǫ W then the solution u(x, t) is regular at the point (0, 0).
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In a recent paper [WZ] , Wang and Zhang proved an anisotropic interior regularity criterion, which states: For every M > 0 there exists ǫ WZ (M ) (M ) where u h = (u 1 , u 2 ), then the solution u(x, t) is regular at the point (0, 0). Their result can be viewed as a local version of the component-reduction regularity. Regularity is obtained by imposing conditions only on some components of the velocity, rather that of three. For a comprehensive review of such results
we refer the reader to [M, PP] and references therein. The purpose of this paper is to prove an interior regularity criterion involving only one component of the velocity. Using a different argument from [WZ] , we prove the following stronger statement: For every
then u(x, t) is regular at the point (0, 0). For the statement, cf. Theorem 2.1 below. Note that every suitable weak solution satisfies (1.2) for M sufficiently large. The contradiction argument used to prove Theorem 2.1 may be also used to prove a new interior regularity criterion based on the pressure. Namely, in Theorem 2.4 we prove that if (1.2) holds and if
then the solution is regular at (0, 0).
Also, as a corollary of Theorem 2.1 we obtain a stronger version of the Leray's regularity criterion concerning weak solutions. Namely, by [G2, Le] , if T is an epoch of irregularity, then for any q > 3 there is a sufficiently small ǫ > 0 such that
(1−3/q)/2 for t < T sufficiently close to T .
Recall that T is an epoch of irregularity if T is a singular time for u, while the times t < T sufficiently close to T are regular. In Corollary 2.3 we obtain that if T > 0 is the first singular time, then for all
for t < T sufficiently close to T . (A similar statement holds when T is an epoch of irregularity.) Similarly, using Theorem 2.4, we obtain Corollary 2.6 which states that if T is the first singular time, then
for t < T sufficiently close to T .
The paper is organized as follows. In the next section we state the main results and introduce the notation used throughout the rest of the paper. The proof is based on a contradiction argument and Section 3 contains a regularity result for the limit system, which turns out to be the Navier-Stokes system with u 3 ≡ 0. We would like to note that in order to prove Corollary 2.3 and Corollary 2.6 we require explicit estimates on the solutions of the considered limit system. Therefore, we cannot directly apply the results of Neustupa, Novotný and Penel from [NP, NNP] . Consequently, we need to modify this strategy to suit our needs. The proofs of Theorems 2.1 and 2.2 are presented in Section 4, while Section 5 contains the proofs of Theorems 2.4 and 2.5.
The notation and the main results
Let D be an open, bounded, and connected subset of R 3 × (0, ∞). We assume that (u, p) is a suitable weak solution in D, which means
(ii) the Navier-Stokes equations (1.1) are satisfied in the weak sense, and (iii) the local energy inequality holds in D, i.e.,
Recall the following scaling property of the Navier-Stokes equation: If (u(x, t), p(x, t)) is a solution, then so is (λu(λx, λ 2 t), λ 2 p(λx, λ 2 t)).
Denote by B r (x 0 ) the Euclidean ball in R 3 with center at x 0 and radius r > 0; we
labeled by the top center point (x 0 , t 0 ) ∈ D. The following is the main result of the paper.
Then there exists ǫ > 0 depending on M such that if
then u is regular at (x 0 , t 0 ).
The above theorem follows from the following stronger statement. 
for all t ∈ (T /2, T ) and q ≥ 3.
Note that for q = 3 a stronger statement has been established in [ESS] . Also, observe that the statement extends to the case when T is an epoch of irregularity by translating and rescaling the time variable.
We first prove the corollary, while the proofs of the theorems are provided in Section 4.
Proof of Corollary 2.3. Assume that u is regular on (0, T ) and
hold for some M ≥ 1 and ǫ ∈ (0, M ]. We claim that T is regular if ǫ is sufficiently small. The assumptions on the velocity and the Calderón-Zygmund theorem imply
Let x 0 ∈ R 3 be arbitrary. Using Hölder's inequality, we get
where we used (2.9) in the last step. Therefore,
while by (2.11)
By Theorem 2.2, there exists κ ∈ (0, 1) so that if ǫ > 0 is sufficiently small
Using the CKN theory, this provides a uniform bound for u for t in a neighborhood of T . By Leray's regularity criterion, this shows that the time T is regular, as claimed.
The strategy used in the proofs of Theorems 2.1 and 2.2 enables us to prove the following two theorems.
Although certain regularity criteria involving the pressure are known (cf. [BG] for instance), the condition for regularity (2.17) appears to be new. Theorem 2.4 follows in fact from a stronger result stated in Theorem 2.5.
As a consequence of Theorems 2.4 and 2.5 we deduce the following. 
Proof of Corollary 2.6. Assume that u is regular on (0, T ) and
hold for some M ≥ 1 and ǫ ∈ (0, M ]. We claim that T is regular if ǫ is sufficiently small. Let x 0 ∈ R 3 be arbitrary. Using Hölder's inequality, we obtain
where we used (2.21) in the last step. Thus, we get
Similarly, by (2.22) we have 1
By Theorem 2.5, there exists κ ∈ (0, 1) so that if ǫ > 0 is sufficiently small
This provides a uniform bound for u for t in a neighborhood of T . By Leray's regularity criterion, this
shows that the time T is regular, as claimed.
The limit system
Let D ⊂ R 3 × (0, ∞) be a domain. Consider the system
where u(x 1 , x 2 , x 3 , t) and p(x 1 , x 2 , x 3 , t) are unknown. Note that the system (3.1) stems from the NavierStokes equations by setting u 3 = 0. Denote by S(u) the set of points where the solution u(x, t) of (3.1) is singular. (The definition for a regular/singular point is the same as the one for the Navier-Stokes system.) Therefore, we may conclude that the set S(u) is closed in D and the partial regularity results regarding the Navier-Stokes equations imply that its 1-dimensional parabolic measure (and as a consequence its 1-dimensional Hausdorff measure) is equal to zero.
The following theorem, addressing regularity of the limiting system (3.1), is the main result of this section.
Theorem 3.1. Let (u, p) be a weak solution of (3.1). Then u is regular.
We note that the results of Neustupa, Novotný and Penel from [NP, NNP] are not directly applicable in the considered setting since the weak solutions do not a priori have enough regularity to justify this approach. Moreover, in order to prove Corollary 2.3 and Corollary 2.6 we require explicit estimates on the weak solution of the system (3.1) which cannot be obtained using the strategy from [NP, NNP] . In particular, the presented proofs do not take advantage of epochs of irregularity.
The first step toward the proof of Theorem 3.1, namely establishing the regularity of the third component of the vorticity ω 3 = ∂ 1 u 2 − ∂ 2 u 1 stems however from the work of Neustupa, Novotný and Penel mentioned above.
for any q ∈ [2, ∞) and ρ ∈ (0, r/2).
Proof. Applying the curl operator to the system (3.1) we note that ω 3 satisfies the equation
Without loss of generality we may assume that (x 0 , t 0 ) = (0, 0). We denote B r = B r (x 0 ) and Q r = Q r (x 0 , t 0 ). Let η be a smooth non-negative cut-off function, supported on Q r , η ≡ 1 on Q r/2 and such that η vanishes on the lateral boundary of Q r , that is η = 0 on B r × {−r 2 } ∪ ∂B r × (−r 2 , 0). Fix q ≥ 2.
Multiplying the equation (3.3) by |ω 3 | q−2 ω 3 η 2 and integrating over Q r , we obtain the estimate sup −r 2 /4≤t≤0 B r/2 (3.4) where the second term on the right has been obtained from
using integration by parts and the divergence-free condition in the second step. This can be formally justified using a suitable mollification and passage to the limit. The estimate (3.4) yields
By the Sobolev embedding and interpolation, we obtain from (3.5)
Since 2 < 20/7 < 10/3 we may bootstrap the estimate. Namely, from (3.5) we obtain
For j = 1, 2, . . . we define the sequences q j and r j by the recursive relationships q j+1 = (7/6)q j and r j+1 = r j /2. Then, from (3.7),
Starting with q 0 = 2, we get q j = 2(7/6) j and we conclude that for any q ∈ [2, ∞)
for r sufficiently small. Using a covering argument, we obtain
for every ρ ∈ (0, r/2) with an explicit estimate.
In order to prove Theorem 3.1, we also need the following auxiliary result.
Lemma 3.3. [G1]
Let Ω be a bounded Lipschitz domain in R 3 . Let further r ∈ (1, ∞) and m ∈ {0} ∪ N.
Then there exists a linear operator
(Ω) with the properties
(Ω) with Ω f dx = 0, and
. . , m and for all
Proof of Theorem 3.1. First, note that the system (3.1) may be rewritten as
We show that any point (x 0 , t 0 ) is a regular point. By translation, we can assume without loss of generality that (x 0 , t 0 ) = (0, 0). We denote B r = B r (x 0 ) and Q r = Q r (x 0 , t 0 ). Let r > 0 be as in Lemma 3.2. Let η be a smooth cut-off function supported on B r/2 and such that η ≡ 1 on B r/4 . Let v = ηu − V , where
, with R being the operator defined as in Lemma 3.3 with Ω = B r/2 . Note that we have (3.12) where n is the outer normal vector to ∂B r/2 thus we can apply Lemma 3.3. Moreover, div V = ∇η · u in Q r/2 . Note also that
Moreover, the Sobolev embedding and the control over ∂ t V yield that V is essentially bounded on Q r/4 . In turn, the above defined v solves the Stokes system
(3.14)
Since u is a weak solution, we obtain by interpolation u ∈ L x (Q r/4 ), where for the fourth term we used the fact that V is essentially bounded and the fact that by Lemma 3.2 applied with q = 2 we have
(Q r/4 ). The last term on the right of (3.14)
(Q r/4 ) and V is essentially bounded on Q r/4 . Therefore, in summary, the right side of (3.14) belongs to L 5/2 t L 15/11 x (Q r/4 ). The Stokes estimate (see [SW] ) applied to (3.14) yields v ∈ L 5/2 t W 2,15/11 x (Q r/4 ) and thus by Sobolev embedding we
x (Q r/4 ) which is a critical Serrin's regularity class.
In order to prove Corollary 2.3 and Corollary 2.6 we need the following estimates on solutions of (3.1).
Lemma 3.4. Let (u, p) be a solution of (3.1) and
for some r > 0 and (x 0 , t 0 ). Then for any ǫ 0 ∈ (0, 1) we have
for a constant κ ∈ (0, 1] depending only on M and ǫ 0 .
Consequently, under the assumptions of the theorem, there exist κ 0 ∈ (0, 1) and K > 0 depending
The inequality (3.15) implies (3.16) with κ 0 = κ/2 using the standard CKN theory (cf. [CKN, K1] ).
Proof. Without loss of generality, we may assume that (x 0 , t 0 ) = (0, 0). We denote B r (x 0 ) = B r and Q r (x 0 , t 0 ) = Q r . First, we note that by Lemma 3.2 we obtain
Similarly as in the proof of Theorem 3.1 we consider the abstract Stokes system (3.11). Let η be a smooth cut-off function supported on B r/4 such that η ≡ 1 on B r/8 . We define
Appropriate estimates follow from Lemma 3.3, the Sobolev embedding theorem and interpolation. On the other hand, the above defined v solves the Stokes system
Proceeding as in the proof of Theorem 3.1 we obtain that v is in the critical Serrin's regularity class. Therefore, in order to prove (3.15) we repeat the Stokes estimate on a smaller cylinder Q r/16 which yields v in a subcritical Serrin's regularity class. This combined with regularity properties of V and (3.10) gives us (3.15) on a sufficiently small cylinder, that is on Q κr for κ ∈ (0, r/16) sufficiently small.
Proofs of Theorems 2.1 and 2.2
In this section we present the proofs of Theorems 2.1 and 2.2. In our considerations we use sequences of suitable weak solutions. In the process, we need the following compactness result.
) be a sequence of suitable weak solutions such that
and let 0 < ρ < r. Then there exists a subsequence (u
The local energy inequality for suitable weak solution yields
Bρ (x0) |u(·, t)| 2 dx + 2
Hölder's inequality and the bound (4.1) imply that there exists a constant E > 0 (where
Possibly passing to a subsequence, we may assume that
and the weak convergence 5) where the constant C may depend on E. Therefore, by the Aubin-Lions compactness lemma we conclude
We first prove the stronger result, namely Theorem 2.2.
Proof of Theorem 2.2.
Without loss of generality, we may assume that (x 0 , t 0 ) = (0, 0). Denote Q r = Q r (x 0 , t 0 ). Fix r > 0 and assume that there exists a sequence of suitable weak solutions (u (n) , p (n) ) with
for every κ ∈ (0, 1). By Lemma 4.1, we may divide r by 2 and assume that
and
Note that (u, p) solves the system (3.1). Theorem 3.1 implies that
where M 0 depends only on M . By rescaling we now assume that r = 1. For κ 1 ∈ (0, 1), which is to be determined below we obtain
using Hölder's inequality, from where 1
There exists κ 0 > 0 such that for κ 1 ∈ (0, κ 0 ] we have In particular, the inequalities (4.11) and (4.12) then imply
, we may choose n large enough (depending on κ 1 ) so that 1
for n sufficiently large. We rewrite the pressure equation as in [K1] as
where η is a smooth cut-off function supported in B κ1 identically 1 on B κ ′ κ1 where κ ′ ∈ (0, 1/2] is to be determined below. With N = −1/4π|x| denoting the Newtonian potential, we obtain
For p 1 , we have by the Calderón-Zygmund theorem
For the rest of the terms, we use the fact that they all contain derivatives of η. This makes all the convolutions nonsingular when |x| ≤ κ ′ κ 1 (cf. [K1] or [L] for details). Using this, we obtain the estimate for p 2 , p 3 , and p 4 which is as in (4.17). For p 5 , we have, as in [K1] ,
The same bound holds for p 6 . Summarizing, we obtain
where C 0 is a constant. Using (4.14) we bound the right side of (4.19) by
We can choose κ ′ and κ 1 small enough so that the right side of (4.20) is smaller than ǫ 1/3 0 /2. By possibly making κ 1 smaller, we also have from (4.14) that
Thus, setting κ = κ ′ κ 1 we get 22) which leads to a contradiction with (4.8).
Proof of Theorem 2.1. The statement follows from Theorem 2.2 by setting ǫ 0 = ǫ CKN .
Proofs of Theorems 2.4 and 2.5
Since Theorem 2.5 is more general, we start with it first.
Proof of Theorem 2.5. In order to prove Theorem 2.5, assume that there exists a sequence of suitable weak solutions (u (n) , p (n) ) satisfying 1 r 2 Qr (x0,t0) (|u for a certain κ ∈ (0, 1) to be determined explicitly below. By Lemma 4.1, we may divide r by 2 and assume that u (n) → u strongly in L 3 (Q r (x 0 , t 0 )). Note that u solves the Burgers system It is well-known that solutions of (5.4) are regular (see e.g. [C] ); alternatively, we may use local L 6 estimates combined with the divergence-free condition (5.5). Therefore, we get r 1/6 u L 6 (Qr(x0,t0)) ≤ M 0 < ∞ (5.6) where M 0 depends only on M . By rescaling we now assume that r = 1. We then proceed as in the proof of Theorem 2.1. Namely, for κ ∈ (0, 1), Hölder's inequality yields Since u (n) → u strongly in L 3 loc (Q 1 (x 0 , t 0 )), we may choose n large enough so that 1 κ 2 Qκ(x0,t0) |u (n) | 3 dxdt ≤ 1 2 ǫ 0 .
(5.11) From (5.2) and (5.11) for sufficiently large n we obtain 1 κ 2 Qκ(x0,t0) (|u
which contradicts (5.3).
Proof of Theorem 2.4. Theorem 2.4 follows from Theorem 2.5 using the CKN criterion for regularity.
