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SPECTRAL THEORY OF FIRST-ORDER SYSTEMS: FROM
CRYSTALS TO DIRAC OPERATORS
MATANIA BEN-ARTZI AND TOMIO UMEDA
Abstract. Let
L0 =
n∑
j=1
M0j Dj +M
0
0 , Dj =
1
i
∂
∂xj
, x ∈ Rn,
be a constant coefficient first-order partial differential system, where the ma-
trices M0
j
are Hermitian. It is assumed that the homogeneous part is strongly
propagative. In the nonhomegeneous case it is assumed that the operator is
isotropic . The spectral theory of such systems and their potential pertur-
bations is expounded, and a Limiting Absorption Principle is obtained up to
thresholds. Special attention is given to a detailed study of the Dirac and
Maxwell operators.
The estimates of the spectral derivative near the thresholds are based on
detailed trace estimates on the slowness surfaces. Two applications of these
estimates are presented:
• Global spacetime estimates of the associated evolution unitary groups,
that are also commonly viewed as decay esimates. In particular the Dirac
and Maxwell systems are explicitly treated.
• The finiteness of the eigenvalues (in the spectral gap) of the perturbed
Dirac operator is studied, under suitable decay assumptions on the po-
tential perturbation.
1. I INTRODUCTION
The equations of classical physics, governing acoustic, electromagnetic and elastic
waves in anisotropic media, are given as first-order hyperbolic systems. Similarly,
the Dirac equation of relativistic quantum electrodynamics is such a system. Al-
ready in the classical treatise of Courant and Hilbert the common features of these
systems are brought to the fore [17, Chapter III, §2, Chapter VI, §3a].
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Motivated by this approach, emphasizing a unifying point of view, we study here
basic spectral properties of a class of first-order self-adjoint operators, that includes
the aforementioned systems, or, more explicitly, their spatial generators.
Thus, we consider operators acting on CK-valued functions in Rn, n ≥ 2, having
the form
(1.1) L =
n∑
j=1
M0jDj +M
0
0 + V (x), Dj =
1
i
∂
∂xj
, x ∈ Rn,
where the matrices M0j , 0 ≤ j ≤ n, are Hermitian K × K constant matrices and
the matrix V (x) is Hermitian for every x ∈ Rn. Thus L is symmetric (with respect
to the L2(Rn,CK) scalar product) on C∞0 (Rn,CK).
The obvious notation
L2(Rn,CK) = L2(Rn)
⊗
CK
(resp. C∞0 (R
n,CK) = C∞0 (R
n)
⊗
CK) has been used for the space of Lebesgue
square-integrable (resp. smooth and compactly supported) CK-valued functions.
Our objectives in this paper are:
• Establish a “Limiting Absorption Principle” (LAP) for the special cases
of the Dirac and Maxwell operators (Section 4) up to the thresholds, with
sharp resolvent estimates.
• Generalize the LAP to “strongly propagative” or “isotropic operators” (Sec-
tion 5).
• Extend the LAP to the case of potential perturbation (Section 6).
• Exploit the sharp resolvent estimates of the Dirac and Maxwell operators
near the thresholds in the study of two applications:
– Obtain decay conditions on the potential perturbation of the Dirac
operator which guarantees the finiteness of the isolated eigenvalues in
the spectral gap (Subsubsection 6.2.1).
– Derive global spacetime estimates of the solutions in weighted L2
spaces (Section 7).
• Extend the global spacetime estimates of the solutions in weighted L2 spaces
to the case of strongly propagative systems (Section 8).
Both the Dirac (Subsection 2.1) and the Maxwell (Subsection 2.2) systems are
isotropic. Their prime significance in physics justifies the detailed study of their
spectral structure, as is carried out in Section 4.
The operator L is viewed as a perturbation of a constant coefficient, symmetric
operator
(1.2) L0 =
n∑
j=1
M0jDj +M
0
0 , Dj =
1
i
∂
∂xj
, x ∈ Rn.
The cases where L0 is either strongly propagative (Definition 5.1) or isotropic (Def-
inition 5.15) are studied in Section 5.
It will be seen that the LAP is closely connected to the geometry of the level
sets of the characteristic surfaces (“normal”, by the terminology of [17]) in Rn. In
the physical context they are referred to as “Slowness Surfaces” [47, Section 4].
The presence of the non-zero matrixM00 is motivated by the “massive” Dirac op-
erator (Subsection 2.1). The basic operator L0 is then nonhomogeneous, meaning
that the associated eigenvalues are not homogeneous functions (see Section 5 for
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details) and as a result the geometry of the “slowness surfaces” is more complex.
As far as we know, the Dirac operator is the only instance of a nonhomogeneous
operator that has been treated in the literature. In this paper we study the non-
homogeneous operator in the general isotropic case.
A general (potential) perturbation theory is presented in Section 6. As an im-
mediate consequence of the LAP for the perturbed operator, it follows that the
spectrum is absolutely continuous, except possibly for a discrete sequence of em-
bedded eigenvalues.
The general theory is then applied to the perturbed Dirac operator, as an impor-
tant example. The threshold estimates for the perturbed Dirac operator enable us
(Subsubsection 6.2.1) to give criteria for the finiteness of eigenvalues in the spectral
gap.
Remark that the perturbed Maxwell system can also be reduced to the case of
potential perturbation [42, Section 1.4], but we choose not to treat it here in detail,
as the paper is already quite long. We refer to [11, 25] and references therein for the
study of the perturbed Maxwell operator in terms of self-adjointness and absolute
continuity of the spectrum.
In Section 7 we establish global spacetime estimates for the Dirac and Maxwell
operators, and in Section 8 such estimates are derived for general (homogeneous)
strongly propagative operators.
The literature concerning various aspects of the spectral and scattering theory of
first-order systems, as well as asymptotic decay of their solutions, is very extensive,
hence our reference list is far from being comprehensive. Certainly there are many
papers that well deserve being included in our list and of which we are not aware.
However, we have made an effort to include references to works directly related to
this paper and dealing primarily with the LAP (in interior intervals of the spectrum
or at thresholds). Most of these papers were concerned with the Dirac operator.
We refer to [34, 36, 40, 48] and references therein for classical treatments of decay
of solutions of first-order symmetric systems, and to [33] in the case of exterior
domains.
The first proof of the LAP for the (massive) Dirac operator with short range
potential perturbation was obtained by Yamada [50]. It was subsequently proved
(imposing various hypotheses on the perturbation) by several authors (see [3, 12,
13, 35, 51] for the massive case and [18, 37] for the zero mass case), as well as the
recent papers [15, 22] (and references therein) for both the massive and zero mass
cases. Their treatments rely on the fact (see Equation (2.8)) that the square of
this operator is the Schro¨dinger operator. A weak* form of the LAP, using the
methodology of conjugate operators, was obtained in [14]. The LAP (for the Dirac
operator) up to the threshold was proved in [29]. Recently their method has been
extended in [15] in order to obtain a global LAP for the massless Dirac Operator
in all dimensions. The zero modes and zero resonances of massless Dirac operators
were studied in [37] and eigenfunctions at the threshold energies were studied in [38].
We refer also to [8, 44] for the closely related “relativistic Schro¨dinger operator”.
For the Maxwell equations in crystal optics the LAP was established in [42,
Theorem 1.2].
For a uniformly propagative system (see Definition 5.3) of the formE(x)−1
n∑
j=1
M0jDj
the LAP was established in [41, 49], and also in [39]. For the more general strongly
4 MATANIA BEN-ARTZI AND TOMIO UMEDA
propagative systems it was proved in [46, Lemma 2.1]. See however Remark 5.14
concerning this paper. These works dealt with interior intervals of the spectrum,
whereas here we obtain detailed estimates at the thresholds.
We are not aware of any work where the LAP for the nonhomogeneous operator
L0 (namely, M
0
0 6= 0) has been addressed, other than the massive Dirac operator.
We refer to Remark 6.19 concerning previous studies of the finiteness of eigen-
values in the spectral gap, in the case of the perturbed (massive) Dirac operator.
2. THE CLASS OF UNPERTURBED OPERATORS–DIRAC AND
MAXWELL SYSTEMS
The coefficients M00 , M
0
1 , . . . ,M
0
n of the unperturbed operator L0 (1.2) are con-
stant Hermitian K ×K matrices (over C). The addition of M00 will enable us in
particular to include the massive Dirac operator in our treatment.
The (unitary) Fourier transform is defined by
(2.1) (Fu)(ξ) = û(ξ) = (2π)−n2
∫
Rn
u(x)e−i<ξ,x>Rndx.
The constant coefficient operators are transformed into multiplication operators
(by symbols).
The homogeneous part of L0 is assumed to be strongly propagative [48], accord-
ing to Definition 5.1 below.
We shall address this general case in Section 5. We start here with the two most
famous physical examples of such operators, namely, the Dirac and Maxwell sys-
tems. As we shall see, both systems (including the nonhomogeneous Dirac system
with mass) share the property of being isotropic (Definition 5.15 below).
2.1. EXAMPLE: THE FREE DIRAC OPERATOR. As a special case we
consider the free Dirac operator. It is the self-adjoint operator Hm in L2(R3,C4) =
L2(R3)⊗C4 given by
(2.2) Hm = α ·D +mβ, m ≥ 0,
where
(2.3) D =
1
i
∇x, x ∈ R3,
and α = (α1, α2, α3) is the triplet of 4× 4 Dirac matrices
(2.4) αj =
(
O2 σj
σj O2
)
, j = 1, 2, 3.
Here O2 is the 2 × 2 zero matrix and the 2 × 2 matrices σj (Pauli matrices) are
given by
(2.5) σ1 =
(
0 1
1 0
)
, σ2 =
(
0 −i
i 0
)
, σ3 =
(
1 0
0 −1
)
,
and
(2.6) β =
(
I2 O2
O2 −I2
)
, I2 =
(
1 0
0 1
)
.
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The symbol Mm(ξ) (corresponding to M0(ξ) above) is a 4 × 4 Hermitian matrix
given by
(2.7) Mm(ξ) = α · ξ +mβ.
It is readily verified that we have the following equality of self-adjoint operators in
L2(R3,C4),
(2.8) (Hm)
2 = (−∆+m2)
⊗
I4.
Claim 2.1. The eigenvalues of Mm(ξ) are given by λ±(ξ) = ±
√|ξ|2 +m2, and
are both of double multiplicity (except for m = 0 and ξ = 0).
It follows that the homogeneous operator H0 is uniformly propagative (Defini-
tion 5.3).
For any ξ ∈ R3 (assuming either ξ 6= 0 or m 6= 0) there exists a unitary matrix
Um(ξ) such that
(2.9) Um(ξ)
∗Mm(ξ)Um(ξ) =
(
λ+(ξ)I2 O2
O2 λ−(ξ)I2
)
.
For f ∈ L2(R3,C4) we define the transformation
(2.10) (Gmf)(ξ) = U∗m(ξ)f̂(ξ), ξ ∈ R3.
Then
Gm : L2x(R3,C4)→ L2ξ(R3,C4) ,
is unitary and diagonalizes Hm in the sense that GmHmG−1m in L2ξ(R3,C4) is given
by the diagonal multiplication operator
(2.11)
(
GmHmG−1m f̂
)
(ξ) =
(
λ+(ξ)I2 O2
O2 λ−(ξ)I2
)
f̂(ξ).
In fact, in the physical literature this transformation is known as the Foldy-
Wouthuysen-Tani transformation [26]. The transformation is explicitly pre-
sented (as can be easily verified) by [43, Section 1.4] and [2, Section 2.1]:
(2.12)
Um(ξ) =
1√
2
√
λ+(ξ)2 +mλ+(ξ)
{
(λ+(ξ) +m)I4 + β(α · ξ)
}
=
1√
2
√
λ+(ξ)2 +mλ+(ξ)

λ+(ξ) +m 0 −ξ3 −ξ1 + iξ2
0 λ+(ξ) +m −ξ1 − iξ2 ξ3
ξ3 ξ1 − iξ2 λ+(ξ) +m 0
ξ1 + iξ2 −ξ3 0 λ+(ξ) +m

Clearly, the columns of this matrix are the eigenvectors of the symbol matrix
Mm(ξ).
We shall need this transformation when studying the spectral structure of the
Dirac operator in Subsection 4.1.
Remark 2.2. Another representation of (2.12) is given by (see [3])
(2.13) Um(ξ) = exp
{
− β(α · ξ)θm(|ξ|)
}
,
θm(t) = (2t)
−1 arctan(m−1t), m, t > 0.
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Observe that due to the double multiplicity of λ±(ξ) the diagonalizing matrix Um(ξ)
is not unique.
2.2. EXAMPLE: THE FREE MAXWELL OPERATOR. Consider a pair
of three-dimensional vector functions E (the electric field) and B (the magnetic
field). We shall denote by
(
E
B
)
the six-component (column) vector that consists of
the vertical arrangement of E, B.
The free (vacuum) Maxwell operator Lmaxwell is a 6 × 6 self-adjoint operator
acting on the combined vector
(
E
B
)
in L2(R3,C6) = L2(R3)⊗C6,
(2.14) Lmaxwell
(
E
B
)
=
1
i
(
O3 −curl
curl O3
)(
E
B
)
=
(
O3 −D×
D× O3
)(
E
B
)
,
where as above D = (D1, D2, D3) =
1
i∇x, x ∈ R3, and O3 is the 3 × 3 zero
matrix.
Remark 2.3. Recall that the electric (E) and magnetic (B) fields in vacuum are
divergence-free fields, namely, there are no electric or magnetic charges. This re-
striction is imposed on the initial data and then the time-dependent equations ensure
that the fields evolve as divergence-free fields.
However, here we take the point-of-view that Lmaxwell acts on the entire space
L2(R3,C6).
For the Maxwell operator Lmaxwell in (2.14), the matrix symbol Mmaxwell(ξ) is
readily seen to be of the form
(2.15) Mmaxwell(ξ) =
(
O3 −γ(ξ)
γ(ξ) O3
)
,
where, for ξ = (ξ1, ξ2, ξ3),
γ(ξ) =
 0 −ξ3 ξ2ξ3 0 −ξ1
−ξ2 ξ1 0
 .
The eigenvalues of Mmaxwell(ξ), ξ 6= 0, are
λ+(ξ) = |ξ| > λ0(ξ) = 0 > λ−(ξ) = −|ξ|,
and the multiplicity of each of them is two. Since γ(ξ)ξ = 0, it follows that the
kernel of Mmaxwell(ξ) is two-dimensional, with basis vectors
0
0
0
ξ1
ξ2
ξ3
 ,

ξ1
ξ2
ξ3
0
0
0
 .
Thus the kernel is two-dimensional, independently of ξ ∈ R3 \ {0}. It follows
that this operator is uniformly propagative (Definition 5.3 below).
In order to construct the full system of eigenvectors ofMmaxwell(ξ) we introduce
(for any ξ 6= 0) the following vectors in C3 :
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a(ξ) =

 −ξ1ξ2ξ21 + ξ23
−ξ2ξ3

 ξ20
ξ2

, b(ξ) =

 −ξ3|ξ|0
ξ1|ξ|
 , ξ21 + ξ23 > 0,
 |ξ2|0
−|ξ2|
 , ξ1 = ξ3 = 0
.
It is readily seen that the vectors a(ξ), b(ξ), ξ are mutually orthogonal in C3. They
also form a right-hand orthogonal system in R3, and satisfy the relations
γ(ξ)a(ξ) = |ξ|b(ξ), γ(ξ)b(ξ) = −|ξ|a(ξ).
In the following corollary, we write a (column) vector in C6 as a column with two
(column) C3 components.
Corollary 2.4. Consider the following three pairs of vectors in C6
(2.16)
Υ+ =
{
1√|a(ξ)|2 + |b(ξ)|2
(
a(ξ)
b(ξ)
)
,
1√|a(ξ)|2 + |b(ξ)|2
( −b(ξ)
a(ξ)
)}
,
Υ0 =
{
1
|ξ|
(
0
ξ
)
,
1
|ξ|
(
ξ
0
)}
,
Υ− =
{
1√|a(ξ)|2 + |b(ξ)|2
( −a(ξ)
b(ξ)
)
,
1√|a(ξ)|2 + |b(ξ)|2
(
b(ξ)
a(ξ)
)}
.
Then the set of six vectors Υ+ ∪Υ0 ∪Υ− ⊆ C6 constitutes an orthonormal basis of
eigenvectors of Mmaxwell(ξ).
The pairs Υ± (resp. Υ0) are eigenvectors associated with λ±(ξ) (resp. λ0(ξ)).
Remark 2.5. The double multiplicities of the eigenvalues implies that the basis
vectors in each subspace are not uniquely determined. This explains the appar-
ent asymmetry (with respect to (ξ1, ξ2, ξ3)) of the eigenvectors in each of the sets
Υ±, Υ0. The operator (and its symbol Mmaxwell(ξ)) is clearly symmetric with re-
spect to orthogonal rotations in R3.
Remark 2.6. (propagation modes) Let
(E0(x)
B0(x)
)
be a vector function (with values
in C6) whose Fourier transform
(Ê0(ξ)
B̂0(ξ)
) ∈ span{Υ±}, for every 0 6= ξ ∈ R3. In other
words,
(Ê0(ξ)
B̂0(ξ)
)
is orthogonal to ker(Mmaxwell(ξ)) for all ξ 6= 0. Then in particular
< Ê0(ξ), ξ >C3= 0, < B̂0(ξ), ξ >C3= 0, ξ ∈ R3.
The propagation of the initial data
(E0(x)
B0(x)
)
by the time-dependent Maxwell system
yields the solution
(E(x, t)
B(x, t)
)
. Both E(x, t) and B(x, t) are superpositions of the plane
waves ei(<x, ξ>±t|ξ|)a(ξ) and ei(<x, ξ>±t|ξ|)b(ξ), each of which is transverse (in fact
orthogonal) to the propagation directions ξ or −ξ.
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The terminology of “TE-modes” (resp. “TM-modes”), introduced by Lord Rayleigh
in 1897, is used to characterize such fields.
The behavior of these waves for large time is further studied below in Subsec-
tion 7.2.
The diagonalization procedure of the Dirac operator (see (2.11)) can now be
repeated, with suitable modifications, for the Maxwell operator as follows.
We define a continuous map
ξ →֒ V0(ξ), ξ ∈ R3 \ {0},
where V0(ξ) is unitary for all ξ ∈ R3 \ {0}, so that
(2.17) V0(ξ)
∗Mmaxwell(ξ)V0(ξ) =
λ+(ξ)I2 O2 O2O2 O2 O2
O2 O2 λ−(ξ)I2
 .
We can clearly assume that V0(ξ) is homogeneous of order zero; V0(βξ) = V0(ξ), β >
0.
Remark 2.7. Continuing Remark 2.5, the fact that the eigenvalues are “separated”
and are of constant multiplicity implies [30, Chapter II.1.4] that the projections on
the eigenspaces are continuous (and indeed real-analytic), hence this is true also for
the map
ξ →֒ V0(ξ), ξ 6= 0.
Remark that the choice of the unitary matrix is not unique. In particular, taking
the matrix whose columns are the six vectors Υ+∪Υ0∪Υ−, yields a unitary matrix
that diagonalizes Mmaxwell(ξ), but is not continuous (as a function of ξ).
For f ∈ L2(R3,C6) we define the transformation
(2.18) (T0f)(ξ) = V ∗0 (ξ)f̂ (ξ), ξ ∈ R3 \ {0} .
Then
T0 : L2x(R3,C6)→ L2ξ(R3,C6) ,
is unitary and diagonalizes Lmaxwell in the sense that
(2.19)
(
T0LmaxwellT −10 f̂
)
(ξ) =
λ+(ξ)I2 O2 O2O2 O2 O2
O2 O2 λ−(ξ)I2
 f̂(ξ), ξ ∈ R3,
is a multiplication by a diagonal matrix.
Remark 2.8. Note that the diagonalization equation applies only to f in the do-
main of Lmaxwell. This will be discussed below, in Subsection 4.2.
3. WEIGHTED SOBOLEV SPACES and BASIC NOTATION
Here we introduce the weighted Sobolev spaces which play a basic role in our
treatment. We shall only need these spaces in the framework of L2.
For s ∈ R and p a nonnegative integer we define:
(3.1) L2,s(Rn) := {u(x) / ‖u‖20,s =
∫
Rn
(1 + |x|2)s|u(x)|2dx <∞},
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(3.2) Hp,s(Rn) := {u(x) / ∇αu ∈ L2,s, |α| ≤ p, ‖u‖2p,s =
∑
|α|≤p
‖∇αu‖20,s}.
The scalar product in L2,s(Rn) is
(3.3) (u, v)0,s =
∫
Rn
(1 + |x|2)su(x)v(x)dx.
We write L2 for L2,0 and ‖u‖0 = ‖u‖0,0. We also write Hp for Hp,0 and , when
needed for clarity, ‖u‖Hp = ‖u‖p,0. The scalar product is then denoted by (·, ·). We
do not distinguish in this scalar product between scalar and vector-valued functions;
that will be clear from the context.
Let K > 0 be an integer. For functions valued in CK , if needed for clarity, we
denote, as has already been done above for L2,
Hp,s(Rn,CK) = Hp,s(Rn)
⊗
CK .
For negative (integer) indices −p we denote by {H−p,s, ‖ · ‖−p,s} the dual
space of Hp,−s. In particular, observe that any function f ∈ H−1,s can be repre-
sented (not uniquely) as
(3.4) f = f0 +
n∑
k=1
i−1
∂
∂xk
fk, fk ∈ L2,s, 0 ≤ k ≤ n.
On the side of the (Fourier) transformed functions we shall need Sobolev spaces
of any real order. The Fourier transform (2.1) carries weighted-L2 spaces to Sobolev
spaces (and vice-versa).
We let Hθ = Hθ(Rn), θ ∈ R be the Sobolev space (based on L2(Rn)) of order θ
of functions obtained as Fourier transforms, namely,
(3.5) Hθ = {û / u ∈ L2,θ(Rn), ‖û‖Hθ = ‖u‖0,θ}.
Of course for an integer θ = p the definitions of Hp and Hθ are consistent, noting
that the latter is used in the Fourier ξ−space.
Remark that the more general (weighted) spaces Hθ,s can be defined, for exam-
ple, by interpolating between Hp,s with integer values of p, but we shall make no
use of such (weighted) spaces.
In our study we rely heavily on the trace lemma for functions in Hθ(Rn) [5,
Proposition 6.3],
Lemma 3.1. Let ĥ ∈ Hθ(Rn), n ≥ 3, 12 < θ < 32 . Denote the sphere of radius r
by
Sr = {ξ ∈ Rn/ |ξ| = r} .
Then
(3.6)
∫
Sr
|ĥ|2dΣr ≤ Cmin(1, r2θ−1)‖ĥ‖2Hθ , r > 0,
where C > 0 is independent of ĥ, r, and dΣr is the Lebesgue surface measure on
Sr.
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Furthermore, the family of trace maps
{
Φr : Hθ(Rn)→ L2(S1), r ∈ R+
}
given
by
Φrĥ(ω) = r
n−1
2 ĥ(rω), ω ∈ S1, r ∈ R+,
is locally Ho¨lder continuous, in the following sense.
For a closed interval [a, b] ⊆ R+ there exist constants C > 0 and α ∈ (0, 1) such
that
(3.7)
∫
S1
∣∣∣Φr2 ĥ(ω)− Φr1 ĥ(ω)∣∣∣2dΣ1 ≤ C‖ĥ‖2Hθ |r2 − r1|α, r1, r2 ∈ [a, b].
Notation. For any two Banach spaces we use B(X,Y ) to denote the space
of linear bounded operators from X to Y, equipped with the uniform operator
topology.
4. SPECTRAL STRUCTURE of the UNPERTURBED DIRAC and
MAXWELL OPERATORS
In this section, we study in detail the spectral properties of the free Dirac and
Maxwell operators operators, as introduced in Section 2. This will provide a prelude
to the general case that we defer to Section 5.
4.1. THE FREE DIRAC OPERATOR. We first consider the spectral den-
sity of the free Dirac operator, with suitable estimates in weighted Sobolev spaces.
These estimates allow us to derive the Limiting Absorption Principle for this oper-
ator (Theorem 4.2 below).
Recall the definition (2.10) of the transformation Gm.
Observe that in view of Equation (2.11) the operator GmHmG−1m is reduced by
the two (complementary) orthogonal subspaces X± ⊆ L2(R3,C4) given by
(4.1)
X+ =
{
f ∈ L2(R3,C4) / the two last components of Gmf(ξ) vanish
}
,
X− =
{
f ∈ L2(R3,C4) / the two first components of Gmf(ξ) vanish
}
.
In order to determine the domain of the self-adjoint operator Hm we repeat the
discussion in [30, Section V.5.4].
From (2.9) we obtain the coercivity property (in each reducing subspace)
(4.2)
| < Mm(ξ)f̂(ξ), f̂ (ξ) >C4 | = | < U∗m(ξ)Mm(ξ)Um(ξ)U∗m(ξ)f̂(ξ), U∗m(ξ)f̂(ξ) >C4 |
≥ |ξ||f̂(ξ)|2, f ∈ X±, ξ ∈ R3.
It follows that the domain of Hm in each reducing subspace, hence in the full space
L2(R3,C4), is
(4.3) Dom(Hm) = H1(R3,C4),
and its spectrum (that is absolutely continuous) is
(4.4) spec(Hm) = R \ (−m,m)
(it is of course R if m = 0).
Recall that by Equation (2.11) the operator Hm can be diagonalized with
λ±(r) = ±
√
r2 +m2.
Let Em(λ) be the spectral family associated with Hm.
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As is customary we use χB as the indicator function for a set B ⊆ R3, namely,
χB(ξ) = 1 (resp. χB(ξ) = 0 ) if ξ ∈ B (resp. ξ /∈ B).
It is easily seen that if we confine f ∈ C∞0 (R3,C4) then for λ > m we have
(4.5) (Em(λ)f, f) =
((
χλ+(ξ)≤λI2 O2
O2 I2
)
Gmf,Gmf
)
,
where the right-hand side is the scalar product in L2ξ(R3,C4).
Differentiating the last equality (assuming f, g to be sufficiently regular), we get
(with dΣr being the Lebesgue surface measure on the sphere of radius r > 0),
(4.6)
d
dλ
(Em(λ)f, f) =
λ√
λ2 −m2
∫
|ξ|=√λ2−m2
|(Gmf)+(ξ)|2dΣ√λ2−m2 ,
where (Gmf)+ is a 2−vector consisting of the first two components of Gmf.
An analogous equation is clearly valid in the case λ < −m.
Since
|(Gmf)+(ξ)| ≤ |(Gmf)(ξ)| ≤ |f̂(ξ)|,
we conclude from Lemma 3.1 and the definition (3.5) of the space Hs that, for any
|λ| > m and 12 < s < 32 , there exists an operator
Am(λ) ∈ B
(
L2,s(R3,C4), L2,−s(R3,C4)
)
,
such that
(4.7)
< Am(λ)f, f >=
d
dλ
(Em(λ)f, f)
≤ Cmin
( |λ|√
λ2 −m2 , |λ|(λ
2 −m2)s−1
)
‖f̂‖2Hs
= Cmin
( |λ|√
λ2 −m2 , |λ|(λ
2 −m2)s−1
)
‖f̂‖2Hs
where <,> is the (L2,−s(R3,C4), L2,s(R3,C4)) pairing.
Proposition 4.1. (1) Let s > 12 . Then the weak derivative Am(λ) =
d
dλ(Em(λ))
is locally bounded and locally Ho¨lder continuous for |λ| > m, with respect
to the uniform operator topology of B(L2,s(R3,C4),L2,−s(R3,C4)).
(2) Let s > 1. Then the weak derivative Am(λ) =
d
dλ(Em(λ)) is uniformly
bounded and uniformly Ho¨lder continuous for λ ∈ R, with respect to the
uniform operator topology of B(L2,s(R3,C4),L2,−s(R3,C4)).
Proof. Note that the topology of B(L2,s(R3,C4),L2,−s(R3,C4)) becomes weaker as
s grows, so without loss of generality we can assume s < 32 , so the estimate (4.7)
can be used.
Consider the expression for the spectral derivative, Equation (4.6). Using the
expression (2.10), we can rewrite it explicitly as
(4.8) < Am(λ)f, f >=
λ√
λ2 −m2
∫
|ξ|=√λ2−m2
∣∣∣[U∗m(ξ)f̂(ξ)]+∣∣∣2dΣ√λ2−m2 .
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We now estimate the right-hand side of Equation (4.8) in Hs with s > 2. By the
Sobolev embedding theorem,
(4.9) |f̂(ξ)| ≤ C‖f̂‖Hs , ξ ∈ R3.
Thus ∣∣∣ ∫
|ξ|=√λ2−m2
∣∣∣[U∗m(ξ)f̂(ξ)]+∣∣∣2dΣ√λ2−m2∣∣∣ ≤ C(λ2 −m2)‖f‖20,s, s > 2,
and from (4.8) we obtain in this case
(4.10) < Am(λ)f, f >≤ Cλ(λ2 −m2) 12 ‖f‖20,s, s > 2.
Furthermore, using the explicit form (2.12) of Um(ξ) and the Sobolev embeddding
theorem we have, in addition to (4.9), also
|∇ξ[U∗m(ξ)f̂(ξ)]| ≤ C‖f̂‖Hs , ξ ∈ R3, s > 3.
Rewriting (4.8) in the form
(4.11)
< Am(λ)f, f >=
λ√
λ2 −m2
∫
|ω|=1
∣∣∣[U∗m(√λ2 −m2ω)f̂(√λ2 −m2ω)]+∣∣∣2(λ2−m2)dΣ1,
we can differentiate to obtain, for |λ| > m,
(4.12)
∣∣∣ d
dλ
< Am(λ)f, f >
∣∣∣ ≤ C(λ2 −m2)− 12 ‖f‖20,s, s > 3.
Since the right-hand side is uniformly locally integrable in λ ∈ R \ (−m,m), we
conclude that the operator-valued function
Am(λ) ∈ B(L2,s(R3,C4),L2,−s(R3,C4)), |λ| ≥ m, s > 3,
is uniformly Ho¨lder continuous (and vanishes at |λ| = m).
Interpolating this estimate with the boundedness estimates (4.7) we conclude
that
• For s > 12 the operator-valued function
Am(λ) ∈ B(L2,s(R3,C4),L2,−s(R3,C4)), |λ| > m,
is locally bounded and locally Ho¨lder continuous .
• For s > 1 the operator-valued function
Am(λ) ∈ B(L2,s(R3,C4),L2,−s(R3,C4)), |λ| ≥ m,
is uniformly bounded and uniformly Ho¨lder continuous in λ ∈ R (and van-
ishes for λ ∈ [−m,m]).
This concludes the proof of the proposition. 
We can state a slightly more general fact by taking the norms of f and g below
in different weighted spaces. In fact , suppose that f, g are smooth and compactly
supported. Since the bilinear form < Am(λ)·, · > is nonegative, applying the
Cauchy-Schwarz inequality yields, for any |λ| > m and s, l > 12 ,
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(4.13)∣∣ d
dλ
(Em(λ)f, g)
∣∣ = ∣∣ < Am(λ)f, g > ∣∣ ≤ < Am(λ)f, f > 12 · < Am(λ)g, g > 12
≤ Cmin
( |λ|√
λ2 −m2 , |λ|(λ
2 −m2) s+l2 −1
)
‖f̂‖Hs‖ĝ‖Hl
= Cmin
( |λ|√
λ2 −m2 , |λ|(λ
2 −m2) s+l2 −1
)
‖f‖0,s‖g‖0,l.
It is obvious that in the inequality above, the first<,> is the (L2,−s(R3,C4), L2,s(R3,C4))
pairing, while the second is the (L2,−l(R3,C4), L2,l(R3,C4)) pairing.
The general theory [5, Section 3] now yields the Limiting Absorption Prin-
ciple (LAP) for the unperturbed Dirac operator.
Theorem 4.2. Let Rm(z) = (Hm − z)−1, Imz 6= 0. For any s, l > 12 the limits
(4.14) R±m(µ) = lim
ε↓0
Rm(µ± iε), µ ∈ R \ [−m,m],
exist in the uniform operator topology of B(L2,s(R3,C4),H1,−l(R3,C4)).
If s, l > 1 then the limits in (4.14) exist for all µ ∈ R, or, otherwise stated, they
are continuous across the thresholds at µ = ±m.
Furthermore, in both cases the limit functions R±m(µ) are locally bounded and
locally Ho¨lder continuous (in their respective domains) with respect to the uniform
operator topology.
Proof. As already pointed out, the properties of Am(λ), as given in Proposition 4.1,
enable us to invoke the general theory and obtain the result in the operator setting
of B(L2,s(R3,C4),L2,−l(R3,C4)).
In order to complete the proof we need to show that it is possible to replace
L2,−l(R3,C4) by H1,−l(R3,C4).
Take f ∈ L2,s(R3,C4), so that by the already established result, the limit
R±m(µ)f = lim
ε↓0
Rm(µ± iε)f, µ ∈ R \ [−m,m],
exists in L2,−l(R3,C4).
We have
(Hm − µ)Rm(µ± iε)f = f ± iεRm(µ± iε)f,
and since {Rm(µ± iε)f, 0 < ε < 1} is uniformly bounded in L2,−l(R3,C4), we ob-
tain the limit (in this space)
lim
ε↓0
HmRm(µ± iε)f = f + µR±m(µ)f.
Note that Hm is densely defined and closable in L2,−l(R3,C4) and in fact, in
view of the coercivity (4.2) its graph norm in this space is equivalent to the norm
of H1,−l(R3,C4).
Retaining the same notation for its closure, we get
(4.15) HmR
±
m(µ)f = f + µR
±
m(µ)f,
so that indeed
R±m(µ)f ∈ H1,−l(R3,C4).

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Remark 4.3. • The first part of Theorem 4.2 (namely, s, l > 12 and avoiding
the thresholds) was obtained in [3, 51]. Both papers made use of the LAP
for the Schro¨dinger operator , by way of formula (2.8) .
• Note that for the second part of the theorem it suffices to assume s, l > 12
with s+ l > 2.
• In Proposition 4.5 below we give a somewhat different argument for the proof
of (4.15), based on the fact that Hm is a constant coefficient operator.
We shall now extend this theorem to more general function spaces. We take
s, l > 1.
Let g ∈ H1,l(R3,C4), f ∈ H−1,s(R3,C4), where f has a representation of the
form (3.4), with fk ∈ L2,s(R3,C4), 0 ≤ k ≤ 3.
Equation (4.6) can be extended (at least formally) to yield
(4.16)
< Am(λ)[f0 + i
−1
3∑
k=1
∂
∂xk
fk], g >
=
λ√
λ2 −m2
∫
|ξ|2=λ2−m2
< (Gmf̂0)+(ξ) +
3∑
k=1
ξk(Gmf̂k)+(ξ), (Gmĝ)+(ξ) >C2 dΣ√λ2−m2 ,
f ∈ H−1,s, g ∈ H1,l.
Observe that this definition makes good sense even though the representation
(3.4) is not unique, since
f = f0 +
3∑
k=1
i−1
∂
∂xk
fk = f˜0 +
3∑
k=1
i−1
∂
∂xk
f˜k,
implies
f̂0(ξ) +
3∑
k=1
ξkf̂k(ξ) =
̂˜f0(ξ) + 3∑
k=1
ξk
̂˜fk(ξ)
(as tempered distributions).
Proposition 4.4. Equation (4.16) can indeed be used to define an operator (for
which we retain the same notation)
Am(λ) ∈ B(H−1,s(R3,C4),H−1,−l(R3,C4)).
In this setting <,> is the (H−1,−l,H1,l) pairing and |λ| > m.
Proof. To estimate the operator-norm of Am(λ) as given in (4.16) we use, for 1 ≤
k ≤ 3, the estimate (4.13), in the form
| < Am(λ) ∂
∂xk
fk, g > | = |λ|√
λ2 −m2
∣∣∣ ∫
|ξ|2=λ2−m2
< (Gmf̂k)+(ξ), ξk(Gmĝ)+(ξ) >C2 dΣ√λ2−m2
∣∣∣
≤ Cmin
( |λ|√
λ2 −m2 , |λ|(λ
2 −m2) s+l2 −1
)
‖f̂k‖Hs‖ξ̂kg‖Hl ,
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so from (4.16) we obtain
(4.17)
| < Am(λ)f, g > |
≤ Cmin
( |λ|√
λ2 −m2 , |λ|(λ
2 −m2) s+l2 −1
)
‖f‖−1,s‖g‖1,l, f ∈ H−1,s, g ∈ H1,l, s, l > 1.

Theorem 4.2 can now be enhanced to yield
Proposition 4.5. The operator-valued function Rm(z) is well-defined (and ana-
lytic) for nonreal z in the following functional setting.
(4.18) z → Rm(z) ∈ B(H−1,s(R3,C4),L2,−l(R3,C4)).
where s, l > 1.
Furthermore, it can be extended continuously from C± to C±, in this uniform
operator topology. The limiting values ( denoted again by R±m(λ)) are Ho¨lder con-
tinuous in the same topology.
The extended function satisfies
(4.19) (Hm − z)Rm(z)f = f, f ∈ H−1,s(R3,C4), z ∈ C±,
where for z = λ ∈ R, Rm(z) = R±m(λ).
Proof. By the estimate (4.17) , we get readilyRm(z) ∈ B(H−1,s(R3,C4),H−1,−l(R3,C4))
if Im z 6= 0, as well as the analyticity of the map z →֒ Rm(z), Im z 6= 0. Further-
more, the extension to Im z = 0 is carried out as in [4, Section 4].
Equation (4.19) is obvious if Im z 6= 0 and f ∈ L2,s. By the density of L2,s in
H−1,s , the continuity of Rm(z) on H−1,s and the continuity of Hm − z (in the
sense of distributions) , we can extend it to all f ∈ H−1,s.
As z → λ ± i · 0 we have Rm(z)f → R±m(λ)f in H−1,−l. Applying the (con-
stant coefficient) operator Hm − z yields, in the sense of distributions, f = (Hm −
z)Rm(z)f → (Hm − λ)R±m(λ)f which establishes (4.19) also for Im z = 0.
Finally, the established continuity of z →֒ Rm(z) ∈ B(H−1,s,H−1,−l) up to
the real boundary and Equation (4.19) imply the continuity of the map z →֒
HmRm(z) ∈ B(H−1,s(R3,C4),H−1,−l(R3,C4)).
The stronger continuity claim (4.18) follows since the norm of L2,−l is equivalent
to the graph-norm of Hm as a map of H−1,−l to itself. 
Remark 4.6. Note that we could actually take s, l > 12 with s + l > 2. This is
identical to Proposition 2.4 in [12], except that here we obtain the Ho¨lder continuity
of the limiting values.
4.2. THE FREE MAXWELL OPERATOR. In Subsection 2.2 we introduced
the Maxwell operator Lmaxwell. It is a constant coefficient differential operator and
its symbol Mmaxwell(ξ) is Hermitian. Thus, it can be realized as a self-adjoint
operator in L2(R3,C6), for which we retain the same notation.
The spectrum of the operator is readily seen to be
(4.20) spec(Lmaxwell) = R.
The spectrum is absolutely continuous except for the point λ = 0. In view of
Corollary 2.4 the eigenspace associated with the zero eigenvalue is given by
(4.21) ker(Lmaxwell) =
{
f ∈ L2(R3,C6) / f̂(ξ) ∈ span{Υ0}, 0 6= ξ ∈ R3
}
.
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We now consider the spectral density and the Limiting Absorption Principle for
the Maxwell operator, in the setting of weighted Sobolev spaces. The treatment is
quite analogous to that of the Dirac operator and we discuss it briefly, focusing on
the aspects of difference between the two cases. As in the Dirac operator case, we
obtain detailed estimates at the threshold energy λ = 0. Such estimates are needed
for global spacetime estimates (Subsection 7.2). Note that the Maxwell operator
is not elliptic (nor bounded from below), so suitable care is needed with respect to
its domain of definition .
In addition to the kernel expressed in (4.21) we define two other (complementary)
subspaces, as follows.
(4.22) X± =
{
f ∈ L2(R3,C6) / f̂(ξ) ∈ span{Υ±}, 0 6= ξ ∈ R3
}
.
Note (compare (4.1)) that these subspaces can also be expressed as
(4.23)
X+ =
{
f ∈ L2(R3,C6) / the four last components of T0f(ξ) vanish
}
,
X− =
{
f ∈ L2(R3,C6) / the four first components of T0f(ξ) vanish
}
,
where the transformation T0 is defined in (2.18).
Observe that these subspaces are those containing the “TE, TM” modes (Re-
mark 2.6).
These subspaces are clearly reducing for Lmaxwell. From (2.17) we obtain the
(partial) coercivity property
(4.24)
| < Mmaxwell(ξ)f̂(ξ), f̂(ξ) >C6 | = | < Mmaxwell(ξ)T0f(ξ), T0f(ξ) >C6 |
≥ |ξ||T0f(ξ)|2 = |ξ||f̂(ξ)|2, ξ ∈ R3, f ∈ X±.
These facts enable us to give an explicit expression for the domain of Lmaxwell.
Claim 4.7. The domain of Lmaxwell, as a self-adjoint operator in L2(R3,C6), is
given by
(4.25) Dom(Lmaxwell) = ker(Lmaxwell)⊕(X+∩H1(R3,C6))⊕(X−∩H1(R3,C6)).
The eigenvalues of the symbol Mmaxwell(ξ) are
λ±(ξ) = ±|ξ|.
Let F (λ) be the spectral family associated with Lmaxwell.
It is easily seen that if we confine f ∈ C∞0 (R3,C6) then for λ > 0 we have
(4.26) (F (λ)f, f) =
(χλ+(ξ)≤λI2 O2 O2O2 O2 O2
O2 O2 I2
T0f, T0f),
where the right-hand side is the scalar product in L2ξ(R3,C6).
Differentiating the last equality (assuming f, g to be sufficiently regular), we get
,
(4.27)
d
dλ
(F (λ)f, f) =
∫
|ξ|=λ
|(T0f)+(ξ)|2dΣλ,
where (T0f)+ is a 2−vector consisting of the first two components of T0f.
An analogous equation is clearly valid in the case λ < 0.
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Since
|(T0f)+(ξ)| ≤ |(T0f)(ξ)| ≤ |f̂(ξ)|,
we conclude from Lemma 3.1 that, for any λ ∈ R \ {0} and s > 12 ,
(4.28)
d
dλ
(F (λ)f, f) ≤ Cmin(1, |λ|2s−1)‖f̂‖2Hs
= Cmin(1, |λ|2s−1)‖f‖20,s.
It follows that there exists a map
A˜(λ) ∈ B(L2,s(R3,C6),L2,−s(R3,C6)),
so that
d
dλ
(F (λ)f, f) =< A˜(λ)f, f >,
where <,> is the (L2,−s(R3,C6), L2,s(R3,C6)) pairing.
Proposition 4.8. Let s > 12 . Then the weak derivative A˜(λ) =
d
dλ(F (λ)) is locally
bounded and locally Ho¨lder continuous for λ ∈ R \ {0} , with respect to the uniform
operator topology of B(L2,s(R3,C6),L2,−s(R3,C6)).
In fact, defining A˜(0) = 0, The function A˜(λ) is uniformly bounded and uniformly
Ho¨lder continuous for λ ∈ [−r, r] in the operator topology, for every r > 0..
Proof. The proof is quite parallel to that of Proposition 4.1, so we give a rather
brief exposition here. We take λ > 0.
Consider the expression for the spectral derivative, Equation (4.27). Using (2.18),
we can rewrite it explicitly as
(4.29) < A˜(λ)f, f >=
∫
|ξ|=λ
∣∣∣[V ∗0 (ξ)f̂(ξ)]+∣∣∣2dΣλ.
The local boundedness of A˜(λ) ∈ B(L2,s(R3,C6),L2,−s(R3,C6)), λ 6= 0, is imme-
diate from (4.28).
In what follows C > 0 is a generic constant that does not depend on ξ, λ, f.
Next consider the right-hand side of Equation (4.29) and estimate it inHs, s > 2.
In view of the Sobolev embedding theorem (see (3.5) for notation)
(4.30) |f̂(ξ)| ≤ C‖f̂‖Hs , ξ ∈ R3.
Thus ∣∣∣ ∫
|ξ|=λ
∣∣∣[V ∗0 (ξ)f̂(ξ)]+∣∣∣2dΣ|λ|∣∣∣ ≤ Cλ2‖f‖20,s, s > 2,
and from (4.29) we obtain in this case
(4.31) < A˜(λ)f, f >≤ Cλ2‖f‖20,s, s > 2.
Using the homogeneity of V0(ξ) (of order zero) we have
|∇ξ[V ∗0 (ξ)| ≤
C
|ξ| , ξ ∈ R
3 \ {0} .
In conjunction with the Sobolev embeddding theorem we have, in addition to (4.30),
|∇ξ[V ∗0 (ξ)f̂ (ξ)]| ≤ Cmax(1, |ξ|−1)‖f̂‖Hs , ξ ∈ R3 \ {0} , s > 3.
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Rewriting (4.29) in the form
(4.32) < A˜(λ)f, f >= λ2
∫
|ω|=1
∣∣∣[V ∗0 (λω)f̂(λω)]+∣∣∣2dΣ1,
we can differentiate to obtain, for |λ| > 0,
(4.33)
∣∣∣ d
dλ
< A˜(λ)f, f >
∣∣∣ ≤ Cmax(λ, λ2)‖f‖20,s, s > 3.
The right-hand side is locally integrable in λ ∈ R, hence the operator-valued func-
tion
A˜(λ) ∈ B(L2,s(R3,C6),L2,−s(R3,C6)), |λ| > 0, s > 3,
is locally Ho¨lder continuous (and vanishes at |λ| = 0).
Interpolating between the local boundedness (4.28) for s > 12 and the local
Ho¨lder continuity above (for s > 3) we obtain the local Ho¨lder continuity for any
s > 12 . 
Remark 4.9. Since λ = 0 is an eigenvalue of Lmaxwell there is no spectral deriva-
tive there. However, as seen from the estimate (4.28), the weak derivative vanishes
as λ→ 0.
We can state a slightly more general estimate than (4.28) by taking the norms of
f and g below in different weighted spaces. In fact , suppose that f, g are smooth
and compactly supported. Then, as in the derivation of the estimate (4.13), for
λ 6= 0, and s, l > 12 ,
(4.34)
∣∣ d
dλ
(F (λ)f, g)
∣∣ ≤ < A˜(λ)f, f > 12 · < A˜(λ)g, g > 12
≤ Cmin(1, |λ|s+l−1
)
‖f̂‖Hs‖ĝ‖Hl
= Cmin(1, |λ|s+l−1
)
‖f‖0,s‖g‖0,l .
It is obvious that in the inequality above, the first<,> is the (L2,−s(R3,C6), L2,s(R3,C6))
pairing, while the second is the (L2,−l(R3,C6), L2,l(R3,C6)) pairing.
The general theory [5, Section 3] now yields the Limiting Absorption Prin-
ciple (LAP) for the unperturbed Maxwell operator.
Theorem 4.10. Let Rmaxwell(z) = (Lmaxwell − z)−1, Imz 6= 0. For any s, l > 12
the limits
(4.35) R±maxwell(µ) = limε↓0
Rmaxwell(µ± iε), µ ∈ R \ {0} ,
exist in the uniform operator topology of B(L2,s(R3,C6),L2,−l(R3,C6)).
The limits in (4.35) can be extended to µ = 0, or, otherwise stated, they are
continuous across the eigenvalue at µ = 0.
Furthermore, the limit functions R±maxwell(µ), µ ∈ R, are locally bounded and
locally Ho¨lder continuous with respect to the uniform operator topology.
Remark 4.11. Continuing Remark 4.9, notice that the limiting values R±maxwell(0)
are not, of course, limiting values of the resolvent (Lmaxwell ± iε)−1 as ε → 0.
However, on the subspace (of “TE,TM” modes) orthogonal to the kernel we have
the following corollary.
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Corollary 4.12. Let s, l > 12 . Consider the operator P⊥Rmaxwell(z) = P⊥(Lmaxwell−
z)−1, z = µ±iε, where P is the orthogonal projection on ker(Lmaxwell) in L2(R3,C6).
Then the limits
(4.36) P⊥R±maxwell(µ) = limε↓0 P
⊥Rmaxwell(µ± iε), µ ∈ R,
exist in the uniform operator topology of B(L2,s(R3,C6),L2,−l(R3,C6)).
Furthermore, these limits are Ho¨lder continuous in the same operator topology.
Proof. Indeed, the corollary follows directly from the last part of Proposition 4.8,
since the weak derivative A˜(λ) = ddλ(F (λ)) (extended by A˜(0) = 0) is uniformly
bounded and uniformly Ho¨lder continuous for λ ∈ [−r, r] in the operator topology,
for every r > 0.. 
As in the case of the Dirac operator, we can extend the theorem to more general
function spaces. We continue to assume s, l > 12 .
Let g ∈ H1,l(R3,C6), f ∈ H−1,s(R3,C6), where f has a representation of the
form (3.4), with fk ∈ L2,s(R3,C6), 0 ≤ k ≤ 3.
Equation (4.27) can be extended to yield an operator (for which we retain the
same notation)
(4.37) A˜(λ) ∈ B(H−1,s(R3,C6),H−1,−l(R3,C6)),
defined by (where now <,> is used for the (H−1,−l,H1,l) pairing and we assume
λ > 0),
< A˜(λ)[f0 + i
−1
3∑
k=1
∂
∂xk
fk], g >
=
∫
|ξ|=λ
< (T0f0)1(ξ) +
3∑
k=1
ξk(T0fk)1(ξ), (T0g)1(ξ) >C2 dΣλ, f ∈ H−1,s, g ∈ H1,l,
that can be rewritten as
(4.38)
< A˜(λ)[f0 + i
−1
3∑
k=1
∂
∂xk
fk], g >=
∫
|ξ|=λ
< (T0f0)1(ξ), (T0g)1(ξ) >C2 dΣλ
+
3∑
k=1
∫
|ξ|=λ
< (T0fk)1(ξ)ξk, (T0g)1(ξ) >C2 dΣλ, f ∈ H−1,s, g ∈ H1,l.
To estimate the operator-norm of A˜(λ) in this setting we use (4.38) and the
considerations leading to (4.34), for 1 ≤ k ≤ 3
| < A˜(λ) ∂
∂xk
fk, g > |
≤ Cmin(1, |λ|s+l−1)‖f‖−1,s‖g‖1,l , f ∈ H−1,s, g ∈ H1,l,
so that, instead of (4.34), we have
(4.39) | < A˜(λ)f, g > | ≤ Cmin(1, |λ|s+l−1)‖f‖−1,s‖g‖1,l.
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where s, l > 12 .
The following proposition is proved in the same way as Proposition 4.8.
Proposition 4.13. Let s, l > 12 . Then the weak derivative A˜(λ) =
d
dλ(F (λ)) is
locally bounded and locally Ho¨lder continuous for λ ∈ R \ {0} , with respect to the
uniform operator topology of B(H−1,s(R3,C6),H−1,−l(R3,C6)).
When trying to establish the regularization property of the resolvent, in anal-
ogy to the Dirac case (Proposition 4.5) we need to take into account the fact
that the kernel is nontrivial, so that regularization can only take part in the sub-
space P⊥L2(R3,C6), where P is the orthogonal projection on ker(Lmaxwell) in
L2(R3,C6), as in Corollary 4.12.
Theorem 4.10 can now be enhanced to yield
Theorem 4.14. The operator-valued function Rmaxwell(z) is well-defined (and an-
alytic) for nonreal z in the following functional setting.
(4.40) z → P⊥Rmaxwell(z) ∈ B(H−1,s(R3,C6),L2,−l(R3,C6)).
where s, l > 12 .
Furthermore, it can be extended continuously from C± to C±
⋃
R, in this uniform
operator topology. The limiting values ( denoted again by P⊥R±maxwell(λ)) are
locally bounded and locally Ho¨lder continuous in the same topology.
The extended function satisfies, for z ∈ C±⋃{R \ {0}},
(4.41)
(Lmaxwell − z)P⊥Rmaxwell(z)f = f − zPRmaxwell(z)f, f ∈ H−1,s(R3,C6), ,
where for z = λ ∈ R \ {0} , P⊥Rmaxwell(z) = P⊥R±maxwell(λ).
Remark 4.15. Note that the operator PRmaxwell(z) is well-defined for Imz 6= 0
and can therefore be extended continuously (in the sense of distributions) to the
real axis, in view of the continuity of the left-hand side in Equation (4.41), as is
established in the following proof.
Proof of the Proposition. The proof runs parallel to that of Proposition 4.5. In fact,
in the functional setting of B(H−1,s(R3,C6),H−1,−l(R3,C6)) the claims follow from
the general theory, in view of Proposition 4.13 . Also the proof of (4.41) is identical
to that of (4.19).
Since the operator Lmaxwell is not elliptic, we only need to justify the stronger
continuity claim (4.40), namely, the fact that H−1,−l(R3,C6) can be replaced by
L2,−l(R3,C6) in the statement. However, the restriction of Lmaxwell to the subspace
orthogonal to its kernel is elliptic , as seen from Equation (4.25). Therefore , for
any u in this subspace, the graph-norm ‖u‖−1,−l + ‖Lmaxwellu‖−1,−l is equivalent
to the L2,−l norm ‖u‖0,−l.

5. STRONGLY PROPAGATIVE OR ISOTROPIC OPERATORS
We now turn back to the study of the spectral structure of the general (constant
coefficient) operator (1.2):
L0 = L0,hom +M
0
0 =
n∑
j=1
M0jDj +M
0
0 .
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Its (K ×K matrix) symbol is given by
(5.1) M0(ξ) =M0,hom(ξ) +M
0
0 =
n∑
j=1
M0j ξj +M
0
0 .
All the common physical systems (Dirac, Maxwell, wave propagation in elastic
medium and others) share the basic property of being strongly propagative,
according to the following definition.
Definition 5.1. [48]: The homogeneous operator L0,hom =
n∑
j=1
M0jDj is said to
be strongly propagative if M0,hom(ξ) has a kernel of fixed dimension 0 ≤ d < K,
independent of ξ = (ξ1, . . . , ξn) ∈ Rn \ {0} .
The nonzero eigenvalues of M0,hom have the following properties.
• They are positive-homogeneous of degree 1.
• Let QM0,hommin (θ; ξ), θ ∈ C, be the minimal polynomial of M0,hom(ξ). Let
(5.2) Z =
{
ξ ∈ Rn \ {0} / the discriminant of QM0,hommin (θ; ξ) vanishes
}
.
Then Z = Z ∪ {0} is a closed cone of Lebesgue measure zero [48] .
• In Rn \ Z every eigenvalue of M0,hom(ξ) has constant multiplicity .
The distinct nonzero eigenvalues can therefore be enumerated as
(5.3) µρ(ξ) > . . . > µ1(ξ) > 0 > µ−1(ξ) > . . . > µ−ρ(ξ), ξ ∈ Rn \ Z.
The basic properties of these functions can be summarized as follows.
(5.4)

(i) µk(ξ) is continuous on R
n, and in fact real analytic on Rn \ Z,
(ii) µk(ξ) = −µ−k(−ξ), k = 1, . . . , ρ, ξ ∈ Rn \ Z,
(iii) µk(βξ) = βµk(ξ), β > 0, k = 1, . . . , ρ, ξ ∈ Rn \ Z.
(5.5)
The corresponding projections are denoted by{
Pk(ξ) / ξ ∈ Rn \ Z
}
06=|k|≤ρ .
Remark that for ξ ∈ Z the disjointness property (5.3) is not valid, but the eigen-
values clearly retain the homogeneity property. In fact, they are all bounded on
every sphere |ξ| = r > 0, as is stated in the following claim.
Claim 5.2. There exist constants c2 > c1 > 0 so that all nonzero eigenvalues
satisfy
(5.6) c1 ≤
∣∣∣µ±k( ξ|ξ|)∣∣∣ ≤ c2, ξ 6= 0, k = 1, . . . , ρ.
Proof. The sphere |ξ| = 1 is compact, so the boundedness of the nonzero eigenvalues
follows from the “group continuity” [30, Section II.4] of these eigenvalues and the
assumption that the operator is strongly propagative.
The inequality (5.6) follows from the homogeneity property. 
Even though we do not treat in this paper the general nonhomogeneous strongly
propagative case, we shall make here a comment concerning its possible eigenvalues.
Suppose then that the constant matrix M00 6= 0 is not a scalar matrix.
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Let us consider the possibility of having an eigenvalue η of M0(ξ) that is inde-
pendent of ξ for ξ in some open set O ⊆ Rn. The existence of such an eigenvalue
is equivalent to the fact that η is an eigenvalue of L0. In the homogeneous case
(M00 = 0) we can only have η = 0.
For η to be such an eigenvalue we need
det(M0(ξ)− ηIK) = 0 , ξ ∈ O.
Since the determinant is a polynomial in ξ, it follows that it actually vanishes for
all ξ ∈ Rn. In particular, η is an eigenvalue of M00 .
We conclude that η must be contained in the finite set (subset of the set of
eigenvalues of M00 )
(5.7)
Λ = the set of common eigenvalues of M00 +
n∑
j=1
ajM
0
j , ∀a = (a1, ..., an) ∈ Rn.
Any further spectral information, in our approach, requires a detailed study of
the level surfaces of the eigenvalues (in analogy to the cases of the Dirac operator
and the Maxwell system) . The information we need (in the general nonhomoge-
neous case) requires the use of delicate tools of real algebraic geometry and will
not be attempted here. We remark that, to the best of our knowledge, the spectral
study of this general class of operators (e.g., the Limiting Absorption Principle)
has never been carried out.
A more restricted class is that of operators for which Z = ∅, as follows.
Definition 5.3. [47]: The operator L0,hom =
n∑
j=1
M0jDj is said to be uniformly
propagative if it is strongly propagative and, moreover, the eigenspace associated
with every eigenvlaue has a constant dimension , independent of ξ ∈ Rn \ {0} .
For simplicity in what follows we shall refer also to the associated symbols as
“strongly” or “uniformly” propagative.
J. Rauch studied the asymptotic behavior of solutions of first-order hyperbolic
systems, imposing the assumption of a uniformly propagative system [36, Assump-
tion (1.3)]. Note that “the equations of electromagnetic and elastic waves in crystals
are not uniformly propagative. However they are strongly propagative” [46, Intro-
duction].
In our treatment we shall always assume that L0,hom is strongly propagative.
We shall restrict our considerations to two classes of operators:
• Strongly propagative homogeneous operators, a generalization of the Maxwell
system, as well as the massless Dirac operator.
• Nonhomogeneous isotropic operators (see Definition 5.15 below), a gener-
alization of the massive Dirac operator.
5.1. SPECTRAL STRUCTURE OF HOMOGENEOUS STRONGLY PROP-
AGATIVE OPERATORS. The assumption thatM00 = 0 and L0,hom is strongly
propagative permits an explicit representation of its domain as well as “partial co-
ercivity” characterization, in full analogy to the Maxwell operator (see (4.23)).
We define for every index k = ±1, . . . , k = ±ρ, the subspace
(5.8) Xk = {f ∈ L2(Rn,CK) / Pk(ξ)f̂(ξ) = µk(ξ)f̂(ξ), ξ ∈ Rn \ Z},
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where the projections Pk(ξ) are as in (5.5).
These subspaces are clearly reducing for L0,hom. In view of (5.6) we obtain the
(partial) coercivity property ,
| < M0,hom(ξ)f̂(ξ), f̂(ξ) >CK | ≥ c1|ξ||f̂(ξ)|2, f ∈ Xk, 1 ≤ |k| ≤ ρ,
(compare the analogous fact (4.24) for the Maxwell system). We therefore conclude
that
(5.9) Dom(L0,hom) = ker(L0,hom)⊕
∑
1≤|k|≤ρ
⊕(Xk ∩H1(Rn,CK)).
5.1.1. The Limiting Absorption Principle for homogeneous strongly prop-
agative systems. Recall that the set Z was defined in (5.2). Let µj(ξ), ξ ∈
Rn \ Z, 0 6= |j| ≤ ρ be a nonzero eigenvalue. Let λ ∈ R \ {0} and consider the
surface
(5.10) Γj(λ) =
{
ξ ∈ Rn \ Z / sgn(j) = sgn(λ), µj(ξ) = λ
}
.
It is an open smooth submanifold of codimension 1. It is bounded (and bounded
away from the origin) in view of Claim 5.2.
The homogeneity property implies that the surfaces are homothetic in the sense
that
(5.11) Γj(λ) = λΓj(1), λ 6= 0.
The surface Γj(1) plays a basic role in the wave propagation associated with the
operator.
Definition 5.4. The surfaces Γj(1) = {µj(ξ) = sgn(j)} are called the slowness
surfaces of the system (see [47, Section 4]).
The term used in [17] is normal surfaces. We note that treatments by means
of global Fourier integral operators necessitate a very careful study of these surfaces
as well as very special assumptions on the system (see e.g. [31]).
Since Γj(1) = −Γ−j(1), we shall henceforth assume j > 0, with λ > 0.
The homogeneity of µj(ξ) implies, by the Euler identity, that
< ξ,∇µj(ξ) >Rn= µj(ξ) = λ, ξ ∈ Γj(λ),
so that the Cauchy-Schwarz inequality and (5.6) yield
(5.12) |∇µj(ξ)| ≥ c1 > 0, ξ ∈ Γj(λ), λ > 0, 1 ≤ j ≤ ρ.
Remark 5.5. The inequality (5.12) means that the “group velocity” at the wave-
front Γj is bounded away from zero. Compare with the analogous situation in the
study of the asymptotic behavior of solutions of first-order systems [36, Equation
(1.7)].
Let dΣΓj(λ) be the Lebesgue measure on Γj(λ). The scaling property (5.11) yields
(5.13) dΣΓj(λ) = λ
n−1dΣΓj(1).
Let ω ∈ Γj(1) be a general point, with a corresponding λω ∈ Γj(λ). By (5.13) the
traces of any bounded continuous function f on the two submanifolds satisfy
(5.14)
∫
Γj(λ)
|f(λω)|2dΣΓj(λ) =
∫
Γj(1)
λn−1|f(λω)|2dΣΓj(1).
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Define (using appropriate scaling) the trace maps of the Sobolev space Hθ(Rn) into
L2(Γj(1)), by
(5.15) (Φjλh)(ω) = λ
n−1
2 h(λω), ω ∈ Γj(1), 1 ≤ j ≤ ρ.
To estimate these trace maps we invoke [6, Lemma A.5]. The uniform lower
bound (5.12) implies that the essential condition in that lemma (|∇g| ≤ d) is
satisfied uniformly for any compact K ⋐ Γj(1). We conclude (by exhaustion) that
the estimate can be applied to the smooth manifold Γj(1), hence these maps are
uniformly bounded for any θ > 12 :
(5.16) sup
λ>0
{
||Φjλ||B(Hθ(Rn),L2(Γj(1)))
}
<∞,
and the operator-valued map λ →֒ B(Hθ(Rn),L2(Γj(1))) is locally ho¨lder continu-
ous in the uniform operator topology (compare Lemma 3.1).
Let {E0,hom(λ), λ ∈ R} be the spectral family of L0,hom. Since E0,hom(λ) com-
mutes with L0,hom, it also has a symbol , which we denote by E0,hom(λ; ξ). The
following claim gives an explicit expression in terms of the projections on the
eigenspaces (assuming λ > 0, with a similar expression for λ < 0). We use χB
as the indicator function for a set B ⊆ Rn, namely, χB(x) = 1 (resp. χB(x) = 0 )
if x ∈ B (resp. x /∈ B).
Claim 5.6. Let λ > 0. Then,
(5.17) E0,hom(λ; ξ) =
ρ∑
j=1
P−j(ξ) + P0(ξ) +
ρ∑
j=1
Pj(ξ)χ{µj(ξ)≤λ}.
(refer to Equations (5.4) and (5.5) for notation of eigenvalues and projections).
If f̂ , ĝ ∈ C∞0 (Rn \ Z) then, assuming λ > 0, we obtain by a well known formula
(“coarea formula” [24, Appendix C.3]) for differentiation of volume integrals
(5.18)
d
dλ
(E0,hom(λ)f, g) =
ρ∑
j=1
∫
Γj(λ)
< Pj(ξ)f̂(ξ), Pj(ξ)ĝ(ξ) >CK
|∇µj(ξ)| dΣΓj(λ),
where dΣΓj(λ) is the Lebesgue surface measure (compare Equation (4.27)).
Note that the coarea formula requires global Lipschitz condition on µj(ξ). How-
ever, it is obtained by multiplying µj(ξ) by a cutoff smooth function such that
ϕ(ξ) = 1 on the supports of f̂(ξ), ĝ(ξ) and vanishes in a neighborhood of Z. Then
we see from (5.17) that for λ > 0
d
dλ
(E0,hom(λ)f, g) =
ρ∑
j=1
d
dλ
∫
Rn
<Pj(ξ)χ{ϕ(ξ)µj(ξ)≤λ}f̂(ξ), Pj(ξ)ĝ(ξ)>CK dξ.
(5.19)
Since the level set {ξ |ϕ(ξ)µj(ξ) = λ } is a smooth (n−1)-dimensional hypersurface
for λ > 0, one can apply the coarea formula to the right hand side of (5.19),
obtaining (5.18).
The real analyticity of the functions µj(ξ), ξ ∈ Rn \ Z, guarantees that Equa-
tion (5.18) can be repeatedly differentiated, using higher derivatives of f̂(ξ), ĝ(ξ).
We introduce the subspace of functions permitting such recurrent differentiation
in the following definition.
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Definition 5.7. Let Υ̂sZ be the closure of C
∞
0 (R
n \ Z,CK) in Hs(Rn,CK), for
s > 12 , and let Υ
s
Z ⊆ L2,s(Rn,CK) be the subspace of its inverse Fourier transforms.
It is a closed subspace, equipped with the same norm ‖ · ‖0,s (3.1).
In the following claim we characterize the orthogonal complement of ΥsZ .
Claim 5.8. Let (ΥsZ)
⊥ ⊆ L2,s(Rn,CK), s > 12 , be the orthogonal complement to
ΥsZ (using the scalar product associated with (3.1)). Let h(x) ∈ (ΥsZ)⊥. Then the
Fourier transform of (1 + |x|2)sh(x) is supported on Z :
(5.20) supp F{(1 + |x|2)sh(x)}(ξ) ⊆ Z.
Remark 5.9. Note that if h(x) ∈ L2,s(Rn,CK) then (1+ |x|2) s2h(x) ∈ L2(Rn,CK)
and (1 + |x|2)sh(x) ∈ L2,−s(Rn,CK).
Proof of Claim: Let ψ ∈ L2,s(Rn,CK) such that ψ̂ ∈ C∞0 (Rn \ Z,CK). The
scalar product in L2,s(Rn,CK) can be expressed as
(5.21) (h, ψ)0,s =
∫
Rn
< ĥ(ξ), (I −∆)sψ̂(ξ) >CK dξ =< (I −∆)sĥ, ψ̂ >,
where <,> in the last term stands for the H−s(Rn,CK), Hs(Rn,CK) pairing. The
assumption h(x) ∈ (ΥsZ)⊥ means that (h, ψ)0,s = 0 hence
supp (I −∆)sĥ = supp F{(1 + |x|2)sh(x)} ⊆ Z.

Remark 5.10. Since Z has Lebesgue measure zero (in Rn) it is clear that ΥsZ is
dense in L2(Rn,CK). However, if Z is “large” in some “(n − 1) − dimensional′′
sense, then ΥsZ is not necessarily equal to L2,s(Rn,CK). In fact, using the termi-
nology of [28], ΥsZ is equal to L2,s(Rn,CK) only if Z is “s−polar”. In other words,
if it has zero Bessel potential theoretic capacity of order s [32, Sections 10.4, 13.2].
Given the special algebraic structure of Z (see (5.2)) we introduce the following
conjecture.
CONJECTURE 5.11. The set Z is s−polar for s ∈ (12 , 32 ), hence the subspace
ΥsZ is equal to L2,s(Rn,CK).
In conjunction with (5.12) and (5.16) we conclude from Equation (5.18) that,
for any s > 12 there exists a constant C > 0, depending only on s, c1, so that, for
all λ > 0, and all f, g ∈ ΥsZ ,
(5.22)
∣∣∣ d
dλ
(E0,hom(λ)f, g)
∣∣∣ ≤ 1
c1
ρ∑
j=1
∫
Γj(λ)
|f̂(ξ)| · |ĝ(ξ)|dΣΓj(λ)
=
1
c1
ρ∑
j=1
∫
Γj(1)
|Φjλf̂(ω)||Φjλĝ(ω)|dΣΓj(1) ≤ C‖f‖0,s‖g‖0,s.
Any continuous functional on the closed subspace ΥsZ can be uniquely extended to
a functional on L2,s(Rn,CK) (namely, a function in L2,−s(Rn,CK)) by defining it
as zero on the orthogonal complement.
It follows (compare Proposition 4.8) that
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Corollary 5.12. There exists a map
A˜0,hom(λ) ∈ B(ΥsZ ,L2,−s(Rn,CK)), s >
1
2
,
so that
(5.23)
d
dλ
(E0,hom(λ)f, f) =< A˜0,hom(λ)f, f >, f ∈ ΥsZ ,
where <,> is the (L2,−s(Rn,CK), L2,s(Rn,CK)) pairing.
The map A˜0,hom(λ) is uniformly bounded
(5.24) ‖A˜0,hom(λ)‖B(Υs
Z
,L2,−s(Rn,CK)) ≤ C, λ 6= 0,
and locally Ho¨lder continuous in the uniform operator topology.
The global uniform boundedness (5.24) will play a crucial role in the spacetime
estimates of Section 8.
The general theory (see Theorem 6.2 below with X = ΥsZ ) now yields the LAP
in this case as follows.
Theorem 5.13. Let R0,hom(z) = (L0,hom − z)−1, Im z 6= 0. For any s > 12 the
limits
(5.25) R±0,hom(µ) = limε↓0
R0,hom(µ± iε), µ ∈ R \ {0} ,
exist in the uniform operator topology of B(ΥsZ ,L2,−s(Rn,CK)).
Furthermore, the limit functions R±0,hom(µ), µ ∈ R\{0} , are locally bounded and
locally Ho¨lder continuous with respect to the uniform operator topology.
Remark 5.14. The LAP result of Theorem 5.13 was proved by Weder in [45, 46] for
intervals interior to R\{0} , in the operator space B(L2,s(Rn,CK),H1,−s(Rn,CK)).
We emphasize that we do not believe that the presence of the singular set Z could
be entirely dismissed. The proof in [45] relies on the commutator approach, and
we were not quite able to follow the details there. On the other hand the proof
in [46] is essentially based on the methodology of trace maps. It seems to us to
be fundamentally flawed, and this impression has not changed even after a long
correspondence with him. The proof of [46, Theorem A.1] involves a deformation
map of the slowness surface Γj(1) onto the unit sphere followed by an application
of the trace theorem on the sphere. Thus, the measure dwj on Γj(1) is defined
by the radial projection on the unit sphere (see [46, Eq. (A.20)]) so as to obtain
a “polar decomposition” dnk = ρn−1dρdwj [46, Eq. (A.19)]. This is of course
wrong, since the coarea formula is ignored. That formula introduces a denominator
|∇µj(k)| (see Eq. (5.18)) in the last expression, which is singular on Z. Effectively,
he argues that Z is of “measure zero” in Γj(1), so our Υ
s
Z can be identified with
L2,s(Rn,CK)). This whole argument is applicable in obtaining a trace on every star-
shaped surface, no matter how singular, and this is clearly wrong, see Theorem 2.3
in [1] and Remark 5.10.
5.2. SPECTRAL DENSITY OF ISOTROPIC OPERATORS. . The ex-
amples of the Dirac and Maxwell operators motivate our next definition. In fact,
like these two examples, all physical models where there is no “built in” prefer-
ence for specific (spatial) directions, naturally fall into the category of isotropic
operators [47, Section 4] , that we recall next.
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Definition 5.15. The operator L0 (1.2) is said to be isotropic if the eigenvalues
of its symbol (see (5.1)) M0(ξ) are functions of |ξ|.
We assume in addition that L0,hom is strongly propagative (Definition 5.1).
If L0 is homogeneous, namely,M
0
0 ≡ 0, thenM0(ξ) =M0,hom(ξ). By definition
the zero eigenvalue µ0(ξ) = 0 is of fixed dimension d0 ≥ 0. The singular set Z (5.2)
is empty and the eigenvalues µk (see Equation (5.3)) satisfy
(5.26) µk(ξ) = sign(k)µ
c
|k||ξ|, ξ 6= 0, ±k = 1, 2, ..., J,
where µck are positive constants such that µ
c
J > . . . > µ
c
1 > 0.
Each eigenvalue µk is of fixed dimension dk > 0, ±k = 1, 2, ..., J, and dk = d−k.
In particular, in this case the operator is uniformly propagative (Definition 5.3).
It is therefore a special case of the class considered above in Subsection 5.1 and
does not require a further consideration here.
We now turn to the nonhomogeneous operator.
In this case the eigenvalues are functions of a single variable r = |ξ|, and we
denote them by
(5.27) λ1(r) ≤ λ2(r) ≤ · · · ≤ λρ(r).
However now these eigenvalues are not homogeneous functions of r > 0, and, unlike
the homogeneous case, their multiplicity is not fixed. In other words, two (or more)
different eigenvalues λi(r) 6= λj(r) can “coalesce” at a point r = r0. Such a point
r0 is called “ a crossing point”.
As we shall see below, it will be necessary to forsake their ordering in order to
maintain their analyticity.
Since L0 is isotropic, the eigenvalues of
M0(ξ) =M0,hom(ξ) +M
0
0 = |ξ|
n∑
j=1
M0j ωj +M
0
0 (ω = ξ/|ξ|)
are functions of |ξ|. In particular, the eigenvalues of M0(ξ) = M0(|ξ|ω), together
with their multiplicities, are independent of ω ∈ Sn−1.
By virtue of this fact, we can take ω = e1 = (1, 0, · · · , 0), and study the
eigenvalues of
(5.28) M0(|ξ|e1) = |ξ|M01 +M00 .
Taking r = |ξ| > 0, the eigenvalue study is reduced to the study of the symmetric
matrix, depending (linearly) on a positive parameter,
(5.29) T (r) = rM01 +M
0
0 , r > 0.
However, it is useful to regard T (r) as a function of the coordinate r ∈ R. We can
now appeal directly to the analytic perturbation theory of Hermitian matrices [30,
Section II.6 ].
We conclude that the eigenvalues λ1(r), · · · , λρ(r) of T (r) are analytic func-
tions of r ∈ R. The sum of their multiplicities is K, and each of them is constant
in intervals not containing crossing points, as will be explained below.
We denote by
(5.30) P1(ξ), · · · , Pρ(ξ),
the corresponding projections.
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Note that Pj(ξ) cannot be assumed to depend on |ξ|. Furthermore, in every
closed interval [α, β] ⋐ R there is at most a finite number of crossing points. In
fact, the fact that T (r) depends linearly on r, enables us to claim even more.
Claim 5.16. There is at most a finite number of crossing points in the whole real
line r ∈ R.
Proof. The crossing points are zeros of the discriminant of the minimal polynomial
of T (r), as a function of r ∈ R. However, clearly this discriminant is an algebraic
function of r, and as such can have at most a finite number of zeros. 
As already noted above, the analytic perturbation theory of Hermitian matri-
ces [30, Section II.6 ] implies that λ1(r), · · · , λρ(r) are analytic functions of r > 0.
Clearly, to maintain them as analytic functions we cannot order them, as there may
be crossing points. We define the crossing values as the finite set
{λ ∈ R/ λ = λj(q), for some j and some crossing point q} .
Remark 5.17. In the isotropic case the singular set Z in Equation (5.2) can be
expressed explicitly as follows.
Z =
{
∅, the homogeneous case,
a finite union of spheres in the nonhomogeneous case.
If a sphere of radius r > 0 (centered at the origin) is included in Z, then r is a
crossing point.
Define the spherical surfaces
(5.31) Γj(λ) = {ξ ∈ Rn / λj(|ξ|) = λ} , λ ∈ R \ Λ.
If Γj(λ) ⊆ Z then λ is a crossing value.
However, as noted above, even at crossing points the eigenvalues remain analytic.
Thus, the only values of λ to be excluded are the critical values, where, by
definition, λ = λj(r) and λ
′
j(r) = 0 for some j ∈ {1, 2, ..., ρ} and some r ∈ R.
Claim 5.18. There is at most a finite number of critical values of the eigenvalues
λj(r), j = 1, 2, ..., ρ.
Proof. The functions λj(r) are roots of the algebraic equation det(T (r)−λIK) = 0
(T (r) is defined in (5.29)), and are therefore algebraic functions of the real variable
r ∈ R. We can now apply the classical argument in [27, Section 14.3]; the set of
critical values is of measure zero by Sard’s theorem, hence being semi-algebraic set
it must be finite . 
Recall the definition (5.7) of the finite set Λ, that contains all possible eigenvalues
of L0.
Definition 5.19. The set Λ of (5.7) is extended (retaining the same notation) to
include also the finitely many critical values.
Remark 5.20. Continuing Remark 5.5: the requirement that λ is not a critical
value means that the “group velocity” at the wavefront Γj(λ) is bounded away from
zero, for all j ∈ {1, 2, ..., ρ} .
Thus, the only values of the spectral parameter to be avoided are the values in
Λ, and not necessarily all crossing values. Let λ ∈ R \ Λ,
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5.2.1. The Limiting Absorption Principle for isotropic operators. Let E0(λ)
be spectral family associated with L0. Since E0(λ) commutes with L0, it also has
a symbol, which we denote by E0(λ; ξ). As in the case of Claim 5.6 we have here.
Claim 5.21. Let λ ∈ R \ Λ. Then, with projections Pj as in (5.30),
(5.32) E0(λ; ξ) =
ρ∑
j=1
Pj(ξ)χ{λj(|ξ|)≤λ}.
Corollary 5.22. If fˆ , gˆ ∈ C∞0 (Rn,CK) and λ ∈ R \ Λ, then
(5.33)
d
dλ
(E0(λ)f, g) =
ρ∑
j=1
∫
Γj(λ)
< Pj(ξ)fˆ (ξ), gˆ(ξ) >CK
|∇λj(ξ)| χ{λj(|ξ|)=λ}dΣrj
=
ρ∑
j=1
|λ′j(rj)|−1
∫
Γj(λ)
< Pj(ξ)fˆ (ξ), gˆ(ξ) >CK χ{λj(|ξ|)=λ}dΣrj .
with dΣrj being the Lebesgue surface measure on the sphere Γj(λ) of radius rj > 0
such that λj(rj) = λ (see (5.31)).
Remark 5.23. In Equation (5.33) we know that λ′j(rj) 6= 0 since λ is not a critical
value.
In analogy to the case of the strongly propagative system (Theorem 5.13) we
can state here the LAP as following from the general theory.
Theorem 5.24. Let L0(D) be isotropic and R0(z) = (L0 − z)−1, Im z 6= 0. Then
for any s > 12 the limits
(5.34) R±0 (µ) = lim
ε↓0
R0(µ± iε), µ ∈ R \ Λ,
exist in the uniform operator topology of B(L2,s(Rn,CK),L2,−s(Rn,CK)).
Furthermore, the limit functions R±0 (µ), µ ∈ R\Λ, are locally bounded and locally
Ho¨lder continuous with respect to the uniform operator topology.
6. THE CLASS OF PERTURBED OPERATORS
We now turn to the study of the spectral structure of perturbations of the op-
erators introduced in Section 2. Our ultimate goal is the study of the operator L
introduced in (1.1). This is done by regarding this operator as a perturbation of
L0, as given in (1.2).
We take the most basic perturbation of the form
(6.1) L = L0 + V (x),
where V (x) is a Hermitian K×K matrix that decays as |x| → ∞. In Subsection 6.1
we expound the abstract theory of such perturbations. In particular, general con-
ditions are given that imply the absolute continuity (and LAP) of the continuous
spectrum, apart possibly from a discrete sequence of embedded eigenvalues.
In subsection 6.2 we apply the general theory to the potential perturbation of the
Dirac operator. Observe that this includes the case of the magnetic Dirac operator,
as the magnetic field can be merged into the potential perturbation. We choose
to deal with this example in detail as it illustrates the applicability of the general
theory, and also allows us to give decay conditions on the potential, to the effect
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that there are only finitely many eigenvalues in the spectral gap (of the massive
Dirac operator, see Subsubsection 6.2.1.
The perturbed Maxwell system can also be reduced to the case of potential
perturbation [42, Section 1.4], but we choose not to treat it here in detail, as the
paper is already quite long.
6.1. GENERAL THEORY: PERTURBATION BY A POTENTIAL. .
Our treatment is based on the general theory expounded in [7, Sections 3-4].
The abstract setting will allow us to consider various operator settings in a unified
way. We briefly recall some definitions and statements that will be needed here.
LetH be a self-adjoint operator in L2(Rn,CK). The scalar product in L2(Rn,CK)
is denoted by ( , ).
Suppose that there exists a Hilbert space such that X ⊆ L2(Rn,CK), and the
embedding is dense and continuous. In other words, X can be considered as a
dense subspace of L2(Rn,CK), equipped with a stronger norm. Then, of course,
X →֒ L2(Rn,CK) →֒ X ∗, where X ∗ is the anti-dual of X ; the continuous additive
functionals l on X , such that l(αv) = α l(v), α ∈ C.
We use ‖x‖X , ‖x∗‖X ∗ for the norms in X , X ∗, respectively, and designate by
< , > the (X ∗,X ) pairing.
The (linear) embedding h ∈ L2(Rn,CK) →֒ h∗ ∈ X ∗ is obtained as usual by the
scalar product (in L2(Rn,CK)), h∗(x) = (h, x).
We introduce still another Hilbert space X ∗H , which is a dense subspace of X ∗,
equipped with a stronger norm (so that the embedding X ∗H →֒ X ∗ is continuous).
However, we do not require that L2(Rn,CK) be embedded in X ∗H . As indicated
by the notation, X ∗H may depend on H. A typical case would be when H can be
extended as a densely defined operator in X ∗ and X ∗H would be its domain there,
equipped with the graph norm.
Let {E(λ)} be the spectral family of H . We denote by E(B) the spectral pro-
jection on any Borel set B (so that E(λ) = E(−∞, λ)).
Definition 6.1. Let U ⊆ R be open and let 0 < α ≤ 1. Assume that U is of full
spectral measure, namely, E(R\U) = 0. Then H is said to be of type (X ,X ∗H , α, U)
if the following conditions are satisfied:
(1) The operator-valued function
λ→ E(λ) ∈ B(X ,X ∗), λ ∈ U,
is weakly differentiable with a locally Ho¨lder continuous derivative in
B(X ,X ∗H); that is, there exists an operator-valued function
λ→ A(λ) ∈ B(X ,X ∗H), λ ∈ U,
so that
d
dλ
(E(λ)x, y) =< A(λ)x, y >, x, y ∈ X , λ ∈ U,
and such that for every compact interval K ⊆ U , there exists an MK > 0
satisfying
‖A(λ)−A(µ)‖B(X ,X ∗
H
) ≤MK |λ− µ|α , λ, µ ∈ K.
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(2) For every bounded open set J ⊆ U and for every compact interval K ⊆ J ,
the operator-valued function (defined in the weak sense)
z →
∫
U\J
A(λ)
λ− z dλ, z ∈ C, ℜz ∈ K, |ℑz| ≤ 1,
takes values and is Ho¨lder continuous in the uniform operator topology of
B(X ,X ∗H), with exponent α.
We can now state the basic theorem, concerning the Limiting Absorption Prin-
ciple (LAP) in this setting. We use the notation C± = {z ∈ C, ±ℑ z > 0} , and
denote by R(z) = (H − z)−1, z ∈ C± , the resolvent of H.
Theorem 6.2. Let H be of type (X ,X ∗H , α, U) (where U ⊆ R is open and 0 < α ≤
1). Then H satisfies the LAP in U . More explicitly, the limits
R±(λ) = lim
ε↓0
R(λ± iε), λ ∈ U,
exist in the uniform operator topology of B(X ,X ∗H) and the extended operator-valued
function
R(z) =
{
R(z), z ∈ C+,
R+(z), z ∈ U,
is locally Ho¨lder continuous in the same topology (with exponent α).
A similar statement applies when C+ is replaced by C−, but note that the limiting
values R±(λ) are in general different.
Remark 6.3. In view of the Stieltjes formula we have
(6.2) A(λ) =
1
2πi
(
R+(λ) −R−(λ)) , λ ∈ U.
In particular, H is absolutely continuous in U.
We now consider a perturbation by a potential function V (x). To deal with the
requirements on V in this framework we introduce the following definition.
Definition 6.4. An operator V : X ∗H → X will be called
(1) Short-range with respect to H if it is compact.
(2) Symmetric if D(H) ∩ X ∗H is dense in L2(Rn,CK) and the restriction of V
to D(H) ∩ X ∗H is symmetric in L2(Rn,CK).
The following lemma shows that (with some additional assumption) the operator
H + V is well defined.
Lemma 6.5. Let H be of type (X ,X ∗H , α, U) and let V be short-range and symmet-
ric. Suppose that there exists z ∈ C, ℑz 6= 0, and a linear subspace Dz ⊆ D(H)∩X ∗H
such that (H − z)(Dz), the image of Dz under H − z, is dense in X .
Then P = H + V , defined on D(H) ∩ X ∗H , is essentially self-adjoint.
In what follows we always assume that H is of type (X ,X ∗H , α, U) and that V is
short-range and symmetric. Thus, by the lemma, P = H +V can be extended as a
self-adjoint operator with domain D(P ) ⊇ D(H)∩X ∗H , and we retain the notation
P for this extension.
Our aim is to study the spectral properties of P , particularly the LAP, in this
abstract framework.
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Denote by S(z) = (P − z)−1, ℑz 6= 0, the resolvent of P . Our starting point is
the resolvent equation
S(z)(I + V R(z)) = R(z), ℑz 6= 0.
It can be shown that the inverse (I + V R(z))−1 exists on X if ℑz 6= 0. This leads
to
(6.3) S(z) = R(z)(I + V R(z))−1,
where the equality is certainly valid from X → X ∗H .
Suppose now that λ ∈ U . In view of Theorem 6.2 and the assumption on V we
have
lim
ε↓0
V R(λ± iε) = V R±(λ) in B(X ).
Thus, if (I + V R±(λ))−1 exists (in B(X )), then Eq. (6.3) implies the existence of
the limits
(6.4) S±(λ) = lim
ε↓0
S(λ± iε) = R±(λ)(I + V R±(λ))−1,
in the uniform operator topology of B(X ,X ∗H).
Let λ ∈ U be a point at which, say, (I + V R+(λ))−1 does not exist (in B(X )).
Since V R+(λ) is compact in X , there exists a non-zero φ ∈ X so that
φ = −V R+(λ)φ.
Let ψ = R+(λ)φ ∈ X ∗H . Then
< ψ, φ >= − lim
ε↓0
(R(λ+ iε)φ, V R(λ+ iε)φ) .
By the symmetry of V the right-hand side of this equality is real, so we conclude
that ℑ < R+(λ)φ, φ >= 0, and invoking Eq. (6.2) we conclude that
< A(λ)φ, φ >= 0.
Now the form < A(λ)x, y >= ddλ (E(λ)x, y) on X × X is symmetric and positive
semi-definite. Hence, for every y ∈ X ,
(6.5) |< A(λ)φ, y >| ≤ < A(λ)φ, φ > 12 < A(λ)y, y > 12= 0,
and we conclude that
(6.6) A(λ)φ = 0.
In particular, R+(λ)φ = R−(λ)φ and
φ = −V R±(λ)φ.
Definition 6.6. We designate by ΣP the set
ΣP =
{
λ ∈ U / There exists a non-zero φλ ∈ X such that φλ = −V R±(λ)φλ
}
.
Remark 6.7. The set ΣP is (relatively) closed in U . Indeed, if (I + V R
±(λ0))−1
exists (in B(X )), then (I + V R±(λ))−1 exists for λ close to λ0.
The discussion above leads to the following theorem.
Theorem 6.8. The operator P = H + V satisfies the LAP in U \ ΣP , in the
uniform operator topology of B(X ,X ∗H), and the limiting values of its resolvent
there are given by Eq. (6.4).
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In particular, the spectrum of P in U \ ΣP is absolutely continuous. We single
out this fact, stated in terms of the eigenvalues, in the following corollary.
Corollary 6.9. Let σp(P ) be the point spectrum of P . Then
σp(P ) ∩ U ⊆ ΣP .
6.1.1. The exceptional set ΣP . Our aim is to identify the set ΣP introduced
in Definition 6.6. It will turn out that (modulo one additional assumption on the
smoothness of the spectral measure of H) we have equality of the sets in the last
corollary. In other words, ΣP is the set of eigenvalues of P embedded in U , and is
necessarily discrete.
Let µ ∈ ΣP , so that by definition there exists a non-zero φ ∈ X satisfying
(6.7) φ = −V R±(µ)φ.
In view of (6.6) we have A(µ)φ = 0, and since the form < A(λ)φ, φ > is non-
negative we infer that the zero at λ = µ is a minimum. Thus formally this minimum
is a second-order zero for the form. However, our smoothness assumption on the
spectral measure (Definition 6.1) does not go so far as a second-order derivative.
We therefore impose the following additional hypothesis on the spectral derivative
near such a minimum.
REGULARITY ASSUMPTION ON SPECTRAL DENSITY. Let K ⊆ U
be compact and φ ∈ X a solution to (6.7), where µ ∈ K. Then there exist constants
C, ε > 0, depending only on K, so that
(6.8) < A(λ)φ, φ >≤ C |λ− µ|1+ε ‖φ‖2X , λ ∈ K.
Remark 6.10. This assumption is satisfied if the operator-valued function λ →
A(λ) ∈ B(X ,X ∗H) has a Ho¨lder continuous (in the uniform operator topology)
Fre´chet derivative in a neighborhood of µ. Indeed, in this case we have
< A(λ)φ, φ >=< (A(λ) −A(µ))φ, φ >= d
dθ
< A(θ)φ, φ >θ∈[µ,λ] (λ− µ) .
Theorem 6.11. Let V be symmetric and short-range, and assume that the con-
dition of Lemma 6.5 is satisfied, so that P = H + V is a self-adjoint operator.
Assume, in addition, that the assumption above is satisfied and (6.8) holds. Then
ΣP = σp(P ) ∩ U.
Furthermore, every eigenvalue is of finite multiplicity and the set of eigenvalues
σp(P ) has no accumulation point in U.
6.2. PERTURBATION OF THE DIRAC OPERATOR. .
We now consider the operator
(6.9) HVm = Hm + V (x),
where Hm is the free Dirac operator given in (2.2) and V (x) is a Hermitian 4 × 4
matrix that decays as |x| → ∞.
We assumem > 0. In this case the spectrum spec(Hm) has a “gap” (−m,m) (see
Equation (4.4)) and our focus is on the finiteness of the eigenvalues therein. We
refer to [9, 10, 21] for general discussion of the eigenvalues in the gap. A variational
characterization of the eigenvalues is given in [20].
The spectral structure of Hm was studied in Subsection 4.1. Recall that by (4.3)
the domain ofHm (as a self adjoint operator in L2(R3,C4)) isH1(R3,C4). Using the
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terminology introduced in Subsection 6.1 it follows that , in view of Theorem 4.2,
we can take
(6.10) X = L2,s(R3,C4), X ∗ = L2,−s(R3,C4), s > 1
2
.
Also, the space X ∗H can then be taken as the domain of (the closure of) Hm in
L2,−s(R3,C4), so that
(6.11) X ∗H = H1,−s(R3,C4).
For the selfadjointness of HVm the following proposition suffices for our study here.
Proposition 6.12. Assume that V is bounded and decays at infinity. Then the
operator HVm is self-adjoint with domain H1(R3,C4) ⊆ L2(R3,C4). Its essential
spectrum is R \ (−m,m).
Proof. By the coercivity inequality (4.2) it follows that V is compact with respect to
Hm, which establishes the claim by the general theory of self-adjoint perturbations.

Remark 6.13. Indeed, the self-adjointness of HVm holds for a much wider class of
potentials, see e.g. [2, Chapter 2], [23]. As in the case of the classical Scro¨dinger
operators , the stronger decay assumptions are needed when studying the LAP and
the spectral derivative associated with the operator, as we proceed to do next.
In order to derive the Limiting Absorption Principle (LAP) of the perturbed
operator HVm from the general theory presented in Section 6.1, we need to assume
that, for some constant C > 0,
(6.12) |V (x)| ≤ C(1 + |x|)−(1+ε), ε > 0, x ∈ R3.
It is readily verified that V satisfies the conditions of Definition 6.4, so that it is
short-range and symmetric.
Now let
U = R \ [−m,m].
In view of Theorem 4.2 and Theorem 6.8 we obtain the LAP for HVm as follows.
Theorem 6.14. Assume that V satisfies the decay assumption (6.12). Let RVm(z) =
(HVm − z)−1, ℑ z 6= 0. Then:
• For any 12 < s < 1+ε2 the limits
(6.13) RV,±m (µ) = lim
ε↓0
RVm(µ± iε), µ ∈ U \ ΣVHm ,
exist in the uniform operator topology of B(L2,s(R3,C4),L2,−s(R3,C4)),
where the (relatively) closed set ΣVHm is given by
ΣVHm =
{
λ ∈ U / There exists a non-zero φλ ∈ L2,s(R3,C4) such that φλ = −V R±m(λ)φλ
}
.
• Assume that the decay assumption (6.12) is replaced by the stronger one
(6.14) |V (x)| ≤ C(1 + |x|)−(2+ε), ε > 0, x ∈ R3,
then for any 1 < s < 2+ε2 the limits in (6.13) exist for all µ ∈ R \ Σ˜VHm ,
where now
Σ˜VHm =
{
λ ∈ R / There exists a non-zero φλ ∈ L2,s(R3,C4) such that φλ = −V R±m(λ)φλ
}
.
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Proof. The existence of the limits in (6.13) in U \ ΣVHm (resp. in R \ Σ˜VHm) for the
decay rate (6.12) (resp. (6.14)) follows from the general theory (see Theorem 6.8)
and the estimates implied by Theorem 4.2. 
Remark 6.15. Note that the operator HVm is certainly defined on a dense subspace
of L2,−s(R3,C4). If it is closable and the graph-norm of its closure is equivalent to
the norm H1,−s(R3,C4), then the general theory (as in the case of the free opera-
tor, see Equation (6.11)) implies that the limits (6.13) are actually obtained in the
uniform operator topology of B(L2,s(R3,C4),H1,−s(R3,C4)).
6.2.1. The discreteness and finiteness of eigenvalues. Our next goal is to iden-
tify the set ΣVHm with the (discrete) set of embedded eigenvalues. The abstract
framework that enables us to do that was introduced in Subsubsection 6.1.1. We
shall need to replace the short-range condition (6.12) by the stronger decay condi-
tion (6.14) on the potential V, even when dealing with spectral intervals that do
not include the thresholds at ±m.
Theorem 6.16. Let
U = R \ [−m,m].
Suppose that the potential V satisfies the following decay condition:
(6.15) |V (x)| ≤ C(1 + |x|)−(2+ε), ε > 0, x ∈ R3.
Let ΣVHm be as in Theorem 6.14. Then
(6.16) ΣVHm = σp(H
V
m) = the set of eigenvalues in U ,
and this set is discrete, with all eigenvalues of finite multiplicity.
Proof. In view of Theorem 6.11, we need to verify that the regularity condition (6.8)
is satisfied under the decay assumption (6.15) .
The spectral derivative is given by Equation (4.6) (assuming λ > m):
(6.17) < Am(λ)f, f >=
λ√
λ2 −m2
∫
|ξ|=√λ2−m2
|(Gmf)+(ξ)|2dΣ√λ2−m2 .
Let 12 < s <
1+ε
2 .
Suppose that φµ ∈ L2,s(R3,C4) is such that φµ = −V R±m(µ)φµ, µ > m.
Thus < Am(µ)φµ, φµ >= 0, so that (Gmφµ)+(ξ) = 0 for all ξ on the sphere
|ξ| =
√
µ2 −m2. We need to show that
(6.18) < Am(λ)φµ, φµ > ≤ C|λ− µ|1+ε.
We note that by Theorem 4.2 we have R±m(µ)φµ ∈ H1,−s(R3,C4). Therefore (6.15)
implies that φµ = −V R±m(µ)φµ ∈ L2,−s+2+ε(R3,C4). It follows by (2.10) that
Gmφµ ∈ Hθ, where θ > 2 + ε− 1+ε2 = 32 + 12ε.
In particular, the trace of ∇ξGmφµ(ξ) on the sphere |ξ| =
√
λ2 −m2 is Ho¨lder
continuous (for λ near µ). From Equation (6.17) we infer that ddλ < Am(λ)φµ, φµ >
is Ho¨lder continuous in a neighborhood of µ. Since the nonnegative function <
Am(λ)φµ, φµ > has a minimum at λ = µ, its derivative vanishes there, which
yields (6.18) in view of the Ho¨lder continuity.

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Finally we treat the case of the full line (and in particular the thresholds at
λ = ±m are included). This is related to the second part of Theorem 6.14. In fact,
the following theorem can be viewed as the “perturbed” version of the second part
of Theorem 4.2.
Theorem 6.17. Suppose that the potential V satisfies the following decay condi-
tion:
(6.19) |V (x)| ≤ C(1 + |x|)−(3+ε), ε > 0, x ∈ R3.
Let Σ˜VHm be as in Theorem 6.14. Then
(6.20) Σ˜VHm = σp(H
V
m) = the set of eigenvalues in R ,
and this set is discrete, with all eigenvalues of finite multiplicity.
Proof. We follow the line of proof of Theorem 6.16 , subject to modifications needed
due to the fact that we are now looking at a full neighborhood of the thresholds.
Without loss of generality let us consider a neighborhood of λ = m.
Let 1 < s < 2+ε2 .
According to the second part of Theorem 6.14 the limits (6.13) exist in R\ΣVHm .
Suppose that φµ ∈ L2,s(R3,C4) is such that φµ = −V R±m(µ)φµ, where µ ∈
(m− η,m+ η), for some small η > 0.
Thus < Am(µ)φµ, φµ >= 0. For µ ≥ m this means that (Gmφµ)+(ξ) = 0 for all
ξ on the sphere |ξ| =
√
µ2 −m2.
In view of Theorem 6.11, we need to verify that the regularity condition (6.8) is
satisfied under the decay assumption (6.19) .
We need to show that, for some C > 0 depending only on η,
(6.21) < Am(λ)φµ, φµ > ≤ C|λ− µ|1+ε, λ, µ ∈ (m− η,m+ η).
Remark that < Am(λ)φµ, φ µ >= 0 for λ ∈ [−m,m].
We note that by Theorem 4.2 we haveR±m(µ)φµ ∈ H1,−s(R3,C4). Therefore (6.19)
implies that φµ = −V R±m(µ)φµ ∈ L2,−s+3+ε(R3,C4). It follows by (2.10) that
Gmφµ ∈ Hθ, where θ > 3 + ε− 2+ε2 = 2 + 12ε.
In particular, the trace of ∇ξGmφµ(ξ) on the sphere |ξ| =
√
λ2 −m2 can be
estimated (for λ near µ). In view of the trace Lemma 3.1 and Equation (6.17)
we infer that, for λ ∈ [m,m + η), the derivative ddλ < Am(λ)φµ, φµ > is Ho¨lder
continuous and
(6.22) | d
dλ
< Am(λ)φµ, φµ > | ≤ C
(√
λ2 −m2
)2+ε−1−1
= C(λ2 −m2) ε2 .
Now
< Am(µ)φµ, φµ >=
d
dλ
< Am(λ)φµ, φµ >
∣∣∣
λ=µ
= 0,
so that (6.21) follows readily , as in the conclusion of the proof of Theorem 6.16.

Corollary 6.18.
(6.23) HVm = Hm + V (x),
where Hm is the free Dirac operator given in (2.2) and the potential V (x) is a
Hermitian 4× 4 matrix satisfying the decay condition (6.19).
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Then HVm has at most a discrete sequence of eigenvalues in R. In particular, it
has at most a finite number of eigenvalues in the “gap” (−m,m).
Remark 6.19. Using a stronger decay hypothesis (typically |V (x)| ≤ C(1+|x|)−5−ε)
it was shown in [12, Proposition 2.3] that there are no eigenvalues of HVm near the
thresholds at ±m.
More generally, Cojuhari [16] established the finiteness of the number of eigen-
values in the gap under the weaker condition (6.15) (which in our study served only
for the discreteness of embedded eigenvalues).
Remark 6.20. For a class of potentials, including the Coulomb potential, it was
shown [43, Theorem 4.21] that there are actually no embedded eigenvalues in the
essential spectrum R \ (−m,m).
On the other hand, for the special potential V (x) = γ/|x|, |γ| ≤
√
3
2 , it is known
( [2, Section 3.1], [21]) that there is an infinite sequence of eigenvalues in the gap
(−m,m).
7. GLOBAL SPACETIME ESTIMATES –FREE DIRAC and
MAXWELL OPERATORS
As in the case of the spectral study above, we deal first with spacetime estimates
for the free (“unperturbed”) Dirac and Maxwell operators. Our treatment here
follows the method used for the case of generalized wave equations in [4, 5].
7.1. SPACETIME ESTIMATES FOR THE FREE DIRAC OPERATOR.
.
The free Dirac operator was defined in (2.2). We consider the unitary group
associated with it
(7.1) iut = Hmu, t ∈ R,
subject to the initial condition
(7.2) u(x, 0) = u0(x), x ∈ R3,
where u, u0 are C
4−valued functions.
We refer to [19] for Strichartz estimates for the Dirac operator with magnetic
potentials. Here we formulate a global spacetime estimate in the weighted−L2
framework.
Theorem 7.1. Let m > 0, s > 1, and let u(x, t) be the solution to (7.1)-(7.2).
There exists a constant C = Cs,m > 0, such that∫
R
∫
R3
(1 + |x|2)−s|u(x, t)|2dxdt ≤ C‖u0‖20.
Proof. The solution u(x, t) can be represented as
u = exp(−itHm)u0.
In the proof we find it clearer to use the separate notations (·, ·), [·, ·] for the scalar
products in L2(R3,C4),L2(R4,C4), respectively.
We denote by
v˜(x, τ) = (2π)−
1
2
∫
R
v(x, t)e−itτdt
38 MATANIA BEN-ARTZI AND TOMIO UMEDA
the partial Fourier transform with respect to t.
The spectral derivative Am was defined in equation (4.7).
To estimate u(x, t) we use a duality argument. Take w(x, t) ∈ C∞0 (R4,C4).
Then,
[u,w] =
∞∫
−∞
dt
∫
R3
< (e−itHmu0)(x, t), w(x, t) >C4 dx
=
∞∫
−∞
< Am(λ)u0,
∞∫
−∞
e−itλw(·, t)dt > dλ
= (2π)1/2
∞∫
−∞
< Am(λ)u0, w˜(·, λ) > dλ.
,
where in the last two terms <,> is the (L2,−s(R3,C4),L2,s(R3,C4)) pairing.
We note that by the spectral theorem
(7.3)
∞∫
−∞
< Am(λ)f, f > dλ = ‖f‖20.
The Cauchy-Schwarz inequality yields∣∣[u,w]∣∣
≤ (2π)1/2
 ∞∫
−∞
< Am(λ)u0, u0 > dλ
1/2 ·
 ∞∫
−∞
< Am(λ)w˜(·, λ), w˜(·, λ) > dλ
1/2
= (2π)1/2‖u0‖2 ·
 ∞∫
−∞
< Am(λ)w˜(·, λ), w˜(·, λ) > dλ
1/2 .
and recalling (4.7) we obtain∣∣[u,w]∣∣
≤ (2π)1/2C‖u0‖0 ·
( ∫
|λ|>m
min(
|λ|√
λ2 −m2 , |λ|(λ
2 −m2)s−1) · ‖w˜(·, λ)‖20,sdλ
) 1
2
.
By the Plancherel theorem, using s > 1,
∣∣[u,w]∣∣ ≤ (2π)1/2C‖u0‖0
∫
R
‖w(·, t)‖20,sdt
1/2 .
Let f(x, t) ∈ C∞0 (R4,C4), and take w(x, t) = (1 + |x|2)−
s
2 f(x, t), so that∫
R
‖w(·, t)‖20,sdt = ‖f‖20.
We infer that ∣∣[(1 + |x|2)− s2u, f ]∣∣ ≤ (2π)1/2C · ‖u0‖0 · ‖f‖0,
which concludes the proof of the theorem. 
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Remark 7.2. Note that we need only (for the unperturbed case) s > 1, including
the propagation near the threshold. This is to be compared with Theorem 1.1 and
Proposition 2.1 in [12], where s > 52 , is assumed (including a potential).
7.2. SPACETIME ESTIMATES FOR THE FREE MAXWELL OPER-
ATOR. .
The free Maxwell operator Lmaxwell was introduced in (2.14).
We consider the unitary group associated with the operator,
(7.4) iut = Lmaxwellu, t ∈ R,
subject to the initial condition
(7.5) u(x, 0) = u0(x), x ∈ R3,
where u, u0 are C
6−valued functions.
We further assume that
(7.6) u0 ∈ (I − P)L2(R3,C6),
where P is the orthogonal projection on ker(Lmaxwell) (see Equation (4.25)).
In view of Remark 2.6 the orthogonality condition means that if u0(x) =
(E0(x)
B0(x)
)
(with values in C6) then Fourier transform
(Ê0(ξ)
B̂0(ξ)
) ∈ span{Υ±}, for every 0 6= ξ ∈
R3. In particular
< Ê0(ξ), ξ >C3= 0, < B̂0(ξ), ξ >C3= 0, ξ ∈ R3 \ {0} ,
so that E0 (resp. B0) is a “TE-mode” (resp. “TM-mode”).
Theorem 7.3. Let s > 12 , and let u(x, t) be the solution to (7.4)-(7.5)-(7.6). There
exists a constant C = Cs > 0, such that∫
R
∫
R3
(1 + |x|2)−s|u(x, t)|2dxdt ≤ C‖u0‖20.
Proof. The solution u(x, t) can be represented as
u = exp(−itLmaxwell)u0.
As in the proof of Theorem 7.1, we find it clearer to use the separate notations
(·, ·), [·, ·] for the scalar products in L2(R3,C6),L2(R4,C6), respectively.
We denote by
v˜(x, τ) = (2π)−
1
2
∫
R
v(x, t)e−itτdt
the partial Fourier transform with respect to t.
The spectral derivative A˜ was defined in equation (4.28).
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To estimate u(x, t) we use a duality argument. Take w(x, t) ∈ C∞0 (R4,C6)).
Then,
[u,w] =
∞∫
−∞
dt
∫
R3
< (e−itLmaxwellu0)(x, t), w(x, t) >C6 dx
=
∞∫
−∞
< A˜(λ)u0,
∞∫
−∞
e−itλw(·, t)dt > dλ
= (2π)1/2
∞∫
−∞
< A˜(λ)u0, w˜(·, λ) > dλ.
We note that by the spectral theorem
(7.7)
∞∫
−∞
< A˜(λ)f, f > dλ = ‖f‖20.
The Cauchy-Schwarz inequality yields
∣∣[u,w]∣∣
≤ (2π)1/2
 ∞∫
−∞
< A˜(λ)u0, u0 > dλ
1/2 ·
 ∞∫
−∞
< A˜(λ)w˜(·, λ), w˜(·, λ) > dλ
1/2
= (2π)1/2‖u0‖2 ·
 ∞∫
−∞
< A˜(λ)w˜(·, λ), w˜(·, λ) > dλ
1/2 .
and recalling (4.28) we obtain∣∣[u,w]∣∣
≤ (2π)1/2C‖u0‖0 ·
( ∞∫
−∞
min(1, |λ|2s−1) · ‖w˜(·, λ)‖20,sdλ
) 1
2
.
By the Plancherel theorem, using s > 12 ,
∣∣[u,w]∣∣ ≤ (2π)1/2C‖u0‖0
∫
R
‖w(·, t)‖20,sdt
1/2 .
Let f(x, t) ∈ C∞0 (R4,C6), and take w(x, t) = (1 + |x|2)−
s
2 f(x, t), so that∫
R
‖w(·, t)‖20,sdt = ‖f‖20.
We infer that ∣∣[(1 + |x|2)− s2u, f ]∣∣ ≤ (2π)1/2C · ‖u0‖0 · ‖f‖0,
which concludes the proof of the theorem. 
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8. GLOBAL SPACETIME ESTIMATES –STRONGLY
PROPAGATIVE HOMOGENEOUS SYSTEMS
We now address the spacetime decay estimates for homogeneous strongly prop-
agative operators L0 =
n∑
j=1
M0jDj (see (1.2)), for which the LAP was stated in
Theorem 5.13. Recall that both the Dirac (zero mass) and Maxwell systems belong
to this class, but the singular set Z (defined in (5.2)) is empty in both cases.
We consider the associated unitary group
(8.1) iut = L0,homu, t ∈ R,
subject to the initial condition
(8.2) u(x, 0) = u0(x), x ∈ Rn,
where u, u0 are C
K−valued functions.
We further assume that the initial function is orthogonal to the “stationary
waves” of the system, namely,
(8.3) u0 ∈ (I − P)L2(Rn,CK),
where P is the orthogonal projection on ker(L0,hom).
Clearly the solution u(x, t) = e−itL0,homu0 satisfies u(·, t) ∈ (I−P)L2(Rn,CK), t ∈
R.
It is represented by the Fourier integral operator
(8.4) u(x, t) = (2π)−
n
2
∫
Rn
e
−it
n∑
j=1
M0j ξj
e−i<ξ,x>û0(ξ)dξ.
However, this explicit expression does not easily lend itself to asymptotic analysis
by classical methods of geometric optics; the non-commutativity of the matrices{
M0j
}n
j=1
requires a very detailed study of the algebraic structure of the eigenvalue
manifolds and their intersections. Hence various restrictive hypotheses need to be
imposed, even in the case of constant coefficients.
There is extensive literature concerning the (large-time) asymptotic behavior
of solutions of such systems and their perturbations, using primarily the geometric
optics approach. It is beyond the scope of the present paper to present an exhaustive
account of these works, and we refer to [36] and references therein. In particular it
is assumed there that the system is uniformly propagative [36, Assumption (1.3)].
The rate of decay in time of the L2 norm of scattered solutions in balls is shown [36,
Theorem 1] to be O((log t)−1). Confining to the constant coefficient case, the global
estimate (8.13) obtained below yields a faster rate of decay (in integral sense).
The presence of the singular set Z makes our spacetime estimate somewhat more
delicate. Recall Definition 5.7 of the closed subspace ΥsZ ⊆ L2,s(Rn,CK), and note
also Remark 5.10. We now define the closed subspace ΥZ ⊆ L2(Rn,CK) as the
inverse Fourier transform of (I −∆) s2 Υ̂sZ , namely
(8.5) ΥZ = (1 + |x|2) s2ΥsZ =
{
g / g(x) = (1 + |x|2) s2 h(x) for some h ∈ ΥsZ
}
.
Let E : L2(Rn,CK) →֒ ΥZ be the orthogonal projection unto this subspace.
Theorem 8.1. Assume that L0,hom is strongly propagative. Let s >
1
2 , and let
u(x, t) be the solution to (8.1)-(8.2)-(8.3).
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Define uZ(x, t), t ∈ R, by
uZ(x, t) = E [(1 + |x|2)− s2u(x, t)].
Then there exists a constant C = Cs,n > 0, such that
(8.6)
∫
R
∫
Rn
|uZ(x, t)|2dxdt ≤ C‖u0‖20.
Remark 8.2. Note that uZ(x, t) ∈ ΥZ implies (1 + |x|2)− s2uZ(x, t) ∈ ΥsZ for
every t ∈ R. Fix t = t0 ∈ R. In light of Definition 5.7 , given η > 0 there exists
ψη ∈ L2,s(Rn,CK) so that ψ̂η ∈ C∞0 (Rn \ Z,CK) and∫
Rn
(1 + |x|2)s|(1 + |x|2)− s2 uZ(x, t0)− ψη(x)|2dx ≤ η2.
Thus ∫
Rn
|uZ(x, t0)− (1 + |x|2) s2ψη(x)|2dx ≤ η2,
and by the Plancherel theorem∫
Rn
|ûZ(ξ, t0)− (I −∆) s2 ψ̂η(ξ)|2dξ ≤ η2.
The function uZ(x, t0) is therefore the part of u(x, t0) whose Fourier transform is
in the closure (in L2(Rn,CK)) of the range of (I−∆) s2 acting on smooth functions
“supported away” from the singular set Z.
Proof of theorem: By density (in L2(Rn,CK)) we may assume
(8.7) û0(ξ) ∈ C∞0 (Rn \ Z,CK).
The solution u(x, t) can be represented as
u = exp(−itL0,hom)u0.
In particular, û(·, t) ∈ C∞0 (Rn \ Z,CK) for all t ∈ R.
As in the proofs of Theorems 7.1 and 7.3, we find it clearer to use the separate
notations (·, ·), [·, ·] for the scalar products in L2(Rn,CK),L2(Rn+1,CK), respec-
tively.
We denote by
γ˜(x, τ) = (2π)−
1
2
∫
R
γ(x, t)e−itτdt
the partial Fourier transform with respect to t.
The spectral derivative A˜0,hom(λ) ∈ B(ΥsZ ,L2,−s(Rn,CK)), s > 12 , was defined
in Equation (5.23).
To estimate u(x, t) we use a duality argument , as in the cases of the Dirac and
Maxwell systems. Take w(x, t) ∈ C∞(Rn+1,CK), so that
(8.8) ŵ(ξ, t) ∈ C∞0 ((Rn \ Z)× R,CK).
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Then,
(8.9)
[u,w] =
∞∫
−∞
dt
∫
R3
< (e−itL0,homu0)(x, t), w(x, t) >CK dx
=
∞∫
−∞
< A˜0,hom(λ)u0,
∞∫
−∞
e−itλw(·, t)dt > dλ
= (2π)1/2
∞∫
−∞
< A˜0,hom(λ)u0, w˜(·, λ) > dλ.
We note that by the spectral theorem
(8.10)
∞∫
−∞
< A˜0,hom(λ)u0, u0 > dλ = ‖u0‖20.
The Cauchy-Schwarz inequality yields
∣∣[u,w]∣∣
≤ (2π)1/2
 ∞∫
−∞
< A˜0,hom(λ)u0, u0 > dλ
1/2 ·
 ∞∫
−∞
< A˜0,hom(λ)w˜(·, λ), w˜(·, λ) > dλ
1/2
= (2π)1/2‖u0‖2 ·
 ∞∫
−∞
< A˜0,hom(λ)w˜(·, λ), w˜(·, λ) > dλ
1/2 .
and recalling (5.24) and the fact that the norm of ΥsZ is the L2,s norm, it follows
that ∣∣[u,w]∣∣ ≤ (2π)1/2C‖u0‖0 · ∞∫
−∞
‖w˜(·, λ)‖20,sdλ.
Invoking the Plancherel theorem, this estimate leads to
(8.11)
∣∣[u,w]∣∣ ≤ (2π)1/2C‖u0‖0
∫
R
‖w(·, t)‖20,sdt
1/2 .
The estimate (8.11) was obtained under the condition (8.8), and by closure it holds
for all w(x, t) ∈ L2(Rt,ΥsZ).
Now note that v(x, t) = (1 + |x|2) s2w(x, t) ∈ L2(Rt,ΥZ).
The estimate (8.11) can be rewritten as
(8.12)∣∣[(1+ |x|2)− s2u, v]∣∣ ≤ (2π)1/2C‖u0‖0
∫
R
‖v(·, t)‖20dt
1/2 , ∀ v(·, t) ∈ L2(Rt,ΥZ),
which clearly entails (8.6).

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Corollary 8.3. Assume that L0,hom is uniformly propagative (Definition 5.3). Let
s > 12 , and let u(x, t) be the solution to (8.1)-(8.2)-(8.3).
Then there exists a constant C = Cs,n > 0, such that
(8.13)
∫
R
∫
Rn
(1 + |x|2)−s|u(x, t)|2dxdt ≤ C‖u0‖20.
Proof. In this case by definition Z = ∅ so that uZ(x, t) = (1 + |x|2)− s2u(x, t) in
Theorem 8.1. 
Remark 8.4. Note that if Conjecture 5.11 is shown to be true, then ΥZ = L2(Rn,CK)
and uZ = (1 + |x|2)− s2u(x, t) for any strongly propagative system.
The result in Theorem 8.1 involved the “projected” function uZ because we let
the initial function u0 be any function in L2(Rn,CK). However, if we restrict the
support of u0 away from Z we can get an improved estimate , but with a constant
that depends on the support of u0 as follows.
Theorem 8.5. Assume that L0,hom is strongly propagative. Let s >
1
2 , and let
u(x, t) be the solution to (8.1)-(8.2)-(8.3). Let K ⋐ Rn \ Z be a compact set and
assume further that supp[û0] ⊆ K.
Then there exists a constant C = Cs,n,K > 0 such that
(8.14)
∫
R
∫
Rn
(1 + |x|2)−s|u(x, t)|2dxdt ≤ C‖u0‖20.
Proof. We repeat the proof of Theorem 8.1. However instead of (8.8) we take any
ŵ(ξ, t) ∈ C∞0 ((Rn+1,CK). Now let χ(ξ) ∈ C∞0 (Rn \Z) so that χ ≡ 1 on a compact
neighborhood of K. Define ŵ1(ξ, t) = χ(ξ)ŵ(ξ, t) and let w1(x, t) be the inverse
Fourier transform. Clearly w1(x, t) ∈ L2(Rt,ΥsZ) and with the notation of (8.9) we
have
[u,w1] = [u,w].
The proof now proceeds as before and is completed by noting that with a constant
C = Cs,n,K > 0
‖w1(·, t)‖0,s ≤ C‖w(·, t)‖0,s, t ∈ R.

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