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Abstract
The main result of this paper is the following: if A = (aij ) is an inverse M-matrix, A(k) =
(ak
ij
) denotes the kth Hadamard power of A, then A(k) is an inverse M-matrix for any positive
integer k > 1. In the case k = 2, this settles a conjecture of Neumann [Linear Algebra Appl.
285 (1998) 278] affirmatively.
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1. Introduction
All matrices considered in this paper are real. A matrix is called nonnegative if
every entry is nonnegative. For two m × n matrices A = (aij ) and B = (bij ), A  B
means that A − B is nonnegative, the Hadamard product of A ◦ B is defined and
denoted by A ◦ B = (aij bij ). For α  0, we write A(α) = (aαij ) for the αth Hadam-
ard power of the matrix A.
For a positive integer n, let N = {1, 2, . . . , n} throughout. To avoid triviality, we
always assume that n > 1.
Given an n × n matrix A, for nonempty index set α, β ⊆ N , we denote by A(α, β)
that submatrix of A lying in the rows indicated by α and the columns indicated by
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β; the principal submatrix A(α, α) is abbreviated to A(α), and for brevity A(α, {i})
and A({i}, α) are denoted by A(α, i) and A(i, α) respectively.
Let A be an n × n matrix. A is called a Z-matrix if all of whose off-diagonal
entries are nonpositive; A is called an M-matrix if A is a Z-matrix and A−1  0;
A is called an inverse M-matrix if A−1 is an M-matrix. It is well known that an
inverse M-matrix is nonnegative. It follows that a nonsingular nonnegative matrix is
an inverse M-matrix if and only if its inverse is a Z-matrix. We shall make frequent
use of this observation.
In [1, p. 278], Neumann conjectured a property concerning the Hadamard product
of inverse M-matrices as follows:
If A is an n × n matrix which is an inverse of an M-matrix, then A ◦ A is an
inverse of an M-matrix.
It is known, via an example due to Johnson, Markham, and Neumann (see [2]),
that the more general conjecture, that if A and B are inverse M-matrices of the same
size, then A ◦ B is an inverse M-matrix, is false. Neumann [1] has showed that the
conjecture is true for several well-known classes of inverse M-matrices.
In this paper, we obtain a special property concerning the Hadamard powers of
inverse M-matrices:
If A is an n × n inverse M-matrix, then A(k) is an inverse M-matrix for any
positive integer k > 1.
When k = 2, this shows that the conjecture of Neumann is valid.
2. Main results
Basic for our purpose is the following simple facts, we will use later.
Lemma 2.1. Let A be an n × n inverse M-matrix. Then:
(a) All principal minors of A are positive.
(b) Each principal submatrix of A is an inverse M-matrix.
(c) For any permutation matrix P of order n, PAP T is an inverse M-matrix.
(d) For any nonempty proper subset α of N,A(α)−1A(α, αc)  0, A(αc, α)
A(α)−1  0, where αc = N\α.
Proof. The conclusions (a) and (b) can be found in [3]; the assertion (d) can be
found in [4, p. 254], and the result (c) is obvious. 
Lemma 2.2
(a) If A is an n × n inverse M-matrix, then adj A (the adjoint of A) is a Z-matrix.
(b) Let A = (aij ) be an n × n nonnegative matrix, n  3. Then the following condi-
tions are equivalent:
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(i) Each principal minor of A of order 2 is nonnegative, and adj B is a Z-matrix
for any principal submatrix B of A of order 3.
(ii)
aikakj  akkaij for all i, j, k in N. (1)
Proof. (a) If A is an inverse M-matrix, then det A > 0, by Lemma 2.1(a). Since
A−1 = 1det Aadj A is an M-matrix, thus adj A is a Z-matrix.(b) (ii) ⇒ (i): This is nearly trivial; (i) ⇒ (ii): Suppose the condition (i) holds
∀i, j, k ∈ N , we distinguish the following two cases:
Case 1: (i − j)(j − k)(k − i) = 0. Since all principal minors of A of order 2 are
nonnegative, it is easy to check that (1) holds in this case.
Case 2: (i − j)(j − k)(k − i) /= 0. We set
B =

aii aij aikaji ajj ajk
aki akj akk

 .
By our assumption, there exists a permutation matrix P of order 3 such that
adj(P TBP) is a Z-matrix. Since adj(P TBP) = (adj P)(adj B)(adj P T) =
(det P)P−1(adj B)(P T)−1 det P T = P T(adj B)P , adj B = P [adj(P TBP)]P T is also
a Z-matrix. This yields that the (1, 2)th entry of adj B is nonpositive, namely,
−(aij akk − aikakj )  0, therefore, aikakj  akkaij . The condition (ii) holds. This
completes the proof. 
Given an n × n nonnegative matrix A = (aij ), n  3. It is known that the inequal-
ity (1) is necessary for A to be an inverse M-matrix [5, Theorem 1]. But if the
inequality (1) holds, we cannot imply that A is an inverse M-matrix, as can be
illustrated by the following matrix: A = (aij ) with aij = 1 for all i, j in N . Thus
Lemma 2.2(b) represents an improvement of Willoughby’s observation. It will be
used to prove our Theorem 2.4.
Lemma 2.3. Let A be an inverse M-matrix of order n, whose columns are denoted
by α1, α2, . . . , αn. Then for any x = (x1, x2, . . . , xn)T, the functions
f (x) = det(α1, α2, . . . , αn−1, x) and g(x) = det(x, α2, . . . , αn−1, αn)
have the following properties:
(a) If x = (x1, x2, . . . , xn)T  y = (y1, y2, . . . , yn)T, and xn = yn, then f (x) f (y).
(b) If x = (x1, x2, . . . , xn)T  y = (y1, y2, . . . , yn)T, and x1 = y1, then g(x) g(y).
Proof. Using Lemma 2.2(a), adj A  (bij ) is a Z-matrix. Observe that bij  0
(∀i, j ∈ N, i /= j ), we have
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(a) If xn = yn, x = (x1, x2, . . . , xn)T  y = (y1, y2, . . . , yn)T, then
f (x) =
n−1∑
i=1
xibni + xnbnn 
n−1∑
i=1
yibni + ynbnn = f (y).
(b) If x1 = y1, x = (x1, x2, . . . , xn)T  y = (y1, y2, . . . , yn)T, then
g(x) =
n∑
i=2
xib1i + x1b11 
n∑
i=2
yib1i + y1b11 = g(y). 
Now we provide a new sufficient and necessary condition for a square nonnega-
tive matrix to be an inverse M-matrix as follows.
Theorem 2.4. Let A = (aij ) be an n × n nonnegative matrix, n  3. Then the fol-
lowing statements are equivalent:
(a) A is an inverse M-matrix.
(b) adj A is a Z-matrix, and each proper principal submatrix of A is an inverse
M-matrix.
Proof. In view of Lemma 2.1(b) and Lemma 2.2(a), it suffices to show that (b)
implies (a). Indeed, if (b) holds, then using Lemma 2.2(b), we know that
aikakj  akkaij (∀i, j, k ∈ N).
Put δ = N\{1, n}, and let A be partitioned as
A =

 a11 A(1, δ) a1nA(δ, 1) A(δ) A(δ, n)
an1 A(n, δ) ann

 .
Let adj A  (bij ). Since adj A is a Z-matrix, we have
b1n = (−1)n+1 det
(
A(1, δ) a1n
A(δ) A(δ, n)
)
= − det
(
a1n A(1, δ)
A(δ, n) A(δ)
)
 0,
bn1 = (−1)1+n det
(
A(δ, 1) A(δ)
an1 A(n, δ)
)
= − det
(
A(δ) A(δ, 1)
A(n, δ) an1
)
 0.
Hence
det
(
a1n A(1, δ)
A(δ, n) A(δ)
)
 0, det
(
A(δ) A(δ, 1)
A(n, δ) an1
)
 0.
Since ai1a1n  a11ain, ainan1  annai1 (∀i ∈ δ), we obtain
a1nA(δ, 1)  a11A(δ, n), an1A(δ, n)  annA(δ, 1).
Observe that each principal submatrix of A of order n − 1 is an inverse M-matrix,
according to Lemma 2.3, we deduce that
S. Chen / Linear Algebra and its Applications 381 (2004) 53–60 57
a1n det
(
a11 A(1, δ)
A(δ, 1) A(δ)
)
= det
(
a11a1n A(1, δ)
a1nA(δ, 1) A(δ)
)
 det
(
a11a1n A(1, δ)
a11A(δ, n) A(δ)
)
= a11 det
(
a1n A(1, δ)
A(δ, n) A(δ)
)
 0,
an1 det
(
A(δ) A(δ, n)
A(n, δ) ann
)
= det
(
A(δ) an1A(δ, n)
A(n, δ) an1ann
)
 det
(
A(δ) annA(δ, 1)
A(n, δ) annan1
)
= ann det
(
A(δ) A(δ, 1)
A(n, δ) an1
)
 0.
By above obtained inequalities, we infer that
det
(
A(1, δ) a1n
A(δ) A(δ, n)
)
det
(
A(δ, 1) A(δ)
an1 A(n, δ)
)
= (−1)n−2 det
(
a1n A(1, δ)
A(δ, n) A(δ)
)
(−1)n−2 det
(
A(δ) A(δ, 1)
A(n, δ) an1
)
= 1
a11ann
· a11 det
(
a1n A(1, δ)
A(δ, n) A(δ)
)
ann det
(
A(δ) A(δ, 1)
A(n, δ) an1
)
 a1nan1
a11ann
det
(
a11 A(1, δ)
A(δ, 1) A(δ)
)
det
(
A(δ) A(δ, n)
A(n, δ) ann
)
.
Applying Eq. (1.5) of [4], it follows that
det A det A(δ) = det
(
a11 A(1, δ)
A(δ, 1) A(δ)
)
det
(
A(δ) A(δ, n)
A(n, δ) ann
)
− det
(
A(1, δ) a1n
A(δ) A(δ, n)
)
det
(
A(δ, 1) A(δ)
an1 A(n, δ)
)

(
1 − a1nan1
a11ann
)
det
(
a11 A(1, δ)
A(δ, 1) A(δ)
)
× det
(
A(δ) A(δ, n)
A(n, δ) ann
)
> 0 (by our assumption and Lemma 2.1(a))
Consequently, det A > 0. Since adj A is a Z-matrix, and A−1 = 1det Aadj A, then A−1
is a Z-matrix. The proof is completed. 
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Given a nonnegative matrix A = (aij ) of order 3. By examining the known proof
of Theorem 1 of [5] carefully, we know that A is an inverse M-matrix if and only if
the following conditions are satisfied for (i, j, k) any permutation of (1,2,3):
(i) aii > 0;
(ii) aikakj  akkaij ;
(iii) aiiakk > aikaki .
When n = 3, it is not difficult to see that above-mentioned conditions are equiva-
lent to the condition (b) of Theorem 2.4. Thus Theorem 2.4 denotes a generalization
of Willoughby’s result. To prove our main result Theorem 2.6, we must apply this
criterion.
Lemma 2.5. Let A = (aij ) be an n × n inverse M-matrix, whose columns are de-
noted by α1, α2, . . . , αn. For any positive integer k > 1, if A(k) is an inverse M-
matrix, then for all i1, i2, . . . , ik in N,
(i1, i2, . . . , ik) = det
(
α
(k)
1 , α
(k)
2 , . . . , α
(k)
n−1, αi1 ◦ αi2 ◦ · · · ◦ αik
)
 0.
Proof. When n = 2, since a11a2i  a21a1i  0 (i = 1, 2), we have
(i1, i2, . . . , ik) = det
(
ak11 a1i1a1i2 · · · a1ik
ak21 a2i1a2i2 · · · a2ik
)
= (a11a2i1)(a11a2i2) · · · (a11a2ik )
− (a21a1i1)(a21a1i2) · · · (a21a1ik )
 0 (∀i1, i2, . . . , ik ∈ N).
Below we assume that n  3, ∀i1, i2, . . . , ik ∈ N , we define
B 
(
α
(k)
1 , α
(k)
2 , . . . , α
(k)
n−1, αi1 ◦ αi2 ◦ · · · ◦ αik
)
 (bij ).
We consider two possibilities as follows:
Case 1: ani1ani2 · · · anik = 0 (1  i1, i2, . . . , ik  n)
Let Sn be the set of all permutations of N . For all σ ∈ Sn, we claim that
b1σ(1)b2σ(2) · · · bnσ(n) = 0. (2)
In fact, if σ(n) = n, then bnσ(n) = ani1ani2 · · · anik = 0, thus (2) holds.
If σ(n) /= n, we take s1 = n, and let r = min{t : σ t (n) = n, t ∈ N}, then r > 1,
and form an r-cycle: σ(s1) = s2, . . . , σ (sr−1) = sr , σ(sr ) = s1.
Applying the inequality (1), repeatedly, we deduce that
bs1s2 · · · bsr−1sr bsr s1 = aks1s2 · · · aksr−1sr (asr i1asr i2 · · · asr ik )
= (as1s2 · · · asr−1sr asr i1)(as1s2 · · · asr−1sr asr i2)
× · · · (as1s2 · · · asr−1sr asr ik )
 (as2s2 · · · asr sr )k(as1i1as1i2 · · · as1ik ) = 0.
S. Chen / Linear Algebra and its Applications 381 (2004) 53–60 59
By our assumption, this implies that bs1s2 · · · bsr−1sr bsr s1 = 0.
Because σ is a product of some disjoint cycles, this means that (2) holds. More-
over, this gives rise to
(i1, i2, . . . , ik) = det B =
∑
σ∈sn
sgn(σ )b1σ(1)b2σ(2) · · · bnσ(n) = 0.
Case 2: ani1ani2 · · · anik /= 0 (1  i1, i2, . . . , ik  n)
We put
c1 = ani1ani2 · · · anik
akni1
, c2 = ani1ani2 · · · anik
akni2
, . . . , ck = ani1ani2 · · · anik
aknik
.
Applying the inequality of the arithmetic and geometric means, we have
1
k
(
c1a
k
li1
+ c2akli2 + · · · + ckaklik
)
 ali1ali2 · · · alik (∀l ∈ N)
with equality for l = n. So αi1 ◦ αi2 ◦ · · · ◦ αik  c1k α(k)i1 + c2k α
(k)
i2
+ · · · + ck
k
α
(k)
ik
.
Observe that A(k) is an inverse M-matrix, by Lemma 2.1(a), det(α(k)1 , α(k)2 , . . . ,
α
(k)
n ) > 0. According to Lemma 2.3, we infer that
(i1, i2, . . . , ik)det
(
α
(k)
1 , . . . , α
(k)
n−1,
c1
k
α
(k)
i1
+ c2
k
α
(k)
i2
+ · · · + ck
k
α
(k)
ik
)
=
k∑
t=1
ct
k
det
(
α
(k)
1 , . . . , α
(k)
n−1, α
(k)
it
)
 0. 
We now turn to prove the main result.
Theorem 2.6. If A is an inverse M-matrix of order n, then A(k) is an inverse M-
matrix for any positive integer k > 1.
Proof. We proceed by induction on n. It is not difficult to verify that our assertion
is true for n = 2.
Now we assume that n  3, and the assertion is true for all inverse M-matrices of
size at most n − 1.
Let bij denote the (i, j)th entry of adj A(k), then it is easy to see that
bij = − det
( [A(σ)](k) [A(σ, j)](k)
[A(i, σ )](k) akij
)
,
where i, j ∈ N , i /= j , σ = N\{i, j}. Define
B =
(
A(σ) A(σ, i) A(σ, j)
A(i, σ ) aii aij
)
,
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and let β1, β2, . . . , βn−1, βn be the columns of B. By Lemma 2.1(c), the matrix
H =

 A(σ) A(σ, i) A(σ, j)A(i, σ ) aii aij
A(j, σ ) aji ajj


is an inverse M-matrix.
In view of Lemma 2.1(d), we have (β1, β2, . . . , βn−1)−1βn = (x1, x2, . . . ,
xn−1)T  0, thus, βn = ∑n−1i=1 xiβi , and hence
β(k)n =

n−1∑
i1=1
xi1βi1

 ◦

n−1∑
i2=1
xi2βi2

 ◦ · · · ◦

n−1∑
ik=1
xikβik


=
∑
1i1,i2,...,ikn−1
xi1xi2 · · · xik (βi1 ◦ βi2 · · · ◦ βik ). (3)
By the induction hypothesis, we know that each proper principal submatrix of
H(k) is an inverse M-matrix. In particular, the matrix (β(k)1 , β
(k)
2 , . . . , β
(k)
n−2, β
(k)
n−1) is
an inverse M-matrix of order n − 1. Using Eq. (3), we deduce that
bij = − det
(
β
(k)
1 , β
(k)
2 , . . . , β
(k)
n−2, β
(k)
n
)
= −
∑
1i1,i2,...,ikn−1
xi1xi2 · · · xik det
(
β
(k)
1 , β
(k)
2 , . . . , β
(k)
n−2, βi1 ◦ βi2 ◦ · · · ◦ βik
)
 0 (by Lemma 2.5)
whence adj A(k) is a Z-matrix. Finally, Theorem 2.4 ensures that A(k) is an inverse
M-matrix, and the result follows. 
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