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i⟨ABSTRACT⟩
Neuro-inspired Quantum Algorithms via Adiabatic Hamiltonian
Evolution and its Hardware Design
Yoshihiro Osakabe
Upon the request of large-scale and high-speed information processing, the realization of a quantum
computer is worthwhile because of its inherent parallel computing characteristic achieved using super-
position states. In fact, D-wave Systems Inc. has developed a quantum processor, which is based on the
quantum annealing scheme and composed of 2048 qubits, and Google and IBM also provide quantum
processors, which are based on the quantum logic gate models and composed of 20–50 qubits. How-
ever, a larger system is necessary for practical applications, thus qubit application of high temperature
superconductor is required to be studied. On the other hand, the development of new algorithms is
still necessary for practical problems though a few number of powerful quantum algorithms have been
proposed. Regardless of quantum logic gate models and adiabatic quantum schemes, establishing an
efficient algorithm acquiring method is an important issue. Taking this background into consideration,
this study proposes a method to construct Hamiltonian for adiabatic quantum computation by learning,
which is based on the analogy between neuron-neuron interaction in brain computing and qubit-qubit
interaction in quantum computation, and investigates its effectiveness and hardware implementation.
Chapter 1 is an introduction. In addition to the related preceding researches, the background and the
purpose of this study are described.
In chapter 2, at first the basic theory of adiabatic Hamiltonian evolution and the method of converting
the synaptic coupling matrix of a neural network to a Hamiltonian for adiabatic quantum computation
are described. Then, the method to realize associative memory via adiabatic Hamiltonian evolution by
imitating neural computing techniques is proposed. The neural associative memory model is realized by
utilizing the autocorrelation matrix of memory target patterns in place of synaptic coupling matrix of
a neural network. By converting this autocorrelation matrix, we succeeded in obtaining a Hamiltonian
for adiabatic quantum computation whose ground states are the superposition states of all memory
target patterns. It was revealed that 2N−1 patterns, which is the theoretical maximum, can be certainly
memorized where N is the number of qubits. The memory capacity of a neural associative memory
is assumed to be about 0.14n where n is the number of neurons and it indicates that the quantum
parallelism is advantageous for multiple pattern memorization. However, since the quantum associative
memory stores multiple patterns as a superposition state, all memorized patterns are recalled with equal
probability and thus it is difficult to recall the pattern which is the closest to a key pattern. Therefore,
this study proposes a method of applying local biases to several qubits in order to partially fix some qubit
states according to a key pattern. By the numerical simulation with 4-qubit networks, the probability
of retrieving the correct patterns is 72.3%, averaging the results of the number of different memory
patterns. These results mean that it is possible to retrieve a desired pattern with high probability by
modulating the potential of associative memory with local biases where there are many global minimums
corresponding to memory patterns.
In chapter 3, a learning method of acquiring Hamiltonian for adiabatic quantum computation, which
is given by converting the autocorrelation matrix in chapter 2, is investigated. Inspired by the learning
rules of Boltzmann machine, the quantum versions of Hebb and anti-Hebb learning rules to update
the interaction strengths between qubits are proposed. The numerical simulation results show that
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the proposed learning method works properly. When a Hamiltonian obtained by learning is applied
to the quantum associative memory proposed in chapter 2, it is confirmed that the desired patterns
are memorized successfully. However, the performance depends on ε, which is the ratio of the anti-
Hebbian learning rate to the Hebbian learning rate, and an appropriate value has to be assigned to this
variable to achieve the best results. Examination of the correct pattern recall probability of quantum
associative memory indicates that the retrieval performance improves by about 7% compared to the
quantum associative memory in chapter 2. This means that it is possible to optimize a Hamiltonian
for adiabatic quantum computation by learning, which is an important achievement for automatically
acquiring new quantum algorithms.
In chapter 4, the hardware design for adiabatic quantum computation inspired by neural computation
is discussed. This study verifies the implementation method using superconducting charge qubits coupled
with Josephson junctions. The numerical simulation shows that the inhibitory or excitatory coupling
between two qubits is realized when the ratio EJC/EJ is larger or smaller than about 1.44, respectively,
where the Josephson energy EJ of the Josephson junction composing a charge qubit and the Josephson
energy EJC of the Josephson junction composing the coupler. As a result of evaluating the associative
memory performance when EJC is optimized according to the quantum Hebb and anti-Hebb learning
rules. It is found that quantum learning method acquires associative memory function as well as the
theoretical model indicated in chapter 3. This is an important achievement in the development of
quantum computing hardware.
In chapter 5, the characteristics of macroscopic quantum tunneling in series array of Josephson junc-
tions are studied. In adiabatic quantum computation, the larger energy gap between the ground state and
the first excited state contributes to the reduction of the calculation time. Therefore, for a larger-scale
quantum computing system, materials with large energy gap such as high temperature superconductors
should be applied to qubits. The intrinsic Josephson junctions (IJJs) of Bi2212 is known that the tem-
perature at which quantum coherence appears is about one order of magnitude higher and the energy
gap is larger than that of low temperature superconductors. Since the IJJs have a minute stacked struc-
ture, it is difficult to process into a single junction and it must be handled as a series array of junctions.
However, the quantum characteristics of a series array of Josephson junctions such as IJJs contain many
unexplained phenomena. In this research, the macroscopic quantum tunneling characteristics, which is
considered important for qubit applications, is experimentally investigated to elucidate the mechanism
of tunneling frequency change depending on the number of junctions. Experiments using metallic su-
perconductors show that the tunneling frequency of the series junctions in which normal conductor is
inserted between junctions decreases along with the increasing number of junctions, whereas the tun-
neling frequency of the series junctions which do not contain normal conductors increases. This result
suggests that quantum coherence between junctions affect tunneling frequency, which is an important
finding for elucidating the collective dynamics of the series Josephson junctions and for implementing
adiabatic quantum computing hardware using them.
Chapter 6 is a conclusion. The issues that were focused on, the solution to that problems, the obtained
results and the relationship with the other previous researches are summarized, and the future prospects
are mentioned.
In summary, this paper proposes a quantum learning algorithm via adiabatic Hamiltonian evolution
inspired by neural network, clarifies its effectiveness and validity by the numerical simulations, and also
shows its hardware design. It can be expected that it will bring an important knowledge for practical
application of quantum computation.
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Box, SCB) [9] として超伝導集積回路による量子ビットの開発と動作実証を成功させたのを皮切り















































本節では、佐藤らにより提案されたニューロ様断熱的量子計算 (Neuromorphic Adiabatic Quantum
Computation, NAQC) [14] について説明する。この NAQC は、本研究で提案する量子連想記憶
アルゴリズムの基盤となるものである。NAQC 自体は、Farhi らにより提案された断熱的量子計
算 (Adiabatic Quantum Computation, AQC) [5] の拡張として考案されたものであり、AQC も
NAQCも組合せ最適化問題を解くための計算手法である。
2.1.1 組合せ最適化問題を解く – 関数の最小値探索問題
序論で述べた通り、組合せ最適化問題は現行のノイマン型計算機が原理的に不得手とする問題の一
つであり、ある制約条件下での最適な配置や順序を求める問題のことを指す。数学的には、
与えられた実数値 (または整数値関数) f : A→ R について
x0 ∈ A : ∀x ∈ A, f(x0) ≤ f(x)なる x0を求めよ
という問題に帰着させることができる。この時の関数 f は目的関数と呼ばれ、目的関数を最小（ある
いは最大）にする解が最適解である。すなわち、解空間（取りうる解の集合）の中から最適解（複数存











ができる。ニューロンの出力 oi は、oi ∈ {−1,+1}または oi ∈ {0, 1}で定義される二値を取り、神
経細胞の発火・非発火状態と対応している。ただし、ここで iはニューロンのインデックスを表す。
ニューロン同士の結合は荷重値 wij として表され、wij の絶対値は結合強度を、wij の符号は興奮性
と抑制性結合を、それぞれ意味する。結合が対称な (wij = wji が成り立つ)場合、ネットワークに対



































るために HF で表している。中辺第二項は量子トンネリングを表す項で Ht と表す。これをさらに詳
しく書き下すと右辺となる。ここで、Jij は i番目と j 番目のスピン間の近接作用 (相互作用)を表し


















2001年、Farhiらによって断熱的量子計算 (Adiabatic Quantum Computation, AQC) [5]が提案
された。これは QA とは独立に提案されたものであるが、現在では同等のものとして考えられてい
る。QAが量子ゆらぎを制御しながらイジングハミルトニアンの基底状態を計算するものだったのに
対し、AQCは量子断熱定理 [15]に基づき基底状態をたどる問題として定式化され、有限時間 T です
べての計算過程が終了する。AQCにおいて、ハミルトニアンは次のように変化する。
H(τ) = (1−A(τ))HI +A(τ)HF (2.3)
ここで A(τ)はハミルトニアンの変化速度を決めるパラメータで、時間発展とともに 0から 1へと変
化する増加関数である。HI は初期ハミルトニアンで、その基底状態ではすべての可能な解が重ね合
わさっている。HF は最終ハミルトニアンと呼ばれ、これが解きたい問題と対応し目的関数の役割を
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基底とし、番号付けを行っておく。
|z⟩ = |xN ⟩ ⊗ · · ·⊗ |x2⟩ ⊗ |x1⟩ = |xN · · ·x2x1⟩ (2.5)
量子断熱定理 [15]により、十分大きな tmax を選べば変化は断熱的となり、初期状態から終状態への
変化の間、系は基底状態を外れることがない。すなわち、全ての解を含んだ初期状態から出発し、各







佐藤らは AQC の問題点を解消すべく、ニューロ様断熱的量子計算 (Neuromorphic Adiabatic


























ただし、λは定数で、I(2N ) は 2N × 2N 次元の単位行列である。i番目と j 番目の量子ビット間に作







(I(2) ⊗ · · ·
i-th︷ ︸︸ ︷
⊗a⊗ · · ·
j-th︷ ︸︸ ︷
⊗a⊗ · · · ⊗ I(2)) (wij > 0)
O(2) (wij = 0)
(I(2) ⊗ · · ·
i-th︷ ︸︸ ︷
⊗a⊗ · · ·
j-th︷ ︸︸ ︷
⊗a†⊗ · · · ⊗ I(2)) (wij < 0)
(2.7)
ここで a† と aはそれぞれフェルミオンの生成消滅演算子であり、O(2) は 2× 2次元の零行列である。
こうして作られたニューロ様ハミルトニアンは、興奮性 (wij > 0)・抑制性 (wij < 0)両方の相互作
用をその基底状態でたしかに実現している。2量子ビットの場合の対応例を Table 2.1に示す。先行
研究では、Hopfieldニューラルネットワークの荷重値を変換したこの HNI を HF として用いること
により、組合せ最適化問題の一つである N -Queen問題を解くことに成功している [14, 16, 17]。
Table 2.1 2量子ビットの場合における、荷重値とニューロ様ハミルトニアンの対応。
相関 無し 興奮性 抑制性
荷重値 wij = 0 wij > 0 wij < 0
HNI
⎡⎢⎢⎢⎢⎣
λ 0 0 0
0 λ 0 0
0 0 λ 0
0 0 0 λ
⎤⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎣
λ 0 0 0
0 λ |wij | 0
0 |wij | λ 0
0 0 0 λ
⎤⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎣
λ 0 0 |wij |
0 λ 0 0
0 0 λ 0
|wij | 0 0 λ
⎤⎥⎥⎥⎥⎦
基底状態 |00⟩ , |01⟩ , |10⟩ , |11⟩ |00⟩ − |11⟩ |01⟩ − |10⟩





















よる古典的 AM(Classical Associative Mamory, C-AM)と区別するために、本論文中では量子連想



































N ビットの量子ビットネットワークにM 個のパターンセット S を記銘することを考える。記銘パ
ターンはN 次元のベクトルであり、要素はランダムに ±1を取るものとする。いま、このベクトルを
ξµ = (x1, x2, · · · , xN )T と書くことにする。ただし µはパターンのインデックスであり、1 ≤ µ ≤M
の範囲の整数値をとる。C-AMと同様、Q-AMもビット反転パターンを同一のものとして記憶する。
以下では、記銘パターンとその反転パターンをそれぞれ ξµ と ξµ として書くことにする。なぜ C-AM
と違って両者を区別するのかというと、本研究では局所外場の印加により想起まで含めると両者を区














ここで I(N) は N × N 次元の単位行列である。よって、記銘のためのニューロ様ハミルトニアン
HNImem は式 (2.6)–(2.7)に従ってWAC を変換することにより得ることができる。











この実験では 2 ≤ N ≤ 6の範囲で取りうる全ての S について調べた。その平均値 ⟨PNItotal⟩について、
横軸を記銘パターン数M とした時の結果を Fig. 2.2に示す。すでに述べた通り、荷重値行列W の
対称性によって Q-AMは ξµ も覚えてしまう。ここでは ξµ の観測確率の合計値のみを計算している
ため、PNItotal の最大値は 0.5である。Fig. 2.2を見てみると、N が 2–5の範囲ではM の増大に伴っ
て ⟨PNItotal⟩はその最大値である 0.5に漸近していることがわかる。C-AMとの類推で考えると、この
M 依存性は一見奇妙に思える。C-AMの場合は記憶容量Mcap はおおよそ 0.14N 程度と見積もられ
ている [18] からだ。このMcap は N が小さすぎる場合には該当しないが、明らかに Q-AM の傾向
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性には Q-AMの量子力学的効果に由来する特徴が分かりやすく表れていると言える。また、N = 6
については数値計算を行なっているマシンのメモリ容量 (128GB)の制約からM = 15までしか求め
られていないが、概ね同様の傾向であると言える。以上の結果から、HNImem は S の全パターンを基底
状態に記憶していることが確かめられた。
Q-AMの想起は、式 (2.3)の最終ハミルトニアン HF として HNImem を使うことにより実現される。
従って、ハミルトニアンの断熱変化は次の通り書ける。






ここで、Hfix は第 2.2 節で説明した局所外場に相当する項であり、Afix は外場の強度を決めるパラ
メータである。本研究における数値シミュレーションでは、時間発展を決める因子 A(τ)は線形な増
加関数として τ/τmax を用いることにする。
想起にあたり、まずは想起対象であるターゲットパターン ξ′µ を S の中から選ぶ。そして、どの
Fig.2.2 HNImem の基底状態における、全記銘パターンの観測確率の合計値 ( ⟨PNItotal⟩)
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ビットに外場を印加し固定するか (あるいは、どのビットに外場を印加せず固定しないか)を定め、連
想キーパターン ξkey を定義する。なお、本論文では固定する量子ビットを ‘固定量子ビット (fixed
qubit)’、固定しない量子ビットを ‘非固定量子ビット (unfixed qubit)’と称する。従って、±1の要素
を持つオリジナルのベクトル ξ′µ に対し、ξkey は unknownな (値が 0な)要素をもつ 3値のベクトル
ということになる。この ξkey をもとに、外場は次のハミルトニアン Hfix として与えられる。
Hfix = (κ1 ⊗ I(2) ⊗ · · · I(2) + I(2) ⊗ κ2 ⊗ · · · I(2)




+σz (if xi is +1)
I(2) (if xi is unfixed)
−σz (if xi is −1)
(2.12)
ただし、σz はパウリのスピン行列の z 成分である。よって、この Q-AMにおける想起プロセスとは、
Hfix によって与えられた情報をもとに、HNImem の基底状態の中から ξ′µ と対応する量子状態を探し出
すプロセスであると言い換えられる。
また、量子ビットネットワークの時間発展は時刻を tとして
|Ψ(t+∆t)⟩ = U(∆t) |Ψ(t)⟩ = e− i{H(t)+∆H}∆t! |Ψ(t)⟩ (2.13)








H(t) = (HISmem +AfixHfix) + Γ(t)Ht (2.14)
すなわち、ニューロ様ハミルトニアンに基づく HNImem に代えて、イジングハミルトニアンに基づく











第 2 章 量子連想記憶
– ニューロ様ハミルトニアンによる記憶・想起の実現
に S 中の記銘パターンがすべて含まれていることは明らかであり、先ほどと同様に P IStotal を調べたな
ら常に最大値 0.5を取ることは確実である。なお、式 (2.14)に示す通り想起は NAQCタイプになら
い HISmem に Hfix を加えることによって実現し、系の時間発展も式 (2.13)に従う。
2.3.3 量子連想記憶の手続きのまとめ
本節では、第 2.3.1節と第 2.3.2節で説明した Q-AMの手続きについてまとめる。
記憶プロセス
1. 記銘パターン ξµ の集合 S を用意する。
2. 自己相関行列WAC を式 (2.8)に従って計算する。
3. 記憶のためのハミルトニアン Hmem を求める。NAQC タイプの場合は、WAC を式 (2.6) と
(2.7)に従って変換して得る。QAタイプの場合は式 (2.15)に従って用意する。
想起プロセス
1. S の中から想起ターゲットパターン ξ′µ を選ぶ。
2. 固定/非固定量子ビットを決め、連想キー ξkey を用意する。
3. 連想キー ξkey に応じて、式 (2.11)に従い Hfix を得る。




レーションのセットアップは、⟨PNItotal⟩ を求めた第 2.3.1 節の実験と概ね同じである。ただし、時間
発展のパラメータは τmax = 3000とした。∆H の要素の大きさはオーダーで O(10−2)程度であり、
これは Hmem と Hfix の要素の大きさ (O(100)程度)に比べて十分に小さい。最終時刻において、量
子ビットネットワークの量子状態 |Ψ(τmax)⟩を求め、ξ′µ と対応する状態の観測確率、すなわち想起確
率 Pret を求める。取りうるすべての S、つまり 24 のパターンからM 個を選ぶ組み合わせ全てにつ
いて各 ξ′µ の想起確率 Pret を調べ、その平均値 ⟨Pret⟩を算出する。
2.4.1 NAQCタイプ Q-AMの想起性能
まず、ニューロ様ハミルトニアン HNImem を用いた NAQCタイプの Q-AMについての結果を見て
みよう。横軸を記銘パターン数M とした場合の平均想起確率 ⟨PNIret⟩を Fig. 2.3に示す。連想キーに
おける unknownなビットの数、すなわち非固定量子ビット (unfixed qubit)の数によってグラフを
分けており、Fig. 2.3 (a)は 1個の非固定量子ビット、Fig. 2.3 (b)は 2個の非固定量子ビットをもつ
連想キーを与えた場合の想起結果である。Fig. 2.3 (a)と (b)を比較すると、非固定量子ビット数の
2.4量子連想記憶の性能 15






場の強さを表す因子 Afix の値を表しており、Afix を大きくするに従って ⟨PNIret⟩は向上していること
が分かる。ただし、Afix は大きくすれば良いというものではく、今回のケースでは Afix ≥ 10の領域
で ⟨PNIret⟩は飽和した。また、Afix = 0のケースは Hfix を与えない、つまり連想キーを付与していな
いということを意味している。従って、Q-AMが反転パターン ξµ も同時に覚えてしまうことを考慮
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場の強さ Afix 依存性、(3)記銘パターン数M 依存性の 3つについて、その傾向に大きな違いはない。
ただし、QA タイプの場合、Afix = 0 の平均想起確率は、ランダム選択の確率とまったく等しくな
り、1/2M と一致する。これは NAQCタイプとの大きな違いと言える。ニューロ様ハミルトニアンと
異なってイジングハミルトニアンは古典的なハミルトニアンであるから偽パターンが記憶されるとい
うことはなく、こうした違いの要因となっている。Afix を大きくしてもどこかで ⟨P ISret⟩が飽和すると
いう現象も NAQCタイプで見られたものと同じであり、本実験では Afix ≥ 0.1の領域で飽和した。
では、NAQC、QA の別を問わずなぜ ⟨Pret⟩ にこうした上限値が存在するのか、ということにつ
いて考察していこう。何度も述べている通り、Q-AMはオリジナルの記銘パターン ξµ とその反転パ
ターン ξµ の両方を記憶する。いま、例として ξ1 = (−1,−1,−1,+1)T と ξ2 = (−1,+1,+1,−1)T
を含むセット Seg = {ξ1, ξ2} があるとしよう。このとき、それぞれの反転パターンである ξ1 =
(+1,+1,+1,−1)T と ξ2 = (+1,−1,−1,+1)T を加えた 4 パターンを Q-AM は同時に記憶する。
よって、記銘用ハミルトニアン Hmem の基底状態では、これら 4つのパターンと対応する量子状態
が重ね合わせ状態をとっており、観測確率はどれも等しく 1/4 である。仮に ξ1 を想起ターゲットに
選び、4 番目の量子ビットを非固定量子ビットに指定したとしよう。このとき、連想キーパターン
は ξeg1key = (−1,−1,−1, xun)T となる。ただし、xun は非固定量子ビットを意味している。この場合、
Q-AMは正しく ξ1 を想起することができる。では次に、ξ1 の 1番目の量子ビットを非固定量子ビッ
トに指定してみよう。このときの連想キーパターンは ξeg2key = (xun,−1,−1,+1)T である。先ほどと






Q-AMがMmax 個のパターンを記憶していた場合、Hfix だけでは非固定量子ビットが |0⟩と |1⟩のど
ちらを取るか最後まで絞り込めない。従って、対象としたセット非固定量子ビット数が 1ビットの時
は理論的最大値は 1/2、2ビットの時は理論的最大値は 1/4である。実際に、古典的な確率論に従うイ
ジングハミルトニアンを用いている QAタイプでは、M = 8の時、最大の ⟨P ISret⟩はそれぞれ 0.5と
0.25であり、理論値と完全に一致していた。
ここで、Fig. 2.3と Fig. 2.4の平均想起確率の最大値を同じグラフ上にプロットし、Fig. 2.5を得
た。前者の結果を紫、後者の結果を青で示した。実線と点線はそれぞれ非固定量子ビット数が 1の場




では本節の最後に、NAQC タイプと QA タイプにおける Afix の値の差について言及しておく。
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Fig.2.5 ⟨PNIret⟩と ⟨P ISret⟩の比較。
QA タイプ、つまり HISmem を用いる場合の Afix の方が、NAQC タイプ、つまり HNImem を用いる場
合の Afix よりも小さい。Hfix は断熱変化過程で特定の量子状態のエネルギーを下げることで、ター
ゲットパターンの想起確率を相対的に高める働きをしており、Afix はその変調度合いに影響する因子



































正解パターン想起確率が 1 < M < 2(4−1) の範囲で平均した場合、1 unfixed qubitの場合は 72%、2






























ただし、γ は正の定数、v は入出力組み合わせのインデックスを意味する。pvij は、BMが状態 v の

























Q-AM の時と同様に長さ N のランダムパターン ξµ をM 個含んだターゲットパターンセット S
を、学習によってN ビットの量子ビットネットワークに記憶させることにする。学習のフローチャー
トを Fig. 3.1に示した。概略を以下に述べる。(1)まず学習データを用意する。本実験では S が学習
データである。(2)次に、S に応じて荷重値行列W (t)を生成、または更新する。ただし tは学習回
数を表す。(3)W (t)を変換して学習ハミルトニアン HL(t)をつくる。(4)HL(t)を最終ハミルトニア
ンとみなして NAQCを実行し、学習後の確率分布 P vL (t)を求める。(5)P vL (t)に基づき荷重値更新分





W (t) = ηW (t− 1) +∆W (t) (3.3)
∆W (t) =WH + εWAH(t) (3.4)
ただし、η(≤ 1)は減衰因子であり、W (t)の発散を抑制するために通常は 1以下に値を設定する。し
かし、ここでは ∆W (t) の効果を詳しく把握するため、本研究における数値シミュレーションでは
すべて η = 1 に固定した。第 2 項の ∆W (t) が本提案学習則の主要な部分であり、式 (3.4) に従っ
て計算される荷重値更新分である。ここでWH とWAH(t) はそれぞれ、BMのクランプフェーズに
おけるヘブ学習 (Hebbian Learning)と、アンクランプフェーズにおける反ヘブ学習 (anti-Hebbian
22































v=0 |Rv| if xvi = xvj
−∑2N−1v=0 |Rv| if xvi ̸= xvj (3.5)
wij,AH(t) =
{
−∑2N−1v=0 |P v(t)| if xvi = xvj
+
∑2N−1
v=0 |P v(t)| if xvi ̸= xvj
(3.6)
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トのネットワークに次の 3つのパターンを学習させ、変数には w51 と w94 を選んだ。
ξ1 = (−1,+1,+1,−1,−1,−1,+1,−1,+1)
ξ2 = (+1,−1,+1,−1,+1,−1,−1,−1,+1) (3.7)
ξ3 = (+1,+1,+1,−1,−1,−1,−1,+1,−1)
またWH として自己相関行列WAC を用い、学習回数は 500回とした。
数値シミュレーション結果を Fig. 3.2に示す。背景色は学習対象パターンの平均観測確率であり、
各座標と対応する荷重値行列を変換して得られるニューロ様ハミルトニアンの基底状態から計算に
よって求めた。変数である w51 と w94 の初期値を 0としたので、グラフの原点に位置する青い丸が
初期状態、青い星マークが終状態、間をつなぐ緑の点線が実際の荷重値変化を示す軌跡である。いま
η = 1であるため、WH と εWAH が拮抗するまで w51 と w94 は 0からそれぞれの適切な値へと変化
している。
Fig. 3.2 (a)に示す ε = 0の場合、荷重値の軌跡はWAC により規定される方向へと変化する。な
お、このケースではWH と εWAH は拮抗しないので、学習回数が最大値に達したところで終了とし
た。式 (3.7)を見てみると、w51 は正の値、w94 は負の値を取るのが正しく、実際に軌跡は右下へと
向かっている。しかし、学習対象パターンの平均観測確率が高い領域、つまり wij の最適値には収束
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していかない。ところが、Fig. 3.2 (b), (c), (d)に示される ε > 0のケースでは、軌跡が屈曲し平均
観測確率が高い領域へ収束している。この比較から、量子反ヘブ学習が有効であると言え、量子ヘブ
学習に加えて量子反ヘブ学習を用いることにより wij はその最適値近傍へと収束させることが可能だ


























ミング距離の平均値 ⟨DH⟩を用いる。実験のため、⟨DH⟩が 6.00, 4.00, 2.67の 3種類になるような 3
つのパターンをランダムに選び、これを学習データ S とした。先ほどと異なって、今回は任意の荷重
値のみを変数に選ぶということはせず、すべての荷重値を量子学習則に従って更新する。この時の、








Fig.3.3 正解パターンの平均想起確率 ⟨PµL (t)⟩µ の学習回数 t依存性。
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⟨PµL (t)⟩µ について、横軸を学習回数 tとしてプロットしたのが Fig. 3.3である。Fig. 3.3 (a)に示
す ⟨DH⟩ = 6.00のケースでは、εの値に関わらず ⟨PµL (t)⟩µ は一定値に収束しており、学習に成功し
ていることがわかる。他方、Fig. 3.3 (a)と (b)に示す ⟨DH⟩ = 4.00と 2.67のケースでは、εによっ
て ⟨PµL (t)⟩µ の収束値が変わっている。基本的には ε = 0よりも ε > 0の方が ⟨PµL (t)⟩µ の収束値は
大きくなっており、量子反ヘブ学習の効果で学習性能が向上しているということが分かる。しかし
それと同時に、εが大きすぎると ⟨PµL (t)⟩µ は振動するようになってしまう。⟨DH⟩および εごとに、




εを適切に運用することができれば、⟨PµL (t)⟩µ を確かに収束させることができる。従って、⟨PµL (t)⟩µ
が振動しない範囲では、学習性能を向上させるためにはなるべく大きい εを設定する必要があるもの
の、学習データによっては小さい εを使う必要があるということが分かった。
Table 3.1 εと ⟨DH⟩に関する ⟨PµL (t)⟩µ の収束・振動条件。





ε = 6 振動
ε = 9 振動
3.4.2 学習性能評価２：学習における記憶容量
次に、いくつのパターンまで学習できるか、その記憶容量について調べる。各 M について、ハ
ミング距離平均値が 3.00 ≤ ⟨DH⟩ ≤ 5.00 の範囲に収まる学習データ S を 3 つずつ用意し、それ




















Fig.3.4 平均想起確率合計値 ⟨Ptotal(t)⟩t,S の記憶パターン数M 依存性。




HL(T ) を記憶用ハミルトニアン Hmem の代用として用い、量子連想記憶 Q-AM としてどの程度の
想起性能があるのかをシミュレーションにより評価する。なお、この実験での非固定量子ビット数は
1とした。計算簡略化のため NAQCは実行せず、(HL(T ) + AfixHfix)の基底状態からターゲットパ
ターンの想起確率を計算して求めた。なお、基底状態が縮退し複数の状態を含んでいる場合には、各
状態から得られる確率を平均し正規化したものを採用する。
調べたすべての S について、ターゲットパターンの想起確率を平均したものを ⟨Pµret⟩µ とし、ε
の関数としてプロットしたグラフを Fig. 3.5 に示す。3 つのグラフは (a) M = 3, (b) M = 6, (c)
M = 9と、学習対象パターン数の違いを表している。3つのグラフを比較すると、M が増えるにつ
れて想起確率が全体的に低下していくことが分かる。この傾向自体は第 2.4節の Q-AMの結果とも













で調べた逐次学習による Q-AMについて、両者の最も良い想起確率を比較し Fig. 3.6に示す。横軸
はロードパラメータ (M/N)であり、縦軸はターゲットパターン想起確率の平均値 ⟨Pµret⟩µ である。両
者の ⟨Pµret⟩µ を見比べると、逐次学習を行った場合の ⟨Pµret⟩µ の方が高いことが分かる。この差は主
に量子反ヘブ学習によって生まれていると考えられるから、ここでも量子反ヘブ学習の有効性が確か






最後に、学習性能向上が Q-AM の想起性能にどの程度寄与しているのかを見てみよう。Fig. 3.4
で得たデータをもとに、学習後のハミルトニアン HL(T )から見積もることのできる単一パターンあ
たりの想起確率 ⟨Psingle⟩t,S = ⟨Ptotal⟩t,S/M を横軸に、実際の想起確率 ⟨Pµret⟩µ を縦軸にとり、両者





第 3 章 量子ヘブ・反ヘブ学習則
– ニューロ様ハミルトニアンの自動獲得







































1つ目の電荷量子ビット (Charge qubit) [9]は、単一クーパー対箱 (Single Cooper-pair box, SCB)
と呼ばれる超伝導体の微小電極と接地された別の超伝導体電極とを、ジョセフソン接合 (Josephson
Junction, JJ)を介して接続したものだ。ゲート電圧でバイアスを印加して動作させ、2つの電極間を
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トンネルするクーパー電子対を制御する。SCBは非常に微小であるため、ジョセフソン接合の静電
エネルギー EC のほうがジョセフソンエネルギー EJ よりも大きくなる。このような EC ≫ EJ が成
り立つ領域では、SCBに存在する電子対の数を自由度として用いることができ、SCBの最もエネル
ギーの低い 2つのブロッホ状態を 2準位系として用いる。
2つ目の磁束量子ビット (Flux qubit) [12, 13]は、ジョセフソン接合をもつ超伝導の閉ループ、い
わゆる超伝導量子干渉デバイス (SQUID)の構造をとったものだ。超伝導ループには十分に大きなイ
ンダクタンスを持たせ、外部から 0.5Φ0 分の磁束を印加する。ここで Φ0 は磁束量子である。この系
では、ジョセフソン接合のコサインポテンシャルと、超伝導ループインダクタンスのポテンシャルに
より、二重量子井戸をもつポテンシャルが形成される。コサインポテンシャルの山がトンネル障壁と
なっていて、その左右のポテンシャル井戸がそれぞれ |0⟩と |1⟩に対応する。ここでの 2準位系であ
る |0⟩と |1⟩は、超伝導ループを流れる超伝導電流が時計回りに流れているか反時計回りに流れてい
るか、あるいは、ループの中を貫く磁束が存在するか否かに対応させることができる。





のエネルギー準位 (基底準位と第一励起準位) が残るようにし、これをもって 2準位系をなす。位相
を自由度として用いるためには、ジョセフソン接合の臨界電流値 IC に比例するジョセフソンエネル




て、式 (2.6), (2.7)の定義に従い 2量子ビットの系に対するニューロ様ハミルトニアンを考えてみる。




0 0 0 A
0 0 B 0
0 B 0 0







ただし、行列の Aと B は排他的で、興奮性結合 (wij > 0)の場合は Aが、抑制性結合 (wij < 0)の
場合は B がそれぞれ正の値をとる。パウリのスピン行列と照らし合わせると、式 (4.1)のような行列
で表される 2量子ビット間の相互作用はスピン行列の Y成分によって構成される YY結合に近いと
考えられる。
σyi ⊗ σyj =
⎛⎜⎜⎝
0 0 0 −1
0 0 1 0
0 1 0 0




















こうした要請を満足する量子ビットとして、本研究では Fig. 4.1 (a)に示す電荷量子ビットを採用
した。図中の黒い部分はジョセフソン接合 (JJ)を表しており、このジョセフソン接合を 2つ含む超
伝導ループにキャパシタ (容量 Cg)とゲート電極 (電圧 Vg)が接続した構造となっている。点線で囲
われている部分が単一クーパー対箱 (SCB)である。先ほど述べた通り EC ≫ EJ が成り立つ領域で
は、SCBに存在する電子対の数を自由度として用いることができるから、固有関数
EC(n− ng)2 |n⟩ = En |n⟩ (4.3)
が n = 0, 1, 2, · · · に対して成立する。SCBのハミルトニアンは、帯電エネルギー EC とジョセフソ
ン接合 (JJ)に由来するジョセフソンエネルギー EJ を用いて次の様に書ける。







4EC(n− ng)2 |n⟩ ⟨n+ 1|− 1
2
EJ (|n⟩ ⟨n+ 1|+ |n+ 1⟩ ⟨n|)
}
(4.5)
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ただし、γ = EC(1 − 2ng)であり、∆ = EJ である。ng = 1/2にバイアスすると系は縮退し HSCB









(σxi ⊗ σxj + σyi ⊗ σyj ) (4.7)






H2Q = HSCB ⊗ I(2) + I(2) ⊗HSCB +Hint (4.8)
を計算し、その基底状態に含まれる量子状態を調べた。その結果、電荷量子ビット本体に含まれる JJ
のエネルギーを EJ、結合器のジョセフソンエネルギーを EJC とした場合、両者の比率 EJC/EJ が
1.44(ただし有効数字 3桁)よりも小さいと興奮性結合状態 (|00⟩ , |11⟩)、逆に大きいと抑制性結合状








第 3.4.3 節で行った実験を、JJ 可変結合型電荷量子ビットを用いたネットワークでも同様に行っ








Fig.4.2 JJ 可変結合型電荷量子ビットを用いた場合の量子学習則動作検証結果。Q-AM を実行
した時の想起確率を第 3章で得られたニューロ様ハミルトニアンを用いた Q-AMの結果と比較し
ている。














断熱的量子計算の断熱変化時間、すなわち計算時間 τcalc は断熱理論 [15]から次の様に見積もられ
ている。
τcalc ≫ | ⟨ψ1| dH/dt |ψ0⟩ |
(E1(t)− E0(t))2
(5.1)
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このように、結晶構造中に自然に形成されたジョセフソン接合を固有ジョセフソン接合 (Intrinsic





ソンプラズマ振動数 ωp0 は、Alや Nbなどといった金属系超伝導体で作られたジョセフソン接合よ























鳴励起」の 2つの物理現象については、すでに観測例が存在している [29, 32]。猪股らの研究 [29]で
使われた Bi2212は、結晶の加工を工夫して接合列のうち始めの 1つだけ接合の臨界電流値 IC を異
なるようにすることで接合列中からその 1接合を選択的に測定することに成功しており、単接合に対
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son Junction; JJ) と呼ぶ。模式図を Fig.5.2 に示す。この超伝導体のトンネル接合において、1962






Fig.5.2で示した 2つの超伝導体 SL と SR において、秩序関数 (オーダーパラメータ、巨視的な波
動関数) を ΨL, ΨR、そしてこれらの位相を φL, φR、加えて、キャリア (電子対) 密度を ρL, ρR と
する。
まずはブラケット表記により、左右の超伝導体の基底状態を表す。
⟨L|Ψ∗LΨL |L⟩ = |ΨL|2 = ρL (5.2a)
⟨R|Ψ∗RΨR |R⟩ = |ΨR|2 = ρR (5.2b)
さて、今から説明するジョセフソン効果は、通常のトンネル接合で起こるトンネル効果と同様に、









ここでハミルトニアンは、HL +HR +HT であり、HL とHR は無摂動での |L⟩と |R⟩に関連して





= 2µLΨL +KΨR (5.5a)
i!∂ |ΨR⟩
∂t
= 2µRΨR +KΨL (5.5b)




ρL exp (iφL) (5.6a)
ΨR =
√
ρR exp (iφR) (5.6b)
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ρLρR sin (φL − φR) (5.8b)
虚部の式から、キャリア密度の時間変化は 2つの超伝導体の秩序関数の位相差 (φL − φR)に依存し
ていることが見てとれる。キャリア密度が時間変化をするということが、2つの超伝導体間でトンネ
ル電流が流れているということを意味している。












ρLρR sin (φL − φR) = JC sin θ (5.10)
が得られ、ここで JC は超伝導臨界電流密度である。ジョセフソン接合の接合面積を Aとして電流密
度を電流 I に書き直すと、
I = AJC sin θ = IC sin θ (5.11)
IC は超伝導臨界電流で、式 (5.11)を直流ジョセフソン効果という。





























値 IC を超えると、接合は常伝導状態へと状態遷移 (スイッチ) して、回路には有限の電圧が突如と










ジョセフソン接合は、オーミック抵抗 Rと接合キャパシタンス C の並列回路としてモデル化する
ことができる。Fig.5.4 にその回路図を示した。× で示されている部分がジョセフソン接合である。
この等価回路は、Resistively and Capacitively Shunted Junction model (RCSJ model) [37, 38]
と呼ばれ、ジョセフソン接合の振る舞いを的確に表すことが知られている。この等価回路に対して
Kirchhoffの法則から、





















Fig.5.4 ジョセフソン接合等価回路モデル (RCSJ model)の回路図。
(ただし、Φ0(= h/2e = 2.068× 10−15[Wb])は磁束量子、IC は臨界電流値)





































Fig.5.5 にポテンシャルの模式図を示した。バイアス電流に比例する α が大きくなると、ポテン
シャルも傾いていく様子がわかり、このように傾きを持った cosine(sine)ポテンシャルのことを洗濯






































らの脱出過程には、Fig.5.6に示す通り、熱活性 (Thermal Activation; TA)と巨視的量子トンネリン
グ (Macroscopic Quantum Tunneling; MQT) の 2 通りが存在することが知られている。どちらの
脱出過程が支配的かは温度に依存していて、熱活性による脱出とMQTによる脱出が等確率で起こる


































1 + QkBT1.8U0(α) + 1
)2　 (5.23b)
Q = ωp0RqpC (5.23c)
ここで、α = I/IC(< 1)、ωp はプラズマ振動数、kB はボルツマン定数、T は温度、U0(α)はポテン
シャル障壁の高さ、Qは接合の Q値、C は接合の静電容量をそれぞれ表す。ただし、接合の Q値が
高くエネルギー散逸が十分に少ない場合は at = 1とみなせる。準粒子抵抗 Rqp は、ジョセフソン接
合の IVカーブに対して原点を通る接線を引いた時の傾きから、Rqp = (dV/dI)として求めることが
できる。






















ただし、TA の時と同様、接合の Q 値が十分に大きく散逸が少ない場合、b = 36U0(α)5!ωp(α) とみなせる。
































Γ(α) = ΓTA(α) + ΓMQT(α) (5.26)
また、実験により得たヒストグラムにおいて、ISW が小さい方から N番目のビンを P (N)とする



































(4.2 K) 以下の極低温を実現することができる装置である。Fig.5.8 に希釈冷凍機主要部の概略図を
示す。
はじめ、液体の 4Heで満たされた希釈冷凍機の中に 3Heガスを導入し混合していくと、3Heガス
は 1Kpot、Still、Heat Exchangerを介して液化され、Mixing Chanber(以下、M/Cと略す)に至る。
約 0.8 Kにおいて、3Heのみの c相と、6.4% だけ 3Heが 4Heに溶けた d相の 2層にM/C内で
分離する。この 2つの層に存在する 3Heのエントロピーを比べると、どちらも同じ 3Heではあるが




































げるため、ファンクションジェネレータからの出力 (バイアス)は Ratt により十分に減衰してからサ
ンプルへと印加される。接合を流れる電流は、基準抵抗 R(1 kΩ)の両端の電圧を測定することで求
められ、接合の電圧と電流はアンプを介してそれぞれ 50倍と 5倍に増幅してから A/D変換され、コ
ンピュータに記録される。
50







め、接合列として扱う必要がある。接合列では、1つ 1つの臨界電流値 IC が異なる場合と等しい場
合とで、その IV特性が変わることが分かっている。
• IC が異なる場合：単接合スイッチング
IC の小さい接合から順番にスイッチしていくため、IVカーブは 1つ 1つ枝分かれしたブラン
チを持つようになる。




見なすことができるからである。この場合、N 接合に対する脱出確率 ΓN は、1接合の脱出確率 Γ1












































































































Fig.5.13 静電結合が無い接合列に対する脱出確率 Γ [34]。





となるよう試行的にフィッティングすると、各データに対する β の値は Table.5.2の通り求まる [34]。
Table 5.2 片山により見積もられた β の値































































テンシャルの実効的な高さが変化していると捉え直すことは妥当であろう。式 (5.23), (5.24) より、
EJ はポテンシャル障壁の高さ U0(α)を決める因子でもある。ここで、式 (5.17), (5.20), (5.18)を再
掲し、仮想粒子が脱出するポテンシャル U(θ)とポテンシャル障壁の高さ U0(α)の表式を確認してお
こう。



















場合の IC を同定した。式 (5.23)–(5.26) を用い、IC を唯一のフリーパラメータとして理論値を算出
し、実験データをフィッティングすることによって IC を同定した。接合列に限らず、一般にジョセ
フソン接合の IC は厳密に実験から求めることはできない。これは、測定に伴うノイズによって IC
が抑制されてしまうことが原因である。したがって、今回のような理論値フィッティングによる IC
の同定は最も良い IC 同定手法と言える。1, 5, 10接合それぞれに対する 4.2 K、1.0 K、400 mKで
の結果を Fig.Fig. 5.15 (a)–(c)に示す。点で示されているのが実験値であり、実線がフィッティング
した時の理論値を表わしている。フィッティングにより同定した IC の値を Table 5.3に示す。
Table 5.3 接合列を 1つの接合と見なした時の IC。
温度 1接合の IC 5接合の IC 10接合の IC
4.2K 128.2[µA] 125.9[µA] 123.6[µA]
1.0K 138.0[µA] 134.9[µA] 133.0[µA]
400mK 137.2[µA] 134.2[µA] 132.3[µA]
どの温度領域においても、接合数が増えるに従って IC の値は減少するという傾向が見て取れる。
接合数が増えることにより、1 接合の IC に対してどれだけの割合で IC が減少していくかを調べる
と、測定温度に関係なく 1接合あたり約 0.36% だけ減少していくことが分かった。
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, = 10, = 5, = 1
, = 10, = 5, = 1



















































領域でも TA領域と同様の EJ の変化が確認できたことから、これは温度揺らぎ・熱ノイズによるも
のとは考えにくい。このメカニズムについては本解析結果からだけでは判明しないものの、これまで
に知られていない新たな現象に起因したものである可能性が高いと考えられる。
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