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Second-order nonlinear effects in silicon have shown great promise for produc-
ing all-optical, silicon, CMOS compatible modulators and optical interconnects. 
This project aims to investigate the enhancement of χ(2) in silicon due to dif-
ferent waveguide geometries and cladding layers. Initial work will focus on 
quantifying second-harmonic generation in strip and slot waveguides, and 
analysing how the different waveguide geometries can enhance this effect.
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Introduction
1.1 Overview of Research
1.1.1 Silicon as an Optical Material
Silicon photonics is set to revolutionise the microelectronics industry in at least
some areas; most large micro-electronic industries are already establishing
programs for silicon photonics using existing tools1. As a semiconductor
material, silicon has been used extensively for electronic applications. However,
silicon possesses multiple properties which are advantageous for use as an
optical material:
• Transparent window suitable for optical communication (between 1.2 - 6.5
µm)
• High refractive index (allows for compact structures)
• Low cost
• Extensively studied material and mature technology
• CMOS compatible
Here CMOS stands for complementary metal-oxide-semiconductor, and it is the
process by which integrated circuits (ICs) are produced. Additionally, silicon
is the backbone of the IC industry and, therefore, makes it a highly suitable
material for achieving integration between photonics and microelectronics.
Nevertheless, silicon also has its limitations, these include:
• Lack of detection (absorption) around 1.5 µm
• High index contrast can cause difficulties for efficient optical coupling
• Very small electro-optic effect
• Very low quantum efficiency (poor light emission)
These limitations, however, have not hindered the research into silicon photonics,
and as a relatively new field, there is the potential for it to greatly improve
technology in domestic and industry/research environments.
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1.1.2 Second-harmonic Generation and Slot Waveguides
Second-harmonic generation (SHG) is an ultra-fast process which can be used
for sum-frequency generation and difference frequency generation (explained
further in Sec. 2.1). Another ultra-fast nonlinear effect that is commonly used for
optical modulation is the Kerr effect2. SHG has advantages over the Kerr effect
in that it operates at a much lower power, exhibits a linear electro-optic effect
(which is important for analogue modulation), and can utilise less complex
pumping schemes; for example, SHG can be produced with only one pump).
SHG has already been shown to produce optical modulators in silicon3. Some
research groups have also been using slot waveguides to create silicon-organic-
hybrid (SOH) which exploit the electric field profile of slot waveguides to excite
a deposited, highly nonlinear, material to achieve fast modulation speeds4. The
slot waveguide is therefore of particular interest and will be discussed in Sec. 4.
2
1.2 Brief History
1.2.1 Success of Microelectronics
Before discussing silicon photonics in detail, it is important to understand why
microelectronics has been so successful and why the addition of photonics may
be needed to continue this success. It could be said that microelectronics was
born with the creation of the first (germanium) transistor in 1947. However,
it wasn’t until 1961 that the emergence of the first planar integrated circuit
(IC) was seen5. The following production of ICs resulted in the, now famous,
Moore’s laws that states the number of transistors per chip will double every
19 months6. Impressively, the microelectronics industry has kept pace with
Moore’s law, to the point where computer processors now contain billions of
transistors7. However, the complexity of this technology has introduced limita-
tions to these devices, limitations which may only be overcome by employing
photonic based solutions.
By holding to Moore’s law, computer processors have developed into intricate,
multi-core and multi-layered devices. This increase in complexity can be seen
by looking at the increase in the number of layers present in a typical chip over
time.
Figure 1.1: Graph showing the trend of increasing metal layers over time, with
the semiconductor manufacturing process used for each year noted below8
As the number of metal layers within the chip increase, the total length of the
metal interconnects within the chip also increases. Metal interconnects are
(mostly) produced in the back end of line (BEOL) portion of chip fabrication.
This is where individual devices (i.e. transistors, resistors, etc.) are intercon-
nected and wired to the wafer to make a complete device. These wires are what
are referred to as interconnects. Due to its easier patterning during fabrication,
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aluminium was originally used as the metal for these interconnects. However,
following advances in fabrication techniques, copper has become the industry
standard due to its higher conductivity compared to aluminium9.
1.2.2 The Interconnect Problem
As seen in Fig. 1.2a, the current total interconnect lengths are reaching the 10
km mark10, at which length, significant challenges start to arise. This includes
problems such as power dissipation and propagation delay11 (interconnect bot-
tleneck), the former impacting efficiency and the later impacting performance.
Fig. 1.3a shows the increasing power requirements for evolving generations
of processors. One way to decrease the power consumption is by lowering the
CPU operating voltage.
(a) Graph indicating the trend of increas-
ing metal interconnect length with time8
(source data derived from ITRS intercon-
nect tables12)
(b) Prediction of massively parallel
multi-core processors due to trend of
increasing processor cores to achieve
better power efficiency
Figure 1.2
However, as can be seen in Fig. 1.3b, the voltage scaling which allows for this is
also diminishing which highlights power dissipation/requirements as a major
problem for the future when using metal interconnects. One way of minimising
power dissipation was to create processors with parallel multi-core architectures.
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Instead of a single complex processor, these are comprised of multiple, simpler,
processing cores. This results in a much improved performance per Watt.
However, power losses due to the metal interconnects are still high in these
devices; many chips lose approximately 30-50% of power due to interconnects13.
(a) Graph showing increasing power re-
quirements for evolving generations of
processor14
(b) Graph showing the trend of de-
creased voltage scaling with progress-
ing generations of processor8
Figure 1.3
If the trend of adding more cores to achieve increased energy efficient perfor-
mance continues, as depicted in Fig. 1.2b, it is possible that this will result in
massively parallel future devices. As the level of parallelisation increases, so
does the interconnect length. Therefore, optical interconnects may become a
necessity for two reasons: to maintain high speed intra-chip communication
and to avoid high levels of power dissipation. Nevertheless, merging photonics
with microelectronics does not come without challenges, which include:
• How to merge photonics and electronics?
• How to move optical communications to the chip?
• How to standardise photonics?
An answer to these challenges may lie with silicon photonics. To help elucidate
why silicon photonics in particular is the best candidate for integration with
microelectronics, it is beneficial to examine photonics as a whole, to understand
why it has not achieved the same industrial success as microelectronics.
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1.2.3 Growth of Photonics
Following a fibre optic breakthrough in 1966, photonics was later designated
as a separate technology in 1970. Further breakthroughs in fibre optics, as
well as semiconductor lasers, led to the emergence of optical communications
(i.e. telephone and eventually internet). The evolution of photonics over the
past few decades is shown in Fig. 1.4, which also contains information for
microelectronics (for comparison) and nonlinear silicon photonics which will
be discussed later.
As can be seen in Fig. 1.4, the arrival of photonics was close to that of microelec-
tronics and the IC. The reason photonics did not achieve mass manufacturing on
a similar scale to that of its electrical counterpart was due to a lack of integration
caused by the diverse nature of the field. Tab. 1.1 displays a comparison of the
two fields in terms of building blocks, material base, and manufacturing pro-
cesses. From this table, it can be seen that photonics has a much greater variety
compared to the strict ingredients for making ICs. Consequently, photonics has
evolved to generate highly specialised devices for particular applications, which
are packaged separately and connected via fibre afterwards if needed. These
components utilise numerous types of material as well, for example: glass for
optical multiplexers, lithium niobate for modulators, indium phosphide for
lasers, and germanium for photodetectors. As a result of using different materi-
als, many photonic components have incompatible manufacturing processes,
with speciality fabrication facilities used for certain devices15. The overall effect
of this is extremely difficult integration with ICs, high costs for photonic com-
ponents and systems, and low-volume production (compared to the electronics
industry) for most photonic devices.
6
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Figure 1.4: Branched timeline showing the evolution of microelectronics (blue), photon-
ics (green), and nonlinear effects in silicon (purple)
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Table 1.1: Comparison of the different types, and number, of components that
comprise microelectronics, photonics, and silicon photonics1
As mentioned previously, the increasing length of metal interconnects posses
a significant problem for the future of microelectronics. Coupling this with
consumer desires for faster internet and computers (i.e. increased bandwidth),
provides a clear driving force for the integration of photonics. There are
some very good reasons why silicon photonics may be the best candidate for
achieving this. Firstly, silicon is an optical material, and can therefore be used
to create active or passive optical devices. Secondly, and arguably the most
important, is that it is also compatible with CMOS processing. This allows
existing, expensive, IC tools and processes to be used instead of inventing
new/specialist ones.
Consequently, this could lead to a standardisation for the production of inte-
grated monolithic photonic based devices, with the potential to yield similar
success to that of microelectronics (high volume production at low cost) due to
the CMOS compatibility of silicon.
As mentioned previously, the vast majority of current photonics devices do not
lend themselves easily to large scale production. Contrastingly, a large amount
of the success of microelectronics stemmed from its standardisation, which
allowed small companies or research groups to submit their ideas for fabrication
(be it an industrial partner or other fabrication centre) and quickly move them
to large scale production if successful15. By restricting photonics to a single
material (silicon) and a set manufacturing process (CMOS), as seen in Tab.
1.1, the chances of successfully copying the microelectronics model are greatly
increased. This could be achieved by standardising the production of integrated
monolithic photonic based devices, resulting in high volume production for
photonic components and systems.
A replacement for metal interconnects would come in the form of silicon optical
interconnects (see Sec. 1.3.1). For integration into current systems, and for future
all-optical monolithic devices, there will be the need for optical components
which can generate, detect, modulate, and manipulate light. These components
already exists using non-silicon materials, and much of the research into silicon
photonics is aimed at developing silicon based alternatives with equal or greater
performance16.
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1.3 Photonic Components
For silicon photonics to be successful, it will need to generate optical compo-
nents which either match or better their electronics counterparts. This will
require components with low power dissipation, small latency, and of suit-
ably compact size. The type of optical components that are needed include:
interconnects, modulators, couplers, splitters/combiners, detectors, and lasers.
1.3.1 Optical Interconnects: Waveguides
Waveguides are one of the most important optical components as they would
function as the replacement for metal interconnects. Amongst other pioneering
work carried out on silicon in the 1980s by Soref et al., was the first guided
light wave in silicon17. This is achieved by confining the light via total internal
reflection (TIR); light is injected into a core which is surrounded by a lower
refractive index cladding, shown in Fig. 1.5a.
(a) Example of a SOI strip waveguide
(green = SiO2, white = Si), where n2 >
n1 > n3
(b) Diagram showing waveguide
propagation due to total internal re-
flection18
Figure 1.5
The propagation of light through the waveguides which have dimensions
W << λ, can be derived via the Helmholtz equation (Eqn. 1.3.1).
(∆2xy + β
2
m)em(x, y, z) =
ω2
c2
n2(x, y)em(x, y, z) (1.3.1)
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In this equation, ∆x,y is the Laplace operator in the x and y dimensions, βm is
the modal propagation constant given by Eqn. 1.3.2, em(x, y, z) is the electric
field present inside the waveguide, and n(x, y) is the refractive index profile
inside the waveguide.
βm =
ω
c
ne f f ,m (1.3.2)
The propagation constant contains the effective refractive index, ne f f , which is
necessary for waveguides as dispersion is not only determined by material prop-
erties but also by the geometrical properties of the waveguide. The subscript
m denotes the order of mode travelling through the waveguide; these modes
result from discrete solutions of the Helmholtz equation. Different modes will
also result in a different effective refractive index due to the different amount
of modal confinement. Modes are classed as either TE or TM. In general, for
sub-wavelength waveguides, the type of mode is determined by the polarisation
of the electric field being input into the waveguide18, where the convention
is usually, with reference to Fig. 1.5a, TE in the y-direction and TM in the
x-direction. Any attenuation through the waveguide is given by the attenuation
constant (α), shown in Eqn. 1.3.3.
α =
2ω
c
Im[ne f f ,m] (1.3.3)
The dispersion (ne f f ,m ∝ λ) of a particular waveguide depends on numerous
factors:
• mode order
• waveguide geometry
• polarisation
• core/cladding material (chromatic dispersion)
These factors can be adjusted in a process called dispersion engineering in order
to achieve the desired result from the waveguide (i.e. single mode operation at
1.55 µm).
1.3.2 Optical Modulators
In simple terms, an optical modulator is a device which can encode information
onto an optical signal via an external command (i.e. an electric signal). The
performance metrics for optical modulators can be split into the following
factors:
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• extinction ratio
• insertion loss
• power consumption
• optical bandwidth
• footprint
Here, the extinction ratio (ER) is a measure of the maximum to minimum signal
intensity, with a high ER being beneficial for transmission over long distances
and low bit error rates. Insertion loss is a measure of the loss introduced to
the system due to the addition of the device. Power consumption is measured
in f J/bit and is an important consideration due to the interconnect problem
discussed previously. The optical bandwidth indicates the useful wavelength
range of the device and the footprint is the physical space that the device
occupies.
There are typically two main types of modulation used in silicon optical mod-
ulators: electro-absorption and electro-refraction. The former modulates the
light signal via changes in amplitude by inducing a change in absorption of the
material in which the light propagates. The latter influences the phase of the
light to achieve modulation. These forms of modulation are most commonly ex-
ploited by using one of the following effects: thermo-optic, free-carrier plasma
dispersion (FCPD), SHG, Kerr effect, Franz-Keldysh effect, or the quantum-
confined Stark effect. This report will focus mainly on the SHG (discussed in
detail in Sec. 2), however, further information about the mentioned effects and
their applications in silicon modulators can be found in the review paper by
Reed et al.18
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Fundamentals of Nonlinear Optics
Nonlinear optics is used to describe the behaviour of light when the induced
dipole polarisation moment (~P) of a material responds nonlinearly to the
presence of an electric field (~E), either from the light itself or from an externally
applied field2.
2.1 Second-harmonic Generation and Kerr Effects
A brief derivation of the second-harmonic generation (SHG) can be started from
the expression for the induced dipole polarisation moment shown in Eqn. 2.1.1:
~P = εoχ~E (2.1.1)
Eqn. 2.1.1 is used for normal, linear, circumstances, where χ is the dimensionless
dielectric susceptibility and the electric field can be assumed to have the form
shown in Eqn. 2.1.2:
E(t) = Eωcos(ωt) (2.1.2)
In this equation Eω denotes the maximum amplitude of the electric field in the
light wave. However, as light intensity increases, the linear model for induced
dipole polarisation constant is no longer accurate. Therefore, taking a power
series of Eqn. 2.1.1 yields a new equation for ~P, Eqn. 2.1.3:
~P = εo(χ(1)~E + χ(2) ~E2 + χ(3) ~E3 + ..) (2.1.3)
Here, χ(n) is a tensor of rank n which defines the dielectric susceptibility; χ(2)
and χ(3) correspond to nonlinear effects. Focussing only on first and second
order terms and substituting in Eqn. 2.1.2 while simultaneously using the
trigonometric identity cos2θ = 1/2(1+ cos(2θ)) yields Eqn. 2.1.4:
~P = εoχ(1)Eωcos(ωt) + χ(2)E2ω(1/2+ 1/2cos(2ωt)) (2.1.4)
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The induced dipole moment shown in Eqn. 2.1.4 now consists of three terms
which can be first order and second order (nonlinear) effects:
• εoχ(1)Eωcos(ωt) ⇒ P ∝ Eω (linear), oscillating at ω
• 1/2χ(2)E2ω ⇒ P ∝ E2ω (nonlinear), non-oscillating term
• 1/2χ(2)E2ωcos(2ωt) ⇒ P ∝ E2ω (nonlinear), oscillating at 2ω
Therefore, Second-harmonic generation (SHG) is shown here by the term
oscillating at 2ω (within the two nonlinear expressions), where χ(2) is the second
order susceptibility which defines the magnitude of the SHG. Other phenomena
can also be observed if the input electric field contains more than one optical
frequency i.e. E = E1 + E2, oscillating at frequencies ω1 and ω2 respectively. In
this situation, and solving the above equations in the same manner, would then
result in ~P consisting of five frequencies: 0, 2ω1, 2ω2, ω1 +ω2, ω1 −ω2, where
ω1 +ω2 and ω1 −ω2 are know as frequency down-conversion and frequency
up-conversion (or sum-frequency generation) respectively.
By considering the third order terms in Eqn. 2.1.3, the same method can be
used to solve for the third order χ(3) terms which correspond to the Kerr effect.
The result of which is a wide variety of phenomena:
• Self-phase modulation (SPM)
• Cross-phase modulation (XPM)
• Third-harmonic generation
(THG)
• Four-wave mixing (FWM)
• Stimulated Raman scattering
(SRS)
• Two-photon absorption (TPA)
A great explanation of these phenomena can be found in the review paper
by Leuthold19 et al. on nonlinear silicon photonics. The textbook "Nonlinear
Optics" written by Robert W. Boyd also provides a comprehensive explanation
of these topics20. One important point to note however, is that TPA and the
associated free-carrier absorption (FCA), increase the amount of absorption and
limit the speed of silicon photonic devices21. Notably, these processes are much
weaker for the Pockels effect compared to the Kerr effect19.
2.2 Second-harmonic Generation in Silicon and Cen-
trosymmetry
Second-harmonic generation (SHG) is usually not exhibited in crystal struc-
tures with centrosymmetry. The reason can be explained in terms of the light
interacting with itself inside the crystal structure; light that has entered the
crystal structure (at ω) will, unlike the linear regime, interact with oscillations
of the crystal structure that have been caused by the light that preceded it. As
is the nature of SHG, these oscillations can occur at 2ω, therefore, the sum
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of these two frequencies is illustrated in Fig. 2.1. As can be seen from this
figure, the result is an asymmetric response; since centrosymmetric means
the structure exhibits inversion symmetry, it is therefore not possible (in the
electric-dipolar approximation) for a centrosymmetric structure to oscillate in
the same asymmetric manner.
Figure 2.1: Sum of fundamental and second harmonic frequencies during
SHG, results in an anharmonic oscillation22
It has been shown however, that there is a bulk second-order susceptibility in
silicon due to a quadrupolar interaction, an explanation of which can be found
in this review paper by Cazzanelli22. Silicon also produces a surface χ(2) due
to the abrupt end of the crystal structure (first few hundreds of nanometres1)
and resulting break of symmetry. These two contributions are the source of
second-order SHG which has been observed since the 1960s. Breaking the
crystal symmetry acts to increase the magnitude of SHG, and has therefore
been the focus of much recent research which will be elaborated on in Sec. 3
2.3 SHG Intensity
The relation for SHG efficiency (η2ω) is shown in Eqn. 2.3.12, where the
maximum efficiency (ηmax2ω ) is given by Eqn. 2.3.2.
η2ω = η
max
2ω sinc
2(∆kL/2) (2.3.1)
ηmax2ω =
8pi2d2e f f L
2 Iω
εon2ωn2ωcλ2ω
(2.3.2)
In Eqns. 2.3.1 and 2.3.2, ∆k is the phase mismatch, L is the length of the
waveguide, de f f is the second-order susceptibility, Iω is the intensity of the
fundamental mode, nω and n2ω are the refractive indices of the fundamental
and second-order modes respectively, and λω is the fundamental wavelength.
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For light propagating through a waveguide, the wavenumber, k, should be
replaced with the waveguide phase constant, β, and the refractive index, n,
should be replaced with the effective refractive index, ne f f . For the sake of
simplicity, the following relations will be kept consistent with the notation of
Eqns. 2.3.1 and 2.3.2. The phase mismatch for SHG is given by Eqn. 2.3.3,
where kω and k2ω are the wavenumbers of the fundamental and second-order
modes respectively.
∆k = k3 − k1 − k2 = k2ω − 2kω (2.3.3)
For propagation in the z-direction, efficient SHG will only be produced if the
fundamental and second-harmonic waves interfere constructively at any point,
say zo, along the waveguide. Imposing this condition (and using the relations
k =
ω
νp
and νp =
c
n
) leads to the phase-matching condition shown in Eqn. 2.3.4.
k2ωzo = 2kωzo
2pi
λ/2
n2ω = 2
2pi
λ
nω
n2ω = nω (2.3.4)
Inserting this condition into Eqn. 2.3.3 yields the equation for the phase
mismatch in terms of fundamental wavelength and the refractive indices of the
two modes, shown in Eqn. 2.3.5 below.
∆k = k2ω − 2kω
=
2pin2ω
λ/2
− 2(2pinω)
λ
=
4pin2ω
λ
− 4pinω
λ
∆k =
4pi
λ
[n2ω − nω] (2.3.5)
Therefore, with knowledge of the dispersive properties, the above equation
can be used to calculate the SHG efficiency by inserting the values of ∆k into
Eqn. 2.3.1. The phase-matching bandwidth can also be considered by Taylor
expanding Eqn. 2.3.5 around the point λ = λo + δλ, with phase-matching
assumed at λo (meaning n(λo) = n(λo/2)). This yields Eqn. 2.3.6.
∆k(λ) =
4piδλ
λo
[
δn(λo)
δλ
− 1/2δn(λo/2)
δλ
] (2.3.6)
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Therefore, the phase-matching bandwidth (δλFWHM), defined by full width at
half maximum (FWHM) of Eqn. 2.3.1, can be solved for by inserting |∆kBW | =
2.784/L (since sinc2(1.39) =
1
2
) into Eqn. 2.3.6 and rearranging for δλFWHM,
and is given by Eqn. 2.3.7 below.
δλFWHM =
0.22λo/L
|δn(λo)
δλ
− 1/2δn(λo/2)
δλ
|
(2.3.7)
Eqn. 2.3.7 can also be derived in terms of the group velocity mismatch or GVM
(defined as the difference between the inverse of the group velocities). The
GVM can cause broadening or compression of ultrashort pulses (along with the
group velocity dispersion (GVD)), and can therefore be responsible for limiting
the bandwidth even when phase-matching has been carried out (i.e. when
∆k = 0).
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Cutting Edge Research
In order to have a clear picture of the research field, the most up-to-date and
significant research regarding second-order nonlinear silicon photonics will be
presented in this section, with an evolution of the topic covered beforehand. As
well as providing a deeper insight into the topic, this summary of the literature
will provide a clear benchmark for enhanced χ(2) values achieved in silicon
devices.
3.1 Second-harmonic Generation in Silicon Photonic
Devices
The second-order nonlinear responses from from silicon, and its centrosym-
metric structure, have been studied since the 1980s; Shen et al. were the
first group to study the surface dipolar repsonse, and bulk quadrupolar re-
sponse via reflection measurements23. These second-order nonlinear responses
from unmodified crystalline silicon are very weak (χ(2)sur f ace = 10
−2 pm/V and
χ
(2)
bulk = 10
−7 pm/V) and is the reason why it is not normally considered a
second-order nonlinear material. For example the second-order susceptibilities
of LiNbO and GaAs reach up to ≈ 368 pm/V and ≈ 34 pm/V respectively2. A
few years later, Govorkov et al. were the first to test the effects of deforming the
crystal structure on the surface of the silicon through SHG experiments24. The
deformation, and hence breaking of the crystal symmetry, were achieved by
either ion implantation or the application of a stressing layer (i.e. SiO2) on top
of the silicon. Both of these techniques resulted in an enhancement of the SHG,
generated by surface second-order effects. Following this, it was later shown
that the SHG signal could be used to derive information about the stress/strain
in the deformed layer25, which then progressed as use as a tool for testing the
surface film quality of silicon26.
The first reported results of an enhanced bulk second-order effect (opposed
to the weak bulk quadrupolar χ(2) in silicon22) were published in 2006 by
Jacobsen et al.27 ( χ(2) ≈ 15 pm/V). The possibility of achieving a significant
bulk χ(2) in silicon had the effect of creating renewed focus on nonlinear effects
in silicon. Ways to exploit these nonlinear effects in silicon were studied by
Schriever et al.28, and the first all-silicon device to employ nonlinear surface
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effects was achieved by Galli et al. in 201029. Since then, many research groups
have reported different values of surface and bulk χ(2) values, a comparison of
the most significant results has been compiled in Tab. 3.1.
One important paper to mention is that published by Azadeh et al. in 201530.
This followed a previously published paper that proposed a third-order non-
linear effect resembling that of a second-order effect was actually contributing
to the χ(2) value when a silicon nitride stressing layer was used31. This was
experimentally proven in the paper by Azadeh at al., indicating that free carriers
and surface charging had a large part to play in the measured χ(2) values
when a silicon nitride overlayer is used. This had a significant impact on the
field as it is likely the χ(2) results from previous work do not include this
contribution. This has been considered in Tab. 3.1, and results that most likely
contain an unquantified contribution from surface layer charging during DC
measurements (i.e. a direct voltage applied onto the waveguides via electrodes)
have been marked in red. The contribution from this charging effect (also know
as EFISH, standing for electric field induced second harmonics generation)
in all-optical experiments is unclear, and has been shaded yellow in Tab. 3.1.
Further evidence of the presence of the EFISH effect was proven by Borghi et
al. via high speed measurements32. Additionally, Timurdogan et al.33 have
utilised this effect to produce the most efficient (at P2ω/P2ω = 13% W−1) CMOS-
compatible SHG device to date. Most recently, this effect was taken into account
by Castellan et al. while investigating SHG in silicon due to a straining silicon
nitride layer34; this research may therefore provide the most recent and accurate
calculation of χ(2) in silicon. A comparison and history of these values has been
compiled in Tab. 3.1 and Fig. 1.4.
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Reference Year χ(2)
(pm/V)
ηSHG stress
(GPa)
Notes
Timurdogan33 2017 41
(quasi)
0.13
W−1
(quasi)
na Quasi χ(2) achieved
via p-i-n junctions in
silicon ridge waveg-
uides
Borghi32 2016 8 na -0.48 High-speed measure-
ments carried out to
rule out effects from
EFISH
Schriever31 2015 0.6 -
11.4
(quasi)
na -0.3 –
> 1.2
SiO2 and SiNx stress-
ing layers compared,
EFISH effect of SiNx
confirmed via SHG
Damas35 2014 336 na 1 DC voltage measure-
ment with SiN stress-
ing layer, plasma dis-
persion effects likely
Chmielak36 2013 190 na 1 DC voltage χ(2) and
SiN stressing layer,
waveguide width
shown to affect χ(2)
value
Chmielak3 2011 122 na na DC voltage χ(2),
strain in Si measured
via mapping Raman
signal
Cazzanelli37 2011 40 10−8 1.2 All optical experi-
ment showing bulk
χ(2) via SHG, SiN
stressing layer used
Bianco38 2011 20 10−8 1.2 First SHG via a bulk
χ(2),all-optical, SiN
stressing layer used
Jacobsen27 2006 15 na 1 First recorded bulk
χ(2), structure avoids
EFISH effects
Table 3.1: Comparison of the most significant results regarding SHG in silicon (rows
shaded red indicate results most likely include a plasma-dispersion effect, yellow
indicates the effect of plasma dispersion is unknown)
Methodology and Results
4.1 Waveguide Types
Waveguides of different types and dimensions have been previously expertly
fabricated by my colleague Charalambos Klitis. Fabrication was carried out
using e-beam lithography followed by dry-etch processes. The fabricated geome-
tries include strip-waveguides, slot-waveguides, and sub-wavelength grating
(SWG) waveguides. The same sets of waveguides have also been fabricated
with different claddings, which include: air, silicon dioxide, low-stress silicon
nitride, and high-stress silicon nitride. An example of strip waveguide was
depicted in Fig. 1.5a, and illustrations of slot and SWG waveguides shown in
Figs. 4.1a and 4.1b respectively.
(a) Diagram of SOI slot waveg-
uide39 (b) Diagram of SOI SWG waveguide40
Figure 4.1
These different structures are each believed to have particular advantages which
will be touched upon in Sec. 4.2.2. However, detailed analysis of slot and SWG
waveguides is too large a body of work for this report and will be covered
in future research. This report will mainly focus on results (from theory and
measurement) of the strip waveguides.
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4.2 Lumerical Simulations
4.2.1 Dispersion Engineering
The fabricated waveguides were designed for SHG, which is achieved via
dispersion engineering. To confirm this, I imported the dimensions of the
waveguides (from design) into Lumerical’s mode solutions. This was to double
check that the dimensions of the fabricated waveguides were correct for SHG
using a pump wavelength at 3 µm. One way of changing the waveguide
dispersion is to alter the width of the waveguide. Therefore, simulations of the
effective index versus waveguide width were carried out for the fundamental
mode at 3 µm and for multiple modes at 1.5 µm, which can be seen in Fig. 4.2.
Figure 4.2: Waveguide dispersion: the effective refractive index is plotted
against waveguide width for the fundamental mode at 3 µm and for multiple
modes at 1.5 µm, with phase-matching occurring at width = 1427 nm (dashed
line)
Therefore, from Fig. 4.2, it can be seen that the fundamental TE00 mode at 3 µm
is phase-matched to the TE03 mode at 1.5 µm for a waveguide width of 1427
nm. Since the widths of the fabricated strip waveguides range from 1375-1950
nm, coupled with a degree of tunability of the laser source, means SHG should
be achievable (for a reasonable phase-matching bandwidth).
21
4.2.2 Electric-field Comparison
As mentioned previously, surface χ(2) in silicon is a result of the crystal lattice
symmetry breaking at the surface. Considering this, the electric field profiles
for a slot and strip waveguide propagating their fundamental modes at λ = 3
µm have been calculated using Lumerical’s Mode Solutions, shown in Figs. 4.3
and 4.4. This was in order to compare the maximum electric field strength
achieved at (or just below) the silicon surface.
Using this data, The Ey component of the electric field was plotted onto a
cross-section of the structure for each waveguide, shown in Figs. 4.5 and 4.6.
The strength of the electric field component Ey, and the maximum height of the
waveguide have both been normalised to unity in these results.
Figure 4.3: Electric field profile for a cross-section of a slot waveguide for the
fundamental mode at 3 µm with TE polarisation. The electric field can be seen
to be concentrated across the gap of the waveguide
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Figure 4.4: Electric field profile for a cross-section of a strip waveguide for the
fundamental mode at 3 µm with TE polarisation. The electric field can be seen
to be concentrated in the core of the waveguide
Figure 4.5: Plot of normalised electric field strength and waveguide cross-
section of strip waveguide for the fundamental mode at 3 µm with TE polarisa-
tion
23
Figure 4.6: Plot of normalised electric field strength and waveguide cross-
section of slot waveguide for the fundamental mode at 3 µm with TE polarisa-
tion
Upon analysis of these results, it can be seen that the maximum electric field
strength on the silicon side of the waveguide interface is much higher for
the slot waveguides (for the sides comprising the gap) compared to the strip
waveguides. In theory, the slot waveguide should therefore enhance the surface
χ(2) more than the strip waveguide due to the higher electric field strength near
the surface of the silicon (where crystal symmetry breaks). Therefore, part of
this project will be looking into ways of exploiting this characteristic of slot
waveguides to try and achieve enhanced χ(2) values in silicon.
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4.3 MATLAB Calculations
4.3.1 SHG Efficiency and Phase-matching Bandwidth
After confirming the dimensions of the waveguides are correct for phase-
matching, the next stage was to model the type of SHG response to be expected
from such waveguides. In order to plot the SHG efficiency, the phase mismatch
must be calculated. By extracting the Lumerical data, polynomic functions
could be fitted to the data, shown in Figs. 4.7 and 4.8. The resulting ∆k,
calculated using Eqn. 2.3.5, can be seen in Fig. 4.9.
Figure 4.7
25
Figure 4.8
Figure 4.9
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The SHG efficiency was calculated using Eqn. 2.3.1 and is shown in Fig. 4.10.
The values for the maximum SHG efficiency and phase-matching bandwidth
are given in Tab. 4.1, along with other relevant data.
Figure 4.10
One variable that could be altered for future waveguides is the length. There-
fore the effect of altering the length has been plotted for the phase-matching
bandwidth and the maximum SHG efficiency in Figs. 4.11 and 4.12 respectively.
From these graphs, a trade-off between the maximum SHG efficiency and
phase-matching bandwidth can be seen.
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Figure 4.11
Figure 4.12
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Property Value Notes
Max Power 1 W
Peak Power 10 kW
Pulse Duration 1-3 ps Details of laser source
Wavelength Range 1-4 µm
Repetition Rate 110 MHz
χ(2) 5 pm/V Conservative 2nd-order susceptibility
value
Waveguide Length 5 mm -
Numerical Aperture 0.65 Of lens focussing directly on to the
waveguide
Average Input Power 25 mW Measured directly from laser source
(λ = 3 µm) using power meter
Spotsize (diameter) 1.01 µm Calculated using spotsize =
0.22λ
NA
Peak Power 113.6 W
(using 2 ps
for Pulse
Duration)
Calculated using Ppeak =
Pavg
RepetitionRate× PulseDuration
Fundamental Inten-
sity
141.8
GW/m2
(using r =
505nm)
Calculated using Iω =
Ppeak
pir2
Fundamental Inten-
sity including losses
1.4
GW/m2
Used for calculations, decrease due to
Fresnel reflections of glass and silicon
Max. SHG Efficiency 5× 10−8 This result is comparable to that re-
ported in the literature37, 38
Phase-matching
bandwidth
560 nm Defined by the full width half max of
sinc(∆kL/2)2
Table 4.1: Table of technical and calculated values for obtaining results for the SHG
efficiency and phase-matching bandwidth (rows highlighted in blue mean the results
were calculated numerically using MATLAB)
4.3.2 Considerations
The main considerations of the results calculated in MATLAB are as follows:
• SHG efficiency calculated is comparable to that reported in the litera-
ture37, 38
• The phase-matching bandwidth is suitably large enough to allow SHG (i.e.
it should accommodate for deviations from the design due to fabrication
tolerances)
• The effect of pulse compression/broadening due to ultrashort laser pulses
has not been quantified, however, it is assumed that this will be negligible
for pico-second pulses in this experiment
• Waveguide propagation loss has not been considered in these calculations
yet, which will negatively impact results. A more accurate value for
waveguide propagation loss (as opposed to the values from the multimode
waveguides), would be to fabricate a single mode waveguide on the same
sample to carry out standard loss measurements on (i.e. via the cut-back
method) and use this value as a reference for how lossy the waveguides
are
• The mode area of SHG signal needs to be calculated to then calculate the
minimum power of the SHG signal and compare this to the minimum
detection power of the detector (≈ 1 pW)
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4.4 Experimental Results
4.4.1 Waveguide Losses
Unfortunately, no SHG signals were detected during any of the measurements
carried out over the course of this project. The lack of results can be attributed to
multiple factors: limited time to learn new equipment and techniques, problems
with equipment - specifically with the OPO laser which was not operational on
multiple occasions while waiting for an engineer, and limited maximum power
available from the OPO laser at 3 µm - meaning any SHG signals that may be
generated have very low power.
The waveguides have, however, have been measured for losses using the Fabry-
Pérot resonance model41, 18. This was only carried out on the strip waveguides
as the reflections from the slot and SWG waveguides would produce inaccurate
values (due to the multiple boundaries). The attenuation constant was calculated
using Eqn. 4.4.1, which only requires the reflectivity (R) and the ratio of the
maximum and minimum intensities (ζ =
Imax
Imin
) to be known. The value ζ was
calculated using the constructive regions of the Fabry-Pérot data, an example
of which is shown in Fig. 4.13.
α = − 1
L
ln(
1
R
√
ζ − 1√
ζ + 1
) (4.4.1)
Since the strip waveguides are designed to be multimode (to achieve SHG), the
standalone value for the attenuation constant (α) may not be wholly accurate
due to destructive interference that occurs between different modes41. How-
ever, it is worth mentioning that this destructive interference may only act to
increase the value of the attenuation constant of the waveguide. Nonetheless, a
comparison between these measurements can be useful for investigating the
relative losses of the waveguides due to the different claddings present, shown
in Tab. 4.2.
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Figure 4.13: Fabry-Pérot reflections for multimode strip waveguide used to
calculate attenuation constant, the lower frequency sinusoidal response that
can be seen is due to interference of different modes within the waveguide
Waveguide
Width
(nm)
Cladding Type Avg. Loss
(dBcm−1)
1375 air 0.6
1375 SiO2 0.7
1375 SiN Low Stress 1.6
1375 SiN High Stress 1.6
Table 4.2: Comparison of Fabry-Pérot resonance calculated attenuation con-
stant values for different waveguide widths and cladding types
4.4.2 Experimental SHG Set-Up
A photo and illustration of the experimental set-up that will be used for the
measuring SHG from the silicon waveguides is shown in Figs. 4.14 and 4.15
respectively. In this set-up, the band-pass filter is centred at 3 µm, this is in
order to filter out any pump signal (at 1040 nm) that may come from the OPO
laser.A short-pass filter was also used to ensure the detector only receives a
SHG signal (with wavelengths above 1.5 µm being filtered out).
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A reflective objective lens was used for focussing light into the waveguide;
this was advantageous over a refractive objective lens as it meant the input
laser could be switched from 1550 nm to 3 µm (OPO laser) without having
to adjust for the focal length of the input objective. The 1550 nm laser was
used to ensure the setup was in alignment and was optimised for detecting the
expected SHG emission at 1.5 µm . The IR camera and monitor were used to
establish that successful propagation had been achieved when using the 1550
nm laser. This signal was then optimisation using a combination of the chopper,
lock-in amplifier, detector and oscilloscope; the positioning and focus of the
output lens was adjusted to maximise the signal received by the oscilloscope.
When measuring waveguide losses (discussed in Section 4.4.1), the detector was
replaced with a FTIR.
Figure 4.14: Photo of experimental set-up for achieving SHG (empty optical
posts are for filters)
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Figure 4.15: Diagram detailing the experimental set-up for achieving SHG
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4.4.3 FTIR Measurements
The OPO laser was tuned to 3 µm using a Thorlabs FTIR. The best spectrum
that could be achieved, targeting 3 µm, can be seen in Fig. 4.16. The total
power measured from the OPO, while giving this output, was measured to be
approximately 30 mW.
Figure 4.16: Direct spectrum of OPO laser output measured using a FTIR
The transmission of the bandpass filter is shown in Fig. 4.17. The power
measured directly after the bandpass filter was measured to be approximately
25 mW.
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Figure 4.17: Transmission spectrum of the bandpass filter used in the experi-
mental set-up
After aligning the set-up with the 1550 nm laser - observing light being guided
through the waveguides - the input was switched from the 1550 nm laser to the
OPO laser. To ensure the light was still being guided through the waveguides,
the FTIR was used to measure the signal for light passing through one of the
slab waveguides. The result of this can be seen in Fig. 4.18, where the OPO
signal can clearly be seen to have been guided through the waveguide.
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Figure 4.18: Spectrum of output measured from waveguide, with OPO laser
as the input, using the FTIR
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Future Research
Future research which may expand upon these results can be broken down into
the following areas:
• Increase the available power at 3 µm or change the design of the waveg-
uides so that phase-matching occurs at a different wavelength where more
power/sensitivity may be available
• Utilise a high speed detector to take advantage of the high peak powers of
the OPO laser, or alternatively, use a camera with a very high sensitivity
and a long integration time to detect low power SHG signals
• Model SHG signal from slot and SWG waveguides and compare to exper-
imental results
• Once a SHG signal has been detected , investigate the effect of different
claddings on the SHG signal/χ(2) value
• Measure SHG signal of slot and SWG waveguides and compare effective-
ness of different geometries for SHG efficiency
• Use most successful geometry (highest SHG efficiency) and cladding
for carrying out spontaneous parametric down-conversion (SPDC) for
quantum experiments/applications
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Appendix
A.1 Lumerical Scriping
In this section, the code written in order to calculate the phase-matching
conditions for the silicon waveguides using Lumerical software is given.
Lumerical Code for Calculating Phasematching
switchtolayout;
clear;
cleardcard;
WGwidth = linspace (2.0e-6,0.5e-6 ,51); # Desired waveguide width range goes here
neff1 = matrix(length(WGwidth )); # Initialising effective index values
neff2 = matrix(length(WGwidth )); # for the different modes
neff3 = matrix(length(WGwidth ));
neff4 = matrix(length(WGwidth ));
neff5 = matrix(length(WGwidth ));
neff6 = matrix(length(WGwidth ));
neff1b = matrix(length(WGwidth )); # Initialising effective index for 3 um mode
for(i=1: length(WGwidth )) {
switchtolayout;
setnamed ("mesh","x span", WGwidth(i)); # Make sure names and object
setnamed (" waveguide","x span", WGwidth(i)); # orientations match here - i.e.
run; mesh; # waveguide width is in the x-direction
setanalysis('wavelength ',1.5e-6); # Enter desired wavelength here
findmodes;
if (i==1){
copydcard('mode1 ','m1 '); #neff1 # Stores initial effective index values of each
copydcard('mode2 ','m2 '); #neff2 # modes here i.e. for widest width
copydcard('mode3 ','m3 '); #neff3 # of waveguide , that is i = 1
copydcard('mode4 ','m4 '); #neff4
copydcard('mode5 ','m5 '); #neff5
copydcard('mode6 ','m6 '); #neff5
}
neff1(i) = real(getdata(bestoverlap('m1 '),'neff ')); # Effective index values of each
neff2(i) = real(getdata(bestoverlap('m2 '),'neff ')); # mode are tracked (using
neff3(i) = real(getdata(bestoverlap('m3 '),'neff ')); # bestoverlap) and stored here
neff4(i) = real(getdata(bestoverlap('m4 '),'neff '));
neff5(i) = real(getdata(bestoverlap('m5 '),'neff '));
neff6(i) = real(getdata(bestoverlap('m6 '),'neff '));
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if (neff3(i) == neff1(i)){ neff3(i) = 0;} # This section is to prevent modes
if (neff4(i) == neff2(i)){ neff4(i) = 0;} # reappearing once the have gone past cut -off
if (neff5(i) == neff1(i)){ neff5(i) = 0;}
if (neff5(i) == neff3(i)){ neff5(i) = 0;}
if (WGwidth(i) < 1.4e-6){ neff5(i) = 0;}
}
#for second wavelength , same method as above
switchtolayout;
cleardcard;
for(i=1: length(WGwidth )) {
switchtolayout;
setnamed ("mesh","x span", WGwidth(i));
setnamed (" waveguide","x span", WGwidth(i));
run; mesh;
setanalysis('wavelength ',2.5e-6);
findmodes;
if (i==1){
copydcard('mode1 ','m1 ');
}
neff1b(i) = real(getdata(bestoverlap('m1 '),'neff '));# - slab_neff;
}
# Plot results
plot(WGwidth *1e6,neff1b ,neff1 ,neff2 ,neff3 ,neff4 ,neff5 ,neff6 ,'waveguide width (um)','neff ');
legend ("mode1 (3um)"," mode1","mode2","mode3","mode4","mode5","mode6 ");
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