We study the existence and asymptotic behavior near the origin of radial entire solutions of the singular elliptic equation
Introduction
This paper deals with the following singular elliptic equation
where p > 2, q ≥ 1, N ≥ 1, α < 0, β < 0 and l < 0. As usual, ∇ denotes the spatial gradient, while ∆ p U = div (|∇U | p−2 ∇U ) stands for the p-Laplacian operator. Equation (1.1) is related to the study of the the following parabolic equation
In fact, equation (1.2) admits a family of radial self-similar solutions of the form v(x, t) = t −α u(t −β |x|), (1.3) defined for x ∈ IR N and t > 0. The scaling powers α, β are determined by the equation in the usual manner (dimensional analysis):
, β = q + 1 − p p(q − 1) + l(p − 2)
. where p > 2, q ≥ 1, N ≥ 1, −p < l < 0, −N < l < 0, α < 0, β < 0 and a ∈ IR * . It's obvious that u(., a, α, β) = −u(., −a, α, β), then we can restrict to the case a > 0.
The purpose of this paper is to study existence and asymptotic behavior near the origin of entire solutions of problem (Q). By an entire solution of (Q) We will show that for any solution u of problem (Q), lim exists and is finite, hence we look for solutions of the problem
with a ∈ IR + * and b ∈ IR. More precisely, we obtain the following results. For each a ∈ IR + * and b ∈ IR, there exists a unique solution u of problem (P) and if b = 0, we have
.
On the other hand, if b = 0,
For N ≥ p, necessarily b = 0. Consequently, for each a > 0, there exists a unique solution of (1.5) such that
Note that if p = 2 and l = 0, the equation (1.5) was studied by [6] , [7] , [9] , [8] and [12] . If p = 2 and −2 < l < 0, it was studied by [4] . Note also that the equation was investigated in the case p > 2 and l = 0 by [2] , [10] and [3] and in the case l < 0, α > 0 and β > 0 by [5] .
The rest of the paper is organized as follows. In section 2, we study the asymptotic behavior. Section 3 concerns existence of entire solutions and under some restrictions on the initial data, we prove that any solution is strictly positive.
Asymptotic Behavior Near the Origin
The object of this section is to study the asymptotic behavior near 0 of solutions of the following singular equation
where p > 2, q ≥ 1, N ≥ 1, −p < l < 0, −N < l < 0, α < 0 and β < 0.
Definition 2.1 By a solution of equation (2.1), we shall mean a function and
, when r tends to 0.
•
Before proving the previous theorem, we will need some preliminary results. Let us define, for all real c = 0, the function
therefore the monotonicity of the function r c u(r) can be obtained by the sign of the function E c (r) . Using equation (2.1), we have for any r > 0 such that u (r) = 0,
from which we can study the sign of E c (r) .
The proof of theorem 2.2 is divided in three steps.
The first step of the proof is the following. 
Since lim Proof: We introduce the following function
According to equation (2.1), we get
Since lim r→0 r l |u| q−1 (r) = +∞, then ϕ (r) < 0 for small r. It follows that
. We distinguish two cases:
• N ≥ p. Suppose that lim 
This cannot take place because u ∈ L 1 (0, R) and
• N < p. Suppose that lim 
We know by proposition 2.3 and expression (2.3) , that
Hence, ru (r) is bounded near the origin. Therefore, since u(0) = a > 0 and −l > 0, then by (2.10), lim
that there exists a constant C > 0 such that
Integrating this last inequality on (r, r 0 ) for small r 0 , we get
By letting r → 0, we obtain a contradiction because the left hand side of this inequality converges to −∞. Consequently, lim 
when r tends to 0. In particular, u (r) < 0 for small r.
Proof: Since lim ϕ(r) = 0. Thus, using (2.9) and Hopital's rule, we obtain
Owing again to (2.8), we get
This yields the conclusion.
We have the following important consequence, 
Using again the behavior of u given by proposition 2.5, we get and the proof of theorem 2.2 is complete.
Existence of Entire Solutions
In this section, we establish the existence of entire solutions of equation (2.1).
In view of the above section, if u is a solution of (2.1), then necessarily lim r→0 r (N −1)/(p−1) u (r) exists and is finite. Hence, a natural problem arises:
Clearly, this problem cannot be reduced to a cauchy problem. Hence, to establish local existence and uniqueness, we will try to convert it into a fixed point problem of some operator.
Note that the difficulty in this work lies in the fact that there was no initial data, but has only a limited condition.
Theorem 3.1 Let a > 0 and b ∈ IR. Then, problem (P) has a unique entire solution u.
We shall split the proof of this theorem in two parts. The first part deals with the local existence and uniqueness, the second concerns the global existence. 
then, integrating (3.1) on (0, r), we obtain
where
and the nonlinear mapping F is given by
(3.5) Let R > 0, a > M > 0 and consider the following complete metric space: Next we define the mapping T on E a,M,R by
The idea is to show that T is a contraction from E a,M,R into itself for small R. We will do it in two steps.
Step 1: T maps E a,M,R into itself for small M and R. We start by limiting the function F [ϕ] between two expressions which have the same sign for ϕ ∈ E a,M,R . As β < 0 and ϕ(r) ∈ [a − M, a + M ], we deduce easily that for s ∈]0, R],
If α − βN = 0, we have
If α − βN = 0, we choose
then, for any s ∈]0, R], we get
Therefore, for sufficiently small R, we have
Now, to underestimate F [ϕ], we distinguish two cases. Case 1: α − βN ≥ 0. Apply once more equation (3.5), we get
Since β < 0 and l < 0, then if we choose
we get for any s ∈]0, R]
Case 2: α − βN < 0. We see easily from (3.5) that
Hence, as in the first case, we can choose R sufficiently small such that the (3.15) holds.
As a consequence, we obtain the following estimates
Now, combining (3.7) and (3.4), we get
Owing to (3.17), we obtain for any r ∈ [0, R]
(3.19) So, we can choose R sufficiently small such that
Step 2: T is a contraction from E a,M,R into itself for small R. For any r ∈ [0, R] and any ϕ, ψ ∈ E a,M,r , we have
where F [ϕ] is given by (3.5). Next, let
According to (3.5) and (3.6), we have
23) As in the above we distinguish two cases:
(3.25) hence, using (3.23), we get
, and
Using once more (3.17), we get
Recall (3.23), we get
, Therefore, in both estimates (3.26) and (3.29), we can choose r small enough such that T is a contraction. Consequently, the Banach Fixed Point Theorem implies the existence of unique fixed point of T [1] , which is a solution of (3.3) , that is, of problem (P). The proof of proposition 3.2 is complete.
The following result concerns existence of a global solution of problem (P).
Proposition 3.3 Let a > 0 and b ∈ IR. Let u be solution of problem (P). Then, u is global.
But this contradicts (3.35).
Consequently, r max = +∞. This completes the proof.
As a consequence of proposition 2.4 and theorem 3.1, we have the following result and
The rest of the paper concerns the existence and uniqueness of positive solutions under some assumptions of the initial data. For this purpose, we begin with the result which shows that any positive solution of problem (P) is strictly positive. More precisely we have Theorem 3.6 Let u be a solution of problem (P). If r 0 > 0 is the first zero of u, then u (r 0 ) < 0.
Proof: As r 0 > 0 is the first zero of u, then, u (r 0 ) ≤ 0. Assume that u (r 0 ) = 0. By continuity and the definition of r 0 , there exists a left neighborhood (r 0 − ε, r 0 ) (for some ε > 0) where u is strictly positive and decreasing. We distinguish two cases.
Since u > 0 in (0, r 0 ) and N β − α ≤ 0, then according to (2.9), ϕ (r) < 0 in (0, r 0 ), where the function ϕ is given by (2.8). Hence ϕ(r) > ϕ(r 0 ) = 0 for any r ∈ (r 0 − ε, r 0 ).
Which implies that
u (r) > 0 for any r ∈ (r 0 − ε, r 0 ).
But this contradicts the fact that u (r) ≤ 0 in (r 0 − ε, r 0 ).
Define the function
where β < ρ < αβ α + β < 0.
First, note that G(r) < 0 in (r 0 − ε, r 0 ). On the other hand, according to equation (2.1), we have Which is a contradiction. Consequently, u (r 0 ) < 0 and the theorem is proved . Now, we look for solutions of the problem
where p > 2, q ≥ 1, N ≥ 1, −p < l < 0, −N < l < 0, α < 0, β < 0 and a > 0.
Theorem 3.7 Assume N > 1 and l > −p(N − 1) p − 1 . Then, there exists a 0 > 0 such that for any a ∈ (0, a 0 ), the solution u(., a) of problem (P 0 ) is strictly positive.
As the problem (P 0 ) is strongly singular, the perturbation method doesn't run. So to deviate this difficulty, we use the energy method introduced by [11] ; which requires this preliminary result. Proof: We know by proposition 2.5 that u (r) < 0 near 0, then as r 1 is the first zero of u , necessarily |u | p−2 u (r 1 ) ≥ 0. Suppose that |u | p−2 u (r 1 ) = 0. So using (2.1) and the fact that u(r 1 ) > 0, we deduce that
Since u (r) < 0 in (0, r 1 ) and l < 0, we have
Combining this inequality with (2.1), we get r N −1 |u | p−2 u (r) < 0 for any r ∈ (0, r 1 ).
Integrating the last inequality on (r, r 1 ) for r ∈ (0, r 1 ) and using the fact that u (r 1 ) = 0, we obtain
that is, u (r) > 0 for any r ∈ (0, r 1 ), this is a contradiction. Therefore, |u | p−2 u (r 1 ) > 0 and the proof is complete. Now, we turn to the proof of theorem 3.7.
Proof: (of Theorem 3.7). Let u be a solution of problem (P 0 ). We argue by contradiction and let r 0 the first zero of u. In addition, if we combine those relations with (3.45) and the fact that µ 2 > 0, we find H (R) < 0 for sufficiently small a and we reach a contradiction with H (R) ≥ 0. Recall that H(r) < 0 for small r, then there exists R ∈ (0, r 1 ) such that H(R) = 0 and H (R) ≥ 0. The remainder of the proof is then a repetition of arguments made in the first case. Consequently, u(., a) is strictly positive for sufficiently small a. The proof is complete.
As a consequence of the previous theorem, we get the existence of positive solutions of problem (P) when N ≥ p. 
