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Abstract: In order to easily send data between two end elements without congestion, methods that
suitably control flow of date and evaluate possible overload state are necessary. One such method
is to control the data flow directly on the transport layer. This layer offers a range of mechanisms
dedicated to deal with this issue. The aim of this paper is focused on TCP Vegas for its ability to
shape the data flow and the advantages and disadvantages of its use in the network. The paper also
shows the behavior of two parallel data streams using TCP Vegas.
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1 ÚVOD
Uvádzaná práca sa zaoberá problematikou zahltenia na úrovni transportnej vrstvy za použitia mecha-
nizmu TCP Vegas, ako hlavný prvok pri riadení dátového toku. TCP Vegas využíva momentálnych
nameraných hodnôt dátového toku, podl’a nich je schopný modifikovat’ okno zahltenia CWND (Con-
gestion Window) [1]. Toto okno slúži na odosielanie zatial’ nepotvrdených segmentov, a tak sa dá
TCP Vegas na rozdiel od ostatných mechanizmov považovat’ za dynamický. V prípade vzniku zahl-
tenia dôjde ku strate segmentov, tieto je potrebné znovu odoslat’, a preto TCP Vegas rozšíril možnosti
znovu odosielania stratených jednotiek. Práca sa preto snaží analyzovat’ TCP Vegas a zistit’ jeho
pozitívne a negatívne prínosy pri vzájomnej komunikácií dvoch prvkov.
2 MECHANIZMUS TCP VEGAS
Mechanizmus TCP Vegas (d’alej TCP-V) je rozsiahlou modifikáciou mechanizmu TCP Reno [2, 3].
Je založený na princípe aktívneho merania doby odozvy (RTT), ktoré je efektívnejšie pri identifikácií
nadchádzajúceho sa zahltenia. Pomocou tohoto princípu TCP-V nepotrebuje vycˇkávat’ na duplicitné
potvrdenia aby zahájilo opatrenia pri vzniknutom zahltení. Kde Reno muselo pocˇkat’ na duplikáty,
siet’ sa už nachádzala v stave zahltenia, TCP-V je schopné predíst’ zahlteniu skôr než k tomu dôjde.
2.1 POMALÝ ŠTART
Slúži ako základný mechanizmus pre nadviazanie spojenia a vlastný prenos dát. V pocˇiatocˇnej fázy
nemá TCP žiadne znalosti o parametroch siete, cˇiže nevie aká môže byt’ vel’kost’ CWND. Teoreticky
by mohol TCP posielat’ na maxime cˇo by však viedlo k zahlteniu siete. Aby sa predišlo podobným
problémom, používa sa mechanizmus pomalého štartu. TCP-V svoje okno CWND zvyšuje exponen-
ciálne na každý d’alší RTT pocˇas pomalého štartu, pricˇom pomalý štart opustí len v prípade kedy
CWND prekrocˇí limit siete, tu oznacˇovaný ako prah. Pocˇas dvoch po sebe idúcich RTT sa okno
CWND nemení, ostáva fixné, vd’aka cˇomu je možné zmerat’ rozdiel medzi Ocˇakávanou (Expected)
a Aktuálnou (Actual) hodnotou priepustnosti [2].
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2.2 MECHANIZMUS PRE OPÄTOVNÉ ODOSIELANIE
Mechanizmy ktoré používa TCP opätovne odosielajú segmenty v prípade vypršaní cˇasovacˇa alebo po
prijatí troch duplicitných potvrdení. TCP-V tuto myšlienku prijal a rozšíril, vd’aka tomu že je schopný
zaznamenávat’ jednotlivé cˇasy pre každý segment, individuálne pristupuje k potvrdeniam následovne
[1, 2]:
• V prípade duplicitného ACK, TCP-V overí cˇi je rozdiel, medzi aktuálnym cˇasom a cˇasom za-
znamenaným pri odoslaní, väcˇší než je hodnota cˇasového limitu. Pokial’ áno, TCP-V opätovne
odošle daný segment bez toho aby musel cˇakat’ na tri duplicitné potvrdenia.
• V prípade neduplicitného ACK, pokial’ sa jedná o prvý alebo druhý prijatý ACK po opä-
tovnom odoslaní, TCP-V znovu kontroluje cˇi hodnota zaznamenaná pri odoslaní neprevyšuje
hodnotu cˇasového limitu. Pokial’ áno, TCP-V znovu odošle príslušný segment. Tento spôsob
poslúži v prípade ak by došlo ku strate aj pocˇas samotného opätovného odosielania.
2.3 ALGORITMUS TCP VEGAS KU ZAHLTENIU
Prístup TCP-V k zahlteniu závisí na zmenách Ocˇakávanej (Expected) hodnoty priepustnosti a Aktu-
álnej (Actual) hodnoty priepustnosti v urcˇitom cˇasovom úseku, pracuje následovným spôsobom [2]:
1. Je urcˇená BaseRTT [s] ako minimálna nameraná hodnota RTT, ta sa zvolí na základe šírenia
oneskorenia (ide o RTT segmentu, ktorý sa nenachádzal v preplnenom spojení). Následovne je
vypocˇítaná Ocˇakávaná (Expected) priepustnost’ [seg · s−1] a Aktuálnu (Actual) priepustnost’








kde cwnd je momentálna hodnota okna zahltenia [seg] a RT T [s] je najnovšia odmeraná RTT.
2. Následuje porovnávanie Ocˇakávanej (Expected) hodnoty priepustnosti a Aktuálnej (Actual)
hodnoty priepustnosti oznacˇené tiež ako diff [seg · s−1]:













ktorej hodnota je vždy nezáporná, a slúži k nastaveniu okna CWND.
3. TCP-V ma implementované dve konštanty α a β, podl’a ktorých riadi CWND:
cwnd =

cwnd+1 di f f < α, (4a)
cwnd α≤ di f f ≤ β, (4b)
cwdn−1 di f f > β. (4c)
Pokial’ diff <α, TCP-V zväcˇší CWND lineárne pocˇas d’alšieho RTT.
Pokial’ diff >β, TCP-V zníži CWND lineárne pocˇas d’alšieho RTT.
Pokial’ α≤ di f f ≤ β, TCP-V ponecháva CWND nezmenené.
3 POUŽITIE TCP VEGAS PRI PRENOSE PARALELNÝCH DÁTOVÝCH TOKOV
Pomocou metódy TCP Vegas, boli simulované dva dátové toky na šírke pásma o vel’kosti 10 Mbit/s.
V Obr. 1(a) je možné vidiet’ ovládanie okna CWND dvoch dátových tokov pomocou metody TCP
Vegas. Pri pocˇiatocˇnom prenose ktorý je možný vidiet’ na Obr. 1(b) v cˇase 0 s až 4 s, nastáva fáza po-
malého štartu, kedy pri každom následujúcom RTT sa hodnota okna CWND zvyšuje exponenciálne
do doby kým sa neprekrocˇí prah.Obr. 1(a) zárovenˇ ukazuje správanie sa okna CWND pocˇas prenosu.
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(a) (b)
Obrázek 1: (a) Graf okna CWND TCP Vegas, (b) graf okna CWND pocˇiatocˇných 20 s
Dvojica okien sa správa rozdielne, miesto chaotického správania su rozdelené a ich hodnota okna
CWND sa dá považovat’ za konštantnú. Tento spôsob úpravy okien vychádza z algoritmu metódy,
kedy sa nepoužíva pre indikáciu zahltenia duplicitné potvrdenia, ale používa sa predikcia zahltenia
pomocou vypocˇítanej hodnoty diff. Pretože je RTT rozdielny pre oba dátové toky výsledná hodnota
diff bude rozdielna a tak okno CWND rôzne vel’ké. Aj ked’ sa hodnota RTT mení pre oba dátové
toky, nieje kritická aby dochádzalo ku zmenam vel’kosti okna a od cˇasu 47 s je splnená podmienka
α ≤ di f f ≤ β pre oba dátove toky podl’a vzorca 4b, hodnota CWND nemení, nedochádza ku stra-
tám a dané TCP spojenie je maximálne efektívne. Graf následovne ukazuje neefektívne rozdelenie
dostupného zdroja kde je jeden dátový tok zvýhodnený a jeho hodnota okna CWND je vyššia.
4 ZÁVER
Práca popisuje správanie sa TCP Vegas, z uvedených výsledkov je možné vidiet’, že sa samotné TCP
Vegas snaží o minimálnu strátavost’ a to však na úkor agresívnej správy okna CWND, cˇo ma za ná-
sledok kedy sa dátový tok drží na nižšej úrovni a nemôže íst’ k maximálnej hranici, ktorá je dovolená
siet’ou. Podstatnou nevýhodou TCP-V je neefektívne rozdelenie poskytnutých zdrojov, nedochádza
k spravodlivému rozdeleniu prenosovej kapacity a to po celu dobu samotného prenosu.
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