[1] This paper reports the development and application of a three-dimensional multi-component reactive transport model (BGTK) to simulate a wide range of biogeochemical processes in subsurface environments. The model can handle both equilibrium and kinetically controlled reactions and is based on the well tested modular models RT3D [Clement et al., 1998 ] and PHREEQC-2 [Parkhurst and Appelo, 1999]. Here we describe the details of the new coupled model and demonstrate its capabilities using test problems involving microbial transport in a laboratory column and redox zonation in a contaminated aquifer.
Introduction
[2] Fate and transport related issues in subsurface environments (e.g., transport of pathogens and redox-dependent biodegradation of organics) often require mixed equilibrium/ kinetic descriptions as the disparate spatiotemporal scales in the system do not justify the use of the local equilibrium assumption. Although a great deal of effort in the past focused on the development of models following either the equilibrium [e.g., Walter et al., 1994; Yeh and Tripathi, 1989; Steefel and Lasaga, 1994] or kinetic [e.g., Zheng, 1999; MacQuarrie and Sudicky, 2001] descriptions, efforts to develop multi-dimensional, multi-component reactive transport models with mixed equilibrium/kinetic descriptions are relatively limited [Lichtner, 1996; Brun and Engesgaard, 2002; Mayer et al., 2002; Prommer et al., 2003] . In this paper, we report the development and application of a 3D multi-component reactive transport model BGTK (BioGeochemical Transport -Thermodynamic and Kinetic, pronounced ''bigtek'') that can handle mixed kinetic/equilibrium descriptions. BGTK combines the ability to simulate microbial transport and degradation reactions using kinetic descriptions based on the RT3D model [Clement et al., 1998 ] with the ability to simulate equilibrium reactions using the geochemical speciation model PHREEQC-2 and its reaction databases [Parkhurst and Appelo, 1999] . The new model offers significant flexibility in simulating a wide range of complex biogeochemical reactions. The model uses the sequential operatorsplitting strategy to solve the sub-models for the advection, dispersion and reaction processes separately. An advantage of using RT3D includes the ability to specify user-defined reaction modules for rate expressions and Jacobians and use of the ordinary differential equation (ODE) solver LSODA [Hindmarsh, 1983] to solve systems of both stiff and nonstiff reaction differential equations.
Operator Splitting
[3] The general macroscopic equations governing the transport of aqueous and solid-phase species in saturated porous media are given by:
where C k is the aqueous phase concentration of the kth species andC i is the solid-phase concentration of the ith species, D ij is the dispersion tensor, v i is the pore water velocity in the i-th direction, f denotes the porosity, q sk is the volumetric flux of water per unit volume of the aquifer (source/sink) and C sk is the concentration of the source/sink while r C andr C denote the rates of all reactions that occur in the aqueous and solid phases respectively. In (1) and (2), n denotes the total number of species simulated while m denotes the number of mobile (i.e., aqueous) species. In BGTK all reactive components simulated (including equilibrium species) are defined and tracked in RT3D. By allowing PHREEQC to control speciation, losses to the atmosphere (e.g., production of N 2 gas) are accounted for. All components follow either the mobile (equation 1) or immobile (equation 2) descriptions. Aqueous phase equilibrium concentrations from PHREEQC-2 are subjected to advection and dispersion with a zero reaction rate (i.e., the specie is treated as a conservative tracer within RT3D). In the current version of BGTK, we have used the standard sequential, non-iterative operator splitting (OS) similar to the one used by Zheng [1999] . The OS strategy helps in solving complicated biogeochemical reactions in a modular fashion. During the first step, the solution algorithm solves the advection, dispersion and source-sink mixing steps for all mobile components for a transport step size Dt determined based on stability criteria. At this point, the concentrations at the new time level result from physical transport only. The next step is to solve the coupled reaction equations using an implicit solver LSODA which automatically computes the time-step required for integrating the differential equations. The solution procedure at this point differs from the RT3D approach, in that a distinction is made between species whose environmental behavior is limited by reaction kinetics and those that are not rate limiting and therefore controlled by equilibrium. For kinetic species, the changes in cell concentrations are computed by solving the ODEs for the kinetic rate expressions. For equilibrium species, however, the changes in cell concentrations result from an updated PHREEQC run for that cell. These concentrations are then transported in RT3D subjected to advection and dispersion. The primary difference in the solution of kinetic and equilibrium species lies in how the local cell concentrations change. Since all reactive species are tracked in RT3D, this completes the reaction step in the OS approach and the procedure is repeated for other time steps. Several options are available for solving the ODEs including an automatic-switching Gear algorithm for stiff/non-stiff computations, a non-stiff Runge-Kutta solver and a stiff solver based on a semiimplicit extrapolation method that requires the analytical Jacobian matrix of the reactions. Model accuracy could potentially become an issue if large transport steps are used (especially when using implicit solvers). This can be resolved by using a smaller time step to minimize inconsistencies between RT3D and PHREEQC concentrations. An additional level of detail involves the frequency with which cell-by-cell concentrations are updated for equilibrium species. If PHREEQC is not called every timestep, significant errors may be introduced in some cases (e.g., for heterogeneous reactions or if the Courant number is close to 1.0). The default option updates the concentration values from PHREEQC once every transport step. Although this option provides accurate results, significant amount of time is spent running PHREEQC. In the current version, the user has complete flexibility in controlling this frequency depending on the trade-off between computer running time and the level of accuracy desired. BGTK also allows similar flexibility spatially. For example, if certain reactions are known to occur in the presence of a component, then PHREEQC can be invoked whenever the concentration of the component exceeds a threshold value. This approach has the potential to significantly cut down computer running times, especially for 3D simulations. However, the threshold concentration value (used to decide if the component is present or absent) depends on the specific reaction system being modeled and should be determined carefully.
Results and Discussion
[4] BGTK opens up the possibility to simulate a number of complicated fate and transport problems including acidmine drainage problems, biodegradation of organic compounds with pH-dependent microbial growth, decay and competition, mineral dissolution/precipitation reactions as well as reactive transport in complex engineered in situ remediation systems such as biocurtains and reactive barriers. In this section, we illustrate two examples, to demonstrate the application of BGTK to a range of multicomponent reactive transport problems. The aim of the first example is to demonstrate the ability to simulate complex kinetic reactions while the second example demonstrates the ability to simulate mixed kinetic/equilibrium reactions.
Example 1. Microbial Transport in a Laboratory
Column: Cometabolic Degradation of Carbon Tetrachloride
[5] To demonstrate the ability to simulate microbial transport and the transport of multiple reacting species within BGTK, we have selected the biodegradation of carbon tetrachloride (CT) in a laboratory column described in detail by Phanikumar et al. [2002] . To independently verify the predictions of BGTK, we have also compared model predictions with results obtained using a fourthorder accurate compact scheme described in Phanikumar and Hyndman [2003] . The full set of equations describing the cometabolic degradation of CT include the mass balance equations for the aqueous and sorbed phase CT concentrations, mobile and immobile microbial concentrations, and electron donor (acetate) and acceptor (nitrate) concentrations. The equations, boundary and initial conditions, parameter values as well as details of column operation are described in Phanikumar et al. [2002] . Computations used a uniform grid with 1600 points and a third order accurate total variational diminishing (TVD) scheme was used for the advection step in BGTK. Figure 1 shows a comparison of mobile and immobile microbial concentrations and nitrate and acetate concentrations six days after inoculation. Model predictions of BGTK are found to be in good agreement with results obtained from the compact scheme. This example serves to illustrate the ability of BGTK to simulate reactions governed by complex kinetic rate expressions.
Example 2. Evolution of Redox Zonation in a Contaminated Aquifer: Simulation of Terminal Electron Accepting Processes (TEAPs)
[6] BGTK was used to simulate the spatial and temporal evolution of redox zonation in a contaminated aquifer. We chose to model redox zonation because redox is a central parameter controlling the biogeochemical behavior of chemicals in the environment including their toxicity to human and ecosystem health. Redox is difficult to predict because it is controlled by solute transport processes stimulating coupled microbial activity and geochemical reactions. Thus, our goal was to evaluate the ability of this new model to describe common redox reactions in a subsurface environment of general interest. The hydrogeologic setting is adapted from the test problem of Walter et al. [1994] . The simulation is done in the two-dimensional vertical cross section following the water table gradient. The source region (10 m < x < 30 m) of acid mine tailings in Walter et al. [1994] was replaced with a constant source of complex organic matter denoted by ''C org ''. This test problem considers C org in the aqueous phase only. A threshold C org value of 0.001 was used to decide if PHREEQC should be invoked for a cell. The recharge into the aquifer at the top is set equal to 0.142 m/year which is the value used by Walter et al., however, we assume that low levels of oxygen, sulfate and nitrate enter the system with recharge to simulate the typical chemistry of a rain solution in equilibrium with the atmosphere. The recharge (as well as initial) concentrations of oxygen, nitrate and sulfate are 2.5 Â 10 À4 , 7.143 Â 10 À4 , 1.04 Â 10 À4 moles/L respectively. Initial concentrations of all other species are set to zero. Concentrations of all components in the source region are allowed to vary with time from their initial values. Concentration of C org , however, was fixed (0.01 moles/L) to simulate a constant source. Iron (III) followed the immobile description (equation 2) and was simulated as reactive amorphous Fe oxides, generically described as (Fe(OH) 3 (a)) in PHREEQC. pH is modeled based on local charge balance. The longitudinal and transverse dispersivities are 0.1 and 0.01 m respectively and an effective molecular diffusion coefficient of 0.0005 m 2 /year is used. The simulated hydraulic heads, stream functions and tracer concentrations (not shown) are in excellent agreement with the results of Walter et al. [1994] . Biodegradation reactions were described using a partial equilibrium approach in which processes were described as either thermodynamically (instantaneous) or kinetically controlled [McNab and Narasimhan, 1994; Jakobsen and Postma, 1999] . In our model coupled redox reactions are separated such that the fermentation of organic matter C org to soluble electron donors such as acetate C ace is considered to be the rate limiting step and the terminal electron accepting process such as nitrate reduction is thus considered instantaneous. Methanogenesis is also assumed to be a kinetically controlled process with a first-order rate coefficient k M [3 Â 10 À2 year
À1
, Brun and Engesgaard, 2002] . All species, except C org and methane followed equilibrium descriptions. Typical rate expressions used for this test case are shown below.
In the above M org and M ace denote the Monod terms based on the fermentation of organic matter to an averaged intermediate product including acetate, hydrogen, and propionate and methanogenesis respectively. k 1 , k 2 denote first-order rate coefficients and Fennell and Gossett, 1998 ] and Fennell and Gossett, 1998 ] denote the half-saturation coefficients. Representative values of constants were obtained from the literature to test the proof of concept. Limited quantitative information is available on the reactivity of C org in the literature. We have assumed that k 1 = k 2 = k and used a value of k (10 À4 year À1 ) that produced the levels of Iron (II) that we have seen at field sites. C* (10 À6 ) represents a concentration value used to decide if sulfate is at a concentration low enough to allow methanogens to outcompete sulfate reducers. The ability to integrate solid phases, such as iron minerals and calcite, into the kinetic model allows for a more realistic description of the biogeochemistry of the site. As can be seen in Figure 2 , pH is initially low as iron reduction is not dominant; however, a zone of large iron reduction at later times results in relatively high alkalinity and pH. These types of linkages between PHREEQC and RT3D are important because mineral stability and microbial activity are pH sensitive. Figure 2 shows the evolution of the redox plumes at 5, 10, 20 and 50 years. As the contaminant C org migrates away from the source, it is fermented to a generic product C ace which serves as electron donors. These electron donors are then coupled to the sequential reduction of electron acceptors oxygen, nitrate, ferric iron, and sulfate based on thermodynamic constraints. Figure 3 shows the time history of the concentrations at a point in the aquifer below the source zone (x = 19.75, z = 9.375, shown by an asterisk in Figure 2 ) and this sequence is illustrated. The temporal evolution shown in Figure 3 is also consistent with published results [e.g., Watson et al., 2003] . Once these electron acceptors are depleted, methane is produced by methanogenesis.
Conclusions
[7] We have demonstrated the application of a multicomponent reactive transport model (BGTK) to simulate biogeochemical processes in subsurface environments. The test cases presented demonstrate that the model can simulate microbial transport and redox processes. Using a sequential operator-splitting approach, BGTK provides a unified framework in which pH-and redox-dependent transport processes, mineral-phase reactions and microbial processes can be coupled with site hydrogeology to address a variety of fate and transport problems. Future versions will provide additional solvers as well as built-in modules/templates to simulate a number of ''standard'' microbiological and geochemical problems.
