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En este documento nos situamos en la posición de un usuario más de la 
comunidad GUIFI.NET. Esta asociación de usuarios ha construido una red 
WLAN abierta, gestionada por ellos mismos y capaz de ofrecer servicios 
funcionales sin coste alguno. El buen funcionamiento de la red la ha llevado a 
obtener reconocimientos como el premio nacional de telecomunicaciones y, 
debido a su aceptación entre los usuarios, ha llegado a tener más de 3000 
puntos de acceso. 
 
Al no depender de grandes compañías ni entidades comerciales, estas redes 
pueden aprovecharse de las últimas tecnologías para adaptarlas a su entorno. 
Precisamente ese es el objetivo de este trabajo: introducción y estudio de 
mejoras sobre la red existente de GUIFI.NET. 
 
En un primer apartado evolucionamos la red existente, convirtiéndola al nuevo 
protocolo de red IPv6. Se pretende citar sus características y mejoras e, 
investigar si es posible la introducción de este protocolo sin cambios drásticos 
en el dispositivo más común de GUIFI.NET: el router linksys WRT54GL, 
haciendo hincapié en los métodos disponibles de transición: de IPv4 a IPv6. 
 
El enfoque de la segunda parte de este trabajo es intentar optimizar los 
recursos de la red ya disponible mediante Calidad De Servicio (QoS), 
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We situate in the position of one more user of the community GUIFI.NET. This 
association of users has built an open WLAN network, maintained by them and 
offering useful services without cost. The good performing of the network has 
taken this community to receive acknowledgement like the telecommunication 
national price and, because of its popularity between the users, has reached 
the number of 3000 hotspots. 
 
This association does not depend upon large corporations or commercial 
entities, that´s why they can take advantage of new technologies and use them 
on their network. That´s the goal of this document: introduction and study of 
new technologies on the actual GUIFI.NET network. 
 
In a first chapter we will evolve the actual IPv4 network, turning it into IPv6. The 
objectives here are to point IPv6 characteristics and improvements and 
investigate if it´s possible to add this new protocol to the most common device 
on GUIFI.NET: Linksys WRT54GL router. We will focus on the different 
methods of migration from IPv4. 
 
On the second chapter we will try to optimize network resources by means of 
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En este apartado introductorio se va a explicar los diferentes capítulos en los 
que está dividido este documento, intentando cumplir en cada uno los objetivos 
aquí propuestos. 
 
En un primer capítulo se pretende informar al lector sobre el entorno de trabajo 
en el que se basa el proyecto. Daremos a conocer la comunidad GUIFI.NET 
para que una persona ajena a la misma, entienda el marco de funcionalidad en 
él que nos encontramos. 
 
Seguidamente introduciremos las tecnologías con las que trabajaremos a lo 
largo de estas páginas, definiéndolas en el capítulo dos. 
 
Con el capítulo tres nos adentramos ya en lo que es el material de desarrollo, 
introduciendo el protocolo IPv6 y desarrollando varios escenarios prácticos 
centrándose sobretodo en la problemática de la transición de un protocolo al 
otro. 
 
Llegamos al capítulo cuatro donde nos encontramos con más material de 
investigación: QoS. Se plantean varios escenarios sobre los que implementar 
Calidad de Servicio y un escenario en particular teniendo en mente el entorno 
de GUIFI.NET. 
 
Ya habiendo visto las nuevas tecnologías implementadas, se dedicará un 
quinto capítulo a reflexionar sobre el impacto que tendría la implementación de 
estas mejoras en el sistema actual de la comunidad. 
 
Para acabar, se ofrece al lector, las conclusiones a las que se ha alcanzado a 
lo largo del desarrollo de este documento, así como el análisis de los objetivos 
cumplidos. 
 
En los anexos se recoge todo tipo de información técnica a la hora de 
implementar los diferentes casos de estudio de los capítulos prácticos. 
 
I.1 Razón y oportunidad del proyecto 
 
Las comunidades wireless empiezan a ser cada vez más importantes y más 
grandes. Con el motivo del descubrimiento del movimiento FON me interesé 
por estas comunidades y decidí aportar algo. Añadido esto al interés propio por 
nuevas tecnologías como IPv6, me propuse investigar más sobre el tema para 
una posible migración del sistema actual al nuevo protocolo. 
 
Como usuario de programas P2P he sufrido la problemática de saturación de 
red, por lo que también me interesé en desarrollar una solución tanto para la 






Como objetivo a seguir, me he propuesto el analizar la introducción de mejoras 
sobre el router ofrecido por GUIFI.NET, añadiéndole nuevas características que 
puedan beneficiar a la comunidad. 
 
Con el capítulo de IPv6 se pretende dar unos primeros pasos con este nuevo 
protocolo, probar la viabilidad de instalación de una red IPv6 en el router 
WRT54GL, así como preparar a la actual generación para el ―futuro‖ de las 
redes con IPv6 estudiando varios métodos de transición. 
 
Mediante el estudio de scripts de calidad de servicio, la meta es intentar 
optimizar la red actual para que los usuarios puedan obtener más 
rendimiento de su comunidad. 
 
I.3 Impacto medioambiental 
 
El impacto sobre el medioambiente del estudio aquí realizado no se debería 
tomar en cuenta ya que se trabaja con software y no con hardware. Sin 
embargo si se ha de tener en cuenta si nos ocupamos de distribuir los puntos 
de accesos para dar servicio a la comunidad,  teniendo en cuenta la instalación 
de dicho equipamiento y su relación con el entorno que lo rodea. 
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CAPÍTULO 1. GUIFI.NET: UNA RED ABIERTA 
1.1 Introducción 
 
Gracias a la tecnología de comunicaciones de datos sin cables, ha facilitado 
que se hayan ido creando diversas comunidades, no solo orientadas a 
proporcionar comunicación de datos a un solo particular, sino también 
orientadas a conectar con el vecindario y de esta forma, compartir recursos y 
servicios sin la limitación de una empresa con ánimo de lucro. Aquí los limites, 
posibilidades y recursos los ponen cada uno de los integrantes y de estas 
comunidades. 
 
De esta idea nace GUIFI.NET1, con el objetivo de poner en común esta 
infraestructura y proporcionar mecanismos de organización para que su 
funcionamiento y gestión sean los adecuados. Queda bien claro pues, que no 
es una empresa ni privada ni gubernamental, ni cuyo fin es el de ofrecer un 
servicio público o de pago, sino meramente la coincidencia de un grupo de 
personas en un interés común al cual todos están invitados a entrar. 
 
La lógica de esta comunidad se basa en el hecho de usar las tecnologías en 
beneficio de las personas y no al revés y es que se crea un espacio donde se 
saca beneficio particular pero de una manera colectiva.  
 
Se cumple también con otra función importante, la de poner al alcance de todos 
tecnologías tan pronto como alguien esté dispuesto a hacerlo y no por la 
conveniencia de estrategias comerciales de grandes empresas, que no siempre 
actúan según las condiciones de mercado y las posibilidades tecnológicas. 
GUIFI.NET no solo pone estas tecnologías al alcance de todos, sino que 
además es un lugar de investigación y desarrollo para la adaptación de estas 
mismas tecnologías a las finalidades que le son propias en una red abierta. 
 
Su ideología parte de la licencia de comuns sense fils2, de la que GUIFI.NET 
sigue sus términos y descripciones de funcionamiento. Leyendo esta 
declaración de principios podemos obtener lo que es la filosofía de estas 
comunidades, el pensamiento detrás de todas las especificaciones técnicas, 
tecnologías y documentación que nos encontramos. Vendrían a ser las 
especificaciones de licencia libre adaptadas para comunidades de redes, en 
donde no encontramos software propietario ni comercial, sino aportaciones de 
innumerables usuarios desarrollando y administrando la red. Echemos un 
vistazo a los principios básicos que tiene esta comunidad basados en la 
licencia comuns sense fils: 
 
Principio Básico I: Criterio y prioridades del despliegue y conexiones. Es el 
miembro el que ha de preocuparse de tener conectividad. 
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Principio Básico II: Financiamiento. Guifi.net no paga nada a nadie. Son los 
propios usuarios quienes se han de ocupar del coste del equipo y material 
necesario. 
 
Principio Básico III: Comunidad Sin-hilos. Una serie de puntos a seguir para 
ser miembro de esta comunidad. 
 
Principio Básico IV: Red en malla. Se persigue una topología de red en malla 
donde se intenta proporcionar conectividad lo más directamente posible de 
igual a igual. 
 
Principio Básico V: Soporte y gestión de la red. En Guifi.net hay un continuo 
desarrollo de aplicaciones orientadas a la gestión de la red. 
 
Principio Básico VI: Mantenimiento de la red. Los mismos usuarios han de 
colaborar para asegurar el buen funcionamiento del material y del equipo. 
 
Principio Básico final: El fuera de juego. No es una comunidad para exponer 
ideologías, opiniones o exponer noticias del mundo del corazón. 
 
1.2 Servicios de GUIFI.NET 
 
En esta comunidad los servicios los ceden y los administran los mismos 
integrantes, así pues quedan limitados por lo que los usuarios puedan aportar. 
Aún así dada esta limitación, dentro de los servicios de GUIFI.NET podemos 
encontrar una oferta de servicios más innovadora y avanzada que la ofertada 
por cualquier opción comercial destinada al gran público. 
 
1.2.1 Servicios Clásicos 
 
Esta comunidad ofrece a sus integrantes unos servicios que podíamos 
considerar como básicos como pueden ser cuentas de correo, acceso a 
Internet, servidor DNS, servidor de reloj (NTP), alojamiento de ficheros, etc. 
Disponen también de un servidor de mensajería instantánea (iRC) que actúa 
como pasarela con las demás redes existentes. Cada vez se van añadiendo 





A parte de los servicios clásicos comentados anteriormente, esta comunidad 
dispone de otros servicios bastante innovadores y atractivos: 
 
Álbumes de fotografías dinámicas con galerías 
Cámara IP 
Servidor de VoIP 




Emisoras de radio 
MAPSERVER: servidor de mapas 
UnSolClick: herramienta que permite la auto conexión a Guifi.net. 
… y muchos más que están el proyecto, pruebas, etc. 
 
Este apartado es uno de los más atractivos de esta comunidad ya que ofrece 
servicios que muchas de las empresas comerciales no ofertan a sus usuarios. 
 
Pasemos a comentar algunos de los servicios listados: 
 
UnSolClick: Herramienta de auto conexión a la red de la comunidad Guifi.net. 
Cuando el usuario registrado  en el portal quiere conectarse a esta red, usa 
esta herramienta. Cuando ya ha introducido las coordenadas de su situación en 
el servidor de mapas, se le notifica a un usuario los posibles nodos con los que 
puede establecer contacto. Junto con la lista de nodos, va también la 
información de cada uno: perfiles de relieve, nombre, características, etc. Una 
vez elegido nodo, el usuario recibe los datos de conexión. Hay que mencionar 
que no solo se le informa de dirección, máscara de subred y puerta de enlace, 
sino que se le entrega un fichero de configuración de red para el S.O. utilizado. 
 
MAPSERVER: como se ha citado antes se trata de un servidor de mapas. Este 
servicio surge de la unión de recursos con el ICC (Institut Català de 
Cartografia). Sirve para representar de manera geográfica el estado de la red: 
situación de nodos, distancia entre ellos, etc. Gracias a la implementación de 
este servicio sobre Minnesota Map Server se han podido minimizar los costes. 
 
1.3 La red en Guifi.net 
 
La red de Guifi.net queda definida con una topología en forma de gran malla 
(mesh). De esta gran malla se pueden diferenciar dos partes: la primera es la 
parte troncal cuya función es la de interconectar las diferentes zonas y la 
segunda parte es la constituida por los diferentes nodos, o ―puntos guifi.net‖, 
desde donde se proporciona cobertura a los clientes. 
 
Una de las principales características de esta red es su extensibilidad ya que la 
construyen los mismos usuarios así que no tenemos el problema de la 
limitación geográfica. Aún así esta comunidad se encuentra centrada en las 
comarcas de Gerona y Barcelona. 
 
En la parte troncal encontramos enlaces típicamente configurados como punto 
a punto, he aquí una de las limitaciones de esta red, ya que a diferencia de una 
red convencional en estrella, estos nodos centrales no disponen de más 
capacidad física que la parte de acceso o el mismo extremo de la conexión 
(usuario final). Por eso conviene una buena configuración de red y dispersar el 
tráfico la red a través de los diversos enlaces troncales. 
 
Los puntos finales de conexión, llamados puntos caliente o puntos guifi.net, son 
los que cada usuario instala, configura y administra con los medios que tenga 
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disponibles, sólo se le pide que la inserción de este nuevo nodo a la red no 
perjudique el buen funcionamiento del conjunto global de la red. Es criterio del 
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CAPÍTULO 2. TECNOLOGIAS UTILIZADAS 
2.1 Introducción 
 
Ya hemos explicado en qué consiste esta red, nos centraremos ahora en las 
bases de cómo funciona: hardware y software. Este punto es necesario con el 
fin de conocer de que herramientas se dispone para realizar este estudio y 
exponer en que tecnologías se quiere centrar. Este capítulo también pretende 
presentar estas tecnologías y enumerar los conocimientos mínimos necesarios 
para continuar la lectura del siguiente capítulo. Para completar la información, 
el lector se puede dirigir al primer anexo, titulado ―Preparación del WRT54GL‖ 
 
Por último se considera importante la redacción de este punto con el fin de 
obtener una lista de propósitos realizables en cuanto al entorno tecnológico y a 




Guifi.net se basa en un equipamiento común para formar la parte troncal y en 
equipamiento propio para el usuario final. Debido a esto cada usuario puede 
utilizar el equipamiento que tenga más a mano, o que ya disponga de él o 
incluso el que opine que es mejor. Aun así una gran parte de este 
equipamiento son los routers del fabricante Linksys: WRT54G. 
 
El equipamiento cedido por Guifi.net para la realización de este proyecto son 3 
routers Linksys WRT54GL. 
 
2.3 Linksys WRT54GL 
 
Linksys3 es la empresa filial corporativa de Cisco, una de las más reconocidas 
en cuanto a productos de interconexión de redes se refiere. No es de extrañar 
la elección de este router para ser un elemento de la red Guifi.net ya que es 
uno de los más completos, fiables y estables. Este modelo en concreto, el 
WRT54GL, nacido en 2005, es el sucesor del WRT54G y la principal 
característica que lo hace atractivo a este tipo de comunidades Wireless, es el 
hecho de que el código fuente del firmware fue liberado. Gracias a esto los 
usuarios pueden modificar este firmware para añadir o modificar 
funcionalidades, cambiar cualquier forma de funcionamiento del router, etc.  
Actualmente existen multitud de proyectos de firmwares de terceros, 
compatibles con este router: 
 
- DD.WRT 
- Earthlink (IPv6 Firmware) 
- Freifunk 
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La versión 1.1del WRT54GL cuenta con una CPU de 200Mhz, 16Mb de RAM, 
4MB de memoria flash y no incluye puerto RS-232 (lo cual complica un poco la 
actualización del firmware). 
 
Este equipo cuenta con tres interfaces de red: 
- Para enlazar con el operador: WAN 
- Un switch de 4 puertos: LAN 
- Interfaz Wireless: WLAN 
 
La potencia de transmisión de la interfaz Wireless puede llegar hasta los 




Como sabemos, al router WRT54GL lo podemos reflashear con firmwares de 
terceros para añadir así nuevas funcionalidades. Se ha de escoger bien el 
software que se vaya a instalar, mirando que lo que queramos hacer pueda 
implementarse y que haya disponibilidad de herramientas software. 
 
Las distribuciones aquí comentadas son todas basadas en Linux. De ninguna 
manera se trata de software propietario sino que son sistemas adaptados del 
kernel de Linux para funcionar con este hardware específico, pudiéndonos 
encontrar a veces, en diferentes versiones del firmware para las diferentes 
versiones del hardware, cosa que ocurre para los linksys mismos: WRT54G, 
WRT54G3G, WRT54GS, WA840G, WE800, etc… 
 
2.4.1 OpenWRT  
 
OpenWRT4 es una distribución pensada para routers que soporten licencia 
GPL. Con esta distribución, no conseguimos el máximo de funcionalidades 
simplemente instalándolo sino que nos encontramos con un firmware ―mínimo‖. 
Para sacarle el máximo provecho, el usuario, tendrá que ir añadiendo los 
paquetes necesarios para obtener las funcionalidades que desee. 
 
Los propios usuarios desarrollan paquetes software y los ponen a 
disponibilidad de todo el mundo, de esta forma nos podemos encontrar con una 
distribución con muchísimas funcionalidades: VLANs, VoIP, encriptación, 
demonios de encaminamiento, seguridad, etc. 
 
No solo podemos instalar esta distribución en el WRT54GL sino que además 
podemos utilizarla en equipo de D-Link, Asus, Dell, Buffalo, Motorota, Toshiba, 
US-Robotics y algunos más. 
 
                                            
4
 http://openwrt.org/ 
10  TFC Mejoras s 
 
 
A lo largo de este estudio y para la realización de los escenarios se han usado 
dos de las distribuciones de OpenWRT: Kamikaze y Whiterussian. 
 
2.4.2     Posible alternativa de uso: DD-WRT  
 
DD-WRT 5es la segunda distribución más versátil de las compatibles con el 
Linksys WRT54GL. Se trata de un  programa totalmente libre y distribuido 
sobre licencia GPL. 
 
La última versión de DD-WRT, llamada v23, es un proyecto totalmente nuevo 
respecto al a primera iniciativa. Las funcionalidades  son tan o más amplias que 
en el caso de OpenWRT. Es de especial interés nombrar algunas de 
diferencias como el soporte inicial per IPv6, QoS i una interfaz Web amigable. 
 
Por último, e igual que en la anterior distribución, comentar que DD-WRT 
también es compatible con equipamiento de Asus, Siemens, Motorola, Buffallo 
y Allnet.  
 
2.5 Nivel de enlace 
 
La capa de enlace de datos es la encargada de transferir datos entre nodos 
adyacentes en una WAN o entre nodos del mismo segmento de LAN. Esta 
capa proporciona las funciones y los procedimientos para la transmisión de 
datos entre entidades de red y puede detectar, incluso, errores que pueden 
pasar en la capa física. Ejemplos de protocolos de enlace son Ethernet para 
redes de área local y PPP o HDLC para conexiones punto a punto. El enlace 
de datos proporciona transferencia de datos a lo largo del enlace físico. Esta 
transferencia puede ser o no fiable; muchos protocolos de enlace de datos no 
disponen de reconocimiento de recepción y aceptación de tramas con éxito y, 
algunos, ni siquiera disponen de checksum para comprobar errores en la 
transmisión. En estos casos, protocolos de más alto nivel han de encargarse de 
proporcionar control de flujo, comprobación de errores, reconocimiento y 
retransmisión. 
 
En este nivel es donde nos encontramos con la tecnología 802.11 6también 
conocida como Wireless. En gran parte de este documento usaremos esta 
tecnología para conectar los diferentes equipos al router sin cables, por media 
de ondas radio. Es la base de cualquier comunidad wireless ya que permite la 
propagación de las ondas sin necesidad de cableado, cosa que abarata costos 
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2.6 Nivel de Red 
 
La capa de red se encuentra entre la capa de acceso a la red y la capa de 
transporte. Esta capa es la que permite a los servidores poner paquetes de 
datos dentro de la red y viajar a sus destinos. Es decir, ofrecen el servicio de 
encaminamiento de mensajes y de traducir las direcciones lógicas en 
direcciones físicas. También efectúa el control de la congestión de la red y la 
reordenación de paquetes una vez recibidos en la máquina destino. 
2.7 IPv6  
 
IPv67 es la versión 6 del Protocolo de Internet (Internet Protocol), un estándar 
del nivel de red encargado de dirigir y encaminar los paquetes a través de una 
red. Diseñado por Steve Deering de Xerox PARC y Craig Mudge, IPv6 está 
destinado a sustituir al estándar IPv4, cuyo límite en el número de direcciones 
de red admisibles está empezando a restringir el crecimiento de Internet y su 
uso, especialmente en China, India, y otros países asiáticos densamente 
poblados. Pero el nuevo estándar mejorará el servicio globalmente; por 
ejemplo, proporcionando a futuras celdas telefónicas y dispositivos móviles con 
sus direcciones propias y permanentes. Al día de hoy se calcula que las dos 
terceras partes de las direcciones que ofrece IPv4 ya están asignadas. IPv4 
soporta 4.294.967.296 (232) direcciones de red diferentes, un número 
inadecuado para dar una dirección a cada persona del planeta, y mucho menos 
para cada coche, teléfono, PDA o tostadora; mientras que IPv6 soporta 
340.282.366.920.938.463.463.374.607.431.768.211.456 (2^128 ó 340 
sextillones) direcciones —cerca de 4,3 × 1020 (430 trillones) direcciones por 
cada pulgada cuadrada (6,7 × 1017 ó 670 mil billones direcciones/mm2) de la 
superficie de La Tierra. 
 
Adoptado por el Internet Engineering Task Force en 1994 (cuando era llamado 
"IP Next Generation" o IPng), IPv6 cuenta con un pequeño porcentaje de las 
direcciones públicas de Internet, que todavía están dominadas por IPv4. La 
adopción de IPv6 ha sido frenada por la traducción de direcciones de red 
(NAT), que alivia parcialmente el problema de la falta de direcciones IP. Pero 
NAT hace difícil o imposible el uso de algunas aplicaciones P2P, como son la 
voz sobre IP (VoIP) y juegos multiusuario. Además, NAT rompe con la idea 
originaria de Internet donde todos pueden conectarse con todos. Actualmente, 
el gran catalizador de IPv6 es la capacidad de ofrecer nuevos servicios, como 
la movilidad, Calidad de Servicio (QoS), privacidad, etc. El gobierno de los 
Estados Unidos ha ordenado el despliegue de IPv6 por todas sus agencias 
federales para el año 2008. 
 
Se espera que IPv4 se siga soportando hasta por lo menos el 2011, dado que 
hay muchos dispositivos heredados que no se migrarán a IPv6 nunca y que 
seguirán siendo utilizados por mucho tiempo. 
 
IPv6 es la segunda versión del Protocolo de Internet que se ha adoptado para 
uso general. También hubo un IPv5, pero no fue un sucesor de IPv4; mejor 
                                            
7
 http://www.ipv6.org/ 
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dicho, fue un protocolo experimental orientado al flujo de streaming que 
intentaba soportar voz, video y audio. 
 Un paquete en IPv6 está compuesto principalmente de dos partes: la cabecera 
y los datos. 
 
Fig 2.1 Esquema paquete IPv6 
 
La cabecera está en los primeros 40 bytes del paquete y contiene las 
direcciones de origen y destino (128 bits cada una), la versión de IP (4 bits), la 
clase de tráfico (8 bits, Prioridad del Paquete), etiqueta de flujo (20 bits, manejo 
de la Calidad de Servicio), longitud del campo de datos (16 bits), cabecera 
siguiente (8 bits), y límite de saltos (8 bits, Tiempo de Vida). Después viene el 
campo de datos, con los datos que transporta el paquete, que puede llegar a 
64k de tamaño en el modo normal, o más con la opción "jumbo payload". Hay 
dos versiones de IPv6 levemente diferentes. La ahora obsoleta versión inicial, 
descrita en el RFC 1883, difiere de la actual versión propuesta de estándar, 
descrita en el RFC 2460, en dos campos: 4 bits han sido reasignados desde 
"etiqueta de flujo" (flow label) a "clase de tráfico" (traffic class). El resto de 
diferencias son menores. 
 
En IPv6 la fragmentación se realiza sólo en el nodo origen del paquete, al 
contrario que en IPv4 en donde los routers pueden fragmentar un paquete. En 
IPv6, las opciones también se salen de la cabecera estándar y son 
especificadas por el campo "Cabecera Siguiente" (Next Header), similar en 
funcionalidad en IPv4 al campo Protocolo. Un ejemplo: en IPv4 uno añadiría la 
opción "ruta fijada desde origen" (Strict Source and Record Routing) a la 
cabecera IPv4 si quiere forzar una cierta ruta para el paquete, pero en IPv6 uno 
modificaría el campo "Cabecera Siguiente" indicando que una cabecera de 
encaminamiento es la siguiente en venir. La cabecera de encaminamiento 
podrá entonces especificar la información adicional de encaminamiento para el 
paquete, e indicar que, por ejemplo, la cabecera TCP será la siguiente. Este 
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procedimiento es análogo al de AH y ESP en IPsec para IPv4 (que aplica a 
IPv6 de igual modo, por supuesto). 
Con la siguiente tabla tenemos resumidas las diferencias más importantes 
entre un protocolo y el otro: 
 
IPv4 IPv6 
Espacio de direcciones de 32 bits Espacio de direcciones de 128 bits 
Configuración manual o dinámica 
(DHCP) 
Configuración ―plug & play‖, manual o 
dinámica (DHCPv6) 
Direcciones de tipo Unicast, Multicast 
y Broadcast 
Direcciones Tipo Unicast, Multicast y 
Anycast 
Políticas de calidad de servicio se 
realizan a través del campo TOS 
(Type Of Service) 
Políticas de calidad de servicio 
se realizan a través de los 
campos Etiqueta de Flujo y 
Clase de Tráfico 
Seguridad es algo opcional, a través 
del parche IPsec 
Seguridad extremo-a-extremo 
implementada en forma nativa 
Mobilidad: Mobile IPv4 Mobilidad:Mobile IPv6 con mejor 
optimización de rutas, movilidad 
jerárquica y roaming mas rápido 
 
Fragmentación: la llevan a cabo los 
routers y el host que realiza el envío 
Solo la realizan los host que envían 
IGMP (Protocolo De administración de 
grupos de internet) 
MLD (Descubrimiento de escucha de 
multidifusión) 
DNS: registros de recurso A Registros de recurso AAAA 
Fig 2.2 Tabla diferencias IPv4 vs IPv6 
 
2.7.1    IPv6 y el Sistema de Nombres de Dominio  
 
Las direcciones IPv6 se representan en el Sistema de Nombres de Dominio 
(DNS) mediante registros AAAA (también llamados registros de quad-A, por 
analogía con los registros A para IPv4). El concepto de AAAA fue una de las 
dos propuestas al tiempo que la arquitectura IPv6 estaba siendo diseñada. La 
otra propuesta utilizaba registros A6 y otras innovaciones como las etiquetas de 
cadena de bits (bit-string labels) y los registros DNAME. 
 
Mientras que la idea de AAAA es una simple generalización del DNS IPv4, la 
idea de A6 fue una revisión y puesta a punto del DNS para ser más genérico, y 
de ahí su complejidad. El RFC 3363 recomienda utilizar registros AAAA hasta 
tanto se pruebe y estudie exhaustivamente el uso de registros A6. La RFC 









En el campo de redes de paquetes, el termino Calidad de Servicio, abreviado 
como QoS, hace referencia a mecanismos controladores de recursos. QoS 
puede ofrecer diferentes prioridades a usuarios o flujos de datos. En entornos 
donde la capacidad de la red es limitada, QoS es de gran importancia, como el 
caso de una red de datos celular y, especialmente, en aplicaciones en tiempo 
real multimedia. QoS comprende todos los aspectos de la conexión como el 
tiempo de servicio, calidad de la voz, echo, perdidas, fiabilidad, etc. 
 
En el comienzo de las redes de paquetes, no podíamos obtener Calidad De 
Servicio debido a las limitaciones de proceso de los routers. Teníamos por 
tanto un esquema de ―best effort‖ en donde la red hacía lo mejor que podía 
para asegurar la comunicación. Muchas cosas pueden suceder en el 
transcurso de esta comunicación: Paquetes perdidos, retrasos, jitter, 
desordenación de paquetes, errores, etc. 
 
Surgieron dos filosofías en el tratamiento de paquetes para ofrecer calidad de 
servicio: 
 IntServ: se reservan recursos de la red mediante RSVP (Protocolo de 
reservación de recursos). Mientras que esta solución funciona, no era 
escalable ya que un router del backbone, debería aceptar, mantener y 
borrar miles de posibilidades de reservas. 
 DiffServ: se marcan los paquetes dependiendo del tipo de servicio al que 
pertenezcan. Dependiendo de esta marca los routers usan varios tipos 
de colas para alcanzar niveles aptos de eficiencia. 
 
Actualmente podemos elegir entre varios mecanismos de administración del 
ancho de banda: 
 
Modelado del tráfico: 
Token Bucket, Leaky Bucket, Control ratio TCP (ajustando ventana TCP), etc. 
 
Algoritmos de clasificación: WFQ (weighted fair queuing), WFQ basado en 
clases, WRR (weighted round robin), DWRR (déficit weighted round robin), etc. 
 
Evitar congestionamiento: 
RED, WRED, notificación explicita de congestión, ajuste de buffers, etc. 
 
En este documento nos centraremos en la parte de modelado de tráfico 
mediante colas. Introduciremos nociones más técnicas de colas en Linux en el 
capítulo 4. 
 
2.8.1 QoS en IPv6 
 
Aprovechando el estudio hecho sobre implementación IPv6 en nuestro router 
de GUIFI.net, cabe mencionar que una de las mejoras sobre el protocolo IPv4, 
es la introducción de dos campos en el paquete IPv6: Clase de Tráfico y 
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Etiqueta de Flujo. Estos campos fueron diseñados para que los paquetes 
fueran tratados de manera eficiente por los routers y así obtener más control 




Fig 2.3 Cabecera paquete IPv6 con QoS 
 
Como vemos la etiqueta de flujo se encuentra antes que las direcciones lo cual 
aumenta considerablemente el rendimiento de procesado de paquetes en el 
caso que se utilizase enrutado por flujo, de esta forma solo se tendría que 
calcular la ruta una vez. En IPv6 se trata el paquete de forma muy eficiente 
permitiendo un procesado mas  rápido  disminuyendo el tiempo de encolado. 
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Una de las posibles mejores sobre la red GUIFI.NET es el cambio de IPv4 a 
IPv6 [1]. El futuro de las redes IP pasa por usar IPv6 así que vendría bien 
estudiar este nuevo protocolo y cuál sería su impacto en la comunidad 
Wireless.  
   
El principal motivo por cual surgió la necesidad de crear un nuevo protocolo, 
fue la evidente falta de número de direcciones existentes en el protocolo IPv4:  
   
-          IPv4 tiene un espacio de direcciones de 232 es decir: 4.294.967.296  
 
Para todo el mundo, es un número bastante reducido de direcciones y con el 
boom que hubo  de Internet, están empezando a escasear. Se han propuesto 
soluciones para no agotar rápidamente este número de direcciones, la que más 
ha encajado ha sido el uso del NAT (Network Address Translation). De esta 
forma, usando una sola dirección IP pública, podríamos dar servicio a 
muchísimas direcciones IP privadas que estén conectadas a este NAT. La 
problemática viene dada porque NAT hace difícil o imposible el uso de algunas 
aplicaciones Peer2Peer como pueden serlo la voz sobre IP (VoIP) o juegos que 
soporten multijugador así como la imposibilidad de usar protocolos como 
pueden ser RTP y RTCP, IPSec y la pérdida de su integridad e incluso la 
complicación a la hora de configurar Multicast cuando hay NAT por medio. Con 
NAT se rompe también la idea original de que en Internet todos se pueden 
conectar con todos. Veamos el cambio de número de direcciones IP que 
dispondremos con IPv6:  
   
-          IPv6 tiene un espacio de direcciones de 2128 es decir: 
340.282.366.920.938.463.463.374.607.431.768.211.456  
   
Esta falta de direcciones no es apreciable por igual en todo el mundo: en 
América es casi nulo, pero en las zonas geográficas de Asia y Europa el 
problema está empezando a ser importante.  Con la implantación de IPv6 cada 
usuario podría disponer de varias direcciones IP´s fijas para cada uno de sus 
equipos conectados a la red, con lo que se incrementaría el número de 
aplicaciones:  
   
-          Teléfonos IP  
-          Televisión y radio, basados en IP.  
-          Sistemas de seguridad, tele-vigilancia y control.  
-          Reproductores de música conectados a la red.  
   
En el caso de la comunidad Guifi.net pasaríamos de utilizar direccionamiento 
privado a utilizar públicas, lo cual aumentaría considerablemente la visibilidad 
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hacia ―el exterior‖ (Internet) y la aparición o mejora considerable de ciertas 
aplicaciones ya existentes.  
 
 Resumamos las mejoras implementadas en IPv6:  
-          Mayor espacio de direcciones  
-          Plug and play (o ―Plug-and-ping‖): autoconfiguración.  
-          Seguridad intrínseca en el núcleo del protocolo (IPSec).  
-          Calidad de Servicio y Clase de Servicio (QoS y ToS)  
-          Multicast: envío de un mismo paquete a un grupo de receptores  
-          Anycast: envío de un paquete a un receptor dentro de un grupo.  
-          Paquetes IP eficientes y extensibles  
-          Carga útil de los paquetes de más de 65.535 bytes  
-          Enrutado más eficiente en el backbone de la red debido a una jerarquía 
de direccionamiento basada en la agregación  
 
3.2 Primer escenario: IPv6 en enlace router-dispositivo  
 
Con este primer escenario se pretende realizar una pequeña introducción al 
funcionamiento real de ipv6 en una red. Los elementos que intervienen en este 
escenario son los que nos vamos a encontrar en un caso real dentro de 
GUIFI.NET: el router wireless WRT54G y un dispositivo con capacidad de 
conectarse a este router mediante Wi-Fi. 
 
Una vez preparado el router con el firmware que vayamos a utilizar (en este 
caso la distribución OpenWRT) tenemos que instalar los paquetes necesarios 
para que pueda ser compatible con IPv6 [2]: 
 Modulo kernel IPv6  
 Software de enrutado IPv6 (siempre que queramos configurar rutas 
IPv6) 
 Modulo kernel ip6tables (solo si queremos un firewall que soporte IPv6 
en nuestro router)  
 Herramienta de línea de comandos ip6tables (solo si queremos 








FIG 3.1 Escenario básico. 
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Una vez habilitado IPv6 en ambos dispositivos tenemos una comunicación total 
entre ellos basados en cualquier de los dos protocolos; IPv4 y IPv6. 
 








FIG 3.2 Escenario Wireless 
 
Llegados a este punto vamos a tener que diferenciar los ámbitos de las 
direcciones en IPv6. Existen tres tipos de ámbitos 
 
 
Fig 3.3 Ambitos direcciones IPv6 
 
 Locales: Solo tienen sentido en el ámbito del enlace: FE80::/10 
 Sitios: Solo tienen sentido en el ámbito de una organización: FEC0::/ 
 Globales: Tienen ámbito global. 
 
Como vemos en las figuras las direcciones IPv6 asignadas a las interfaces de 
red son del tipo local. Estas direcciones son construidas a partir de un 
identificador del interfaz de red:   FE80::<ID INTERFAZ> 
 
Este <ID INTERFAZ> se construye a partir de la dirección MAC de la interfaz. 
Veamos un ejemplo 
MAC: aa:bb:cc:dd:ee:ff  
ID INTERFAZ: aa´:bb:ccff:fedd:ee:ff 
 
(Para construir este ID se inserta la cadena FF:FE y a los dos primeros dígitos 
hexadecimales se invierte el 2 segundo bit, por ejemplo si tenemos 00000000 
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nos quedaría 00000010). Se asegura por tanto que este identificador es único 






FIG 3.4 Escenario ampliado. 
 
Una vez montado el escenario se comprueba que los elementos A y B tienen 
comunicación total entre ellos y el router, sin necesidad de configurar nada en 
ambos terminales una vez ya disponen de capacidad para entender el 
protocolo IPv6. 
 
Hemos visto como hay comunicación entre todos los elementos dentro del 
mismo enlace pero si queremos acceder desde fuera de ese enlace a un 
dispositivo de la red IPv6 conectado al acces point necesitaremos saber la 
dirección de ámbito global para que los paquetes se enruten correctamente a 
través de Internet.  
 
Se ha visto como en un enlace local funciona correctamente, pero para tener 
una visión del funcionamiento global de ipv6 necesitaremos añadir nociones 
sobre mecanismos de transición para ―navegar‖ por Internet con IPv6. 
 
3.3 Transición a IPv6 
 
Uno de los requisitos en el diseño de IPv6 es que tenía que ser transitorio, no 
se contemplaba el paso de un dia para otro de IPv4 a este nuevo protocolo y 
de hecho nos encontramos en medio de esta paulatina transición que se 
prevee que dure 20 años.  
  
Oviamente para que ambos protocolos puedan existir en una red tan 
heterogenea como internet, hacen falta mecanismos de transición [3][4]. 
Podemos clasificar estos mecanismos en tres grandes grupos: 
 




Estudiemos ahora cada mecanismo en particular 
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3.3.1 Segundo Escenario: DUAL-STACK 
 
La idea detrás de este mecanismo se basa en una solución a nivel IP y es 
sencilla: cada interfaz de red va a tener dos pilas con ambos protocolos: IPv4 y 
IPv6. 
 
Fig 3.5 Pila de protocolos dual-stack 
 
Con este mecanismo se tendrían dos direcciones de red (IPv4 e IPv6) por cada 
interfaz. 
 
La principal ventaja que podemos aprovechar utilizando este mecanismo es la 
facilidad de desplegar en nuestra red ya que la mayoría de hardware y 
sistemas operativos que se utilizan actualmente soportarían la implementación 
de esta doble pila, de ahí que se diga que esta solución de transición sea 
extensamente soportada.  
 
El problema nos lo encontramos en los routers ya que requiere dos tablas de y  
dos procesos de encaminamiento con la consiguiente pérdida de eficiencia. El 
mismo problema nos lo encontramos en cada nodo de la red que implemente 
este mecanismo ya que necesita tener actualizadas las dos pilas. Dependiendo 
de la topología de red hasta podríamos saturar el enlace que antes funcionaba 
correctamente. 
 
En el entorno de GUIFI.NET sería una buena solución si se implementase en 
los puntos de acceso, es decir en la parte baja de la jerarquía de la red. Estos 
puntos de acceso suelen tener relativamente pocos usuarios conectados o 
quizás en algún momento ninguno, con lo que el problema que nos 
encontrábamos con la perdida de eficiencia por manejar dos tablas de 
encaminamiento, se minimizaría hasta un nivel casi imperceptible por la baja 
cantidad de rutas disponibles en ambas pilas IP. 
 
Para la realización del escenario práctico hemos utilizado la misma 
configuración que el planteado en la FIG 3.4 con algunas modificaciones. 











FIG 3.6 Escenario Dual-Stack 
 
Se puede comprobar mediante diferentes aplicaciones (http, ftp, telnet) como 
podemos acceder desde el cliente A a los servicios de B ya sea utilizando la 
dirección IPv4 o IPv6. Las conclusiones que sacamos de este planteamiento 
son la facilidad con la que podemos integrar IPv6 en nuestra red y convivir con 
ambos protocolos para una transición sin problemas. En cuanto a términos de 
pérdida de eficiencia no se aprecia ningún deterioro debido a lo reducido del 
escenario, aún así, un acces point ―real‖ de GUIFI.NET no suele trabajar con 
escenarios muchos más grandes. 
 
3.3.2 Tercer Escenario: Túneles 
 
La idea se trata en encapsular paquetes IPv6 en paquetes IPv4 (campo 
protocolo: 41). Con el siguiente gráfico debería quedar clara la idea: 
 
 
Fig 3.7 Encapsulamieinto paquete IPv4 en IPv6 
 
Con esto conseguiríamos atravesar la nube de IPv4 actualmente existente.  
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Tenemos diversos tipos de túneles veamos ahora cuales son los posibles, 
evaluemos sus características y elijamos uno que funcione bien en el entorno 
de GUIFI.NET. 
3.3.2.1 Configuraciones de Túneles 
 
Veamos las diferentes configuraciones de túneles que podemos conseguir con 
dispositivos IPv6 e IPv4: 
 
 Router a Router: dos router interconectados entre sí por una red IPv4 se 
pueden enviar paquetes IPv6. Con esta configuración sería posible unir 
dos subredes IPv6. 
 
 
Fig 3.7 Esquema tunel router a router 
 
Una posible aplicación de este escenario sería la de conectar un punto de 
acceso GUIFI.net que sea solo IPv6 con la actual red IPv4 que tiene 
GUIFI.NET para dar acceso al Internet-IPv6. 
 
 
 Host a Router o Router a host: un host IPv6/IPv4 puede entunelar 
paquetes IPv6 hacia un router vía IPv4 (caso Host-a-Router) o recibir 
paquetes entunelados desde ese router (caso Router-a-host). 
 
 
Fig 3.8 Esquema tunel host a router 
 
Una posible aplicación de este escenario sería la de configurar un túnel para 
que un host pueda acceder a IPv6 internet mediante la infraestructura IPv4 que 
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 Host a Host: dos hosts residentes en la misma infraestructura IPv4 se 
comunican mediante IPv6. 
 
 
Fig 3.9 Esquema tunel host a host 
 
Este escenario aplicado a GUIFI.NET permitirá enlazar dos hosts para que se 
comuniquen con IPv6 a través de la red existente IPv4. Básicamente serviría 
para pequeños experimentos de un usuario o dos como mucho. 
 
En esta sección se propone realizar un escenario contemplando el router 
subministrado por GUIFI.NET. Prepararemos el punto de acceso con un túnel 
del tipo router a router para ofrecer acceso a internet-ipv6 a los usuarios que se 
conecten a este router. Los demás tipos de túneles se descartan puesto que 
habría que trabajar con los nodos y no con el objeto de estudio de este trabajo: 
















FIG 3.10 Escenario Túnel IPv6-IPv4 
 
Partiendo de este escenario, podemos combinarlo con el modo Dual-Stack, 
obteniendo una red mixta IPv4-IPv6, en la que cualquier dispositivo de red 
tuviera acceso a internet, ya sea mediante el nuevo protocolo, o IPv4. 
 

















FIG 3.11 Escenario 2 Túnel IPv6-IPv4 
 
Según la figura anterior, vemos como ambos terminales, uno IPv4-only y el otro 
IPv6-only, tienen acceso a internet gracias al túnel creado. Esta 
implementación es la que más flexibilidad nos ofrece ya que podemos crear 
redes de ambos protocolos hasta que se establezca uno solo. 
 
3.3.3 Cuarto Escenario: Traducción 
 
Si bien hemos visto mecanismos de transición en el host/router (en el caso de 
la Doble-Pila) y en la red (caso Túneles) tenemos otro mecanismo de transición 
que actúa sobre el Gateway: la traducción [4] de direcciones. 
 
Este mecanismo se usa entre elementos que son IPv6-only e IPv4-only y se 
basa en la traducción de la dirección como lo hace un NAT. Este Gateway 
mantiene una lista de traducciones de direcciones, a cada IPv6 le corresponde 
una IPv4 y se encarga de modificar los paquetes convenientemente para que 
lleguen a su destino dependiendo hacia qué tipo de red vayan a ir. 
 
El escenario que vamos a montar con nuestro punto de acceso GUIFI es el 
basado en NAT-PT (Traducción de Direcciones de Red con Traducción de 
Protocolo). Este método traduce un paquete IPv4 en un paquete IPv6 
semánticamente equivalente y viceversa. De esta forma los nodos IPv4 pueden 
comunicarse con los nodos IPv6 (y a la inversa, IPv6 con IPv4) sin ninguna 
modificación en cuanto a su estructura de red. NAT-PT colabora con un 
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Fig 3.12 Esquema funcionamiento Traducción IPv6-IPv4 NAT-PT 
 
 
1. El host 6 (IPv6-only) manda una petición DNS preguntando sobre la 
dirección IPv6 del host 4 (IPv4-only). 
2. El servidor DNS no tiene dirección IPV6 para el host 4, con lo que se 
envía la petición al DNS-ALG. 
3. DNS-ALG traduce esta petición DNS IPv6 en una petición DNS-IPv4 y la 
envía al DNS en IPv4. 
4. Este DNS IPv4 envía la dirección IPv4 del host 4 
5. DNS-ALG traduce esta respuesta IPv4 en una respuesta IPv6, donde la 
dirección es una dirección IPv6 formada por un prefijo establecido y la 
dirección IPv4 del host 4. 
6. La respuesta DNS llega finalmente al host 6 
7. El host 6 manda paquetes IPv6 hacia el host 4 a través del NAT-PT 
usando la dirección IPv6 transformada 
8. NAT-PT guarda en memoria la dirección IPv4 hacia el host 6. NAT-PT 
traduce estos paquetes IPv6 en paquetes IPv4. La dirección destino de 
los paquetes IPv4 será la dirección del host 4 y el origen, la dirección 
IPv4 del host 6 seleccionada por NAT-PT.  
 
 
Como hemos visto en este esquema intervienen dos elementos claves: ALG 
(Application Layer Gateway) que nos hace la función de ―proxy‖, y el TRT 
(Transport Relay Translator). Este TRT traduce el protocolo de los paquetes 
que circulan por él. 
 
Uno de los requisitos ha de ser que este elemento TRT ha de soportar Dual-
Stack lógicamente para poder trabajar con ambos protocolos. Se puede utilizar 
para traducir la mayoría de aplicaciones de red: HTTP, SMTP, SSH, etc. 
 
 
Vista la teoría, es hora de implementar este escenario con el router WRT54GL 
de GUIFI.NET. Con este punto de acceso conseguiremos crear una red IPv6-
only con conectividad hacia internet IPv4 sin necesidad de túneles ni 
modificaciones aparentes en los hosts IPv6 de los que se compone esta red. 




Para ello utilizamos dos daemons que nos harán las funciones de DNS-ALG y 
TRT: 
 
 TOTD (Trick Or Treat Daemon) como proxy DNS para resolver 
direcciones IPv4 de forma accesible para un host IPv6. 
 pTRTd (Portable Transport Relay Translator Daemon) como TRT para 
traducir el protocolo de transporte. 
 
 
Una vez instalados y configurados estos servicios, solamente hemos de 
configurar los servidores DNS de los clientes para que apunten a nuestro DNS-
ALG y ya podremos disfrutar de conexión a internet IPv4 en una red IPv6. 
 
3.4 Consideraciones de rendimiento 
 
Al introducir un nuevo elemento en nuestra red, ya sea protocolo de 
encaminamiento, servicio o incluso un nuevo protocolo, una de las 
características que hemos de tener en cuenta es el rendimiento [9] de este 
nuevo elemento en nuestro sistema. 
 
Al disponer de recursos limitados, nuestro router puede no soportar la nueva 
característica que le hemos dado o puede perjudicar seriamente el rendimiento 
global de la red que ya teníamos implementada y funcionando. Estos recursos 
que hay que tener en cuenta y monitorizar son variados, algunos a tener en 
cuenta son: el consumo de CPU, la cantidad de memoria RAM utilizada, el 
tiempo de respuesta/proceso, etc. 
 
Por ello se han diseñado una serie de pruebas para comprobar de qué forma 
afecta el incorporar a nuestra red un nuevo protocolo de red como es IPv6. 
 
Una vez configurado el primer escenario básico, en el que se soporta tanto 
IPv4 como IPv6, surge la pregunta de si surgirá alguna variación de los 
recursos al utilizar uno u otro protocolo. 
 
Una prueba simple es dejar ejecutado un simple ping de una máquina a otra 
durante más de un minuto primero con IPv4 y luego con su evolución, IPv6. 
 
Durante la ejecución de esta prueba, se ejecutaban exactamente los mismos 
servicios. Para tener una referencia del tanto por ciento de CPU utilizado, 
usamos el gráfico que nos ofrece la interfaz web avanzada (X-WRT). 
Observamos que solamente con tener encendido el router ya consumimos un 
16-18% de CPU debido a servicios como dropbear, dnsmasq, etc. 
 
No observamos ninguna diferencia mientras estamos ejecutando los pings de 
una maquina a otra, ya sea con IPv4 o IPv6: el uso de CPU se mantiene entre 
16-18% 
Observando los tiempos de respuesta del ping se puede afirmar que los 
tiempos son menores de 1ms usando tanto IPv4 como IPv6. 




Pasemos a otra prueba en la que intervengan más paquetes y la CPU tenga 
más ―trabajo‖ procesándolos. 
 
La prueba realizada consiste en la transmisión de un fichero de 4651MB vía 
FTP de una máquina a otra. Para esta prueba se han configurado en ambos 
terminales servidores FTP tanto IPv4 como IPv6 (concretamente el servidor 
Xlight disponible en http://www.xlightftpd.com/ como versión de prueba 30 días, 
y el cliente NextFTP4 http://www.toxsoft.com/nextftp/). 
 




Tiempo de transmisión: 8min 32 seg 
Velocidad Media Transferencia 8.65MB/s 
Como vemos en el gráfico la carga de CPU se mantiene entre los niveles  
16%-21%, por lo que podríamos considerar que esta transferencia aporta una 
mínima carga adicional a la CPU. 
 




Tiempo de transmisión: 8min 42 seg 
Velocidad Media Transferencia 8.50MB/s 
Al iniciar la transferencia mediante el protocolo IPv6 notamos un aumento 
considerable de la utilización de la CPU. Como vemos en el gráfico siguiente 
estos niveles se elevan hasta valores de entre 56%-64% (valor medio 
aproximado, se aprecian picos durante toda la transferencia) 
 




Fig 3.14 Utilización CPU Transferencia IPv6 
 
Claramente perdemos rendimiento al utilizar el nuevo protocolo pudiendo 
resultar perjudicial para nuestra red si utilizamos con frecuencia las 
transferencias vía FTP. 
 
Se repite la misma prueba, esta vez transfiriendo en paralelo el mismo archivo 




Velocidad Media Transferencia: 3,55 MB/seg 




Velocidad Media Transferencia: 3,47 MB/seg 
Tiempo de transmisión: 20:58 min 
 
Repitiendo el procedimiento para comprobar la carga de CPU nos encontramos 
en que los valores están entre 58%-66%, afirmando así que las transferencias 
FTP mediante IPv4 no aportan casi carga al procesador como habíamos visto 
en la figura 3.8. 
 
Nuevamente tenemos una transmisión ligeramente más rápida en IPv4. 
 
Mediante las mediciones aquí expuestas, hemos de sacar conclusiones 
respecto a nuestra red particular. Si se usan con mucha frecuencia las 
transmisiones de datos como puede ser el caso que hemos estudiado (FTP), u 
otras como lo pueden ser las transferencias que nos encontramos en 
programas P2P, notaremos un descenso en el rendimiento del router al utilizar 
IPv6.  Sin embargo, este router en concreto podría no tener ningún servicio 
más ejecutandose, con lo que al usuario no le afectaría esta carga adicional y 
podría aprovecharse de las ventajas que ofrece la versión 6 de IP. 
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3.4.1 Características Túnel go6 
 
Como apuntabamos antes uno de los puntos a tener en cuenta en el 
rendimiento de nuestra red es el tiempo de respuesta. El problema a la hora de 
crear el tunel con el broker de go6, aumentamos drásticamente el tiempo de 
transmisión de los paquetes IP. El motivo de esto no es más que la localización 
del otro punto del túnel situado en Canadá. Los paquetes que enviamos para 
navegar por una web, aunque sea española y su servidor esté situado en 
nuestra misma ciudad, han de atravesar toda la red Ipv4 hasta llegar a Canadá 
desde donde se volvera a retransmitir esa petición via Internet-IPv6. 
 
Como es de suponer, esto afecta notablemente la velocidad de respuesta y lo 
podemos comprobar con un simple ping a cualquier página situada en España 
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CAPÍTULO 4.SEGUNDA PARTE: QoS 
4.1 Introducción 
 
Otra de las posibles mejoras del funcionamiento de los Access Points de 
GUFI.NET es la introducción de algún mecanismo que nos permita asegurar la 
calidad en la transmisión de paquetes: QoS, o calidad de servicio, los scripts 
QoS[8] [9] se basan en el ―Traffic Shapping‖ para cumplir con su función. 
 
El planteamiento de introducir esta función viene de intentar buscar una 
solución a un problema real: la saturación de un dispositivo de capacidad 
limitada como lo es el WRT54GL. Hemos visto como uno de los servicios que 
puede ofrecer GUIFI.NET es el de ofrecer descarga de ficheros lo cual requiere 
gran ancho de banda para ficheros grandes (>100MB). El problema del 
saturamiento surgía cuando varios usuarios a la vez, intercambiaban ficheros o 
los descargaban de alguno de los servidores de ficheros internos, el Access 
Point se congestionaba y reducía la ―calidad‖ de la conexión a internet a través 
de ese mismo elemento. Teníamos ante nosotros una situación en la que la 
calidad de servicio era pésima. 
 
Obviamente la implementación de QoS nos aportara mejoras en nuestro 
sistema, garantizando la entrega de datos a través de la red en un momento 
dado: 
 Control sobre los recursos: limitar el ancho de banda consumido por 
determinadas aplicaciones y priorizar servicios. 
 Incremento de la eficiencia de la red: estableciendo prioridades 
 Menor latencia: en aplicaciones de tráfico interactivo. 
 
 
4.2 QoS IPv4 OpenWRT “teoría” 
 
Las interfaces de red en linux tienen dos qdisc (disciplina de cola): una para el 
tráfico que entra y otra para el que sale. La configuración de esta cola por 
defecto es FIFO, (First In First Out) por lo que podemos ver que no hace gran 
cosa en cuánto a clasificación y priorización del tráfico. QoS nos permite 
gestionar este tráfico y permitir que cierto tráfico se procese antes. 
 
Para ello contamos con diferentes algoritmos: schedulers. 
 
Obviamente el tráfico que nos llega a la interfaz no lo podemos controlar, pero 
al controlar el tráfico saliente, modificaremos como consecuencia el tráfico 
entrante. Iptables nos permite inspeccionar y manipular el tráfico que circula 
por un dispositivo. 
 
Todo el proceso de Calidad de Servicio se puede resumir en tres pasos: 
 
1. Se crean las diferentes colas, cada una con sus prioridades y 
parametros 
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2. Se identifica y se marca el trafico que circula en el dispositivo 
3. Se clasifica el tráfico y se envia a la cola apropiada en fución de la marca 
que tienen 
 
OpenWRT ya incorpora QoS aunque solo actúa entre la interfaz br0 (bridge de 













Fig 4.2 Esquema funcionamiento qos en interfaces 
 
Hablemos un poco de los diferentes algoritmos de cola[12]: 
 
HTB: (Hierarchical Token Bucket) permite dividir el ancho de banda disponible 
entre un mínimo y un máximo. El algoritmo asegura la disponibilidad del 
mínimo, y si se permite, alcanzar el máximo. Puede ―pedir prestado‖ el ancho 
de banda sobrante que no se use. 
 
PFIFO_FAST: First in, First out, el primero en entrar es el primero en salir. Es 
el que está activado por defecto en Linux, y el que aplica también por defecto 
cuando creamos una clase. 
 
SFQ: (Stochastic Fair Queing): el ancho de banda se reparte equitativamente 
entre todas las conexiones, dando la misma oportunidad a todas para enviar 
datos. Además, permite hacer el reparto en base a la dirección IP de la 
conexión. Esto es útil para controlar los programas P2P, que se aprovechan al 
crear múltiples conexiones 
 
Además, es preciso conocer algunos términos como: 
● Qdisc: es el algoritmo que controla la cola de un dispositivo. 
● Qdisc raíz: se encuentra adjunta a la interfaz de red. 
● Qdisc con clases: permiten realizar subdivisiones internas, que a su vez 
pueden ser otras qdiscs. 
● Qdisc sin clases: no se pueden configurar subdivisiones internas. 
● Clases: una qdisc con clases puede tener múltiples clases, internas todas a 
la qdisc. A su vez también, pueden añadirse clases a clases. Las clases 
terminales son las que no tienen clases ―hijas‖, y tienen una qdisc adjunta. Esta 
qdisc es la que se encarga de enviar los datos a la clase. 
 
En los escenarios propuestos mas adelante, optamos por configurar las colas 
como SFQ para repartir el ancho de banda entre los diferentes clientes 
equitativamente y que todos puedan tener las mismas posibilidades de acceder 
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a los recursos, básicamente lo que estamos haciendo es igualar a todos los 
clientes conectados a nuestro punto de acceso. 
 
 
4.3 Escenario 1 QoS IPv4 
 
Empezaremos la implantación de QoS en nuestro WRT54GL con un escenario 
bastante simple para que podamos entender las bases del funcionamiento. 
En este escenario tenemos nuestro acces point compartiendo acceso a internet 
a la comunidad GUIFI, a través de un ADSL de 3mbits de bajada y 512 kbits de 
subida. 
 
La principal preocupación del administrador del AP es la de ofrecer una 
navegación por internet de calidad, sin que afecte el uso de p2p u otros 
protocolos por parte de los clientes. 
ADSL WRT54GLINTERNET
 
Fig 4.3 Esquema escenario 1 
 
Los requisitos para implementar QoS en este escenario son: 
 Dar la máxima prioridad al tráfico DNS, seguido del tráfico HTTP. 
 El tráfico restante (p2p, ftp, streamings, etc) llevará la prioridad más baja. 
 De los 512kbits de subida que disponemos, reservaremos 200kbits para 
tráfico DNS y otros 200kbits para HTTP, dejando 100kbits para demás 
tráfico. 
 Por supuesto hablamos de tráfico mínimo reservado, pudiéndose utilizar 
los 500kbits de subida para tráfico p2p si no se está navegando 
(procuraremos siempre limitar esta velocidad de subida por debajo de la 
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Veamos la estructura final después de aplicar el script[13] /etc/init.d/S41qos 











Clases hijas de 1:1
Interfaz de red 
 
Fig 4.4 Estructura escenario 1 
 
Una vez montado nuestro sistema de QoS se comprueba que aún utilizando 
programas p2p (incluso configurados por encima de la capacidad de la red), la 
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4.4 Escenario 2 “ampliado” QoS IPv4 
 
Dependiendo de la configuración de nuestra red, de los servicios que tengamos 
activos y de la prioridad que queramos dar a las diferentes aplicaciones, 
tendremos que ajustar los diferentes parámetros de los scripts QoS para 
alcanzar la máxima eficiencia. 
 
Este escenario se basa en los mismos principios que el anterior pero 







Fig 4.5 Esquema escenario 2 
 
Como vemos esta topología es más  complicada que en el caso anterior ya que 
intervienen algunos nuevos elementos. Por una parte tenemos un servidor que 
será accesible desde GUIFI y desde internet (con una conexión de 
3mb/512kbits). También compartiremos nuestra conexión a internet con la 
comunidad wireless. En este escenario se hace más evidente la necesidad de 
tener un sistema que nos dé calidad de servicio debido al aumento de 
conexiones que tendremos en el sistema. 
 
Se decide implementar QoS en este escenario en base a los siguientes 
objetivos: 
 
 Dar prioridad al servidor, 200kbits mínimos de salida a internet. Para los 
dos ordenadores del propietario del WRT54GL otros 200kbits, 100kbits 
para cada uno. 
 Para los de la comunidad GUIFI se garantizan 100kbits. 
 Se dará prioridad a paquetes ACK, SYN, SSH, ICMP y DNS 
 P2P y FTP será el tráfico de menor prioridad 
 El tráfico correspondiente al rango de puertos reservados (0 a 1024) irá 
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4.5 Escenario 3 “Gufi.net” QoS IPv4 
 
Implementando una solución para un escenario más complicado como el 
anterior, nos encontramos con un problema: iptables no funciona sobre el 
tráfico que circula dentro del bridge. Si queremos implementar una solución 
hemos de usar otra herramienta: ebtables. El funcionamiento de esta 
herramienta es similar pero sin tantas funcionalidades, como por ejemplo 
Layer7 para identificar tráfico dependiendo de la aplicación que lo genera (útil 
para tráfico p2p). 
 












Fig 4.6 Esquema funcionamiento qos en ―bridge‖ 
 
Vamos a montar un escenario sencillo para comprobar el funcionamiento de 
ebtables y de esta forma dotar de QoS a nuestro bridge WRT54GL. 
 
Disponemos de un Access Points que actuará como Gateway que nos da 
salida a internet. Otros APs están conectados a este Gateway por medio de los 
puertos LAN. En esta red los usuarios comparten cosas mediante algún 
programa p2p como Direct Connect  y además hay un servidor interno de 
archivos FTP. Es de esperar un tráfico intenso que posiblemente saturará estos 
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Estudiemos los objetivos a conseguir: 
 Todo el Traffic Shaping lo haremos dentro de br0. 
 Se crearan dos qdisc htb, una por interfaz (eth1 y vlan0). 
 Supondremos un ancho de banda ―aproximado‖ de 3.5Mbytes/s (al ser 
wireless no podemos establecer un ancho de banda definido ya que 
varía dependiendo de localización y otras características). 
 Crearemos 3 clases sfq (recordemos que sfq hace que el tránsito de 
diferentes usuarios en esa clase se reparta equitativamente) 
 La clase más prioritaria será el tráfico DNS y SSH, seguido del tráfico a 
internet. 
 El tráfico de menos prioridad será el local: direct connect y servidor ftp 
interno. 
 

































Fig 4.7 Estructura escenario 3 
 
Una vez ejecutado el script  nos disponemos a ―simular‖ un escenario real en la 
que varios usuarios se conectan al servidor de ficheros y se intercambian datos 
mediante direct connect. Desde otro terminal nos disponemos a navegar por la 
red y comprobamos como el sistema QoS implementado realiza su trabajo, 
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4.6 Conclusiones QoS+Guifi 
 
En este punto vamos a tratar de sacar algunas de las conclusiones sobre el 
funcionamiento de un router con servicios de QoS sobre la red de GUIFI.NET. 
Si bien no es necesario, añadir QoS a un router es más que recomendable 
para una buena utilización de los recursos de la red. Añadiendo calidad de 
servicio, efectivamente conseguimos dotar de calidad a nuestra conexión 
optimizando el ancho de banda que como bien sabemos suele ser limitado con 
las conexiones que ofrecen los proveedores de servicio de internet (ISP). 
 
El hecho de trabajar con varios clientes de diferentes perfiles, casi obliga a 
configurar QoS sobre nuestro router para asegurar una buena utilización de la 
conexión. Supongamos que un cliente A solo utiliza la red para navegar, ver el 
correo y la ocasional transferencia de archivos ftp (documentos de poco 
espacio: 1 a 10 Mbytes), mientras que un cliente B utiliza la red de una forma 
más dominante, ocupando la mayoría de recursos mediante el uso de clientes 
p2p, descargas, etc. Las aplicaciones del cliente B mantienen un gran número 
de conexiones con otros peers lo que incrementa el uso de CPU, disminuyendo 
la velocidad restante para otras aplicaciones como los navegadores web u otro 
tipo de tráfico. En realidad, si ambos clientes están conectados al mismo 
tiempo, el cliente A experimentará una disminución de la calidad del servicio 
ofrecido, aumentando el tiempo en el que entra en una página web o el 
incremento de tiempo empleado para el envío de un simple correo electrónico. 
Es entonces cuando se han de definir prioridades ya que el cliente B no 
requiere un procesado inminente de los paquetes que sus aplicaciones p2p 
emplean para el funcionamiento. QoS nos ofrece eso exactamente, priorizar 
tráficos. 
 
En un entorno abierto como Guifi.Net, en donde cualquier tipo de perfil de 
cliente puede conectarse, necesitamos establecer estas reglas, estas 
priorizaciones. No obstante, no podemos diseñar un script universal de calidad 
de servicio puesto que las necesidades no son siempre las mismas, y lo que 
sería 100% optimizado en una situación nº1, pudiera no llegar al 75% en una 
situación nº2 debido a diferentes utilizaciones del servicio: servidor FTP vs 
servidor web, cliente ftp intercambio archivos vs clientes p2p, etc. 
 
Se optaría pues en implementar un script genérico, en donde las aplicaciones 
de poca carga de red pero que requieren menor retardo (web, dns, icmp), sería 
el tráfico de mas privilegios mientras que, aplicaciones que generan grandes 
cantidades de tráficos, pero no es relativamente importante su procesado en el 
router, descenderían a las categorías más bajas de prioridad. 
 
Con los escenarios descritos en este documento, se ha conseguido un 
incremento notable de los recursos de la red, tanto como si compartimos la 
conexión con más clientes, o un único cliente se conecta a nuestra red. 
Obteniendo optimizar el rendimiento de los parámetros que definen QoS: 
retardo, variación del retardo y pérdida de paquetes. 
 
QoS debería ser uno de los servicios ―obligados‖ como lo puede ser un 
cortafuegos. 
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4.6.1 Consideraciones de rendimiento 
 
Este apartado pretende aportar una aproximación ―cuantificada‖ del hecho de 
mantener un servicio de QoS en el router. Tomando como punto de partida el 
escenario 3, nos proponemos a hacer una serie de test de rendimiento de la 
red. Con un cliente configurado para trabajar con aplicación p2p (direct 
connect) configurado sin límites de subida ni de bajada (con lo que 
saturaremos la red con múltiples conexiones debido a múltiples descargas), 
nos fijamos en los tiempos de respuesta obtenidos usando una de las 
herramientas más comun: ping. 
 
En la primera de las pruebas realizamos ping a www.kame.net y lo repetimos 
100 veces (―c:\ Ping www.kame.net –n 100‖). Veamos las estadísticas sin 
ninguna aplicación p2p ―abusando‖ de la red: 
 
 Min 334 ms 
 Max 351 ms 
 Media 338 ms 
 Pérdidas 0% 
 
Seguidamente, y sin haber ejecutado el script QoS confeccionado para este 
escenario (ver anexos), lanzamos la aplicación p2p y la dejamos funcionar 
unos 10 minutos para que vaya cogiendo fuentes, contactando con peers. Este 
fue el resultado del ping: 
 
 Min 565 ms 
 Max 1322 ms 
 Media 972 ms 
 Pérdidas 5% 
 
Aquí distinguimos claramente una saturación de la red con pérdidas de 
paquetes y un notable aumento del tiempo de respuesta. Al no priorizar 
nuestros paquetes ICMP, estos se retrasan en el router causando este retardo 
de proceso. La solución a estos problemas la tenemos en QoS así que 
ejecutaremos el script para poner restricciones y optimizar la red: 
 
 Min 355 ms 
 Max 833 ms 
 Media 515 ms 
 Pérdidas 1% 
 
Observando los resultados distinguimos una mejora notable respecto a la 
situación anterior. Aún así, el deterioro del rendimiento de la red es 
considerable, pero hemos conseguido una mejor navegación por internet y la 
aproximación a la ―velocidad de navegación‖ experimentada sin aplicaciones 
p2p es elevada. 
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CAPÍTULO 5.APLICACIÓN EN LA RED GUIFI.NET 
5.1 Introducción 
 
Una vez vistos los mecanismos de mejora, IPv6 y QoS, es hora de evaluar su 
implantación real sobre la red GUIFI.Net. Comentaremos los cambios a realizar 
en la manutención de los routers si implantásemos estas mejoras y las nuevas 
posibilidades de servicio que nos encontraríamos. 
 
5.2 Impacto introducción mejoras 
 
Las propuestas de mejoras estudiadas en este documento no implican una 
necesidad de supervisión constante ni periódica. Tanto IPv6 como QoS son 
mejoras que una vez instaladas y ejecutadas correctamente, funcionan 
correctamente con los demás servicios sin necesidad de resetear el servicio 
como podría pasar con un servidor web colgado, o algún proceso que por 
cualquier causa se haya parado su ejecución.  
 
Centrándonos en el caso de IPv6, hemos visto que puede funcionar 
perfectamente junto con IPv4 así que podríamos dar servicio de ambos 
protocolos de red, posibilitando a clientes IPv6-only (un caso raro, pero posible) 
conectarse a la red. Ya se comentó en su apartado, pero el disponer de 
numerosas IP públicas con IPv6 significaría una gran ventaja, sobre todo si se 
quiere implementar servicios que estarían de esta forma, disponibles de forma 
nativa para clientes fuera de la red de GUIFI sin necesidad de configurar los 
problemáticos re-direccionamientos de puertos o las traducciones de 
direcciones (NAT). La problemática que vimos en el apartado de rendimiento, 
relacionada con el alto retardo de los paquetes al comunicarse con el bróker en 
Canadá, puede ser de corto plazo dado que en un futuro los ISP´s nos 
asignaran directamente direcciones IPv6 o incluso pueden aparecer, diferentes 
servicios de túneles IPv6-over-IPv4 localizados a menor distancia o incluso 
dentro del mismo país, y es que IPv6 está en constante desarrollo e 
implantación. 
 
Hemos visto como disponer de IPv6 no afecta en rendimiento a la red IPv4 con 
lo que añadiríamos valor a nuestra red sin afectar a lo que ya tendríamos.  
 
Queda descartada la implantación de escenarios de traducción (NAT-PT, DNS-
ALG) salvo en entornos de desarrollo debido a que, la existencia de redes 
IPv6-only es prácticamente nula en estos momentos. Según mi opinión, la 
transición a este nuevo protocolo de red recae sobre la doble pila (Dual-Stack), 
posibilitando la comunicación entre máquinas mediante cualquiera de los dos 
protocolos hasta que, en un futuro que de momento parece lejano, se 
establezcan comunicaciones solamente en IPv6. 
 
En cuanto a QoS, ya comenté en su apartado que debería ser un servicio 
―obligado‖ en cualquier router de interconexión. Mediante pocas instrucciones y 
poco tiempo podremos ofrecer calidad de servicio en la red y mejorar 
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sensiblemente la ―experiencia de navegación‖. Al igual que sucede con IPv6, la 
implantación de un script QoS en nuestro sistema no implica más carga de 
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CAPÍTULO 6. CONCLUSIONES FINALES 
6.1 Introducción 
 
Este punto pretende reflejar algunas de las opiniones y pensamientos más 
subjetivos del estudio realizado. Personalmente quería trabajar con IPv6 en 
cualquier área de desarrollo debido a que durante la ingeniería técnica de 
telecomunicaciones, prácticamente ni se menciona IPv6 y, aunque bastante 
lejanos, es el protocolo de red a reemplazar el actual IPv4. Así pues quería 
introducirme en este nuevo ―mundo‖ y configurar al menos una pequeña red 
doméstica. A lo largo del desarrollo de este trabajo, he podido comprender que 
IPv6 no es tan diferente de su predecesor como imaginaba y basta con cuatro 
instrucciones para tener una red IPv6 funcionando correctamente. 
 
6.2 Análisis objetivos 
 
Haciendo un balance de los objetivos propuestos, puedo decir que estos se 
han cumplido plenamente. Queríamos introducir mejoras en la red de 
GUIFI.NET y eso es lo que hemos conseguido, ya sea mediante las ventajas 
que nos aporta el disponer de IPv6 en nuestra red, o conseguir una importante 
optimización de los recursos, ofreciendo Calidad de Servicio. 
 
En el apartado de IPv6 hemos conseguido no solo introducir esta nueva 
tecnología, sino que además hemos provisto las herramientas y métodos para 
realizar el cambio progresivo, posibilitando la convivencia de ambos protocolos 
de red IPv4 e IPv6. Cabe mencionar que no es una tecnología substitutiva de 
otra, sino que podemos añadir nuevas funcionalidades sin quitar los servicios 
de los que ya disponíamos. 
 
Con QoS hemos puesto orden a los paquetes que circulaban a través del 
router, posibilitando que el usuario pueda percibir una red optimizada, donde el 
problema de la saturación de recursos que se encontraba al utilizar 
aplicaciones de intercambio de ficheros desaparece. 
 
6.3 Futuras mejoras 
 
Obviamente el cambio hacia un nuevo protocolo de red (IPv6) nos ofrece 
nuevas posibilidades, las cuales podremos disfrutar cuando nos adentremos 
más en su funcionamiento y entendimiento. Algunas de estas mejoras, y que 
pueden ser objetivo de estudio en futuros trabajos pueden ser:  
 
 Mobile IPv6 o movilidad: esta opción podría abarcar un estudio de estas 
características debido su complejidad. La idea básica es de facilitar la 
movilidad de una red, permitiendo a un cliente cambiar su punto de 
conexión sin que se interrumpan las comunicaciones establecidas. 
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 Seguridad IPv6: esta nuevo protocolo incorpora mas medidas de 
seguridad como IPSEC, que cada vez mas son más necesitadas en una 
red global como lo es internet. 
 QoS con IPv6: hemos visto en uno de los capítulos de este trabajo que 
dotar de calidad de servicio a nuestra lan es algo beneficiario para los 
clientes de la misma. IPv6 simplifica esta tarea añadiendo dos campos 
ya comentados: Clase de Tráfico y Etiqueta de Flujo. 
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A1 PREPARACION DEL ROUTER WRT54GL 
A1.1 Introducción 
 
El objetivo principal de este punto es enseñar los pasos seguidos para tener el 
router WRT54GL totalmente funcional para los escenarios a partir de los 
modelos adquiridos por el proveedor. De la misma forma, todos los pasos 
intermedios, u otros procedimientos que se consideren una transferencia de 
conocimiento también se encuentran recogidos en este punto. Los múltiples 
escenarios planteados en este documento han de ser fácilmente reproducibles 
por medio de las indicaciones aquí detalladas. 
A1.2 Elección de la distribución y versión 
 
Para ver la posibilidad de los elementos adquiridos con las distribuciones 
escogidas es necesario ver concretamente el hardware (chipset, firmware, 
memoria, etc.)  que incorporan estos aparatos: 
 4MBytes de memoria FLASH 
 16MBytes de memoria RAM 
 Chipset Broadcom 5232 a 200Mhz 
 Tarjeta Wi-Fi Broadcom integrada 
 Soporte para JTAG 
  
Por tanto, teniendo en cuenta estas características, el router puede ser 
flasheado tanto con las diferentes distribuciones OpenWRT y DD-WRT. 
A1.3 OpenWRT 
 
Siguiendo estos pasos podremos flashear nuestro router Linksys con la 
distribución OpenWRT, ya sea la variante WhiteRussian o la Kamikaze. 
 
 
El siguiente paso es localizar la versión de OpenWRT que queremos instalar. 
Podemos encontrar tres tipos de versión en donde varía la cantidad de 
paquetes instalados en ellas: 
 
 Micro/ contiene el menor número de paquetes requeridos para un 
sistema funcional. Esta opción es la recomendada para aquellos  
experimentados con OpenWRT y el sistema Linux ya que no contiene 
interfaz gráfica vía WEB 
 Bin/ contiene un número adecuado de paquetes (también es conocida 
como ―imagen Estándar‖) necesarios para tener un sistema funcional, 
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además de incorporar interfaz Web y soporte PPPoE. Esta opción es la 
recomendada y la considerada por defecto. 
 Pptp/ contiene la mayoría de paquetes de la opción anterior con la 
diferencia de soportar PPTP en lugar de PPPoE, interfaz Web incluida. 
 
Una vez decidida la opción a instalar, podemos ver que en el directorio nos 
encontramos dos tipos de ficheros: .TRX y .BIN. El fichero terminado en .BIN 
simplemente es otro tipo de imagen de la distribución OpenWRT utilizable en el 
caso de que no se pueda usar el archivo de imagen .TRX. 
 
El archivo a descargar tendrá este aspecto: 
openwrt-wrt54g-<tipo>.bin (<tipo> esta explicado a continuación)  
 
Nos encontramos con otra opción más: tipo, ya sea SquashFS o JFFS2. 
Veamos las diferencias para decantarnos por una: 
 
 SquashFS incluye un sistema de compresión en el mismo firmware. La 
desventaja es que este sistema de ficheros es de solo lectura, para 
grabar los cambios realizados hemos de usar una partición JFFS2.La 
ventaja es que esta instalación ocupa un poco más de espacio que la 
JFSS2 pero siempre  tendremos los archivos originales en la partición de 
solo lectura que pueden ser usados como arranque para recuperación 
del sistema en caso de fallos. 
 JFFS2 este tipo de instalación nos formatea el tipo de ficheros 
enteramente en JFSS2. La ventaja principal de este tipo de instalación, 
es que no deja una copia de los archivos modificados. 
 
Se recomienda usar el tipo SquashFS ya que siempre podemos restaurar el 
dispositivo a su estado inicial. 
 




Llegamos por fin al momento de la instalación. Podemos hacer esto por dos 
métodos, ambos funcionales tanto en Windows como en Linux: vía interfaz 
WEB o usar tftp para transferir la imagen.  
 
Para instalar vía interfaz Web simplemente accedemos a la página de 
administración del router en 192.168.1.1 y vamos a Sistema > Administración > 
Actualización Firmware. Localizamos el fichero imagen y en unos minutos 
tendremos nuestro router flasheado con OpenWRT. 
 
La opción vía tftp es la recomendada para aquellos que instalen su propia 
imagen OpenWRT o si no podemos acceder a la interfaz Web por cualquier 
motivo. Desde Linux ejecutamos el siguiente comando: 
 
atftp --trace --option "timeout 1" --option "mode octet" --put --local-file openwrt-
wrt54g-squashfs.bin 192.168.1.1 
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Seguidamente conectamos el dispositivo a la red eléctrica y pulsamos el botón 
reset. 
 
Para Windows tendríamos que seguir los siguientes pasos: 
 
 Abrir dos ventanas de comandos 
 En una ejecutar "ping -t -w 10 192.168.1.1" para intentar contactar con el 
router 
 En la otra "tftp -i 192.168.1.1 PUT openwrt-wrt54g-squashfs.bin " sin 
pulsar ENTER. 
 Conectamos el router a la red eléctrica 
 En la ventana del ping pasaremos del estado ―Error hardware‖ a la 
información de que el ping ha sido correcto 
 Es entonces cuando hemos de ejecutar la orden del tftp de la otra 
ventana. 




En el desarrollo de este documento se han utilizado dos variantes de la 
distribución OpenWRT. La WhiteRussian 0.9 es la última de las versiones 
desarrolladas de la serie WhiteRussian, se abandona este proyecto para 
centrarse en la Kamikaze (última versión 7.09). 
 
La decisión de instalar Kamikaze en nuestro router, se basa en la facilidad para 
instalar los paquetes necesarios para la realización de uno de los escenarios. 
Estos paquetes se encuentran directamente en el mismo repositorio de 
OpenWRT con lo que la instalación y configuración de dichos servicios no 
debería presentar problema. 
 
Como parte negativa hemos de destacar el hecho que Kamikaze no incluye 
una interfaz Web de configuración, lo que puede presentar un problema a 
usuarios no acostumbrados a configurar redes via terminal/comandos (se 
puede instalar sin embargo una interfaz web http://x-wrt.org/). X-WRT es un 
conjunto de paquetes que provee de una interfaz web para los diferentes  
firmwares OpenWRT, ya sea WhiteRussian (versión estable de la interfaz) o 
Kamikaze (en constante desarrollo). 
 
A1.5 Memoria persistente: NVRAM 
 
La memoria persistente, o nvram, contiene toda la información que utiliza el 
WRT54GL para poder configurar el sistema adecuadamente. Su contenido no 
se borra después de que el equipo pierda la alimentación eléctrica y es 
importante conocer su funcionamiento. 
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Para trabajar con la memoria nvram del WRT54GL existe un comando con el 
mismo nombre, nvram. Algunas de las instrucciones que ofrece este comando 
son: 
 Nvram show, muestra todas las variables del sistema 
 Nvram get NombreVariable, muestra el valor de la variable especificada 
 Nvram set NombreVariable=―valor‖, modifica el valor de la variable 
especificada. 
 Nvram unset NombreVariable, borra la variable especificada del sistema. 
 Nvram commit, guarda los cambios realizados en las variables en la 
memoria RAM 
 
Para obtener los valores originales, después de entrar en el modo seguro, es 
necesario ejecutar el comando ―mtd –r erase nvram‖. El parámetro ―-r‖ reinicia 
el equipo. Antes de ejecutar el comando es necesario modificar la variable 
boot_wait a ―on‖, sino la partición nvram se escribe con los valores de la cache 
del WRT54GL. 
 
A1.6 Modo Failsafe 
 
Con Failsafe mode, o modo de recuperación, podemos recuperar nuestra 
router si por algún motivo, algún script, o mala configuración perdemos el 
control de configuración sobre la maquina. Este modo solo funciona con las 
imágenes SquashFS. 
 
Para acceder al modo seguro se ha de pulsar el botón RESET durante dos 
segundos antes que el gestor de inicio (boot loader) se ejecute. En los modelos 
con un LED etiquetado como DMZ se ha de pulsar el botón antes de que este 
LED se active. En caso contrario, si se pulsa este botón durante el proceso de 
inicio, se volverá a los valores por defecto en la memoria NVRAM. 
 
Iniciar en modos eguro puede modificar la dirección del dispositivo, invalidando 
las comunicaciones. Para solucionarlo solo se ha de borrar la memoria cache 
de la estación  en la que estamos trabajando. Una vez tengamos acceso al 
dispositivo se puede formatear la partición JFFS2 (/bin/firstboot) o intentar 
corregir el problema (/sbin/mount_root).  
 
A1.7 El Switch 
 
Los Linksys WRT54GL utilizan una interfaz virtual llamada puente (bridge) que 
se encarga de conectar dos o más interfaces reales como si perteneciesen a 
una sola subred. En la configuración por defecto existe un puente entre la 
interfaz WLAN y los cuatro puertos de redes LAN. 
 
El sistema dispone de la aplicación brctl para crear, modificar y eliminar 
puentes dentro del sistema. Los WRT54GL configuran el puente br0 (en la 
Kamikaze este puente esta nombrado como br-lan, con lo que hay que ir con 
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cuidado con los scripts o comandos que utilicen esta interfaz) con las interfaz 
wlan0 y eth1, que equivalen a la LAN y a la WiFi. 
 
Dentro de la NVRAM, la variable lan_ifnames=‖vlaln0 eth1 eth2 eth3‖ indica 
que estas interfaces formar parte de la lan del sistema, y que además aparece 
la variable lan_ifname=‖br0‖ indicando que es la interfaz que ha de recibir la 
configuración de la LAN. Así se puede modificar estas dos variables para 
modificar el comportamiento de la configuración del puente br0 y que no se 
cree al iniciar el sistema: lan_ifnames=‖‖ y lan_ifname=‖vlan0‖  
 
 
Fig A1.1 Estructura interna del WRT54GL 
 
Las redes virtuales se utilizan para separar en diferentes subredes los puertos 
cableados del WRT54GL. Gracias a esta limitación, y en la forma que se inicia 
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A2 CONFIGURACIONES IPv6 
A2.1 Introducción 
 
En este apartado veremos cómo preparar nuestro router WRT54GL para 
soportar el protocolo IPv6 [5]. La mayoría de hardware de red está preparado 
para soportar este protocolo y sus características ya que no requiere 
modificaciones o añadidos de hardware, simplemente preparar el procesador 
para que pueda entender y procesar estos paquetes. En el caso del router 
Linksys basta con instalar los paquetes de modificación del Kernel vía 
aplicación ipkg, con los paquetes ya preparados, directamente desde el 
repositorio de OpenWRT. 
 
Como veremos más adelante, obtener un dispositivo de red con capacidades 
IPv6 es sencillísimo, basta con ejecutar un comando tanto en Linux como 
Windows, incluso el nuevo sistema operativo Windows Vista ya viene con este 
protocolo de red habilitado por defecto. No cabe duda que IPv6 es la clara 
evolución con lo que cuanto antes nos adaptemos, mejores estaremos 
preparados para la red del mañana. 
 
A2.2 Escenario básico 
 
Para el primer escenario hemos de habilitar la compatibilidad IPv6 en los 
dispositivos que vayamos a usar.  
En el caso de openwrt: 
 
 Modulo kernel IPv6  
 ipkg install kmod-ipv6 
 
 Software de enrutado IPv6  
ipkg install radvd 
ipkg install ip 
 
 Modulo kernel ip6tables kernel modules   
 ipkg install kmod-ip6tables 
 
 Herramienta de línea de comandos ip6tables  
 ipkg install ip6tables 
 
Por supuesto para instalar estos paquetes hemos de conectar el router 
previamente a internet por el puerto VLAN1 = WAN. 
 
Para tener el modulo IPv6 cargado habremos de reiniciar el router o 
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Podemos comprobar sencillamente que tenemos el modulo IPv6 operativo 
viendo la interfaz local: 
root@OpenWrt:~# ifconfig lo 
lo        Link encap:Local Loopback 
          inet addr:127.0.0.1  Mask:255.0.0.0 
          inet6 addr: ::1/128 Scope:Host 
          UP LOOPBACK RUNNING  MTU:16436  Metric:1 
          RX packets:42 errors:0 dropped:0 overruns:0 frame:0 
          TX packets:42 errors:0 dropped:0 overruns:0 carrier:0 
          collisions:0 txqueuelen:0 
          RX bytes:14264 (13.9 KiB)  TX bytes:14264 (13.9 KiB) 
 
Veamos ahora los pasos a seguir para poder comunicarnos con el router con 
IPv6 desde Windows XP, 2000: 
 netsh interface ipv6 install 
 
Esto nos instalara IPv6  y nos asignara una dirección 6to4. De todas formas 
Windows  solo lo usara para comunicarse con otras direcciones del tipo 6to4 u 
otro dispositivo IPv6 (de otra forma preferirá IPv4). 
 
Para comprobarlo podemos hacer un ping a la dirección IPv6 del localhost 
(sería la dirección ::1 ): 
 Ping6 –n 5 ::1 
 
Ya tenemos habilitado IPv6 en ambos dispositivos así que probemos a hacer 
un ping desde una maquina a la otra: 
 
(desde Windows): ping dirección_IPv6 
(desde Linux): ping6 direccion_IPv6 
 
A2.4 Creación escenario túnel 6to4  
 
En este escenario se crea un túnel ipv6 utilizando la actual red ipv4 que 
disponemos en un ADSL. Para ello necesitamos configurar nuestro WRT54GL 
con una serie de parámetros y ya dispondremos de una red pública IPv6 con 
ip´s públicas para cada uno que se conecte a nuestro Access point. Este 
escenario trabaja detrás de un nat con lo que 
 
Para ello utilizamos los servicios de entunelado que nos ofrece Hexago Freenet 
Go6. Go6 es una comunidad de IPv6 en la cual ofrecen un Tunnel Broker, es 
decir, una pasarela, para que creemos nuestro túnel y podamos navegar por 
internet mediante IPv6. Después de registrarnos gratuitamente nos bajamos el 




Disponemos de una versión especial del software, diseñado para que su uso 
con OpenWRT sea más sencillo. Dentro de este zip encontramos el software 
GW6c y Webif que no es más que una modificación de la página web que nos 
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muestra openwrt cuando accedemos a ella. En esta modificación encontramos 
un apartado nuevo correspondiente a la configuración del túnel. 
Copiamos estos archivos al router: 
 
 Scp g26c.ipk root@192.168.1.1:/tmp 
 Scp webif.ipk root@192.168.1.1:/tmp 
(podemos conseguir esto en Windows con  el software WinSCP) 
 
En el router aplicamos los siguientes comandos: 
 
 Ipkg install gw6c.ipk 
 Ipkg delete webif 
 Ipkg install webif.ipk 
 
Con esto tenemos el nuevo apartado en la interfaz web y tenemos el cliente 




Podremos iniciarlo (START), pararlo (STOP) o reiniciarlo (RESTART). 
 
Los datos de configuración del túnel se encuentran en /var/run/gw6c/gw6c.conf. 
Algunos de los parámetros más importantes son el usuario, el password y el 
servidor que nos ofrece el túnel. 
 
La mayoría de Tunnel Broker´s ofrecen aparte de un túnel gratuito, una 
cantidad de direcciones IPv6 públicas para nuestro uso, normalmente un /64 o 
un /48. 
 
En la cuenta creada nos asignaron: 2001:5c0:9627::/64.  
 
Con estos datos ya podemos configurar nuestra red IPv6, asignamos la ip 
2001:5c0:9627::1 a la interfaz br0 del WRT54GL. Una vez comprobado que 
tenemos conexión a la red IPv6 desde el Router GUIFI.NET, hemos de dar una 
dirección pública válida a los terminales que se conecten a nuestro router. 
 
Para ello existe un demonio que instalaremos en el router llamado radvd: 
Router ADVertisement Daemon. 
 
Anteriormente ya lo habíamos instalado pero no nos habíamos parado a 
explicar que era ni para que servía (Recordemos que se instala con: ipkg install 
radvd). 
 
Este ―demonio‖ necesita un archivo de configuración que dejaremos en 
/etc/radvd.conf 
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        AdvSendAdvert on; 
        prefix 2001:5c0:9627::/64 
        { 
                AdvOnLink on; 
                AdvAutonomous on; 
        }; 
}; 
 
A partir de esta configuración, los clientes que se comuniquen con su router, se 
autoconfigurarán asignándose una IPv6 pública dentro de ese rango como 
vemos en la figura 3.6.  
 
Anteriormente habíamos instalado IPv6 en el terminal Windows, pero aún hay 
que arreglar unas configuraciones para forzar que las comunicaciones con 
otros terminales de dual stack que no seas túneles se realicen en IPv6 ya que, 
por defecto, solo utilizará IPv6 para comunicarse con otras direcciones del tipo 




netsh interface ipv6>set prefixpolicy ::1/128 50 0 
netsh interface ipv6>set prefixpolicy ::/0 40 1 
netsh interface ipv6>set prefixpolicy 2002::/16 30 1 
netsh interface ipv6>set prefixpolicy ::/96 20 3 
netsh interface ipv6>set prefixpolicy ::ffff:0:0/96 10 4 
netsh interface ipv6>set prefixpolicy 3ffe:831f::/32 5 5 




Ya podemos navegar por internet mediante IPv6, podemos comprobarlo 
entrando en www.kame.net y viendo como ―baila la tortuga‖ (―ping6 
www.kame.net‖ también sirve para comprobarlo). 
 
A2.5 Creación escenario traducción IPv6-IPv4 [8] 
 
Este escenario se ha montado usando una de las últimas distribuciones de 
OpenWRT: la Kamikaze 7.09. Los paquetes necesarios para crear este 
escenario ya estaban compilados para esta versión aportando más facilidad a 
la hora de montar un traductor IPv6-IPv4 con nuestro Linksys WRT54GL. Para 
instalar esta distribución podemos hacerlo vía interfaz web de nuestra 
WhiteRussian o cualquier otro método ofrecido en el Wiki de Openwrt. 
 
Esta distribución tampoco viene con soporte IPv6 así que tendremos que 
instalarlo (junto con otros paquetes necesarios para crear redes IPv6: ip6tables, 
radvd, kmod-tun, etc): 
 
root@OpenWrt:~# Ipkg install ipv6 
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root@OpenWrt:~# Ipkg install radvd 
root@OpenWrt:~# Ipkg install kmod-tun 
 
Una vez montada nuestra red IPv6 y comprobado que tenemos connectividad 
local en IPv6 solamente, procedemos a instalar el software de traducción [10]: 
 
root@OpenWrt:~# ipkg install totd 
root@OpenWrt:~# ipkg install ptrtd 
 
Hemos de configurar totd modificando su archivo /etc/totd.conf: 
 





La dirección que encontramos en forwarder no es más que el servidor DNS 
IPv4 al que queremos conectarnos para resolver nuestras peticiones. El campo 
prefix, es un prefijo IPv6 que TOTd utilizará para crear los paquetes DNS de 
respuesta. Hemos de seleccionar el puerto en el que el daemon TOTd 
escuchara las peticiones DNS. Por último le indicamos el pid a usar al proceso 
TOTD. 
 
Ya podemos ejecutar este servidor ejecutando e indicando que archivo de 
configuración usar: 
 
root@OpenWrt:~# totd –c /etc/totd.conf 
(utlizando la opción –d1 si queremos ejecutarlo en modo debug) 
 
Debemos acordarnos de cerrar cualquier servidor DNS o proxy que tengamos 
corriendo en la misma máquina para el buen funcionamiento del servicio. 
 
En este escenario, tanto el proxy DNS como el traductor corren en la misma 
máquina, pero bien podríamos disponer de un host independiente que realice 
las funciones de proxy DNS. 
 
Para tener funcionando nuestro traductor de protocolo simplemente lo hemos 
de ejecutar con la orden: 
 
 root@OpenWrt:~# ptrtd –p 3ffe:abcd:1234:9876:: 
 
Si nos fijamos, le pasamos como parámetro un prefijo IPv6 (el mismo que 
hemos configurado en TOTD) que ha de utilizar para traducir los paquetes IPv4 
a IPv6. 
 
Los clientes ahora deberían estar configurados para conectar con máquinas 
tanto IPv4 como IPv6 a través de una conexión basada solamente en IPv6. 
Asumiendo que los clientes ya han recibido una dirección IPv6 de radvd, 
simplemente necesitamos añadir una nueva entrada para la resolución de DNS 
y añadir una ruta predeterminada para esas "direcciones falsas". En primer 
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lugar, añadimos una entrada al principio de /etc/resolv.conf apuntando a la 
máquina que está corriendo TOTd. 
  
 nameserver 2001:5c0:9627::1 
 
Seguidamente probamos la resolución de nombres, vamos a cursar una 
petición AAAA (registros DNS para direcciones IPv6) para un sitio IPv4: 
 
root@koochy-laptop:/home/koochy# dig aaaa epsc.upc.es 
; <<>> DiG 9.4.1-P1 <<>> aaaa epsc.upc.es 
;; QUESTION SECTION: 
;epsc.upc.es.                   IN      AAAA 
 
;; ANSWER SECTION: 
epsc.upc.es.            157881  IN      AAAA    3ffe:abcd:1234:9876::9353:750a 
 
;; Query time: 182 msec 
;; SERVER: 2001:5c0:9627::1#53(2001:5c0:9627::1) 
 
Vemos como el servidor DNS-ALG nos responde con una falsa dirección IPv6 
usando el prefijo indicado. 
 
Ahora añadiremos una ruta predeterminada para todas las direcciones que 
comiencen con nuestro falso prefijo: 
 
 ip -6 route add 3ffe:abcd:1234:9876::/64 via 2001:5c0:9627::1 dev eth0 
 
Finalmente, usamos ping6 para hacer ping a epsc.upc.es a su falsa dirección 
IPv6: 
 
root@koochy-laptop:/home/koochy# ping6 epsc.upc.es 
PING epsc.upc.es(3ffe:abcd:1234:9876::9353:750a) 56 data bytes 
64 bytes from 3ffe:abcd:1234:9876::9353:750a: icmp_seq=1 ttl=254 time=0.606 ms 
64 bytes from 3ffe:abcd:1234:9876::9353:750a: icmp_seq=2 ttl=254 time=0.597 ms 
 
--- epsc.upc.es ping statistics --- 
2 packets transmitted, 2 received, 0% packet loss, time 1004ms 
rtt min/avg/max/mdev = 0.597/0.601/0.606/0.024 ms 
 
Podemos comprobar que el ping llega correctamente hacia esta página y 















   A3.1 Primer escenario QoS 
 
Este es el script utilizado para montar el escenario práctico básico Qos: 
 









#borramos config QoS 
tc qdisc del dev vlan1 root 
 
#creamos qdisc raiz 
tc qdisc add dev vlan1 root handle 1: htb default 30 
 
#creamos hija 
tc class add dev vlan1 parent 1: classid 1:1 htb rate 500kbit ceil 500kbit 
 
#creamos hijas de 1:1 
tc class add dev vlan1 parent 1:1 classid 1:10 htb rate 200kbit ceil 500kbit 
tc class add dev vlan1 parent 1:1 classid 1:20 htb rate 200kbit ceil 500kbit prio 1 
tc class add dev vlan1 parent 1:1 classid 1:30 htb rate 100kbit ceil 500kbit prio 2 
 
#configuramos las colas como sfq 
tc qdisc add dev vlan1 parent 1:10 handle 10: sfq perturb 10 
tc qdisc add dev vlan1 parent 1:20 handle 20: sfq perturb 10 
tc qdisc add dev vlan1 parent 1:30 handle 30: sfq perturb 10 
 
 
tc filter add dev vlan1 protocol ip parent 1:0 u32 match ip dport 53 0xffff flowid 1:10 
tc filter add dev vlan1 protocol ip parent 1:0 u32 match ip dport 80 0xffff flowid 1:20 
 
EOF 
chmod a+x /etc/init.d/S41qosj 
 
De esta forma, este script se ejecutará cada vez que se reinicie el router, 
teniendo en marcha nuestro sistema QoS para que nos mejore la navegación 
web. 
 
A3.2 Segundo escenario QoS 
 









#borramos config QoS 
tc qdisc del dev vlan1 root 
 
#creamos qdisc raiz 
tc qdisc add dev vlan1 root handle 1: htb default 14 
 
#creamos hija 
tc class add dev vlan1 parent 1: classid 1:1 htb rate 500kbit ceil 500kbit 




#creamos hijas de 1:1 
tc class add dev vlan1 parent 1:1 classid 1:10 htb rate 200kbit ceil 500kbit 
tc class add dev vlan1 parent 1:1 classid 1:20 htb rate 200kbit ceil 500kbit prio 1 
tc class add dev vlan1 parent 1:1 classid 1:30 htb rate 100kbit ceil 500kbit prio 2 
 
#creamos hijas de 1:10 
tc class add dev vlan1 parent 1:10 classid 1:11 htb rate 50kbit ceil 500kbit 
tc class add dev vlan1 parent 1:10 classid 1:12 htb rate 50kbit ceil 500kbit prio 1 
tc class add dev vlan1 parent 1:10 classid 1:13 htb rate 50kbit ceil 500kbit prio 2 
tc class add dev vlan1 parent 1:10 classid 1:14 htb rate 50kbit ceil 500kbit prio 3 
 
tc qdisc add dev vlan1 parent 1:11 handle 11: sfq perturb 10 
tc qdisc add dev vlan1 parent 1:12 handle 12: sfq perturb 10 
tc qdisc add dev vlan1 parent 1:13 handle 13: sfq perturb 10 
tc qdisc add dev vlan1 parent 1:14 handle 14: sfq perturb 10 
 
#creamos hijas de 1:20 
tc class add dev vlan1 parent 1:20 classid 1:21 htb rate 50kbit ceil 500kbit 
tc class add dev vlan1 parent 1:20 classid 1:22 htb rate 50kbit ceil 500kbit prio 1 
tc class add dev vlan1 parent 1:20 classid 1:23 htb rate 50kbit ceil 500kbit prio 2 
tc class add dev vlan1 parent 1:20 classid 1:24 htb rate 50kbit ceil 500kbit prio 3 
 
tc qdisc add dev vlan1 parent 1:21 handle 21: sfq perturb 10  
tc qdisc add dev vlan1 parent 1:22 handle 22: sfq perturb 10  
tc qdisc add dev vlan1 parent 1:23 handle 23: sfq perturb 10  
tc qdisc add dev vlan1 parent 1:24 handle 24: sfq perturb 10  
 
#creamos hijas de 1:30 
tc class add dev vlan1 parent 1:30 classid 1:31 htb rate 25kbit ceil 500kbit 
tc class add dev vlan1 parent 1:30 classid 1:32 htb rate 25kbit ceil 500kbit prio 1 
tc class add dev vlan1 parent 1:30 classid 1:33 htb rate 25kbit ceil 500kbit prio 2 
tc class add dev vlan1 parent 1:30 classid 1:34 htb rate 25kbit ceil 500kbit prio 3 
 
tc qdisc add dev vlan1 parent 1:31 handle 31: sfq perturb 10  
tc qdisc add dev vlan1 parent 1:32 handle 32: sfq perturb 10  
tc qdisc add dev vlan1 parent 1:33 handle 33: sfq perturb 10  
tc qdisc add dev vlan1 parent 1:34 handle 34: sfq perturb 10 
 
 
#marcamos paquetes y los correspondemos con su cola 
#para servidor 
tc filter add dev vlan1 protocol ip parent 1:0 prio 0 u32 match ip src 192.168.1.1/24 match ip protocol 1 0xff flowid 1:11  
tc filter add dev vlan1 protocol ip parent 1:0 prio 1 u32 match ip src 192.168.1.1 match ip dport 53 0xffff flowid 1:12  
tc filter add dev vlan1 protocol ip parent 1:0 prio 2 u32 match ip src 192.168.1.1/32 match ip sport 80 0xffff flowid 1:13 
tc filter add dev vlan1 protocol ip parent 1:0 prio 3 u32 match ip src 192.168.1.1/24 flowid 1:14 
 
#para lan local 
tc filter add dev vlan1 protocol ip parent 1:0 prio 4 u32 match ip src 192.168.1.20/32 match ip protocol 1 0xff flowid 1:21  
tc filter add dev vlan1 protocol ip parent 1:0 prio 4 u32 match ip src 192.168.1.25/32 match ip protocol 1 0xff flowid 1:21 
 
tc filter add dev vlan1 protocol ip parent 1:0 prio 5 u32 match ip src 192.168.1.20/32 match ip dport 53 0xffff flowid 1:22 
tc filter add dev vlan1 protocol ip parent 1:0 prio 5 u32 match ip src 192.168.1.25/32 match ip dport 53 0xffff flowid 1:22 
 
tc filter add dev vlan1 protocol ip parent 1:0 prio 6 u32 match ip src 192.168.1.20/32 match ip dport 80 0xffff flowid 1:23 
tc filter add dev vlan1 protocol ip parent 1:0 prio 6 u32 match ip src 192.168.1.25/32 match ip dport 80 0xffff flowid 1:23 
 
tc filter add dev vlan1 protocol ip parent 1:0 prio 7 u32 match ip src 192.168.1.20/32 flowid 1:24 




tc filter add dev vlan1 protocol ip parent 1:0 prio 8 u32 match ip protocol 1 0xff flowid 1:31 
tc filter add dev vlan1 protocol ip parent 1:0 prio 9 u32 match ip dport 53 0xffff flowid 1:32 
tc filter add dev vlan1 protocol ip parent 1:0 prio 10 u32 match ip dport 80 0xffff flowid 1:33 




chmod a+x /etc/init.d/S42qosj 
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A3.3 Tercer escenario QoS 
 
Para este escenario usaremos ebtables. Hay que comentar que este software 
no funciona en la última versión de DD-WRT. Lo probaremos pues con 
OpenWRT. 
 
Primero instalamos los pquetes necesarios: 
 
Ipkg update 
Ipkg install tc //si no lo teníamos previamente// 
Ipkg install ebtables 
 
Este es el script utilizado para montar el scenario: 
 














#Borramos  qdiscs 
tc qdisc del dev \$IFACEDOWN root 
tc qdisc del dev \$IFACEUP root 
 
 
#configuramos una interfaz 
tc qdisc add dev \$IFACEDOWN handle 1: root htb default 20 
tc class add dev \$IFACEDOWN parent 1: classid 1:1 htb rate 28000000 ceil 28000000  
 
tc class add dev \$IFACEDOWN parent 1:1 classid 1:10 htb rate 300000 ceil 400000 prio 1 
tc class add dev \$IFACEDOWN parent 1:1 classid 1:20 htb rate 3000000 ceil 4000000 prio 2 
tc class add dev \$IFACEDOWN parent 1:1 classid 1:30 htb rate 7000000 ceil 25000000 prio 3 
 
tc qdisc add dev \$IFACEDOWN parent 1:10 handle 10: sfq 
tc qdisc add dev \$IFACEDOWN parent 1:20 handle 20: sfq 
tc qdisc add dev \$IFACEDOWN parent 1:30 handle 30: sfq 
 
tc filter add dev \$IFACEDOWN parent 1:0 protocol ip prio 1 handle 1 fw classid 1:10 
tc filter add dev \$IFACEDOWN parent 1:0 protocol ip prio 2 handle 2 fw classid 1:20 
tc filter add dev \$IFACEDOWN parent 1:0 protocol ip prio 3 handle 4 fw classid 1:30 
 
 
#configuramos la otra interfaz 
tc qdisc add dev \$IFACEUP handle 1: root htb default 20 
tc class add dev \$IFACEUP parent 1: classid 1:1 htb rate 28000000 ceil 28000000  
 
tc class add dev \$IFACEUP parent 1:1 classid 1:10 htb rate 300000 ceil 500000 prio 1 
tc class add dev \$IFACEUP parent 1:1 classid 1:20 htb rate 300000 ceil 1000000 prio 2 
tc class add dev \$IFACEUP parent 1:1 classid 1:30 htb rate 7000000 ceil 25000000 prio 3 
 
tc qdisc add dev \$IFACEUP parent 1:10 handle 10: sfq 
tc qdisc add dev \$IFACEUP parent 1:20 handle 20: sfq 
tc qdisc add dev \$IFACEUP parent 1:30 handle 30: sfq 
 
tc filter add dev \$IFACEUP parent 1:0 protocol ip prio 1 handle 16 fw classid 1:10 
tc filter add dev \$IFACEUP parent 1:0 protocol ip prio 2 handle 32 fw classid 1:20 
tc filter add dev \$IFACEUP parent 1:0 protocol ip prio 3 handle 64 fw classid 1:30 
 







ebtables -A FORWARD -p ipv4 -o \$IFACEDOWN --ip-protocol 17 --ip-sport 53 -j mark --set-mark 1 
ebtables -A FORWARD -p ipv4 -o \$IFACEUP --ip-protocol 17 --ip-dport 53 -j mark --set-mark 16 
 
#SSH 
ebtables -A FORWARD -p ipv4 -o \$IFACEDOWN --ip-protocol 6 --ip-sport 22 -j mark --set-mark 1 
ebtables -A FORWARD -p ipv4 -o \$IFACEUP --ip-protocol 6 --ip-dport 22 -j mark --set-mark 16 
 
# p2p 
ebtables -A FORWARD -p ipv4 -o \$IFACEDOWN --ip-src 192.168.0.0/20 -j mark --set-mark 4 
ebtables -A FORWARD -p ipv4 -o \$IFACEUP --ip-dst 192.168.0.0/20 -j mark --set-mark 64 
 
EOF 
chmod a+x /etc/init.d/S43qos 
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