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Commuting (co)limits and C∗ pullbacks
Alexandru Chirvasitu
Abstract
We give sufficient conditions for pullbacks to commute with filtered colimits in categories
of Banach spaces. This applies to conclude that certain pullbacks of ∗-algebras are preserved
by applying the C∗ envelope functor and unifies a number of results in the literature on graph
algebras to the effect that pullbacks of Leavitt path algebras complete to pullbacks of the
corresponding graph C∗-algebras.
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Introduction
The present note was prompted by [2, 5] and the desire to explain the relationship between their
respective main results, [2, Theorem, p.2] and [5, Theorem 3.2] respectively. The former puts
a pullback structure on a graph C∗-algebra, whereas the latter proves the parallel result for the
corresponding Leavitt path algebras.
Given the close relationship between the two settings, it would be natural to seek an abstract
framework that would allow one to simply morph the Leavitt result into its C∗ analogue without
having to retrace the proofs. We propose such a framework here.
The main tool is the well known commutation of finite limits and filtered colimits in the category
of sets [7, §IX.2]. We note a similar commutation phenomenon in appropriate categories of Banach
spaces in Corollary 2.4 below. The result applies to certain special pullbacks, covering the various
graph-algebra-motivated examples in the literature.
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1 Preliminaries
We will need some background on graph algebras: Leavitt path algebras as in [1, Definition 1.2.3]
and their analytic counterparts, graph C∗-algebras, defined, say, as in [4, §2]. Briefly:
Definition 1.1 A graph is a quadruple E = (E0, E1, s, t) consisting of sets E0 and E1 of vertices
and respectively edges and source and target maps s, t : E1 → E0.
A vertex v ∈ E0 is regular if s−1(v) is finite and non-empty (we also say that v is a finite emitter
and is not a sink). 
With this in place, recall [1, Definition 1.2.3]:
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Definition 1.2 Given a graph E, the Leavitt path algebra Lk(E) over a unital commutative ring
k is the k-algebra equipped with an anti-multiplicative involution ‘∗’ defined by generators v = v∗
for v ∈ E0 and e, e∗ for e ∈ E1 subject to relations
• vv′ = δv,v′ ;
• s(e)e = er(e) = e;
• e∗e′ = δe,e′r(e);
•
∑
e∈s−1(v) ee
∗ = v for all regular vertices v ∈ E0.
While in this generality the involution ‘∗’ is assumed to act as the identity on k, for k = C one
usually works with a modified definition whereby ‘∗’ is complex conjugation on C. This makes the
corresponding algebra (which we will then denote simply by L(E)) into a complex ∗-algebra. 
On the other hand (see [4, §2] or [1, §5.2]):
Definition 1.3 The graph C∗-algebra C∗(E) is the universal C∗-algebra generated by v = v∗,
v ∈ E0 and e, e∗ for e ∈ E1 subject to the same relations as in Definition 1.2, together with the
additional conditions
ee∗ ≤ s(e), ∀e ∈ E1. 
The additional requirement in Definition 1.3 is not needed if the graph E is row-finite, i.e. if
every vertex emits finitely many (possibly zero) edges. All graphs considered in [5, 2, 6] referred to
below in §3.1 are row-finite.
Remark 1.4 It turns out that C∗(E) is nothing but the C∗ envelope of L(E), i.e. the obvious
map L(E)→ C∗(E) is an initial object in the category of ∗-morphisms from L(E) into C∗-algebras
[1, §5.2]. 
We will also have the occasion to work with G-equivariant structures on ∗ or C∗-algebras (or
more generally Banach spaces) for a compact group G. For Banach spaces V this simply means a
strongly continuous action as automorphisms (isometries for Banach spaces or C∗ automorphisms
for C∗-algebras) in the sense that
G ∋ g 7→ gv ∈ V
is a continuous map for each v ∈ V ; this is the customary and apparently most appropriate
continuity assumption on actions on operator algebras (e.g. [8, §2.2]).
On the other hand, for ∗-algebras A a G-equivariant structure means a comodule structure
A→ A⊗O(G),
where O(G) is the Hopf algebra of representative functions on G: the span of matrix coefficients of
finite-dimensional continuous G-representations. When G = S1, which will be the case in the con-
crete applications discussed below, O(G) is nothing but the algebra C[t±1] of Laurent polynomials
and an equivariant structure is a Z-grading on the ∗-algebra A.
Graph algebras (Leavitt of C∗) admit S1-actions in this sense (called the gauge actions in the
literature [9, Chapter 2] or [1, §2.1]): z ∈ S1 simply scales every edge generator e ∈ E1 by z in the
C∗ case, while the corresponding grading on the corresponding Leavitt path algebra assigns degree
1 to each e and degree −1 to each e∗.
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2 Main result
Let
Ui
Wi
Vi
ℓi ri
be a filtered system of diagrams Di in the category of finite-dimensional Banach spaces (with
contractions as maps), in the sense that
• the indices i range over a filtered poset I;
• there are connecting maps ψUji : Ui → Uj and similarly for V and W making the respective
diagrams commute.
We then have canonical maps
can : lim
−→
i
lim
←−
Di → lim←−
lim
−→
i
Di, (1)
both in the category of vector spaces and that of Banach spaces. By [7, Theorem IX.2.1] (or rather
its easily-proved version for vector spaces) can is an isomorphism in the category of vector spaces.
We will find sufficient conditions for it to be an isomorphism in that of Banach spaces as well; in
turn, this setup will be applicable to [2, 5].
More generally, let Ban1 be the category of Banach spaces with contractions as morphisms (i.e.
linear maps which do not increase distances). We will consider functors
F : P × J → Ban1,
where P is a finite category and J is a filtered poset, regarded as a category (our notation mimics
that of [7, §IX.2]). We then have, as in (1), a canonical map
can : lim
−→
J
lim
←−
P
F → lim
←−
P
lim
−→
J
F. (2)
Our first remark is
Proposition 2.1 The map (2) is an isometry.
Proof This is easy to see when the limits are products, i.e. when P is a finite discrete category
(meaning the only arrows are identities). On the other hand, since all finite limits are constructible
from products and equalizers ([7, Theorem V.2.1]), it is enough to verify the claim in the case when
P = {x y}
f
g
(two objects and two parallel arrows connecting them). In that situation, however, the conclusion
follows from the fact that the equalizer of each diagram
F (−, j) : P → Ban1
inherits its norm from that of F (x, j) and these norms approximate that of lim
−→j
F (x, j), which in
turn induces the norm of the equalizer lim
←−P
lim
−→J
F . 
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We now switch focus to pullbacks, i.e. the case when P is the category
u
w
v
f g
(3)
Before stating the next result we need the following notion.
Definition 2.2 An admissible morphism between Banach spaces is a contraction T : X → Y that
identifies X/ ker T isometrically with Im T . 
Proposition 2.3 When P is (3) and all morphisms F (g, j), j ∈ J are onto and admissible the
canonical map (2) is onto.
Proof Consider a pair of elements
p ∈ lim
−→
J
F (u, j), q ∈ lim
−→
J
F (v, j)
such that
lim
−→
J
F (f, j)(p) = lim
−→
J
F (g, j)(q).
They are arbitrarily approximable by elements
pj ∈ F (u, j), qj ∈ F (v, j)
for sufficiently large j ∈ J with the property that
‖F (f, j)(pj)− F (g, j)(qj)‖ < ε
for small ε > 0.
The admissibility and surjectivity of F (g, j) then implies that there is some q′j ∈ F (v, j) with
F (f, j)(pj) = F (g, j)(q
′
j) and ‖qj − q
′
j‖ < ε.
In other words, we are approximating the element (p, q) of the right hand side of (2) arbitrarily
well by elements
(pj, q
′
j) ∈ pullback of F (f, j) along F (g, j).
This finishes the proof that indeed (2) is onto. 
Propositions 2.1 and 2.3 jointly give
Corollary 2.4 Under the hypotheses of Proposition 2.3 the canonical morphism (2) is an isomor-
phism. 
2.1 Equivariance
For the applications in Section 3 it will be necessary to extend the discussion above to some extent,
considering the category BanG1 of objects V in Ban1 equipped with a strongly continuous action
by a compact group G as in Section 1.
The forgetful functor BanG1 → Ban1 preserves pullbacks, so the arguments above could have
been carried out verbatim in this G-equivariant setup. In conclusion, we have
Proposition 2.5 Let
F : P × J → BanG1
be a functor with P being (3) and J filtered. Assume furthermore that as in Proposition 2.3, each
F (g, j), j ∈ J is onto and admissible.
Then, the canonical map (2) is an isomorphism. 
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3 C∗ envelopes
We now apply the material in the preceding section to categories of equivariant ∗ and C∗-algebras,
in the sense that all objects in sight are equipped with actions by a compact group G, as in Section 1.
We consider a diagram
A
D
B
C
ℓ r
(4)
in the category of G-∗-algebras. The main result of the present section is
Theorem 3.1 Assume that
• (4) is a pullback;
• r is onto;
• (4) embeds in its C∗ completion.
Then, the C∗-completed diagram
A
D
B
C
ℓ r
(5)
is a pullback of G-C∗-algebras.
Remark 3.2 Implicit in the hypothesis of Theorem 3.1 is the assumption that the algebras in (4)
have C∗ completions. 
Proof of Theorem 3.1 We will apply Corollary 2.4 to the present setup. The filtered poset (I,≤)
consists of triples Ai ≤ A, Bi ≤ B and Di ≤ D of finite-dimensional ∗-subspaces invariant under G
so that
• r surjects Bi onto a ∗-subspace Di ≤ D containing ℓ(Ai);
• the Ai, Bi and Di exhaust A, B and D respectively.
We set
i ≤ j ⇐⇒ Ai ≤ Aj , Bi ≤ Bj and Di ≤ Dj .
We then have an exhaustion of (4) by pullback diagrams
Ai
Di
Bi
Ci
ℓi ri
(6)
of complex ∗-vector spaces, increasing with i ∈ I. If we furthermore equip said spaces with their
norms inherited from the C∗ completions A, B, etc. then the maps ri are admissible because they
restrict from the surjection r in the C∗-algebra diagram (5).
Since (5) is the colimit in the category Ban1 of the pullbacks (6), the conclusion follows from
Proposition 2.5. 
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Remark 3.3 What is slightly curious about Theorem 3.1 is that it gives an example of a limit
(a pullback) preserved by a cocontinuous functor, namely the completion functor defined on the
category of ∗-algebras that admit C∗ envelopes.
The latter functor is left adjoint to the forgetful functor from C∗ to ∗-algebras, and is thus
indeed cocontinuous (i.e. preserves colimits) [7, dual to §V.5, Theorem 1]. 
3.1 Graph algebras
We now apply the discussion above to the setup of [2, 5]. Recall that the authors of said papers
work with graphs Q′ ⊂ Q′′ and maps
L(Q′)
L(Q′)⊗ k[t, t−1]
L(Q′′)⊗ k[t, t−1]
δ π⊗id
(7)
where L(−) denotes the Leavitt path algebra construction, k denotes a ground field, and π is onto.
There is an analogous picture for graph C∗-algebras, whereupon k = C; this is the case of interest
here.
The two papers work in the Leavitt path algebra and C∗ setting ([5, 2] respectively), proving
parallel results: while [5, Theorem 3.2] argues that a certain diagram
L(Q′)
L(Q′)⊗ k[t, t−1]
L(Q′′)⊗ k[t, t−1]
L(Q)
δ π⊗id
(8)
is a pullback of graded ∗-algebras, the analytic analogue [2, Theorem, p.2] shows that the C∗ graph
algebra version
C∗(Q′)
C∗(Q′)⊗C(S1)
C∗(Q′′)⊗ C(S1)
C∗(Q)
δ π⊗id
(9)
is a pullback of C∗-algebras equipped with actions by the circle group S1 (with C(−) denoting the
algebra of continuous functions).
Since (9) is nothing but the C∗ envelope of (8), Theorem 3.1 immediately implies
Proposition 3.4 [5, Theorem 3.2] implies [2, Theorem, p.2]. 
The pattern recurs in [6]: a pushout graph diagram
F1
F1 ∩ F2
F2
E
results via [6, Theorem 3.1] in a pullback diagram in the category of S1-C∗-algebras
C∗(F1)
C∗(F1 ∩ F2)
C∗(F2)
C∗(E)
consisting of surjections only. It is then observed in [6, Remark 3.2] that a parallel proof would
dispatch the Leavitt path algebra version (with all instances of C∗(−) replaced by the corresponding
L(−)). Once more, Theorem 3.1 applies to prove that in fact one result entails the other.
6
Proposition 3.5 [6, Theorem 3.1] follows from its Leavitt path algebra analogue. 
Finally, pullbacks of graph algebras are also considered in [3]. There too one of the lower
morphisms being pulled back is surjective, so the arguments above apply to prove
Proposition 3.6 [3, Theorem 3.3] follows from its Leavitt path algebra analogue. 
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