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Exterior powers of Lubin-Tate groups
S. Mohammad Hadi Hedayatzadeh∗
Abstract. Let O be the ring of integers of a non-Archimedean local field of characteristic zero and pi a fixed
uniformizer of O. We prove that the exterior powers of a pi-divisible module of dimension at most 1 over a locally
Noetherian scheme exist and commute with arbitrary base change. We calculate the height and dimension of the
exterior powers in terms of the height of the given pi-divisible module.
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0 Introduction
The purpose of this paper is to prove the existence of “exterior powers” of p-divisible groups of dimension
at most one or, more generally, of pi-divisible modules of dimension at most one over locally Noetherian
base schemes, where pi is a uniformizer of a non-Archimedean local field of characteristic zero. This
result is proved in [10] for pi-divisible modules over fields and in this paper we will generalize it to locally
Noetherian base schemes. Alternating morphisms of p-divisible groups are defined as compatible systems
of alternating morphisms of their truncated Barsotti-Tate groups, as fppf sheaves (see Definition 1.16)
and exterior powers of p-divisible groups are defined by the categorical universal property of exterior
powers (see Definition 1.17). In this paper we prove the following theorems (p > 2):
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Theorem 3.24. Let S be a scheme and G a p-divisible group over S of height h and dimension at
most 1. Then, there exists a p-divisible group
∧r
G over S of height
(
h
r
)
, and an alternating morphism
λ : Gr → ∧rG such that for every morphism f : S′ → S and every p-divisible group H over S′, the
following homomorphism is an isomorphism
HomS′(f
∗∧rG,H)→ AltrS′(f∗G,H), ψ 7→ ψ ◦ f∗λ.
Moreover, the dimension of
∧r
G at s ∈ S is (h−1r−1) (resp. 0) if the dimension of G at s is 1 (resp. 0).
Theorem 4.34. Let O be the ring of integers of a non-Archimedean local field of characteristic zero.
Fix a uniformizer pi of O and let S be a locally Notherian O-scheme and M a pi-divisible module over
S of height h and dimension at most 1. Then, there exists a pi-divisible module
∧
O
rM over S of height(
h
r
)
, and an alternating morphism λ :Mr → ∧
O
rM such that for every morphism f : S′ → S and every
pi-divisible module N over S′, the homomorphism
HomOS′(f
∗∧
O
rM,N )→ AltOS′((f∗M)r,N )
induced by f∗λ is as isomorphism. In other words, the rth-exterior power ofM exists and commutes with
arbitrary base change. Moreover, the dimension of
∧
O
rM is the locally constant function
dim : S → {0,
(
h− 1
r − 1
)
}, s 7→
{
0 if Ms is e´tale(
h−1
r−1
)
otherwise.
The results of this paper have many applications and in what follows, we mention a few.
The motivation for constructing such exterior powers comes from the (local) Langlands program, where
one wants to have a rather explicit description of the deformation spaces of pi-divisible modules. For
example, over base fields, these exterior powers with their universal property are used to construct ex-
plicitly the Lubin-Tate tower at infinite level in [21] (equal characteristic) and the Rapoport-Zink spaces
at infinite level in [19] (mixed characteristic).
The existence of the exterior powers of pi-divisible modules will also explain why the exterior powers of
the Galois representations attached to pi-divisible modules are the Galois representation of a pi-divisible
module (the same way Anderson’s introduced t-motives in order to show that the exterior powers of
Galois representations attached to Drinfel’d modules come from Drinfel’d modules [2]).
The universal property of the exterior powers of Barsotti-Tate groups, apart from being their “defining”
property, is the most important one, and the construction of p-divisible groups with this property is what
this paper is about. Note that this universal property makes them as functorial/categorical as one could
ask. For instance, this allows one to induce a level structure on the exterior powers of a p-divisible group
endowed with level structure. We will use the universal property extensively to prove the base change
and descent property of these exterior powers. In section 5, we use the base change property to define
a map on the Lubin-Tate space (see Example 5.1) and the descent property is used in the proof of the
existence of the exterior powers. Alternating morphisms exist in “nature” (e.g. the Weil pairing of the
pn-tosrions of an abelian variety induces an alternating morphism on the associated p-divisible group)
and exterior powers “linearize” these morphisms. An immediate consequence of the existence of these
exterior powers is the existence of exterior powers of “1/g” of the subgroup of pn-torsions of an abelian
scheme of signature (1, g − 1) (see Example 5.2 for more details). In section 5 we will give some detailed
examples, where exterior powers can be used.
In a sequel, in preparation jointly with E. Mantovan, these results will be used to study the cohomology
of Rapoport-Zink spaces from the perspective of the Langlands program. More specifically, we will com-
pare the representations attached to the rigid fibers of the Lubin-Tate and Rapoport-Zink spaces, via the
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map between them, induced by taking the exterior powers. Note that this comparison, which is made
possible thanks to the exterior powers of p-divisible groups, will give new insights into the cohomology of
the Rapoport-Zink spaces and their representations, realizing the local Langlands correspondence for GLn.
The formal Brauer group of a non-supersingular K3 surface has finite height and dimension one. The
consequences of the existence of exterior powers applied to these formal groups will be the subject of
another paper.
Finally, the results of this paper can be used in algebraic topology, where formal groups, or more gen-
erally p-divisible groups of dimension 1 abound. Here is an example from chromatic homotopy theory:
Let K(Z/pn, r) be the rth Eilenberg-Mac Lane space attached to Z/pn. Let K(h)∗K(Z/pn, r) be the hth
ungraded Morava K-theory of K(Z/pn, r) and K(h)
∗
K(Z/pn, r) its K(h)∗-dual. These are finite Hopf al-
gebras and denoting the finite group scheme Spec(K(h)
∗
K(Z/pn, r)) by Gn,r, the system G(r) := (Gn,r)n
is a Barsotti-Tate group of height
(
h
r
)
and dimension
(
h−1
r−1
)
(cf. [18] and [3]). The exterior powers of
this p-divisible group can be used to understand the structure of the Morava K-theory. More precisely,
one might ask if there is a canonical isomorphism (up to duality twists) G(r) ∼= ∧rG(1). Note that
both sides have the same height and dimension. This is suggested by the Ravenel-Wilson theorem (cf.
[18]) which says that there exists a canonical isomorphism between K(h)∗K(Z/pn, r) and the rth exterior
power of K(h)∗K(Z/pn, 1) via the ◦-product, and also by the computation of the Dieudonne´ module of
these p-divisible groups in [3]. Similarly, one can expect the same result(s) for Morava E-theory of these
Eilenberg-Mac Lane spaces.
Let us present a brief sketch of the proof of these statements. Let us first sketch the proof for p-divisible
groups. Let G be a p-divisible group of height h and dimension at most 1 over a base scheme S and
denote by Gn the truncated Barsotti-Tate group of level n. When S is the spectrum of a field, the exterior
powers of G are constructed in [10] and it is shown there that
∧r
G is a p-divisible group of height
(
h
r
)
and dimension
(
h−1
r−1
)
(resp. 0) if G has dimension 1 (resp. 0).
Let R be a local Artin ring of residual characteristic p and S = Spec(R). Here we use Zink’s theory of
displays (which is, in a suitable sense, a generalization of Dieudonne´ theory to more general base rings).
Let P be the display attached to G. We construct the exterior powers of P, which are again displays,
and therefore correspond to certain p-divisible groups and we want to show that they are the exterior
powers we are looking for.
We would like to emphasize that the construction of
∧rP as a display is not hard (albeit technical) and
makes up only a small part of the paper; the core of the paper and what is truly difficult is that the
p-divisible group attached to this display satisfies the universal property of the rth-exterior power. It is
worth mentioning here that if the dimension of G were bigger than 1, one could not define a Frobenius
on
∧rP, in other words, ∧rP does not exist as a display.
After defining alternating morphisms of displays, we construct a homomorphism
β : Alt(Pr,P ′)→ Alt(BT rP , BTP′),
where P and P ′ are displays and BTP and BTP′ are their corresponding p-divisible groups. The map β
is one of the key ingredients of the proof of the main theorem. Put
∧rP for P ′ and denote by Λ the p-
divisible group associated with
∧rP. Under β, the universal alternating morphism Pr → ∧rP is mapped
to an alternating morphism λ : Gr → Λ, which we want to show is the universal one. One of the main
results of the paper is that β is an isomorphism when R is a perfect field. This will allow us to reduce
the proof of the universality of λ to the case over a perfect base field, where we already know the result [10].
When R is a complete local Noetherian ring of residue characteristic p, an approximation argument
combined with the universal property of exterior powers will provide the exterior powers of G over R.
In particular, the exterior powers of the universal deformation of a fixed connected p-divisible group of
dimension 1 (defined over Fp) over the universal deformation ring ZJx1, . . . , xh−1K exist.
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Now, let S be a Z(p)-scheme. In order to construct the exterior powers of G, we construct the exterior
powers of individual Gn and show that they form a Barsotti-Tate group. To show the existence of
∧r
Gn,
we prove faithfully flat descent results (descent of objects and morphisms) and use a result of Lau, which
essentially says that under certain conditions, the pullback of a truncated Barsotti-Tate group defined
over a Z(p)-scheme, via a faithfully flat and affine morphism is the pullback of the truncated universal
Barsotti-Tate group defined over ZJx1, . . . , xh−1K. We show that ∧rGn (n ≥ 1) sit in exact sequences,
making them a Barsotti-Tate group.
Finally, let S be an arbitrary base scheme. We have a faithfully flat covering S′ := S[ 1p ]
∐
S(p) → S, where
S[ 1p ] and S(p) are respectively the pullbacks of S → Spec(Z) via the morphisms Spec(Z[ 1p ])→ Spec(Z)
and Spec(Z(p))→ Spec(Z). By base change, we then obtain p-divisible groups G[ 1p ] over S[ 1p ] and G(p)
over S(p). Since p is invertible on S[
1
p ], the p-divisible group G[
1
p ] is e´tale, and thus, by Proposition 3.3
of [10],
∧r
G[ 1p ] exists. Over S(p), we also have constructed the exterior power
∧r
G(p). These p-divisible
groups glue together to produce the rth exterior power of G′ (the pullback of G) over S′. Again, using
faithfully flat descent, we obtain the p-divisible group
∧r
G over S.
For pi-divisible modules over complete local Noetherian rings, in order to prove Theorem 4.34, we use
a generalization of the theory of displays, the so called ramified displays. We then develop a ramified
Dieudonne´ theory, which is a finer version of the classical Dieudonne´ theory and is more consistent with
the theory of ramified displays. Most of the results for p-divisible groups and displays hold for pi-divisible
modules and ramified displays as well. However, the result of Lau that was previously used (to pass
from this case to arbitrary base scheme), does not hold and, in order to circumvent it, we need to
assume that the base is locally Noetherian. Then, it is rather elementary, by devissage arguments, to
reduce to the case of complete local Noetherian rings where, again, we have already established the result.
Conventions. Throughout the article, unless otherwise specified, rings are commutative with 1. Group
schemes are all commutative. Exact sequences of group schemes are exact as sequences of fppf sheaves.
Notations.
• p is a prime number, q is a power of p and Fq is the finite field with q elements.
• For natural numbers m and n, the binomial coefficient (n
m
)
is defined to be zero when m > n.
• If R is a ring and r is an element of R, we denote by R/r the quotient ring R/rR.
• Let X be a scheme over a base scheme S. We identify X with the sheaf HomS( , X) on fppf site of S.
• Let X be a scheme over a base scheme S and f : T → S a morphism. We denote by XT the fiber product
X ×S T . If F is a sheaf on a Grothendieck site over S, we denote by f∗F the pullback of F along f . So
f∗X and XT are identified as sheaves.
• Let F and G be sheaves on a Grothendieck site. We denote by Hom(F ,G) the sheaf hom from F to G.
• Let G be a finite flat group scheme over a base scheme S. Denote the Cartier dual HomS(G,Gm,S) by G∗.
• Let R be a ring. Denote by W (R) the ring of p-typical Witt vectors with coefficients in R.
• Zq is the unramified extension W (Fq) of Zp with residue field Fq. Denote by Qq the field of fractions of Zq.
• Let k be a perfect field of characteristic p. We denote by Ek the Dieudonne´ ring over k, i.e., the non-
commutative polynomial ring in variables F, V and coefficients in W (k) subject to relations FV = V F = p,
Fξ = ξσF and V ξσ = ξV for all ξ ∈W (k), where σ : W (k)→W (k) is the Frobenius morphism of W (k).
• Let k be a perfect field of characteristic p and G a finite group scheme over k of p-power order. We Denote
the covariant Dieudonne´ module of G by D∗(G). For details see [6].
1 Preliminaries
In this section, we gather the definitions and results from [10], that we need in the following sections. For
proofs, please see op. cit. Fix a ring R, a perfect field k of characteristic p > 2 and a base scheme S.
Definition 1.1. A representable fppf-sheaf of R-modules over S will be called an R-module scheme. N
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Remark 1.2. 1) Let F and G be fppf-sheaves of R-modules. We denote by HomR(F ,G) and resp.
HomR(F ,G) the R-module of R-linear morphisms and resp. the sheaf (of R-modules) of R-linear
morphisms.
2) Let M be a finite locally free R-module scheme over S. The Cartier dual of M , i.e., the group scheme
Hom(M,Gm,S) has a natural R-module scheme structure given by the action of R on M . ♦
Definition 1.3. Let M1, . . . ,Mr,M and N be presheaves of R-modules on the fppf site of S.
(i) An R-multilinear or simply multilinear morphism from the product
∏r
i=1Mi to N is a morphism
of presheaves of sets such that for every S-scheme T , the induced morphism
∏
Mi(T ) → N(T ) is
R-multilinear. The R-module of all such morphisms will be denoted by MultR(
∏r
i=1Mi, N).
(ii) Alternating R-multilinear morphisms are defined similarly. The R-module of all alternating multi-
linear morphisms from Mr to N is denoted by AltR(Mr, N). N
Definition 1.4. Let M1 . . . ,Mr and M be presheaves of R-modules and G a presheaf of Abelian groups.
We denote by M˜ult
R
(
∏r
i=1Mi, G) the group of morphisms ϕ :
∏r
i=1Mi → G which are multilinear,
when Mi are regarded as presheaves of Abelian groups and has the following weaker property than R-
linearity: for every S-scheme T , every tuple (m1, · · · ,mr) ∈
∏r
i=1Mi(T ), every a ∈ R and every i, we
have ϕ(a ·m1,m2, · · · ,mr) = ϕ(m1, · · · ,mi−1, a ·mi,mi+1, · · · ,mr). The elements of M˜ult
R
(
∏r
i=1Mi, G)
are called pseudo-R-multilinear. Similarly, we define alternating pseudo-R-multilinear morphisms and
denote by A˜lt
R
(Mr, G) the group of such morphisms. N
Remark 1.5. Note that the group M˜ult
r
(
∏r
i=1Mi, G) has a natural structure of R-module through the
action of R on one of the factors Mi, and this is independent of the factor we choose. Similarly, there is
a natural R-module structure on the group A˜lt
R
(Mr, G). ♦
Definition 1.6. Let M1, . . . ,Mr,M and N be presheaves of R-modules and G a presheaf of Abelian
groups. Define contravariant functors from the category of R-module schemes over S to the category of
R-modules as follows:
(i)
T 7→ MultR(M1 × · · · ×Mr, N)(T ) := MultRT (M1,T × · · · ×Mr,T , NT )
and resp.
T 7→ M˜ultR(M1 × · · · ×Mr, G)(T ) := M˜ult
R
T (M1,T × · · · ×Mr,T , GT ).
(ii)
T 7→ AltR(Mr, N)(T ) := AltRT (MrT , NT )
and resp.
T 7→ A˜ltR(Mr, G)(T ) := A˜ltRT (MrT , GT )).
N
Proposition 1.7. Let M,N and P and be sheaves of R-modules and G a sheaf of Abelian groups over
S. We have natural isomorphisms
AltR(Mr,AltR(Ns, P )) ∼= AltR(Mr ×Ns, P ) and AltR(Mr, A˜ltR(M,G)) ∼= A˜ltR(Mr ×Ns, G)
where elements on the right hand sides are morphisms that are alternating in Mr and Ns separately.
Proof. Standard.
Remark 1.8. Let M be finite flat R-module scheme over S, and N (resp. G) be an affine R-module
(resp. group) scheme over S, then using the Weil restriction (cf. [7] Ch. I, §1, 6.6), one can show that
the sheaf of morphisms of fppf-sheaves of sets, Mor(M,N) (resp. Mor(M,G)), is representable by an
affine scheme over S, which is of finite type resp. of finite presentation, if N (resp. G) is of finite type
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resp. of finite presentation, and therefore, HomR(M,N) (resp. Hom(M,G)) being a closed subsheaf is
representable by an affine R-module (resp. group) scheme. If in addition, N (resp. G) is of finite type
or of finite presentation over S, then HomR(M,N) (resp. Hom(M,G)) has the same property. Now,
one can show by induction on r that MultR(Mr, N) (resp. M˜ult
R
(Mr, G)) is representable by an affine
R-module (group) scheme, and this scheme is of finite type resp. of finite presentation, if moreover, N
(resp. G) is of finite type resp. of finite presentation. Finally, as AltR(Mr, N) (resp. A˜lt
R
(Mr, G)) is a
closed subfunctor, it is representable by an affine R-module (resp. group) scheme over S and is of finite
type resp. of finite presentation, if moreover, N (resp. G) is of finite type resp. of finite presentation. ♦
Definition 1.9. Let M1, ...,Mr,M,N left Ek ⊗Z R-modules.
(i) Denote by MultR(
∏r
i=1Mi, N) the group of W (k) ⊗Z R-multilinear morphisms ` :
∏r
i=1Mi → N
satisfying the following conditions for all i and mi ∈Mi:
`(V m1, . . . , V mr) = V `(m1, . . . ,mr),
∀i : `(m1, . . . ,mi−1, Fmi,mi+1, . . .mr) = F`(V m1, . . . , V mi−1,mi, V mi+1, . . . V mr).
(ii) Let AltR(Mr, N) denote the submodule of MultR(Mr, N) consisting of alternating morphisms. N
Proposition 1.10. Let M1, . . . ,Mr and M be finite local-local R-module schemes and N a finite local
R-module scheme over k. Then there exists a natural isomorphism
Ω : MultR(D∗(M1)× · · · ×D∗(Mr), D∗(N)) −→ MultR(M1 × · · · ×Mr, N)
inducing an isomorphism
Ω : AltR(D∗(M)r, D∗(N))→ AltR(Mr, N).
Proof. This is Corollary 1.23 and Remark 1.24 of [10].
Notations 1.11. In this paper, O will be the ring of integers of a non-Archimedean local field K of
characteristic zero and residue field Fq of characteristic p > 2 (q = pf ). Fix a uniformizer pi of O.
Definition 1.12. Let M be an fppf sheaf of O-modules over S. We call M a pi-Barsotti-Tate group or
pi-divisible module over S if the following conditions are satisfied:
(i) M is pi-divisible, i.e., the homomorphism pi :M→M is an epimorphism.
(ii) M is pi-torsion, i.e., the canonical homomorphism lim−→
n
M[pin]→M is an isomorphism.
(iii) M[pi] is representable by a finite locally free O-module scheme over S.
The order of M[pi] is of the form qh, where h : S → Q≥0 is a locally constant function, called the height
of M. We denote by Mi the kernel of multiplication by pii. N
Remark 1.13. The height of a pi-divisible module is an integer (cf. Theorem B.14 of [10]). ♦
Remark 1.14. Let A be a Henselian local ring and M a pi-divisible formal O-module over A. The
connected-e´tale sequence of M, 0→M◦ →M→Me´t → 0, is in fact a sequence of pi-divisible modules
over A. We have (M◦)n = (Mn)◦ and (Me´t)n = (Mn)e´t. ♦
Proposition 1.15. Let M be an e´tale pi-divisible module over S of height h. Then there exists a finite
e´tale cover T → S such that MT is the constant pi-divisible module with Mn,T ∼= (O/pin)h. If S is
connected, we can take T to be a connected finite e´tale cover.
Proof. The proof is similar to the case of Barsotti-Tate groups.
Definition 1.16. Let M0, . . . ,Mr,M and N be pi-divisible modules over S.
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(i) An O-multilinear morphism ϕ : M1 × · · · × Mr → M0 is a system of O-multilinear morphisms
{ϕn :M1,n × · · · ×Mr,n →M0,n}n over S, compatible with the projections pi. :Mi,n+1 Mi,n
and pi. :M0,n+1 M0,n. In other words, it is an element of the inverse limit
lim←−
n
MultS(M1,n × · · · ×Mr,n,M0,n),
with transition homomorphisms induced by the projections pi. :Mi,n+1 Mi,n. Denote the group
of O-multilinear morphisms from M1 × · · · ×Mr to M0 by MultOS (M1 × · · · ×Mr,M0).
(ii) We define alternating O-multilinear morphism ϕ : N r → M similarly and denote the group of
alternating O-multilinear morphisms from N r to M by AltOS (N r,M). N
Definition 1.17. (i) Let M be an R-module scheme and M ′ a group scheme over S. An alternating
pseudo-R-multilinear morphism λ : Mr →M ′ or, by abuse of terminology, the group scheme M ′, is
called an rth exterior power of M over R, if for all group schemes N over S, the induced morphism
λ∗ : Hom(M ′, N)→ A˜ltR(Mr, N), ψ 7→ ψ ◦ λ,
is an isomorphism. If such M ′ and λ exist, we write
∧
R
r
M (or
∧r
M if no confusion is likely) for
M ′ and call λ the universal alternating morphism defining
∧
R
r
M .
(ii) Let M,M′ be pi-divisible modules over S. An alternating O-multilinear morphism λ :Mr →M′
or, by abuse of terminology, the pi-divisible module M′, is called an rth exterior power of M over
O, if for all pi-divisible modules N over S, the induced morphism
λ∗ : HomOS (M′,N )→ AltOS (Mr,N ), ψ 7→ ψ ◦ λ,
is an isomorphism. If such M′ and λ exist, we write ∧
O
rM (or ∧rM if no confusion is likely) for
M′ and call λ the universal alternating morphism defining ∧
O
rM. N
Remark 1.18. 1) Exterior powers of finite R-module schemes over fields exist (Theorem 2.5 [10]).
2) By the universal property, if
∧r
M exists, it has a natural R-module scheme structure. ♦
Proposition 1.19. Let M be an R-module scheme over S, and Q the cokernel of multiplication by an
element x ∈ R, i.e., we have an exact sequence M x.−−−→ M p−−→ Q → 0. Then, if ∧rM and ∧rQ exist,
the sequence
∧r
M
x.−−−→ ∧rM ∧rp−−−−→ ∧rQ→ 0 is exact.
Proof. This is Proposition 2.25 of [10].
Proposition 1.20. Let M (resp. M) be a finite e´tale O-module scheme (resp. e´tale pi-divisible module of
height h) over S. Then
∧r
M (resp.
∧rM) exists (resp. exists and has height (hr)) and is e´tale. Moreover,
if T is an S-scheme, the canonical homomorphism
∧r
(MT ) → (
∧r
M)T (resp.
∧r
(MT ) → (
∧rM)T ),
induced by the universal property of
∧r
(MT ) (resp.
∧r
(MT )) and λT , is an isomorphism.
Proof. This is Proposition 3.3 of [10].
Proposition 1.21. Let M0,M1, . . . ,Mr and M be pi-divisible modules over k. There exist natural
functorial isomorphisms
MultO(D∗(M1)× · · · ×D∗(Mr), D∗(M0)) ∼= MultOk (M1 × · · · ×Mr,M0) and
AltO(D∗(M)r, D∗(M0)) ∼= AltOk (Mr1,M0).
Proof. This is Corollary 3.7 of [10].
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Proposition 1.22. Let M be a pi-divisible module of height h and dimension 1 over k. The covariant
Dieudonne´ module of
∧rMi is canonically isomorphic to ∧rD∗(Mi) and the order of ∧rMi is equal
to qi(
h
r). Furthermore, the universal alternating morphism Mri →
∧rMi and the universal alternat-
ing morphism D∗(Mi)r →
∧r
D∗(Mi) ∼= D∗(
∧rMi) correspond to each other under the isomorphism
AltO(D∗(Mi)r, D∗(
∧rMi)) ∼= AltO(Mri ,∧rMi) given by Proposition 1.10.
Proof. This is Corollary 3.21 and Remark 3.22 of [10].
Theorem 1.23. Let M be a pi-divisible module of height h and dimension 1 over a field of characteristic
p > 2. Then
∧
O
rM exists, and has height (hr). It has dimension (h−1r−1) (resp. 0) if M has dimension 1
(resp. 0). Moreover, for every n, we have (
∧
O
rM)n ∼=
∧
O
r
(Mn).
Proof. This is Theorem 3.36 of [10].
2 Multilinear Theory of Displays
In this section, we assume some familiarity with the theory of displays (see [22] for details). We have
included in the Appendix B the definitions, notations, constructions and results of the theory of displays
that will be used in this section. We will develop a multilinear theory of displays, which, in the next
section, will be related to the multilinear theory of group schemes developed by R. Pink. Fix a ring R.
2.1 Multilinear morphisms and the map β
Definition 2.1. Let P0,P1, . . . ,Pr and P be 3n-displays over R.
(i) A multilinear morphism ϕ : P1× · · · ×Pr → P0 is a W (R)-linear morphism ϕ : P1× · · · ×Pr → P0
satisfying the following conditions:
– ϕ restricts to a W (R)-multilinear morphism ϕ : Q1 × · · · ×Qr → Q0.
– the V -condition: For any qi ∈ Qi: V −1ϕ(q1, . . . , qr) = ϕ(V −1q1, . . . , V −1qr).
TheW (R)-module of multilinear morphisms P1×· · ·×Pr → P0 is denoted by Mult(P1×· · ·×Pr,P0).
(ii) Alternating multilinear morphisms ϕ : Pr → P0 are defined similarly. The W (R)-module of
alternating morphisms Pr → P0 is denoted by Alt(Pr,P0). N
Remark 2.2. Since the morphism F is uniquely determined by V −1, the V -condition above implies that
a multilinear morphism ϕ satisfies the F -condition as well: for all i, xi ∈ Pi and qj ∈ Qj (j 6= i) we have:
Fϕ(q1, . . . , qi−1, xi, qi+1, . . . , qr) = ϕ(V −1q1, . . . , V −1qi−1, Fxi, V −1qi+1, . . . , V −1qr). ♦
Construction 2.3. Let P1, . . . ,Pr,P0 be 3n-displays over R and ϕ : P1 × · · · × Pr → P0 a multilinear
morphism of 3n-displays.
• Let S be an R-algebra. We extend ϕ to a multilinear morphism ϕS : P1,S × · · · × Pr,S → P0,S as
follows. For all wi ∈W (S) and all xi ∈ Pi, we set
ϕS(w1 ⊗ x1, . . . , wr ⊗ xr) := w1 . . . wr ⊗ ϕ(x1, . . . , xr)
and extend W (S)-multilinearly to the whole product P1,S × · · · × Pr,S .
• Given a nilpotent R-algebra N we extend ϕ to a Ŵ (N )-multilinear morphism ϕ̂ : P̂1×· · ·×P̂r → P̂0
as follows. For all ωi ∈ Ŵ (N ) and all xi ∈ Pi, we set:
ϕ̂(ω1 ⊗ x1, . . . , ωr ⊗ xr) := ω1 . . . ωr ⊗ ϕ(x1, . . . , xr)
and extend Ŵ (N )-multilinearly to the whole product P̂1 × · · · × P̂r. H
Lemma 2.4. The multilinear morphisms ϕS and ϕ̂ constructed above satisfy the V -F conditions.
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Proof. The proof of the lemma for ϕS and ϕ̂ is similar and thus, we only prove the lemma for ϕ̂. Let
P = (P,Q, F, V −1) be a 3n-display over R. Take elements w ∈ Ŵ (N ) and x ∈ P . By construction of F
and V on P̂N (cf. Construction B.3), we have
F (w ⊗ x) = F (w)⊗ F (x) = F (w)⊗ V −1(V (1) · x) = V −1(w ⊗ V (1) · x) = V −1(V (1)w ⊗ x).
So, it suffices to show that ϕ̂ satisfies the V -condition. For each i take an element qˆi in Q̂i,N . As ϕ̂ is
Ŵ (N )-multilinear, we can assume that either qˆi ∈ Ŵ (N )⊗Li or qˆi ∈ ÎN ⊗ Ti, where for each i, we have
fixed a normal decomposition Pi = Li ⊕ Ti, and that each qˆi is a pure tensor (i.e., of the form x ⊗ y).
Since the construction of ϕ̂ is symmetric with respect to i and for the sake of simplicity, we can assume
that qˆj = wj ⊗ qj ∈ Ŵ (N )⊗ Lj for 1 ≤ j ≤ s and qˆj = V (wj)⊗ tj for s+ 1 ≤ j ≤ r for some 0 ≤ s ≤ r.
We divide the problem in two cases: s < r and s = r. In the first case, we have:
ϕ̂(qˆ1, . . . , qˆr) = ϕ̂(w1 ⊗ q1 . . . , ws ⊗ qs, V (ws+1)⊗ ts+1, . . . , V (wr)⊗ tr) =
w1 . . . wsV (ws+1) . . . V (wr)⊗ ϕ(q1, . . . , qs, ts+1, . . . , tr) =
V
(
F
(
w1 . . . wsV (ws+1) . . . V (wr−1)
) · wr)⊗ ϕ(q1, . . . , qs, ts+1, . . . , tr).
The element V
(
F
(
w1 . . . wsV (ws+1) . . . V (wr−1)
)·wr) being in the ideal ÎN , it follows that ϕ̂(qˆ1, . . . , qˆr) ∈
Q̂0,N . In the second case, we have ϕ̂(qˆ1, . . . , qˆr) = ϕ̂(w1 ⊗ q1 . . . , wr ⊗ qr) = w1 . . . wr ⊗ ϕ(q1, . . . , qr). As
by assumption ϕ(q1, . . . , qr) ∈ Q0, we conclude again that ϕ̂(qˆ1, . . . , qˆr) ∈ Q̂0,N .
Construction 2.5. Given displays P1, . . . ,Pr,P0 over R and a multilinear morphism ϕ : P1×· · ·×Pr →
P0, we construct for all n, a map
βϕ,n : BTP1,n × · · · ×BTPr,n → BTP0,n,
where BTPi,n is the kernel of multiplication by p
n on the p-divisible group BTPi . Take a nilpotent
R-algebra N and elements [xi]n ∈ BTPi,n(N ) and set
βϕ,n([x1]n, . . . , [xr]n) := (−1)r−1
r∑
i=1
[
ϕ̂
(
V −1g1, . . . , V −1gi−1, xi, gi+1, . . . , gr
)]
,
where for all 1 ≤ j ≤ r, we have abbreviated ngPj (xj) (from Notations B.5) to gj . We show in the next
lemma that this is a well-defined multilinear morphism. H
Remark 2.6. Note that if r = 1, then βϕ,n : BTP1,n → BTP0,n is the restriction of the homomorphism
BTϕ : BTP1 → BTP0 (using the functoriality of BT ) to BTP1,n. ♦
Proposition 2.7. The maps βϕ,n : BTP1,n × · · · ×BTPr,n → BTP0,n satisfy the following properties:
(i) βϕ,n are well-defined multilinear morphisms.
(ii) βϕ,n are compatible with respect to projections p. : BTPi,n+1  BTPi,n.
(iii) If the 3n-displays P1 . . . ,Pr are equal, then if ϕ is alternating, βϕ,n is alternating as well.
(iv) The construction of βϕ,n commutes with base change, i.e., if S is an R-algebra, then (βϕ,n)S
and βϕS ,n are equal as multilinear morphisms
∏r
i=1BTPiS ,n → BTP0S ,n, using the identification
BTPiS
∼= (BTPi)S.
Proof. We fix a nilpotent R-algebra N .
(i) For each i, take elements [xi]n ∈ BTPi,n(N ). If we show that the element βϕ,n([x1]n, . . . , [xr]n) does
not depend on the representatives xi of the class [xi] and that the map βϕ,n is multilinear, then it
follows that βϕ,n([x1]n, . . . , [xr]n) lies in the kernel of multiplication by p
n (note that pn[xi] = 0).
By multilinearity of ϕ̂, in order to show the independence of βϕ,n([x1]n, . . . , [xr]n) from the choice
of the elements xi, it is sufficient to show that if one xj is in the subgroup (V
−1 − Id)G−1Pj of G0Pj ,
then the element βϕ,n([x1]n, . . . , [xr]n) is in the subgroup (V
−1 − Id)G−1P0 of G0P0 . So, assume that
xj = (V
−1 − Id)(zj) for some zj ∈ G−1Pj and for every i, set gi := ngPj (xi). We then have
(V −1 − Id)(gj) = pnxj = pn(V −1 − Id)(zj) = (V −1 − Id)(pnzj)
and since V −1 − Id is injective, it implies that gj = pnzj . Set also:
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• A := (−1)r−1∑j−1i=1 ϕ̂(V −1g1, . . . , V −1gi−1, xi, gi+1, . . . , gr),
• B := (−1)r−1ϕ̂(V −1g1, . . . , V −1gj−1, xj , gj+1, . . . , gr) and
• C := (−1)r−1∑ri=j+1 ϕ̂(V −1g1, . . . , V −1gi−1, xi, gi+1, . . . , gr).
We then have βϕ,n([x1]n, . . . , [xr]n) = [A + B + C]. We develop each of the terms separately, by
replacing xj and gj with (V
−1 − Id)(zj) and respectively pnzj . An straightforward calculation will
imply:
• A = (−1)r−1ϕ̂(V −1g1, . . . , V −1gj−1, zj , gj+1, . . . , gr)−
(−1)r−1ϕ̂(g1, . . . , gj−1, zj , gj+1, . . . , gr). (2.8)
• B = (−1)r−1ϕ̂(V −1g1, . . . , V −1gj−1, V −1zj , gj+1, . . . , gr)−
(−1)r−1ϕ̂(V −1g1, . . . , V −1gj−1, zj , gj+1, . . . , gr). (2.9)
• C = (−1)r−1ϕ̂(V −1g1, . . . , V −1gj−1, V −1zj , V −1gj+1, . . . , V −1gr)−
(−1)r−1ϕ̂(V −1g1, . . . , V −1gj−1, V −1zj , gj+1, . . . , gr). (2.10)
Now, adding up A, B and C and using equations (2.8), (2.9) and (2.10), we observe that four terms
of the six terms cancel out and we obtain βϕ,n([x1]n, . . . , [xr]n) = [A+B + C] =
[(−1)r−1ϕ̂(V −1g1, . . . , V −1gj−1, V −1zj , V −1gj+1, . . . , V −1gr)−
(−1)r−1ϕ̂(g1, . . . , gj−1, zj , gj+1, . . . , gr)] = [(V −1 − Id)
(
(−1)r−1ϕ̂(g1, . . . , gj−1, zj , gj+1, . . . , gr)
)
].
As the vector (g1, . . . , gj−1, zj , gj+1, . . . , gr) belongs to Q̂1,N × · · · × Q̂r,N and so by Lemma 2.4,
ϕ̂(g1, . . . , gj−1, zj , gj+1, . . . , gr)
)
belongs to Q̂0,N = G−1P0 , we conclude that βϕ,n([x1]n, . . . , [xr]n) is
the zero in the quotient BTP0 . This proves the independence from the choices of representatives.
It remains to prove the multilinearity. Since V −1 − Id is an injective homomorphism and ϕ̂ is
multilinear, a straightforward calculation shows that βϕ,n is multilinear too. This proves part (i).
(ii) Take elements [xi]n+1 ∈ BTPi,n(N ). If we set gi := n+1gPi(xi+1), we have pn(pnxi) = pn+1xi =
(V −1 − Id)gi and therefore ngPi(xi) = gi. Thus, we have
βϕ,n([px1]n, . . . , [pxr]n) = (−1)r−1
r∑
i=1
[
ϕ̂(V −1g1, . . . , V −1gi−1, pxi, gi+1, . . . , gr)
]
=
p(−1)r−1
r∑
i=1
[
ϕ̂(V −1g1, . . . , V −1gi−1, xi, gi+1, . . . , gr)
]
= pβϕ,n+1([x1]n+1, . . . , [xr]n+1)
where we have used the multilinearity of ϕ̂ for the second equality. This proves part (ii).
(iii) Set P := P1 = · · · = Pr. Let σ ∈ Sn be a permutation of n elements and define a new map
ψ : Pr → P0 by setting ψ(a1, . . . , ar) := ε · sgn(σ)ϕ(aσ(1), . . . , aσ(r)), where ε ∈ {1,−1} is a fixed
sign. Since ϕ is a multilinear morphism of 3n-displays, it follows from the definition that the new
map ψ is also a multilinear morphism of 3n-displays. We claim that for any natural number n, any
1 ≤ i ≤ r, any [xi] ∈ BTP,n(N ) and any permutation σ ∈ Sn we have
βψ,n([x1], . . . , [xr]) = ε · sgn(σ)βϕ,n([xσ(1)], . . . , [xσ(r)]). (2.11)
To prove the claim, it suffices to assume that σ is a transposition of the form (t, t+ 1) with 1 ≤ t ≤
r− 1. Again, we set gi := ngP(xi). Using the multilinearity of ϕ̂, the formulae (V −1− Id)gt = pnxt
and (V −1 − Id)gt+1 = pnxt+1 and an straightforward calculation now implies that
βψ,n([x1], . . . , [xr])− ε sgn(σ)βϕ,n([xσ(1)], . . . , [xσ(r)]) =
ε(−1)r−1[ϕ̂(V −1g1, . . . , V −1gt−1, V −1gt+1 − gt+1, xt, gt+2, gt+3, . . . , gr)−
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ϕ̂(V −1g1, . . . , V −1gt−1, xt+1, V −1gt − gt, gt+2, gt+3, . . . , gr)
]
n
=
ε(−1)r−1[ϕ̂(V −1g1, . . . , V −1gt−1, pnxt+1, xt, gt+2, gt+3, . . . , gr)−
ϕ̂(V −1g1, . . . , V −1gt−1, xt+1, pnxt, gt+2, gt+3, . . . , gr)
]
n
=
ε(−1)r−1[pnϕ̂(V −1g1, . . . , V −1gt−1, xt+1, xt, gt+2, gt+3, . . . , gr)−
pnϕ̂(V −1g1, . . . , V −1gt−1, xt+1, xt, gt+2, gt+3, . . . , gr)
]
n
= 0.
Now, assume that ϕ is alternating. We have to show that if two components of the vector ~[x] :=
([x1], . . . , [xr]) ∈ BTP,n(N )r are equal, then βϕ,n( ~[x]) = 0. Using the identity (2.11) we can assume,
without loss of generality, that the first two components of ~[x] are equal. Note also that ϕ being
alternating, the extended multilinear morphism ϕ̂ is alternating as well. We have
βϕ,n([x1], [x1], [x3], . . . , [xr]) = (−1)r−1
[
ϕ̂(x1, g1, g3, g4, . . . , gr) + ϕ̂(V
−1g1, x1, g3, g4, . . . , gr)+
r∑
i=3
ϕ̂(V −1g1, V −1g1, V −1g3, V −1g4, . . . , V −1gi−1, xi, gi+1, gr)
]
n
,
where as before gi = ngP(xi). The last sum is zero, because ϕ̂ is alternating and if we use the fact
that ϕ̂ is antisymmetric, the sum of the first two terms will be equal to
(−1)r−1[ϕ̂(V −1g1, x1, g3, g4, . . . , gr)− ϕ̂(g1, x1, g3, g4, . . . , gr)]n =
(−1)r−1[ϕ̂(V −1g1 − g1, x1, g3, g4, . . . , gr)]n = (−1)r−1[ϕ̂(pnx1, x1, g3, g4, . . . , gr)]n
= (−1)r−1[pnϕ̂(x1, x1, g3, g4, . . . , gr)]n,
which is zero, since ϕ̂ is alternating.
(iv) This follows from the fact that for every nilpotent S-algebra M, the two groups G0P(M) =
Ŵ (M)⊗W (R)P and G0PS (M) = Ŵ (M)⊗W (S)PS are canonically isomorphic and this isomorphism
induces the isomorphism (BTP)S ∼= BTPS .
Remark 2.12. The detailed calculations of the proof can be found in [11]. ♦
Corollary 2.13. The construction of β yields homomorphisms
β : Mult(P1 × · · · × Pr,P0)→ Mult(BTP1 × · · · ×BTP0 , BTP0),
and
Alt(Pr1 ,P0)→ Alt(BT rP1 , BTP0).
Question 2.14. Are the morphisms β in the Corollary 2.13 isomorphisms?
2.2 Exterior powers
Let P = (P,Q, F, V −1) be a 3n-display over R, with tangent module of rank one.
Construction 2.15. We want to define a new 3n-display denoted by
∧rP = (ΛrP,ΛrQ,ΛrF,ΛrV −1).
Fix a normal decomposition P = L⊕ T and Q = L⊕ IRT. Although we use a normal decomposition for
the construction, we will show in the next lemma, that this construction is independent from this choice.
• Define ΛrP to be the exterior power of P , ∧rP , over the ring W (R).
• Define ΛrQ to be the image of ∧rQ ∧rι−−−−→ ∧rP , where ι : Q ↪→ P is the inclusion.
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• Since by assumption, T is projective of rank one, we have
ΛrP ∼=
∧r
L⊕
∧r−1
L⊗ T and ΛrQ ∼=
∧r
L⊕
∧r−1
L⊗ IRT.
Define ΛrF : ΛrP → ΛrP to be ∧r−1V −1 ∧ F .
• Define ΛrV −1 : ΛrQ → ΛrP to be ∧rV −1 : ∧rQ → ∧rP restricted to ΛrQ (note that ΛrQ is a
direct summand of
∧r
Q ∼= ⊕ri=0(∧r−iL⊗∧iIRT ) ). H
Lemma 2.16. The construction of
∧rP = (ΛrP,ΛrQ,ΛrF,ΛrV −1) does not depend on the choice of a
normal decomposition of P and defines a 3n-display structure. The height and rank of
∧rP are respectively(
h
r
)
and
(
h−1
r−1
)
, where h is the height of P. If P is a display, then ∧rP is a display as well. Furthermore,
this construction commutes with the base change.
Proof. Assume that we have shown that the morphism ΛrV −1 is independent from the choice of a normal
decomposition and that this construction defines a 3n-display structure. Then, as F is uniquely deter-
mined by V −1, the morphism ΛrF will be independent from the choice of a normal decomposition as
well. So, we first prove the canonicity of ΛrV −1 and then show that this construction yields a 3n-display.
Set N :=
⊕r
i=2(
∧r−i
L⊗∧iIRT ). Since ∧rQ ∼= ΛrQ⊕N and since the morphism ∧rV −1 : ∧rQ→ ∧rP
is independent from the choice of a normal decomposition, if we show that the restriction of this morphism
to the submodule N is zero, it follows that the canonical morphism
∧r
V −1 factors through the quotient∧r
Q ΛrQ. Thus, the resulting morphism ΛrQ→ ΛrP , which is equal to ΛrV −1, is independent from
the choice of a normal decomposition. So, it suffices to show that for every i > 1, the morphism∧r
V −1 :
∧r−i
L⊗
∧i
IRT →
∧r
P
is trivial. For any w ∈W (R) and x ∈ P , we have V −1(V (w).x) = wF (x). It implies that this morphism
factors through the image of the morphism∧r−i
V −1 ∧
∧i
F :
∧r−i
L⊗
∧i
T →
∧r
P.
The module
∧i
T being trivial for i > 1, we conclude that the morphism
∧r
V −1 restricted to
∧r−i
L⊗∧iIR
is zero, as desired.
As P is a projective W (R)-module, its exterior powers are projective too. We have ΛrP =
∧r
L⊕∧r−1L⊗
T and ΛrQ =
∧r
L ⊕ ∧r−1L ⊗ IRT , and since IR(∧r−1L ⊗ T ) = ∧r−1L ⊗ IRT , we conclude that the
direct sum
∧r
L ⊕∧r−1L ⊗ T is a normal decomposition of ΛrP . We have to show that the morphism
ΛrV −1 is an FR-linear epimorphism. But we know that V −1 : Q→ P is an FR-linear epimorphism and
therefore
∧r
V −1 :
∧r
Q→ ∧rP is an FR-linear epimorphism as well. As this morphism factors through
the quotient
∧r
Q ΛrQ, the morphism ΛrV −1 is also an FR-linear epimorphism.
Now, we show that the morphism ΛrF has the right properties, i.e., it is FR-linear and satisfies the
relation wΛrF (x) = ΛrV −1(V (w).x) for every w ∈ W (R) and every x ∈ ΛrP . The fact that it is FR-
linear follows from its construction and the fact that V −1 and F are FR-linear. Now take an element
w ∈W (R) and q1 ∧ · · · ∧ qr−1 ⊗ t in the submodule
∧r−1
L⊗ T , we have
w.ΛrF (q1 ∧ · · · ∧ qr−1 ⊗ t) = wV −1q1 ∧ · · · ∧ V −1qr−1 ∧ F (t) = V −1q1 ∧ · · · ∧ V −1qr−1 ∧ wF (t) =
V −1q1 ∧ · · · ∧ V −1qr−1 ∧ V −1(V (1).x) = ΛrV −1(V (1).q1 ∧ · · · ∧ qr−1 ⊗ t).
A similar calculation shows that for any w ∈W (R) and any x ∈ ∧rL, we have w.ΛrF (x) = ΛrV −1(V (1).x)
and therefore
∧rP = (ΛrP,ΛrQ,ΛrF,ΛrV −1) is a 3n-display.
By definition, the height of
∧rP is the rank of the projective W (R)-module ΛrP , which is equal to (hr),
with h the rank of P . The rank of
∧rP is equal to the rank of the projective W (R)-module ∧r−1L⊗ T ,
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which is equal to
(
h−1
r−1
)
, since L has rank h− 1 and T has rank one (cf. Remark B.2).
Since the construction of exterior powers of modules commutes with the base change, a straightforward
calculation shows that, under the identification W (R)⊗F,W (R)ΛrP ∼= Λr(W (R)⊗F,W (R)P ), the morphism
(ΛrV )N] : ΛrP →W (R)⊗F,W (R) ΛrP
(cf. lemma 10, p.14 of [22]) is equal to the morphism
Λr(V N]) : ΛrP → Λr(W (R)⊗F,W (R) P ).
Again, since
∧r
commutes with base change, Λr(V N]) is zero mod IR + pW (R), if V
N] is zero mod
IR + pW (R). This shows that
∧rP is a display, if P is a display.
Finally, we have to show that for any R-algebra S, there exists a canonical isomorphism
∧r
(PS) ∼=
(
∧rP)S . This is straightforward. We explain why the pairs ((ΛrP )S , (ΛrQ)S) and (Λr(PS),Λr(QS)) are
canonically isomorphic, and leave the verification of the equality of the pairs ((ΛrF )S , (Λ
rV −1)S) and
(Λr(FS),Λ
r(V −1S )) to the reader. By definition, we have
(ΛrP )S = W (S)⊗W (R)
∧r
P =
∧r
(W (S)⊗W (R) P ) = Λr(PS)
and using a normal decomposition, we have
(ΛrQ)S = (W (S)⊗W (R)
∧r
L)⊕ (IS ⊗W (R)
∧r−1
L⊗W (R) T ) ∼=
(∧r
(W (S)⊗W (R) L)
)⊕ ((IS ⊗W (S) W (S)⊗W (R) ∧r−1L⊗W (R) T )) ∼=∧r
LS⊕
(
(W (S)⊗W (R)
∧r−1
L)⊗W (S) (IS⊗W (R) T )
) ∼= ∧rLS⊕ (∧r−1LS)⊗W (S) IS(W (S)⊗W (R) T ) =∧r
LS ⊕ (
∧r−1
LS ⊗W (S) ISTS) = Λr(QS).
The above isomorphisms are induced by the canonical isomorphism (
∧r
P )S ∼=
∧r
(PS), i.e., this iso-
morphism restricts to an isomorphism (ΛrQ)S ∼= Λr(QS). Thus, the latter isomorphism does not depend
on the choice of a normal decomposition either.
Proposition 2.17. Let P be a 3n-display of rank one over R. The map
λ : P r →
∧r
P, (x1, . . . , xr) 7→ x1 ∧ · · · ∧ xr
defines an alternating morphism of 3n-displays λ : Pr → ∧rP with the following universal property: For
every 3n-display P ′ over R, the following homomorphism is an isomorphism
λ∗Hom(
∧rP,P ′)→ Alt(Pr,P ′), ψ 7→ ψ ◦ λ.
Proof. It follows from the construction of
∧rP = (ΛrP,ΛrQ,ΛrF,ΛrV −1) that λ is an alternating morph-
ism of 3n-displays. We therefore only need to show the universal property. Let P ′ = (P ′, Q′, F, V −1)
be a 3n-display over R and let ϕ : Pr → P ′ be an alternating morphism of 3n-displays. We ought to
show that there exists a unique morphism of 3n-displays from
∧rP to P ′, whose composition with λ is
ϕ. The morphism ϕ : P r → P ′ is an alternating morphism of R-modules and the restriction of ϕ to Qr
is an alternating morphism ϕ : Qr → Q′. By the universal property of ΛrP = ∧rP , there exists a unique
R-modules homomorphism ϕ¯ :
∧r
P → P ′ such that ϕ¯ ◦ λ = ϕ and we claim that this morphism defines
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a morphism of 3n-displays from
∧rP to P ′. Consider the following diagram:
Qr
ϕ

λ // //
 p
  
∧r
Q
""
P r
ϕ

λ // // ∧rP
ϕ¯
||
Q′  p
!!
P ′.
From what we said above and the definition, this diagram commutes. We want to show that the image of
ΛrQ under ϕ¯ lies inside Q′. Since by construction, ΛrQ is the image of the morphism
∧r
Q→ ∧rP , and
since the morphism λ : Qr → ∧rQ is surjective, it is enough to show that the image of the composition
Qr
λ−−→
∧r
Q→
∧r
P
ϕ¯−−→ P ′
lies inside Q′. This follows from the commutativity of the above diagram. Now, we have to show that
ϕ¯ ◦ ΛrV −1 = V −1 ◦ ϕ¯. Take an element q := q1 ∧ q2 ∧ · · · ∧ qr ∈
∧r
Q. We have
ϕ¯◦
∧r
V −1(q) = ϕ¯
(
V −1(q1)∧· · ·∧V −1(qr)
)
= ϕ
(
V −1(q1), . . . , V −1(qr)
)
= V −1ϕ(q1, . . . , qr) = V −1◦ϕ¯(q),
where the third equality follows from the fact that ϕ satisfies the V -condition. This implies that for every
q ∈ ΛrQ, we have ϕ¯ ◦ ΛrV −1(q) = V −1 ◦ ϕ¯(q) and the claim is proved. By construction of ϕ¯, we have
ϕ¯ ◦ λ = ϕ. It remains to show the uniqueness of ϕ¯. Since the morphism λ : P r → ∧rP is a surjective
map (as sets), any morphism ϕ1 :
∧rP → P ′ with ϕ1 ◦ λ = ϕ is equal to ϕ¯ as a morphism from ∧rP to
P ′ and therefore is equal to ϕ¯ as a morphism of 3n-displays. The proof is now achieved.
3 The Main Theorem for p-Divisible Groups
In this section, we prove the main theorem of the paper for p-divisible groups, namely, that the exterior
powers of p-divisible groups of dimension at most 1 over arbitrary base exist and that the construction
of the exterior power commutes with arbitrary base change.
3.1 Over fields β is an isomorphism
Throughout this subsection, unless otherwise specified, k is a perfect field of characteristic p.
Construction 3.1. Let P0,P1, . . . ,Pr be Dieudonne´ displays over k and ϕ : P1 × · · · × Pr → P0 a
multilinear morphism. For all 0 ≤ i ≤ r, set Gi := BTPi . The map ϕ induces a multilinear map
P1 × · · · × Pr → P0/pn and since it is linear in each factor, we obtain a multilinear map
P1/p
n × · · · × Pr/pn → P0/pn.
As Pi/p
n ∼= D∗(Gi,n), we have a V -F multilinear map ϕ˜n : D∗(G1,n)× · · · ×D∗(Gr,n) → D∗(G0,n) i.e.,
an element of the group Mult(D∗(G1,n) × · · · × D∗(Gr,n), D∗(G0,n)) which is isomorphic to the group
Mult(G1,n × · · · ×Gr,n, G0,n) by Proposition 1.10. Hence, we obtain a multilinear map
Ω(ϕ˜n) : G1,n × · · · ×Gr,n → G0,n.
H
Theorem 3.2. Let P0,P1, . . . ,Pr be (nilpotent) displays over k and ϕ : P1×· · ·×Pr → P0 a multilinear
morphism. Set Gi := BTPi . Then the two morphisms Ω(ϕ˜n) and βϕ,n are equal.
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Proof. The proof of the theorem consists of heavy, ad-hoc and tricky calculations, following carefully
the isomorphism between the Dieudonne´ module of a connected p-divisible group over a perfect field of
characteristic p, and its display. This isomorphism itself, is the composition of the isomorphism between
the Dieudonne´ module of such a p-divisible group and its Cartier module on the one hand, and its Cartier
module and its display (Proposition B.8) on the other hand. The former isomorphism is a well-known
fact to experts and the author has written a detailed proof of it in [11] (such a proof seemed to be missing
in the literature). We will therefore omit the proof for the sake of briefness and refer to op. cit. for the
complete proof.
Corollary 3.3. Let P0,P1, . . . ,Pr be (nilpotent) displays over k. The homomorphisms
β : Mult(
r∏
i=1
Pi,P0)→ Mult(
r∏
i=1
BTPi , BTP0) and β : Alt(Pr1 ,P0)→ Alt(BT rP1 , BTP0)
given in Corollary 2.13 are isomorphisms.
Proof. As usual, we only prove the first isomorphism, and omit the similar proof of the second one. For
every i, set Gi := BTPi and denote by Di the (covariant) Dieudonne´ module of Gi. Using the previous
theorem, we obtain a commutative diagram
Mult(P1 × · · · × Pr,P0) β //
∼= **
Mult(G1 × · · · ×Gr, G0)
Mult(D1 × · · · ×Dr, D0)
∼=
44
where the vertical isomorphism is given by the identifications of Dieudonne´ modules and displays and
the oblique isomorphism is given by Proposition 1.21. It follows at once that β is an isomorphism.
3.2 The affine base case
In this subsection, we show the existence of exterior powers of p-divisible groups over complete local
Noetherian rings with residue field of characteristic p, whose special fiber are connected of dimension 1.
We also calculate the height of these exterior powers and the dimension of their special fiber. Moreover,
we show that these exterior powers commute with arbitrary base change. We assume p > 2 and that p is
nilpotent in R (unless otherwise specified).
Construction 3.4. Let P be a display over R, with tangent module of rank at most 1 and denote by
ΛrR the p-divisible group associated with
∧r P. The universal alternating morphism λ : Pr → ∧r P (cf.
Proposition 2.17) induces an alternating morphism βλ,n : G
r
n → ΛrR,n which, for every group scheme X,
gives rise to a homomorphism λ∗n(X) : HomR(Λ
r
R,n, X) → AltR(Grn, X). Sheafifying this morphism, we
obtain a sheaf homomorphism
λ∗n(X) : HomR(Λ
r
R,n, X)→ AltR(Grn, X).
H
Remark 3.5. Note that by Lemma 2.16 and Proposition B.4, the construction of
∧rP, and therefore
the formation of ΛrR commutes with the base change, i.e., if A is any R-algebra, then we have canonical
isomorphisms (
∧rP)A ∼= ∧r(PA) and (ΛrR)A ∼= ΛrA (note that p is nilpotent in A as well, and therefore
ΛrA is a p-divisible group). ♦
Theorem 3.6. If R is a perfect field, then for every group scheme X over R, the morphism
λ∗n(X) : HomR(Λ
r
R,n, X)→ AltR(Grn, X)
is an isomorphism. Thus, for all n we have a canonical and functorial isomorphism ΛrR,n
∼= ∧r(Gn).
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Proof. We know that for each n, the exterior power
∧r
Gn exists, is finite and its Dieudonne´ module is
isomorphic to
∧r
D∗(Gn) (Proposition 1.22) which is isomorphic to
(∧r
D∗(G)
)
/pn. This shows that the
canonical homomorphism
∧r
Gn → ΛrR,n (induced by the universal property of
∧r
Gn) is an isomorph-
ism. Also, by Proposition 1.22, the universal alternating morphism τn : G
r
n →
∧r
Gn corresponds via the
isomorphism Mult(D∗(Gn)r,
∧r
D∗(Gn))
∼=−−→ Mult(Grn,
∧r
Gn) (Proposition 1.10), to the universal alter-
nating morphism D∗(Gn)r →
∧r
D∗(Gn), which is the reduction of the morphism λ : D∗(G)r →
∧r
D∗(G)
modulo pn. It follows from the previous theorem, and after identifying the two group schemes
∧r
Gn and
ΛrR,n, that the two alternating morphisms τn and βλ,n are equal, i.e., that the morphism βλ,n is the uni-
versal alternating morphism. This means that for every group scheme X, λ∗n(X) is an isomorphism.
Proposition 3.7. For every group scheme X over R, and every ring homomorphism R → L, with L a
perfect field, the morphism λ∗n(X) is an isomorphism on the L-rational points, i.e., the homomorphism
λ∗n(X)(L) : HomL(Λ
r
L,n, XL)→ AltL(GrL,n, XL) is an isomorphism.
Proof. This follows from Remark 3.5 and the previous theorem, noting that L has characteristic p.
Proposition 3.8. Let R be a perfect field. Then, for every group scheme X over R, the morphism λ∗n(X)
is an isomorphism.
Proof. Let I be a finite group scheme over R. Then the sheaf of Abelian groups HomR(I,X) is repre-
sentable and we have a commutative diagram
HomR(I,HomR(Λ
r
R,n, X))
Hom(I,λ∗n(X)) //
∼=

HomR(I,AltR(G
r
n, X))
∼=

HomR(Λ
r
R,n,HomR(I,X)) λ∗n(HomR(I,X))
// AltR(Grn,HomR(I,X)).
The vertical isomorphisms are given by Proposition 1.7. The bottom homomorphism of this diagram is
an isomorphism by Theorem 3.6 and therefore the top homomorphism is an isomorphism as well. We
also know from the previous proposition that λ∗n(X) is an isomorphism on the L-valued points, for every
perfect field L, and in particular for the algebraic closure of R. It follows from the Proposition A.7, that
λ∗n(X) is an isomorphism.
Proposition 3.9. The homomorphism λ∗n(Gm) is an isomorphism.
Proof. Let L be a perfect field and s an L-valued point of the scheme Spec(R). By Remark 3.5, the
group scheme (ΛrR,n)L is canonically isomorphic to the group scheme Λ
r
L,n and therefore, the fiber of the
homomorphism λ∗n(Gm) over s is the homomorphism
λ∗n(Gm)s : HomL(ΛrL,n,Gm,L)→ AltL(GrL,n,Gm,L),
which is an isomorphism by the previous proposition. As HomR(Λ
r
R,n,Gm) is a finite flat group scheme
over R, and the group scheme AltR(G
r
n,Gm) is affine and of finite type over Spec(R) (cf. Remark 1.8),
we can apply Remark A.6 and Proposition A.5 and conclude that λ∗n(Gm) is an isomorphism.
Proposition 3.10. For every finite and flat group scheme X over R, the morphism λ∗n(X) is an iso-
morphism. Consequently, βλ,n : G
r
n → ΛrR,n is the rth-exterior power of Gn in the category of finite and
flat group schemes over R.
Proof. As X is finite and flat over R, there exists a canonical isomorphism X ∼= HomR(X∗,Gm), where
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X∗ is the Cartier dual of X. We then obtain a commutative diagram
HomR(Λ
r
R,n, X)
λ∗n(X) //
∼=

AltR(G
r
n, X)
∼=

HomR(Λ
r
R,n,HomR(X
∗,Gm))
λ∗n(HomR(X
∗,Gm)) //
∼=

AltR(G
r
n,HomR(X
∗,Gm))
∼=

HomR(X
∗,HomR(Λ
r
R,n,Gm)) HomR(X∗,λ∗n(Gm))
// HomR(X
∗,AltR(G
r
n,Gm)).
By the previous proposition, λ∗n(Gm) is an isomorphism, and thus so is λ
∗
n(X). Taking the R-valued
points of λ∗n(X), we conclude that λ
∗
n(X) is an isomorphism.
Question 3.11. Is the morphism λ∗n(X) an isomorphism for every group scheme X over R?
From now on, (R,m) is a complete local Noetherian ring, with residue field k of characteristic p.
Proposition 3.12. Let G a p-divisible group over R with connected special fiber of dimension 1. Then the
rth-exterior power,
∧r
G, exists. Furthermore, for all n, the canonical homomorphism
∧r
(Gn)→ (
∧r
G)n
induced by the universal property of
∧r
(Gn) is an isomorphism. Finally, the height of
∧r
G is equal to(
h
r
)
and its dimension at the closed point of R is equal to
(
h−1
r−1
)
.
Proof. Let H be a p-divisible group over R. First assume that R is a local Artin ring. Then p is
nilpotent in R and G is infinitesimal. Set
∧r
G := ΛrR. By Proposition 3.10, the alternating morph-
ism βλ,n : G
r
n → (
∧r
G)n is the r
th-exterior power of Gn over R and therefore, the canonical homo-
morphism (
∧r
G)n →
∧r
(Gn) is an isomorphism and the induced homomorphism HomR(
∧r
Gn, Hn) →
AltR(G
r
n, Hn) is an isomorphism. Taking the inverse limit of this isomorphism, we deduce that the canon-
ical homomorphism HomR(G,H) → AltR(Gr, H) induced by the system {βλ,n : Grn → (
∧r
G)n}n is an
isomorphism.
In the general case, set X := Spec(R), X := Spf(R) and for i > 0, Xi := Spec(R/m
i). Let G(i) denote
the base change of G to Xi. From above, we know that
∧r
G(i) exists for all i and we have a universal
alternating morphism λ(i) : G(i)r → ∧rG(i). We also know that the construction of the exterior power
commutes with base change (note that G(i) is infinitesimal), and thus the universal alternating morphism
λ(i + 1) : G(i + 1)r → ∧rG(i + 1) restricts over Xi to λ(i) : G(i)r → ∧rG(i). By Proposition A.9 and
Remark A.10, there exists a p-divisible group
∧r
G over X and an alternating morphism λ : Gr → ∧rG
which restricts over each Xi to λ(i). It follows from the universal property of
∧r
G(i) and Remark A.10
that the alternating morphism λ is the universal alternating morphism making
∧r
G the rth-exterior
power of G over X.
The same arguments show that the truncated Barsotti-Tate groups
∧r
(G(i)n) (of level n) form a com-
patible system and therefore define a truncated Barsotti-Tate group of level n over X. Using again
Proposition A.9 and Remark A.10, we obtain a truncated Barsotti-Tate group of level n over X, denoted∧r
(Gn) and an alternating morphism λn : G
r
n →
∧r
(Gn). Like above, it is the universal alternating
morphism making
∧r
(Gn) the r
th-exterior power of Gn over X. Since for all i the canonical homo-
morphism
∧r
(G(i)n)→ (
∧r
G(i))n is an isomorphism, it follows from Proposition A.9 that the canonical
homomorphism
∧r
(Gn)→ (
∧r
G)n is an isomorphism as well.
The dimension and height of a p-divisible group over a field is invariant under field extensions. We also
know that the construction of the exterior powers of a p-divisible group (of dimension 1) over a field of
characteristic p commutes with field extensions (cf. Remark 3.5). Thus, in order to determine the height
of
∧r
G, and its dimension at the closed point of R, we can assume that k is algebraically closed (note
that (
∧r
G)k ∼=
∧r
(Gk)). By Remark B.2, the dimension and respectively the height of a p-divisible
group is equal to the rank and respectively the height of the corresponding display. The result on the
dimension and height of
∧r
G follows at once from Lemma 2.16.
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Remark 3.13. Note that by construction of
∧r
G (respectively of
∧r
(Gn), the canonical homomorphism∧r
(Gk)→ (
∧r
G)k (respectively
∧r
(Gn,k)→ (
∧r
Gn)k) is an isomorphism. ♦
Now, we want to show that the exterior powers commute with arbitrary base change.
Notations 3.14. The ring R is a Z(p)-algebra and for all ring homomorphisms R → L with L a field,
the characteristic of L is either p or zero. Let G be a p-divisible group over R, of height h, such that
the dimension of G at points of S := Spec(R) of characteristic p is 1 and that the special fiber of G is
connected. Fix n and set: H := Gn, X := HomR(
∧r
H,Gm) and Y := AltR(Hr,Gm). Denote by α the
canonical homomorphism α : X → Y induced by the universal alternating morphism λ : Hr → ∧rH.
Lemma 3.15. Let s¯ be a geometric point of S. Then Ys¯ is finite of order p
n(hr) over s¯.
Proof. Write s¯ = Spec(Ω). We know that the exterior powers of HΩ exist and we have a canonical
homomorphism
f : HomΩ(
∧r
(HΩ),Gm,Ω)→ AltΩ(HrΩ,GΩ) = YΩ.
If Ω has characteristic p, then by assumption GΩ has dimension 1 and therefore by Proposition 3.9, f is
an isomorphism. By Proposition 3.12 we know that the order of
∧r
(HΩ) is equal to p
n(hr), and therefore
its Cartier dual, which is isomorphic to YΩ has order p
n(hr) as well. Now assume that Ω has characteristic
zero. Then HomΩ(
∧r
(HΩ),Gm,Ω) is a finite e´tale group scheme over Ω. By definition of
∧r
(HΩ) the
homomorphism
f(Ω) : HomΩ(
∧r
(HΩ),Gm,Ω)→ AltΩ(HrΩ,Gm,Ω) = YΩ(Ω)
is an isomorphism. The group HomΩ(
∧r
(HΩ),Gm,Ω), being the Ω-valued points of a finite group scheme
over Ω, is finite. Since the group scheme YΩ is of finite type over Ω and has finitely many Ω-valued points,
it is finite over Ω. It is thus e´tale. As Ω is algebraically closed, the two finite e´tale group schemes XΩ
and YΩ are constant. So f is an isomorphism, because it is so on the Ω-valued points. Again, the order
of YΩ is equal to the order of
∧r
(HΩ), which is equal to p
n(hr) by Proposition 1.20.
Proposition 3.16. The homomorphism α is an isomorphism.
Proof. Set A := O(X) and B := O(Y ). We know that A is a finite flat R-module of rank pn(hr) and
B is a finitely generated R-algebra. Let f : B → A be the ring homomorphism corresponding to α
and C the cokernel of f . By Remark 3.13 and Proposition 3.9, αk is an isomorphism, which means
that C ⊗R k = 0. As A is finite over R, so is C and by Nakayama’s lemma, we have C = 0. This
implies that f is an epimorphism. Let s¯ = Spec(Ω) be a geometric point of S. By previous lemma
dimΩB⊗R Ω = pn(
h
r), which is equal to dimΩA⊗R Ω. As f is an epimorphism, we conclude that f ⊗R Ω
is an isomorphism. Therefore αs¯ is an isomorphism. It follows by Remark A.6 and Proposition A.5 that
α is an isomorphism.
Proposition 3.17. Let T be an S-scheme and Z a finite flat group scheme over T . The homomorphism
λ∗Z : HomT ((
∧r
H)T , Z)→ AltT (HrT , Z)
induced by the alternating morphism λT : H
r
T → (
∧r
H)T is an isomorphism. In particular, (
∧r
H)T is
the rth-exterior power of HT in the category of finite flat group schemes over T and λT is the universal
alternating morphism.
Proof. The proof is similar to the proof of Proposition 3.10.
Corollary 3.18. Let T be an S-scheme. The base change to T of the alternating morphism τ : Gr → ∧rG
given by Proposition 3.12 is the universal alternating morphism, i.e., for every p-divisible group G′ over
T , the following homomorphism is an isomorphism
τ∗T : HomT ((
∧r
G)T , G
′)→ AltT (GrT , G′) ψ 7→ ψ ◦ τT .
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Proof. We have HomT ((
∧r
G)T , G
′) = lim←−
n
HomT ((
∧r
Gn)T , G
′
n) and AltT (G
r
T , G
′) = lim←−
n
AltT (G
r
n,T , G
′
n)
and the homomorphism τ∗n,T : HomT ((
∧r
Gn)T , G
′
n) → AltT (Grn,T , G′n) is induced by the alternating
morphisms τn,T : G
r
n,T → (
∧r
Gn)T . By previous proposition, τn,T is the universal alternating morphism,
and therefore the homomorphisms τ∗n,T are isomorphisms. Hence τ
∗
T is an isomorphism as well.
Remark 3.19. In virtue of the previous corollary, the rth-exterior power of GT exists and we can write∧r
GT instead of (
∧r
G)T and
∧r
(GT ). The same holds (by Proposition 3.17) for the groups Gn,T . ♦
3.3 The general case
In this subsection we prove the main theorem over any base scheme. We first show a result which will
serve as a tool to transfer the question of the existence of exterior powers over an (almost) arbitrary base,
to the question over a special complete local Noetherian base, where we know the answer. We then prove
some faithfully flat descent properties, which together with the mentioned proposition and the results
from the last sections, will provide a proof of the main theorem. The prime number p is not 2.
The following proposition and its proof are due to E. Lau. We include the proof for the sake of complete-
ness. We refer to [14], [13] and [20] for more details.
Proposition 3.20. Let G0 over Fp be a connected p-divisible group of dimension 1 and height h, and
G over R := ZpJx1, . . . , xh−1K be the universal deformation of G0. Let H be a truncated Barsotti-Tate
group of level n ≥ 1 and of height h over a Z(p)-scheme S. We assume that the fibers of H in points of
characteristic p of S have dimension 1. Then there exist morphisms
S
ϕ←− Y ψ−→ SpecR
with ϕ faithfully flat and affine, such that ϕ∗H ∼= ψ∗Gn.
Proof. Let Y over Z(p) be the algebraic stack of truncated Barsotti-Tate groups of level n and height h
and let Y0 ⊂ Y be the substack of truncated Basrsotti-Tate groups as in the proposition. The inclusion
Y0 ↪→ Y is an open immersion because for a morphism S → Y corresponding to a truncated Barsotti-
Tate group H over S, the points of characteristic p of S in which the dimension of H is not equal to
1 form an open and closed subscheme S1 of S × SpecFp, and we have S ×Y Y0 = S r S1. The group
Gn over R defines a morphism α : SpecR → Y0. We claim that α is faithfully flat and affine. Then for
H over S as in the proposition, which corresponds to a morphism S → Y0, we can take Y = S×Y SpecR.
The morphism α is affine, because SpecR is affine and the diagonal of Y is affine. It is easy to see that
α is surjective on geometric points. Indeed, let k be an algebraically closed field. If k has characteristic
zero, then Y(k) = Y0(k) has only only one isomorphism class. If k has characteristic p, then Y0(k) has
precisely h− 1 isomorphism classes corresponding to the e´tale rank. These isomorphism classes all occur
in the fibers of Gn over R. It remains to show that α is flat.
Let T be the following functor on Z(p)-schemes: T (S) is the set of isomorphism classes of pairs (H, a)
where pi : H → S is an open object of Y0 and where a : Op
nh
S
∼= pi∗OH is an isomorphism of OS-modules.
Then T is representable by a quasi-affine scheme of finite type over Z(p); see [20]. The morphism T → Y0
defined by forgetting a is a GLpnh-torsor and thus smooth. By [13], the algebraic stack Y is smooth over
Z(p). Hence the same is true for Y0 and T . Let t ∈ T be a closed point with residue field Fp such that the
associated group over Fp is G0,n. The image of t in Y(Fp) is also denoted by t. The homomorphism of
tangent spaces TT,t → TY,t is surjective, because T → Y is smooth. Let Z → T be a regular immersion
(thus Z is smooth) with t ∈ Z such that TZ,t → TY,t is bijective. After shrinking Z we can assume that
Z → Y is smooth. Indeed, let U = Z ×Y T and let u ∈ U be a closed point with residue field Fp lying
over (t, t) ∈ Z × T . Then the second projection TU,u → TT,t is surjective. Since U and T are smooth,
the projection U → T is smooth in u. Thus there is an open subscheme U0 of U containing u such
that U0 → T is smooth. If we replace Z by the image of U0 → Z, which is open, because this map is
smooth, then Z → Y is smooth. Let S = OˆZ,t and let H over S be the truncated Barsotti-Tate group
corresponding to the given morphism SpecS → Y. The special fiber of H is isomorphic to G0,n. By [13]
19
there is a p-divisible group G′ over S with special fiber G0 such that G′n is isomorphic to H. Since the
first-order deformations of G0 and of G0,n coincide, it follows that G
′ is a universal deformation of G0.
Thus the morphism α can be written as a composition SpecR ∼= SpecS → Z → Y. Here Z → Y is
smooth and thus flat, and SpecS → Z is flat, because it is a completion of a Noetherian ring. thus the
composition is flat as well.
Now we prove the faithfully flat descent of the universal alternating morphism and the exterior powers.
Lemma 3.21. Let f : T → S be a faithfully flat morphism of schemes and let H (respectively G) be a
finite flat group scheme (respectively a p-divisible group) over S.
1) Assume that we are given an alternating morphism τ : Hr → Λ (respectively τ : Gr → Λ), with
Λ a finite flat group scheme (respectively a p-divisible group) over S, such that for all morphisms
g : T ′ → T , the pullback g∗f∗τ : g∗f∗Hr → g∗f∗Λ (respectively g∗f∗τ : g∗f∗Gr → g∗f∗Λ) is the
universal alternating morphism in the category of finite flat group schemes (respectively p-divisible
groups) over T ′. Then τ is the universal alternating morphism in the category of finite flat group
schemes (respectively p-divisible groups) over S, i.e., Λ =
∧r
H (respectively Λ =
∧r
G).
2) Assume that we have an alternating morphism τ ′ : f∗Hr → Λ′ (respectively τ ′ : f∗Gr → Λ′),
with Λ′ a finite and flat group scheme (respectively a p-divisible group) over T , such that for all
morphisms g : T ′ → T , the pullback g∗τ ′ : g∗f∗Hr → g∗Λ′ (respectively g∗τ ′ : g∗f∗Gr → g∗Λ′)
is the universal alternating morphism in the category of finite flat group schemes (respectively p-
divisible groups) over T ′. Then there exists a finite flat group scheme (respectively a p-divisible
group) Λ over S and an alternating morphism τ : Hr → Λ (respectively τ : Gr → Λ), such that
for every morphism h : S′ → S, the pullback h∗τ is the universal alternating morphism in the
category of finite flat group schemes (respectively p-divisible groups) over S′, i.e., h∗Λ =
∧r
(h∗H)
(respectively h∗Λ =
∧r
(h∗G)). In particular, Λ =
∧r
H (respectively Λ =
∧r
G).
Proof. Since alternating morphisms and homomorphisms of p-divisible groups are defined as compatible
systems of alternating morphisms and homomorphisms of their truncated Barsotti-Tate groups, we will
only prove the lemma for truncated Barsotti-Tate groups, and the result for the p-divisible groups follows.
For the proof of both parts of the lemma, we use faithfully flat descent.
1) Take a finite flat group scheme X over S. We have to show that the canonical homomorphism
τ∗ : HomS(Λ, X)→ AltrS(H,X)
induced by τ is an isomorphism. So, take an alternating morphism ϕ : Hr → X. Letting g be the
identity morphism of T , we see that in particular, f∗τ : f∗Hr → f∗Λ is the universal alternating
morphism, and therefore there exists a unique group scheme homomorphism a′ : f∗Λ→ f∗X such
that a′ ◦ f∗τ = f∗ϕ. We want to descend the homomorphism a′ to a homomorphism a : Λ → X.
Then since f is faithfully flat, we have a◦τ = ϕ and a with this property is unique. Set T ′ := T×ST
and let pi : T
′ → T (i = 1, 2) be the two projections. We have to show that p∗1a′ = p∗2a′. But this
is true, since p∗1f
∗ = p∗2f
∗ and by assumption, for i = 1, 2, we know that p∗i f
∗τ : p∗i f
∗Hr → p∗i f∗Λ
is the universal alternating morphism and we have p∗i a
′ ◦ p∗i f∗τ = p∗i f∗ϕ.
2) We want to descend the finite flat group scheme Λ′ to a group scheme over S. Set T ′ := T ×S T and
let pi : T
′ → T (i = 1, 2) be the two projections. We should prove that the base changes of Λ′ via p1
and p2 are canonically isomorphic. By assumption, we know that p
∗
iΛ
′ =
∧r
(p∗i f
∗H) (i = 1, 2). The
two compositions p∗1f
∗ and p∗2f
∗ are equal and thus, there exists a unique isomorphism p∗1Λ
′ ∼= p∗2Λ′
by the uniqueness of the exterior powers. This shows that the group scheme Λ′ descends to a group
scheme over S. Since f is faithfully flat and Λ′ is finite flat over T , we conclude that Λ is finite
flat over S. The same arguments show that the alternating morphism τ ′ descends to a morphism
τ : Hr → Λ, and again by the faithfully flatness of f , it should be alternating. Now let T ′ be the
base change T ×S S′ and denote by h′ and respectively f ′ the projection T ′ → T and respectively
T ′ → S′. The morphism f ′, being the base change of f , is faithfully flat. By construction of τ
(f∗τ = τ ′) and the assumptions on τ ′, we observe that all the hypotheses of the first part of the
lemma are satisfied for the alternating morphism h∗τ : h∗Hr → h∗Λ (note that we are considering
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the lemma for the faithfully flat morphism f ′ : T ′ → S′). Consequently, the alternating morphism
h∗τ is the universal alternating morphism in the category of the finite flat group schemes over S′.
Now, we show the existence of the exterior powers over arbitrary base. We need two lemmas before.
Lemma 3.22. Let S be a scheme over Z(p) and H a truncated Barsotti-Tate group of level n and height
h over S, such that the dimension of the fibers at points of S of characteristic p is 1. Then there
exists a truncated Barsotti-Tate group Λn over S of level n and height
(
h
r
)
, and an alternating morphism
λn : H
r → Λn such that for all morphisms ψ : S′ → S and all finite flat group schemes X over S′, the
induced homomorphism
HomS′(ψ
∗Λn, X)→ AltrS′(ψ∗H,X)
is an isomorphism. Moreover fibers of Λn at points of S of characteristic p have dimension
(
h−1
r−1
)
.
Proof. Let G0, R and G be as in the statement of the Proposition 3.20. The assumptions of Proposition
3.12 and Corollary 3.18 are satisfied (cf. Notations 3.14). Thus, the p-divisible group
∧rG exists over R
and we have the universal alternating morphism τ : Gr → ∧rG. Furthermore, there exists a canonical
isomorphism
∧r
(Gn) ∼= (
∧rG)n, induced by the alternating morphism τn : Grn → (∧rG)n (which is then
the universal one). Also, for every morphism ϕ : T ′ → SpecR, we have ϕ∗∧rGn ∼= ∧rϕ∗Gn (cf. Propo-
sition 3.17). By Proposition 3.12, the height of
∧rG is equal to p(hr), and its dimension at the closed
point of R is equal to
(
h−1
r−1
)
. So, the order of
∧rGn over R is equal to pn(hr), in other words, ∧rGn is a
truncated Barsotti-Tate group of level n and height
(
h
r
)
, and its dimension at the closed point of R is
(
h−1
r−1
)
.
The group scheme H satisfies the hypotheses of the Proposition 3.20 and therefore, there exists a faithfully
flat and affine morphism f : T → S and a morphism g : T → SpecR such that f∗H ∼= g∗Gn. By the
above discussions, we have an alternating morphism g∗τn : f∗Hr ∼= g∗Grn → g∗
∧rGn such that for all
morphisms g′ : T ′ → T , the pullback g′∗g∗τn is the universal alternating morphism
g′∗f∗Hr ∼= g′∗g∗Grn → g′∗g∗
∧rGn.
By Lemma 3.21 2), there exists a finite flat group scheme Λn over S and an alternating morphism
λn : H
r → Λn, which has the desired properties stated in the lemma. As f is faithfully flat and
f∗Λn ∼= g∗
∧rGn is a truncated Barsotti-Tate group of level n and height (hr), the group scheme Λn is
also a truncated Barsotti-Tate group of level n and height
(
h
r
)
. The dimension of Λn at points of S of
characteristic p is
(
h−1
r−1
)
.
Lemma 3.23. Let S be a scheme over Z(p) and G a p-divisible group over S of height h, such that the
dimension of G at points of characteristic p of S is 1. Let
∧r
Gn be the truncated Barsotti-Tate group of
level n over S provided by the previous lemma (applied to Gn). Then there exist natural monomorphisms
in :
∧r
Gn ↪→
∧r
Gn+1, which make the inductive system (
∧r
Gn)n≥1 a Barsotti-Tate group over S of
height
(
h
r
)
and dimension
(
h−1
r−1
)
at points of S of characteristic p.
Proof. For every n we have an exact sequence Gn+1
pn−−−→ Gn+1 ξn−−−→ Gn → 0. By Proposition 1.19, the
induced sequence ∧r
Gn+1
pn−−−→
∧r
Gn+1
∧rξn−−−−−→∧rGn → 0
is exact as well. Since by previous lemma
∧r
Gn+1 is a truncated Barsotti-Tate group of level n + 1,
we have pn+1
∧r
Gn+1 = 0. It implies that there exists a unique homomorphism in :
∧r
Gn →
∧r
Gn+1
making the following diagram commutative:
∧r
Gn+1
pn // ∧rGn+1 ∧rξn //
p

∧r
Gn //
inyy
0
∧r
Gn+1.
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We would like to show that in is a monomorphism and it identifies
∧r
Gn with (
∧r
Gn+1)[p
n]. Since
pn
∧r
Gn = 0, there exists a homomorphism jn :
∧r
Gn → (
∧r
Gn+1)[p
n] whose composition with ι :
(
∧r
Gn+1)[p
n] ↪→ ∧rGn+1 is equal to in. Also, as ∧rGn+1 is a truncated Barsotti-Tate group of level
n + 1, the image of multiplication by p is equal to the kernel of multiplication by pn and therefore the
homomorphism p :
∧r
Gn+1 →
∧r
Gn+1 factors through the inclusion ι : (
∧r
Gn+1)[p
n] ↪→ ∧rGn+1 and
induces an epimorphism qn :
∧r
Gn+1 → (
∧r
Gn+1)[p
n]:
0 // (
∧r
Gn+1)[p
n]
ι // ∧rGn+1 pn // ∧rGn+1
∧r
Gn
in
99
jn
gg
∧r
Gn+1.
∧rξn OO
OO
p
JJ
qn
VVVV
The composition of
∧r
ξn ◦jn and qn with ι are equal and since ι is a monomorphism, we have
∧r
ξn ◦jn =
qn. So, jn :
∧r
Gn → (
∧r
Gn+1)[p
n] is an epimorphism (qn is an epimorphism). The two group schemes∧r
Gn and (
∧r
Gn+1)[p
n] have the same order over S (note that (
∧r
Gn+1)[p
n] is a truncated Barsotti-Tate
group of level n) and thus the epimorphism jn is in fact an isomorphism. Hence in is a monomorphism
identifying
∧r
Gn with (
∧r
Gn+1)[p
n]. By previous lemma, the order of
∧r
Gn is equal to p
n(hr). This
proves that the inductive system
∧r
G1
i1
↪−→ ∧rG2 i2↪−→ ∧rG3 i3↪−→ . . . is a Barsotti-Tate group over S of
height
(
h
r
)
. The statement on the dimension follows from Theorem 1.23.
Theorem 3.24 (The Main Theorem). Let S be a scheme and G a p-divisible group over S of height
h, and dimension at most 1. Then, there exists a p-divisible group
∧r
G over S of height
(
h
r
)
, and an
alternating morphism λ : Gr → ∧rG such that for every morphism f : S′ → S and every p-divisible
group H over S′, the following homomorphism is an isomorphism
HomS′(f
∗∧rG,H)→ AltrS′(f∗G,H), ψ 7→ ψ ◦ f∗λ.
Moreover, the dimension of
∧r
G at s ∈ S is (h−1r−1) (resp. 0) if the dimension of G at s is 1 (resp. 0).
Proof. We have flat morphisms SpecZ[ 1p ]
ι
↪−→ SpecZ ρ←− SpecZ(p) which define a faithfully flat morph-
ism from the disjoint union ιunionsqρ : SpecZ[ 1p ]unionsqSpecZ(p) → SpecZ. Let S[ 1p ] and respectively S(p) be the
pullbacks of S → SpecZ, via ι and respectively ρ. The two morphisms S[ 1p ] → S and S(p) → S induce
a morphism pi : S[ 1p ] unionsq S(p) → S, which is the base change of ι unionsq ρ via S → Z. It is therefore faithfully
flat. Let S0 and S1 be respectively subsets of S(p) where G has dimension 0 and respectively 1. Then
S(p) = S0 unionsqS1 and G is e´tale over S0. Since p is invertible on S[ 1p ], all p-divisible groups over it are e´tale.
Set X := S0 unionsq S[ 1p ] and Y := S1. We have a faithfully flat morphism pi : X unionsq Y → S, with GX e´tale and
GY of dimension 1.
The Barsotti-Tate group (
∧r
GY,n)n≥1 provided by Lemma 3.23 gives rise to a p-divisible group
∧r
GY over
S of height
(
h
r
)
, such that (
∧r
GY )n =
∧r
GY,n. The universal alternating morphisms λ(p),n : G
r
Y,n →∧r
GY,n provided by Lemma 3.22 are compatible with the projections
∧r
GY,n+1 
∧r
GY,n. Indeed,
the projections
∧r
ξn :
∧r
GY,n+1 
∧r
GY,n are induced by the universal property of
∧r
GY,n+1 ap-
plied to the alternating morphism GrY,n+1 → GrY,n λY,n−−−−→
∧r
GY,n. Therefore, the system (λY,n)n≥1
gives rise to an alternating morphism λY : G
r
Y →
∧r
GY . It follows from Lemma 3.22 that for
every morphism f : S′ → SY and every p-divisible group H over S′, the induced homomorphism
HomS′(f
∗∧rGY , H)→ AltS′(f∗GY , H) is as isomorphism.
We can apply Proposition 1.20 and obtain a p-divisible group
∧r
GX over SX of height
(
h
r
)
, and an al-
ternating morphism λX : G
r
X →
∧r
GX such that for every morphism f : S
′ → SX and every p-divisible
group H over S′, the induced homomorphism HomS′(f∗
∧r
GX , H)→ AltS′(f∗GX , H) is as isomorphism.
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It is easy to see that the disjoint union of the two universal alternating morphisms λX and λY glue to
an alternating morphism
λX unionsq λY : GrX unionsqGrY ∼= (GX unionsqGY )r −→
∧r
GX unionsq
∧r
GY
and it is the universal alternating morphism over SX unionsq SY , i.e.,
∧r
GX unionsq
∧r
GY ∼=
∧r
(GX unionsqGY ). Since
both λX and λY stay the universal alternating morphism after any base change, their disjoint union has
the same property. The pullback of G via the faithfully flat morphism pi is GX unionsq GY . It follows from
Lemma 3.21 that the p-divisible group
∧r
(GX unionsqGY ) and respectively the disjoint union λX unionsqλY descend
to a p-divisible group
∧r
G over S and respectively to an alternating morphism λ : Gr → ∧rG over S,
and this is the universal alternating morphism over S and after any base change of S.
The statement on the dimension follows from the previous lemma.
Remark 3.25. When the base scheme is locally Noetherian, there is a rather elementary way to bypass
Lau’s result (Proposition 3.20). We will pursue this way in the next section, when dealing with pi-divisible
modules, where we don’t possess a generalization of Lau’s result. For more details, we refer to the results
following Corollary 4.23 to the end of section 4. ♦
4 The Main Theorem for pi-Divisible Modules
In this section, we generalize the main theorem of the previous section to pi-divisible modules. In fact,
we are going to explain how the results from sections 2 and 3, that led to the main theorem, can be
generalized so as to imply the generalized version of the theorem. Recall that a main ingredient of these
results was displays. We used displays in order to find potential candidates for the exterior powers of a
p-divisible group. Therefore, if we want to use the same methods, we should have a variant of displays
for pi-divisible modules. These are ramified displays. We refer to Appendix B for their definition and
properties. They have been studied in the Ph.D. thesis of T. Ahsendorf (cf. [1]). We also need a refined
version of Dieudonne´ theory adapted to pi-divisible modules. The rest of the generalization can be carried
on quite easily. We only consider pi-divisible modules that are defined over O-schemes and assume that
the action of O on their tangent space is given by scalar multiplication. In this section k denotes an
algebraically closed field of characteristic p.
Remark 4.1. 1) O-Multilinear and alternating morphisms of ramified 3n-displays are defined as in
Definition 2.1 with the obvious additional requirement due to the presence of O. Let R → S be a
ring homomorphism and N a nilpotent R-algebra. Let ϕ : P1 × · · · × Pr → P0 be an O-multilinear
morphisms of ramified 3n-displays over R. The base change,
ϕS : P1,S × · · · × Pr,S → P0,S
and the O-multilinear morphism ϕ̂ : P̂1 × · · · × P̂r → P̂0 are constructed as in Construction 2.3.
2) The O-linear morphism
β : MultO(P1 × · · · × Pr,P0)→ MultO(BTP1 × · · · ×BTPr , BTP0)
is constructed as in Construction 2.5. It maps alternating morphisms to alternating morphisms
and commutes with base change (cf. Proposition 2.7). Note that the O-linearity follows from the
construction of β and the fact that we are considering O-multilinear morphisms.
3) Now let P be of rank 1. Exterior powers of P are constructed as in Construction 2.15. They enjoy
the same properties as the exterior powers of a 3n-display, stated in Lemma 2.16, namely, they
have the universal property of exterior powers, their construction is independent of the choice of a
normal decomposition and commutes with base change. If P is nilpotent, then its exterior powers
are also nilpotent. If P has height h, then ∧
O
rP has height (hr) and rank (h−1r−1). ♦
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Construction 4.2. We have an isomorphism
W (k)⊗̂ZpZq
∼=−→
∏
i∈Z/fZ
W (k)
sending an element (w ⊗ a) to the element (w ⊗ a)i = (waσ−i)i. The automorphism σ ⊗ Id on the left
hand side induces an automorphism on the right hand side, permuting the factors. Tensoring with O
over Zq, we obtain an isomorphism W (k)⊗̂ZpO ∼=
∏
W (k)⊗̂ZqO ∼=
∏
WO(k) (cf. Proposition B.16),
with σ ⊗ Id permuting the factors. Let D be a Dieudonne´ module over k, endowed with an action of O,
which acts on the tangent space of D (i.e. on D/V D) through the scalar multiplication. Let us call such
an action a scalar action. The Dieudonne´ module D is a W (k)⊗̂ZpO-module and therefore decomposes
into a product M0 ×M1 × · · · ×Mf−1, where each Mi is a WO(k)-module. The Verschiebung of D is a
σ−1⊗Id-linear monomorphism (cf. Lemma B.13 of [10]) and so, for every i ∈ Z/fZ, induces a semi-linear
monomorphism V : Mi → Mi+1. It then follows that each Mi is a free WO(k)-module of rank h1. Let
us denote M0 by H(D). It is a free WO(k)-module of rank h and is endowed with an injective F
−1
pi -linear
O-module homomorphism Vpi := V f . If D is the Dieudonne´ module of a pi-divisible module, we call H(D)
the ramified Dieudonne´ module of M and denote it by H(M). H
Lemma 4.3. Let D be a Dieudonne´ module over k, with a scalar O-action. There exists an Fpi -linear
O-module homomorphism Fpi : H(D)→ H(D) such that Fpi ◦ Vpi = Vpi ◦ Fpi = pi.
Proof. We show at first that the tangent space of D is canonically isomorphic to H(D)/VpiH(D). With
the notations of the above construction, we have D ∼= M0 × · · · ×Mf−1 and therefore,
V D ∼= VMf−1 × VM0 × VM1 × · · · × VMf−2.
Thus, the tangent space of D is isomorphic to the product M0/VMf−1×M1/VM0×· · ·×Mf−1/VMf−2.
Since by assumption, the action of O on this k-vector space is via scalar multiplication, for every i ∈
Z/fZr{0}, the quotient Mi/VMi−1 is trivial and so VMi−1 = Mi. Consequently, V fM0 = VMf−1 and
so, the tangent space of D is isomorphic to M0/V
fM0, which is by definition equal to H(D)/VpiH(D).
Since pi goes to zero in k and the the action of O on the tangent space of D is by scalar multiplication,
we have pi
(
H(D)/VpiH(D)
)
= 0, i.e., piH(D) ⊆ VpiH(D). Set
Fpi := V
−1
pi pi : H(D)→ H(D).
It is a well defined Fpi -linearO-module homomorphism and by definition we have Fpi◦Vpi = Vpi◦Fpi = pi.
Remark 4.4. We have seen in the proof of the previous lemma that VMi−1 = Mi for every i ∈
Z/fZ r {0}. Since V is injective (cf. Lemma B.13 of [10]), we conclude that V : Mi−1 → Mi is a
semilinear isomorphism, for every i ∈ Z/fZ r {0} and we have
D ∼= H(D)× VH(D)× V 2H(D)× · · · × V f−1H(D).
♦
Corollary 4.5. The quadruple P = (H(D), VpiH(D), Fpi, V −1pi ) is a ramified 3n-display over k of height
h and its rank is equal to the dimension of the k-vector space D/V D.
Proof. It follows from the fact that H(D) is a ramified Dieudonne´ module over k and the equivalence of
ramified Dieudonne´ modules and ramified 3n-displays over k (cf. point 5 in the list in subsection B.2).
Construction 4.6. In Construction 4.2, we have constructed a functor, H, from the category of Dieudonne´
modules over k with a scalar O-action to the category of ramified Dieudonne´ modules over k with scalar
O-action. Now, we construct a functor in the other direction, which will be a quasi-inverse to H. Let H
be a ramified Dieudonne´ module over k such that the action of O on it is scalar. For every i = 0, . . . , f−1,
set Hi := W (k)⊗σ−i,W (k)H and let D(H) be the finite free W (k)⊗̂ZpO-module H0×H1×· · ·×Hf−1. H
1mod pi, D is free of rank fh and by Nakayama lemma, and the facts that WO(k) is a dvr (Proposition B.16) and D has
no pi-torsion, it is free over WO(k) of rank fh. As V : Mi →Mi+1 is injective, each Mi is a free WO(k)-module of rank h.
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Lemma 4.7. There are operators V and F on D(H) that make it a Dieudonne´ module with scalar
O-action.
Proof. Define operators V and F on D(H) as follows:
V (x0, 1⊗ x1, . . . , 1⊗ xf−1) := (Vpi(xf−1), 1⊗ x0 . . . , 1⊗ xf−2)
and
F (x0, 1⊗ x1, . . . , 1⊗ xf−1) := (px1, 1⊗ px2, . . . , 1⊗ pxf−1, 1⊗ V −1pi (px0)).
These are well-defined maps for the following reasons. Every element of Hi can be written as 1 ⊗ xi
with xi ∈ H, because σ : W (k) → W (k) is an automorphism. As pH ⊆ piH ⊆ VpiH and Vpi is injective
on H (this follows from the fact that H is a free WO(k)-module, that Fpi ◦ Vpi = pi and that pi is a
non-zero divisor of WO(k)), the element V −1pi (px0) is well-defined. It is now straightforward to check
that F and V are respectively σ and σ
−1
-linear and that F ◦ V = p = V ◦ F . Therefore, we have a
Dieudonne´ module endowed with an O-action. By definition, the tangent space of D(H) is isomorphic
to D(H)/V D(H) ∼= H/VpiH, since by assumption, the action of O on this vector space is by scalar
multiplication, we conclude that the action of O on D(H) is scalar.
Lemma 4.8. The functors D and H are quasi-inverse one to the other.
Proof. Let D be a Dieudonne´ module over k with scalar O-action. Then, as we explained before, we have
D ∼= M0 ×M1 × · · · ×Mf−1 with V : Mi−1 → Mi a σ−1-linear isomorphism for every i ∈ Z/fZ r {0}.
Therefore, we have linear isomorphisms W (k)⊗σ−1,W (k) Mi−1 →Mi induced by V and so isomorphisms
W (k) ⊗σ−i,W (k) M0 ∼= Mi for every i. Since by definition, we have H(D) = M0, we conclude that
Mi ∼= W (k) ⊗σ−i,W (k) H(D). This shows that D(H(D)) ∼= D. Now, let H be a ramified Dieudonne´
module over k with scalar O-action. Then, by construction, D(H) = H0 ×H1 × · · · ×Hf−1, where Hi =
W (k)⊗σ−i,W (k)H. If we decompose the Dieudonne´ module D(H) as the product M0× · · ·×Mf−1, as in
Construction 4.2, then by construction, we have Mi = Hi. In particular, H(D(H)) = M0 = H0 = H.
Remark 4.9. The above arguments and the fact that the category of 3n-displays (respectively ramified
3n-displays) over k is equivalent to the category of Dieudonne´ modules (respectively ramified Dieudonne´
modules) over k, show that we have functors H and D which define an equivalence of categories between
the category of 3n-displays over k with a scalar O-action and the category of ramified 3n-displays over k
with a scalar O-action. ♦
Lemma 4.10. Let D0, . . . , Dr (respectively P0, . . . ,Pr) be Dieudonne´ modules (respectively 3n-displays)
over k with scalar O-action. There exist canonical and functorial isomorphisms
MultO(H(D1)× · · · ×H(Dr),H(D0)) ∼= MultO(D1 × · · · ×Dr, D0)
and
MultO(H(P1)× · · · ×H(Pr),H(P0)) ∼= MultO(P1 × · · · × Pr,P0).
Proof. Since the category of 3n-displays (respectively ramified 3n-displays) over k is equivalent to the
category of Dieudonne´ modules (respectively ramified Dieudonne´ modules) over k, it is enough to show
the result for Dieudonne´ modules. Let us denote H(Di) by Hi and let ϕ : H1 × · · · × Hr → H0 be a
WO(k)-multilinear morphism satisfying the Vpi-condition. Define χ(ϕ) : D1 × · · · ×Dr → D0 as follows.
For every i = 1, . . . , r, take an element xi ∈ Di. We know that every element of Di can be written in a
unique way as a sum a0 + V a1 + · · ·+ V f−1af−1 with aj ∈ H(Di) (cf. Remark 4.4). Therefore, we may
assume that each xi is of the form V
αiyi with yi ∈ H(Di) and 0 ≤ αi ≤ f − 1. Set
χ(ϕ)(V α1y1, . . . , V
αryr) :=
{
V αϕ(y1, . . . , yr) if α1 = α2 = · · · = αr = α
0 otherwise
It follows from the construction that χ(ϕ) is W (k)⊗Zp O-multilinear. We have to check that it satisfies
the V -condition. If α is strictly smaller that f − 1, then α+ 1 ≤ f − 1, and by definition, we have
V χ(ϕ)(V αy1, . . . , V
αyr) = V
α+1(ϕ)(y1, . . . , yr) = χ(ϕ)(V
α+1y1, . . . , V
α+1yr).
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If α = f − 1, then we have V χ(ϕ)(V f−1y1, . . . , V f−1yr) = V fϕ(y1, . . . , yr). Since ϕ satisfies the Vpi-
condition, and on H(D0), Vpi is equal to V f , we conclude that
V fϕ(y1, . . . , yr) = ϕ(V
fy1, . . . , V
fyr) = χ(ϕ)(V
fy1, . . . , V
fyr).
This shows that χ(ϕ) belongs to MultO(D1×· · ·×Dr, D0) and that we have an O-linear homomorphism
χ : MultO(H(D1)× · · · ×H(Dr),H(D0))→ MultO(D1 × · · · ×Dr, D0).
Now, we want to define a homomorphism, Ξ, in the other direction, which will be the inverse of χ. Let
ψ : D1 × · · · × Dr → D0 be a W ⊗Zp O-multilinear morphism satisfying the V -condition. We then
obtain a WO(k)-multilinear morphism Ξ(ψ) : H(D1)× · · · ×H(Dr)→ H(D0) by restricting ψ on the first
components of Di. As ψ satisfies the V -condition, it also satisfies V
f -condition, and thus, Ξ(ψ) satisfies
the Vpi-condition. Consequently, we have a O-linear homomorphism
Ξ : MultO(D1 × · · · ×Dr, D0)→ MultO(H(D1)× · · · ×H(Dr),H(D0)).
By construction, the composition Ξ ◦ χ is the identity. As for the composition χ ◦ Ξ, we have
χ ◦ Ξ(ψ)(V αy1, . . . , V αyr) = V αΞ(ψ)(y1, . . . , yr) = V αψ(y1, . . . , yr) = ψ(V αy1, . . . , V αyr)
where the last equality follows from the fact that ψ satisfies the V -condition. Thus χ◦Ξ is the identity.
Remark 4.11. 1) Let P0, . . . ,Pr be 3n-displays over k with scalar O-action. Then the O-linear
homomorphism χ given in the above Lemma is given by the following formula. Take elements
ϕ ∈ MultO(H(P1) × · · · × H(Pr),H(P0)) and x := (~x1, . . . , ~xr) ∈ P1 × · · · × Pr. Write ~xi =
(xi,0, . . . , xi,f−1) according to the decomposition Pi = Pi,0 × · · · × Pi,f−1. Then χ(ϕ)(x) =(
ϕ(x1,0, . . . , xr,0), V ϕ(V
−1x1,1, . . . , V −1xr,1), . . . , V f−1ϕ(V −f+1x1,f−1, . . . , V −f+1xr,f−1)
)
note that for every j > 0, we have Pi,j = V
jPi,0 and the formula makes sense.
2) Let D be a nilpotent Dieudonne´ module over k with scalar O-action and such that the dimension of
its tangent space is 1. Then, by Proposition 1.22 and Theorem 1.23, the exterior power
∧r
W ⊗̂ZpO
D is
again a nilpotent Dieudonne´ module with scalar O-action (we are using the equivalence of p-divisible
groups with O-actions and pi-divisible modules). We have a canonical isomorphism
H(
∧r
W ⊗̂ZpO
D) ∼=
∧r
WO(k)
H(D).
Indeed, if D = M0×· · ·×Mf−1, then
∧r
W ⊗̂ZpO
D =
∧
WO(k)
r
M0×· · ·×
∧r
WO(k)
Mf−1. It follows that under
the isomorphism of the previous lemma, the universal alternating morphism λ : Dr → ∧r
W ⊗̂ZpO
D
corresponds to the universal alternating morphism λ : H(D)r → ∧r
WO(k)
H(D). ♦
Construction 4.12. Let D be a Dieudonne´ module over k with a scalar O-action. Define a map
Tr : D → H(D) as follows. Take an element x of D. It can be written uniquely as a sum x0 + V x1 +
· · · + V f−1xf−1 with xi ∈ H(D). Now set Tr(x) := x0 + x1 + · · · + xf−1. Since the Verschiebung is
an O-linear homomorphism, the map Tr is also an O-linear homomorphism. In the same fashion, if
P = (P,Q, F, V −1) is a 3n-display over k, we obtain an O-linear homomorphism Tr : P → H(P) (cf.
Remark 4.9). Now, letN be a nilpotent k-algebra, we want to define similarly, anO-linear homomorphism
Tr : P̂ (N ) → Ĥ(P)(N ). We have decompositions P = P0 × . . . Pf−1 and Q = Q0 × · · · × Qf−1 and we
know that in fact, for every i = 1, . . . , f − 1, the two WO(k)-modules Pi and Qi are equal (and are equal
to V iP0). We also know that Q0 = V
fP0. Thus, we have a decomposition
Ŵ (N )⊗W (k) P = Ŵ (N )⊗W (k) P0 × Ŵ (N )⊗W (k) Q1 × · · · × Ŵ (N )⊗W (k) Qf−1.
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Note that each component Ŵ (N )⊗W (k)Qi (i = 1, . . . , f−1) is a submodule of Q̂N and on it the morphism
V −i is defined. So, we can define an O-linear homomorphism Tr : P̂N → Ĥ(P )N by sending an element
(x0, q1, . . . , qf−1) to the element (µ⊗ Id)(x0 + V −1q1 + · · ·+ V −f+1qf−1), where u : Ŵ (N )→ ŴO(N ) is
the canonical morphism given in Proposition B.14. H
Notations. Let P be a ramified 3n-display over k with an O-action. In the following proposition and the
theorem that follows it, we denote by BTOP the formal group associated with P. So, if P is a 3n-displays
in the classical sense, we denote its formal group by BT
Zp
P .
Proposition 4.13. Let P be a 3n-display over k with a scalar O-action. Then Tr induces an isomorphism
Tr : BT
Zp
P
∼=−−→ BTOH(P)
of formal O-modules.
Proof. We have to show that Tr((V −1− Id)Q̂N ) ⊆ (V −1pi − Id)(Ĥ(Q)N ). Take an element (q0, . . . , qf−1) ∈
Q̂N . We have
Tr((V −1 − Id)(q0, . . . , qf−1)) = Tr(V −1q1 − q0, V −1q2 − q1, . . . , V −1qf−1 − qf−2, V −1q0 − qf−1) =
(µ⊗ Id)(V −1q1 − q0 + V −1q2 − q1 + · · ·+ V −1qf−1 − qf−2 + V −fq0 − qf−1) =
(µ⊗ Id)(V −fq0 − q0) = (µ⊗ Id)(V −fq0)− (µ⊗ Id)(q0).
It is thus sufficient to show that
(µ⊗ Id)(V −fq0) = V −1pi (µ⊗ Id)(q0). (4.14)
We can assume that either q0 = ξ⊗y0 with ξ ∈ Ŵ (N ), y0 ∈ Q0 or q0 = V fξ⊗x0 with ξ ∈ Ŵ (N ), y0 ∈ P0.
In the first case, we have (µ⊗ Id)(V −fq0) =
(µ⊗ Id)(F fξ ⊗ V −fy0) = µ(F fξ)⊗ V −1pi y0 = Fpiµ(ξ)⊗ V −1pi y0 = V −1pi (µ⊗ Id)(ξ ⊗ y0) = V −1pi (µ⊗ Id)(q0)
where we have used Proposition B.14 for the third equality. In the second case, we have (µ⊗Id)(V −fq0) =
(µ⊗ Id)(ξ⊗F fx0) = µ(ξ)⊗F fx0 = µ(ξ)⊗V −f (V fF fx0) = µ(ξ)⊗V −1pi (pfx0) = pf−1µ(ξ)⊗V −1pi (px0) =
µ(pf−1ξ)⊗ V −1pi (px0) = µ(F f−1V f−1ξ)⊗ V −1pi (px0) = µ(F f−1V f−1ξ)⊗ V −1pi pi(
p
pi
x0) =
µ(F f−1V f−1ξ)⊗ Fpi( p
pi
x0) = V
−1
pi (Vpiµ(F
f−1V f−1ξ)⊗ p
pi
x0) = V
−1
pi (
p
pi
Vpiµ(F
f−1V f−1ξ)⊗ x0) =
V −1pi (µ(V
fξ)⊗ x0) = V −1pi (µ⊗ Id)(q0)
where for the penultimate equality we have used Proposition B.14. This proves the claim (equality (4.14))
and it follows that Tr induces an O-linear homomorphism Tr : BTZpP → BTOH(P) and we have to show
that it is an isomorphism. Let us construct P̂0,N , Q̂0,N and the monomorphism V −f − Id : Q̂0,N → P̂0,N
in the same way that we constructed P̂N , Q̂N and V −1− Id : Q̂N → P̂N . Let us denote by BTZpP0 (N ) the
cokernel of V −f − Id : Q̂0,N → P̂0,N . It follows that the homomorphism Tr is equal to the composition
P̂N
Tr′−−−→ P̂0,N µ⊗Id−−−−−→ Ĥ(P )N where Tr′ is the homomorphism sending (x0, q1, . . . , qf−1) to the sum
x0 + V
−1q1 + · · · + V −f+1qf−1. It also follows from the above calculations that Tr′((V −1 − Id)Q̂N ) ⊆
(V −f − Id)(Q̂0,N ) and (µ ⊗ Id)((V −f − Id)(Q̂0,N )) ⊆ (V −1pi − Id)(Ĥ(Q)N ). In other words, we have a
commutative diagram:
P̂N
Tr′ //

Tr
''
P̂0,N
µ⊗Id //

Ĥ(P )N

BT
Zp
P (N ) Tr′
//
Tr
77
BT
Zp
P0 (N ) µ⊗Id
// BTOH(P)(N ).
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It therefore suffices to show that Tr′ and µ⊗ Id are isomorphisms. The homomorphism Tr′ : P̂N → P̂0,N is
surjective, since Tr′(x0, 0, . . . , 0) = x0 for every x0 ∈ P̂0,N . So, Tr′ is surjective as well. Let (x0, , . . . , xf−1)
be an element in the kernel of Tr′. It means that there is an element q0 ∈ Q̂0,N such that
Tr′(x0, x1, . . . , xf−1) = x0 + V −1x1 + · · ·+ V −f+1xf−1 = (V −f − Id)(q0).
Define, recursively, elements yi ∈ Q̂N , with i = 0, . . . , f −1, as follows: y0 := q0 and for 0 < i < f −1, set
yi := V
−1yi+1 − xi where we calculate i+ 1 modulo f , e.g., yf−1 = V −1y0 − xf−1 and so on. It follows
that the element (y0, y1, . . . , yf−1) belongs to Q̂N and we have
(V −1 − Id)(y0, y1, . . . , yf−1) = (V −1y1 − y0, . . . , V −1yf−1 − yf−2, V −1y0 − yf−1) = (x0, x1, . . . , xf−1)
and so (x0, . . . , xf−1) is zero in BT
Zp
P (N ). It implies that Tr′ is injective too, and hence an isomorphism.
It remains to prove that µ⊗ Id : BTZpP0 (N )→ BTOH(P)(N ) is an isomorphism. We can reduce to the case,
where N 2 = 0. Under this condition, there exist commutative diagrams (for details, we refer [22]):
0 // Q̂0,N
  // P̂0,N //
V −1−Id

N ⊗k T (P0) //
exp

0
0 // Q̂0,N
V −1−Id
// P̂0,N // BT
Zp
P0 (N ) // 0
and
0 // Ĥ(Q)N
  // Ĥ(P )N //
V −1−Id

N ⊗k T (H(P)) //
exp

0
0 // Ĥ(Q)N
V −1−Id
// Ĥ(P )N // BTOH(P)(N ) // 0
where the vertical morphisms V −1 − Id in the middle are extensions of the usual (horizontal) V −1 − Id
and the exponential morphism, which is O-linear, is given by these diagrams. What is proved in [1] and
[22] is that the vertical V −1 − Id are isomorphisms and so are the exponential morphisms. Note that
the tangent spaces T (P0) and T (H(P)) are equal (P0 = H(P ) and Q0 = H(Q)) and the equality (4.14)
implies that we have a commutative diagram:
N ⊗k T (P0) exp //
Id

BT
Zp
P0 (N )
µ⊗Id

N ⊗k T (H(P)) exp // BTOH(P)(N ).
Since the exponential morphisms are isomorphisms, we conclude that µ⊗ Id is also an isomorphism.
Remark 4.15. Let M0, . . . ,Mr be pi-divisible modules over a base scheme S. Let ϕ :
∏r
i=1Mi →M0
be an O-multilinear morphism, when Mi are considered as p-divisible groups with O-action. Then ϕ is
not an O-multilinear morphism of pi-divisible modules, but an appropriate “twist” of it will be. Indeed,
if we set ϕ]ne :=
1
un(r−1)ϕn, then a straightforward calculation shows that
pieϕ]e(n+1)(g1, . . . , gr) = ϕ
]
ne(pi
eg1, . . . , pi
egr).
Thus, the system {ϕ]ne}n belongs to the inverse limit
lim←−
n
MultO(M1,ne × · · · ×Mr,ne,M0,ne) ∼= lim←−
n
MultO(M1,n × · · · ×Mr,n,M0,n) =
MultO(M1 × · · · ×Mr,M0).
So, in the sequel, if we identify the O-module of multilinear morphisms of pi-divisible modules with that
of the corresponding p-divisible groups with O-action, we are implicitly using the above twist. ♦
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The following lemma will be used in the proof of the next proposition.
Lemma 4.16. Let A be a ring and α ∈ A a non-zero divisor. Let M0, . . . ,Mr be A-modules and
ϕ :
∏r
i=1Mi → M0 an A-multilinear morphism. Let yi,0, . . . , yi,n−1, wi,0, . . . , wi,n ∈ Mi (n ≥ 1 and
1 ≤ i ≤ r) be elements subject to the following relations: ∀i, j, wi,j+1 = wi,j + αyi,j . Then we have
r∑
i=1
n−1∑
j=0
ϕ(w1,j+1, . . . , wi−1,j+1, yi,j , wi+1,j , . . . , wr,j) =
r∑
i=1
n−1∑
j=0
ϕ(w1,n, . . . , wi−1,n, yi,j , wi+1,0, . . . , wr,0).
Proof. We refer to [11] for the (rather technical but elementary) proof of the lemma.
Proposition 4.17. Let P0, . . . ,Pr be 3n-displays over k with scalar O-action. Let us denote by Gi
(respectively G˜i) the formal O-module BTZpPi (respectively BTOH(Pi)). Then the following diagram is com-
mutative
MultO(P1 × · · · × Pr,P0) Ξ //
β

MultO(H(P1)× · · · ×H(Pr),H(P0))
β

MultO(G1 × · · · ×Gr, G0)
Tr∗
// MultO(G˜1 × · · · × G˜r, G˜0)
where Ξ and Tr∗ are respectively the O-linear homomorphism given in Lemma 4.10 and the O-linear
homomorphism induced by the isomorphisms Tr : Gi → G˜i given in Proposition 4.13.
Proof. Take an O-multilinear morphism ϕ ∈ MultO(H(P1) × · · · × H(Pr),H(P0)), a nilpotent k-algebra
N , and a vector x = (~x1, . . . , ~xr) ∈ G1,n(N )× · · · ×Gr,n(N ). Using Remark 4.15, we have to show that
1
un(r−1)
Tr
(
β(χ(ϕ))(x)
)
= β(ϕ)(Tr(~x1), . . . ,Tr(~xr))
where χ is the isomorphism given in the proof of Lemma 4.10 and the equality should hold in theO-module
G0,ne(N ). By definition (cf. Construction 2.5), we have
β(χ(ϕ))(x) = (−1)r−1
r∑
i=1
[χ̂(ϕ)(V −1~g1, . . . , V −1~gi−1, ~xi, ~gi+1, . . . , ~gr)]
where elements ~gi are given by the formula p
n~xi = (V
−1 − Id)(~gi). By definition of χ (cf. Lemma 4.10
and Remark 4.11), we have Tr
(
[χ̂(ϕ)(V −1~g1, . . . , V −1~gi−1, ~xi, ~gi+1, . . . , ~gr)]
)
=
µ⊗ Id[
f−1∑
j=0
(ϕ̂(V −j−1g1,j+1, . . . , V −j−1gi−1,j+1, V −jxi,j , V −jgi+1,j , . . . , V −jgr,j))]
where ~xi = (xi,0, . . . , xi,f−1) and ~gi = (gi,0, . . . , gi,f−1). Therefore, we have 1un(r−1) Tr
(
β(χ(ϕ))(x)
)
=
(−1)r−1
un(r−1)
µ⊗ Id[
r∑
i=1
f−1∑
j=0
(ϕ̂(V −j−1g1,j+1, . . . , V −j−1gi−1,j+1, V −jxi,j , V −jgi+1,j , . . . , V −jgr,j))]. (4.18)
Again, by the definition of β, we have
β(ϕ)(Tr(~x1), . . . ,Tr(~xr)) = (−1)r−1
r∑
i=1
[ϕ̂(V −1pi h1, . . . , V
−1
pi hi−1,Tr(~xi), hi+1, . . . , hr)]
where pineTr(~xi) = (V
−1
pi − Id)(hi). Since pn~xi = (V −1 − Id)(~gi), for every j = 0, . . . , f − 1, we have
pinexi,j =
1
un
(V −1gi,j+1 − gi,j) (4.19)
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and therefore pineTr(~xi) =
1
un (µ ⊗ Id)(V −fgi,0 − gi,0) = 1un (V −1pi − Id)(µ ⊗ Id)gi,0 which implies that
hi = (µ⊗ Id) 1un gi,0. Thus,
ϕ̂(V −1pi h1, . . . , V
−1
pi hi−1,Tr(~xi), hi+1, . . . , hr)] = ϕ̂(V
−1
pi h1, . . . , V
−1
pi hi−1, (µ⊗Id)
f−1∑
j=0
V −jxi,j , hi+1, . . . , hr)]
=
1
un(r−1)
µ⊗ Id
f−1∑
j=0
[ϕ̂(V −fg1,0, . . . , V −fgi−1,0, V −jxi,j , gi+1,0, . . . , gr,0)].
Consequently, we have
β(ϕ)(Tr(~x1), . . . ,Tr(~xr)) =
(−1)r
un(r−1)
µ⊗ Id
r∑
i=1
f−1∑
j=0
[ϕ̂(V −fg1,0, . . . , V −fgi−1,0, V −jxi,j , gi+1,0, . . . , gr,0)].
So, it is sufficient to show the following equality
r∑
i=1
f−1∑
j=0
ϕ̂(V −j−1g1,j+1, . . . , V −j−1gi−1,j+1, V −jxi,j , V −jgi+1,j , . . . , V −jgr,j) =
r∑
i=1
f−1∑
j=0
ϕ̂(V −fg1,0, . . . , V −fgi−1,0, V −jxi,j , gi+1,0, . . . , gr,0). (4.20)
For every i = 1, . . . , r and j = 0, . . . , f , set wi,j := V
−jgi,j and yi,j := V −jxi,j . Since V −1 is an O-linear
homomorphism, it follows from the relations (4.19) that
unpineyi,j = V
−jxi,j = V −j−1gi,j+1 − V −jgi,j = wi,j+1 − wi,j .
If we define α := unpine, then α is a non-zero divisor of O and we have wi,j+1 = αyi,j +wi,j . With these
new notations, the equality (4.20) becomes the following equality and holds thanks to Lemma 4.16
r∑
i=1
f−1∑
j=0
ϕ̂(w1,j+1, . . . , wi−1,j+1, yi,j , wi+1,j , . . . , wr,j) =
r∑
i=1
f−1∑
j=0
ϕ̂(w1,f , . . . , wi−1,f , yi,j , wi+1,0, . . . , wr,0).
Corollary 4.21. Let P0, . . . ,Pr be ramified displays over k. The O-linear homomorphism
β : MultO(P1 × · · · × Pr,P0)→ MultO(BTP1 × · · · ×BTPr , BTP0)
is an isomorphism.
Proof. Let P˜i be a display over k such that H(P˜i) ∼= Pi (cf. Remark 4.9). By Corollary 3.3
β : Mult(P˜1 × · · · × P˜r, P˜0)→ Mult(BTP˜1 × · · · ×BTP˜r , BTP˜0)
is an isomorphism. Since β preserves the O-module structure, it induces an isomorphism
MultO(P˜1 × · · · × P˜r, P˜0) ∼=−−→ MultO(BTP˜1 × · · · ×BTP˜r , BTP˜0).
The result now follows from Proposition 4.17 (Ξ,Tr∗ and β on the left hand side are isomorphisms).
One of the main results of subsection 3.2 is the existence of the exterior powers of truncated Barsotti-Tate
groups of dimension 1 over local Artin rings with residue characteristic p (cf. Propositions 3.9 and 3.10).
The proof of this result is based on the fact that β is an isomorphism when the base is a perfect field of
characteristic p. Now that we have the above isomorphism, we can prove in the same way, the similar
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statement (Proposition 4.22 below). We therefore omit its proof and the auxiliary statements leading to it.
Let R be a local Artin O-algebra with residue characteristic p and M a pi-divisible module over R of
height h, whose special fiber is connected of dimension 1. Let us denote by P the ramified display
associated with M. The exterior power ∧rP exists (cf. Remark 4.1 3)) and we denote by ΛrR the pi-
divisible module associated with
∧rP. The universal alternating morphism λ : Pr → ∧rP induces an
alternating morphism βλ :Mr → ΛrR. So, we obtain an alternating morphism βλ,n :Mrn → ΛrR,n. As in
Construction 3.4, for every group scheme X, we obtain the morphism
λ∗n(X) : HomR(Λ
r
R,n, X)→ A˜lt
O
R(Mrn, X).
Note that HomR(Λ
r
R,n, X) is the O-module of group scheme homomorphisms. If R is a perfect field, then
by Remark 4.11 2), Corollary 4.21, Propositions 1.21 and 1.22, ΛrR,n is the r
th-exterior power ofMn and
βλ,n is the universal alternating morphism.
Proposition 4.22. For every finite and flat group scheme X over R, the morphisms
λ∗n(X) : HomR(Λ
r
R,n, X)→ A˜lt
O
R(Mrn, X)
and
λ∗n(Gm) : HomR(ΛrR,n,Gm)→ A˜lt
O
R(Mrn,Gm)
are isomorphisms. Consequently, βλ,n : Mrn → ΛrR,n is the rth-exterior power of Mn in the category of
finite and flat group schemes over R (in the sense of Definition 1.17).
Corollary 4.23. The O-module scheme A˜ltOR(Mrn,Gm) is finite and flat over R and has order qn(
h
r).
Using theses results, we will reduce the general case to the case over a local Artin ring. We need few
technical lemmas:
Lemma 4.24. Let S be a base scheme, A a ring and b an element of A such that A/b is a finite set. Let
0→ N →M pr−−−→ A/b→ 0
be a short exact sequence of finite A-module schemes over S, where A/b denotes the constant A-module
scheme over S corresponding to the A-module A/b. Assume that b annihilates M and there exists an
scheme-theoretic section s : S → M such that its composition with the projection pr : M  A/b is the
closed embedding S ↪→ A/b corresponding to the element 1 ∈ A/b. Then there exists an A-module scheme
section, A/b ↪→M , of the projection pr : M  A/b and so the above short exact sequence is split.
Proof. We have
HomAS (A/b,M)
∼= HomA(A/b,M(S)) ∼= M(S)[b] = M(S)
where for the last equality, we used the fact that M is annihilated by b. Let g : A/b→M be the A-linear
homomorphism mapping to the section s under this isomorphism. We have a commutative diagram
HomAS (A/b,M)
pr∗ //
∼=

HomAS (A/b,A/b)
∼=

M(S)
prS
// A/b(S)
where the horizontal morphisms are induced by the projection pr, the left vertical isomorphism is the
one given above and the right vertical isomorphism is given similarly. By assumption, prS(s) is the
closed embedding S ↪→ A/b corresponding to the element 1 ∈ A/b and thus, under the isomorphism
A/b(S) ∼= HomAS (A/b,A/b), it is mapped to the identity morphism. It follows from the definition of g
and the commutativity of the above diagram, that pr ◦ g is the identity of A/b.
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Lemma 4.25. Let S be a scheme whose underlying set consists of one point. Let A be a ring and
b1, . . . , bn elements of A such that the quotient ring A/bi is a finite set (for every i = 1, . . . , n). Let
(ξ) 0→ N →M pr−−−→
n⊕
i=1
A/bi → 0
be a short exact sequence of finite flat A-module schemes, such that for every i, bi annihilates M . Then
there exists a finite and faithfully flat S-scheme T such that the above short exact sequence splits over T .
Proof. For every j = 1, . . . , n, let us denote by Nj the kernel of the projection
M
pr−−→
n⊕
i=1
A/bi
prj−−−→
j⊕
i=1
A/bi
and set N0 := M . Then, for every j = 0, . . . , n− 1, we have a short exact sequences
(ξj) : 0→ Nj+1 → Nj → A/bj+1 → 0.
Note that it suffices to find for every j = 0, . . . , n− 1, a finite and faithfully flat morphism Ti → S such
that (ξj) is split over Tj . For, then (ξ) will be split over T = T0×ST1×· · ·×STn−1. We prove the following
assertion: let 0→ P → Q pr−−−→ A/b→ 0 be a short exact sequence of finite flat A-module schemes over
S, where b ∈ A is an element annihilating Q and such that A/b is a finite set, then there exists a finite and
faithfully flat morphism T → S such that this short exact sequence splits over T . We can write Q as a
disjoint union
∐
x∈A/bQx of closed submodule schemes, with Q0 = P . Set T := Q1. Since Q is finite and
flat over S, all Qx and in particular T are also finite and flat over S. By assumption, S has a single point
and so, T → S is surjective. This shows that T is faithfully flat and finite over S. The embedding T ↪→ Q
induces a morphism T → QT over T , i.e., a section of the structural morphism QT → T . By definition,
this section has the property that its composition with the projection QT  A/b
T
=
∐
x∈A/b T is the
embedding corresponding to the element 1 ∈ A/b. Now, we are in the situation of the previous lemma,
and applying it, we deduce that the short exact sequence
0→ PT → QT pr−−−→ A/b
T
→ 0
is split. This proves the above assertion. By assumption, bj+1 annihilates M and since Nj is a submodule
scheme of M , it annihilates Nj too. We apply the above assertion to (ξj) and obtain the desired Tj .
Lemma 4.26. Let M be a pi-divisible module over a local Artin ring R. Then, for every n, there
exists a finite and faithfully flat R-scheme T such that Mn,T becomes isomorphic to the direct sum
(M0n)T ⊕ (O/pin)h
e´t
, where he´t is the height of Me´t.
Proof. Fix n and set S := Spec(R). By Proposition 1.15, there is a connected finite e´tale cover S′ → S
such thatMe´tn,S′ is the constant O-module scheme (O/pin)h
e´t
over S′. Consider the short exact sequence
0→ (M0n)S′ →Mn,S′ → (O/pin)h
e´t → 0
induced by the connected-e´tale sequence of Mn over S (cf. Remark 1.14). The O-module Mn,S′ is
annihilated by pin. Since S′ is finite over S, it is the spectrum of a finite R-algebra R′. Thus, the Krull
dimension of R′ is equal to the Krull dimension of R, which is zero. Since R is Noetherian and R′ is
finite over it, R′ is also Noetherian. This shows that R′ is an Artin ring. Further, S′ = Spec(R′) is
connected, which means that R′ is local. Consequently, S′ is a scheme with 1 point. We can now apply
the previous lemma and find a finite faithfully flat morphism T → S′ that splits the above short exact
sequence. Hence Mn,T ∼= (M0n)T ⊕ (O/pin)h
e´t
. Since T → S′ is finite and faithfully flat and S′ → S is
finite, surjective (it is a cover) and e´tale, the composition T → S′ → S is finite and faithfully flat.
From now on, we assume that M is a pi-divisible module over a base scheme S (defined over Spec(O)),
of height h and dimension at most 1.
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Lemma 4.27. Let S be the spectrum of a local Artin O-algebra. The O-module scheme A˜ltOS (Mrn,Gm)
is finite and flat over S. Moreover, its order is the constant function qn(
h
r).
Proof. If the dimension of the special fiber of M is zero, then it is an e´tale pi-divisible module and by
Proposition 1.20 that the exterior power
∧rMn exists and is a finite e´tale O-module scheme of order
qn(
h
r). We also know that the construction of this exterior power commutes with base change. Thus
A˜lt
O
S (Mrn,Gm) ∼= HomS(
∧rMn,Gm)
The latter, being the Cartier dual of
∧rMn, is a finite flat O-module scheme of order qn(hr). So we may
assume that the dimension of the special fiber of M is 1 and so the closed point of S has characteristic
p. If we can find a finite and faithfully flat S-scheme T such that the base change of A˜lt
O
S (Mrn,Gm) to
T is finite and flat over T , then A˜lt
O
S (Mrn,Gm) is finite and flat over S 2. So, it is enough to find such a
T . Let T be a finite faithfully flat S-scheme (provided by the last lemma) such that
(?) Mn,T ∼= (M0n)T ⊕ (O/pin)h
e´t
and to simplify the notations, set Γ := (O/pin)he´t and Y := A˜ltOS ((M0n)r,Gm). Since M0 is a con-
nected pi-divisible module of dimension 1, by Corollary 4.23, Y is finite and flat over S. Thus YT =
A˜lt
O
S ((M0n)r,Gm)T ∼= A˜lt
O
T ((M0n)rT ,Gm) is finite and flat over T . By isomorphism (?) and adjunction
formulas given in Proposition 1.7, we have
A˜lt
O
T (Mrn,T ,Gm) ∼= A˜lt
O
T ((M0n)rT ⊕ Γr,Gm) ∼= A˜lt
O
T
(
Γr, A˜lt
O
T ((M0n)rT ,Gm)
) ∼= A˜ltOT (Γr, YT ).
By Proposition 1.20, the exterior power
∧r
Γ exists, and is isomorphic to (O/pin)(h
e´t
r ). We therefore have
A˜lt
O
T (Γ
r, YT ) ∼= HomOT (
∧r
Γ, YT ) ∼=
⊕
HomOT (O/pin, YT ).
So, it suffices to show that HomOT (O/pin, YT ) is finite and flat over T . We claim that this is isomorphic to
YT . Indeed, since Mn is annihilated by pin, its connected component M0n is annihilated by pin too, and
therefore YT is annihilated by pi
n as well. It follows that for every T -scheme T ′, we have isomorphisms
HomOT (O/pin, YT )(T ′) ∼= HomOT ′(O/pin, YT ′) ∼= HomO(O/pin, Y (T ′)) ∼= HomO(O, Y (T ′)) ∼= YT (T ′).
This proves the claim. Hence the finiteness and flatness of HomOT (O/pin, YT ).
To prove the statement on the order of A˜lt
O
S (Mrn,Gm), it suffices to assume that S is the spectrum of an
algebraically closed field. The statement then follows from the fact that the exterior power
∧rMn has
order qn(
h
r) (cf. Theorem 1.23) and so does its Cartier dual HomS(
∧rMn,Gm) ∼= A˜ltOS (Mrn,Gm).
Lemma 4.28. Let S be the spectrum of a complete local Noetherian O-algebra. The O-module scheme
A˜lt
O
S (Mrn,Gm) is finite and flat over S.
Proof. By Remark 1.8, we know that A˜lt
O
S (Mrn,Gm) is an affine scheme of finite type over S, and so is
separated over S. Let R be a local Artin O-algebra and f : Spec(R) → S an O-scheme morphism. We
have A˜lt
O
S (Mrn,Gm)R ∼= A˜lt
O
R(MrR,n,Gm) and by last lemma, A˜lt
O
R(MrR,n,Gm) is finite flat over R. We
can now apply Lemma A.1 and conclude that A˜lt
O
S (Mrn,Gm) is finite and flat over S.
Lemma 4.29. Let S be a locally Noetherian O-scheme. The O-module scheme A˜ltOS (Mrn,Gm) is finite
and flat over S. Moreover, its order is the constant function qn(
h
r).
2a module over a ring is finite and flat if and only if it is so after base change to a faithfully flat ring extension
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Proof. Set X := A˜lt
O
S (Mrn,Gm). We show at first that X is flat over S. We can assume that S is the
spectrum of a local ring R. By assumption, R is a Noetherian ring and therefore, the completion R→ R̂
is a faithfully flat morphism. Thus, X is flat over R if and only if XR̂ is flat over R̂. But
XR̂ = A˜lt
O
S (Mrn,Gm)R̂ ∼= A˜lt
O
R̂(MrR̂,n,Gm)
which is finite and flat over R̂ by previous lemma. This shows the flatness of X over S. We now prove
that X is finite over S. We can assume that S is affine, say S = Spec(R) and then X is affine too, say
X = Spec(A). Let L be a field and f : Spec(L)→ S be a morphism. Again, we have
XL ∼= A˜lt
O
S (Mrn,Gm)L ∼= A˜lt
O
L (MrL,n,Gm)
which is finite over L by Lemma 4.27. It follows that X is quasi-finite over S. If we show that X is
proper over S, then it will follow that it is finite over S. We use the valuative criterion of properness. So,
let D be a valuation ring and E its fraction field. Denote also by D̂ and respectively Ê the completions
of D and E. Assume that we have a commutative “solid” diagram
R

// D _

A
g
//
g˜
>>
E
(4.30)
where the vertical ring homomorphisms are the obvious ones, and we want to lift g to a homomorphism
g˜ : A→ D filling the diagram (note that X is separated over S and therefore if such a morphism exists,
it is unique). We can complete this diagram to the following diagram
R

// D _

  // D̂ _

A
g
// E 
 // Ê.
If we can find a homomorphism g˜ : A→ D̂ making the above diagram commutative, then since E∩D̂ = D,
the image of g˜ will be inside D and we are done. So, we may replace D and respectively E by D̂ and
Ê and assume that D is a complete valuation ring. Then, by assumption A ⊗R D is finite over D and
therefore XD is proper over D. Consider the following diagram
R //

D _

A
g˜
66
g
((
A⊗R D
g˜D
>>
gD
// E
induced by base change. The valuative criterion of properness, applied to A ⊗R D, implies that there
exists a unique g˜D : A ⊗R D → D making the above diagram commutative. Let g˜ be the composition
A→ A⊗R D g˜D−−−→ D, then g˜ fills the diagram (4.30) and this proves that X is proper over S.
In order to calculate the order of X, we may assume that S is the spectrum of a field. The statement on
the order now follows from Lemma 4.27.
Proposition 4.31. Let S be a locally Noetherian O-scheme. The exterior power ∧rMn exists in the
category of finite flat group schemes over S, and commutes with arbitrary base change. Moreover, its
order is the constant function qn(
h
r). Furthermore, for every S-scheme T , the canonical base change
homomorphism
∧r
(Mn,T )→ (
∧rMn)T is an isomorphism.
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Proof. Set Λrn := HomS(A˜lt
O
S (Mrn,Gm),Gm). According to the previous lemma, being the Cartier dual
of A˜lt
O
S (Mrn,Gm), it is finite and flat over S. By Cartier duality, we have a canonical isomorphism
α : HomS(Λ
r
n,Gm)
∼=−−→ A˜ltOS (Mrn,Gm)
and by adjunction formulas (cf. Proposition 1.7), we have an alternating morphism λn : Mrn → Λrn.
More precisely, we have isomorphisms
AltOS (Mrn,Λrn) ∼= A˜lt
O
S
(Mrn,HomS(A˜ltOS (Mrn,Gm),Gm)) ∼= HomOS (A˜ltOS (Mrn,Gm), A˜ltOS (Mrn,Gm))
and λn corresponds, via this isomorphism, to the identity morphism. Let G be a finite flat group scheme
over S. The same argument as in the proof of Proposition 3.10 shows that λ∗n(G) is an isomorphism. Thus,
Λrn is the r
th-exterior power of Mn in the category of finite flat group schemes over S, and we can write∧rMn ∼= Λrn. As ∧rMn is the Cartier dual of A˜ltOS (Mrn,Gm) and by previous lemma, A˜ltOS (Mrn,Gm)
has order equal to qn(
h
r), we deduce that
∧rMn has order equal to the constant function qn(hr). What
we have proved above is that if A˜lt
O
S (Mrn,Gm) is finite and flat over S (for any base O-scheme S), then∧rMn exists and it is isomorphic to the Cartier dual of A˜ltOS (Mrn,Gm). Now, let T be an S-scheme.
Since by assumption, S is locally Noetherian, A˜lt
O
S (Mrn,Gm) is finite and flat over S by previous lemma
and therefore, the base change A˜lt
O
S (Mrn,Gm)T ∼= A˜lt
O
T (Mrn,T ,Gm) is finite and flat over T . It follows
that
∧r
(Mn,T ) exists and since the Cartier duality commutes with base change, the two O-module
schemes
∧r
(Mn,T ) and (
∧rMn)T are canonically isomorphic.
Proposition 4.32. Let S be a locally Notherian O-scheme. There exist natural monomorphisms in :∧rMn ↪→ ∧rMn+1, which make the inductive system (∧rMn)n≥1 a pi-Barsotti-Tate group over S of
height
(
h
r
)
and dimension a locally constant function
dim : S → {0,
(
h− 1
r − 1
)
}, s 7→
{
0 if Ms is e´tale(
h−1
r−1
)
otherwise.
Proof. By previous proposition,
∧rMn are finite flat O-module schemes over S. SinceMn is annihilated
by pin, the O-module scheme A˜ltOS (Mrn,Gm) is also annihilated by pin. Thus, its Cartier dual,
∧rMn is
annihilated by pin as well. We also know by previous proposition that
∧rMn has order equal to the con-
stant function qn(
h
r). Now, the similar arguments as in the proof of Lemma 3.23 provide monomorphisms
in :
∧rMn ↪→ ∧rMn+1 and imply this proposition. We therefore omit the proof.
Remark 4.33. Since λn are the universal alternating morphisms, they are compatible with the projec-
tions Mrn+1 →Mrn and
∧rMn+1 → ∧rMn and so yield an alternating morphism λ :Mr → ∧rM. ♦
Theorem 4.34 (The Main Theorem for pi-divisible modules). Let O be the ring of integers of a non-
Archimedean local field of characteristic zero. Fix a uniformizer pi of O and let S be a locally Notherian
O-scheme and M a pi-divisible module over S of height h and dimension at most 1. Then, there exists a
pi-divisible module
∧
O
rM over S of height (hr), and an alternating morphism λ : Mr → ∧OrM such that
for every morphism f : S′ → S and every pi-divisible module N over S′, the homomorphism
HomOS′(f
∗∧
O
rM,N )→ AltOS′((f∗M)r,N )
induced by f∗λ is as isomorphism. In other words, the rth-exterior power ofM exists and commutes with
arbitrary base change. Moreover, the dimension of
∧
O
rM is the locally constant function
dim : S → {0,
(
h− 1
r − 1
)
}, s 7→
{
0 if Ms is e´tale(
h−1
r−1
)
otherwise.
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Proof. By Proposition 4.31, f∗
∧rMn is isomorphic to ∧r(f∗Mn). So, f∗λn : (f∗Mn)r → f∗∧rMn
induces an isomorphism HomS′(f
∗∧rMn,Nn)→ AltOS′((f∗Mn)r,Nn). Taking the inverse limit of these
isomorphisms, we conclude that HomS′(f
∗∧rM,N )→ AltOS′((f∗M)r,N ) is an isomorphism. The state-
ment on height and dimension follows from the previous proposition.
5 Examples
In this section, p is an odd prime number, f is a positive natural number and q = pf .
Example 5.1. Let O be the ring of integers of a non-Archimedean local field of characteristic zero
and residue field Fq and S an O-scheme. Let F be a pi-divisible module of height h and dimension 1
over a locally Noetherian scheme S. By Theorem 4.34, the exterior power
∧
O
r
F exists and is a pi-divisible
module of height
(
h
r
)
and dimension
(
h−1
r−1
)
. Fix pi-divisible modules F0 and G0 of height h and dimensions
respectively 1 and d over Fq. Let k/Fq be a perfect field. Define the deformation functor that assigns
to any local Artin O-algebra R whose residue field is an overfield of k, the set Def (G0)(R) of the pairs
(G,α) up to isomorphisms, where G is a d dimensional formal O-module over R and
α : G×R R/mR ∼=−−→ G0 ×Fq R/mR
is an isomorphism of formal O-modules. Then the functor Def (G0) is represented by the formal scheme
Spf(WO(k)Jt1, . . . , td(h−d)K), called the Lubin-Tate (moduli) space of G0 (cf. [4] or [12]). Taking the rth
exterior power induces in a natural way a morphism
det : Spf(WO(k)Jt1, . . . , t(h−1)K)→ Spf (WO(k)JT1, . . . , T(h−1r−1)(h−1r )K)
of formal O-schemes. Indeed, let R be as above and let (F, α) be a deformation of F0 over R. Then
(
∧
O
h
F,
∧
O
h
α) is a deformation of
∧
O
h
F0 over R, of dimension
(
h−1
r−1
)
. This is so, because the construction
of exterior powers commutes with base change:
(
∧
O
h
F )×R R/mR ∼=
∧
O
h
(F ×R R/mR) ∼=
∧
O
h
(F0 ×Fq R/mR) ∼= (
∧
O
h
F )×Fq R/mR.

Example 5.2. Let L/Q be an imaginary quadratic field extension and denote by OL its ring of integers
and assume that p splits in OL, say pOL = q · p, where p and q are different primes of OL. Let S be an
OL-scheme defined over Spf(Zp) and A an Abelian scheme over S of relative dimension g. Assume that
OL acts on A, i.e., we have a ring homomorphism OL → EndS(A) and the induced action on the relative
Lie algebra of A has signature (g − 1, 1). More precisely, the decomposition OL ⊗Z OS ∼= OS × OS ,
according to the splitting of p, induces a decomposition of the relative Lie algebra of A into a product of
two locally free OS-modules and the component corresponding to p has rank 1 and the other component,
corresponding to q, has rank g − 1. The p-divisible group, A[p∞], associated with A has a natural
structure of OL ⊗Z Zp-module. We can decompose OL ⊗Z Zp into a product OL,q × OL,p, where OL,q
and OL,p are respectively the completions of OL with respect to q and p. Since p is split in OL, they are
both isomorphic to Zp. So, we have OL ⊗Z Zp ∼= Zp × Zp. This decomposition induces a decomposition
A[p∞] ∼= A[q∞]×A[p∞] of A[p∞] into p-divisible groups of height g over S. By assumption on the action
of OL on A, A[p∞] has dimension 1 and A[q∞] has dimension g − 1. So, for every r > 0, the exterior
power
∧rA[p∞] exists and its height and dimension are respectively (gr) and (g−1r−1). Note that there exists
a natural number m ≤ n such that A[p∞] has slopes zero and 1n−m with multiplicities respectively m and
n−m, and A[q∞] has slopes zero and n−1n−m with multiplicities respectively m and n−m. Note that, by
construction, and for all i, we also obtain the exterior powers A[pi]. 
Example 5.3. Let E be an elliptic scheme (i.e., Abelian scheme of relative dimension 1) over a base
scheme S. Then, the associated p-divisible group E [p∞] has rank 2 and dimension 1 at points of char-
acteristic p. Thus, the second exterior power
∧2E [p∞] is a p-divisible group of height 1 and dimension
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1 at points of characteristic p. This means that at these points,
∧2E [p∞] is a multiplicative group of
height and dimension 1 and so is isomorphic to µp∞ . At points of characteristic zero,
∧2E [p∞] is an e´tale
p-divisible group of height 1 and if we pass to an algebraic closure, we obtain the constant p-divisible
group Qp/Zp, which is again isomorphic to µp∞ . So, at all geometric points, we have
∧2E [p∞] ∼= µp∞ .
The Weil pairing ωn : E [pn] × E [pn] → µpn is perfect and induces an alternating morphism ω : E [p∞] ×
E [p∞] → µp∞ . We want to show that ω is in fact the universal alternating morphism and
∧2E [p∞] is
canonically isomorphic to µp∞ . Indeed, by the universal property of
∧2E [p∞], we have a homomorphism
ω˜ :
∧2E [p∞]→ µp∞ such that ω = ω˜ ◦λ (where λ is the universal alternating morphism of ∧2E [p∞]) and
we have to show that ω˜ is an isomorphism. It is an isomorphism, if and only if it is so over every geometric
point, and therefore, we may assume that S is the spectrum of an algebraically closed field. Then, as
explained above,
∧2E [p∞] is isomorphic to µp∞ . So we have a homomorphism ω˜ : µp∞ → µp∞ and we want
to show that it is an isomorphism. By Cartier duality, we can consider the dual of this homomorphism,
namely ω˜∗ : Qp/Zp → Qp/Zp. If this is not an isomorphism, it factors through multiplication by p.
Thus, ω˜ factors through multiplication by p. It follows that on p-torsion points, ω1 = ω˜1 ◦ λ1 is the zero
morphism, which is in contradiction with the fact that the Weil pairing is perfect. 
A Algebraic Geometry Results
In this section we prove some auxiliary results from algebraic geometry that are used in the paper.
Lemma A.1. Let X = Spec(A) with A a complete local Noetherian ring and let f : Y → X be a separated
morphism with the following property: for every local Artin ring R and every morphism Spec(R)→ X,
the base change of f to R, fR : YR → Spec(R), is a finite and flat morphism. Then f is a finite and flat
morphism.
Proof. The hypothesis on f implies that it is a quasi-finite morphism. Since A is a local Henselian ring,
by Theorem 4.2, p. 32 of [17], f is a finite morphism. Thus, in particular, f is affine and we can write
Y = Spec(B) with B a finite A-algebra. Denote by m be the maximal ideal of A, by An the local Artin
ring A/mn+1 and by Bn, the finite An-algebra B⊗AAn. Then, by assumption, for every n, Bn is a finite
flat An-algebra. By the local flatness criterion (cf. Theorem 22.3 of [15]) B is then flat over A.
Lemma A.2. Let ϕ : X → Y be a surjective morphism of schemes over a base scheme S. If X is finite
over S and Y is separated and of finite type over S, then Y is finite over S.
Proof. Let f : X → S and Y → S be the structural morphisms. As ϕ is surjective, the fibers of f surject
onto the fibers of g and since f is finite, the fibers of g are finite sets and therefore, g is a quasi-finite
morphism. If we show that g is proper, then it will be finite. Since g is already by assumption separated,
we only need to show the universal closedness. Note that since f is finite, it is proper as well. As the
properties of being proper and surjective are preserved under base change, in order to show that g is a
universally closed morphism, it is sufficient to show that it is a closed map of topological spaces. Let
F ⊆ Y be closed. Since ϕ is surjective, we have F = ϕ(ϕ−1(F )) and thus g(F ) = f(ϕ−1(F )), which is
closed in S, because f is proper and therefore a closed map and ϕ−1(F ) is a closed subset of X.
Definition A.3. Let X be a scheme over a scheme S and let s ∈ S(L) be an L-valued point, with L a
field. Denote by Xs the base extension of X via s : Spec(L)→ S. By the order of Xs over s, we mean
dimL Γ(Xs,OXs). In particular, if s ∈ S, the order of the fiber Xs is dimκ(s) Γ(Xs,OXs). N
Lemma A.4. Let X,Y be affine schemes over a local ring R. Assume that X is finite and flat and Y
is of finite type over S := Spec(R), that the fibers of X and Y have the same order over every point of
S, and that we have an S-morphism ϕ : X → Y which is an isomorphism on the special fiber. Then ϕ is
an isomorphism.
Proof. We show at first that ϕ is a closed embedding. Set A := Γ(X,OX) and B := Γ(Y,OY ). By
assumption, we have X = Spec(A) and Y = Spec(B), with A a flat and finite R-algebra (i.e., finite as
R-module). The morphism ϕ : X → Y corresponds to a ring homomorphism f : B → A. We want to
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show that f is surjective. Write C for the cokernel of f and denote by k the residue field of R. Tensoring
the exact sequence of R-modules B
f−−→ A→ C → 0 with k over R, we obtain the exact sequence
B ⊗R k f⊗RIdk−−−−−−−→ A⊗R k → C ⊗R k → 0.
By hypothesis, B ⊗R k f⊗RIdk−−−−−−−→ A⊗R k is an isomorphism, and therefore, C ⊗R k is the zero k-vector
space. As A is a finitely generated R-module and C is a quotient, we can apply the Nakayama’s lemma
to C and deduce that C = 0. This shows that f is surjective. Write K for the kernel of f , i.e., we have a
short exact sequence 0→ K → B f−−→ A→ 0. As A is flat and finitely generated and R is local, it is free.
This implies that the above short exact sequence is split (as R-modules) and we can write B ∼= K ⊕ A,
and so B ⊗R k ∼= (K ⊗R k)⊕ (A⊗R k). Again, since by assumption f is an isomorphism after tensoring
with k over R, we have K ⊗R k = 0. Assume for the moment that B is a finitely generated R-module.
Then, K being a quotient of B, is also finitely generated and we can apply once again Nakayama’s lemma
and conclude that K = 0, which achieves the proof of the proposition. So, we have to show that B
is a finitely generated R-module or equivalently, that Y is a finite S-scheme. Fix a point s ∈ S. As
ϕ : X → Y is a closed embedding, the induced morphism ϕs : Xs → Ys is a closed embedding as well.
By assumption, Xs is finite over s and the fibers Xs and Ys have the same order over s, which should
be then finite. This shows that the embedding ϕs is in fact an isomorphism (a surjective map of vector
spaces of the same finite dimension is an isomorphism). Consequently, the morphism ϕ is surjective as a
map between topological spaces. We can now apply Lemma A.2 and conclude that Y is a finite scheme
over S.
Proposition A.5. Let S be a base scheme and ϕ : X → Y a morphism over S with X finite and flat and
Y of finite type and separated over S. Assume that for every geometric point s of S, Xs and Ys have the
same order over s and that ϕ is an isomorphism over every closed point of S. Then ϕ is an isomorphism.
Proof. Denote by f : X → S, respectively g : Y → S the structural morphisms of X, respectively
of Y . Assume that we have shown the proposition for S, X and Y affine. Let S =
⋃
α∈Λ Sα, and
Y =
⋃
α∈Λ Yα be open affine coverings, such that g(Yα) ⊆ Sα. Set Xα := ϕ−1(Yα), and therefore we have
also f(Xα) ⊆ Sα. Since by hypothesis, f is finite and thus affine and g is separated, by [9] I.6.2 (v), we
know that ϕ is an affine morphism and therefore
⋃
α∈ΛXα is an open affine covering of X. Denote by
ϕα : Xα → Yα the restriction of ϕ. We know that for all α ∈ Λ, the morphism ϕα is an isomorphism,
and so, it follows that ϕ is as isomorphism. So, it is enough to show the statement in the affine case. Set
A := Γ(X,OX), B := Γ(Y,OY ) and R := Γ(S,OS) and denote by h : B → A the ring homomorphism
corresponding to ϕ : X → Y . We want to show that for every maximal ideal m of R, the localization
hm : Bm → Am of h is an isomorphism. It follows then that h is an isomorphism. We can therefore
assume further that R is a local ring. Let s be a point of S, and κ¯ an algebraic closure of κ(s). Since by
assumption the κ¯-vector spaces B ⊗R κ(s)⊗κ(s) κ¯ and A⊗R κ(s)⊗κ(s) κ¯ have the same finite dimension,
the κ(s)-vector spaces B⊗R κ(s) and A⊗R κ(s) have the same dimension too. This shows that the fibers
of X and Y have the same order. We also know by assumption that ϕ is an isomorphism over the special
fiber. We can now apply the previous lemma, and conclude that ϕ is an isomorphism.
Remark A.6. Let X,Y, S and ϕ be as in the last proposition with ϕ an isomorphism at every geometric
point of S, then the conditions of the proposition are satisfied and we can draw the same conclusion. ♦
Proposition A.7. Let ψ : G → H be a homomorphism of affine group schemes of finite type over
Spec(k), where k is a field. Assume that for every finite group scheme I over k, the induced homomorph-
ism of groups ψ∗(I) : Hom(I,G) → Hom(I,H) is an isomorphism and also the induced homomorphism
on k¯-valued points, ψ(k) : G(k)→ H(k), is an isomorphism. Then ψ is an isomorphism.
Proof. This is Lemma 3.37 of [10].
Definition A.8. Let (A,m) be a complete local Noetherian ring and denote by X and Xn the formal
scheme Spf(A) respectively the affine scheme Spec(A/mn). We also set X := Spec(A).
(i) A truncated Barsotti-Tate group of level i over X is a system G = (G(n))n≥1 of truncated Barsotti-
Tate groups of level i over Xn endowed with isomorphisms G(n+1)|Xn ∼= G(n), where G(n+1)|Xn is
the base change of G(n+ 1) to Xn. A homomorphism ϕ : G→ H between two truncated Barsotti-
Tate groups of level i over X is a system (ϕ(n))n≥1 of homomorphisms ϕ(n) : Gn → Hn over
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Xn, such that for all n, ϕ(n + 1)|Xn = ϕ(n). Denote by BTi /X (resp. by BTi /X) the category
of truncated Barsotti-Tate groups of level i over X (resp. over X). Multilinear and alternating
morphisms of truncated Barsotti-Tate groups of level i over X are defined similarly.
(ii) p-Divisible groups over X and their homomorphisms, multilinear and alternating morphisms are
defined similarly. Denote by p-Div /X (resp. by p-Div /X) the category of p-divisible groups over
X (resp. over X). N
Let G be an object of p-Div /X (respectively of BTi /X) and denote by G(n) the pullback of G to
Xn. We have canonical isomorphisms G(n+ 1)|Xn ∼= G(n) and therefore, the system (G(n))n≥1 defines a
p-divisible group (respectively a truncated Barsotti-Tate groups of level i) over X that we denote by F(G).
For the proof of the following proposition, we refer to [16], Ch. II, lemma 4.16, p. 75 or [5], lemma 2.4.4,
p. 17.
Proposition A.9. The functors F : BTi /X −→ BTi /X and F : p-Div /X −→ p-Div /X are equiva-
lences of categories.
Remark A.10. The same arguments as in the (omitted) proof of the above proposition show that
under these functors, the group of multilinear and alternating morphisms of p-divisible groups (resp.
truncated Barsotti-Tate groups of level i) over X is isomorphic to the group of multilinear and respectively
alternating morphisms of p-divisible groups (resp. truncated Barsotti-Tate groups of level i) over X. ♦
B Displays and Ramified Displays
In the first subsection, we recall the main results of the theory of displays, make some definitions and
notations and prove a result that will be used in this paper. In the second subsection, we define ramified
displays and state their main properties, for proof of which, we refer to [1]. Unless otherwise specified, R is
a ring, and FR and V R are respectively the Frobenius and Verschiebung of the ring of Witt vectors W (R).
We denote by IR the image of the Verschiebung. We sometimes denote the Frobenius and Verschiebung
without the superscript R, when no confusion is likely.
B.1 Displays
Definition B.1. Let P = (P,Q, F, V −1) be a 3n-display over R.
(i) The tangent module of P, denoted by T (P), is the R-module P/Q.
(ii) The rank of P, is the rank of T (P) over R and the height of P, is the rank of P over W (R). N
Remark B.2. 1) Using the normal decomposition P = L ⊕ T and Q = L ⊕ IRT , we observe that
T (P) is isomorphic to T/IRT , which is a projective R-module and therefore the rank of P is equal
to the rank of T over W (R). The height of P is equal to the sum of ranks of L and T over W (R).
2) If R is a perfect field of characteristic p > 0 and P is the display attached to a connected p-divisible
group G, then T (P), which is an R-vector space, is canonically isomorphic to the tangent space of
G. The rank and height of P are respectively equal to the dimension and height of G. ♦
For the next construction, we fix a 3n-display P = (P,Q, F, V −1) over R, where p is topologically
nilpotent, and a nilpotent R-algebra N . Set S := R ⊕N . This has a natural structure of an R-algebra.
This construction is a recapitulation of some of the constructions and results in subsection 3 of [22].
Construction B.3. Set P̂N := Ŵ (N ) ⊗W (R) P and Q̂N := P̂N ∩ QS , where QS is the base change of
Q (as in 3n-display), i.e., QS = Ker(W (S) ⊗W (R) P → S ⊗R P/Q). We extend the maps F : P → P
and V −1 : Q → P to maps F : P̂N → P̂N and V −1 : Q̂N → P̂N as follows. We set F := FN ⊗ F ,
where FN : Ŵ (N ) → Ŵ (N ) is the Frobenius. We let V −1 act on Ŵ (N ) ⊗W (R) L as F ⊗ V −1 and on
ÎN ⊗W (R) T as V −1 ⊗ F (since the action of V on Witt vectors is injective, the map V −1 : ÎN → Ŵ (N )
is well-defined). If we want to look at P̂N and Q̂N as functors on NilR, we denote P̂N by G0P(N ) and
Q̂N by G−1P (N ). Denote by BTP(N ) the cokernel of V −1 − Id : G−1P (N )→ G0P(N ). H
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Here is a summary of the results that we will need in the paper (cf. [22], pp. 22, 77, 81 and 94).
Proposition B.4. Let P be a 3n-display over R, then:
• The sequence 0 −→ G−1P (N ) V
−1−Id−−−−−−−→ G0P(N ) −→ BTP(N ) −→ 0 is exact.
• BTP is a finite dimensional formal group and the construction P  BTP commutes with base
change, i.e., if R → S is a ring homomorphism, then there exists an canonical isomorphism
(BTP)S ∼= BTPS .
• If p is nilpotent in R and P is nilpotent, then BTP is an infinitesimal p-divisible group.
• If pR = 0, and P is nilpotent, then the Frobenius and respectively Verschiebung morphisms of the
p-divisible group BTP are BTP(FrP) and respectively BTP(V erP), where FrP : P → P(p) and
V erP : P(p) → P are the Frobenius and Verschiebung morphisms of P (with P(p) denoting the base
change of P with respect to the morphism Frobp : R→ R, r 7→ rp).
• If R is an excellent local ring, then the functor P 7→ BTP gives an equivalence of categories between
the category of (nilpotent) displays over R and infinitesimal p-divisible groups over R.
Notations B.5. For a nilpotent R-algebra N , we denote by [b] the class of an element b ∈ G0P(N )
modulo (V −1 − Id)G−1P (N ). If [b] is annihilated by pn, we write [b]n to emphasize the fact that this
element belongs to the kernel of pn. In this case, pnb belongs to the subgroup (V −1 − Id)G−1P (N ) of
G0P(N ), and therefore, since V −1 − Id : G−1P (N ) → G0P(N ) is injective, there exists a unique element
ngP(b) ∈ G−1P (N ) with (V −1 − Id)(ngP(b)) = pnb.
Remark B.6. It follows from the construction of BTP that for any nilpotent R-algebra N , any w ∈
Ŵ (N ) and any x ∈ P , we have [Fw⊗x] = [w⊗V x] and [V w⊗x] = [w⊗Fx]. Indeed, by Construction B.3,
we know that (V −1−Id)(w⊗V x) = Fw⊗x−w⊗V x and that (V −1−Id)(V w⊗x) = w⊗Fx−V w⊗x. ♦
The following proposition is proposition 90, p. 84 of [22]:
Proposition B.7. Let P = (P,Q, F, V −1) be a 3n-Display over a ring R. There is a canonical surjection
ER ⊗W (R) P M(BTP), e⊗ x 7→ (u 7→ [ue⊗ x])
where ER is the Cartier ring, the ring opposite to the ring End(Ŵ ). The kernel of this morphism is the
ER-submodule generated by the elements F ⊗ x− 1⊗ Fx, for x ∈ P , and V ⊗ V −1y − 1⊗ y, for y ∈ Q.
Proposition B.8. Let P be a Dieudonne´ display over k. We have an Ek-linear isomorphism:
µ : P −→M(BTP), x 7→ (ξ 7→ [ξ ⊗ x]).
Proof. Denote by I the kernel of the morphism in the last proposition (R = k). Then the morphism
(Ek ⊗W (k) P )/I → M(BTP) sending the class of e⊗ x modulo I to the morphism (u 7→ [ue⊗ x]), is an
isomorphism. Now, we have a canonical morphism ϕ : P → (Ek⊗W (k)P )/I sending an element x to [1⊗x].
The composition of this morphism with the above isomorphism is the morphism given in the statement of
the proposition. So, it suffices to show that ϕ is an isomorphism. Since by assumption P is the 3n-display
of a p-divisible group, it has a Verschiebung and so we can define a map ψ : (Ek ⊗W (k) P )/I → P by
sending F i ⊗ x to F ix and V j ⊗ y to V jy with i, j ≥ 0 and x, y ∈ P . We claim that this is a well-
defined Ek-linear homomorphism and is the inverse to the morphism ϕ. It follows from the definition
that ψ is an Ek-linear homomorphism. Again, by definition, elements of the form F ⊗ x − 1 ⊗ Fx or
V ⊗ V −1y − 1 ⊗ y map to zero and since they generate the ideal I, we see that ψ is well-defined. It is
clear that the composition ψ ◦ ϕ is the identity of P . As in the quotient, elements F i ⊗ x and 1 ⊗ F ix,
respectively V j⊗y and 1⊗V jy, are identified, it follows that ϕ◦ψ is the identity of (Ek⊗W (k)P )/I.
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B.2 Ramified displays
Fix an O-algebra R.
Definition B.9. The set of ramified Witt vectors, denoted by WO(R), is the set
WO(R) := {(x0, x1, . . . ) | xi ∈ R} = RN.
The map
wn : WO(R)→ R, x := (x0, x1, . . . ) 7→ xq
n
0 + pix
qn−1
1 + · · ·+ pinxn
is called the nth Witt polynomial. N
Remark B.10. The association R 7→WO(R) is functorial on the category of O-algebras. ♦
Theorem B.11. There exists a unique O-algebra structure on WO(R) with following properties:
a) The Witt polynomials wn : WO(R)→ R are O-algebra homomorphisms.
b) If R→ S is an O-algebra morphism, the induced map WO(R)→WO(S) is an O-algebra morphism.
Remark B.12. It follows from the theorem that WO is a functor from the category of O-algebras to itself.
Also, if we denote by IdO-alg the identity functor on the category of O-algebras, the Witt polynomials
define natural transformations of functors wn : WO → IdO-alg. ♦
Proposition B.13. There are O-linear endomorphisms Fpi and Vpi on WO(R), with the properties:
1) for every x ∈WO(R), we have w0(Vpix) = 0,wn(Vpix) = piwn−1(x) and wn(Fpix) = wn+1(x).
2) Fpi is an O-algebra homomorphism.
3) FpiVpi = VpiFpi = pi and for every x, y ∈WO(R), we have Vpi(Fpi(x)y) = xVpi(y).
Proposition B.14. There exists a unique natural transformation of functors µ : W → WO such that
wn ◦ µ = wfn for all n. For all a ∈ R and all w ∈W (R), we have:
• µ([a]) = [a]
• µ(F fw) = Fpi(µ(w))
• µ(V w) = ( ppi )Vpiµ(F f−1w).
Remark B.15. 1) The first property determines uniquely Fpi and Vpi and the other properties follow
from the first one. It is easy to see that Vpi(x0, . . . ) = (0, x0, . . . ), and so IR := Im(Vpi) = Ker(w0).
2) If O is the ring of p-adic integers, then we obtain the usual ring of Witt vectors. ♦
Proposition B.16. Let k be a perfect field of characteristic p.
a) WO(k) is a complete discrete valuation ring with residue field k and maximal ideal generated by pi.
b) If k contains Fq, then there exists a canonical O-algebra isomorphism W (k)⊗̂ZqO ∼= WO(k).
Proof. The first statement is a standard one, stated e.g. in [8]. For the second statement, note that
WO(k) is an O-algebra and contains also W (k) as subring. There exists therefore a canonical O-algebra
homomorphism W (k) ⊗Zq O → WO(k). Denote by L the fraction field of W (k). Since Fq ⊆ k, we have
Zq ⊆W (k). The extension K/Qq is totally ramified and L/Qq is unramified. Therefore, L⊗QqK is a field
with ring of integers W (k)⊗Zq O, uniformizer pi and residue field k. It follows that the completed tensor
product W (k)⊗̂ZqO is a pi-adically complete and therefore, the homomorphism W (k) ⊗Zq O → WO(k)
extends to an O-algebra homomorphism W (k)⊗̂ZqO → WO(k). As both sides are complete discrete
valuation rings with the same residue field and uniformizer, this homomorphism is an isomorphism.
Now we define the ramified displays.
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Definition B.17. A ramified 3n-display over R is a quadruple P = (P,Q, F, V −1), where P is a finitely
generated WO(R)-module, Q ⊆ P is a submodule and F, V −1 are Fpi-linear morphisms F : P → P and
V −1 : Q→ P , subject to the following axioms:
(i) IRP ⊆ Q ⊆ P and there is a decomposition of P into the direct sum of W (R)-modules P = L⊕ T ,
called a normal decomposition, such that Q = L⊕ IRT .
(ii) V −1 : Q→ P is an Fpi-linear epimorphism (i.e., the WO(R)-linearization (V −1)] : WO(R)⊗Fpi,WO(R)
Q→ P is surjective).
(iii) For any x ∈ P and w ∈WO(R) we have V −1(Vpi(w)x) = wF (x). N
Remark B.18. 1) Note that from the last axiom, it follows that F is uniquely determined by V −1.
Indeed, for every x ∈ P , we have F (x) = V −1(Vpi(1)x). It follows also from this relation and Fpi-
linearity of V −1, that for every y ∈ Q, we have F (y) = V −1(Vpi(1)y) = FpiVpi(1)V −1(y) = piV −1(y).
2) Since WO(R) is an O-algebra, P and Q have a natural O-module structure and the morphisms F
and V −1 are O-linear (note that Fpi is O-linear). ♦
Definition B.19. Let k be a perfect field of characteristic p, which is anO-algebra. A ramified Dieudonne´
module over k is a finite free WO(k)-module M endowed with an Fpi-linear morphism F : M → M and
an F−1pi -linear morphism V : M →M , such that FV = pi = V F . N
Similar constructions, remarks and propositions, as in section 2, hold for ramified 3n-displays. Because
of these similarities, we will only list them, without giving details. Fix a ramified 3n-display P =
(P,Q, F, V −1) over R .
1. The tangent module, rank and height of P are defined analogously (cf. Definitions B.1.)
2. Nilpotent ramified displays are defined similarly, when pi is nilpotent in R.
3. We have the base change of a 3n-display, with respect to a ring homomorphism R→ S.
4. Assume that pR = 0. Denote by P(q) the base change of P with respect to the ring homomorphism
Frobf : R → R, sending r to rq. Frobenius FrP : P → P(q) and Verschiebung V erP : P(q) → P
are defined similarly. Note that we have FrP ◦ V erP = pi. IdP(p) and V erP ◦ FrP = pi. IdP .
5. There is an equivalence of categories between the category of ramified 3n-displays and the category
of ramified Dieudonne´ modules. Under this equivalence, nilpotent displays correspond to ramified
Dieudonne´ modules on which V is topologically (in the pi-adic topology) nilpotent.
6. LetN be a nilpotent R-algebra. We construct P̂ (N ), Q̂(N ), G0P(N ) and G−1P (N ) as in Construction
B.3. Also, we define V −1 − Id : G−1P (N )→ G0P(N ) and set BTP(N ) to be its cokernel.
7. For every nilpotent R-algebra N , we have an exact sequence
0 −→ G−1P (N ) V
−1−Id−−−−−−−→ G0P(N ) −→ BTP(N ) −→ 0.
8. The functor BTP from the category of nilpotent R-algebras to the category of O-modules is a finite
dimensional formal O-module. The construction P  BTP commutes with base change.
9. If pi is nilpotent in R and P is nilpotent, then BTP is an infinitesimal pi-divisible module.
10. If pR = 0, then the Frobenius and Verschiebung morphisms of the pi-divisible module BTP are
BTP(FrP) and respectively BTP(V erP).
11. If R is a Noetherian ring and pi is nilpotent, then the functor BT , from the category of (nilpotent)
displays over R to the category of infinitesimal pi-divisible modules is an equivalence of categories.
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