This work intends to give the state-of-the-art of our knowledge of the performance of lumped element kinetic inductance detectors (LEKIDs) at millimetre wavelengths (from 80 to 180 GHz). We evaluate their optical sensitivity under typical background conditions that are representative of a space environment and their interaction with ionising particles. Two LEKID arrays, originally designed for ground-based applications and composed of a few hundred pixels each, operate at a central frequency of 100 and 150 GHz (∆ν/ν about 0.3). Their sensitivities were characterised in the laboratory using a dedicated closed-cycle 100 mK dilution cryostat and a sky simulator, allowing for the reproduction of realistic, space-like observation conditions. The impact of cosmic rays was evaluated by exposing the LEKID arrays to alpha particles ( 241 Am) and X sources ( 109 Cd), with a read-out sampling frequency similar to those used for Planck HFI (about 200 Hz), and also with a high resolution sampling level (up to 2 MHz) to better characterise and interpret the observed glitches. In parallel, we developed an analytical model to rescale the results to what would be observed by such a LEKID array at the second Lagrangian point. We show that LEKID arrays behave adequately in space-like conditions with a measured noise equivalent power (NEP) close to the CMB photon noise and an impact of cosmic rays smaller with respect to those observed with Planck satellite detectors.
Introduction
We live in the precision cosmology era as a result of technological improvements in millimetre-wave experiments. These include space-borne experiments, such as COBE (Kogut et al. 1996) , WMAP (Bennett et al. 2013) , Herschel (Pilbratt & Vandenbussche 2012) , Planck (Planck Collaboration (2013 results I) 2014); ground-based experiments include, for example POLARBEAR (The Polarbear Collaboration: P. A. R. Ade et al. 2014) , BICEP ); and balloon-borne experiments encompass, for example, BOOMERanG (MacTavish et al. 2006) , MAXIMA (Jaffe et al. 2003) , Archeops (Benoît et al. 2004) , Dasi (Kovac et al. 2002) , QUaD (Kovac et al. 2002) , and ACT (Hlozek & ACT Collaboration 2013) to cite the most important. In particular, the last generation space-borne experiment Planck, after five full sky surveys has shown the most accurate picture of the primordial Universe in temperature and in polarisation (Planck Collaboration et al. 2014b) . By contrast, it has revealed a wide range of new systematic errors pointed out thanks to the high sensitivity of the bolometers mounted in the High Frequency Instrument (HFI). Despite the fact that Planck produced precise cosmic microwave background (CMB) polarisation maps, the Planck mission was not conceived as the ultimate instrument for CMB polarisation measurements. Most probably, the B-modes of CMB polarisation (Hu & White 1997) , which are not sourced by standard scalar type perturbations, will Send offprint requests to: A. .fr be only marginally detected by Planck. For this reason, new proposed space missions, such as CORE+ (Rubiño-Martín & COrE+ Collaboration 2015) , PIXIE (Kogut et al. 2011) , and LiteBIRD (Matsumura et al. 2014 ) are under study. To accomplish this new challenge, it is necessary to improve the overall noise equivalent power (NEP) of the instrument by more than one order of magnitude with respect to the Planck performances (from 10 −17 WHz −1/2 to 10 −18 WHz −1/2 ) (André et al. 2014; The COrE Collaboration et al. 2011 ). This can be achieved by increasing the focal plane coverage, using thousands of background limited instrument performance (BLIP) contiguous pixels. In parallel, the control and mitigation of systematic effects has to be taken into account as a design constraint for future generation detector arrays for space applications. In particular, the impact of cosmic rays on detectors and, as a consequence, on the final quality of the data, has been shown to be one of the key points for previous far-infrared space missions. In this context, lumped element kinetic inductance detectors (LEKIDs) have now reached a maturity that is adequate to be competitive with other technologies for next generation millimetre and sub-millimetre wave experiments. This was first demonstrated with the use of such detectors in ground-based experiments, in particular in the New IRAM KID Array (NIKA) instrument Catalano et al. 2014b; Monfardini et al. 2011) . This kind of detector exhibits background-limited performance under ideal, i.e. single pixel read-out, cold blackbody, electrical measurement, conditions (Mauskopf et al. 2014) , and NEP in the high 10 −17 range under the 5-10 pW per pixel load typical of the NIKA camera at 150 GHz (Monfardini et al. 2014) . In this work, we begin using two LEKID arrays consisting of hundreds of pixels, observing at central frequency of 100 and 150 GHz originally optimised for the NIKA ground-based instrument, to measure their sensitivity and the impact of ionising particles under a background representative of a space environment.
This paper is structured as follows: Sec.2 describes the impact of cosmic rays in previous space missions. Sec.3 introduces the LEKIDs that were used for this study. In Sec.4, we describe the laboratory tests that permitted the characterisation of the sensitivity performance and the systematic errors induced by ionising particles. Finally, in Sec.5 we simulate timestreams of LEKID data in the absence of sky signals to derive the impact of cosmic rays on LEKIDs in space.
Cosmic rays impact in previous far-infrared space missions
Cosmic rays (CRs; Mewaldt et al. (2010) ; Leske et al. (2011) ) at a typical orbital configuration (i.e. low Earth orbit or second Lagrangian point) are essentially composed of massive particles: about 88 % protons, 10 % alpha particles, 1 % heavier nuclei, and less than 1 % electrons. The energy spectrum of CRs peaks around 200 MeV, corresponding to a total proton flux of 3000 -4000 particles m −2 sr −1 s −1 GeV −1 . This flux is dominated by galactic CRs in particular in periods of low solar activity. The solar wind decelerates the incoming particles and stops some of those with energies below about 1 GeV. Since the strength of the solar wind is not constant because of changes in solar activity, the level of the CRs flux varies with time (Mewaldt et al. 2010) .
The impact of CRs on the detectors time-ordered data has been observed in previous far-infrared space missions that used bolometers. For example, glitches in the COBE-FIRAS data were identified to be caused by cosmic-particle hits on the detectors as they were not correlated to the pointing of the mirrors (Fixsen et al. 1996) . The number of glitches observed for this experiment was sufficiently small and their removal was not a major problem. Glitches have been also identified in the Herschel Space Observatory both in the SPIRE (spiderweb bolometers operated at temperatures close to 0.3 K; Griffin et al. (2010) ) and PACS (high-impedance bolometers at 0.3 K; Horeau et al. (2012) ) instruments. Two types of glitches have been observed in the SPIRE detector timelines: large events and smaller co-occurring glitches, both associated with the impact of cosmic rays on the arrays. In the PACS instrument, the energy deposited by cosmic rays raised the bolometer temperature by a factor ranging from 1 to 6 % of the nominal value. Moreover, 25 % of the hits depositing energy on the bolometer chips affect the adjacent pixels.
For the purposes of this paper, in particular, we refer to our results on the impact of CRs observed by HFI of Planck. The Planck satellite 1 observed the sky between August 2009 and August 2013 in the frequency range from 30 GHz to 1 THz (Planck Collaboration (2013 results I) 2014). This comprised a telescope, a service module, and two instruments: the HFI and the Low Frequency Instrument (LFI). The HFI operated with 52 high-impedance bolometers cooled to 100 mK in a range of frequencies between 100 GHz and 1 THz. In the CMB channels (between 100 GHz and 300 GHz), the HFI sensitivity per pixel reached exceptional performance corresponding to a 1 http : //www.esa.int/Planck NEP of between 1 − 2 · 10 −17 WHz −1/2 (Planck HFI Core Team et al. 2011) . By contrast, the HFI detectors exhibited a strong coupling with CR radiation, which produces transient glitches in the raw time-ordered information (TOI) with a rate of about 1 Hz and a template that can be fitted by a sum of various firstorder, low-pass filters with a main time constant between 4 and 10 ms plus low time constants up to 2 s. Flight data from HFI and ground tests provided strong evidence that the dominant family of glitches observed in flight are due to CR absorption by the silicon substrate on which the HFI detectors reside (Catalano et al. 2014a; Planck Collaboration et al. 2014a ). Glitch energy is propagated to the thermistor by ballistic 2 phonons, with nonnegligible contribution by thermal diffusion. The average ratio between the energy absorbed per glitch in the silicon wafer and that absorbed in the bolometer is, in this specific case, about a suppression factor of 650 (Catalano et al. 2014a ).
Lumped element kinetic inductance detectors
For a complete review of the KID theory, we suggest Zmuidzinas (2012) and Doyle (2008) . Here we briefly describe the LEKID principle. Arrays are based on a series of LC resonators fabricated from superconducting strips that are weakly coupled to a 50 Ω feed-line. The absorbed photons change the Cooper pairs (lossless carries) density producing a change in both the resonant frequency and the quality factor of the resonator. This device acts directly as the absorber of photons at hundreds of GHz. We adopted dual polarisation LEKID designed based on a Hilbert fractal pattern for both of the arrays tested in this work (Roesch et al. 2012 ). Each pixel is composed of a meander inductor and an interdigitated capacitor. The geometrical characteristics of the pixels are presented in Tab 1. The 2 mm array is made of 132 pixels obtained from 18 nm aluminium film on a 300 µm HR silicon substrate. In the case of the 3 mm array, since the frequency range below 110 GHz is not accessible using aluminium thin films because of the superconducting gap cutoff, we used bi-layer titanium-aluminium films. A more detailed explanation of this innovative solution is presented in (Catalano et al. 2015) .
Performance testing
The LEKID arrays are cooled at a base temperature of 100 mK in a closed-cycle 3 He -4 He dilution cryostat designed for opti-2 Ballistic conduction is the unimpeded flow of energy that carries charges over large distances within a material. cal measurements. The cryostat hosts two independent RF channels, each one equipped with a cryogenic low-noise amplifier. As KIDs are sensitive to magnetic fields, two magnetic shields were added to reduce this noise source: a mu-metal enclosure at 300 K and a superconducting lead screen on the 1 K stage. The experimental tool is optimised to work under low optical background representative of the in-space sky emission at 100 GHz and 150 GHz. The desired optical background was obtained using a testing device called Sky Simulator (SS). This device was originally built to mimic the typical optical background for the NIKA instrument at the IRAM 30 m telescope in Pico Veleta and rescaling it by regulating the diaphragm of the 100 mK lyot stop (Catalano et al. 2015) . The spectral response of the detectors is measured with a Martin-Puplett interferometer (Durand 2007) . The pixels are back-illuminated through the silicon wafer. We use a back-short cavity situated at an optimised distance, of 750 µm for the 3 mm array and 600 µm for the 2 mm array, to maximise the absorption of photons ( Fig.1 left panel) . For the CR impact characterisation measurements, we drilled the backshort in the centre as shown in Fig.1 right panel. We summarise the main characteristics of the experimental set-up in Tab 1.
Optical response and Noise equivalent power
The optical responsivity, proportional to the frequency shift of each resonance, was measured using a vector network analyzer (VNA). The spectral response and noise was characterised with NIKEL electronics (Bourrion et al. 2012) , which was successfully used during several NIKA observing campaigns. We perform frequency sweeps to measure the LEKID arrays transfer function for various SS background temperatures from 80 to 300 K. The frequency shift averaged across all the pixels correspond to about 27 kHz and 50 kHz for the 3 mm and 2 mm arrays, respectively, with a dispersion between detectors of about 30 %. We performed an optical simulation of the system accounting for the absorption, reflection, and emission of the polyethylene lenses and the diffracted beam, which that is due to the cold aperture stop at 100 mK, to estimate the optical background on the focal plane (Catalano et al. 2015) . The results of this simulation were validated by comparing the optical background on NIKA Al arrays for laboratory tests to that measured at the 30 m IRAM telescope. Considering the complexity of the set-up, however, we estimate the level of uncertainties to be about 50 %. If we set the size of the cold aperture equal to 20 mm (resulting in nine times less optical background on the pixels then original condition) and we change the SS temperature from 40 K to 300 K, we can calculate the corresponding variation in optical power per pixel to about 0.6 pW for the 3 mm array and 1.8 pW for the 2 mm array.
The spectral noise density, Sn(f) (in Hz/ √ Hz), is calculated at a fixed SS temperature of 80 K via NIKEL electronics. Correlated electronic noise is removed by subtracting a common mode. This is obtained by averaging the time-ordered-data (TOD) of all of the detectors in the array. The resulting tem- plate is fitted linearly to the TOD of each detector. The best fit is then subtracted from the detector TODs. After de-correlation, the spectral noise density is flat in a band between 1 and 10 Hz and equal to about S n( f ) = 0.8 − 2 Hz/ √ Hz for the two arrays. We can compute the NEP as
The left panel of Fig 2 shows the distribution of the NEP for the 3 mm (red) and 2 mm (blue) arrays. The estimation of the required NEP depends on the particular working conditions of the instrument (e.g. spectral bandwidth and pixel size with respect to the telescope size). For the goals of this paper, we compare our results to a reference goal that has been defined as NEP GOAL ≤ 2 · NEP phot , where NEP phot is photon noise that comes from the fluctuations of the incident radiation, as well as the goal chosen for the HFI detectors (vertical red and blue dashed lines in Fig 2) . The right panel of Fig 2 shows the corresponding normalised spectral response of the two arrays. The averaged NEP over the entire array is about twice the goal for both arrays and the best pixels approach the goals by few tens of percent.
Glitch characterisation from ground measurements
We used the same 2 mm LEKID array kept under the same optical background conditions for this test. We add an americium alpha particle source ( 241 Am) at a distance of about 600 µm. The alpha particles hit the array on the front side (see Fig 1,  right panel) . The 241 Am source produces 5.4 MeV alpha particles, which are absorbed completely in the 300 µm silicon wafer. To rescale the absorbed energy to that corresponding to the pic of the in-space CR spectrum, we set a 10 µm copper shield in front of the source. This allows the reduction of Americium alpha particle energy to normal distribution centred at 630 keV with a 30 keV 1 σ dispersion (resulting from a Geant-4 simulation). This energy corresponds to the energy absorbed in the silicon wafer by a 200 MeV proton, which is the particle most typical of CRs at the second Lagrangian point. We performed a read-out of the LEKID array with the NIKEL electronics tuning the sampling frequency between 20 to 500 Hz. The main results of the test are described below.
-Suppression Factor: As expected, the observed glitches are mostly constant in amplitude. This is because of the slightly fixed point-of-contact and impinging energy. Starting from the NEP measured in the previous section and the LEKID time constants measured in Sec 4.2.1, we derived calibration factors (in units kHz/keV) as a function of the sampling frequency. Results are presented in Tab 2. This allows us to derive a suppression factor χ, which is defined as the ratio between the deposited energy and actual energy detected by the LEKID. This quantity is calculated as
where Amp is the maximum amplitude detected for each pixel measured in Hz, C is the calibration factor, and E α is the deposited energy of the α particle (630 keV). We calculated the suppression factor at around 2000 and this value is nearly constant (as expected) for different read-out sampling frequencies. We estimated the variability of the suppression factor through the different pixels to be equal to 35%. This means that when the particle hits the silicon very close to a LEKID, only 0.05 % of its energy is transferred to the detector. The derived suppression factor is about three times larger then that measured between the silicon wafer and the high-impedance bolometers of HFI. Table 2 . Calibration factor derived from measurement for different read-out sampling frequencies. 
Physical interpretation
In parallel with the tests performed in typical space conditions (e.g. sampling rate and background), we performed measurements dedicated to characterising the interaction of particles with LEKID detectors arrays using faster read-out electronics (Bourrion et al. 2013) . This version of the electronics can acquire data fast enough to properly interpret the physical processes (D'Addabbo et al. 2014) . The sampling rate can be tuned from 500 kHz to 2 MHz for a maximum of 12 channels over 500 MHz bandwidth. For these tests we used a Cadmium source that produces 25 keV X-rays and can impact all the detectors of the array with the same probability. If we analyse the observed glitches per detectors, two families of events can be isolated. The first family (Fig  4, left panel) peaks at an amplitude of between 12 and 14 kHz and corresponds to about 60 % of the glitches. This family can be represented by a double time-constant model (i.e. the faster between 10-15 µs and the slower between 80-100 µs). The second family of glitches peaks at a lower amplitude (less then 10 kHz) and contains about 40% of the glitches. These glitches agree reasonably well with a single time-constant model with the same slower 80-100 µs time constant as the first glitch family. A possible interpretation of these two time constants is presented below.
-Fast time constant: the dynamic response of a LEKID is determined, among other things, by the quasi-particle lifetime 3 (Barends et al. 2008 ). This represents the time occurring between quasi-particle creation and their recombination into Cooper pairs following an excitation (phonon or photon) exceeding the superconducting gap. This time constant varies as a function of local quasi-particle density, meaning that we expect to have faster time constants for higher working temperature of the device or for stronger signal. Moore et al. (Moore et al. 2012) have shown that this time constant is equal to about tens of microseconds for low-temperature aluminium film KID fabricated on a silicon substrate. The measured fast time constant of the first family of glitches is compatible with this process. -Slow time constant: as we observed for spider-web bolometers, particles hitting the silicon wafer produce ballistic phonons that can propagate unhindered through the crystal over large distances (up to centimetres (Holmes et al. 1998) ). Typically, ballistic phonons decay within hundreds of microseconds into thermal phonons that cannot be sensed by LEKID detectors because their energy is lower than the superconducting gap. The slower time constant observed might be ascribed to this process.
Starting from this interpretation, we can explain the observed two families of events with the X-ray distance of impact with respect to the considered detector. Rescaling the results of the previous section, at this energy (25 keV) and at this read-out rate, an X-ray hitting the silicon wafer should produce a measurable signal (5 σ) on about nine detectors. When the X-ray impacts the silicon wafer close to the considered detectors, the time constant related to quasi-particle lifetime dominates in amplitude and therefore can be resolved; otherwise only the time constant related to the ballistic phonons propagation can be isolated.
Simulation of the impact of cosmic rays in a LEKID array placed at L2
Starting from the results of the previous section, we developed an analytical model to rescale the results to what we would obtain if such a LEKID array would be operated at the second Lagrangian point. Using this model we can simulate a realistic timestream. In the following subsections, we describe the model and the generated timestream.
Toy proton model
We consider a solid square box made of silicon with the same volume of the tested LEKID arrays. We also consider that each detector has a surface equal to 2x2 mm 2 . The inputs of the model are:
-geometrical parameters of the LEKID array; -stopping power function and density of the silicon; -energy distribution of CRs at the second Lagrangian point; -ratio between the absorbed energy in the substrate and the energy detected by the LEKID (suppression factor χ).
From the literature, we know the energy distribution of the proton at L2:
where β is equal to 0.8. In the energy range of interest we can fit the stopping power function as a power law considering an impact angle equal to θ. We obtain therefore the generic absorbed energy as a function of the proton energy and the impact angle
Where E p + o is the reference proton energy,
is the reference absorbed energy for an orthogonal impact with ρ sil the density of the silicon, d is the thickness of the silicon die, and S P(E p + o ) is the stopping power function calculated at a reference proton energy. By integrating Eq. 2 over the solid angle, surface, and integration time and considering the suppression factor, we obtain the energy absorbed in the detector,
where A is the surface of the silicon wafer impacted by a CR, ∆t is the integration time, and χ is the suppression factor. In Fig 5 we show the spectrum obtained from Eq. 3 compared to a glitch spectrum measured from a typical 143 GHz in-flight HFI bolometer.
Simulation of LEKID time-ordered data
Starting from the distribution of the glitches absorbed energy induced by CRs, we simulated timestreams of LEKID data in the absence of sky signals. We added CR events to a realisation of noise with a standard deviation σ given from the expected photon noise level with an average of 0.3 pW. As already shown from laboratory measurements, the LEKID detectors have an unresolved time constant, so we consider that each glitch affects only one point of data. The main results we can derive from this simulation are: -Data loss: As shown Fig 6, the CRs generate a rate of glitches of about 1.8 Hz, which is larger than what was observed in-flight on a typical Planck HFI bolometer. This is because, as described in Sec 4.2, the affected surface of the silicon wafer following a CR impact is about 1.4 cm 2 , which is about twice that of the HFI bolometer silicon wafer. On the other hand, the time constants of the glitches are unresolved for sampling rates up to 500 Hz. The percent level of the flagged data due to the de-glitching is therefore about 1 % compared to about 12-15 % for Planck HFI bolometers. -Glitch residual contamination: One of the main differences in comparing the HFI bolometer glitch impact and the LEKID array glitch impact is that for LEKID arrays, all detectors share the same substrate, while HFI bolometers are fully independent. As a consequence, CR impacts affect a surface of about 1.4 cm 2 in LEKID arrays giving a larger number of glitches per detectors. All of the residual glitches (below 5 σ) increase the rms noise by a factor of about 3%. In terms of non-Gaussianity, we expect glitches to induce non-Gaussian features in the TOD. This is shown in the left panel of Fig 7, where we present the one-dimensional (1D) distribution for simulated TODs with (red) and without (blue) glitch contribution, assuming Gaussian detector noise at the photon noise level. Glitches show up as a positive tail with skewness and kurtosis more than 44 σ away from that expected for the Gaussian noise. These non-Gaussian features observed in the TODs are significantly reduced when they are projected to construct maps of the sky. This is because the noise per pixel in the map is expected to decrease with the square root of the number of TOI samples per pixel, √ (N hits , while the glitch contribution decreases with N hits . We project the TODs simulated above onto sky maps to test this hypothesis. We assume a 2.5 year space mission and a typical sky pixel map size of 1 arcmin, which corresponds to Nhits = 150 samples per pixel for a Planck-like sampling rate. We find that the glitch contribution leads to non-significant, nonGaussianity in the final maps, as the skewness and the kurtosis is less than 0.23 σ away from that expected for the Gaussian noise. This can be observed in the right panel of Figure 7 where we present the 1D distribution of the pixel values for the projected sky maps in the case of noise only (blue) and noise and glitches (red) simulations.
Conclusion
We have shown that LEKID arrays originally designed for ground-based measurements behave adequately in space-like conditions. Under space typical background conditions, the LEKID arrays show NEPs that are close to the CMB photon noise. Furthermore, although these arrays show a CR impact rate that is larger than HFI detectors, they present extremely short glitch time constants (not resolved up to 500 Hz sampling frequency) compared to the HFI bolometers time constants (from 5-10 ms up to 2 s). This makes the percent level of the flagged data due to the de-glitching of about 1 % compared to about 12-15 % for Planck HFI bolometers. Residual glitches (below 5 σ) add no significant contributions to the noise rms (less than 3 %) and have negligible impact on non-Gaussianity studies.
Starting from these promising results we think that the sensitivity could be improved by optimising, principally the resonator coupling to the RF feed-line, the meander geometry, and superconducting film thickness.
In addition, the contribution from correlated electronic noise needs to be investigated in more detail to evaluate possible residuals after using standard map-making algorithms and/or decorrelation techniques for CMB science.
