Abstract-The bandwidths of wireless communication technologies have grown fast in recent years. Thus, more users access wireless networks and experience various network services in their daily life. As plenty users and various services coexist in networks, many strategies will deeply affect system performances. Scheduling is absolutely one of these important strategies. A good scheduling strategy can significantly improve network system performances in terms of throughput, delay time and so on. From users' point of view, an elaborate scheduling strategy can also greatly enhance the quality of network services so that users can enjoy better network services. At the critical moment that wireless technologies will stride toward nextgeneration, to design good scheduling schemes for LTE is necessary and urgent. Therefore, in this paper, aiming at LTE, we propose an efficient scheduling scheme to improve the performance of LTE. We take into account the real-time multimedia transmission, which has stricter QoS requirements to design our scheduling schemes. Overall system throughput and fairness are also considered in this paper. The scheduler will be devised according to the characteristics of downlink/uplink transmissions in LTE. The goals of the proposed scheduling scheme are (1) avoiding service disruptions (2) keeping fairness (3) improving system throughput (4) reducing delay time.
INTRODUCTION
With the development of wireless technologies, more and more users are used to access Internet via wireless communications no matter where they are. Adopting their personal devices such as smart phones and laptop computers, users can share information or demand data without the tangle of cables. The convenience of wireless networks motivates the rise of network services and then increases the requirement of network capacities. Improving network capacities in terms of data rate, transmission delay, is always one of major challenges for researchers in the fields of telecommunication and networking. For this reason, 3GPP has devoted to design a novel and efficient protocol, named Long Term Evolution (LTE), which is regarded as one of the probable candidates for 4G. The main targets of LTE include peak data rate higher than 100Mbps, latencies less than 10 ms in user plane and 100 ms in control plane, etc. Table I summarizes the main performance requirements of LTE.
Technical advance and maturity in LTE has claimed the dawn of a new generation of communication networks. With enlarged access range and broadened bandwidth, users are capable of keeping connected anywhere and anytime, and enjoying high quality service on the move. Such a vision will be confronted by a number of technical challenges before fully fulfilled.
Despite the improvement of LTE in network capacities, it is still difficult to guarantee the qualities of services under the environments with large number of subscribers. Therefore, to efficiently make use of resources defined in LTE remains a good strategy to gain better network performance. In this paper, we propose a novel scheduling algorithm for LTE to provide better network services. The reasons why we aim at LTE to design the corresponding scheduling algorithm include:
• LTE has promised to provide users with considerable data rates. A deficient scheduling algorithm would lead to more serious resource wastage in the network with better capacities.
•
As showing in Figure 1 , both frequency domain and time domain division can be achieved in LTE, which means that the resource utilization in LTE is more flexible than in other previous protocols. These two reasons motivate us to design a well scheduling algorithm to make good use of the benefits of LTE.
Throughput and fairness are two indexes usually adopted to evaluate a scheduling algorithm. However, the tradeoff between system throughput and user fairness is a well-known challenge and has been studied for a long time. A scheduling algorithm aiming at maximizing the system throughput may lead to starvation of users with lower received signal strength. A fair scheduler may spend more resources to take care of users at the coverage border of the eNodeB and may diminish the bandwidth efficiency.
In this paper, the scheduling algorithm is proposed to balance the tradeoff between system throughput and fairness and to maintain better qualities for services with time constraints. Taking the characteristics of LTE into account and benefiting from its flexibility, the proposed algorithm can assign a resource block to a suitable user so as to maintain better system throughput. On the other hand, for the users with packets tend to expire, the proposed algorithm can assign additional resource blocks which lead to less impact on the system throughput to them so that the packets may be transmitted on time. In addition, we design the scheduling algorithm in a cross-layer manner to cope with the rapid variation of channel state. The cross-layer cooperation scheduler takes into account both states of eNodeB and UE, and involves the considerations of CQI [1] [2], queue length, bit error rate, priority, and so on, to catch the immediate states of both sides. Therefore, the proposed scheme can well response to the changes of network states and can maintain better performance.
The remainder of this paper is organized as follows. In Section 2, we introduce some representative works related to our study. In Section 3, we detail the methodology of the proposed scheduling algorithm. The performance of the proposed algorithm is evaluated by simulations, and the results are given in Section 4. Finally, we draw some conclusions of our findings in Section 5.
III. RELATED WORKS
Many works related to scheduling have been proposed. The objectives of these works are usually quite different. A scheduling algorithm may be designed to improve the system throughput, shorten the transmission delay, or maintain the fairness among users. However, these objectives are often in conflict with the others. It is difficult to achieve two or more objectives in a single algorithm.
Some works consider the delay as the major concern of the scheduling algorithm such as the largest weighted delay first algorithm (LWDF) [3] , delay threshold priority queuing algorithm (DTPQ) [4] , and earliest deadline first (EDF) [5] . Trying to shorten the average delay in the network, these algorithms adopt the delays to determine the priorities of users. The longer delay a user has suffered, the higher priority the user receives. Therefore, real-time services can benefit from this kind of algorithms. There are some works trying to treat each user fairly. The fairness is the major consideration of these works [6] - [14] . Some of these works [11] - [14] are designed for LTE. However, each UE would have different channel quality according to its position and mobility pattern. When fading, interference, and distance are taken into account, a scheduling algorithm is difficult to let the users have equal performance in wireless networks. Therefore, these works usually try to maintain the proportional fairness among users. Aiming at the overall system throughput, some works [15] - [18] give higher priorities to the users whose channel qualities are better than others. Therefore, the resources would be occupied by the users near to the eNodeB. Users far away from eNodeB may starve due to their poor signal-to-noise ratios. The philosophy of these works is completely different from the works aiming at user fairness.
Some works [19] [20] apply the concept of cross-layer cooperation to improve the performance of LTE. Authors of [19] design a cross-layer approach which combines the functionality of MAC layer and the physical layer to reduce the power consumption of LTE. The work in [20] focuses on improving the service quality of video streams in LTE and proposes a cross-layer scheme. In this scheme, according to the channel quality, the application layer is responsible for coding video frames and the physical layer is responsible for determining the modulation and coding scheme.
IV. CROSS-LAYER DUAL DOMAINS SCHEDULER
Aiming at 3GPP Long Term Evolution, we propose a novel scheduling algorithm, named cross-layer dual domain scheduler (CDDS), to pursue better performance in LTE. From the point of view in application layer, we adopt scalable video coding (SVC) as the example in the following description. SVC divides a video frame into one based layer and multiple enhanced layers. The based layer includes the most important information of the original frame and must be received by a client for decoding the frame. An enhanced layer may contain more detailed information than a based layer but is not indispensable. The SVC can determine how many enhanced layers should be transmitted in light of the network states. We would like to note that the proposed algorithm is not limited to the traffics of SVC. Common traffics also can benefit from CDDS to gain better performance.
In the proposed CDDS, the statuses of the physical layer and the data-link layer are taken into account to improve the system performance. In addition, not only the statuses at the eNodeB but also the statuses at the user equipment are considered in CDDS. As showing in Figure  2 , the physical layer in CDDS is responsible to monitor and information than a based layer but is not essential. The SVC can determine how many enhanced layers should be transmitted in light of the network states. We would like to note that the proposed algorithm is not limited to the traffics of SVC. Common traffics also can benefit from CDDS to gain better performance.
In the proposed CDDS, the statuses of the physical layer and the data-link layer are taken into account to improve the system performance. In addition, not only the statuses at the eNodeB but also the statuses at the user equipment are considered in CDDS. As showing in Figure  2 , the physical layer in CDDS is responsible to monitor andreport the channel conditions. A user equipment estimates the received signal strengths and the noise levels by listening the cell-specific downlink reference signals from its attached eNodeB. After estimating the channel statuses, the user equipment presents these information as a Channel Quality Indicator and reports to its attached eNodeB. Besides reporting the channel conditions, the user equipment also reports some information of the datalink layer to the eNodeB such as propagation delays and its queue length. According to the propagation delays and the queue length, the eNodeB can determine whether a packet will be overdue or not. Note that the queue lengths, for some services such as video streaming, present how many packets can be consumed by the applications. In other words, the lifetime of the packet in the front of the queue at the eNodeB is determined by the queue length at the UE. The packet loss rates, propagation delays and queue lengths can be reported to the eNodeB by way of the uplink L1/L2 control signal specified in LTE standard.
A. Considerations of CDDS
In CDDS, we utilize following information to capture the network states: channel quality between a UE and the attached eNodeB, the loading of the eNodeB, propagation delay and bit error rate, packet loss rate, the queueing delay in eNodeB, traffic priority and packet lifetime, and the queue length in UE.
Now we detail how to use these information to adapt the proposed CDDS.
• Channel quality between a UE and the attached eNodeB: Channel quality is one of major factor directly affecting the network performance and can be estimated in the form of signal-to-noise ratio (SNR). 3GPP also defines a signal, named
Channel Quality Indicator (CQI) to periodically measure the channel quality between a UE and its attached eNodeB. CDDS can benefit from the CQI signaling to let eNodeB know the channel qualities for all UEs and then adapt the scheduler to take care of users and possibly maximize the overall system throughput. For a UE, the eNodeB can estimate the CQI in each resource block to see which resource block is more suitable for the UE. Furthermore, thanks to the adaptive modulation and coding (AMC), a good function in LTE, eNodeB can determine the most suitable modulation and coding schemes for UEs and can evaluate the achievable maximum throughput of each resource block. Therefore, CDDS then can arrange resource blocks to maximum the system throughput as possible. • The loading of the eNodeB: The transmission opportunity, named resource block in LTE, is defined by both time and the frequency. A resource block occupies 180kHz bandwidth and lasts 0.5ms. An eNodeB can assign one or more resource blocks to each UE in each round of scheduling. If the total demanded resources of UEs do not exceed the capacity of the eNodeB, the scheduler can assign just enough resource blocks to UEs which report lower CQIs and give more resource blocks to UEs with better channel qualities to enhance the overall system throughput. An eNodeB can know its loading in terms of the number of connections and the requirements of UEs.
• Propagation delay and bit error rate: The bit error rates are measured at UE side and reported to eNodeB. An eNodeB can adjust the modulation and coding scheme for a UE when the estimated channel quality is inconsistent with the reported error rate. Furthermore, to predict whether a packet can be successfully transmitted during its lifetime, eNodeB should gather the propagation delay of each UE. The propagation delay can be measured when the eNodeB receives an acknowledgement from the UE.
• Packet loss rate: A packet loss, different from a bit error, means that a node receives a packet which contains too many error bits to reconstruct by the FEC function or never receive a certain packet. It may be caused by the poor channel qualities or a collision. An eNodeB can calculate the packet loss rate according to the number of retransmission requests from a UE. The packet loss rate presents not only the channel statuses but also the collision problem. The bit error rate only reflects the channel quality when the quality is not so poor that a station cannot receive any bit of a packet. The eNodeB can adjust the modulation and coding scheme or assign different resource blocks to a UE according to its packet loss rate.
• Queueing delay in eNodeB: A packet would suffer a serious delay when the load of the eNodeB is heavy. In the situation, many packets are buffered in the queue of the eNodeB and wait to be transmitted. The waiting time, referred to as queueing delay, is usually the major latency during transmission when the eNodeB is busy. CDDS estimates the queueing delay for each packet to see whether it may expire or not and then give it an applicable precedence to be transmitted.
• Traffic priority and packet lifetime: Each traffic type has the congenital priority. The higher priority the traffic is, the more transmission opportunities it receives. However, the traffic with higher priority usually means that its packet lifetime is shorter and need to be treated more quickly. For example, some real-time services, such as VoIP and video conferences, have strict delay constraints.
• Queue length in UE: Differing from real-time services, some service, such as video-on-demand (VOD), do not have primitive time constraints. The delay constraints of the packets belonging to such services are determined by the time when the packet will be consumed at the UE. For example, a packet containing the based layer information must be received before the program of the UE tries to decode and play it. If there are still many based layers in the buffer of UE, the eNodeB can transmit the next based layer later. Suppose that stands for the number of based layers in UE's buffer and is the amount of based layers the UE program needs to consume per second. The lifetime of the packet containing the next based layer information, , can be as following:
According (1), we can see that the lifetime of the next based layer information is determined by . Therefore, for a streaming service, the queue length in UE is an essential information for determining the packet lifetime. For this reason, a UE is endowed with the duty to report its queue length to the eNodeB in CDDS. The signaling between UEs and the eNodeB is shown as Figure 2 .
After obtaining related information mentioned above, the eNodeB can assign resource blocks to each user equipment according to the QoS requirements and current network statuses. As mentioned previously, a resource block in LTE is determined by the time and frequency domains, which is a 0.5ms transmission opportunity over 180-kHz bandwidth. LTE provides flexible arrangement of the resource blocks to meet different QoS requirements and to adapt to rapidly changed network conditions. An eNodeB assigns at least two resource blocks to a user equipment, which is named resource block pair in LTE. In addition, as showing in Figure 3 , an eNodeB is allowed to arrange discontinuous resource blocks in both time and frequency domains to a user so that the scheduler of LTE is very elastic. Due to the flexibility of the resource assignment in LTE, a well-designed scheduler can gain better performances in terms of throughputs, delays, and error rates.
In this paper, both the frequency domain and the time domain are considered to design our scheduling algorithm. However, the considerations in the time domain and in the frequency domain are quite different. Therefore, the scheduler of an eNodeB is separated into the time domain (TD) scheduler and the frequency domain (FD) scheduler in CDDS. In the time domain scheduler, the main concern is the packet lifetime. An urgent packet can obtain resource blocks which are advanced in the time domain. A packet with longer lifetime may be assigned later resource blocks in the time domain or even be scheduled in the next round. Differing from the time domain scheduler, the frequency domain scheduler takes into account the channel conditions of the user equipment such as the received signal strength and the noise strength to assign suitable bands to a UE so as to satisfy the QoS requirements of the user equipment and maximize its throughput.
However, the decision order of the time domain scheduler and the frequency domain scheduler may influence the system performance. If the time domain scheduler makes the decision before the frequency domain scheduler, the time constraints of packets can be satisfied. In this situation, however, stations with urgent packets would occupy resource blocks which are more suitable to other stations. For example, a station with an urgent packet obtains a resource block, but it is far away from the eNodeB so that the throughput of the resource block is decreased. In the worst case, the transmission may fail due to the weak signal strength. If the frequency domain scheduler makes the decision before the time domain scheduler, each resource block can be assigned to the most suitable stations in terms of channel conditions. The system throughputs can be maximized and the packet loss rate and bit error rate can be reduced. However, the time constraints of real-time services may not be satisfied. Aim at this trade-off, we design a novel scheduling algorithm to satisfy the time constraints of packets and to maximize the system throughput as possible. The details of the proposed algorithm are present in following section.
B. Scheduling Algorithm Design
Suppose that the signal-to-noise ratio of the resource block j for the UE i at the observing time t can be expressed as following:
where P is the transmission power of the eNodeB, G stands for the power gain, k is the total number of resource blocks, I and N o
are the interference and noise respectively. At first step, as showing in (3), we seek the UE x which has the highest SNR for a certain resource block and temporarily assign the resource block to the UE to maximize the system throughput. By doing so, as showing in (4), the resource block j is temporarily assigned to UE x when x satisfies (3).
In (4), presents the identity of the UE having the highest SNR for resourcr block j. So we can obtain the set C:
Secondly, the eNodeB checks the lifetimes of packets in its buffer. If there is no packet tends to expire, or all UEs with packets tend to expire are listed in set C, CDDS will assign resource blocks to UEs according to (5) . However, if any UE with packets about to expire doesn't appear in set C, CDDS would seek one or more suitable resource blocks for it. Suppose that L is the set of UEs with packets tending to expire, CDDS tries to seek resource blocks for the UEs in the set Y:
In this case, as shown in (7), CDDS finds out the resource blocks which are not assigned to the UEs in L and cause the least loss in term of system throughput for the n-th UE in Y. Finally, as showing in (8), CDDS assigns this resource block to the n-th UE in Y.
By doing so, CDDS can take care of the packets with delay constrains and can increase the system throughput as possible.
The methodology of the proposed CDDS can be implemented not only in downlink transmission but also in uplink transmission. The Figure 4 shows the signals when CDDS is adopted in uplink transmission.
As showing in Figure 4 , UEs should report their statuses to their attached eNodeB so that the eNodeB can recalculate the scheduling algorithm for them. After listening the cell-specific downlink reference signals from its attached eNodeB, a UE estimates the received signal and noise strengths, and then reports these information to its attached eNodeB by sending a Channel Quality Indicator. Other information, such as propagation delays, the queue length, even the energy level, can be reported to the attached eNodeB by way of the uplink L1/L2 control signal.
V. SIMULATION RESULTS
In order to validate the performance of the proposed scheduling algorithm, we introduce some simulation results in this section. Because CDDS is designed to balance the tradeoff between the system throughput and the fairness, we compare the performance of CDDS with the maximum throughput and proportional fair algorithm, the typical algorithms concern for the system throughput and the fairness respectively. Figure 5 shows the scenario of our simulations. Following 3GPP release 9, the instantaneous downlink peak rate is 100 Mbps in a 20MHz spectrum. The number of UEs attaching to the eNodeB is from 10 to 100. Each UE is served by its corresponding server which locates in a wired domain. A Half of servers transmit video streams to their users. The applications at UEs start to consume the data 10 seconds after the beginning of the simulations. The other servers transmit voice data with 150ms time constraint to their users. Simulation parameters are summarized in Table II . Figure 6 shows the overall throughput of the eNodeB. We can see that maximum throughput algorithm has the highest throughput. This phenomenon is more obvious when the number of UEs increases. When there are less UEs in the network, the total traffics may less than the system capacity and the overall throughput of the eNodeB is dominated by the total traffics. As the number of UEs increases, the system throughput tends to the peak data rate of the eNodeB. The maximum throughput algorithm may provide all resources to the UE with the best channel quality so that it has higher throughput than the others. In the other hand, the proportional fair algorithm may spend more resources to take care of UEs with lower channel qualities so that the overall throughput is quite less than CDDS. We can see that the throughput of CDDS is not much different with the maximum throughput algorithm. Figure 7 shows the average delays of the three algorithms. Giving higher priorities to UEs with better channel qualities, maximum throughput algorithm may lead to the starvation problem and may result in serious delays at UEs with worse channel qualities. CDDS is designed with the consideration of packet lifetime so that ithas shorter average delays for packets with time constraints. Figure 8 shows the number of expired packets in each algorithm. Due to the starvation problem in maximum throughput algorithm, the number of expired packets is much larger than the other algorithms, especially when the number of UEs increases. Due to the consideration of packet lifetimes, CDDS has less expired packets than the other algorithms. Figure 9 shows the packet loss rates of three algorithms. Maximum throughput algorithm assigns resource blocks to the UEs which have higher signal-tonoise ratios so that the packet loss rate of maximum throughput algorithm is lower than other algorithms. Proportional fair algorithm gives more opportunities to the UEs which have lower signal-to-noise ratios to maintain the system fairness and results in higher packet loss rate. The proposed CDDS tries to balance the system throughput and the fairness and has a little higher packet loss rate than maximum throughput algorithm.
We turn our attention to the system fairness. In the simulation of the system fairness, the total number of UEs is 100. We arrange 10 UEs at the locations which are 200 meters away from the eNodeB, another 10 UEs at the locations which are 400 meters away from the eNodeB, and so on. The maximum distance between a user equipment and the eNodeB is 2000 meters. The average throughputs of UEs at each location are summarized in Figure 10 . As showing in Figure 10 , maximum throughput algorithm arranges almost all resource blocks to the UEs closed to the eNodeB and results in the starvation problem to the UEs far away from the eNodeB. In contrast to maximum throughput algorithm, the proposed CDDS algorithm and proportional fair algorithm are quite fairer. We can see that the UEs can obtain resource blocks even if the distances between UEs and the eNodeB are far. In other words, the proposed CDDS algorithm and proportional fair algorithm can take care the UEs with lower signal-to-noise ratios. Compared with proportional fair algorithm, we can see that the proposed CDDS algorithm has higher throughputs at each location. The reason is that the proposed CDDS algorithm only assigns resource blocks to the UEs with lower signal-to-noise ratios when their packets tend to expire. In addition, CDDS arranges the resource blocks which have less influence in the system throughput to the UEs with urgent packets. Therefore, the proposed CDDS has higher throughput at each location than proportional fair algorithm. As showing in Figure 6 and Figure 10 , we can see that the proposed CDDS can maintain well system throughput and well system fairness.
The simulation results show that CDDS can have well performance in terms of overall throughput and transmission delay.
VI. CONCLUSION
A novel scheduling algorithm for LTE is proposed in this paper to provide better network services. Taking the characteristics of LTE into account and benefiting from its flexibility, the proposed algorithm assigns each resource block to a suitable user so as to maintain better system throughput. Furthermore, for the users with packets tend to expire, the proposed algorithm would assign additional resource blocks which lead to less impact on the system throughput to them so that the packets may be transmitted on time. The proposed scheduling algorithm is designed in a cross-layer manner to cope with the rapid variation of channel state. It takes into account both states of eNodeB and UE, and involves CQI, queue length, bit error rate, priority, and so on, to catch the immediate states of both sides. Therefore, the proposed scheme can well response to the changes of network states and can maintain better performance.
