Introduction
The majority of life science research is performed on a set of cells assuming homogeneous behaviour among the cells. However, it is well established that cells that are even at close proximity to each other may exhibit heterogeneity at various levels, such as structure, transcription, and epigenetics . Therefore, there is a need for a fundamental paradigm shift towards analysis of single cells both at computational and experimental levels. Such an effort creates a number of challenges, including cell isolation, tracking, labeling, imaging, macromolecule amplification, measurement, and data analysis. The answers to these challenges are often intertwined, e.g., the need for new computational approaches accounting for amplification bias due to the distinctive experimental procedures used for single-cells (Pinard et al., 2006) .
Single-cell analysis becomes especially important in developmental biology as a small number of cells are usually available for analysis and minute spatial and temporal differences lead to significant changes in cell behaviour by virtue of the inherent differentiation process. Single-cell analysis comprises three stages: (i) biotechnological and microfluidics approaches that deal with the experimental phase; (ii) imaging, sequencing, microarray, spectrometry, and other platforms for data acquisition; and (iii) data analysis. In this review, we briefly describe the current techniques, issues, and approaches for the first two stages, and focus on the bioinformatics analysis of singlecells within the context of developmental biology.
In its most general setting, bioinformatics methods are blind to the source of the data implying that techniques developed for a certain type of biological data analysis are not affected if the measurements belong to single cells or bulk cells. Nevertheless, contrary to this notion, single-cell data sets bring about unique properties that require specific attention and there is an increasing interest in developing analysis methods for singlecell bioinformatics (Ning et al., 2014; Roach et al., 2009) . Some of the peculiar features specific to single-cell analysis that warrant specific bioinformatics approaches are: low volume, nonlinear amplification issues (Wu et al., 2014) ; unconventional use of spikeins for normalization due to expression bias (Katayama et al., 2013) ; contamination from neighbouring cells (Harrington et al., 2010) ; the need to account for subtle changes that are more likely to be seen in spatial/temporal separation of single-cells which are inherently related by potentially having originated from the same progenitor cell (Buettner and Theis, 2012) ; models to account for missing data, which is more likely to be seen in single-cell experiments due to insufficient starting material (Buettner et al., 2014) ; and structure identification in low dimensional data (Feigelman et al., 2014) . The last of these features is particularly interesting as it presents a data analysis challenge that is in between the very low dimensional space of the past (e.g., data sets with a handful of gene measurements) and modern-day, high-throughput data sets (e.g., a typical transcriptomic study with tens of thousands of gene measurements). Due to low initial material, nonlinear amplification, contamination, and background noise, single-cell experimental approaches often resort to techniques where one-to-a-few hundred reliable data points are generated. Such data sets require methods that are on neither the very low-or high-throughput end of the data size spectrum.
Experimental Techniques
Techniques such as polymerase chain reaction (PCR), fluorescence microscopy, microarrays, sequencing, and mass spectrometry have traditionally been successfully applied to a collection of cells . Adaptation of these techniques to single-cells is crucial in generating reliable data for bioinformatics analysis. PCR is used for amplification, detection, and quantification of DNA and RNA.
Quantitative reverse transcription PCR (qRT-PCR) is sensitive enough to detect and measure a single mRNA molecule. Multiple genes can be quantified by multiplexing PCR (Stahlberg and Kubista, 2014) . Microfluidic chips can be used to increase the number of quantitative PCR (qPCR) reactions. The samples and gene detectors are mixed combinatorially enabling thousands of reactions to be run in parallel on a single chip (Marcus et al., 2006) . Microfluidic chips can also be used to facilitate single-cell isolation by automating the process and to increase the efficiency of DNA/RNA purification and amplification (Roach et al., 2009; White et al., 2011) .
In addition to techniques like laser capture microdissection (LCM) (Emmert-Buck et al., 1996) , fluorescence-activated cell sorting (FACS) is commonly used for single-cell isolation. FACS is used for single-cell characterization based on features such as size, granularity, and expression levels of proteins that are located on the cell membrane surface. FACS was used to identify hematopoietic stem cells (Spangrude et al., 1988) and to decode the regulatory networks of hematopoietic development (Moignard et al., 2015) . Using DNA binding dyes, FACS can be used to investigate the DNA content of cells to detect genetic abnormalities and to identify stages of the cell cycle in individual cells (Trask, 2002) . FACS can measure expression levels of up to a few tens of surface markers with expression above a certain threshold but it loses the spatial information about cells in their tissue context after sorting .
RNA sequencing is used to estimate gene expression levels by mapping the reads to the coding region of genes and counting the mapped reads . RNAseq can also be used to detect miRNAs, transcript isoforms, and discover previously unknown transcripts and markers requiring a few μg of starting material, rendering a significant amplification challenge in single-cell studies. In a comparative study, a PCRbased amplification method was proposed for total mRNA amplification from an individual mouse blastomere, and sequencing of amplified RNA resulted in identification of 75% more genes than microarrays and more than a thousand unknown splice junctions (Tang et al., 2009) . Application of the same technique to investigate transcriptome changes during embryonic stem cell (ESC) formation from inner cell mass (ICM) in blastocysts resulted in identification of transcript isoforms and miRNAs (Tang et al., 2010) . A recent improvement has been fluorescent in-situ sequencing (FISSEQ), in which amplification of transcripts and fluorescence imaging of the resulting amplicons take place in situ (Lee et al., 2014) . Expression levels measured by FISSEQ were shown to have good correlation with RNA-seq. Although FISSEQ generates fewer reads than RNA-seq, it mainly detects informative genes that represent cell type and function.
Moreover, quantifying RNA expression within the cell provides further biological insights, such as spatial organization of transcripts and live observation of transcript abundance.
Sequencing has been the emerging method for single-cell RNA and DNA analysis (Baslan and Hicks, 2014) . However, single-cell DNA analysis has been more challenging than RNA analysis as the raw material is scarcer and requires a higher degree of amplification. Several PCR-based methods, including primer extension preamplification (PEP) (Xu et al., 1993; Zhang et al., 1992) and degenerate oligonucleotide-primed PCR (DOP-PCR) (Telenius et al., 1992; Wilton et al., 2001) , have been established and evaluated. These methods have limitations, such as limited yield, strong bias, and low genome coverage (Cheung and Nelson, 1996; Coskun and Alsmadi, 2007; Kittler et al., 2002) . Single-cell specific amplification protocols, such as the multiple annealing and looping-based amplification cycles (MALBAC), have been described (Zong et al., 2012) . A non-PCR based whole genome amplification method, called multiple displacement amplification (MDA) has been introduced (Dean et al., 2002) . MDA shows some unique advantages over PCR-based whole genome amplification (WGA), including better fidelity (less error rate), higher average yield from a single-cell (Handyside et al., 2004; Jiang et al., 2005; Spits et al., 2006) , larger amplified DNA fragments, and more uniform representation of sequences. However, MDA can generate a high rate of chimeric sequences (1 per 10kb) (Dean et al., 2002; Rodrigue et al., 2009) and may lead to the amplification of even small quantities of contaminating DNA as well as dimerized primer pairs since random primers are used to initiate polymerization (Binga et al., 2008; Raghunathan et al., 2005; Zhang et al., 2006) . Contamination problems can be addressed by UV treatment of reagents (Zhang et al., 2006) and reducing the amplification volume to a nanoliter scale (Marcy et al., 2007; Wu et al., 2014) . Despite these limitations, the single-cell genomics approach has enabled researchers to: determine population level microheterogeneities , study cell-to-cell interactions (Yoon et al., 2011) , improve phylogenetic resolution of microbial diversity (Heywood et al., 2011) , reclassify an organism (Fleming et al., 2011) , and even study single viral genomes (Allen et al., 2011; Tadmor et al., 2011) . A recent approach is the microwell displacement amplification system (MIDAS), which is a massively parallel polymerase cloning method (Gole et al., 2013) . Single-cells are distributed into thousands of nanoliter wells and their DNA is amplified for shotgun sequencing. It has been shown that MIDAS can reduce the amplification bias as the cloning step occurs in physically isolated nanoliter-scale reactors. Isolation and amplification of single chromosomes from individual cells is also possible. A microfluidic device was developed to separate and amplify homologous chromosomes from an individual human cell in independent chambers. Using this device, alleles of the homologous chromosomes were studied independently .
Imaging
The viewing proteins and cellular components has provided much of the progress in cell biology since the invention of the microscope. Antibody staining has been the common method for visualizing proteins in fixed cells despite issues challenging its reliability (McDonough et al., 2015) . Live cell fluorescence microscopy is one of the most commonly used techniques to track, visualize and quantify dynamic cellular processes in living cells at a molecular level (Chalfie et al., 1994) . Fluorescence correlation spectroscopy (FCS) is used for measuring molecular movement where detection is achieved at single molecule level using a focused laser beam across a minute, defined volume (Singh and Wohland, 2014) . For investigating the quantitative measurements of molecular mobility, kinetics, and translocation mechanisms of target proteins and their subtypes in distinct cellular compartments, imaging techniques such as fluorescence recovery after photobleaching (FRAP) (Staras et al., 2013) , inverse-FRAP, and fluorescence loss in photobleaching (FLIP) are used (Ishikawa-Ankerhold et al., 2012; Shav-Tal et al., 2004) .
The dynamic structure of a living cell and the biochemical events taking place in real time provide insights to the spatiotemporal and biophysical state of the cell.
Segmentation (in combination with surface rendering) and tracking are used for quantitative image analysis and further analysis of kinetic measurements (Gebhard et al., 2002) . To track individual particles that travel independent of one another, single particle tracking methods are preferred (Eils and Athale, 2003) . For the determination of complex movement, optical flow and image registration methods are commonly employed. Optical flow methods estimate the local motion directly from local intensity value changes in image sequences (Amat et al., 2013; Delpiano et al., 2012) . Image registration aims to combine different data sets by projecting them on the same reference coordinate set (Wang et al., 2014) . This helps to identify the local dynamics within a cell by rectifying translational and rotational movements over time. To evaluate diffusion, binding and trafficking in live cells, concentration changes by FRAP and FLIP are generally used as standard methods. In Figure 1 , we summarize the experimental and imaging workflows used in single-cell analysis.
Data Analysis Normalization
One of the first issues in single-cell bioinformatics analysis is the need for normalization due to amplification biases introduced by scarce amounts of starting RNA/DNA material. This challenge should be addressed using a combination of experimental and computational methods. In a study by Wu et. al. (Wu et al., 2014) , amplification methods for RNA-seq were compared using 102 cultured HCT116 single-cell samples. Singlecell RNA-seq data were compared against bulk-cell RNA-seq and multiplexed quantitative PCR data. The results suggest that amplification bias in single-cell RNAseq is reduced, and high quality data is produced when sample preparation is performed in nanoliter-scale reaction volumes using a microfluidics device. Single-cell specific RNA-seq protocols also exist, such as Smart-seq (Ramskold et al., 2012) , Quartz-Seq (Sasagawa et al., 2013) , Strt-Seq (Islam et al., 2011) , and Cel-seq (Hashimshony et al., 2012) , and have significantly improved transcriptome coverage and data quality. Some of these and other similar methods were tested successfully on single mouse oocytes and single mouse embryonic stem cells (Tang et al., 2009) . Other experimental techniques to address amplification bias include the use of External RNA Control Consortium (ERCC) synthetic spike-in molecules (Jiang et al., 2011) and "unique molecular identifiers" based barcoding to estimate the number of transcribed molecules (Islam et al., 2014) .
RNA Sequencing
From the computational end, algorithms deal with unequal sequencing depths and total transcript numbers coupled with amplification bias. Single-cell RNA-seq data obtained from MCF7 cells amplified using in-vitro transcription (IVT)-based linear amplification (Morris et al., 2011) were compared against the corresponding bulk-cell RNA-Seq data (Vassou et al., 2015) . The use of LOWESS (LOcally WEighted polynomial regreSSion) (Cleveland, 1981) and housekeeping-genes-based normalization approaches have been shown to improve the data quality. However, as the use of housekeeping genes requires careful selection of stable expression across samples, it may be better to use the ERCC spike-ins instead. A recently described method, called "remove unwanted variation" (RUV), (Risso et al., 2014) adjusts for technical effects (e.g., disproportion between spike-in read counts and concentrations) by using factor analysis on a subset of suitable control genes (e.g., spike-in or housekeeping) or samples (e.g., technical replicates). The RUV normalization approach has been shown to result in an improved fold change and differential expression analysis. Improvements have been proposed for existing bulk-cell RNA-seq normalization methods, such as SAMstrt, which is tested on mouse embryonic stem cells and fibroblasts that have ~100-fold sequencing depth differences (Katayama et al., 2013) .
Typical RNA-seq normalization methods calculate signal values often represented as fragments per kilobase of transcript per million mapped reads (FPKM), which aim to represent transcript concentrations. A recent method suggests a novel use of ERCC spike-ins for single-cell RNA-seq data by using the FPKM values to model known spikein concentrations (Ding et al., 2015) . This reverse approach is applied by fitting a gamma regression model (GRM) between sequencing reads (e.g., FPKM) and spike-in ERCC concentrations. For each run, the fitted model built using known concentrations is applied to the remaining transcripts to estimate corresponding concentrations. GRM was applied to an RNA-seq data set of four developmental stages (E14.5, n=45; E16.5, n=27; E18.5, n=80; adult, n=46) of individual mouse lung cells. Significant improvements in sample correlations and clustering of individual groups were achieved.
Another peculiarity of single-cell RNA-seq normalization arises from the estimated transcript length. In bulk-cell RNA-seq approaches, full-length transcripts may be used to calculate FPKM values, as this likely represents the mode of the transcript length distribution across the cells. However, in single-cell transcriptomics, expression levels should be normalized using coverage lengths (Ning et al., 2014) as the transcript length is likely to be fixed within the cell.
There are also approaches that incorporate noise models to account for gene expression variability in single-cell transcriptomics. It has been shown that technical noise is higher in genes with low expression levels and a statistical method is proposed to remove this noise to identify biological variation with greater success (Brennecke et al., 2013) . In another study performed on mouse ESCs (Grun et al., 2014) , two types of technical noise were described: random sampling (Poissonian) noise and variability due to sequencing efficiency affecting lowly and highly expressed genes, respectively. Models to quantify and eliminate both noise types have been proposed and the role of culture conditions in expression variability has been established.
Understanding and characterizing the noise sources in single-cell data are still very challenging, and this formed the premise for a study that used highly expressed genes to build a Poisson-beta model to infer the kinetics of gene expression in single-cell RNA-seq . In this paper, the transitions of genes from "on" and "off" states, as well as transcription bursts were modeled for mouse ESC data. The resulting kinetics was confirmed by measuring consistency with PolII binding and chromatin modification. The algorithm Monocle was also developed to infer gene expression kinetics from single-cell RNA-seq data (Trapnell et al., 2014) . In this approach, high-dimensional transcriptomic data is reduced to a lower dimension using independent component analysis. A minimum spanning tree is built using cells as the nodes and the longest path in this tree is considered as the most viable trajectory, which is used to infer expression kinetics and reveal the dynamics of cell fate decisions. For a more in-depth coverage of single-cell transcriptomics, we refer the reader to two recent review articles (Kolodziejczyk et al., 2015; Stegle et al., 2015) .
DNA Sequencing
Amplification bias in DNA sequencing affects bioinformatics approaches that deal with sequence assembly and algorithms that call single nucleotide polymorphisms (SNP), copy number variations (CNV), and structural variants (SV). Although methods like MDA and MALBAC offer improvements, single-cell genome coverage is still too low (~25x, 75% coverage) compared to its bulk-cell counterpart (~4x, 90% coverage) (Zong et al., 2012 ). An important statistical inference is estimating the coverage in single-cell whole genome sequencing. In a recent method, a compound Poisson model for sequencing followed by an empirical Bayes estimator for coverage was proposed (Daley and Smith, 2014) . The proposed method can be used prior to deep sequencing to estimate the coverage performance of the intended experimental workflow with shallow sequencing.
Another challenge in single-cell whole-genome sequencing is posed due to a phenomenon called "allele dropout" (ADO), which is defined as loss of heterozygosity due to amplification failure of one of the two alleles. ADO rates can be as high as 60% for single-cell DNA sequencing studies and specifically affect variant-calling algorithms (Ren et al., 2007) . Although there are no specific algorithms for SNP calling for singlecell DNA sequencing, bulk-cell SNP-calling algorithms are used in conjunction with microarray-based SNP detection to improve fidelity (Ling et al., 2009) . The current false positive rate for single-cell SNP calling is estimated at around 5% (Ning et al., 2014) .
There are, however, single-cell specific CNV-calling algorithms, which generally increase the bin size to a few kb (as opposed to a few hundred bp seen in bulk-cell sequencing) and use varying bin sizes (Baslan et al., 2012; Navin et al., 2011) .
Assembly of whole genome sequencing has received less attention than variant calling in developmental biology, as the reference genomes of the model organisms are already well established. Single-cell genome assembly is challenging due to the highly non-uniform coverage. Techniques exist to address low-coverage regions by using a dynamic cut-off to prune contigs from the de Bruijn graph of individual assemblies (Chitsaz et al., 2011) and tree-based decision systems that choose the best workflow through combinatorial testing of different stages of single-cell genome assembly (Harrington et al., 2010) . Another algorithmic question arises from the need to construct a phylogeny-like similarity tree that exhibits genomic mutational changes along different temporal and lineage groups of single cells. Although more relevant in areas such as cancer than in development, a recent method provides an evolutionary mutation tree based on single-cell sequencing data (Kim and Simon, 2014) . Using a likelihood function to incorporate ADO, mutations between pairs of samples are obtained. A Bayesian approach is applied to identify mutation ordering, and finally a minimum spanning tree algorithm is used to find the final tree, which is the maximum likelihood tree depicting the order and estimated time of mutations along its branches. The algorithm was successfully applied to data from exome sequencing of 58 single cells of an essential thrombocythemia tumour (Hou et al., 2012) but is extendable to other genomic variation measurements, such as CNV.
Comparative Analysis
In a single-cell sequencing project, genomic and/or transcriptomic information on dozens of individual cells is obtained. Comparative studies aim to identify structural variants or transcripts that are differentially abundant in different cells or cell populations. In development applications, single-cell sequencing has been utilized to investigate: the relationships between different stem cell stages (Tang et al., 2009) , the transcriptome changes from oocyte to morula in human and mouse embryos (Xue et al., 2013) , the derivation of embryonic stem cells from the inner cell mass using mRNA and miRNA expression (Tang et al., 2010) , the relationship between cell fate decisions and gene expression going from zygote to blastocyst (Guo et al., 2010) , the heterogeneity of human-induced pluripotent stem cells (Narsinh et al., 2011) , and the character of stem cells and early embryos . To assess differential expression, techniques developed for high-throughput data, such as microarrays and RNA-seq (Durinck, 2008; Rapaport et al., 2013; Soneson and Delorenzi, 2013) , are generally adapted to singlecell analysis. However, one of the challenges in single-cell comparative analysis is the identification of the classes of cells that exhibit homogeneous expression as the cell populations exhibit heterogeneous behaviour (Martinez Arias and Brickman, 2011; Narsinh et al., 2011) . Therefore, in single-cell analysis, comparative analysis goes hand-in-hand with clustering approaches to identify groups for differential analysis (Roach et al., 2009) . Alternatively, there exist single-cell bioinformatics methods that infer gene regulatory networks (GRN) to compare different biological states. Applied to RNA-seq data from single-cell mouse preimplantation embryo blastomeres (Taher et al., 2015) , network biology tools, like the PluriNetWork and ExprEssence , were used to infer GRNs for different cell stages. Recently, a genetic algorithm-based GRN inference method for single-cell transcriptomic data was proposed (Chen et al., 2015) . GRNs are modeled as probabilistic Boolean networks and a guide tree representing cell lineage structure is used to incorporate the cell development dynamics. The approach has successfully identified GRNs governing cell fate decisions transitioning from the 16-cell stage into the trophectoderm and ICM states, as well as from the ICM into primitive endoderm and epiblast, using 1-to 64-cell stage mouse transcriptomic data.
When comparing experimental data from two separate measurements, it is essential to account for different hidden factors, such as the cell-cycle state that might result in gene expression heterogeneity in single-cells, which are not observed in bulk-cells, as an average profile is measured. In a study by Buettner et al. (Buettner et al., 2015) , the authors described a computational approach that uses single-cell latent variable models (scLVM) to reconstruct the hidden factors from the observed data. The model is used to assess the variance in expression explained separately by the biological, technical, and hidden factors. Using in-house generated and existing (Sasagawa et al., 2013 ) mouse embryonic stem cell data, the scLVM method identified physiologically meaningful subpopulations, which otherwise would be disregarded. When nonlinear principal components analysis (PCA) was applied to "cell-cycle corrected data," accounting for cell cycle related variation, two clear subpopulations of cells that correspond with physiologically distinct subsets emerge. Application of this approach to additional singlecell RNA-seq datasets, from 34 human embryonic stem cells (hESC) and a set of 90 cells from human preimplantation embryos (Yan et al., 2013) , verified that cell cycle explains most of the variability in expression and correlates with different cell populations. Correcting this attribute as a confounder uncovers hidden structures that would otherwise go undetected.
The heterogeneity seen in single-cell populations is more subtle than well-defined, bulkcell phenotypes, as single-cell analyses generally aim to identify the differences between cells that are considered to exhibit a homogeneous behaviour. With high dimensional data, such as RNA-seq, standard distance measures, such as the Euclidean distance between data points, fail to resolve the true clustering due to the small distance between measurement profiles. A more refined distance between data points is defined as the shared nearest neighbor (SNN). Using a generic distance measure (e.g., Euclidean) and a fixed-sized neighbourhood, SNN considers the intersection of these neighbourhoods between two data points (Huttenhower et al., 2007) . A similarity graph is constructed where nodes represent data points, and a link between two nodes represents the overlap of the neighbourhoods of the two nodes. A quasi-clique-based graph clustering algorithm ) was applied to SNNbased similarity graphs obtained using RNA-seq data (Xu and Su, 2015) . The proposed algorithm, SNN-Cliq, automatically determines the number of clusters and identifies clusters of different densities and shapes. When applied to single-cell RNA-seq data regarding human oocytes and human (Yan et al., 2013) and mouse (Deng et al., 2014) early embryonic development stages, SNN-Cliq has identified clusters based on cell stages, embryo, and library preparation protocols. Moreover, clusters of genes that describe the embryonic development and maternal to zygotic transitions in both organisms were identified.
Due to low starting material, dropout events are common in single-cell transcriptomics which means that an existing transcript will not be sequenced. To account for this, a mixture model is proposed to separately model measured and dropout transcripts (Kharchenko et al., 2014) . Measured transcripts are modeled using negative binomial distribution and the dropout rate is approximated with logistic regression. Resulting error models are used in the single-cell differential expression (SCDE) method where a Bayesian framework is used to estimate the likelihood of gene expression and fold change.
Low-dimensional Analysis
Due to problems such as amplification bias and background noise in high-throughput, single-cell experiments, it is common to resort to low-dimensional measurements such as the qPCR and FACS methods. A quality control and comparative analysis method has been developed addressing single-cell multiplexed qPCR data (McDavid et al., 2013) . In this approach, a z-transform-based measure of positive expression values is used to filter outliers and has been proposed to replace the generic qPCR normalization methods. This provides an alternative solution as the dichotomous nature of single-cell expression (the "off" state of genes), which is not observed in bulk cells, hinders the use of generic normalization approaches. For differential expression analysis, a likelihood ratio test that simultaneously tests for differences in both means and proportions of gene expression across samples is proposed. Compared to other common methods (e.g., t-test) for differential expression, the proposed method identifies differentially expressed genes that are superior both in quantity (for fixed false discovery rates) and relevance.
Similar to high-throughput, single-cell data, there is a need to identify the subpopulations in single cells based on low-dimensional expression data.
Multiresolution correlation analysis (MCA) was developed for just such data to visualize the correlations of data subsets of all sizes, thereby enabling regions with robust correlations that may indicate distinct subpopulations to be distinguished (Feigelman et al., 2014) . MCA estimates deteriorate with small sample size or a large number of variables, which also makes it difficult to generate all possible MCA plots due to the increase in dimension. When MCA was used to analyze qPCR single-cell transcriptomic data from mouse embryonic stem cells (Hayashi et al., 2008; Trott et al., 2012) , new biologically relevant subpopulations were discovered and previously identified subgroups were confirmed.
For data sizes of similar dimensionality, a Gaussian process latent variable model (GPLVM) based nonlinear probabilistic generalization of PCA was proposed (Buettner and Theis, 2012) . The proposed method was applied to qPCR expression data of 48 genes from 442 single mouse cells at different developmental stages (zygote to blastocyst) (Guo et al., 2010) . A linear PCA-based method can distinguish between the trophectoderm, endoderm, and epiblast cell types at the 64-cell stage but fails to find distinguishing characteristics at the 2-, 4-, and 8-cell stages. On the other hand, the GPLVM-based dimension reduction approach successfully separates all cell types and all cell stages using a nonlinear, probabilistic 2D embedding of the higher-dimensional expression data. Another dimension reduction method, called viSNE, has been developed using the t-Distributed Stochastic Neighbor Embedding (t-SNE) algorithm (Amir el et al., 2013) . Originally developed for mass cytometry data, viSNE projects the high-dimensional single-cell data on to two dimensions, by minimizing the difference in the ensemble pairwise distance observed in high-and low-dimensional space, and has successfully been applied to leukemic human bone marrow data.
Also developed using mass cytometry data, the algorithm Wanderlust constructs a trajectory of cell lineages predicting the developmental path .
Assuming the developmental process is serial with no branching, the algorithm was trajectories by placing a cell on the trajectory using its shortest path to the user-defined start cell. The trajectories are used to identify expression kinetics and key molecular and cellular events during development. Another method has been introduced to infer signaling cascades in single-cell mass cytometry data using a protein-based representation instead of considering the relationship between cell states. (Krishnaswamy et al., 2014) . In this approach, conditional-density based analysis has been applied to determine the mutual information between pairs of proteins to determine the influence between protein pairs. Using temporal data, the protein-protein interaction dynamics is calculated and was found to exhibit a change between naïve and antigen-exposed CD4 + T-cells of B6 mice.
Low-dimensional multiplexed single-cell qPCR data provides reliable measurements but has a limit of detection below which gene activity cannot be quantified. This, in turn, requires censored data analysis, which is not as commonly seen in bulk-cell measurements. In qPCR analysis, non-detected values are either removed, or substituted by a constant, or imputed. The first two methods result in information loss while data imputation models are heavily dependent on expression distributions, which are unknown. Moreover, the effect of such remedies on downstream analysis steps, such as clustering and classification, are not immediately clear. In order to address these issues, a noise model based on the probit function is introduced to handle the censored data. After a Gaussian approximation is found for the noise model, nonlinear probabilistic PCA using GPLVM is applied to identify the subpopulations in the data.
The proposed approach was shown to better separate known cell types and identifies subpopulations not discovered using standard censoring and PCA approaches using mouse stem cell data (Guo et al., 2010) .
In Table I , we list the bioinformatics algorithms developed specifically for single-cell analysis, noting the accessibility and problem/solution summary of the algorithm.
Discussion
As a discipline functioning at the intersection of life and computational sciences, bioinformatics approaches do not have the luxury of being blind to the biological characteristics of the underlying data. Single-cell analysis provides a new venue for bioinformatics, as bulk-cell data analysis methods may not be directly applicable to single-cell data. In this review, we listed the challenges posed by single-cell data and summarized methods that address these challenges. Single-cell approaches have been widely used, especially in development, as the spatiotemporal organization of the cells vastly affects their characteristics. In addition to imaging data analysis, the bulk of the problems are rooted in omics-based approaches, which are dominated by transcriptomic profiling (e.g., RNA-seq, qPCR) and genomic approaches, addressing assembly, SNP, CNV, and SV calling. In bulk-cell data, the measurements target the output from an ensemble of cells generating a data matrix that is not sparse. In singlecell experiments, factors such as scarce input material, amplification/coverage bias, lack of observation for a significant number of data points due to the "off" state of DNA/RNA molecules, low dimensionality of high quality data, and subtle, biologically meaningful heterogeneity seen in well-defined phenotypes require specific attention.
The approaches geared to single-cell analysis roughly fall into six categories:
normalization approaches accounting for highly prevalent amplification, coverage, sequencing depth, and input material biases; methods functioning at the presence of missing data; algorithms focused on low-dimensional, semi-high-throughput data sets;
clustering methods aimed at identifying subtle heterogeneities to discover wellcharacterized populations; specific noise and signal models for differential expression analysis; and identification of genome level variations. For SNP calling algorithms and downstream prediction, functional, network/pathway-based approaches, the tendency has been to resort to existing approaches. Therefore, there is room for improvement in these analysis areas to develop algorithms accounting for single-cell data characteristics.
It is also desirable to analyze DNA/RNA measurements from the same cell in parallel to relate genomic variations with expression profiles. Although there are some initial attempts (Dey et al., 2015; Macaulay et al., 2015) , a more integrated approach, possibly including the epigenome and the proteome is needed for a more comprehensive view of the single cell. An important challenge lies in spatial mapping of individual cells given experimental data (Achim et al., 2015; Satija et al., 2015) . This often requires incorporating existing external knowledge in the mapping strategy, which is not readily available for different organisms, organs, or cell types. One area that might expedite the advances in this venue as well as in others is the barcoding of individual cells that enables high-throughput sequencing using droplets (Klein et al., 2015; Macosko et al., 2015) . There is also a need to define technological standards and gold data sets to accurately assess the performance of different bioinformatics algorithms.
Data management is likely to be another challenge for single-cell bioinformatics as the amount of data generated far surpasses its bulk-cell counterpart. The scientific community would greatly benefit from single-cell-specific bioinformatics tools with workflows that address the aforementioned issues and provide modules covering each step of the data-analysis phase. Tables   Table I. List of Bioinformatics algorithms developed for single-cell analysis.
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