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Introduction
Nuts !
General Mc Auliffe
La détection de changements en traitement d’images est un ensemble de problèmes
regroupant des domaines aussi variés que la télédétection ou la microscopie. Il a fait l’ob-
jet d’une quantité importante de publications et nombre d’approches méthodologiques
ont été introduites aﬁn de tenter de résoudre ce problème, souvent dans des conditions
particulières. La principale diﬃculté de la détection de changements, dans la plupart des
applications, est que le problème n’est pas de détecter les changements sur des images,
mais sur des scènes sous-jacentes. La résolution de ce problème dans un cadre générique
semble quasiment impossible, dans le sens où elle fait appel à un haut niveau d’inter-
prétation. Les résultats les plus encourageants dans la problématique de la détection de
changements sont donc tout naturellement liés à des applications bien particulières (mé-
decine de précision, surveillance de construction de bâtiments,. . . ). Ceci est souvent lié au
fait que l’on peut dans ces cas déﬁnir des hypothèses plus ﬁnes quant à la modélisation,
ce qui facilite notre interprétation.
L’objectif de ce travail de thèse n’est pas de résoudre le problème général de la détection
de changements, mais de manière plus réaliste, de tenter d’apporter certaines réponses et
méthodologies sur un domaine bien particulier : la télédétection sur des zones urbaines.
La variété de scènes urbaines existantes rend déjà cet objectif très complexe à réaliser.
Ce document s’articule en quatre chapitres. Dans le premier chapitre, on fait un des-
criptif rapide de l’état de l’art au niveau méthodologique (de la détection de changements).
Malgré tout, on ne se cantonne pas au domaine de la télédétection, en essayant de pré-
senter certaines méthodologies qui pourraient être utilisables dans notre cadre. Les trois
chapitres suivants sont ordonnés dans le sens logique d’une chaîne de traitement « idéale »,
depuis les deux images brutes, jusqu’à des « objets » de plus haut niveau correspondant
à des changements sur la scène.
Le Chapitre 2 correspond à un travail réalisé en collaboration avec Pierre Weiss, éga-
lement doctorant en dernière année dans le projet Ariana. Il présente une méthodologie
originale, fondée sur l’invariance des lignes de niveau pour déterminer un masque pixel-
lique de changements. Cette recherche a été motivée par le fait que les « objets », étudiés
9
10 Introduction
dans les chapitres ultérieurs, ne correspondent pas toujours à des objets réels dans les
scènes. Cette nouvelle approche a permis de réduire considérablement ce problème (en
proposant deux cartes de changements au lieu d’une, correspondant chacune à des objets
existant exclusivement sur une des deux scènes).
Le Chapitre 3 correspond à une première classiﬁcation fondée sur les radiométries
des pixels « changés » fournissant un ensemble de zones connexes. On s’intéresse dans le
Chapitre 4 aux propriétés géométriques de ces zones et en particulier, on cherche à aﬃner
notre classiﬁcation en utilisant leurs orientations.
Chapitre 1
État de l’art
1.1 Diﬀérents types de problématiques
Les auteurs de [Radke et al., 2005] déﬁnissent le problème général de détection de
changements comme la détection de régions changées dans plusieurs images de la même
scène prise à des instants diﬀérents. Cette déﬁnition, assez large, inclut n’importe quelle
scène pouvant générer une image à l’aide de capteurs conçus par l’homme, ce qui regroupe
des applications dans des domaines aussi divers que le biomédical, la sécurité urbaine ou la
télédétection. Par ailleurs, les images utilisées pour la comparaison peuvent être réduites
au nombre de deux ou, au contraire, former une large séquence vidéo.
Enﬁn, à scène ﬁxée, les capteurs eux-mêmes peuvent être diﬀérents d’une prise de vue
à l’autre, augmentant encore l’éventail des problèmes liés à la détection de changements.
En conséquence, la diversité des problèmes évoqués a induit le développement de
solutions fondées sur des approches très diﬀérentes.
Plusieurs états de l’art ont été publiés ces dernières années sur le sujet. Les auteurs
de [Radke et al., 2005] proposent une description des méthodes générales employées en
détection de changements, mais ne traitent pas des méthodes de « comparaison post-
classiﬁcation »(delta classiﬁcation), c’est-à-dire des méthodes consistant à classiﬁer les
diﬀérentes images pour ensuite détecter des diﬀérences sur les images classiﬁées. Ils s’in-
téressent au problème de détection de changements du point de vue méthodologique,
mais ne s’intéressent pas à des applications particulières. Cette publication propose aussi
quelques pistes en ce qui concerne le travail diﬃcile de l’évaluation de performance en
détection de changements. Des revues plus spéciﬁques sur la détection de changements en
télédétection sont également proposées dans [Lu et al., 2004; Coppin et al., 2004]. D’autres
publications, sont axées sur des problématiques plus particulières comme les détections de
changements sur les images aériennes [Singh, 1989] ou la surveillance d’écosystèmes [Cop-
pin et al., 2004]. Plus récemment, dans le cadre d’une thèse de doctorat, A. Robin présente
une taxonomie des diﬀérentes méthodes de détection de changements dans [Robin, 2007,
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Chapitre 2].
L’objectif de ce travail est la détection de changements sur des paires d’images pan-
chromatiques d’observation de la Terre à haute résolution, en particulier en milieu urbain.
Il est peu aisé de classer et/ou identiﬁer tous les changements, qui peuvent subvenir en
milieu urbain, mais une attention particulière est portée sur les changements au niveau
des bâtiments et des véhicules. Les applications envisagées se situent dans les domaines
de la surveillance d’occupation des sols et de la sécurité.
En conséquence, ce chapitre n’a pas pour vocation d’eﬀectuer un état de l’art exhaustif
de toutes les méthodes utilisées pour la détection de changements, mais plutôt de présenter
les grandes familles de méthodes qui ont été employées pour traiter les problèmes de
détection de changements dans un couple d’images, et en particulier en télédétection.
La chaîne de traitements successifs, quand il s’agit de détection et de classiﬁcation de
changements, comprend, en général, une étape de prétraitements (incluant notamment
le recalage), une étape d’obtention d’un masque de changements, puis une ou plusieurs
étapes de classiﬁcation.
1.2 Prétraitements
1.2.1 Recalage
Le recalage est la mise en correspondante géométrique d’un couple ou d’une série
d’images. En eﬀet, les prises de vues d’une même scène peuvent varier suivant la position
ou la nature du capteur, ce qui rend nécessaire cette étape. Il s’agit d’un élément important
parmi les prétraitements nécessaires à la détection de changements : par exemple, les
auteurs de [Day et Khorram, 1998] proposent d’étudier l’impact des erreurs de recalage sur
une méthode de détection de changements sur un plan d’occupation des sols. Ils montrent
qu’une erreur de recalage de l’ordre d’un cinquième de pixel peut entraîner jusqu’à 10 %
d’erreurs de détection. Des résultats du même ordre avaient été également publiés dans
[Townshend et al., 1992] en utilisant une méthodologie diﬀérente. Ces résultats sont liés
à des applications précises et ne peuvent certainement pas être transposés directement à
toutes les applications, ni à toutes les techniques de détection de changements ; néanmoins,
ils donnent une idée de l’inﬂuence du recalage sur la qualité du résultat obtenu en détection
de changements. La réalisation d’un recalage correct est un problème en soi et a fait l’objet
de diverses publications. Plusieurs revues sont disponibles, comme [Brown, 1992] ou plus
récemment [Zitová et Flusser, 2003] . Nous allons maintenant donner un bref aperçu des
problèmes et techniques liés à cette opération.
La réalisation du recalage se divise en deux grandes étapes :
La première étape est la recherche et la sélection de points de contrôle , ou points
d’amer, correspondant à la même localisation sur les deux images. Cette étape peut être
réalisée manuellement ou automatiquement. Dans le second cas, on distingue deux ca-
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tégories d’algorithmes, l’appariement fondé sur l’aire ou aera-based matching (ABM) et
l’appariement fondé sur les caractéristiques ou feature based matching (FBM). La pre-
mière, et plus ancienne technique, consiste à comparer une fenêtre de pixels sur une
image avec une fenêtre sur l’image de référence. Des critères comme la corrélation croisée
ou les moindres carrés sont utilisés pour mesurer le degré de correspondance des deux fe-
nêtres. Les points de contrôle sont alors les centres des fenêtres correspondantes. La FBM
consiste à apparier certains objets caractéristiques des deux images (contours, intersec-
tions de linéiques, coins ...). La seconde catégorie donne, en général, de meilleurs résultats
en matière de correspondance, mais ne permet pas d’avoir une précision subpixellique
dans l’appariement.
Une fois les points de contrôle sélectionnés, il reste à eﬀectuer un appariement dense
des deux images en appliquant un modèle de transformation :
– Si l’on modélise la surface de la scène à recaler comme un plan, alors, il s’agit d’un
problème de recalage rigide (dans des domaines diﬀérents de la télémétrie, d’autres
conditions peuvent être nécessaires, du fait, notamment, de distorsions du signal).
Ce type de problèmes a été largement étudié et plusieurs solutions ont été proposées
pour répondre à ce besoin, et sont disponibles dans les logiciels professionnels de
traitement d’images (ENVI, ITK . . . ).
– Ce type de recalage donne des résultats convenables tant que cette modélisation
n’est pas aberrante ; toutefois, sur des zones géographiques où le relief est marqué,
le recalage rigide produit des erreurs importantes. Dans ce type de situations, le
problème devient alors plus complexe. On fait normalement appel aux techniques de
recalage non rigide. Ces techniques sont utilisées à l’heure actuelle dans le domaine
de l’imagerie médicale, mais souvent restreintes à des problèmes précis où le modèle
de surface est connu à l’avance ([Can et al., 2002]). En télédétection, le relief n’est
pas forcément connu lors du traitement de données, ce qui complique le recalage .
Certains modèles de recalage automatique et non rigide ont déjà été expérimentés.
Par exemple, [Hong et Zhang, 2005] se fondent sur une décomposition en ondelettes
pour appliquer successivement une FBM sur la composante basse-fréquence, puis une
AFM sur la composante haute-fréquence. Ceci permet d’obtenir un grand nombre
de points de contrôle pour un maillage ﬁn de la scène. D’autres méthodes de recalage
élastique ont été également proposées –entre autres– dans [Kybic et Unser, 2003; Liu
et al., 2006; Monasse, 1999]. Récemment, une méthode de détection de changements
[Li et al., 2006] a intégré un algorithme novateur de recalage, grace à une méthode
fondée sur les arètes des bâtiments, avec des résultats très encourageants.
Considérer le problème de recalage comme un simple prétraitement à la détection de
changements n’est pas forcément la meilleure solution. Le fait que les diﬀérences entre
des images puissent nuire à la qualité du recalage montre bien que ces problèmes sont
imbriqués l’un dans l’autre. Par exemple, P. Monasse dans [Monasse, 1999] et [Monasse
et Guichard, 2000] utilise des méthodes similaires pour traiter ces deux problèmes. En
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outre, certaines publications [Chatelain et al., 2007] adressent simultanément ces deux
problèmes.
En ce qui concerne ce travail particulier, les images fournies ont été recalées manuel-
lement en deux temps. Dans un premier temps à l’aide du logiciel ENVI, des points de
contrôle ont été placés manuellement, puis un recalage en rotation et échelle a été eﬀectué.
La composante de translation a été retrouvée grâce à une recherche de similarités dans le
domaine spectral à l’aide d’un script Matlab. Néanmoins, la qualité du recalage ne peut
pas être considérée comme parfaite et nous avons pris ce facteur en compte dans la mise
au point de nos algorithmes.
1.2.2 Mise en correspondance radiométrique
La plupart des opérateurs de bas niveau sont fondés sur la comparaison des radiomé-
tries au niveau du pixel. Il est donc essentiel que les radiométries des pixels correspondants
soient cohérentes. Parmi les facteurs qui peuvent faire varier les radiométries, on peut citer,
des changements d’illumination globale, des diﬀérences de nature des capteurs ou bien le
vieillissement du capteur entre les diﬀérentes prises de vue. La rectiﬁcation radiométrique
des images est d’une importance capitale pour la qualité de la détection de changements,
mais ce type de correction est étroitement lié aux techniques ponctuelles évoquées dans la
partie suivante de ce manuscrit. Dans notre travail, cela est pris en compte, dans les algo-
rithmes de détection de changements que nous proposons. que nNous ne nous attarderons
donc pas sur les corrections radiométriques.
1.3 Méthodes pixelliques
Historiquement, les premières méthodes, encore largement utilisées en détection de
changements, reposent sur des opérateurs de comparaison pixel à pixel, plus ou moins
sophistiqués. Dans un premier temps, une quantité de changement (CQ) est calculée entre
deux pixels de même position sur chaque image. Il s’ensuit une étape de décision sur cette
quantité de changement aﬁn de classer chaque pixel comme « changé » ou « non-changé ».
1.3.1 Opérateurs naïfs
Nous allons d’abord présenter les premiers opérateurs, les plus simples, qui ont été
utilisés. L’opérateur de quantité de changement le plus direct consiste à comparer les
deux images, I1 et I2, pixel à pixel, par une simple diﬀérence d’intensité.
CQ(I1, I2) = I1 − I2
On pourra notamment utiliser la valeur absolue pour avoir une quantité de changement
strictement positive :
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CQ(I1, I2) = |I1 − I2|
D’autres opérateurs un peu plus complexes ont également été proposés comme, par
exemple, dans le domaine de l’imagerie Radar , le ratio d’images [Rignot et van Zyl, 1993],
ce qui s’explique par la caractère multiplicatif du bruit dans les images radar :
CQ =
I1
I2
De façon similaire, les auteurs de [Coppin et Bauer, 1994] proposent de normaliser la
diﬀérence d’image par l’intensité moyenne entre les deux images.
CQ(I1, I, 2) =
I1 − I2
I1 + I2
Cette technique permet notamment de discerner les changements intervenus dans des
zones d’ombre où la luminosité moyenne est plus faible.
Ces opérateurs pixelliques peuvent fournir des résultats intéressants (i.e. caractériser
des zones de changement important) lorsque les conditions entre les deux prises de vues
sont relativement proches voire identiques, au niveau de l’illumination générale ou des ca-
ractéristiques des capteurs. Néanmoins, ces conditions représentent un cas « idéal ». Aussi,
quand ces conditions varient, il est souvent intéressant de faire appel à des opérateurs plus
souples, souvent issus de la statistique.
1.3.2 Cas multispectral
Bien que ce travail s’applique à des images panchromatiques, il est intéressant d’étudier
la façon dont l’information multispectrale est utilisée pour la détection de changements.
La logique la plus simple utilisable dans le cas d’une image multicanaux serait de sommer
la diﬀérence des valeurs du pixel pour chaque canal.
Lorsque l’on a aﬀaire à des images multispectrales, on peut moduler cet opérateur en
tenant compte de chaque bande :
CQ(I1, I2) =
∑
i
|I(i)1 − I(i)2 |
où les i représentent les indices des bandes. Toutefois, chaque bande n’a pas la même
importance selon l’application envisagée et l’on pourra alors considérer d’attribuer un
poids spéciﬁque à chaque bande selon sa pertinence :
CQ(I1, I2) =
∑
i
αi|I(i)1 − I(i)2 |
Pour des applications particulières, des indices plus complexes ont été mis au point
et sont aujourd’hui utilisés comme indicateurs. Il est donc naturel d’utiliser ces indices
16 CHAPITRE 1. ÉTAT DE L’ART
comme information de base pour la comparaison pixel à pixel. Parmi ceux-ci, on peut
citer, notamment, le NDVI (Indice Diﬀérentiel de Végétation Normalisé) qui exploite les
informations des bandes spectrales « rouge » et « proche infra-rouge » :
NDV I =
NIR−RED
NIR +RED
Proposé en premier lieu dans [Rouse et al., 1973], il a été utilisé dans le contrôle de la
déforestation notamment, dans [Lyon et al., 1998] . Dans un autre contexte, [Stefanov
et al., 2001] utilisent le ratio SAVI, introduit dans [Huete, 1988] :
SAV I =
NIR−RED
NIR +RED + L
(1 + L)
au sein d’un système expert de détection de changements d’occupation des sols dans la
périphérie de Phœnix, Arizona.
1.4 changement de contraste globaux
1.4.1 Opérateurs statistiques
Aﬁn d’améliorer la robustesse à des variations globales d’illumination entre les prises de
vue, on fait souvent appel à des techniques dérivées de l’analyse en composantes principales
(ACP). Bien qu’ils prennent en compte des données relatives à l’ensemble de l’image, les
algorithmes fondés sur l’ACP agissent, en général, au niveau du pixel et non pas au niveau
de zones, on peut donc considérer ces méthodes comme pixelliques. Cet outil a été utilisé
dans plusieurs conﬁgurations :
– analyse multibandes-monotemporelle ;
– analyse monobande multitemporelle ;
– analyse multibandes-bitemporelle.
On cherche de cette manière à discriminer les pixels changés. Ces diﬀérentes applications
sont passées en revue dans [Inglada, 2001]
Cette approche atteint rapidement ses limites lorsque les conditions générales d’illu-
mination de la scène varient. Pour pallier ce problème, l’opérateur principal utilisé est
1.4.2 Réseaux de neurones
D’autres outils plus récents, comme les réseaux de neurones ont également été mis en
œuvre pour détecter les changements. Ainsi, dans [Clifton, 2003], des couples d’images de
moyenne résolution (Landsat) sont analysés. Ici, l’objectif est d’utiliser l’analyse vectorielle
aﬁn de discriminer les changements « naturels » des changements non prévisibles. Des
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essais ont aussi été eﬀectués sur des images aériennes à très haute résolution < 0.5m avec
des résultats intéressants.
Plus récemment, d’autres études [Patra et al., 2007] ont utilisé une approche similaire
sur des images multispectrales (n bandes), en automatisant la phase d’apprentissage du
réseau de neurones. Pour cela, ils eﬀectuent dans un premier temps une classiﬁcation par
k-moyennes sur le vecteur de changements :
CQ = (int)
√√√√ n∑
i=1
(
I
(i)
1 − I(i)2
)2
(1.1)
Ensuite, les auteurs s’appuient sur le fait que les pixels non-changés et changés auront
respectivement une faible et une forte QC pour sélectionner pour la base d’apprentissage
des pixels pour dont ils sont certains de l’état. En pratique, ils choisissent les pixels non-
changés et changés dans les sphères de centre respectif 0 et 255 et de rayon respectifs |µNC |
et |255−µCH |, où µNC et µCH sont les centroïdes respectifs des classes « non-changé » et
« changé ».
1.4.3 Prise de décision
Une fois la quantité de changement calculée, une étape de décision est nécessaire aﬁn
de déterminer de façon dure si un pixel est considéré comme « changé » ou « non-changé ».
Là aussi, plusieurs méthodologies ont été envisagées et mises en application. Parmi les
techniques les plus simples, on peut citer, par exemple, les simples seuillages empiriques.
D’autres techniques font appel à des composantes markoviennes pour donner une détection
régulière.
Seuillages
Le seuillage est l’opérateur le plus direct utilisé pour la prise de décision. La diﬃculté
relative à cette méthode est évidemment l’estimation du seuil optimal qui peut être va-
riable selon les images utilisées. Dans un cadre tout à fait diﬀérent, des seuillages plus
complexes ont été utilisés comme le seuillage par hystérésis [Canny, 1986] pour la détection
de zones brûlées [Zammit et al., 2008].
Décision Bayésienne
La décision bayésienne peut être un outil intéressant pour déterminer le seuil optimal.
Elle permet d’utiliser une connaissance a priori (souvent relative à un modèle) dans la
décision. Par exemple, elle est utilisée dans [Bruzzone et Prieto, 2002], pour décider de
la probabilité de changements à l’aide d’une approche par champs de Markov (il s’agit
d’une approche un peu similaire à celle que nous proposons dans le Chapitre 2).
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1.5 Approches « contextuelles »
Les approches fondées sur les pixels ont des limitations importantes dues à leur nature
même. Plusieurs auteurs ont proposé d’utiliser des informations contextuelles ou géomé-
triques aﬁn d’améliorer la qualité de la détection. On cherche avec ces approches, non
plus à détecter des pixels changés, mais des zones plus étendues. Ceci limite également
le nombre de pixels isolés qui font l’objet d’une mauvaise classiﬁcation. On peut faire
appel à des structures de plus ou moins haut niveau d’interprétation pour améliorer la
classiﬁcation. On peut citer notamment les champs de Markov, les lignes de niveau, la
notion de texture, ou des objets de haut niveau d’interprétation.
1.5.1 Subdivision de l’image
Parmi les méthodes contextuelles classiques, une des plus simples consiste à diviser
l’image en zones régulières (le plus souvent à l’aide d’une grille, parfois à l’aide d’une
segmentation préalable) et à donner une estimation du changement au niveau de chaque
zone et non plus au niveau des pixels [Borchani et al., 2004]. Ce type d’approches présente
deux défauts principaux : une perte de précision importante et une segmentation relative-
ment arbitraire (dans le cas de la grille) ou un choix diﬃcile au niveau de la segmentation
à adopter dans le second cas.
1.5.2 Voisinages
On a souvent recours à la notion de voisinage, pour avoir une carte de changements
régulière et éviter les phénomènes de bruit. Ainsi, dans [Patra et al., 2007], chaque entrée
du réseau de neurones n’est pas un pixel isolé, mais un pixel accompagné de son voisinage
8-connexe. Cet exemple est assez révélateur de la façon dont la notion de voisinage est
intégrée au sein des systèmes plus complexes de détection de changements.
1.5.3 Approche markovienne, régularisation
Les champs de Markov ont été utilisés à plusieurs reprises. Dans le cadre de la vidéo-
surveillance, par exemple dans [Aach et Kaup, 1995], on a recours aux champs de Markov
aﬁn d’introduire une connaissance a priori sur le masque de changements et ainsi améliorer
le compromis entre fausses alarmes et faux négatifs. Dans [Wiemker, 1997], on fait appel
à une composante markovienne, aﬁn de modéliser la densité de probabilité conditionnelle
d’un algorithme de décision bayésienne.
1.5. APPROCHES « CONTEXTUELLES » 19
1.5.4 Texture
Plusieurs publications proposent d’utiliser l’information texturale aﬁn de faciliter la
détection de changements. Dans le cadre de la surveillance de l’utilisation des terres
arables, des ﬁltres de Gabor ont été utilisés dans [Yang et Lishman, 2003] pour créer
un ensemble de descripteurs de texture. Ces descripteurs sont ensuite utilisés comme base
pour un classiﬁeur.
1.5.5 Ensembles de niveau
Une autre notion de voisinage, mais basée sur les ensembles de niveau a été utilisée en
détection de changements. Dans [Monasse et Guichard, 2000], chaque image est transfor-
mée en un arbre de formes qui sont les composantes connexes des ensembles de niveau.
La détection de changements se fonde sur la reconnaissance de similarités entre les deux
arbres. Cette technique semble donner des résultats convaincants sur des images de vidéo
surveillance en milieu urbain. Nous reviendrons un peu plus en détail sur ces techniques
dans le Chapitre 2.
1.5.6 δ-classiﬁcation
Certains auteurs ont eu recours aux techniques de comparaison « post-classiﬁcation ».
Par exemple, dans [Borchani et al., 2004], on utilise les informations statistiques liées à la
texture pour classer, à l’aide d’un réseau de neurones, des parcelles d’images en deux ca-
tégories : urbain et rural. Une fois cette étape eﬀectuée sur des couples d’images, les zones
correspondantes de chaque paire sont confrontées aﬁn de détecter des changements via
des classiﬁcations contradictoires. Aﬁn d’éviter des fausses alarmes, seuls des groupes de
zones connexes sont ﬁnalement retenus. Cette approche présente plusieurs inconvénients :
d’une part, elle nécessite un apprentissage du réseau de neurones et deuxièmement, elle ne
permet pas une localisation ﬁne des changements intervenus. Dans certains cas, comme
dans [Bruzzone et Prieto, 2000], la segmentation a priori a un intérêt dans le sens où les
parcelles segmentées représentent directement l’information recherchée.
De manière plus générale, ces techniques présentent l’inconvénient majeur de requérir
un traitement préalable de chaque image du couple ou de la série multitemporelle, et
par conséquent la résolution d’un problème non-trivial de détection ou de classiﬁcation.
L’information de diﬀérence n’est en général pas utilisée dans ce traitement préalable. En
revanche, elles sont largement utilisées en coordination avec un Système d’Information
Géographique (SIG), souvent, pour mettre à jour les informations contenues dans les
SIG. On fait alors appel assez souvent à des méthodes de haut niveau introduisant des
relations entre les objets présents dans le SIG et les objets détectés par la prise de vue.
Par exemple, dans [Alboody et al., 2008], les auteurs décrivent des relations topologiques
qualitatives entre les objets obtenus à l’aide, entre autres, du système region connection
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calculus (RCC-8). Ce système décrit six relations possibles entre deux objets : disjonction,
tangence, intersection partielle, égalité stricte, tangence interne et inclusion stricte. Les
deux dernières relations sont réciproques, portant le total à huit.
1.6 Systèmes Experts
Des systèmes experts, beaucoup plus complexes ont également été mis en œuvre. L’ob-
jectif d’un système expert est, en général, d’utiliser une base de connaissances a priori
aﬁn de valider des hypothèses émises sur les données. La conception des systèmes est suf-
ﬁsamment modulaire aﬁn d’ajouter facilement de nouvelles connaissances (enrichissment
d’un SIG, par exemple). Dans le cadre de la détection de changements, des exemples de
systèmes experts ont été proposés dans [Wang, 1993], ou plus récemment dans [Stefanov
et al., 2001]. Des travaux sont également en cours dans les instituts géographiques, dans
le cadre de la mise à jour des SIG.
1.7 Conclusion
Les méthodes de détection de changements sont assez variées et dépendent très souvent
de l’application pratique sous-jacente (application militaire, surveillance de croissance
urbaine, surveillance des parcelles agricoles . . . ). On peut cependant distinguer une grande
famille de méthodes pixelliques qui s’attachent à calculer une quantité de changements
dans un premier temps, puis à proposer une étape de décision. D’autres méthodes font
appels à des objets de plus haut niveau, que ce soit dans l’interprétation (détection des
arètes de bâtiments, delta-classiﬁcation) ou grâce à l’utilisation de connaissances a priori.
Par ailleurs, on remarque que les meilleurs résultats sont souvent obtenus en faisant des
hypothèses assez ﬁnes sur le problème étudié. Nous verrons dans les chapitres suivants
que nous ne dérogeons pas à cette règle, en proposant des méthodes assez spécialisées
pour la détection de bâtiments, d’ombres, de véhicules.
Chapitre 2
Obtention d’un masque de
changements
Rick : You are closing me ? On what
grounds ?
Renaud : Shocked, I am shocked to
discover that gambling is going on,
here
croupier : your winnings, sir.
Renaud : Oh, thank you !
Casablanca
Dans ce chapitre, nous présentons des méthodes de bas niveau permettant d’obtenir un
masque de changements. Nous avons vu dans le Chapitre 1 que la diﬃculté est de trouver
un opérateur à la fois suﬃsamment discriminant au niveau des faux positifs, et particu-
lièrement robuste aux changements de paramètres (illumination, qualités et position du
capteur . . .). Nous présentons, dans un premier temps un opérateur proposé à la ﬁn des
années 90, fondé sur l’analyse en composantes principales et testons les qualités et limites
de cette approche. Dans une deuxième partie, nous présentons une modélisation origi-
nale des scènes urbaines et un algorithme tirant parti de cette modélisation pour détecter
les changements. Ce travail se fonde sur l’analyse de l’invariance vis-à-vis des change-
ments d’illumination des lignes de niveau d’une image. Nous montrons que si la surface
d’une scène a une composante de réﬂectance lambertienne et que la source de lumière
est directionnelle, alors une condition nécessaire pour que les lignes de niveau de l’image
soient invariantes aux changements d’illumination est que la scène 3D soit développable
et que son albédo satisfasse certaines contraintes géométriques. Ensuite, nous montrons
que les lignes de niveau sont « quasi » invariantes pour des scènes composées de surfaces
développables par morceaux. De telles surfaces correspondent à la plupart des structures
urbaines. Ceci nous permet, alors, de proposer un algorithme très rapide de détection de
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changements sur des paires d’images représentant des scènes urbaines en télédection. En-
ﬁn, cet algorithme est testé sur des exemples jouets (des scènes modélisées en OpenGL) et
sur des images réelles panchromatiques. La comparaison des performances de l’algorithme
avec d’autres approches classiques lui donne l’avantage sur les plans théorique aussi bien
qu’expérimental.
2.1 Mise en œuvre d’un algorithme de normalisation
globale de contraste
Dans cette partie, nous présentons un algorithme bas-niveau de détection de change-
ments. Cet algorithme, qui repose principalement sur l’analyse en composantes principales,
a été proposé par R. Wiemker dans [Wiemker, 1997]. À l’origine, il a été utilisé pour dé-
tecter les changements dans des images multispectrales. Néanmoins, le recours à l’analyse
en composantes principales a déjà été envisagé dans le cadre d’images panchromatiques
[Inglada, 2001].
2.1.1 Description de l’algorithme
Les techniques fondées sur l’analyse en composantes principales cherchent à déterminer
une caractérisation linéaire ou aﬃne des pixels dans l’espace des couples des radiométries.
Cette caractérisation suit normalement la forme générale du nuage de points étudié. Dans
le cas de la détection de changements, le nuage que l’on cherche à détecter est le nuage
correspondant aux pixels non-changés. D’autres pixels secondaires, représentant certains
pixels changés sont également présents. Or, ces pixels secondaires sont souvent pris en
compte dans l’analyse en composantes principales. Une des contributions de l’algorithme
présenté est l’utilisation d’un procédé itératif permettant de se soustraire à cette inﬂuence.
Le principe de l’algorithme se fonde sur une hypothèse assez réaliste, dans le cas où
les changements entre les deux scènes ne sont pas généralisés. Dans ce contexte, une
simple analyse en composantes principales devrait être biaisée par les nuages de points
secondaires, mais néanmoins être relativement proche du nuage principal. L’idée est donc
de procéder itérativement à des analyses en composantes principales, tout en pondérant
à chaque itération les points de l’espace de façon décroissante vis-à-vis de la distance qui
les sépare de l’axe principal à l’itération précédente.
Dans cette partie, on note S l’ensemble des pixels (ou sites). ∀s ∈ S, on appelle CQ(s)
la quantité de changement du pixel s. Plus précisément, la quantité de changement est
déﬁnie comme l’intensité de la deuxième composante principale.
CQ(s) = g1(I1(s)− µ1) + g2(I2(s)− µ2) (2.1)
où G = (g1, g2)T est le deuxième vecteur propre de la matrice de covariance des couples
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Figure 2.1 – Graphe des radiométries au temps T2 en fonction des radiométries au
temps T1 illustrant le principe de l’algorithme de R. Wiemker : la première analyse en
composantes principales est fortement biaisée par les nuages des points « changés » et les
itérations successives corrigent ce biais en pondérant les points avec leur distance à l’axe
principal.
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de radiométries (I1(s), I2(s)). Le poids de chaque pixel sera donc une fonction décroissante
de la distance pour l’itération suivante. Dans notre cas, l’auteur propose une approche
bayésienne : les populations de pixels changés et non-changés sont modélisées par des
distributions gaussiennes :
p(s|Λ) = 1√
2πσ2Λ
exp
(
−CQ(s)
2σ2Λ
)
(2.2)
où Λ est la classe à laquelle appartient le pixel : CH (changé) ou NC (non-changé).
Une probabilité d’appartenance à chaque classe a priori est donnée en considérant les
probabilités a posteriori obtenues à l’itération précédente :
p(Λ) =
∑
X
p(Λ|X)
card(I1)
(2.3)
où p(Λ|X) est la probabilité a posteriori obtenue à l’itération précédente et card(I)
représente la taille de l’image.
La probabilité a posteriori est calculée en fonction des deux probabilités précédentes :
p(Λ|X) = p(Λ)p(X|Λ)
p(X)
(2.4)
2.1.2 Régularisation par champs de Markov
L’approche suggérée dans [Wiemker, 1997] utilise également une composante mar-
kovienne dans l’algorithme, mais les résultats obtenus sont alors assez discutables et la
méthodologie plus complexe. Aussi, nous avons préféré adopter une régularisation a pos-
teriori également fondée sur les champs de Markov. Ce post-traitement permet d’obtenir
in ﬁne le masque de changements.
Les données utilisées sont alors les probabilités de changement par pixel fournies par
la méthode précédente. On les note dans cette partie PCH(s) et PNC(s).
Le champ de Markov µ que l’on va utiliser a pour espace des conﬁgurations (Ω,F) =
({CH,NC}, ε)S (voir Annexe A). On se fonde sur le modèle d’Ising [voir Kindermann et
Snell, 1980, Chapitre 2] pour établir les probabilités a priori d’appartenance à une classe.
Pour toute conﬁguration ω ∈ Ω, et pour tout site s ∈ S on a :
p(ωs|ωs′ , s′ ∈ V (s)) = 1
Z
exp

 ∑
s′∈V (s)
(1− δ(ωs, ωs′))

 (2.5)
où Z est une constante de normalisation, V (s) représente le voisinage du pixel s et
δ(ωs, ωs′) est égal à 1 si ωs = ωs′ et 0 sinon.
Le modèle d’attache aux données utilise les probabilités données précédentes aﬁn de
calculer la vraisemblance d’un pixel :
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p(Pωs(s)|ωs) = exp
(
− 1
Pωs(s)
)
(2.6)
La probabilité a posteriori est déﬁnie en fonction du terme a priori et de l’attache
aux données :
p(ωs|Pωs(s)) =
1
Z ′
exp

− 1
Pωs(s)
− β ∑
s′∈V (s)
(1− δ(ωs, ω′s))

 (2.7)
où le paramètre β > 0 permet de régler le poids relatif des deux termes dans l’ex-
pression ﬁnale de la probabilité a posteriori. Pour une conﬁguration ω, la probabilité a
posteriori s’écrit :
p(ω|Pω) = 1
Z ′
exp
(
−∑
s∈S
1
Pωs(s)
− β∑
c∈C
(1− δ(ωsc , ωs′c))
)
(2.8)
où C représente l’ensemble des cliques de cardinal 2 du champ de Markov, sc et s′c
représentent les deux sites de la clique c. Aﬁn de trouver la conﬁguration qui maximise
cette probabilité, on utilise le schéma de recuit simulé, décrit dans l’Annexe A (voir en
particulier la description de l’Algorithme A.1).
2.1.3 Résultats
L’algorithme a été testé sur les images de l’aéroport et du centre ville d’Abidjan, en
Côte d’Ivoire, fournies par la DGA. Elles sont issues du capteur Quickbird, à la résolution
de 61 cm.
Aéroport d’Abidjan
Les images originales de l’aéroport sont représentées sur la Figure 2.2. À titre de
comparaison, une simple diﬀérence des radiométries a été placée à côté de la quantité de
changement sur la Figure 2.3. On remarque que l’algorithme de Wiemker est légèrement
plus robuste au niveau des diﬀérences globales d’illumination (notamment au niveau du
bitume) que la simple diﬀérence. En ce qui concerne les probabilités de changement et le
masque de changements ﬁnal, (cf. Figure 2.4), on note que les diﬀérences sont beaucoup
plus marquées. Par exemple, bien que les avions soient correctement détectés, on note une
quantité importante de fausses alarmes au niveau de la végétation entourant le tarmac.
D’autres erreurs sont notamment liées aux ombres portées des bâtiments de l’aéroport.
La régularisation par champ de Markov donne des résultats satisfaisants en éliminant
la plupart des fausses alarmes isolées, par rapport à l’image de probabilité de changement.
Les fausses alarmes au niveau des bâtiments de la zone aéroportuaire, en revanche, ont
une taille trop importante pour être éliminées.
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Figure 2.2 – Prises de vue de l’aéroport d’Abidjan. Gauche : le 04/02/2003, droite :
07/07/2003. Images Quickbird (61 cm de résolution), c© DigitalGlobe, distribution Spot
Image, fournies par la DGA.
Zone commerciale d’Abidjan
Nous présentons les images de la zone commerciale d’Abidjan sur la Figure 2.5. Elles
ont été prises aux mêmes dates que les images de l’aéroport. Entre ces deux images,
la plupart des changements réels est due aux mouvements de véhicules. Les résultats
de l’algorithme de R. Wiemker sont présentés sur la Figure 2.6. On remarque que la
plupart des fausses alarmes sont dues à des ombres portées d’une part, et des changements
locaux de contraste qui ne suivent pas la composante principale. Ces derniers sont assez
importants, principalement au niveau des toits. Si les véhicules sont, en général, détectés
correctement, on atteint un taux de fausse alarme assez important à cause de ce facteur.
D’autres fausses alarmes sont dues à des erreurs de parallaxe (malheureusement plus
diﬃciles à corriger).
2.1.4 Conclusion
Si dans certaines conditions, les approches fondées sur l’analyse en composantes prin-
cipales donnent des résultats intéressants, on arrive rapidement aux limites de ce type
d’algorithmes lorsque l’on a des diﬀérences importantes dans les conditions d’illumina-
tion. À partir de là, deux stratégies sont envisageables. La première stratégie consiste à
essayer de classer les changements détectés de façon suﬃsamment précise pour discrimi-
ner ce type de fausses alarmes, soit vis-à-vis de leurs composantes radiométriques, soit
2.1. UN ALGORITHME DE NORMALISATION DE CONTRASTE 27
Figure 2.3 – Traitements sur l’aéroport d’Abidjan. Haut : Simple diﬀérence (en valeur
absolue), bas : Quantité de changements (valeur absolue)
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Figure 2.4 – Aéroport d’Abidjan , Haut : Probabilité de changements après convergence.
Bas : Masque de changement obtenu après régularisation par un champ de Markov.
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Figure 2.5 – Images originales d’une zone commerciale d’Abidjan , c© DigitalGlobe,
distribution Spot Image fournies par la DGA.
en intégrant des données plus contextuelles, telles que la position ou des informations
géométriques. C’est cette approche qui est décrite dans les Chapitres 3 et 4. Néanmoins,
on peut également essayer de suivre une stratégie diﬀérente : la recherche d’un nouvel
algorithme bas niveau de détection de changements, plus robuste aux changements dus
aux illuminations. Cette stratégie a été adoptée pendant la dernière partie du travail de
thèse. Les résultats théoriques et expérimentaux sont décrits dans la Partie 2.2 ci-dessous.
2.2 Une approche fondée sur les lignes de niveau
2.2.1 introduction
La recherche d’une caractéristique invariante à l’illumination est un problème récurrent
en traitement d’images (on pourra se référer par exemple à [Chen et al., 2008; Mundy et
Zisserman, 1992]. Nombre d’applications, comme la reconnaissance, l’égalisation et rehaus-
sement de contraste, le recalage d’images et la détection de changements bénéﬁcieraient
de tels attributs.
À cet égard, les ensembles de contours sont probablement l’attribut le plus utilisé
[Marr, 1982]. Les contours sont généralement dus à des discontinuités au niveau de l’élé-
vation ou de l’albédo de la surface et sont donc invariants aux changements d’illumination
dans le sens où ils apparaissent sur une image pour la plupart des conditions d’illumi-
nation. Récemment, Caselles et Col.[Caselles et al., 1999a] ont proposé une composante
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Figure 2.6 – Haut : probabilité de changements après convergence sur une zone com-
merciale d’Abidjan, bas : masque de changements après régularisation par champs de
Markov
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alternative. Les auteurs montrent que les lignes de niveau sont invariantes aux chan-
gements de contraste locaux. L’ensemble des lignes de niveau (ou carte topographique)
présente deux avantages importants par rapport aux contours. Premièrement, en modé-
lisation discrète, la déﬁnition des contours repose en général sur le réglage d’un seuil
contrairement à la carte topographique. En second lieu, la carte topographique permet
de reconstruire une image. Certaines applications des cartes topographiques – comme la
détection de changements [Monasse et Guichard, 2000; Ballester et al., 2000], le recalage
[Monasse, 1999] ou le rehaussement de contraste [Caselles et al., 1999b] ont été récem-
ment proposées avec de bons résultats. Néanmoins, les changements de contraste locaux
[Caselles et al., 1999a] ne peuvent pas modéliser tous les changements d’illumination. (i.e.
les variations des conditions d’illumination). La Figure 2.7 présente un exemple de surface
dont les lignes de niveau ne sont pas invariantes vis-à-vis des changements d’illumination.
En conséquence, ces méthodes ne sont pas complètement justiﬁées
Dans cette partie, nous présentons les conditions nécessaires sur la géométrie de la
scène pour que les lignes de niveau soient invariantes aux variations de la direction d’inci-
dence de la lumière. Dans une premier temps, nous montrons qu’elles sont eﬀectivement
invariantes si et seulement si la scène est développable et que son albédo varie uniquement
selon certaines directions. Ces surfaces présentent un intérêt limité, car elles modélisent
peu de scènes réelles, ce qui nous mène à l’étude de l’invariance pour des surfaces dévelop-
pables par morceaux. Nous montrons que les images de ces objets ont des lignes de niveau
« quasi » invariantes. Le résultat le plus proche de nos conclusions est fourni dans [Chen
et al., 2008], dans lequel les auteurs montrent que la direction du gradient est « quasi »
invariante par rapport à la direction d’illumination pour la plupart des scènes.
Nous tirons ensuite parti des lignes de niveau pour réaliser un algorithme adapté à
la détection de changements sur des couples d’images recalées. La plupart des structures
urbaines (voire anthropiques) peuvent être considérées comme développables par mor-
ceaux. Par conséquent, cet algorithme est particulièrement bien adapté pour la détection
de changements sur des paires d’images d’infrastructures urbaines ou des images urbaines
haute résolution en télédétection. Précédemment, d’autres auteurs ont tenté d’élaborer
des algorithmes de détection de changements robustes aux variations d’illumination. La
revue sur la détection de changement, [Lu et al., 2004] ou plus récemment [Radke et al.,
2005] en donnent quelques exemples. Les premières tentatives utilisent, en général, l’éga-
lisation linéaire de contraste [Wiemker, 1997], des moyennes locales et la normalisation
de la variance [Lillestrand, 1972], l’utilisation du ratio entre les deux images [Toth et al.,
2000; Watanabe et al., 1998], ou le rehaussement global de contraste [Theiler et Perkins,
2007]. Ces approches ont en commun le défaut de ne pas prendre en compte toutes les
variations d’illumination, ce qui a abouti à un assez grand nombre de fausses alarmes
au cours de nos tests. Certains travaux sont plus proches de notre approche. Dans [Wa-
tanabe et al., 1998], les auteurs supposent les toits plats et leur réﬂectance uniquement
lambertienne. Sous ces hypothèses, ils montrent que le ratio entre les deux images peut
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être utilisé aﬁn de détecter les ombres et les changements quelle que soit la direction
d’illumination. Leurs hypothèses sur la scène sont néanmoins bien plus restrictives que les
nôtres. Dans [Monasse et Guichard, 2000; Ballester et al., 2000], les auteurs proposent un
algorithme de détection de changements intéressant, qui s’appuie largement sur les lignes
de niveau. Néanmoins, on montre que la déﬁnition qu’ils fournissent des lignes de niveau
ne les rend pas invariantes aux conditions d’illumination.
Enﬁn, on compare les diﬀérentes approches sur des images de synthèse et des images
Quickbird haute résolution. On constate alors que ces expériences donnent sensiblement
l’avantage à notre méthode. Notons toutefois que bien d’autres algorithmes sont basés
sur des caractéristiques invariantes. Par exemple, [Tang et Prinet, 2007] utilisent des
caractéristiques telles que le détecteur de coins de Harris, alors que [Black et al., 2000]
évalue un ré-échelonnement non local de l’illumination. Ces méthodes restent diﬃciles à
comparer à notre algorithme, dans le sens où leur mise en œuvre requiert plusieurs étapes
de décision et plusieurs paramètres intuitifs.
2.2.2 Notations, déﬁnitions et modélisation
Notations
Soit Ω un sous-ensemble connexe de R2. Soit u : Ω→ R une fonction C2. ∇u = [u1, u2]
représente le gradient de u, ∇2u =
[
u11 u12
u12 u22
]
représente son hessien. Soit p : R2 → R2,
J(p) représente le jacobien de p. Soient x et y des éléments de Rn. x ∥ y signiﬁent que
x et y sont colinéaires (0 est colinéaire à tout élément de Rn). Soit ω ⊂ Ω. On note
alors ω la fermeture de ω (vis à vis de la topologie induite par la métrique euclidienne).
L’intérieur de ω (déﬁni comme le plus grand ouvert de ω au sens de l’inclusion) sera
désigné indiﬀéremment par ω˚ ou int(ω). µRn est la mesure de Lebesgue dans Rn. Mm,n
correspond à l’espace des matrices à m lignes et n colonnes.
Les notations qui suivent sont illustrées sur la Figure 2.8. Ω représente le plan image.
C’est un ouvert connexe de R2. Ω représente le plan « objet ». s : Ω → R désigne
l’élévation de la scène. N(x) représente la normale à la surface de la scène au point
(x, s(x)). P : (x, z) 7→ x est la projection de perspective sur Ω. p est alors l’application
déﬁnie par :
p : Ω → Ω
x 7→ P (x, s(x)) (2.9)
On suppose que p est un diﬀéomorphisme C1. Un diﬀéomorphisme étant bijectif, cela
implique que la caméra peut « voir » tous les points de la surface.
Tout au long de cette partie, on prend comme convention de noter en gras les symboles
relatifs au plan objet et en régulier les symboles relatifs au plan image. Par exemple, Ω =
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Figure 2.7 – Haut : images d’un dôme en 3 dimensions illuminé d’après le modèle de
Phong [Phong, 1975] en utilisant deux directions d’incidence diﬀérentes. Bas : quelques
lignes de niveau associées aux illuminations respectives.
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p−1(Ω) représente le plan objet. De même si x ∈ Ω, on déﬁnit implicitement x = p−1(x)
qui est un point de Ω.
Enﬁn, l est un vecteur de R3∗. l
|l|
représente la direction d’incidence de la lumière et
|l| représente son intensité.
Figure 2.8 – Notations
Hypothèses sur la surface et modèle d’illumination
On utilise le modèle de Phong [Phong, 1975] pour modéliser les interactions entre la
surface et la lumière. On admet les hypothèses suivantes sur la surface :
Hypothèse 1. On considère que la lumière est composée de lumière ambiante d’amplitude
γ (composante présente uniformément sur toute la scène) et d’une lumière directionnelle
(tous les rayons de lumière incidente sont parallèles et d’intensité égale).
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Hypothèse 2. On suppose que la surface est lambertienne avec un albédo variable α :
R2 → R+∗ [Horn et Brooks, 1989].
Hypothèse 3. Aﬁn d’éviter la présence d’ombres, on suppose que l’angle entre l et N
est strictement inférieur à π/2 sur un ensemble L ⊂ R3. L’ensemble des illuminations
possibles [l, γ] est noté L = L × R+.
Avec ces hypothèses, une scène S est décrite complètement par S = (s, α) et les condi-
tions d’illumination sont complètement décrites par le vecteur L = [l, γ] ∈ L . D’après
l’hypothèse lambertienne, l’image u de la scène S sous les conditions d’illumination L
peut s’écrire comme [Phong, 1975] :
uS,L(x) = (〈l, N(x)〉+ γ) · α(x) (2.10)
où 〈·, ·〉 représente le produit scalaire canonique
Les résultats ci-après sont également valables pour un modèle d’image de la forme :
uS,L(x) = ϕ ((〈l, N(x)〉+ γ) · α(x)) (2.11)
où ϕ : R → R est une fonction strictement monotone qui modélise un changement
global de contraste. Cependant, pour simpliﬁer les notations, on utilise uniquement le
modèle décrit dans l’Équation 2.10.
Déﬁnition des lignes de niveau
Soit u : Ω→ R une fonction quelconque. On suppose que u est déﬁnie sur tout Ω. Les
lignes de niveau sont déﬁnies de la façon suivante :
Déﬁnition 1 (Lignes de niveau). Les lignes de niveau de u sont les composantes connexes
[Janisch, 1984] des iso-niveaux {x ∈ Ω, u(x) = α}
Cette déﬁnition est généralement utilisée pour les fonctions C1 pour lesquelles le gra-
dient est toujours non nul. Pour de telles fonctions, on peut montrer que les lignes de
niveau sont des courbes de Jordan soit fermées, soit résidant sur la frontière de Ω. Pour
les autres fonctions, les lignes de niveau peuvent prendre la forme de n’importe quel objet
connexe du plan tel que des points, des courbes, des fractales . . . Le terme « ligne » est
donc un abus de langage. Les auteurs de [Caselles et al., 1999a; Guichard et Morel, 2001]
donnent une autre déﬁnition des lignes de niveau :
Déﬁnition 2 (lignes de niveau [Caselles et al., 1999a; Guichard et Morel, 2001]). Soit u
une fonction semi-continue supérieurement. Les lignes de niveau de u sont déﬁnies comme
les frontières des composantes connexes des ensembles de niveau {x ∈ Ω ≤ λ}.
Les lignes de niveau sont alors déﬁnies comme des courbes ; néanmoins, nous montrons
plus loin que cette déﬁnition ne garantit pas l’invariance aux changements d’illumination,
et ce, même sur des scènes relativement simples. Par la suite, nous utiliserons donc, sauf
mention contraire, la première déﬁnition.
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2.2.3 Invariance des lignes de niveau
Dans ce qui suit, nous caractérisons les scènes qui présentent des lignes de niveau
invariantes à l’illumination. On suppose s C2 et α C1. En conséquence, uS,L est C1 pour
tout L ∈ L . Rappelons quelques déﬁnitions importantes en géométrie diﬀérentielle :
Déﬁnition 3 (Courbure gaussienne). La courbure gaussienne d’une surface de R3 est
déﬁnie comme le produit de ses deux courbures principales. Avec nos notations, la courbure
gaussienne de s est déﬁnie comme det(∇2s).
Déﬁnition 4 (Surface développable). On appelle surface développable une surface C2
dont la courbure gaussienne est nulle partout [Spivak, 1999].
On peut exhiber des exemples simples de surfaces développables tels que des plans, des
cylindres ou des cônes. Une surface développable possède les propriétés suivantes [Spivak,
1999] :
– Chaque point de la surface réside sur une ligne (la génératrice) appartenant à la
surface ;
– Le plan tangent à la surface est le même en chaque point de la génératrice.
Munis des deux déﬁnitions précédentes, nous pouvons maintenant décrire l’ensemble
des scènes générant des images dont les lignes de niveau sont invariantes :
Déﬁnition 5. Soit Θ l’ensemble des scènes S = (s, α) telles que s est C2 développable, α
est C1, et varie uniquement dans la direction orthogonale aux génératrices de s. Sur les
points où la surface de la scène est plane, α peut varier dans n’importe quelle direction.
Nous allons montrer l’invariance des lignes de niveau sur cette ensemble étape par
étape. Dans un premier temps, on se concentre sur les propriétés locales des images, (i.e.
la direction du gradient). Plusieurs algorithmes invariants aux changements de contraste
se fondent sur cette caractéristique. Par exemple, les auteurs de [Lisani et Morel, 2003]
l’utilisent en détection de changements, les auteurs de [Cao et Bouthemy, 2006; Chen
et al., 2000, 2008] l’utilisent pour calculer des mesures de dissimilarité entre deux images
et les auteurs de [Droske et Rumpf, 2004] l’utilisent en recalage d’images médicales. Le
théorème suivant caractérise les scènes pour lesquelles ces approches sont intégralement
justiﬁées mathématiquement :
Théorème 1. Soient s ∈ C2(Ω) et α ∈ C1(Ω) Les propositions suivantes sont équiva-
lentes :
– Prop. 1 : ∀(L1, L2) ∈ L ×L , ∀x ∈ Ω, ∇uS,L1(x) ∥ ∇uS,L2(x)
– Prop. 2 : S ∈ Θ
Démonstration. On exprime d’abord le gradient de u en fonction de s, α et (l, γ). Des
considérations simples en géométrie donnent N(x) = Ψ(∇s(x)) = (−s1(x),−s2(x),1)√
s2
1
(x)+s2
2
(x)+1
, où s1
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et s2 sont les dérivées partielles de s le long des deux axes du plan objet. Soit x = p−1(x).
En utilisant la règle de dérivation des fonctions composées et l’Équation 2.10, on obtient :
∇uS,L(x) =

 l︸︷︷︸
∈M1,3
·

Ψ′(∇s(x))︸ ︷︷ ︸
∈M3,2
· ∇2s(x)︸ ︷︷ ︸
∈M2,2
α(x)︸ ︷︷ ︸
∈R
+Ψ(∇s(x)︸ ︷︷ ︸
∈M3,1
· ∇α(x)︸ ︷︷ ︸
∈M1,2

+ γ∇α(x)︸ ︷︷ ︸
∈M1,2

 · J(p−1)(x)︸ ︷︷ ︸
∈M2,2
Ce qui peut être réécrit comme :
∇uS,L(x) = (l · A(x) + γ∇α(x)) · J(p−1)(x) (2.12)
avec :
A(x) =
(
[M1,M2] ·
[
s11 s12
s12 s22
]
+N · [α1, α2]
)
(x) (2.13)
M1(x),M2(x) ∈M3,1 sont les deux colonnes de Ψ′(∇s(x))α(x) et N(x) = Ψ(∇s(x)).
Nous avons donné les fondements pour démontrer Prop. 1 ⇒ Prop. 2. Soit S une scène
telle que :
∀(L1, L2) ∈ L ×L , ∀x ∈ Ω, ∇uS,L1(x) ∥ ∇uS,L2(x) (2.14)
Soit D : Ω → S2 la direction d’invariance de ∇uS,L. Sur les points x où ∀L ∈
L , ∇uS,L(x) = 0, D peut correspondre à n’importe quel vecteur de R2.
Comme l’Équation 2.14 est vraie pour tout ([l1, γ1], [l2, γ2]) ∈ L × L , elle est vraie
en particulier pour γ1 = γ2 = 0. Il vient alors La Relation 2.15 :
∀l ∈ L, ∀x ∈ Ω, l · A(x) · J(p−1)(x) ∥ D(x) (2.15)
p étant un diﬀéomorphisme, J(p−1)(x) est une matrice 2 × 2 inversible. Alors, la
Propriété 2.15 ne dépend pas de J(p−1) et est vraie seulement si la matrice A(x) présente
deux lignes parallèles. Ceci peut être réécrit de la façon suivante :
{
(s11M1 + s12M2 + α1N)(x) = a(x)C(x)
(s12M1 + s22M2 + α2N)(x) = b(x)C(x)
(2.16)
où (a, b) : Ω→ R2 et C : Ω→M3,1 sont des fonctions C0. Ceci est vrai seulement si L
a une certaine épaisseur (ouvert non-vide), mais la supposition inverse amène à considérer
des cas « dégénérés » ayant peu d’intérêt. Un calcul élémentaire (mais fastidieux) mène à
38 CHAPITRE 2. OBTENTION D’UN MASQUE DE CHANGEMENTS
det([M1,M2, N ](x)) > 0, de telle façon que les vecteurs M1(x),M2(x), N(x) forment une
base de R3. Par conséquent, Le système d’Équations 2.16 implique :

 s11s12
α1

 (x) ∥

 s12s22
α2

 (x) (2.17)
de sorte que :
(
s11
s12
)
(x) ∥
(
s12
s22
)
(x) ∥
(
α1
α2
)
(x) (2.18)
Finalement, l’Équation 2.18 conduit à ∀x ∈ Ω, det(∇2s(x)) = 0 ce qui implique
que s est développable. On peut vériﬁer facilement que le vecteur propre de ∇2s(x) est(
s12
s22
)
(x). Ce vecteur propre est dans la direction orthogonale à la génératrice de s
passant par le point x. L’Équation 2.18 indique alors que α(x) varie dans la direction
orthogonale à cette génératrice. Pour les points tels que ∇2s(x) = 0, aucune condition
n’est imposée à α(x).
Montrons maintenant Prop. 2 ⇒ Prop. 1. Soit S = (s, α) ∈ Θ. En conséquence,
∀x ∈ Ω, det(∇2s(x)) = 0. Il existe donc (c1, c2, a, b) : Ω→ R4 tels que :[
s11 s12
s12 s22
]
=
[
c1a c2a
c1b c2b
]
(2.19)
avec c1b = c2a. De plus, comme le gradient varie orthogonalement aux génératrices, il
existe c3 tel que :
[α1, α2] = c3[a, b] (2.20)
À l’aide des Équations 2.19 et 2.20, on peut écrire la matrice A (voir Équation 2.13)
sous la forme :
A = [aC, bC] (2.21)
avec C =M1c1+M2c2+Nc3. On peut alors simpliﬁer l’Équation 2.12 sous la forme :
∇uS,L(x) = ((〈l, C〉+ γc3)[a, b]) (x) · J(p−1)(x) (2.22)
ce qui nous amène à ∇uS,L(x) ∥ [a, b](x) · J(p−1)(x) pour tout L ∈ L .
Le Théorème 1 implique que la direction du gradient est une caractéristique invariante
aux changements d’illumination si et seulement si la scène appartient à Θ. Des résultats
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analogues ont, par ailleurs, été également obtenus dans [Chen et al., 2000, 2008]. Les
auteurs montrent que la direction du gradient est presque invariante aux changements
d’illumination dans le sens où sa distribution par rapport à l’orientation de la lumière est
concentrée le long d’un vecteur pour la plupart des scènes.
On se concentre maintenant sur les résultats concernant l’invariance des lignes de
niveau. Le Théorème 1 amène aisément la proposition suivante :
Corollaire 1. Les lignes de niveau sont invariantes aux changements d’illumination seule-
ment si la scène appartient à Θ.
Démonstration. Il s’agit d’une conséquence directe du Théorème 1 et du fait que deux
fonctions C1 u1 et u2 ont les mêmes lignes de niveau seulement si ∀x ∈ Ω, ∇u1(x) ∥
∇u2(x).
Néanmoins, toutes les scènes appartenant à Θ n’ont pas des lignes de niveau invariantes
aux changements d’illumination. Par exemple, la Figure 2.9 montre un cône avec un albédo
constant. Si la lumière incidente est dirigée exactement dans la direction de l’axe du cône
(gauche), la radiométrie du cône est uniforme et son image est, en conséquence, composée
d’une seule ligne de niveau. Dans tous les autres cas, (image de droite), les lignes de niveau
correspondent aux génératrices du cône.
Nous allons maintenant énoncer un résultat plus faible, mais qui complète néanmoins
le Corollaire 1. Pour ce faire, il est nécessaire d’énoncer préalablement certains résultats
liés à la topologie.
Lemme 1. Soit C : Ω→ R4∗ une application sur laquelle aucune hypothèse de régularité
n’est émise.
On note L ∈ L , L⊥ un hyperplan orthogonal à L.
Soit ωL = int({x ∈ Ω, C(x) ∈ L⊥}).
Pour presque tout L ∈ L (vis-à-vis de la mesure de Lebesgue de R4) ωL = ∅.
Démonstration. On note Y = {L ∈ L , ωL 6= ∅} et Q l’ensemble des nombres rationels.
Soit ΩQ = {Q2 ∩ Ω}. On a ΩQ ⊂ Q2, ΩQ est alors un ensemble dénombrable.
Soit ai ∈ ΩQ et Yi = {L ∈ L , ai ∈ ωL}. Yi est un sous ensemble d’un hyperplan de
R4. Dans le cas contraire, il existerait 4 éléments de Yi, L1, L2, L3, L4 formant une base
de R4. Étant donné que C(ai) ⊥ Lj ∀j ∈ {1, 2, 3, 4}, cela impliquerait C(ai) = 0, ce qui
contredirait C(ai) ∈ R4∗.
Alors µR4(Yi) = 0 et µR4(
⋃
ai∈ΩQ Yi) = 0. De plus,
⋃
ai∈ΩQ Yi = Y (puisque chaque
ouvert non-vide ωL contient un élément de Q2). Par conséquent, µR4(Y ) = 0.
Lemme 2. Soit ω ∈ Ω un ouvert. Soient u1 et u2 deux fonctions C1(Ω) telles que :
∀x ∈ Ω, ∇u1(x) ∥ ∇u2(x), ∇u1(x) 6= 0 et ∇u2(x) 6= 0. Alors u1 et u2 ont les mêmes
lignes de niveau sur ω.
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Figure 2.9 – Haut : images d’un cône sous deux lumières d’incidences diﬀérentes. Bas :
quelques unes de leurs lignes de niveau.
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Démonstration. ∇u1 et ∇u2 étant non-nulles sur ω, le théorème des fonctions implicites
implique que les lignes de niveau de u1 et u2 sont des courbes C1. De plus, ces courbes
peuvent être déﬁnies uniquement grâce à leurs normales respectives : ∇u1
|∇u1|
et ∇u2
|∇u2|
qui
sont égales.
Lemme 3. Soient u1 et u2 deux fonctions C1(Ω) telles que : ∀x ∈ Ω, ∇u1(x) ∥ ∇u2(x).
Les propositions suivantes sont équivalentes :
– Prop. 1 : u1 et u2 n’ont pas les mêmes lignes de niveau ;
– Prop. 2 : Il existe un ouvert non-vide ω ⊂ Ω tel que :
∀x ∈ ω,

∇u1(x) = 0∇u2(x) 6= 0 (2.23)
ou ∀x ∈ ω,

∇u1(x) 6= 0∇u2(x) = 0 . (2.24)
Démonstration. La démonstration Prop. 2 ⇒ Prop. 1 est directe :
Étant donné que ∇u1 = 0 sur ω, u1 est constante sur ω et est donc incluse dans une
ligne de niveau de u1, alors que ∇u2 6= 0 implique que ∃(x, y) ∈ ω2 tels que u2(x) 6= u2(y).
En conséquence, ω n’est pas inclus dans une ligne de niveau de u2.
On montre maintenant Prop. 1 ⇒ Prop. 2 par l’absurde. On suppose qu’il existe deux
fonctions C1(Ω) : u1 et u2 telles que :
(H1) ∀x ∈ Ω, ∇u1(x) ∥ ∇u2(x)
(H2) il n’existe pas d’ensemble ouvert ω tel que :
∀x ∈ ω,

∇u1(x) = 0∇u2(x) 6= 0 (2.25)
or ∀x ∈ ω,

∇u1(x) 6= 0∇u2(x) = 0 (2.26)
(H3) Les ligne de niveau de u1 sont diﬀérentes des lignes de niveau de u2
Soient :
Ω1,0 = {x ∈ Ω,∇u1(x) = 0}
Ω2,0 = {x ∈ Ω,∇u2(x) = 0}
1. Dans un premier temps, on remarque que Ω˚1,0 = Ω˚2,0.
En eﬀet, supposons : 
Ω˚1,0 ⊂ Ω2,0Ω˚2,0 ⊂ Ω1,0 (2.27)
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Ω˚1,0 étant un ouvert, on a Ω˚1,0 ⊂ Ω˚2,0. En appliquant le même raisonnement, on
obtient Ω˚2,0 ⊂ Ω˚1,0, et ﬁnalement Ω˚1,0 = Ω˚2,0.
Supposons maintenant que le Système d’Équations 2.27 est faux :
Ω˚1,0 6⊂ Ω2,0 or Ω˚2,0 6⊂ Ω1,0 (2.28)
En conséquence, quitte à inverser les indices, il existe x ∈ Ω˚1,0\Ω2,0 tel que∇u1(x) =
0 et ∇u2(x) 6= 0. Par conséquent, d’après la continuité de ∇u2 il existe un ouvert
ωx ⊆ Ω˚1,0 contenant x tel que ∇u2 6= 0 sur ωx. Par ailleurs ωx ⊆ Ω˚01 implique que
∇u1(x) = 0 sur ωx. Ce qui contredit (H2).
2. On note Ω˜+ = Ω \ Ω˚1,0. Sur Ω˜+, les lignes de niveau de u1 sont diﬀérentes de celles
de u2.
Encore une fois, on utilise une démonstration par l’absurde. On suppose que les
lignes de niveau de u1 sont les mêmes que les lignes de niveau de u2 sur Ω˜+. D’après
le paragraphe précédent, ∇u1 et ∇u2 sont nulles sur Ω˚1,0 = Ω˚2,0. Par continuité, ceci
est également valable sur Ω˚1,0. Par conséquent u1 et u2 sont toutes deux constantes
sur chaque composante connexe Ui de Ω˚1,0. Chaque Ui est alors une ligne de niveau
de u1 et u2 sur Ω˚1,0. Considérons maintenant une ligne de niveau A de u1 dans Ω˜+.
On peut considérer deux cas :
– ∀i, Ui ∩ A = ∅. Dans ce cas, A est clairement une ligne de niveau de u1 dans Ω.
Le même raisonnement pouvant être appliqué à u2, A est également une ligne de
niveau de u2 dans Ω.
– ∃i, Ui ∩ A 6= ∅. A et Ui sont tous deux des ensembles connexes, alors A ∪ Ui est
un ensemble connexe. u1 étant continue, il vient que u1 est constante sur A ∪ Ui.
De même, u2 est constante sur A ∪ Ui.
Alors, les lignes de niveau de u1 et u2 sont les mêmes sur Ω ce qui est contradictoire
avec nos hypothèses.
3. Soit ω1 ⊂ Ω un ouvert tel que ∇u1 = 0 sur ω1. Nécessairement, ω1 ⊂ Ω˚1 et donc
ω1 ∩ Ω˜+ = ∅. Alors, il n’existe pas d’ouvert dans Ω˜+ sur lequel ∇u1 = 0. Ce
résultat est également valable avec u2. Soit Ω+1 = {x,∇u1(x) 6= 0} (respectivement
Ω+2 = {x,∇u2(x) 6= 0}). Ω+1 et Ω+2 sont des ouverts denses dans Ω˜+. Alors, par le
théorème de Baire, il vient que, Ω+1 ∩ Ω+2 est un ouvert dense dans Ω˜+.
4. D’après le Lemme 2, on sait que les lignes de niveau de u1 et u2 sont identiques sur
Ω+1 ∩ Ω+2 . La continuité de u1 et u2 assure qu’elles sont également identiques sur
Ω+1 ∩ Ω+2 = Ω˜+. Ce résultat est en contradiction avec la conclusion du 2.
Nous avons maintenant en main tous les éléments nécessaires à la démonstration du
Théorème 2.
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Théorème 2. Soit S ∈ Θ. Pour presque toutes les paires de conditions d’illumination
(L1, L2) ∈ L ×L (dans le sens de la mesure de Lebesgue de R4×R4) les lignes de niveau
de uS,L1 sont les mêmes que celles de uS,L2
Démonstration. On suppose S ∈ Θ. Ceci implique (cf. démonstration du Théorème 1))
que ∇uS,L = 〈L,C〉 · [a, b] avec C : Ω→ R4∗, et [a, b] : Ω→ R2, des fonctions C0(Ω). On
obtient alors ∀(L1, L2) ∈ L ×L , ∀x ∈ Ω, ∇uS,L1(x) ∥ ∇uS,L2(x).
Soit Ω+ = {x ∈ Ω, [a, b](x) 6= 0}. Cet ensemble est un ouvert car a et b sont C0(Ω).
Soit
ωL = int({x ∈ Ω+,∇uS,L(x) = 0}) (2.29)
Cet ensemble est également caractérisé par :
ωL = int({x ∈ Ω+, C(x) ∈ L⊥}) (2.30)
D’après le lemme 1, pour presque tout L1 ∈ L , ωL1 = ∅. En conséquence, pour presque
tout L1 ∈ L , ∀ω ouvert de Ω+, ∃x ∈ ω tel que ∇uS,L1(x) 6= 0. La continuité de ∇uS,L1
induit l’existence d’un ouvert ωx ⊂ Ω+ contenant x et sur lequel ∇uS,L1 6= 0. De plus,
pour presque tout L2 ∈ L , ωL2 = ∅, de sorte qu’il existe x′ ∈ ωx tel que ∇u2(x′) 6= 0.
Finalement, pour presque tout (L1, L2) ∈ L ×L , ∀ω ⊆ Ω+, ∃x′ ∈ ω tel que :
∇u1(x
′) 6= 0
∇u2(x′) 6= 0
De plus, ∀x ∈ Ω \ Ω+, ∇u1(x) = ∇u2(x) = 0.
On remarque, par ailleurs, que la contraposée du Lemme 3 est :
u1 et u2 ont les mêmes lignes de niveau⇔ (2.31)
∀ω ouvert de Ω+, ∃x ∈ ω, (2.32)
{ ∇u1(x) 6= 0
∇u2(x) 6= 0 ou
{ ∇u1(x) = 0
∇u2(x) = 0 (2.33)
On en déduit que pour presque tout (L1, L2) ∈ L ×L , uS,L1 et uS,L2 ont les mêmes
lignes de niveau.
Ce théorème et le Corollaire 1 montrent qu’il existe « presque » une équivalence entre
ces deux propositions :
– La scène a des lignes de niveau invariantes ;
– La scène appartient à Θ.
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Malheureusement, l’espace Θ contient trop peu de surfaces pour modéliser toutes les
scènes réalistes 1. Ceci nous amène à analyser l’invariance des lignes de niveau, lorsque S
est une fonction C2 développable par morceaux et que son albédo varie orthogonalement
aux génératrices sur chaque morceau. On commence par donner une déﬁnition précise de
cet espace :
Déﬁnition 6. Ξ est l’espace des scènes S = (s, α) tel qu’il existe un ensemble ﬁni {ωi}i∈I
et une scène S = (s, α) qui satisfont :
– ∀i ∈ I, ωi ⊂ Ω est un ouvert connexe de mesure non-nulle.
– ∀(i, j), ωi ∩ ωj = ∅.
– ∪i∈Iωi = Ω.
– ∀i, S|ωi ∈ Θ (la restriction de S à ωi appartient à Θ).
– Finalement, on suppose que S|ωi (de même que N |ωi) admet une limite à la frontière
de ωi. Ceci permet de déﬁnir S = (s, α) partout. Par exemple, on pourrait la déﬁnir
comme suit : 

(s, α)(x) = (s, α)(x) si x ∈ ∪i∈Iωi

s(x) = lim
r→0
sup
y∈B(x,r)
s(y)
α(x) = lim
r→0
sup
y∈B(x,r)
α(y)
sinon
Pour les images générées par des scènes de Ξ, les lignes de niveau ont des proprié-
tés d’invariance plus faibles que précédemment. La Figure 2.10 illustre ce problème. Sur
la partie gauche, la plupart des lignes de niveau du toit en forme de cylindre sont des
segments du toit. Selon l’orientation de la lumière, un ou plusieurs de ces segments fu-
sionnent avec le « mur » du bâtiment. En conséquence, les lignes de niveau ne sont pas
invariantes. La partie droite de la Figure 2.10 montre l’image d’un bâtiment avec un toit
simple à deux versants plats. Si la direction de la lumière appartient au plan bisecteur
de ces deux versants, alors, ces derniers auront la même radiométrie. Pour la plupart des
illuminations, le toit sera alors constitué de deux lignes de niveau (jaune et rouge), alors
que pour un ensemble de mesure nulle d’illuminations, il sera constitué d’une seule ligne
de niveau. Dans ce qui suit, on traduit ces conclusions de manière plus formelle.
Soit ω un sous-ensemble de Ω. On pose les notations suivantes :
– κ(x, L) est la ligne de niveau de uS,L telle que x = p(x) ∈ κ(x, L) ;
– κω(x, L) est la ligne de niveau de uS,L|ω telle que x ∈ κω(x, L).
Proposition 1. Soit S un élément de Ξ. Soient ωi et ωj deux morceaux adjacents. Deux
lignes de niveau adjacentes de uS,L|ωi et uS,L|ωj ne fusionnent pour presque aucune L.
1. Une exception notable est celle des documents courbés. Une feuille de papier courbée est une
surface développable. On peut donc imaginer utiliser le Théorème 2 afin de redresser les photographies
de documents courbés (livres), et ce indépendamment des conditions d’éclairement. Cette idée a déjà été
exploitée par quelques auteurs [Courteille et al., 2007; Tan et al., 2006; Wada et al., 1997]
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Figure 2.10 – Exemples de non-invariance des lignes de niveau dans le cas C2 par mor-
ceaux. Les éléments colorés représentent des lignes de niveau isolées.
46 CHAPITRE 2. OBTENTION D’UN MASQUE DE CHANGEMENTS
Démonstration. Soit z ∈ κωi(xi, L) ∩ κωj(xj, L) et z = p−1(z).
On a :
∀x ∈ κωi(xi, L), u(xi) = u(x)
Et, en particulier :
u(xi) = limx→z
x∈ωi
u(x)
u(xi) = limx→z
x∈ωi
((〈l, N〉+ γ)α) (x)
z ∈ κωi(xi, L) ∩ κωi(xi, L) donc, z ∈ ωi ∩ ωj. Comme p est un diﬀéomorphisme,
z ∈ ωi ∩ ωj et limx→z
x∈ωi
x = z. En conséquence, d’après les hypothèses précédentes, on a :
u(xi) = 〈l, limx→z
x∈ωi
(αN) (x)〉+ γ lim
x→z
x∈ωi
α(x) (2.34)
= 〈l, lim
x→z
x∈ωi
(αN) (x)〉+ γ lim
x→z
x∈ωi
α(x) (2.35)
(2.36)
De même, on a :
u(xj) = 〈l, lim
x→z
x∈ωj
(αN) (x)〉+ γ lim
x→z
x∈ωj
α(x) (2.37)
Alors u(xi) = u(xj) si et seulement si :
〈l, lim
x→z
x∈ωi
(αN) (x)− lim
x→z
x∈ωj
(αN) (x)
︸ ︷︷ ︸
T1
〉
+ γ

 lim
x→z
x∈ωi
α(x)− lim
x→z
x∈ωj
α(x)

 = 0 (2.38)
On considère alors deux cas :
– si lim
x→y
x∈ωi
(N,α)(x) 6= lim
x→y
x∈ωj
(N,α)(x), alors l’Équation 2.38 est vériﬁée si et seulement
si L réside dans un hyperplan particulier de R4. Un tel espace est de mesure de
Lebesgue nulle.
– si lim
x→y
x∈ωi
(N,α)(x) = lim
x→y
x∈ωj
(N,α)(x), alors on se reporte au cas C2 sur Ω entier, en
conséquence : uS,L(xi) et uS,L(xi) forment une unique ligne de niveau qui est inva-
riante pour presque toutes les conditions d’illumination (vis-à-vis de la mesure de
Lebesgue).
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2.2.4 Algorithme invariant aux changements d’illumination pour
la détection de changements
On s’intéresse maintenant au problème de détection de changements en essayant de
mettre à proﬁt les résultats précédents. D’après des résultats récents, il est impossible
(avec l’hypothèse d’une scène lambertienne) de décider si deux images représentent la
même scène sous deux conditions d’illumination ou bien deux scènes diﬀérentes [Chen
et al., 2000]. En pratique, aucun algorithme n’est à notre connaissance capable de trai-
ter un grand nombre d’images de télédétection avec un nombre raisonnable de fausses
alarmes. Les principaux facteurs générateurs de fausses alarmes ont été évoqués dans le
Chapitre 1 (une illustration des problèmes de parallaxe est donnée dans la Figure 2.11). À
cela s’ajoutent les diﬃcultés dues à la quantité importante de détails haute-résolution ce
qui a poussé certains auteurs à se concentrer uniquement sur les changements importants
du paysage urbain.
Les opérateurs humains font appel à des interprétations sémantiques, ce qui pousse
les auteurs à introduire des hypothèses a priori sur la géométrie des scènes étudiées.
Par exemple, certains auteurs [Fournier et al., 2008; Li et al., 2006; Lillestrand, 1972]
tentent de détecter des objets dont les bords sont des lignes ou des polygones (cf. égale-
ment Chapitre 4), objets qui ont de grandes probabilités de correspondre à des bâtiments.
D’autres auteurs supposent que l’élévation de la scène est constante par morceaux [Wa-
tanabe et al., 1998]. Dans ce chapitre, nous supposerons que les scènes appartiennent à
Ξ. Nous proposons un algorithme simple qui égalise le constraste de deux images. Après
ce pré-traitement, une simple diﬀérence pixel à pixel fournit des résultats encourageants,
que ce soit sur des images issues de scènes en OpenGL ou des images réelles (Quickbird).
Hypothèses
On rappelle et justiﬁe les hypothèses faites sur les scènes :
Hypothèse 1 les surfaces ont une réﬂectance lambertienne ;
Hypothèse 2 l’illumination a deux composantes : une composante ambiante et une com-
posante directionnelle ;
Hypothèse 2 La scène appartient à Ξ ;
Hypothèse 4 Les deux images sont parfaitement recalées ;
Hypothèse 5 On néglige le problème des ombres.
– L’Hypothèse 1 est à peu près cohérente, dans le sens où la plupart des surfaces
urbaines sont principalement mates (asphalte, béton). Cette hypothèse n’est pas
valable dans le cas de surfaces mouillées ou de vitres.
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Figure 2.11 – Illustration des erreurs de parallaxe : deux scènes identiques sont repré-
sentées avec des géométries diﬀérentes.
– L’Hypothèse 2 est naturelle, car on peut considérer qu’il n’y a qu’une seule source
ponctuelle de lumière à l’inﬁni (on néglige l’ouverture angulaire du soleil). La lumière
ambiante est due à la diﬀusion de la lumière solaire sur les divers objets de la scène.
– L’Hypothèse 4 s’appuie sur la structure géométrique des scènes urbaines. Elle est
plus dure à justiﬁer puisqu’elle dépend des normes locales d’architecture dans chaque
partie du monde. Toutefois, de manière générale, on remarque que les scènes sont
développables par morceaux. Les toits en forme de dôme sont relativement rares. La
Figure 2.12 est issue de [Lafarge et al., 2008] où les auteurs utilisent un dictionnaire
correspondant à des sections de bâtiments de style européen. On remarque qu’ils
satisfont tous cette hypothèse.
– L’Hypothèse 4 est une hypothèse forte. En pratique, il est assez rare que deux
images aériennes ou satellitaires soient prises depuis exactement la même position.
En outre, des erreurs de parallaxe sont introduites (voir Figure 2.11). Quelques
références adressant ce problème sont données dans le Chapitre 1. Certaines fausses
alarmes détectées par notre méthode sont expliquées par cette hypothèse qui n’est
pas toujours vériﬁée.
– L’hypothèse sur les ombres est principalement là pour simpliﬁer le modèle (lumière
directionnelle présente partout dans la scène). Certaines publications [Watanabe
et al., 1998] proposent des méthodes pour détecter et corriger l’impact des ombres
des bâtiments
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Figure 2.12 – Dictionnaire de toits utilisés dans [Lafarge et al., 2008] pour modéliser des
villes d’architecture européenne. Elles sont toutes constituées de morceaux de surfaces
développables. Images fournies gracieusement par F. Lafarge.
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2.2.5 Un algorithme d’égalisation de contraste
Sous les hypothèses précédemment évoquées, on a vu que les lignes de niveau devaient
être « presque » invariantes aux changements d’illumination. Nous proposons une méthode
de normalisation de contraste et une procédure de détection de changements qui tirent
parti de ce résultat. Soient u1 et u2 deux images parfaitement recalées, prises sous des
conditions d’illuminations diﬀérentes, respectivement L1 et L2 aux temps respectifs t1 et
t2. Soit S1 la scène 3D au temps t1. Sous ces notations, on peut écrire :
u1 = uS1,L1u2 = uS1,L2 + c1,2 (2.39)
où c1,2 représente les changements de l’image u1 à l’image u2. Dans cette équation,
uS1,L2 et c1,2 sont inconnus. Aﬁn de les déterminer, on introduit des a priori. D’après les
considérations précédentes, il est naturel de considérer que uS1,L2 appartient à l’espace des
images qui ont les mêmes lignes de niveau que u1. On appelle cet espace Ξu1 . On introduit
également un a priori sur les changements J(c). Dans la plupart des applications, les
changements sont rares. Ici, la norme L1 étant reconnue comme favorisant les structures
parcimonieuses, on pose alors J(c) = ||c||1. Pour déterminer c1,2, le problème à résoudre
est le suivant :
inf
u∈Ξu1
(||u2 − u||1) (2.40)
en posant c1,2 = u2 − u où u est la solution de l’Équation 2.40. Cette dernière peut
donc être formulée comme : « trouver l’image u la plus proche de u2 qui possède les
mêmes lignes de niveau que u1 ». Pour résoudre le Problème 2.40, il faut discrétiser Ξu1 .
On propose la stratégie suivante :
1. On pose uQ = ⌊u1∆ ⌋∆ (quantiﬁcation uniforme)
2. Pour chaque niveau k∆ (k ∈ Z), on sépare les composantes connexes Ωk,j de l’en-
semble Ωk = {x ∈ Rn, uQ(x) = k∆}. Dans les simulations, les composantes connexes
se fondent sur le système de voisinage 8-connexe.
On déﬁnit Ξu1 l’ensemble des images constantes sur la composante Ωk,j. Avec cette
déﬁnition, la solution du Problème 2.40 est sous sa forme analytique :
u¯|ωk,j = mediane(u2|ωk,j) (2.41)
Ce type d’algorithme a déjà été utilisé et analysé dans le cadre d’une autre application
dans [Caselles et al., 2002]. C’est un algorithme très rapide (moins de 0.4 secondes sur
une image 1000× 1000 sur un Processeur Intel Xeon à 1.86 GHz).
Un détail important est que cet algorithme est asymétrique. On peut donc résoudre
le problème suivant :
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inf
u∈χu2
(||u1 − u||1) (2.42)
aﬁn de déterminer une seconde image de changements c2,1 = u1 − u. Cette asymé-
trie permet notamment de déterminer à quelle scène appartient un objet détecté (cf.
Figure 2.15)
2.2.6 Résultats
Dans cette partie, nous comparons l’approche par lignes de niveau avec deux algo-
rithmes classiques : la projection monotone [Moisan, 2005] et la FLST (« Fast LevelSet
Transform ») [Monasse et Guichard, 2000; Ballester et al., 2000]. Le premier est un outil
fondamental en traitement d’images alors que le second est fondé sur des principes assez
similaires au nôtre. Nous commençons par les décrire brièvement, puis nous les comparons
sur des images de synthèse ainsi que sur des images réelles.
Description des approches alternatives
Projection monotone La projection monotone, décrite dans [Moisan, 2005], est simi-
laire à l’égalisation globale de contraste. On la choisit pour les comparaisons parce qu’elle
est plus générale qu’une égalisation de contraste linéaire [Radke et al., 2005; Wiemker,
1997]. Comme dans la partie 2.2.5, on suppose que les deux images peuvent être écrites
comme : 
u1 = uS1,L1u2 = uS1,L2 + c1,2 (2.43)
La projection monotone s’appuie sur l’hypothèse suivante : deux images de la même
scène prises sous des conditions d’illuminations diﬀérentes diﬀérent uniquement par un
changement de contraste global et monotone. Ceci implique que uS1,L2 = g ◦ uS1,L1 ou
g : R→ R est une fonction croissante. Pour déterminer les changements, on cherche alors
la fonction g qui minimise l’énergie :
g = argmin
gcroissante
(
||g ◦ u1 − u2||22
)
(2.44)
Finalement, on pose c1,2 = g ◦ u1 − u2. Le Problème 2.44 peut être résolu en O(n)
opérations où n est le nombre de pixels [Moisan, 2005].
Comparaison des arbres d’ensembles de niveau Les auteurs de [Ballester et al.,
2000; Monasse et Guichard, 2000] proposent un algorithme invariant aux changements
de contraste pour la détection de changements. Cet algorithme est proche du notre étant
donné qu’il fait appel aux lignes de niveau de façon importante.
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Le principe de l’algorithme est le suivant : premièrement, chaque image est décompo-
sée en un arbre de « formes » (les composantes connexes des ensembles de niveau). La
Figure 2.13 représente la FLST de deux fonctions diﬀérentes. Les deux arbres sont ensuite
comparés. Une forme dans l’arbre de u1 sera considérée comme correspondant à l’arbre
de u2 s’il existe une forme dans cet arbre qui a approximativement les mêmes moments
(position, surface, . . .). Sur la Figure 2.13, les formes sans correspondance sont celles pos-
sédant l’étiquette « 2 ». Les images de changements c1,2 et c2,1 sont alors recomposées à
partir des formes sans correspondance. Nous invitons le lecteur à se référer à [Ballester
et al., 2000; Monasse et Guichard, 2000] pour plus de détails.
Images de synthèse
Aﬁn d’illustrer les résultats présentés dans ce chapitre, nous avons développé une
application très simple, permettant de générer des scènes en OpenGL correspondant à
notre modèle. Cette application permet, en outre, de visualiser facilement ces scènes sous
des conditions d’illumination diﬀérentes. Les images en haut de la Figure 2.15 montrent
des prises de vues de deux scènes « urbaines ». Dans cet exemple, quelque bâtiments ont
disparus, d’autres sont apparus, certains ont été déplacés et enﬁn, quelques uns ont été
modiﬁés.
Dans cet exemple jouet, la scène n’appartient pas à Ξ (en eﬀet, un des bâtiments est
un dôme), mais toutes les autres hypothèses de notre modèle sont satisfaites. Ces résultats
montrent clairement les avantages de notre méthode :
– Le résultat de l’algorithme de projection monotone est clairement peu satisfaisant.
Un changement global de contraste ne peut pas reproduire les inversions locales
de radiométrie dues aux changements de direction d’illumination. Ceci explique la
grande quantité de fausses alarmes sur les toits en forme de dents de scie et les toits
simples à deux versants.
– Les mauvais résultats de la FLST sont plus subtils à expliquer. Premièrement, dans
nos simulations, nous comparons les formes uniquement par le biais de leurs bary-
centres et leur surface. Ces caractéristiques sont trop naïves pour donner des résul-
tats satisfaisants. Dans [Monasse et Guichard, 2000], les auteurs suggèrent l’utilisa-
tion de moments d’ordre supérieur. Néanmoins, même munis d’une bonne mesure
de comparaison, la méthode devrait échouer parce que la FLST n’est pas invariante
aux changements d’illumination. Par exemple, la Figure 2.13 montre deux images
d’un toit simple à deux versants sous deux illumination diﬀérentes, pour lesquelles
les arbres ne sont pas comparables. En conséquence, certaines formes vont être
marquées comme « changées » par l’algorithme et générer un nombre important de
fausses alarmes.
– En revanche, le résultat de notre algorithme est très satisfaisant. On remarque qu’il
échoue au niveau du dôme (fausses alarmes dues à la courbure gaussienne non-nulle).
Ceci était prévisible étant donné que le dôme n’est pas une surface développable. On
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remarque qu’entre les deux prises de vue, le bâtiment au toit en forme de cylindre a
bougé le long de son axe, seules les parties qui ne se recouvrent pas on été détectées,
les autres parties générant des faux négatifs.
Figure 2.13 – Haut : images d’un toit simple à deux versants sous deux illuminations
diﬀérentes. Bas : FLST de chaque image.
Image de télédétection
On s’intéresse maintenant à des images réelles. Les hypothèses que nous avons émises
sur la surface des scènes ne sont valables qu’à des échelles importantes. Les tuiles des toits,
par exemple, peuvent rarement être considérées comme développables . Pour appliquer
l’algorithme que nous avons décrit précédemment, on ajoute une étape de décomposition
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Figure 2.14 – Exemple jouet. Haut : Deux images sous des conditions diﬀérentes d’illu-
mination, avec par ailleurs quelques changements sur les scènes. Bas : vérités de terrain
(les changements sont indiqués en vert).
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Figure 2.15 – Exemple jouet. Première ligne, détection de changements en utilisant
notre algorithme. Deuxième ligne : détection de changements en utilisant une égalisation
de contraste par moindres carrés. Troisième ligne : détection de changements en utilisant
la FLST.
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en « cartoon+texture » [Weiss et al., 2007] et on travaille sur la composante « cartoon ».
Dans nos simulations, nous avons utilisé le modèle de Rudin-Osher-Fatemi [Rudin et al.,
1992]. Par ailleurs, nous n’avons pas considéré les ombres dans notre modèle. Les régions
ombragées sont uniquement éclairées par la lumière ambiante. Leur intensité radiomé-
trique peut être considérée comme de l’ordre d’un dixième de celle des régions éclairées
par la lumière du soleil. On peut facilement retirer les changements dus aux ombres en
omettant les changements de faible intensité. Des techniques bien plus sophistiquées pour
ôter les ombres ont été proposées [Watanabe et al., 1998].
Nous proposons des comparaisons sur deux jeux d’images Quickbird. Les trois mé-
thodes dépendent d’un seuil. On fournit donc des courbes ROC pour comparer les per-
formances des algorithmes quand les seuils varient. On rappelle que les vérités de terrain
ont été construites à la main.
Aéroport d’Abidjan Sur cette image, la détection de changement est assez aisée et
les trois algorithmes donnent de bons résultats. Comparé à une approche classique (i.e.
égalisation globale de contraste suivie d’une diﬀérence pixel-par-pixel), notre algorithme
donne des résultats satisfaisants, avec peu de faux négatifs et encore moins de fausses
alarmes, et ce en très peu de temps (3 secondes pour cette image avec un processeur Intel
Xeon à 2 GHz ). Notre implantation de la FLST ne donne pas de résultats satisfaisants
comparés à d’autres approches. Ceci est probablement dû au fait que nous ne comparons
que les aires et barycentres des zones (en omettant les moments d’ordres supérieur).
Ce problème est important, dans le sens où l’algorithme de recherche de correspondances
s’exécute en 30 secondes. Les courbes ROC (cf. Figure 2.18) montrent que notre algorithme
est sensiblement plus performant que les autres approches. Par exemple, pour obtenir
85 % de vrais positifs, on obtient 5 % de fausses alarmes, alors que les autres algorithmes
génèrent tous deux plus de 20 % de fausses alarmes.
Les principales causes d’échec de notre algorithme sont les erreurs de recalage : quelques
lignes peintes sur la piste ne sont pas recalées parfaitement et quelques parois d’immeubles
ne coïncident pas exactement. Enﬁn, quelques fausses alarmes sont dues aux changements
saisonniers de la végétation autour du parking.
Ville de Pékin Ce couple d’images est beaucoup plus diﬃcile à traiter que le précédent.
En eﬀet, de très importantes modiﬁcations ont eu lieu sur la scène entre les deux prises de
vue. Aussi, nous n’avons réussi à générer qu’une vérité de terrain à une échelle grossière.
Notre algorithme donne néanmoins des résultats globalement satisfaisants. Avec un seuil
correctement choisi, on obtient 75 % de vrais positifs avec 25 % de fausses alarmes. Les
autres méthodes génèrent un taux bien supérieur de fausses alarmes et les résultats qu’elles
fournissent semblent diﬃciles à utiliser (cf. les courbes ROC, Figure 2.20).
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Figure 2.16 – Images Quickbird (61 cm de résolution) de l’aéroport d’Abidjan. Haut :
l’aéroport le 04/02/2003 et le 07/07/2003. Bas : vérités de terrain (les changements sont
indiqués en vert).
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Figure 2.17 – Images Quickbird (61 cm de résolution) de l’aéroport d’Abidjan. Première
ligne : détection de changements en utilisant notre algorithme. Deuxième ligne : détection
de changements en utilisant une égalisation de contraste aux moindres carrés. Troisième
ligne : détection de changements en utilisant la FLST.
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Figure 2.18 – Courbes ROC pour l’aéroport d’Abidjan.
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Figure 2.19 – Images Quickbird (61cm de résolution) de Pékin. Première ligne : Pékin en
2001 (gauche) et 2003 (droite). Deuxième ligne - gauche : vérité de terrain (les changements
sont indiqués en vert) - droite : Détection de changements en utilisant notre algorithme.
Troisième ligne - gauche : détection de changements en utilisant un projection monotone
- droite : détection de changements en utilisant la FLST.
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Figure 2.20 – Courbes ROC pour le couple d’images de la banlieue de Pékin.
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2.3 Conclusion
Dans ce chapitre, nous avons abordé diﬀérentes méthodologies permettant d’obtenir
un premier masque de changements. Nous avons mis en œuvre des méthodes classiques
et agissant de manière globale sur les paires d’images, et nous avons mis en avant les
limites de ce type d’algorithmes. Ces limites nous ont conduit à rechercher des invariants
en modélisant les scènes à l’aide d’hypothèses relativement fortes. Ainsi, nous avons pu
exhiber l’invariance des lignes de niveau selon nos hypothèses . Enﬁn, nous avons validé
ces hypothèses à l’aide d’un algorithme relativement simple.
Les résultats présentés dans ce chapitre sont très encourageants en comparaison avec
ceux obtenus par les algorithmes plus classiques généralement utilisés. Les performances
de notre algorithme semblent meilleures à la fois sur des images synthétiques et sur des
images réelles.
Les perspectives issues de ce travail sont variées, tant sur le plan théorique que sur le
plan pratique. Sur le plan théorique, les hypothèses que nous avons posées sont parfois
fortes (surfaces développables, composante de réﬂexion exclusivement lambertienne . . . ).
Une des axes de recherche envisageables est donc l’obtention de résultats théoriques pour
des hypothèses un peu moins restrictives, mais plus proches des conditions réelles en
télédétection ou en imagerie urbaine. D’autre part, l’algorithme proposé qui tire parti de
l’invariance des lignes de niveau est extrêmement simple ; des algorithmes plus sophistiqués
fondés sur les mêmes résultats théoriques ont donc de grandes chances de donner de
meilleurs résultats en termes de performances.
Chapitre 3
Classiﬁcation fondée sur la
radiométrie : Classiﬁcation par
k-moyennes
War don’t ennoble men. It turns
them into dogs... poisons the soul.
Private Witt, The Thin Red
Line
Dans le chapitre précédent, nous avons décrit plusieurs algorithmes permettant d’ob-
tenir un masque de détection de changements. En général, il s’agit de la première étape
avant une classiﬁcation des zones détectées, soit en fonction de leur radiométrie, soit
en fonction de données plus contextuelles (géométrie, position, connaissances a priori).
L’étape suivante de notre chaîne de traitement est la réalisation d’une première classiﬁ-
cation des pixels détectés précédemment comme « changés », uniquement en fonction de
leurs radiométries sur les deux prises de vue. Pour ce type de classiﬁcations, plusieurs
outils sont disponibles, comme les réseaux de neurones, les séparateurs à vaste marge
(SVM), les algorithmes de k-moyennes et de k-médianes, ou les mélanges de gaussiennes
[Bishop, 2006]. Les algorithmes fondés sur les k-moyennes possèdent plusieurs avantages :
– Par rapport aux réseaux de neurones et aux SVM, ils ne requièrent pas de phase
d’apprentissage, et sont en général non-supervisés ;
– Ils sont relativement simples à mettre en œuvre ;
– Leur vitesse de convergence est relativement élevée [Bishop, 2006].
Comme nous le verrons plus loin (cf. Chapitre 4), ces méthodes présentent une qua-
lité supplémentaire : être suﬃsamment génériques pour s’adapter à des espaces assez
variés. En conséquence, c’est cette famille d’algorithmes qui a été retenue pour eﬀectuer
la classﬁcation. Dans ce chapitre, nous allons d’abord présenter divers aspects théoriques
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du problème des k-moyennes et de l’algorithme des k-moyennes (ou algorithme de Lloyd
[Lloyd, 1982]). Dans un deuxième temps, nous allons présenter l’algorithme de k-moyennes
entropique introduit dans [Palubinskas et al., 1998] qui permet d’estimer le nombre opti-
mal de classes dans la population. Enﬁn, les résultats de classiﬁcation sur les masques de
changements précédemment obtenus seront présentés et analysés.
3.1 Algorithme de k-moyennes et dérivés
L’algorithme des k-moyennes est un algorithme très classique de classiﬁcation. Dans
un premier temps, nous allons présenter le problème des k-moyennes et montrer sa per-
tinence pour la classiﬁcation de points dans un espace métrique 1, puis nous décrirons
de manière générique l’algorithme des k-moyennes (ou algorithme de Lloyd). Enﬁn, nous
décrivons quelques propriétés importantes (notamment de convergence) de l’algorithme
des k-moyennes.
3.1.1 Problème des k-moyennes
Le problème des k-moyennes se fonde sur la notion de distance d’un espace métrique
pour induire une classiﬁcation d’une suite ﬁnie de points résidant dans cet espace. Une des
particularités de ce problème est que l’on considère le nombre de classes existantes comme
une donnée connue a priori. Nous proposons plus loin (voir Partie 3.3.1) une méthode
fondée sur la notion d’entropie qui permet d’intégrer un estimateur de ce nombre au sein
même de l’algorithme.
Le problème des k-moyennes se fonde sur la notion de moyenne de Karcher (introduite
dans [Karcher, 1977]), qui est liée à un espace métrique :
Déﬁnition 7 (Moyenne de Karcher). Soit Ω un espace métrique et d la distance qui lui
est associée. Soit n ∈ N∗ et x : (xi)1≤i≤n une suite ﬁnie d’éléments de Ω. La moyenne de
Karsher de x s’écrit alors :
µKarcher
(
x) = argmin
y∈Ω
n∑
i=1
1
2
d(xi, y)2 (3.1)
Une des premières remarques que l’on peut faire est que ni l’existence, ni l’unicité de
la moyenne de Karcher ne sont assurées dans le cas général. Par exemple, une suite de
n poins régulièrement espacés dans l’espace des directions [0, 2π[ possède n moyennes de
Karcher.
Par ailleurs, dans un espace euclidien, on remarquera que la moyenne de Karcher et
la moyenne arithmétique µ(x) =
∑n
i=1
xi
n
sont confondues.
1. Des résultats récents ont montré [Teboulle et al., 2006] qu’il était possible d’adapter l’algorithme
pour des fonctions plus générales, incluant notamment la divergence de Bregman.
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Formulation « naturelle »
Munis de la Déﬁnition 7, nous sommes maintenant en mesure d’énoncer le problème
des k-moyennes. La manière la plus intuitive d’énoncer le problème des k-moyennes est
la suivante :
Problème 1 (Problème des k-moyennes). Soit Ω un espace métrique et d la distance
associée. Soit (xi), i ∈ [1..n] une suite ﬁnie d’éléments de Ω. Soit k ∈ R+∗. On cherche la
partition S : S1≤j≤k de Ω composée de k parties minimisant la fonction suivante :
E(S) =
k∑
i=1
∑
xj∈Si
1
2
d(xj, µi)2 (3.2)
Où la suite µ : (µj)1≤j≤k est la suite des moyennes de Karcher des éléments de x
appartenant à Sj. Par la suite, nous appellerons les éléments de cette suite les centroïdes.
Formulation alternative
En remplaçant la moyenne de Karcher par sa déﬁnition, on peut aisément reformuler le
problème des k-moyennes en omettant les Sj et en ne tenant compte que des centroïdes :
Problème 2 (Problème des k-moyennes (bis)). Soit Ω un espace métrique et d la distance
associée. Soit x : (xi)1≤i≤n, une suite ﬁnie d’éléments de Ω. Soit k ∈ N+ et µ : µ1≤j≤k
une suite de k éléments de Ω. Le problème des k-moyennes revient à déterminer la suite
µ déﬁnie comme :
µ = argmin
µ∈Ωk
n∑
i=1
1
2
min
j
d2(xi, µj)) (3.3)
Une fois le minimum connu, il suﬃt de trouver le centroïde le plus proche de chaque
xi pour déterminer la classiﬁcation optimale.
3.1.2 Description de l’algorithme des k-moyennes
L’algorithme des k-moyennes est constitué de plusieurs étapes :
1. la phase d’initialisation aﬀecte des valeurs de départ aux centroïdes. Les méthodo-
logies d’initialisation sont multiples. On peut, par exemple, choisir d’initialiser les
centroïdes à des positions occupées par des éléments de x choisis au hasard. D’autres
stratégies d’initialisation ont également été envisagées [Arthur et Vassilvitskii, 2007].
2. boucle principale : Cette boucle est constituée de deux étapes importantes :
mise à jour des classes Au cours de cette phase, chaque xi est aﬀecté à la classe
dont le centroïde est le plus proche.
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mise à jour des centroïdes On évalue chaque centroïde µj comme la moyenne
de Karcher des xi qui ont été aﬀectés à la classe Sj.
À l’issue de cette mise à jour, l’énergie E est comparée à l’énergie obtenue à l’étape
précédente. Si elles sont égales, on quitte la boucle principale.
Cette division de la boucle principale en deux phases distinctes n’est pas particulière
aux algorithmes de k-moyennes. Dans [Bottou et Bengio, 1995], les auteurs montrent
que cette spéciﬁcité fait de l’algorithme des k-moyennes un algorithme très proche des
algorithmes de type Espérance-Maximisation. Une description plus précise de l’algorithme
des k-moyennes en pseudo code est donné ci-dessous.
Algorithme 3.1 : Algorithme des k-moyennes
Données : (xi)1≤i≤n : des points de Ω, k > 0
Résultat : (µj)1≤j≤k les centroïdes des classes optimales, (µ′i)1≤i≤n : pour chaque
xi, le µj le plus proche
début
Initialisation des centroïdes µj(voir Partie 3.1.3);
/*initialisation des classes */
pour chaque 1 ≤ i ≤ n faire
µ′i ← argmin
µj
d(xi, µj)
ﬁn
/*Calcul de l’énergie totale : */
E0 ← ∑ni=1 12d(xi, µ′i)2;
répéter
t← t+ 1;
/*mise à jour des classes : */
pour chaque 1 ≤ i ≤ n faire
µ′i ← argmin
µ
d(xi, µj)
ﬁn
/*mise à jour des centroïdes : */
pour chaque 1 ≤ j ≤ k faire
µj ← µKarcher(xi tels que µ′i = µj);
ﬁn
/*Calcul de l’énergie totale */
Et ← ∑ni=1 12d(xi, µ′i)2;
jusqu’à Et = Et−1 ;
ﬁn
Il s’agit ici d’une description assez naïve de l’algorithme des k-moyennes et beaucoup
d’améliorations ont été proposées pour accélérer la convergence de l’algorithme. Entre
autres, lorsque les éléments de x sont fortement redondants (notamment dans le cas des
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valeurs des pixels d’une image), il est intéressant d’avoir une approche « par histogramme »
qui travaille sur chaque valeur prise par x en lui aﬀectant un poids pi.
3.1.3 Propriétés de Convergence
Chacune des deux phases de la boucle principale a pour résultat une diminution de
l’énergie totale Et. En conséquence, on a une garantie de décroissance de cette énergie.
En réalité, la formulation du Problème 2 est utilisée dans [Bottou et Bengio, 1995]
pour mettre en évidence l’algorithme des k-moyennes comme un algorithme de descente
de gradient. Deux conséquences essentielles découlent de cette considération :
– on a une garantie de convergence vers un minimum de la fonction d’énergie E(µ),
– ce minimum est un minimum local et la qualité de ce minimum peut être fortement
dépendante de l’initialisation de l’algorithme.
Pour essayer de contourner ce défaut majeur de l’algorithme, la solution utilisée le
plus souvent est de tirer parti de la rapidité de convergence de l’algorithme pour le lancer
plusieurs fois avec des initialisations diﬀérentes et choisir la classiﬁcation la meilleure au
sens de l’énergie E(µ). Des résultats récents [Arthur et Vassilvitskii, 2007] montrent que
l’algorithme des k-moyennes n’oﬀre aucune garantie sur la qualité de la classiﬁcation ﬁnale
(c’est à dire que le ratio Efinale
EOptimale
n’est pas borné, même à k et à n ﬁxés). Les auteurs
proposent alors une méthode d’initialisation aléatoire de l’algorithme qui garantit une
énergie ﬁnale inférieure à 8(ln k + 2)EOptimale.
3.2 Déﬁnition de l’espace d’état
3.2.1 Espace d’état
Dans notre application, l’espace d’état est relativement simple. Il s’agit des radiomé-
tries aux deux instants de prise de vue des pixels de l’image. Les points xi possèdent alors
deux coordonnées x1i et x
2
i . Dans notre cas particulier, les images traitées étaient codées
sur 8 bits, les valeurs des radiométries s’échelonnant alors entre 0 et 255.
3.2.2 Distance
Pour compléter la description de l’espace d’état, il est nécessaire de déﬁnir une distance.
On pourrait utiliser la distance euclidienne. Néanmoins, comme nous l’avons vu dans le
chapitre 2, les radiométries suivent une dynamique particulière. Nous essayons donc de
suivre cette dynamique en utilisant la distance de Mahalanobis entre les pixels au lieu de
la distance euclidienne :
dMah(x1, x2) =
√
(x1 − x2)TΣ−1(x1 − x2). (3.4)
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où Σ représente la matrice de covariance de la suite x. Un rapide calcul montre que
la moyenne de Karcher associée à cette distance correspond également à la moyenne
arithmétique. Dans la pratique, on applique l’homomorphisme associé à la matrice
√
Σ−1
aux xi et µj d’entrée aﬁn de travailler directement avec la distance euclidienne puis la
transformation inverse est appliquée après convergence.
3.3 Évaluation du nombre de classes
Comme nous l’avons vu précédemment, l’algorithme des k-moyennes présente un grand
intérêt lorsque le nombre de classes désirées est connu à l’avance. Dans le cas contraire, il
devient nécessaire d’estimer ce nombre. Il s’agit d’une opération assez fastidieuse qui fait
appel à des notions souvent arbitraires. Prenons par exemple une distribution de points
dont la densité de probabilité serait représentée Figure 3.1. On peut alors considérer
que l’on a aﬀaire à deux populations bien marquées et donc initialiser à 2 le nombre de
partitions de l’algorithme de k-moyennes.
−6 −4 −2 0 2 4 6
Densité
de
probabilité
Valeurs dans R
Figure 3.1 – Deux populations « bien marquées »
En revanche, si l’on considère une population de points qui suit la densité de probabilité
donnée Figure 3.2, alors le nombre « idéal » de classes est sujet à débat. Si l’on cherche à
avoir une classiﬁcation « ﬁne », on estimera le nombre de classes à 4, mais si l’on cherche
à avoir une classiﬁcation plus grossière, alors l’on aura tendance à estimer ce nombre à 2.
De manière générale, plus le nombre de centroïdes est élevé, plus l’énergie EOptimale
fournie par la solution du problème des k-moyennes est basse ; dans le cas-limite où le
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Figure 3.2 – Cas « litigieux »
nombre de centroïdes est égal au nombre de points uniques dans la suite xi, ainsi l’énergie
du minimum est nulle. Mais la classiﬁcation alors obtenue n’a guère de sens.
Entre les deux extrêmes, il est donc assez diﬃcile de donner une déﬁnition précise
d’un nombre pertinent de classes. Dans le cas où des problèmes d’échelles similaires sont
à traiter, une piste à envisager pour la comparaison des résultats serait l’utilisation d’une
quantité dite de « granularité ». Une propriété essentielle de ce type d’expression serait
alors une bonne robustesse au nombre de populations. Une expression naïve de ce type
de quantité pourrait être alors de la forme :
G =
D(µ, x)
D(µ)
(3.5)
où D(µ, x) représente une distance caractéristique entre un point et le centroïde qui
lui est associé dans la classiﬁcation et D(µ) représente une distance caractéristique entre
deux centroïdes diﬀérents de µ (on pourra prendre, par exemple, la distance médiane ou
moyenne). On remarque, par exemple, que la granularité diminue lorsque les diﬀérences
entre les classes sont bien marquées (grande distance entre les centroïdes), mais augmente
lorsque les classes sont en moyenne assez dispersées.
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3.3.1 k-moyennes entropiques
Terme d’entropie
Aﬁn d’automatiser, ou du moins de faciliter l’évaluation du nombre de classes, l’ajout
d’un terme d’entropie à l’algorithme des k-moyennes a été proposé dans [Palubinskas
et al., 1998]. Il s’agit d’une application assez diﬀérente de la notre (classiﬁcation des
pixels d’une image aﬁn de détecter des tissus du cerveau humain), néanmoins, nous avons
repris la méthodologie proposée aﬁn de l’appliquer à notre application.
Plus précisément, les auteurs considèrent la classiﬁcation des pixels comme un pro-
blème bayésien. Ils cherchent alors à maximiser la probabilité a posteriori de classiﬁcation :
P (µ|x) = P (x, µ)P (µ)
P (x)
(3.6)
où l’on considère x et µ comme des variables aléatoires (par la suite, nous utilisons la
même notation pour ces variables aléatoires et leur réalisation). Le terme de vraisemblance
est sous une forme très classique ; on suppose les pixels indépendants les uns des autres,
d’où un terme de vraisemblance de la forme :
P (X|Y ) = exp
(
n∑
i=1
ln p(xi|µi)
)
(3.7)
Le choix de p(xi|µi) permet de retrouver l’expression classique des k-moyennes :
p(xi|µi) ∝ exp
(
−1
2
d(xi, µ′i)
2
)
(3.8)
sur la fonction d’énergie à minimiser. Ce terme a pour eﬀet l’inclusion du nombre de classes
en tant que variable de la fonction. Dans un premier temps, ils proposent d’initialiser le
nombre de classes au nombre d’éléments uniques de x.
L’originalité de la contribution réside dans le choix de terme de probabilités a priori.
Ce terme doit pouvoir favoriser les solutions comportant un nombre de classes assez faible
(à population totale ﬁxée). Les auteurs ont donc fait appel à la déﬁnition de l’entropie
au sens de Shannon [Shannon, 1948]. Pour une classiﬁcation µ donnée, on peut déﬁnir
l’entropie comme :
S = −
k∑
j=1
pj ln(pj) (3.9)
où pj =
card(Sj)
n
est la probabilité a priori pour un élément de x d’appartenir à la
classe Sj. Par exemple, on remarque que l’entropie est minimale avec un partitionnement
pour lequel une classe est prédominante et les autres classes sont vides. Au contraire, elle
est maximale lorsque la population de x est uniformément répartie sur les diﬀérents µj.
L’entropie est utilisée directement dans l’expression de la probabilité a priori :
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P (µ) ∝ exp

αE k∑
j=1
pj ln pj

 (3.10)
La probabilité a posteriori s’écrit alors :
P (µ|x) ∝ exp

 n∑
i=1
ln p(xi|µi) + αE
k∑
j=1
pj ln pj

 (3.11)
On cherche un maximum de probalité a posteriori. Pour l’atteindre, il faut donc mi-
nimiser le terme d’énergie :
E(µ) = −
n∑
i=1
ln p(xi|µi)− αE
k∑
j=1
pj ln pj (3.12)
où le terme αE correspond à un compromis entre le terme d’entropie et l’énergie que
l’on cherchait à minimiser auparavant, i.e. un compromis entre l’homogénéité et le nombre
des classes. Le choix de αE va directement inﬂuer sur la granularité que nous recherchons,
et « pilote » indirectement le nombre de classes.
Par ailleurs, on remarque que l’inﬂuence du premier terme de E(µ) croît avec la taille
de l’image, contrairement au terme d’entropie (qui ne dépend que de probabilités). Aﬁn
d’assurer une invariance à la taille de l’image, on note alors αE = αn. On peut alors
réécrire l’énergie à minimiser :
E(µ) = −
n∑
i=1
ln p(xi|µi)− αn
k∑
j=1
pj ln pj (3.13)
E(µ) = −
n∑
i=1
ln p(xi|µi)− α
k∑
j=1
card(Sj) ln pj (3.14)
E(µ) = −
k∑
j=1
∑
xi∈Sj
(ln p(xi|µi) + α ln pj) (3.15)
Enﬁn, en remplaçant, dans l’Équation 3.15, les vraisemblances par leur expression,
proposée dans l’Équation 3.8, on obtient, à une constante (omise) près :
E(µ) =
k∑
j=1
∑
xi∈Sj
(1
2
d(xi, µj)2 − α ln pj
)
(3.16)
Une remarque importante, est que bien que le nombre k des classes soit ﬁxé, de même
que précédemment, il est tout à fait envisageable d’obtenir des classes complètement vides.
Auquel cas, on pourra simplement les supprimer de l’algorithme. Ce faisant, cette nouvelle
énergie propose un nombre k′ de classes non vide variable et majoré par k.
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On peut alors formuler un nouveau problème des k-moyennes entropiques, dont la
solution donnera un certain compromis entre nombre de classes et ﬁnesse de la classiﬁca-
tion :
Problème 3 (Problème des k-moyennes entropiques). Soit Ω un espace métrique et d
la distance associée. Soit (xi), i ∈ [1..n] une suite ﬁnie d’éléments de Ω. Soit k ∈ R+∗.
On cherche la partition S : S1≤j≤k de Ω composée de k parties minimisant la fonction
suivante :
E(S) =
k∑
i=1
∑
xj∈Si
1
2
d(xj, µi)2 − α ln
(
card(Sj)
n
)
(3.17)
3.3.2 Algorithme des k-moyennes entropiques
Une nouvelle forme d’énergie ayant été proposée, nous pouvons maintenant proposer
un nouvel algorithme de k-moyennes entropiques, permettant d’atteindre un compromis
sur la ﬁnesse de la classiﬁcation.
Le choix du paramètre α est assez problématique. Une méthode heuristique fondée sur
les lois d’échelle est proposée dans [Palubinskas et al., 1998].
Dans notre cas particulier, nous avons opté pour un α variable. Anne Lorette a travaillé
sur des problèmes de classiﬁcation sensiblement équivalents. [Lorette, 1999] reprend la
méthodologie proposée dans [Frigui et Krishnapuram, 1996] en initialisant α à une valeur
relativement grande aﬁn d’obtenir un nombre pertinent de classes, puis en diminuant sa
valeur suivant un schéma de décroissance exponentielle. En eﬀet, une fois le nombre de
classes obtenu, rien ne justiﬁe a priori de biaiser la classiﬁcation par le terme d’entropie.
L’Algorithme 3.2 des k-moyennes entropiques est une adaptation de l’algorithme des
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k-moyennes au problème des k-moyennes entropiques, décrit ci-après :
Algorithme 3.2 : Algorithme des k-moyennes entropique
Données : (xi)1≤i≤n : des points de Ω, k >> kestime,α0 : valeur initiale de α, τ
constante de temps du schéma de décroissance de α
Résultat : (µj)1≤j≤k les centroïdes des classes optimales, (µ′i)1≤i≤n : pour chaque
xi, le µj le plus proche
début
Initialisation des centroïdes µj (voir Partie 3.1.3);
/*initialisation des classes */
pour chaque 1 ≤ i ≤ n faire
µ′i ← argmin
µj
d(xi, µj)− α ln
(
card(µj)
n
)
ﬁn
/*Calcul de l’énergie totale : */
E0 ← ∑ni=1 12d(xi, µ′i)2;
répéter
t← t+ 1;
/*mise à jour des classes : */
pour chaque 1 ≤ i ≤ n faire
µ′i ← argmin
µ
d(xi, µj)− α ln
(
card(µj)
n
)
ﬁn
/*mise à jour des centroïdes : */
pour chaque 1 ≤ j ≤ k faire
µj ← µKarcher(xi tels que µ′i = µj);
ﬁn
/*Calcul de l’énergie totale */
Et ←
n∑
i=1
1
2
d(xi, µ′i)
2;
k ← k0 exp
(
−t
τ
)
;
jusqu’à Et = Et−1 ;
ﬁn
En réalité, le critère d’arrêt déﬁni ci-dessus n’est pas forcément idéal. En eﬀet, il
est possible que l’algorithme ait convergé, mais que l’énergie soit modiﬁée du fait de la
variation de α. On peut alors envisager plusieurs solutions :
– spéciﬁer un seuil de variation de l’énergie au dessous duquel on considère que l’al-
gorithme a convergé,
– comparer l’état des centroïdes entre deux itérations successives (c’est la technique
que nous avons retenu).
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Implantation de l’algorithme
Les algorithmes de k-moyennes et de k-moyennes entropiques ont été écrits en C++
au cours de ce travail de thèse. L’objectif de cette écriture était de la mise au point d’un
algorithme de k-moyennes complètement générique, pouvant s’adapter de façon rapide à
tout type d’espace métrique.
En conséquence, l’algorithme a été implanté en utilisant de façon extensive les patrons
(« templates ») aﬁn de passer les foncteurs représentant la distance et les opérations de
moyenne en arguments de ce problème. Cette conception générique du code a permis de
réutiliser le programme pour des applications totalement diﬀérentes de la détection de
changements, comme la détection de feux de forêt [Zammit, 2008]. Une application plus
originale de cette généricité est, par ailleurs, décrite dans le Chapitre 4.
Enﬁn, cette implantation a été intégrée à la bibliothèque de traitement d’images ARIA-
NALIB, développée par un ingénieur associé de l’EPI ARIANA.
3.4 Régularisation par champs de Markov
3.4.1 Notations
Aﬁn d’améliorer la classiﬁcation, nous avons opté pour une régularisation des résultats
a posteriori. À l’issue de la classiﬁcation par k-moyennes, nous disposons de n classes (et
implicitement, de la classiﬁcation de chaque pixel, par le biais de la distance de notre
espace métrique). Nous souhaitons alors ajouter une composante de régularité à la clas-
siﬁcation. La régularisation par champs de Markov fait appel à la notion de voisinage
et prend en charge le concept de classes. Cette technique semble donc bien adaptée à ce
problème. Des rappels théoriques sur les déﬁnitions des champs de Markov en traitement
d’images sont présentés dans l’Annexe A. Dans cette partie, on note S la trame de l’image
et s ∈ S les pixels de l’image. On note (xs)s∈S l’ensemble des couples de radiométries des
pixels dans les images originales.
Le champ de Markov que nous utilisons pour cette régularisation s’appuie sur les
classes C = cj obtenues grâce à l’algorithme de k-moyennes entropiques (et caractérisées
par leurs centroïdes µj). L’espace Ω des conﬁgurations est donc évidemment CS.
3.4.2 Modèle a priori (modèle de Potts)
On reprend les notations de l’Annexe A. Ici, les variables aléatoires (les sites du champ
de Markov) sont les pixels de l’image et leur espace d’état est l’ensemble des classes aux-
quelles peut appartenir chaque pixel. Le modèle de Potts permet de favoriser les conﬁgu-
rations présentant des pixels appartenant à la même classe, ce qui favorise la régularité de
l’image. On aurait également pu proposer un modèle plus complexe favorisant les classes
les plus proches, mais cela induit des eﬀets « de bord » au niveau des frontières entre des
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zones classées diﬀéremment. D’après le modèle de Potts, la probabilité conditionnelle d’ap-
partenance à une classe j pour un pixel Xi, sachant les classes auxquelles appartiennent
ses voisins, s’écrit de la façon suivante :
p(ωs|{ωs′ , s′ ∈ V (s)}) = 1
Z
exp

− ∑
k∈V (i)
(1− δ(ωs, ωs′))

 (3.18)
où Z est une constante de normalisation et δ(ωs, ω′s) est égal à 1 si ωs = ωs′ , et à 0
sinon. La régularité se traduit par le fait que la probabilité conditionnelle qu’un pixel soit
assigné à une classe est maximale lorsque tous ses voisins sont également assignés à cette
classe.
3.4.3 Attache aux données (vraisemblance)
L’attache aux données est introduite par le biais de cliques de cardinal 1 (singletons).
La vraisemblance est fondée sur la distance (dans l’espace des couples de radiométries)
entre la réalisation ws sur un site et le couple de radiométries xs de l’image originale. Aﬁn
d’éviter de biaiser les résutats, la distance utilisée est toujours la distance de Mahalanobis,
présentée précédemment. L’expression de l’attache aux données pour un pixel s particulier
s’écrit alors :
p(xs|ωs) = 1
Z
exp (−d(µ(ωs), xs)) (3.19)
où µ(ωs) représente le centroide de la classe ωs.
3.4.4 Probabilité a posteriori
La probabilité a posteriori s’écrit ﬁnalement sous la forme :
p(ωs|xs) = 1
Z
exp

−d(µ(ωs), xs)− β ∑
s′∈V (s)
(1− δ(ωs, ωs′))

 (3.20)
La probabilité a posteriori pour une image complète s’écrit alors :
p(w|x) = 1
Z
exp

−∑
s∈S
d(µ(ωs), xs)− β
∑
k∈K2
(1− δ(k))

 (3.21)
où K2 est l’ensemble des cliques de cardinal 2 et δ(k) est égal à 1 si les deux sommets
de k ont la même valeur et 0 sinon.
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3.4.5 Recuit Simulé
De même que dans le Chapitre 2, on a recours au recuit simulé aﬁn de déterminer la
conﬁguration correspondant au maximum de probabilité a posteriori. Cet algorithme est
décrit de façon générique dans l’Annexe A.
3.5 Résultats
Les algorithmes ont été testés sur plusieurs jeux d’images. Néanmoins, la validation
des résultats est principalement qualitative. En eﬀet, des vérités de terrain auraient été
nécessaires pour pouvoir évaluer de manière quantitative les résultats de la classiﬁcation,
mais nous n’avons pas pu en acquérir ou obtenir l’intervention d’un photo-interprète.
Pour l’obtention d’un masque de changements (voir Chapitre 2), les vérités de terrain ont
été générées manuellement, mais le travail est beaucoup trop long et les résultats trop
hasardeux pour renouveler l’opération au niveau de la classiﬁcation.
L’objectif de ces expériences n’est pas forcément de partir du masque de changements
« idéal » pour classer les diﬀérents types de changements, mais également de déterminer
s’il est possible de discriminer les fausses alarmes détectées par les algorithmes précédents
dans la chaîne de traitement (cf. Chapitre 2) des changements « réels » survenus sur la
scène.
Les programmes ont été testés sur un processeur Intel Xeon cadencé à 3,00 GHz.
3.5.1 Zone commerciale d’Abidjan
Le premier jeu d’images testées est une zone commerciale d’Abidjan. Les vues sont
prises à 4 mois d’intervalle. Ces images, de taille 1000× 1000, sont présentées Figure 3.3.
Les pixels détectés comme changés par la méthode de Wiemker ont été classiﬁés (voir
le masque de changements présenté Figure 3.3). Pour cette image, l’algorithme des k-
moyennes entropiques converge en 8 secondes. Suivant les paramètres, le nombre de
classes de couples de radiométries détectées oscille entre 4 et 10. Il est néanmoins né-
cessaire de rappeler que le nombre de centroïdes présents inﬂuence directement la vitesse
de convergence de l’algorithme. Les premières itérations, au cours desquelles le nombre de
centroïdes est élevé, sont donc beaucoup plus lentes que les suivantes, lorsque le nombre
de centroïdes a diminué grâce à l’inﬂuence du terme entropique.
Nous montrons sur les Figures 3.4 et 3.5 les classes résultantes pour des valeurs de pa-
ramètres diﬀérentes. L’analyse des résultats est un peu plus ardue. Bien que les vérités de
terrain n’aient pas été établies à ce niveau, on peut faire une courte typologie des chan-
gements détectables : apparitions/disparitions de véhicules, apparitions/disparitions de
bâtiments. Parmi les fausses alarmes intéressantes, on dénote les problèmes de parallaxe,
les diﬀérences locales d’illumination (le masque de changements étant celui fourni par l’al-
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Figure 3.3 – Haut : Images originales d’Abidjan, c© Spot Image fournie par la DGA.
Bas : Masque de changements obtenu par la méthode de R. Wiemker (cf. Chapitre 2)
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gorithme de [Wiemker, 1997]), et les ombres. D’autres fausses alarmes dues notamment à
des modiﬁcations de végétation peuvent être localisées.
Sur la première classiﬁcation, les ombres, de manière générale, sont toutes détectées
par l’algorithme de k-moyennes entropiques comme appartenant à la même classe. L’in-
formation radiométrique apportée est, en eﬀet, très forte au niveau des ombres ; elle a
été utilisée de manière beaucoup plus systématique dans [Watanabe et al., 1998] pour
discriminer les ombres des changements réels dans des scènes urbaines présentant des
immeubles de taille considérable (villes très denses telles que Tokyo). Toutefois, la classe
dans laquelle résident les ombres appartenant à la seconde image est aussi occupée par
de la végétation. Sur la seconde classiﬁcation, les ombres et la végétation semblent être
mieux discriminées, mais certaines zones d’ombres sont manquantes dans la classe princi-
pale. Des problèmes similaires peuvent être observés sur les autres classes, montrant que,
bien que la classiﬁcation fondée uniquement sur la radiométrie soit porteuse de sens, elle
n’est pas suﬃsante pour une interprétation satisfaisante de l’image.
Les résultats de la régularisation par champs de Markovs sont indiqués sur la Figure 3.5
, on remarque que la sursegmentation (au niveau des ombres, notamment) a tendance à
être plus réduite.
3.5.2 Aéroport d’Abidjan
L’algorithme des k-moyennes entropiques a également été testé sur le tarmac de la
zone aéroportuaire d’Abidjan, cette fois-ci en utilisant le masque de changements obtenu
par notre méthode fondée sur les lignes de niveau (cf. Chapitre 2). Les changements les
plus importants sur ce couple d’images correspondent aux mouvements des aéronefs et des
véhicules de service (camions de ravitaillement, bus, camionnettes). Les images originales
et le masque de changements obtenu sont présentés sur la Figure 3.7. Il est nécessaire
de préciser que ce masque est obtenu en appliquant l’opérateur logique « OU » sur les
deux masques de changements obtenus normalement par notre méthode de détection. Ce
faisant, une partie de l’information a été perdue. Ceci est dû au fait que la méthode de clas-
siﬁcation a été développée chronologiquement avant la méthode de détection de masque
de changements fondée sur les lignes de niveau. Il persiste donc un manque d’adaptation
important pour pouvoir tirer parti de toutes les qualités de l’algorithme de détection de
masque de changements.
Ici, des valeurs raisonnables des paramètres d’entropie fournissent un nombre de classes
variant entre 4 et 8. les images correspondantes sont fournies respectivement Figure 3.8
et Figure 3.9.
Nous avons également fourni pour comparaison sur la Figure 3.10 le résultat de la
classiﬁcation et de la régularisation par champs de Markov sur le masque de changements
utilisant l’analyse en composantes principales. On remarque que le fait d’avoir régularisé
le masque de changements (voir chapitre 2) améliore le rendu de la classiﬁcation, mais en
contrepartie, on doit utiliser un masque qui ne détecte pratiquement pas une substitution
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Figure 3.4 – Première classiﬁcation par k-moyennes, ici quatre classes sont obtenues. On
distingue notamment les ombres parmi les objets détectés.
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Figure 3.5 – Classiﬁcation par k-moyennes entropiques (11 classes). On remarque que
certaines classes (ombres, notamment) contiennent des pixels isolés.
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Figure 3.6 – Après régularisation par champs de Markov de la classiﬁcation obtenue sur
la Figure 3.5, on remarque que les classes (notamment les ombres) sont plus homogènes.
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Figure 3.7 – Haut : Images originales de l’aéroport d’Abidjan, prises en février et juillet
2003 c© Spot Image, fournies par la DGA. Bas : masque de changements issu de l’approche
par lignes de niveau (voir Chapitre 2)
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Figure 3.8 – Haut : classiﬁcation par k-moyennes entropiques avec 4 classes : les avions
ﬁgurant sur la première image originales (voir Figure 3.7) sont divisés en plusieurs classes
selon leur couleur (blanc ou camouﬂage), les ombres sur la première image originale sont
confondues avec les avions apparaissant sur la deuxième image originale. Bas : Régularisa-
tion par champs de Markov de la classiﬁcation des changements sur l’aéroport d’Abidjan :
on remarque que les avions sont détectés plus uniformément.On peut plus facilement dis-
criminer les apparitions et les disparitions. En revanche, les fausses alarmes liées aux
ombres restent problématiques.
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Figure 3.9 – Classiﬁcation avec 8 classes : les avions ﬁgurant sur la première image
originale (voir Figure 3.7) sont divisés en plusieurs classes selon leur couleur (blanc ou
camouﬂage), les ombres sur la première image originale sont confondues avec les avions
apparaissant sur la deuxième image originale.
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d’un avion.
Pour avoir une comparaison plus juste de ces deux résultats, une régularisation des
valeurs détectées par notre algorithme par lignes de niveau devrait être eﬀectuée au préa-
lable.
Figure 3.10 – Gauche : Masque de changements obtenu en appliquant la méthode de R.
Wiemker et résultat après application de notre classiﬁeur et la régularisation par champs
de Markov
3.6 Conclusion
Dans ce chapitre, nous avons tenté de tirer parti des informations radiométriques
aﬁn de classiﬁer les zones changées. Nous avons pris le parti d’utiliser une méthodologie
assez simple (i.e. adapter l’algorithme des k-moyennes à la métrique de notre problème).
Cette méthodologie est donc largement perfectible et d’autres algorithmes plus complexes
(mélanges de gaussiennes . . . ) pourraient donner de meilleurs résultats.
Un point important, qui a montré des limitations dans l’exemple est l’estimation du
nombre de classes. Si l’approche « entropique » donne des résultats raisonnablement bons
quant au nombre de classes, il semble diﬃcile de déterminer ce nombre avec précision.
Une approche fondée sur un estimateur plus robuste (peut-être semblable à la notion
de granularité évoquée précédemment), ou l’introduction d’a priori, dans la mesure du
possible, sont autant de pistes restant à explorer.
Les résultats sont assez satisfaisants. Dans certains cas, les classes obtenues par cet
algorithme englobent des « objets » réels appartenant à la même catégorie (bâtiments,
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véhicules, ombres). Malheureusement, quel que soit le nombre de classes évalué, on re-
marque des imperfections dans la classiﬁcation (sursegmentation ou, au contraire, non-
discrimination). Ces défauts sont en partie « gommés » par une régularisation par champs
de Markov, c’est à dire en introduisant de l’information spatiale dans le modèle, mais celà
n’est pas toujours suﬃsant. Cette constatation, combinée à l’observation que certaines
formes et certaines directions sont récurrentes dans les scènes urbaines, nous a motivés à
tenter de caractériser les zones connexes détectées à l’aide de polygones, puis de tenter
d’incorporer les informations qu’ils apportent dans la classiﬁcation. Ce travail est présenté
dans le chapitre suivant.
Chapitre 4
Approche objet
Dans le chapitre précédent, une première classiﬁcation des zones détectées comme
changées, fondée essentiellement sur la radiométrie, a été proposée. Si les résultats sont
intéressants, on remarque qu’elle ne suﬃt pas, loin s’en faut, pour proposer une descrip-
tion précise des changements (et d’identiﬁer les objets sous-jacents). Des informations
importantes, notamment spatiales, résident dans les zones détectées et ne sont pas prises
en compte par la classiﬁcation au niveau pixellique décrite précédemment. Parmi les infor-
mations spatiales, on pense souvent aux informations de taille qui permettent de discerner
facilement un véhicule d’une ombre portée (souvent appartenant à la même classe lors de
l’évaluation précédente). Mais les informations d’orientation sont plus rarement mises en
avant.
Ce chapitre propose une méthode pour exploiter ces informations en deux phases.
Dans un premier temps, nous proposons un algorithme d’approximation polygonale fondée
sur une mesure originale de l’erreur, dans le but d’être robuste aux valeurs aberrantes
présentes dans les formes détectées. Dans un second temps, nous proposons une méthode
de classiﬁcation, fondée sur les k-moyennes. Tout d’abord en tenant compte uniquement
des informations directionnelles, puis en pondérant les informations radiométriques et
directionnelles.
4.1 Approximation polygonale
L’approximation polygonale consiste à approximer une courbe ouverte ou fermée à
l’aide d’un polygone. Il s’agit d’un problème classique et la littérature décrivant les di-
verses approches est abondante. Parmi les publications intéressantes, on peut citer notam-
ment [Kolesnikov, 2003] qui présente une revue assez complète des diﬀérents problèmes
rencontrés au sein de l’approximation polygonale.
Dans un premier temps, les principes mathématiques liés à l’approximation polygonale
ainsi que les diﬀérentes formalisations de ce problème sont rappelés ci-dessous, puis nous
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présentons une mesure de l’erreur d’approximation adaptée aux zones à approximer. Enﬁn,
on décrit un algorithme de descente de gradient minimisant cette erreur.
4.1.1 Principes mathématiques
Polygones
On note un polygone P comme la suite de ses sommets (Pk)1≤k≤n+1, avec Pn+1 = P0.
Mesure d’erreur
Une des composantes fondamentales de l’approximation polygonale est la mesure d’er-
reur. Cette mesure permet d’évaluer la qualité d’une approximation, et donc de comparer
quantitativement plusieurs approximations entre elles. On peut la déﬁnir formellement de
la façon suivante :
Déﬁnition 8 (Mesure d’erreur). Soit C l’espace des courbes de longueur ﬁnie de R2.
Une mesure d’erreur d’approximation est une application f : C × C → R+, telle que
f(C,C) = 0.
Cette déﬁnition est relativement large. Elle peut être adaptée à des espaces plus res-
treints en prenant f : C × P → R+, avec P l’espace des courbes polygonales ﬁnies.
Dans notre cas, nous nous attachons à des courbes fermées, nous prendrons alors comme
déﬁnition pour une mesure d’erreur :
Déﬁnition 9 (Mesure d’erreur (bis)). Soit C l’espace des courbes fermées de longueur
ﬁnie de R2 et P l’ensemble des polygones de R2. Une mesure d’erreur d’approximation
est une application f : C × P → R+, telle que f(C,C) = 0.
Le choix d’une mesure d’erreur pertinente est évidemment crucial pour l’approximation
polygonale. Parmi les mesures d’erreur classiques, on remarque les erreurs en norme Lp
lorsque C est une courbe de classe C1. On note d : R2×R2 → R+ la distance euclidienne
dans R2. Les erreurs en norme Lp s’écrivent alors sous la forme :
ELp(C,P ) =
∮
C
d(x, P )pdx avec d(x, P ) = min
t∈P
d(x, t) (4.1)
[Kolesnikov, 2003] remarque que, quand la courbe à approximer est elle-même un
polygone, on utilise assez souvent une forme simpliﬁée :
EL′p(C,P ) =
n∑
k=1
d(Ck, P )p avec d(Ck, P ) = min
t∈P
d(Ck, t) (4.2)
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4.1.2 Énoncés des problèmes d’approximation polygonale
En réalité, le terme d’« approximation polygonale » regroupe deux problèmes ma-
thématiques distincts. Pour ces deux problèmes, on note pour n ∈ N, Pn l’ensemble de
polygones à n côtés.
Déﬁnition 10 (Problème Min-ε). Soit C une courbe fermée de R2 et D une mesure
d’erreur. Soit n ∈ N∗. Trouver P ∈ Pn tel que :
P = argmin
P ′∈Pn
D(C,P ′) (4.3)
Il s’agit donc, à nombre de côtés ﬁxés, de trouver le polygone qui minimise l’erreur
d’approximation.
Le second problème est plus délicat :
Déﬁnition 11 (Problème Min-♯). soit C une courbe fermée de R2 et D une mesure
d’erreur. Soit ε ∈ R+∗. Trouver n ∈ N tel que :
n = min
N
{n′, min
P∈Pn′
D(C,P ) ≤ ε} (4.4)
Il s’agit ici, de trouver le nombre minimal de côtés nécessaires pour atteindre une
précision d’approximation ε donnée.
Dans ce qui suivra, nous allons tenter de reconnaître et comparer des quadrilatères.
Le problème à résoudre sera donc celui des min-ε.
4.1.3 Choix de l’approximation polygonale
Pour le problème particulier de l’approximation d’objets, il faut dans un premier temps
choisir une norme pertinente pour l’approximation désirée. Dans notre cas particulier, les
formes détectées sont souvent assez peu précises et des valeurs aberrantes sont parfois
présentes. Il convient donc de proposer une erreur d’approximation qui soit robuste à ces
valeur aberrantes. Quelques essais montrent que les normes utilisées habituellement sont
assez sensibles à ce type d’irrégularités. Nous proposons ici de tirer parti du fait que l’on
cherche à approximer des formes et non pas des contours aﬁn de proposer une erreur
d’approximation originale.
4.1.4 Formulation Mathématique
on note respectivement C˚ et P˚ l’intérieur (au sens géométrique) de C et de P .
Déﬁnition 12 (Ou exclusif). Soient E1 et E2 deux sous ensembles de R2. On déﬁnit
l’opérateur « ou exclusif » xor(E1, E2) comme :
xor(E1, E2) = (E1 ∩ ¬E2) ∪ (¬E1 ∩ E2) (4.5)
où ¬ représente la négation logique.
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L’erreur d’approximation est fondée sur l’opérateur « ou exclusif ». On l’écrit sous la
forme :
Exor(C,P ) = µ(xor(C˚, P˚ )) (4.6)
où µ est la mesure de Lebesgue dans R2. Une illustration de cette mesure est donnée
Figure 4.1. L’intérêt de cette erreur est qu’elle est intrinsèquement liée à la notion d’aire et
non plus de distance. Elle oﬀre donc une plus grande robustesse aux « valeurs aberrantes »
qui engendrent des irrégularités dont l’aire assez faible. Ceci est illustré sur la Figure 4.2.
Figure 4.1 – Illustration de l’erreur en norme xor
4.1.5 Algorithme d’optimisation locale
Aﬁn de minimiser l’erreur déﬁnie dans la Partie 4.1.3, on a recours à l’algorithme clas-
sique de descente de gradient. On fait l’hypothèse que l’énergie à minimiser est convexe. Il
est assez facile de vériﬁer que l’énergie que l’on cherche à minimiser n’est pas convexe. La
convergence de l’algorithme vers une approximation pertinente dépend donc fortement des
conditions d’initialisation. Dans la Partie 4.1.6, nous présentons une heuristique donnant
des résultats raisonnables pour l’initialisation.
Hypothèses et notations
Pour le calcul du gradient, l’espace est constitué par les m points Pi du polygone P .
On calcule donc l’inﬂuence sur l’erreur du déplacement d’un point Pi. Cette inﬂuence est
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Figure 4.2 – Approximations polygonales d’une forme présentant des points aberrants.
Gauche : approximation optimale avec notre mesure d’erreur, droite : approximation op-
timales avec une mesure d’erreur « classique ».
illustrée sur la Figure 4.3.
Aﬁn de simpliﬁer le calcul, on admet quelques hypothèses supplémentaires :
– On suppose, d’une part, le polygone P non-croisé,
– On suppose que P a uniquement des intersections « strictes » avec C (en particulier,
on suppose l’absence de points de tangence et de segments sur lesquels P et C sont
confondus).
On ordonne les Pi dans le sens direct (anti-horaire). Pour 1 ≤ i < n, On note alors Si,
le côté [Pi, Pi+1] et on note Sm le côté [Pn, P0].
Les intersections entre Si et C sont appelées (Ii,j)1≤j≤pi , et classées dans l’ordre crois-
sant selon la distance d(Pi, Ii,j).
Calcul du gradient
La variation dEi de l’erreur d’approximation due au mouvement de Pi se traduit
uniquement à travers les mouvements des segments Si−1 et Si (Sn et S1 si i = 1). Si le
mouvement de Pi est élémentaire, on remarque aisément que les variations de Exor dues
à ces derniers se traduisent au premier ordre par deux termes indépendants. On appelle
dE−i le terme lié au mouvement du segment Si−1 et dE
+
i le terme lié au mouvement du
segment Si.
On se concentre dans un premier temps sur le calcul de dE+i . On suppose que Pi est
à l’extérieur de C˚ et que l’on déplace Pi orthogonalement à Si et vers l’extérieur de P
(bouger Pi parallèlement à Si n’a pas d’inﬂuence au premier ordre sur dE+i ).
En observant la Figure 4.3, on constate que ce mouvement déplace les Ii,j en I ′i,j. Les
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Figure 4.3 – Inﬂuence du déplacement d’un point Pi sur l’erreur d’approximation polygo-
nale. Les aires successives des zones Qi0 à Qin sont alternativement ajoutées et retranchées
à l’erreur d’approximation.
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aires Ai,j des zones Qi,j balayées par ce mouvement doivent être successivement ajoutées
et retranchées aﬁn de calculer la variation de Exor. Lorsque le déplacement est élémentaire,
on remarque facilement que ces zones sont des trapèzes (à l’exception de Qi,p+1 qui est
un triangle). Le calcul de la variation de l’erreur est alors assez simple :
dE+i = −
p∑
j=0
(−1)jAi,j (4.7)
Supposons maintenant Pi à l’intérieur de C, on remarque alors que l’inﬂuence de
chaque Qi,j sur Exor est inversée vis-à-vis de la situation précédente. L’expression de dE+i
est alors :
dE+i =
p∑
j=0
(−1)jAi,j (4.8)
On pose alors γ tel que : 
γ(Pi) = −1 si Pi ∈ C˚γ(Pi) = 1 si Pi 6∈ C˚ (4.9)
L’expression de dE+i devient :
dE+i =
pi∑
j=0
(−1)jAi,j (4.10)
On calcule maintenant l’aire de Ai,j. On pose :
Li = d(Pi, Pi+1) pour 1 ≤ i ≤ n (4.11)
la longeur du segment Si, et
xi,j =
d(Pi, Ii,j)
Li
(4.12)
l’abscisse relative du point courant sur le segment Si. On déﬁnit également (ui, vi) le repère
orthogonal direct centré en Pi tel que ui et PiPi+1 soient parallèles et 〈ui, PiPi+1〉 > 0. On
note xi, yi les coordonnées d’un point dans ce repère.
L’expression de Ai,j en fonction de dyi pour 2 < i < pi est :
Ai,j =
Lidyi
2
(
(1− xi,j)2 − (1− xi,j+1)2
)
(4.13)
Les expressions de Ai,1 et Ai,pi se calculent de la même manière :
Ai,1 =
Lidyi
2
(
1− (1− x1)2
)
(4.14)
Ai,p =
Lidyi
2
(1− xi,pi)2 (4.15)
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L’expression de dE+i s’écrit alors :
dE+i =
γ(Pi)Lidyi
2
(4.16)
.

1 + 2 pi−1∑
j=1
[
(−1)j(1− xi,j)2
]
+ (−1)pi .(1− xi,p)2

+ o(dyi)
=
γ(Pi)Li
2
〈dPi, ui〉 (4.17)
.

1 + 2 pi−1∑
j=1
[
(−1)j(1− xi,j)2
]
+ (−1)pi .(1− xi,p)2

+ o(|dPi|)
De la même manière, on peut calculer dE−i :
dE−i =
γ(Pi)Li−1
2
〈dPi−1, vi−1〉
.

1 + 2 pi∑
j=1
[
(−1)pi+1−j x2i−1,j
]+ o(|dPi|) (4.18)
L’expression du gradient de Exor s’écrit :
dExor
dPi
=
γ(Pi)
2
.

Li−1

1 + 2 pi−1∑
j=1
[
(−1)pi+1−j x2i−1,j
] vi−1
+Li

1 + 2 pi−1∑
j=1
[
(−1)j(1− xi,j)2
]
+ (−1)pi .(1− xi,p)2

 vi

 (4.19)
Les Pi étant indépendants dans l’espace d’état, nous avons alors l’expression du gra-
dient. Une descente de gradient classique permet d’atteindre un minimum de l’erreur
d’approximation Exor (une bonne approximation de la courbe avec le polygone P ).
4.1.6 Initialisation
L’algorithme de descente de gradient est, par nature, un algorithme d’optimisation
locale. Il est donc particulièrement sensible à l’initialisation. Dans le cas de l’approxima-
tion polygonale, avec la mesure d’erreur présentée dans la Partie 4.1.3, la plupart des
minima locaux correspondent à un polygone P réduit à un seul point – pour s’en assurer,
on pourra prendre l’exemple d’un polygone initialisé de telle façon que C˚ ∩ P˚ = ∅ (P
complètement à l’extérieur de C) – ce qui correspond à une situation à éviter D’autres
minima locaux peuvent être atteints lorsque la forme du contour C est trop irrégulière
(nombre de points du polygone sous évalué).
4.1. APPROXIMATION POLYGONALE 95
Dans le cadre plus général de l’approximation polygonale, et dans le cas où la courbe
à approximer est elle-même polygonale, les techniques classiques de résolution ne font
pas appel à un descente de gradient, mais plutôt à de la programmation dynamique. Ces
techniques ont permis d’obtenir des optima globaux [Perez et Vidal, 1994]. Dans le cas de
courbes fermées, trouver dans ces conditions un point d’initialisation pour l’algorithme
est particulièrement coûteux, cependant une solution permettant de s’approcher de la
solution optimale et ayant un coût algorithmique relativement raisonnable est proposée
dans [Kolesnikov et Fränti, 2007] .
Dans cette partie, nous proposons une heuristique pour l’initialisation du polygone.
Le but est de tenter d’uniformiser la répartition des points initiaux du polygone sur le
contour : On choisit comme premier point du polygone P1, le point du contour le plus
éloigné du centre de gravité O. Ensuite, le point le plus éloigne du segment [0, P1] est choisi
pour P2, et le point le plus éloigné du triangle (O,P1, P2) est choisi pour P3. À partir de P4,
on choisit le point le plus éloigné du polygone (P0, . . . , Pi−1) comme point Pi. Un exemple
d’initialisation avec cette heuristique est représenté sur la Figure 4.4. Un des problèmes
importants de cet algorithme est la phase de réordonnancement des points. En eﬀet, la
solution pour réordonner des points de façon à former un polygone non-croisé et direct
n’est pas unique. Pour remédier à ce problème, on propose de paramétrer le contour C et
de réordonner les points du polygone par rapport au paramètre sur le contour.
Algorithme 4.1 : Algorithme d’initialisation du polygone P approximant le contour
C
Données : C un courbe C1, fermée
Résultat : P le polygone initial approximant C
début
Chercher O, le centre de gravité de C˚;
P1 ← argmax
x∈C
d(O, x);
P2 ← argmax
x∈C
d([O,P1], x);
P3 ← argmax
x∈C
d((O,P1, P2), x);
pour chaque i ∈ [4..n] faire
Pi ← argmax
x∈C
d((P1, . . . , Pi−1), x);
Réordonner les Pi de façon à obtenir un polygone non-croisé;
ﬁn
ﬁn
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Figure 4.4 – Initialisation
4.1.7 Résultats expérimentaux
Exemples jouets
L’algorithme d’approximation polygonale a d’abord été testé sur un « exemple jouet ».
Sur cet exemple, le contour à approximer est un carré qui présente deux valeurs aberrantes
prononcées. L’objectif est ici de vériﬁer la pertinence de la mesure utilisée et la convergence
de l’algorithme d’optimisation. On notera, par exemple, que le minimum en norme L2
va être inﬂuencé par la présence des valeurs abérrantes. Les résultats expérimentaux
montrent (cf. Figure 4.5) que l’algorithme a bien le comportement attendu. L’heuristique
d’initialisation place certains points sur les valeurs aberrantes, toutefois, après quelques
itérations, la forme principale est atteinte par le polygone.
Un autre exemple a été utilisé, cette fois-ci avec une forme plus complexe : un avion
a été extrait sur les images de l’aéroport d’Abidjan. L’algorithme est testé pour des
polygones à 9 et à 11 côtés successivement. Les résultats sont présentés sur la Figure 4.6.
On remarque, dans les deux cas, que l’approximation polygonale converge vers un résultat
pertinent. Néanmoins, dans le cas du polygone à neuf côtés, on observe que l’empennage
n’est pas compris dans l’intérieur du polygone d’approximation. Dans le cas du polygone
à 11 côtés, en revanche, l’empennage est correctement détecté.
Après avoir vériﬁé son comportement sur ces « exemples jouets », l’algorithme d’ap-
proximation polygonale est alors utilisé aﬁn de qualiﬁer les géométries des zones classées
par radiométrie par les algorithmes présentés dans le Chapitre 3. L’objectif était, avant
tout, de retrouver les orientations principales des zones détectées (en particulier les fausses
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Figure 4.5 – Approximation polygonale sur un « exemple jouet ». Le quadrilatère ﬁnit
par converger sur le carré après quelques itérations.
Figure 4.6 – Test sur une forme d’avion extraite sur l’aéroport d’Abidjan pour un n = 9
(haut) et n = 11 (bas). À gauche : initialisation, à droite : convergence.
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alarmes que constituent les zones d’ombre). Aﬁn de rendre les résultats plus lisibles d’une
part, et de travailler sur des zones pour lesquelles une forme est franchement caractérisée,
les zones dont la taille dépasse quelques pixels ont été analysées à ce stade. Un détail
des zones classiﬁées sur la ville d’Abidjan est donné sur la Figure 4.7 et les résultats sont
représentés sur la Figure 4.8
Figure 4.7 – Détail de la classiﬁcation de la ville d’Abidjan obtenue au Chapitre 3.
4.2 Classiﬁcation Polygonale
L’objectif de cette étude est de tirer parti des informations géométriques aﬁn d’aﬃner
la classiﬁcation. En particulier, les orientations des polygones qui approximent les zones
extraites par les méthodes présentées dans le Chapitre 2 peuvent être porteuses d’informa-
tions. Ci-dessous, on décrit une adaptation de l’algorithme des k-moyennes entropique,
à l’espace des orientations d’un polygone. Pour cela on utilise une métrique issue des
statistiques directionnelles.
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Figure 4.8 – Approximation polygonale sur la classiﬁcation (Figure 4.7) : Gauche :
initialisation, Droite : convergence. On remarque qu’après convergence, les directions des
ombres et des bâtiments sont extraites correctement.
4.2.1 Métrique de l’espace des orientations
Les espaces des orientations sont des espaces assez particuliers. La distance euclidienne
n’y correspond à aucune notion intuitive et n’est pas utilisable en l’état. La notion la plus
intuitive de distance est, en général, déﬁnie de cette façon en deux dimensions :
Déﬁnition 13 (Distance angulaire). Soient V1 et V2 deux éléments de R2, θ1 et θ2 leurs
arguments respectifs. La distance angulaire dang : R2 → R+ est alors déﬁnie comme :
d(θ1, θ2) = inf(|θ1 − θ2|, 2π − |θ1 − θ2|) (4.20)
Cette déﬁnition peut être étendue à de plus grandes dimensions, simplement en consi-
dérant le plan contenant les deux vecteurs dont on considère l’orientation et en appliquant
la déﬁnition pour l’espace R2.
Néanmoins, cette distance présente le défaut d’avoir une moyenne de Karcher induite
assez diﬃcile à calculer. Les mathématiciens et statisticiens travaillant dans les espaces
directionnels ont l’habitude de travailler sur la distance cordale :
Déﬁnition 14 (Distance cordale). Soient V1 et V2 deux vecteurs de norme 1 de Rn. La
distance cordale de Rn × Rn → R est alors donnée par :
dcord(V1, V2) = ||V1 − V2||1 (4.21)
Cette distance est assez proche de la distance angulaire. Par exemple, on remarque
qu’elle est maximale lorsque V1 = −V2. La moyenne de Karcher associée se calcule aisé-
ment [Mardia et al., 1979; Mardia et Jupp., 2000] :
µKarcher(V ) =
n∑
i=1
Vi (4.22)
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où x est le vecteur x normé à 1. Bien que la moyenne soit facilement calculable, on
remarque que si la somme des Vi est nulle, la moyenne de Karcher, telle qu’elle est décrite
dans la formule, est indéterminée. En réalité, la moyenne de Karcher existe, mais n’est pas
unique. Ainsi, la moyenne de Karcher de deux vecteurs unitaires opposés est l’intersection
de l’hyperplan perpendiculaire aux deux vecteurs et de l’hypersphère de rayon unité.
Dans la pratique , nous travaillons sur des suites V de faible dispersion angulaire (i.e.
maxi,j dcord(Vi, Vj) <
√
2, ce qui permet d’éviter les cas comme celui qui est donné en
exemple).
Des illustrations de la distance cordale ainsi que de la moyenne qui lui est associée
sont représentées sur la Figure 4.9.
Espace d’orientations multiples
Si l’on se place dans Pn, l’espace des polygones à n côtés. On représente un polygone
par les n orientations de ses côtés. L’objectif est donc de classer les polygones de cet
espace vis-à-vis de leurs orientations. On représente alors les polygones dans l’espace
[0, 2π]n. On utilise une combinaison de distances cordales aﬁn de déﬁnir une distance
entre les polygones : dxcord : Pn × Pn → R+
dxcord(P, P ′) =
n∑
i=1
dcord(si, s′i) (4.23)
où si et s′i sont respectivement les i-èmes segments des polygones P et P
′.
4.2.2 Combinaison de la radiométrie et de la géométrie
Il est intéressant d’utiliser les deux informations (géométrique et radiométrique) aﬁn
d’aﬃner la classiﬁcation. Pour ce faire, on adjoint l’information de radiométrie (c’est à
dire la classe à laquelle appartient la zone classiﬁée dans le Chapitre 3) aux informations
géométriques. Les objets ainsi obtenus résident alors dans l’espace E = [0, 2π]× R2.
4.2.3 Résultats
Exemple jouet
Dans un premier temps, nous avons testé les algorithmes d’approximation et de classi-
ﬁcation sur un exemple jouet. Nous avons généré un ensemble de quadrilatères présentant
des géométries diﬀérentes, mais pouvant être regroupés par familles d’orientation. Il s’agit
d’un exemple « parfait » dans le sens où l’incertitude sur les orientations est quasi nulle.
Les quadrilatères sont présentés sur la Figure 4.10.
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Figure 4.9 – Distance cordale (en haut) et moyenne de Karcher associée (en bas) dans
l’espace (2D) des orientations.
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Figure 4.10 – Haut : Diﬀérents quadrilatères. Bas : classiﬁcation par orientations de
leurs côtés , les trois niveaux de gris représentent les classes auxquelles appartiennent les
quadrilatères.
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Images d’Abidjan
Nous avons testé l’algorithme de classiﬁcation sur les zones connexes de la ville d’Abid-
jan (voir Figure 3.4) en tenant compte exclusivement des informations géométriques.
L’objectif n’était pas d’obtenir une classiﬁcation parfaite, mais de vériﬁer la pertinence
de l’utilisation des formes pour la classiﬁcation. L’algorithme détermine plusieurs classes.
Les classes pertinentes sont indiquées sur la Figure 4.11. On remarque que la première
correspond aux formes les plus régulières et proches des bâtiments. Malgré cela, certaines
ombres sont classiﬁées par erreur dans cette classe. La seconde classe a plus de repré-
sentants parmi les ombres. D’autres représentants des ombres ﬁgurent dans la dernière
classe.
Ces résultats sont perfectibles. Les ombres, qui sont pourtant caractérisées par des
directions bien particulières ne sont pas regroupées dans la même classe. Ceci peut être
imputé à deux problèmes : d’une part, la dépendance de notre algorithme d’approximation
polygonale, vis-à-vis de l’initialisation. On remarque, par exemple, que certaines ombres
perdent complètement cette direction justement à cause de l’initialisation. D’autre part,
la segmentation proposée n’est pas forcément parfaite et des ombres peuvent être coupées
en deux zones connexes, donnant lieu à des polygones dont l’information directionnelle
est beaucoup moins porteuse de sens. Enﬁn, et c’est un des défauts principaux de notre
algorithme, les quadrilatères ne sont pas forcément adaptés à toutes les zones que nous
cherchons à caractériser. Dans le cas des ombres notamment, les ombres ont tendance
à avoir une forme en « L ». Cette imprécision est rédhibitoire pour la précision de la
classiﬁcation, puisque la classiﬁcation est fondée sur la somme des distances cordales
pour chacun des côtés des polygones.
Nous avons ici évalué la seule information d’orientation. Il va de soi que dans la
pratique, il est nécessaire de fusionner cette information avec l’information radiométrique.
Pour améliorer les résultats, plusieurs pistes doivent donc être explorées : d’une part
améliorer l’algorithme d’approximation polygonale (et son initialisation), d’autre part,
proposer un plus grand degré de liberté au niveau du nombre de côtés des polygones
utilisés pour la classiﬁcation. Enﬁn, on pourrait également envisager la possibilité de
fusionner certaines zones proches pour former une seule zone connexe, ce qui pourrait
s’avérer assez ardu.
4.3 Conclusion
Dans ce chapitre, nous avons pu voir que les informations d’orientation peuvent être
intéressantes dans le cadre de la classiﬁcation de changements. Néanmoins, aﬁn d’obtenir
une classiﬁcation raisonnable, il est essentiel de trouver une pondération entre informa-
tions géométriques et radiométriques. Pour ce qui est de discriminer les ombres notam-
ment, les informations radiométriques semblent considérablement plus intéressantes que
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Figure 4.11 – Classes principales détectées par l’algorithme de classiﬁcation polygonale.
Pour chaque image, une classe diﬀérente est considérée, et ses représentants sont en rouge,
les représentants des autres classes sont en vert.
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les informations géométriques.
Toutefois, la limitation fondamentale de cet algorithme est que, contrairement à des
approches de type « processus ponctuels », le nombre de côtés de l’ensemble des polygones
est ﬁxé une fois pour toute. Or, il s’est avéré bien souvent que des quadrilatères ne suﬃsent
pas à caractériser tous les contours extraits dans les phases précédentes de notre chaîne
de traitement. En conséquence, l’approximation polygonale sur ces zones est souvent de
qualité médiocre. Pour améliorer ce type d’approche, plusieurs axes peuvent être étudiés :
– l’étude du problème min-♯ adapté à la mesure d’erreur proposée dans ce chapitre,
ce qui permettrait de proposer des polygones plus adaptés aux formes. Aﬁn d’évi-
ter des incohérences, un des points à étudier est le problème du choix de l’erreur
d’approximation ε à utiliser. Une des solutions est probablement l’utilisation d’un
ε dépendant de la taille (surface) de chaque forme.
– la proposition d’un algorithme de classiﬁcation (très probablement non-fondé sur
les k-moyennes) travaillant non plus sur l’espace Pn, mais sur l’espace entier des
polygones P . Une des diﬃcultés pour la conception de ce type d’algorithme est
probablement de trouver une mesure de similarité entre des polygones ayant un
nombre de côtés diﬀérents, mais présentant des similarités importantes au niveau
des orientations.
Enﬁn, pour tenir compte de façon plus exhaustive de la géométrie, les notions de taille
et de connexité doivent également être prises en comptes dans un algorithme de détection
et de classiﬁcation de changements.
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Conclusion
Oh, can’t anybody see,
We’ve got a war to fight,
Never found our way,
Regardless of what they say
Beth Gibbons
Nous avons présenté tout au long de ce manuscrit des méthodes et des algorithmes
pour la détection de changements à diﬀérents niveaux de traitement, depuis le couple
d’images jusqu’au concept d’« objet-changement ».
Dans un premier temps, nous nous sommes penchés sur le problème de détection d’un
masque de changements. Aﬁn d’arriver à des résultats intéressants, il a été nécessaire de
mettre au point une modélisation mathématique des scènes et des illuminations. Cette
modélisation, quoi que rudimentaire (modèle d’illumination simpliﬁé, hypothèses assez
fortes sur les géométries des objets) nous a permis de donner un cadre plus formel pour
déﬁnir un changement. C’est dans ce cadre que nous avons décrit une méthode originale
pour construire un masque de changements pertinent. Ce dernier se caracérise par sa ro-
bustesse vis-à-vis des changements de contrastes locaux liés à des variations d’illumination
(une des diﬃcultés récurrentes dans notre problématique). L’algorithme proposé donne
des résultats très encourageants et laisse espérer que des algorithmes plus complexes repo-
sant sur les mêmes fondations théoriques pourront faire partie, à terme, des outils utilisés
habituellement dans la détection de changements dans les diﬀérentes applications liées au
domaine.
Dans une deuxième partie, nous avons pris comme point de départ les masques générés
précédemment aﬁn d’eﬀectuer une première classiﬁcation. Pour ce faire, nous avons pris
le parti d’exploiter au maximum l’information radiométrique. Paradoxalement, il s’est
avéré que la radiométrie est souvent porteuse d’une quantité importante d’informations
pour la détection de changements. Ce type d’approche, en toute logique, a également
montré ses limites, notamment au niveau de certaines classes qui regroupaient des objets
fondamentalement diﬀérents. Ces diﬀérents algorithmes ont été testés sur des couples
d’images réelles (Abidjan, Pékin . . . ).
Naturellement, les limites exposées précédemment nous ont amenés à nous interroger
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sur l’importance d’informations moins locales, comme les informations de voisinage, ou la
notion d’« objet » dans une scène. Une des informations qui nous ont paru intéressantes
était la notion d’orientation des formes détectées, qui correspondaient en général à des
bâtiments, des ombres, ou des façades. Nous avons alors adapté des algorithmes d’ap-
proximation polygonale et de classiﬁcation à notre problématique, puis nous avons tenté
de mettre en évidence la pertinence de cette information dans le cadre de la détection de
changements, avec des résultats mitigés.
Comme nous avons pu le voir le long de ce manuscrit, l’interprétation est fondamentale
en traitement d’images et la détection de changements n’est pas une exception. En eﬀet,
sur une image, un changement en soi n’a aucun sens, mais doit être rapporté à l’objet ou
la partie de scène qu’il modiﬁe, qu’il s’agisse d’une disparition, d’une apparition ou d’une
modiﬁcation de cet objet.
À ce titre, les trois approches proposées précédemment correspondent à des niveaux
diﬀérents d’interprétation. La classiﬁcation par k-moyennes, proposée dans le Chapitre 3,
correspond à un travail au niveau pixélique. C’est à dire à un niveau particulièrement bas.
Un post-traitement est alors nécessaire pour obtenir des résultats exploitables. La méthode
exposée dans le Chapitre 4 consiste à extraire des zones à partir des pixels classiﬁés
et à construire des objets. Ensuite, une classiﬁcation plus ﬁne, utilisant les propriétés
d’orientation de ces objets est proposée. Il s’agit donc d’une technique complémentaire de
la première, puisqu’elle travaille alors au niveau de l’objet. Néanmoins, les limitations de
cette dernière technique sont assez importantes et sont dues notamment aux hypothèses
a priori trop fortes sur la nature de ces objets(polygones réguliers).
La technique proposée dans le Chapitre 2 repose, quant-à-elle, sur les lignes de niveau.
Cette structure est intéressante, parce qu’elle semble s’adapter aux objets. En ce sens
les lignes de niveau peuvent être considérées comme des structures intermédiaires (et
variables) entre les pixels et les objets.
En outre, cette approche est intéressante pour plusieurs raisons :
– Le premier avantage de cette méthode est qu’elle repose sur une modélisation rela-
tivement simple de l’image en fonction de la scène observée. On dispose alors d’une
panoplie intéressante d’outils mathématiques pour résoudre.
– Par rapport à la méthode proposée dans le Chapitre 4, les hypothèses sur la géomé-
trie des objets présents dans la scène sont bien moins restrictives.
Ainsi, cette approche s’appuie sur une modélisation et des hypothèses fortes au niveau
de l’illumation des scènes, mais s’aﬀranchit quasi-totalement d’hypothèses au niveau des
géométries des objets 2D détectés, ce qui semble lui conférer ses qualités de robustesse.
Cet aspect devra être pris en compte dans le développement de nouvelles approches en
détection et classiﬁcation de changements.
Les perspectives à l’issue de ce travail sont nombreuses. Des améliorations importantes
sont envisageables par rapport à l’algorithme de détection de changements présenté dans
109
le Chapitre 2, notamment au niveau du choix de la quantiﬁcation qui est resté dans notre
cas relativement simple.
En ce qui concerne les classiﬁcations présentées dans les chapitres ultérieurs, elles ne
prétendent en aucun cas être complètes. Par exemple, déterminer des classes en se re-
streignant aux informations d’orientation, sans considérer les informations de taille, ou
de voisinage des formes serait complètement illusoire. Pour obtenir des résultats réelle-
ment probants, il faudra intégrer la notion d’orientation, dans un ensemble plus vaste de
caractéristiques.
Enﬁn, un point important est l’utilisation du double résultat fourni par l’algorithme
présenté dans le Chapitre 2. En eﬀet, pour l’instant, les algorithmes suivants ne prennent
qu’un seul masque de changements en entrée et ne tirent pas parti de la classiﬁcation
préétablie par le premier. Il s’agit d’un point essentiel sur lequel des améliorations consi-
dérables sont envisageables.
110 Conclusion
Annexe A
Rappels théoriques sur les champs
de Markov en traitement d’images
Les champs de Markov sont un outil assez classique en traitement d’images, ils ont été
introduits dans [Besag, 1974] et popularisés par [Geman et Geman, 1984]. Cette annexe
a pour objectif de présenter brièvement les notions fondamentales nécessaires à leur com-
préhension et leur utilisation dans le cas particulier du traitement d’images. Néanmoins
l’énoncé de certains résultats et déﬁnitions a été simpliﬁé en tenant compte des spéciﬁci-
tés de notre application. Pour des déﬁnitions plus générales, le lecteur pourra se référer
à [Guyon, 1993], et une description plus adaptée au contexte du traitement d’images est
fournie dans [Graﬃgne et Zerubia, 1995].
Dans une deuxième partie, on décrit le recuit simulé, un algorithme permettant d’at-
teindre une conﬁguration qui correspond au maximum de probabilité d’un champ de
Markov.
A.1 Modélisation
Déﬁnition 15 (Conﬁguration). Soit S un ensemble dénombrable de points. Soit E un
espace d’état métrique complet séparable et ε sa tribu borélienne. Une conﬁguration sur S
est un élément ω de l’espace des conﬁgurations (Ω,F) = (E, ε)S.
Déﬁnition 16 (Champ aléatoire). Soit S un ensemble dénombrable de points, E un
espace d’état métrique complet séparable et ε sa tribu borélienne,un champ aléatoire sur
S est une mesure de probabilité µ sur son espace de conﬁgurations (Ω,F) = (E, ε)S.
Déﬁnition 17 (Système de voisinages). Soit S un ensemble dénombrable de points. On
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déﬁnit le système de voisinages comme une fonction V : S → P (S) telle que :
∀s ∈ S,


card(V (s)) <∞
s 6∈ V (s)
∀s′ ∈ V (s), s ∈ V (s′)
(A.1)
Cette déﬁnition correspond aux arêtes E d’un graphe simple (i.e. sans boucle, ni arêtes
parallèles) non-orienté G pour lequel l’ensemble des sommets est S. On appelle V (s) le
voisinage de s.
Nous pouvons maintenant introduire les champs de Markov :
Déﬁnition 18 (Champ de Markov). Soit S un ensemble dénombrable de points muni
d’un système de voisinages V . Soit µ un champ aléatoire sur (Ω,F). µ est un champ de
Markov si pour tout point s de S, tout évènement A de Fs, et toute conﬁguration ω de
Ω :
µs(A|ω(S − {s})) = µs (A|ω(V (s))) (A.2)
En d’autres termes, pour un champ de Markov, la probabilité conditionnelle de la
restriction d’une conﬁguration à un site ne dépend alors que de la restriction de la conﬁ-
guration aux sites voisins de ce dernier.
Déﬁnition 19 (Potentiel d’interaction). Soit µ un champ aléatoire sur (Ω,F). Un po-
tentiel d’interaction est une famille ϕ = (ϕA, A ∈ S) d’applications ϕA : Ω(A)→ R telles
que :
– Pour tout A de S, ϕA est F(A)-mesurable ;
– Si Λ ∈ S et ω ∈ Ω, la somme suivante existe :
UϕΛ (ω) =
∑
A∈S tel que A∩Λ6=∅
ϕA(ω) (A.3)
Déﬁnition 20 (Clique). Soit S un ensemble ﬁni de points muni d’une relation de voisi-
nage V . Une clique k de S est un sous ensemble de S tel que ∀(s, s′) ∈ S2 tel que s 6= s′,
on a s′ ∈ v(s).
Théorème 3 (Théorème de Hammersley-Cliﬀord). Soit µ un champ aléatoire sur (Ω,F),
muni d’une structure de voisinage V . Les deux propositions suivantes sont équivalentes :
– µ est un champ de Markov tel que :
∀x ∈ Ω, µ(x) > 0 (A.4)
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– il existe un potentiel d’interaction ϕ tel que ∀x ∈ Ω, on a :
µ(x) = exp
(
−∑
A∈C
ϕA(xA)
)
(A.5)
ou C est la famille des cliques de µ .
Par le biais de ce théorème, on peut manipuler un champ de Markov en raisonnant
via les potentiels déﬁnis sur des cliques.
Dans le cas du traitement d’images, l’ensemble des points représente le plus souvent les
pixels de l’image. L’espace des conﬁgurations (Ω, F ) représente les réalisations en terme
d’images ou de classes. La relation de voisinage, quant à elle, peut être plus variée. On
peut imaginer des relations de voisinage exotiques, mais les relations de voisinage les plus
utilisées sont des relations simples et souvent intuitives. Parmi elles, les plus classiques
sont :
le voisinage 4-connexe : Dans ce type de voisinage, chaque pixel de l’image est connecté
par une arête à ses voisins directs à gauche, droite, en haut et en bas. Dans ce cas, les
cliques du graphe sont les cliques de cardinal 1 et 2 et représentées sur la Figure A.1.
Figure A.1 – Gauche : exemple de voisinage 4-connexe, droite : Cliques dans un graphe
4-connexe
le voisinage 8-connexe : Ce voisinage ajoute aux voisins déﬁnis dans le cas précédent,
les pixels diagonaux (i.e. les pixels situés immédiatement en haut-à droite, en haut-
à gauche, en bas-à droite, en bas-à gauche). Les cliques relatives à ce système de
voisinage sont de cardinal 1, 2, 3 et 4. Elles sont représentées, avec un exemple d’un
pixel et ses 8-voisins, sur la Figure A.2.
A.2 Optimisation
Une des utilisations classiques des champs de Markov en traitement d’images est le
problème de classiﬁcation et de régularisation des pixels d’une image. En général, on
dispose d’une image I que l’on cherche à régulariser et d’un espace des conﬁgurations Ω
pour les pixels. On propose alors un champ de Markov qui tient compte, d’une part de
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Figure A.2 – Haut : exemple de voisinage 8-connexe. Bas : cliques dans un graphe
8-connexe
l’image I par le biais d’un terme d’attache aux données et d’une contrainte de régularité
(souvent liée aux potentiels sur les cliques). La meilleure classiﬁcation ou conﬁguration
correspond alors au maximum de probabilités de ce champ, i.e. au minimum de l’énergie
associée. Aﬁn de faire converger l’énergie vers le minimum dans l’espace des conﬁgurations,
on applique le schéma de recuit simulé [Geman et Geman, 1984; Graﬃgne et Zerubia,
1995]. Ce dernier est décrit dans l’Algorithme A.1 avec une dynamique de Metropolis
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[Metropolis et al., 1953] :
Algorithme A.1 : Schéma de recuit simulé
Données : (Is)s∈S : l’image a régulariser. µ un champ de Markov sur les sites s de
S, T0 : la température initiale
Résultat : La conﬁguration ω de µ maximisant la probabilité déﬁnie dans
l’Équation A.5
début
t← 0;
Tirer aléatoirement une conﬁguration initiale ω0 ∈ Ω;
T ← T0;
tant que T > ε faire
pour chaque site s ∈ S faire
Choix aléatoire d’une valeur s′i (suivant une loi uniforme);
si E(I ′)− E(I) < 0 ou rand() < exp
(
−E(I′)−E(I)
k.T
)
alors
si ← s′i;
ﬁn
/*diminution de la température */
ﬁn
T ← ln(T0 t
t+ 1
);
t← t+ 1;
ﬁn
ﬁn
En pratique, le calcul des énergies dans l’Algorithme A.1 est très simple : grâce à
la probabilité markovienne, il n’est nécessaire de calculer que la variation d’énergie des
cliques auxquelles appartient le site s.
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Détection et classification de changements sur des scènes urbaines 
en télédétection
Cette thèse aborde le problème de la détection de changements sur des 
images  de  scènes  urbaines  en  télédétection.  Les  expériences  ont  été 
menées  sur  des  couples  d'images  satellitaires  panchromatiques  haute 
résolution (< 1 m). 
À travers ce thème général, plusieurs problématiques, correspondant aux 
divers niveaux d'une chaîne de traitement, sont abordés, depuis la création 
d'un masque de changements jusqu'au raisonnement à un niveau objet. 
Dans  ce  manuscrit,  nous  abordons  premièrement  le  problème  de  la 
détermination d'un masque de changements. Après avoir étudié les limites 
d'un  algorithme  de  détection  de  changements,  fondé  sur  l'analyse  en 
composantes  principales,  nous  proposons  un  algorithme  tirant  parti  de 
l'invariance des lignes de niveau, fondé sur un modèle d'illumination et des hypothèses sur la régularité 
de la scène. 
Par la suite, nous abordons la classification des zones détectées comme changées au cours de l'étape 
précédente. D'abord,  nous nous fondons  uniquement sur les radiométries des couples de pixels. Enfin, 
nous étudions l'intérêt  d'une composante géométrique dans la classification.  Plus précisément,  nous 
appliquons un algorithme d'approximation polygonale sur les zones connexes issues de la classification 
précédentes,  puis nous classifions les formes obtenues compte tenu des orientations des côtés des 
polygones obtenus.
Mots  Clés  :   détection  de  changements,  images  satellitaires,  lignes  de  niveau,  classification,  k-
moyennes, zones urbaines, statistiques directionnelles.
This  thesis  addresses  the  problem  of  change  detection  on  remotely  sensed  urban  scenes.  The 
experiences were run on couples of high resolution (<1m) panchromatic satellite images.
Through this general theme, different problems, corresponding to different levels of a processing chain 
were addressed, from the determination of a change mask to  an object level reasoning.
In this work, we first address the problem of determining a change mask. We study the assets and limits 
of a change detection algorithm based on a Principal  Component Analysis. We then propose a new 
algorithm that relies on the invariance of the level lines. It is based  on a simple illumination model and 
some hypotheses on the scene regularity. 
Then we address the classification of the zones detected as changed during our first step. This is done 
by only considering the radiometries of each pixel couple. Finally, we study the interest of a geometric 
component in our classification. More precisely, we apply a polygonal approximation algorithm on the 
connected zones generated by the first classification, then we classify the obtained shapes according to 
the orientations of the polygon edges.
Keywords: change detection, satellite images, level lines, urban areas classification, K-means, 
directional statistics.
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