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A TRANSFER-OPERATOR-BASED RELATION BETWEEN
LAPLACE EIGENFUNCTIONS AND ZEROS OF SELBERG ZETA
FUNCTIONS
ALEXANDER ADAM AND ANKE POHL
Abstract. Over the last few years Pohl (partly jointly with coauthors) devel-
oped dual ‘slow/fast’ transfer operator approaches to automorphic functions,
resonances, and Selberg zeta functions for a certain class of hyperbolic surfaces
Γ\H with cusps and all finite-dimensional unitary representations χ of Γ.
The eigenfunctions with eigenvalue 1 of the fast transfer operators deter-
mine the zeros of the Selberg zeta function for (Γ, χ). Further, if Γ is cofinite
and χ is the trivial one-dimensional representation then highly regular eigen-
functions with eigenvalue 1 of the slow transfer operators characterize Maass
cusp forms for Γ. Conjecturally, this characterization extends to more general
automorphic functions as well as to residues at resonances.
In this article we study, without relying on Selberg theory, the relation be-
tween the eigenspaces of these two types of transfer operators for any Hecke
triangle surface Γ\H of finite or infinite area and any finite-dimensional uni-
tary representation χ of the Hecke triangle group Γ. In particular we provide
explicit isomorphisms between relevant subspaces. This solves a conjecture
by Möller and Pohl, characterizes some of the zeros of the Selberg zeta func-
tions independently of the Selberg trace formula, and supports the previously
mentioned conjectures.
1. Introduction
Let H = PSL2(R)/PSO(2) denote the hyperbolic plane, let Γ be a Fuchsian group
(that is, a discrete subgroup of PSL2(R)), and let χ : Γ → U(V ) be a unitary
representation of Γ on a finite-dimensional complex vector space V . The relation
between the geometric and the spectral properties of X := Γ\H (e. g., volume,
periodic geodesics, etc., among the geometric objects; L2-eigenvalues, resonances,
(Γ, χ)-automorphic functions, etc., among the spectral entities) is an important
subject with a long, rich history and ongoing high-level activity. Among the various
tools and methods used in the study of this relation, one is the Selberg zeta function,
another one the development of transfer operator techniques.
The Selberg zeta function establishes such a relation on the level of spectra, namely
between the primitive geodesic length spectrum among the geometric properties
and the Laplace resonances (i. e., the L2-spectral parameters and the scattering
resonances) among the spectral properties of X . More precisely, it follows (for X of
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infinite area at least for the case of χ being the trivial character) from the properties
of the Selberg zeta function that the primitive geodesic length spectrum of X and
the resonances of the Laplacian on X determine each other.
By its very nature, the Selberg zeta function cannot provide any such relation
beyond the spectral level (unless additional information is used). This means in
particular that it is not possible to construct an L2-eigenfunction of the Laplacian
or a resonant state using only (geometric) information provided by the properties
of the Selberg zeta function.
The modular surface PSL2(Z)\H was the first hyperbolic orbifold for which trans-
fer operator techniques allowed to show a relation between the geodesic flow and
Laplace eigenfunctions beyond the spectral level.
More precisely, the combination of the articles [2, 56, 35, 36, 19, 8, 14] shows that the
even and odd Maass cusp forms for PSL2(Z) are isomorphic to the eigenfunctions
with eigenvalue +1 and −1, respectively, of Mayer’s transfer operator
(1) LMayers f(z) =
∑
n∈N
1
(z + n)2s
f
(
1
z + n
)
.
The transfer operator arises purely from a discretization and symbolic dynamics
for the geodesic flow on PSL2(Z)\H. Thus, this isomorphism provides a purely
geometric characterization of the Maass cusp forms for PSL2(Z), not only of their
eigenvalues or spectral parameters. Hence, these transfer operator results indeed
establish a relation between geometric and spectral entities ofX beyond the spectral
level.
The results in [2, 56, 35, 36, 19, 8, 14] include dynamical interpretations also for
other parts of the spectrum [13, 14, 34] as well as a representation of the Selberg
zeta function as a Fredholm determinant of ±LMayers . A generalization to certain
finite index subgroups of PSL2(Z) were achieved in [14, 18, 22]. An alternative
characterization of the Maass cusp forms for PSL2(Z) by means of a transfer oper-
ator deriving from a discretization of the geodesic flow on PSL2(Z)\H is provided
by the combination [38, 11, 37].
Until 2009, analogous characterizations of Maass cusp forms (or any other L2-
eigenfunctions or resonant states) could not be achieved for any other hyperbolic
orbifold Γ\H. Only the following result, of a weaker and less precise nature, could
be established: For a large class of Fuchsian groups Γ, a transfer operator family Ls
(s ∈ C\{poles}) was found whose Fredholm determinant represents the Selberg zeta
function of Γ, sometimes only up to certain correction functions [23, 53, 24, 40, 44,
25, 37]. Taking advantage of the spectral interpretation of the zeros of the Selberg
zeta function (proved, e. g., by means of the Selberg trace formula) immediately
implies that the eigenspaces with eigenvalue 1 of these transfer operators are in
some relation to the Maass cusp forms. This result however is only a dimension
statement if at all (Jordan blocks may occur); it does not provide an insightful
isomorphism (see the more detailed discussion below).
For some of the transfer operators developed for Hecke triangle groups it could even
be shown that the eigenfunctions with eigenvalue 1 are solutions of certain func-
tional equations with finitely many terms [37], an important step towards developing
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an analogue of the results for PSL2(Z). However, to this day, these solutions could
not seen to be indeed period functions (unless PSL2(Z) is considered). In other
words, an isomorphism between Maass cusp forms and solutions of these functional
equations is still missing.
Nevertheless, such transfer operator approaches to Selberg zeta functions proved to
be helpful in the study of resonances and more. As a few examples we name the
results on resonance counting [25] and location [41], the numerical studies of the
structure of the set of resonances for Fuchsian Schottky groups [4, 5], the numerical
and rigorous studies of the behavior of zeros of the Selberg zeta function under
perturbations [20, 21, 9], the progress towards Zaremba’s conjecture [7] and the
generalization of Selberg’s 3/16 Theorem [6]. We refer to [49] for more examples.
It is reasonable to expect that a deeper understanding of the relation between the
geometry of a hyperbolic orbifold Γ\H, its automorphic functions and resonant
states, and its Selberg zeta functions allow us to prove even deeper results. We
refer to [1, 3] where the aforementioned deeper results for PSL2(Z) are used.
The results in this article are a further step towards such a deeper understand-
ing. We remark that the results presented in this article do not make any use of
the Selberg trace formula or scattering theory. Therefore they provide a proper
alternative, complement or extension of the relations obtained with these other
methods.
The articles [45, 27, 46, 47, 39, 48, 49, 50, 51] document part of a recent program to
systematically develop dual ‘slow/fast’ transfer operator approaches to automorphic
functions, resonances and Selberg zeta functions for a certain class of (cofinite and
non-cofinite) Fuchsian groups Γ with cusps.
geod. flow
on Xslow discre-
tization
ww♥♥
♥♥
♥♥
♥♥
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♥♥
fast discre-
tization
''❖
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❖❖
slow (‘finite-term’) trans-
fer operators Lslows
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oo ? //❴❴❴❴❴❴❴❴❴❴❴❴ fast (‘infinite-term’)
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{f = Lslows f} ∼= MCFs;
conjecture on automor-
phic cusp forms;
conj. on resonances
Z(s) = det
(
1− Lfasts
)
Figure 1. Dual transfer operator approaches
A rough schematic overview of the structure of these transfer operator approaches
is given in Figure 1. We refer to Section 2 below for more details. In Figure 1, all
entities may depend on X = Γ\H. The function Z = ZΓ,χ denotes the Selberg zeta
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function of (Γ, χ), and MCFs denotes the space of Maass cusp forms for Γ with
spectral parameter s.
Further, ‘slow’ refers to the property that each point of the discrete dynamical
system used in the definition of the ‘slow’ transfer operators has finitely many
preimages only, or equivalently, that the symbolic dynamics arising from the dis-
cretization of the geodesic flow on X uses a finite alphabet only (see [45, 48]).
Hence, ‘slow’ transfer operators involve finite sums only. In contrast, ‘fast’ means
that points with infinitely but countably many preimages occur, and hence the
associated ‘fast’ transfer operators involve infinite sums. The fast discretizations
arise from the slow ones by a certain induction or acceleration process (which also
explains the naming). We refer to [39, 49, 51] for details.
The discretizations and the transfer operators developed within this program are
typically different from those in the articles mentioned above. An exception are the
fast discretization and fast transfer operator for the modular group PSL2(Z) which
coincide essentially with the ones in [2, 56] and [35, 36], respectively.
We refer to Section 3 below for examples of the transfer operators developed within
this program. Further, we refer to the articles [45, 27, 46, 47, 39, 48, 49, 50, 51] and
the references therein for a more comprehensive exposition of such transfer operator
approaches, their history and their relation to mathematical quantum chaos and
other areas, and remain here rather brief.
If χ is the trivial one-dimensional representation and Γ is cofinite (and admissible
for these techniques) then the slow transfer operators Lslows provide a dynamical
characterization of the Maass cusp forms for Γ [46]. More precisely, for s ∈ C,
Re s ∈ (0, 1), the Maass cusp forms with spectral parameter s are isomorphic to the
eigenfunctions of the transfer operator Lslows with eigenvalue 1 of sufficient regularity
(‘period functions’). The proof of the isomorphism between Maass cusp forms and
these period functions takes advantage of the characterization of Maass cusp forms
in parabolic cohomology as provided by [10]. Both, [46] and [10] do not rely on the
Selberg trace formula, any scattering theory, or the Selberg zeta function.
For general finite-dimensional unitary representations χ and general admissible
Fuchsian groups Γ it is expected that the sufficiently regular eigenfunctions with
eigenvalue 1 of Lslows characterize (Γ, χ)-automorphic functions or are closely related
to the residue operator at the resonance s [49, 51].
The fast operators Lfasts are nuclear operators of order 0 that represent the Selberg
zeta function ZΓ,χ of Γ as a Fredholm determinant:
ZΓ,χ(s) = det
(
1− Lfasts
)
.
Hence the zeros of ZΓ,χ are determined by the eigenfunctions of Lfasts with eigenvalue
1 [39, 49, 50, 51]. Also this proof is independent of the Selberg trace formula and
of geometric scattering theory.
For several combinations of (Γ, χ) (e.g., if Γ is any cofinite geometrically finite, non-
elementary Fuchsian group or if χ is the trivial character and Γ is geometrically
finite, non-elementary) Selberg theory, geometric scattering theory or microlocal
analysis allows to show a relation between (some of) the zeros of ZΓ and the spectral
parameters of the Maass cusp forms for Γ or (Γ, χ)-automorphic forms and, more
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generally, the resonances of ∆ on Γ\H. Hence it provides a link (on the spectral
level) between the two bottom objects in Figure 1.
It is natural to ask if this relation derives as a shadow of a link between the geodesic
flow and certain spectral entities beyond the spectral level. In other words, the
question arises if and how these spectral entities can be explicitly characterized as
eigenfunctions with eigenvalue 1 of the fast transfer operator Lfasts .
In order to simplify the discussion of the nature of this question we restrict—for a
moment—to the case that Γ is a lattice (that is, Γ is cofinite [54, Definition 1.8]),
χ the trivial character and to Maass cusp forms as the spectral entities of interest.
Selberg theory in combination with functional analysis for nuclear operators of low
orders on Banach spaces allows us to deduce only a rather weak version of such a
link. We may only conclude that some, rather unspecified subspaces of eigenfunc-
tions of Lfasts are isomorphic to some, rather unspecified subspaces of Maass cusp
forms (or period functions and hence certain eigenfunctions of Lslows ). At the cur-
rent state of art, neither Selberg theory nor any other non-transfer operator based
approach provides us with a tool to answer any of the following questions:
(i) How can we characterize these subspaces of eigenfunctions of Lfasts , how the
subspaces of Maass cusp forms?
(ii) Is there an insightful isomorphism between these subspaces?
(iii) The zeros of Selberg zeta functions do not only consist of the spectral param-
eters of Maass cusp forms but also of scattering resonances and topological
zeros. All of these zeros are detected by eigenfunctions with eigenvalue 1 of
Lfasts . Which additional properties of these eigenfunctions are needed in order
to distinguish the spectral parameters of Maass cusp forms from scattering
resonances?
(iv) The transfer operator Lfasts may have Jordan blocks with eigenvalue 1. The
order of s as a zero of the Selberg zeta functions corresponds to the algebraic
multiplicity (hence the size of the Jordan blocks), not necessarily the geometric
multiplicity of 1 as an eigenvalue of Lfasts . Further, s as a spectral parameter
for Maass cusp forms may have a higher multiplicity. In such a case, are the
dimensions of the 1-eigenspace of Lfasts (considered as acting on which space?)
and the space of the Maass cusp forms equal? If not, does the transfer operator
detect only some of the Maass cusp forms?
In this article we show that—purely within the framework of transfer operators—we
are able to provide such a link between the geodesic flow and certain spectral entities
beyond the spectral level and to answer questions in (i)-(iv) at least for the case of
Maass cusp forms. Moreover, we lay the groundwork for the generalization to other
spectral entities as well. Their complete characterization in terms of eigenfunctions
of Lfasts has to await their characterization in terms of eigenfunctions of Lslows .
The full details for the construction of fast transfer operators Lfasts are up to now
provided for (cofinite and non-cofinite) Hecke triangle groups only. Anyhow, the
structure of these constructions clearly applies to a wider class of Fuchsian groups.
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However, also in this article we focus on the family of Hecke triangle groups and
show that the 1-eigenspaces of the slow and fast transfer operators are indeed
isomorphic (the dotted ‘?’-arrow in Figure 1) as conjectured in [39, 49, 51].
Theorem A. Let Γ be a (cofinite or non-cofinite) Hecke triangle group and χ
a finite-dimensional unitary representation of Γ, and let Re s > 0. Suppose that
Lslows and Lfasts are the associated families of slow and fast transfer operators, re-
spectively. Then the eigenfunctions with eigenvalue 1 of Lfasts are isomorphic to the
real-analytic eigenfunctions with eigenvalue 1 of Lslows that satisfy a certain growth
restriction.
The isomorphism in Theorem A is explicit and constructive. Moreover, if Γ is a
lattice and χ is the trivial one-dimensional representation then the period functions
(i. e., those eigenfunctions of Lslows that are isomorphic to the Maass cusp forms for
Γ with spectral parameter s) can be characterized as a certain subspace of the
eigenfunctions of Lfasts . More generally, additional conditions of a certain type
on the eigenfunctions of Lslows translate to essentially the same conditions on the
eigenfunctions of Lfasts . We refer to Theorems 3.5, 3.14 and 3.15 below for more
details.
Neither the proof of Theorem A nor the characterization of the subspace of eigen-
functions of Lfasts that corresponds to period functions—and hence Maass cusp
forms—uses Selberg theory. Therefore these results allow us to classify some of the
zeros of the Selberg zeta function purely within this transfer operator framework
and independently of the use of a Selberg trace formula.
Theorem A, more precisely Theorems 3.5, 3.14 and 3.15 below in combination with
the characterization of Maass cusp forms as eigenfunctions of the slow transfer op-
erators Lslows , yields answers to the questions in (i)-(iv) and provides, for Hecke
triangle groups other than PSL2(Z), the first result of this kind. As already men-
tioned, for the case that Γ = PSL2(Z) and that χ is the trivial one-dimensional
representation even more is known due to the combination of [8, 13, 14, 34, 18].
We comment on it in more details in Section 4 below.
The restriction to Hecke triangle groups allows us to actually prove a stronger
statement than Theorem A. Each Hecke triangle group commutes with a certain
elementQ ∈ PGL2(R) of order 2, which acts as an orientation-reversing Riemannian
isometry on H. This exterior symmetry is compatible with the transfer operators,
and hence induces their splitting into odd parts Lslow,−s and Lfast,−s as well as even
parts Lslow,+s and Lfast,+s .
If Γ is cofinite, χ is the trivial character and Re s ∈ (0, 1) then the sufficiently
regular eigenfunctions with eigenvalue 1 of Lslow,+s (equivalently, the eigenfunctions
with eigenvalue 1 of Lslows that are invariant under the action of Q) are isomorphic
to the even Maass cusp forms for Γ. Likewise, the eigenfunctions with eigenvalue 1
of Lslow,−s (equivalently, the eigenfunctions with eigenvalue 1 of Lslows that are anti-
invariant under the action of Q) are isomorphic to the odd Maass cusp forms for Γ
[39, 50]. The Fredholm determinant of the transfer operator family Lfast,+s equals
the Selberg-type zeta function whose zeros encode the even part of the spectrum of
Γ, and the Fredholm determinant of Lfast,−s equals the Selberg-type zeta function
of the odd part of the spectrum of Γ [50].
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Instead of Theorem A we show its strengthend version that considers separately
the odd and even transfer operators.
Theorem B. Let Γ be a (cofinite or non-cofinite) Hecke triangle group, χ a finite-
dimensional unitary representation of Γ, and Re s > 0, and suppose that Lslow,±s and
Lfast,±s are the associated families of slow/fast even/odd transfer operators. Then
the real-analytic eigenfunctions with eigenvalue 1 of Lslow,+s (respectively Lslow,−s )
that satisfy a certain growth condition are isomorphic to the eigenfunctions with
eigenvalue 1 of Lfast,+s (respectively Lfast,−s ).
The same comments as for Theorem A apply to Theorem B. In particular, the
isomorphism in Theorem B is explicit and constructive, and certain additional
conditions on eigenfunctions can be included. Therefore, even and odd Maass cusp
forms can be characterized as certain eigenfunctions of Lfast,±s , respectively. Again
we refer to Theorems 3.5, 3.14 and 3.15 below for precise statements.
Moreover, Theorems A and B support the conjectures on the significance of the
eigenfunctions of Lslows in Figure 1. In addition, Patterson [43] proposed a coho-
mological framework for the divisors of Selberg zeta functions. If Γ is a lattice and
χ is the trivial one-dimensional representation then—as mentioned above—certain
eigenspaces of Lslows for the eigenvalue 1 are isomorphic to parabolic 1-cohomology
spaces, and hence Theorems A and B support Patterson’s conjecture. We discuss
this further in Section 4 below.
In Section 2 below we provide the necessary background on Hecke triangle groups
and transfer operators. In Section 3 below we prove Theorems A and B, and in the
final Section 4 below we briefly comment on the underlying structure of the isomor-
phism maps for Theorems A and B, and the possibility for their generalizations.
The Appendix is not needed for the understanding of the proofs of Theorems A
and B. It should be seen as background information on part of the motivation. It
provides a sketch of a proof of the splitting of the Selberg zeta function according to
the splitting of the transfer operators which is not worked out yet in the literature
for all combinations (Γ, χ) that we consider throughout this article.
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ducted. The second-named author AP wishes to thank the Max Planck Institute
for Mathematics in Bonn for financial support and excellent working conditions
during the preparation of this manuscript. Further, AP acknowledges support by
the DFG grant PO 1483/1-1. Finally, the authors wish to thank the referee for
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2. Preliminaries
2.1. The hyperbolic plane. As a model for the hyperbolic plane we use the upper
half plane
H := {z ∈ C | Im z > 0}
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endowed with the well-known hyperbolic Riemannian metric given by the line ele-
ment
ds2 =
dzdz
(Im z)2
.
We identify its geodesic boundary with P 1(R) ∼= R∪{∞}. The action of the group
of Riemannian isometries on H extends continuously to P 1(R).
This group of isometries is isomorphic to
G := PGL2(R) = GL2(R)/(R× · id),
its subgroup of orientation-preserving Riemannian isometries is
PSL2(R) = SL2(R)/{± id}.
The action of PSL2(R) on H ∪ P 1(R) is given by fractional linear transformations,
i. e., for
[
a b
c d
] ∈ PSL2(R) and z ∈ H ∪ R we have[
a b
c d
]
.z =
{
az+b
cz+d for cz + d 6= 0
∞ for cz + d = 0 and
[
a b
c d
]
.∞ =
{
a
c for c 6= 0
∞ for c = 0.
2.2. Hecke triangle groups. The Hecke triangle group Γℓ with parameter ℓ > 0
is the subgroup of PSL2(R) generated by the two elements
(2) S :=
[
0 1
−1 0
]
and Tℓ :=
[
1 ℓ
0 1
]
.
It is Fuchsian if and only if ℓ ≥ 2 or ℓ = 2 cos πq with q ∈ N≥3. In the following, the
expression ‘Hecke triangle group’ always refers to a Fuchsian Hecke triangle group,
and we refer to the spaces Xℓ = Γℓ\H as Hecke triangle surfaces.
The (Fuchsian) Hecke triangle groups form a 1-parameter subgroup of Fuchsian
groups which contains both arithmetic and non-arithmetic groups as well as groups
of finite co-area as well as group of infinite co-area. Moreover, it contains the well-
studied modular subgroup PSL2(Z) (for ℓ = 1, that is, q = 3). We provide a few
more details about these groups.
− ℓ
2
0 ℓ
2
− ℓ
2
0 ℓ
2
− ℓ
2
−1 0 1 ℓ
2
ℓ < 2 ℓ = 2 ℓ > 2
Figure 2. Fundamental domain for Γℓ.
A fundamental domain for the Hecke triangle group Γℓ is given by (see Figure 2)
Fℓ := {z ∈ H | |z| > 1, |Re z| < ℓ/2}.
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The side-pairings for Fℓ are provided by the generators (2): the vertical sides
{Re z = −ℓ/2} and {Re z = ℓ/2} are identified via Tℓ, and the two bottom sides
{|z| = 1, Re z ≤ 0} and {|z| = 1, Re z ≥ 0} are identified via S.
Among the Hecke triangle groups those and only those with parameters ℓ ≤ 2 are
lattices, i. e., are cofinite. For
ℓ = ℓ(q) = 2 cos
π
q
with q ∈ N≥3, the Hecke triangle surface Xℓ has a single cusp (represented by ∞)
and two elliptic points. In the special case q = 3, thus ℓ(q) = 1, the Hecke triangle
group Γ1 is the modular group PSL2(Z).
The Hecke triangle group Γ2 is commonly known as the Theta group. It is conjugate
to the Hecke congruence subgroup Γ0(2), more precisely to its image in PGL2(R).
The associated Hecke triangle surface X2 has two cusps (represented by∞ and ℓ/2)
and one elliptic point.
The Hecke triangle groups Γℓ with ℓ ∈ {ℓ(3), ℓ(4), ℓ(6), 2} are the only arithmetic
ones.
For ℓ > 2, the groups Γℓ are non-cofinite, and the orbifold Xℓ has one funnel
(represented by the subset [−ℓ/2,−1]∪ (1, ℓ/2) of R), one cusp (represented by ∞)
and one elliptic point.
2.3. Associated triangle groups and representations. Let Γ be a Hecke tri-
angle group, and let
Γ˜ := 〈Γ, Q〉 ,
where
Q :=
[
0 1
1 0
]
.
The group Γ˜ is a triangle group (thus, generated by the reflections across the sides
of a hyperbolic triangle), and Γ is its subgroup of orientation-preserving isometries.
Hence Γ has index 2 in Γ˜.
Let X := Γ\H denote the associated Hecke triangle surface. Let χ be a finite-
dimensional unitary representation of Γ˜ on a complex vector space V . We consider
χ to be fixed throughout.
There are many examples for finite-dimensional unitary representations χ of Γ˜. In
the following we provide a few rather explicit ones.
(i) If Λ is a subgroup of Γ˜ of finite index and η : Λ→ U(V ) is a finite-dimensional
unitary representation of Λ then its induction χ = IndΓ˜Λ η to Γ˜ is a finite-
dimensional unitary representation of Γ˜. This construction applies in partic-
ular if η is the trivial one-dimensional representation η := 1 : Λ→ C× of Λ.
In addition, the choice η = 1 allows us to understand all arising transfer
operators as transfer operators for Λ instead of twisted or χ-weighted transfer
operators for Γ. Thus, Theorems A and B have further interpretations.
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(ii) We can use presentations of Γ˜ to construct examples of finite-dimensional
unitary representations χ : Γ˜→ U(V ). To provide such examples let
J :=
[−1 0
0 1
]
, W := JT =
[
1 ℓ
0 −1
]
, U := TS =
[
ℓ −1
1 0
]
.
(a) If ℓ > 2 then a presentation of Γ˜ℓ is given by
Γ˜ℓ =
〈
J,Q,W
∣∣ J2 = Q2 =W 2 = 1, JQ = QJ 〉 .
Clearly, χ is well-defined and completely determined if we prescribe χ on
the elements J , Q and W obeying the restrictions
χ(J)2 = χ(Q)2 = χ(W )2 = id and χ(J)χ(Q) = χ(Q)χ(J).
For example, we can set χ(J) = id and pick any elements in U(V ) of order
2 for χ(Q) and χ(W ). These elements can be chosen non-trivial. E. g., if
V = R2 then we can choose
χ(Q) =
(
2 −1
3 −2
)
and χ(W ) =
(
1 0
0 −1
)
.
Obviously, many other possibilities for χ exist.
(b) If ℓ = 2 then a presentation of Γ˜ℓ = Γ˜2 is given by
Γ˜2 =
〈
S, J, T
∣∣ S2 = J2 = (SJ)2 = (TJ)2 = 1〉 .
We can construct finite-dimensional non-trivial unitary representations χ
of Γ˜2 as in (iia).
(c) Finally, if ℓ = 2 cos(π/q) with q ∈ N≥3 then a presentation of Γ˜ℓ is given
by
Γ˜ℓ =
〈
S,Q,U
∣∣ S2 = Q2 = (UQ)2 = (QS)2 = U q = 1〉 .
We can easily construct finite-dimensional non-trivial unitary representa-
tions χ : Γ˜ℓ → U(V ) by setting χ(U) = id and then proceeding as in (iia).
Of course, also other possibilities exist. For the case V = C2 and q = 4
we can, e. g., set
χ(U) =
(
0 i
i 0
)
, χ(Q) =
(−1 0
0 1
)
, χ(S) =
(
1 0
0 1
)
.
(iii) For Theorem A only finite-dimensional unitary representations χ of Γ (not
necessarily extendable to Γ˜) are requested. If ℓ = 2 cos(π/q) with q ∈ N≥3
then a presentation of Γℓ is given by
Γℓ =
〈
S,U
∣∣ S2 = U q = 1〉 .
An example for a non-trivial finite-dimensional unitary representation χ : Γℓ →
U(V ) is, e. g., given as follows: Let n := dimV . For j = 1, . . . , n pick
aj ∈ {±1} and let bj be a q-th root of unity. Then
χ(S) := diag(a1, . . . , an) and χ(U) := diag(b1, . . . , bn)
determines a unitary representation which is non-trivial as soon as at least
one of the aj or bj is not 1.
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2.4. Automorphic functions, and Selberg zeta functions. A function f : H→
Γ is called (Γ, χ)-automorphic if
f(γ.z) = χ(γ)f(z)
for all z ∈ H, γ ∈ Γ. Let C∞(X ;V ;χ) be the space of smooth (C∞) (Γ, χ)-
automorphic functions f whose restriction f |F to some fundamental domain F for
Γ is bounded, and let C∞c (X ;V ;χ) be its subspace of functions f which satisfy that
f |F is compactly supported. We endow C∞c (X ;V ;χ) with the inner product
(3) (f1, f2) :=
∫
F
〈f1(z), f2(z)〉dvol(z)
(
f1, f2 ∈ C∞c (X ;V ;χ)
)
where 〈·, ·〉 is the inner product on V , and dvol is the hyperbolic volume form.
The representation χ being unitary yields that the definitions of C∞(X ;V ;χ),
C∞c (X ;V ;χ) and the inner product (·, ·) defined in (3) do not depend on the choice
of F . Let
H := L2(X ;V ;χ)
denote the completion of C∞c (X ;V ;χ) with respect to (·, ·). Then the Laplace-
Beltrami operator
∆ = −y2(∂2x + ∂2y)
on X extends uniquely from{
f ∈ C∞(X ;V ;χ) ∣∣ f and ∆f are bounded on F}
to a self-adjoint nonnegative definite operator on H, which we also denote by ∆ =
∆(Γ;χ). If f ∈ H is an eigenfunction of ∆, say ∆f = µf , we branch its eigenvalue
as µ = s(1− s) and call s its spectral parameter.
The eigenfunctions of ∆ in H that decay rapidly towards any cusp of X are called
cusp (vector) forms. More precisely, for every parabolic element p ∈ Γ let
Vp :=
{
v ∈ V ∣∣ χ(p)v = v}
be the subspace of V consisting of the vectors fixed by the representation χ re-
stricted to the subgroup
Γp := {pn | n ∈ Z},
and let
Np := {pt | t ∈ R}
denote the horocycle subgroup associated to p, thus, the one-parameter subgroup
of PSL2(R) containing Γp. Then f ∈ H is called a (Γ, χ)-cusp form if f is an
eigenfunction of ∆ and satisfies∫
Γp\Np
〈f(z), v〉dz = 0
for all v ∈ Vp and all parabolic p ∈ Γ. The measure dz here refers to the uniform
measure on horocycles.
A cusp form f is called odd if f(−z) = −f(z). It is called even if f(−z) = f(z). If
the representation χ is the trivial character then cusp forms are called Maass cusp
forms.
In order to define the Selberg zeta function for (Γ, χ) we recall that an element
g ∈ Γ is called (Γ-)primitive if g = hn for (h, n) ∈ Γ× N implies n = 1 or g = id.
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For g ∈ Γ let [g]Γ denote its conjugacy class in Γ. Further let [Γ]p denote the set of
all conjugacy classes of primitive hyperbolic elements in Γ. Finally, for hyperbolic
h ∈ Γ let N(h) denote its norm, that is the square of its eigenvalue with the largest
absolute value. The Γ-conjugacy classes of the primitive elements in Γ correspond
to the primitive (i. e., considered to be traced out once; in other words, with minimal
period as length) periodic geodesics on the Hecke triangle surface Γ\H. The length
of the primitive periodic geodesic γ associated to [g]Γ ∈ [Γ]p is ℓ(γ) = logN(g).
For Re s≫ 1, the Selberg zeta function for (Γ, χ) is then defined by
(4) Z(s) := Z(s, χ) :=
∏
[h]Γ∈[Γ]p
∞∏
k=0
det
(
1− χ(h)N(h)−(s+k)
)
.
More precisely, the abscissa of convergence of this infinite product equals the Haus-
dorff dimension δ := dimH Λ(Γ) of the limit set Λ(Γ) of Γ. If Γ is cofinite then
δ = 1, for non-cofinite Γ we have δ < 1 (see, e. g. [55, 42, 57]). It is well-known that
(4) has a meromorphic continuation to all of C.
An element h ∈ Γ˜ is called hyperbolic if h2 ∈ Γ is hyperbolic. Suppose that h ∈ Γ˜ is
hyperbolic. The norm of h is defined as N(h) = N(h2)1/2. The element h is called
(Γ˜-)primitive if it is not a nontrivial integral power of any hyperbolic element in Γ˜.
Let [h]Γ˜ denote the Γ˜-conjugacy class of h, and let [Γ˜]p denote the set of Γ˜-conjugacy
classes of the Γ˜-primitive elements in Γ˜.
For Γ = Γℓ with ℓ ≥ 2 or ℓ = 2 cos πq with q ∈ N≥3 odd, the Γ˜-conjugacy classes of Γ˜-
primitive elements in Γ˜ correspond to the primitive periodic billiards on the triangle
surface Γ˜ℓ\H. In this case, for Re s≫ 1, the even (+) and odd (−) Selberg(-type)
zeta functions are defined by
Z+(s) := Z+(s, χ) :=
∏
[g]
Γ˜
∈[Γ˜]p
∞∏
k=0
det
(
1− det gk · χ(g)N(g)−(s+k)
)
and
Z−(s) := Z−(s, χ) :=
∏
[g]
Γ˜
∈[Γ˜]p
∞∏
k=0
det
(
1− det gk+1 · χ(g)N(g)−(s+k)
)
,
respectively. The naming will become clear further below.
For Γ = Γℓ with ℓ = 2 cos
π
q with q ∈ N≥3 even, the Γ˜-conjugacy classes of Γ˜-
primitive elements in Γ˜ is not bijective to the primitive periodic billiards on Γ˜ℓ\H.
In fact, let
(5) gµ :=
1
sin πq
[
1 cos πq
cos πq 1
]
.
Then gµ and Qgµ = gµQ are both Γ˜-primitive but they are not Γ˜-conjugate. Their
Γ˜-conjugacy classes [gµ]Γ˜ and [Qgµ]Γ˜ are both associated to the primitive periodic
billiard on Γ˜\H that is represented by the geodesic from −1 to 1 on H. This,
however, is the only exception towards a bijection. Between all other Γ˜-conjugacy
classes of primitive elements and all other primitive periodic billiards the standard
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correspondence is valid. In order to state the definition of even and odd Selberg
zeta functions for (Γ˜, χ) let
(6) [Γ˜]p,µ :=
{
[g]Γ˜ ∈ [Γ˜]p
∣∣∣ [g]Γ˜ 6= [gµ]Γ˜, [g]Γ˜ 6= [Qgµ]Γ˜} .
For Re s≫ 1 we define
Z+(s) := Z+(s, χ)
:= Zµ,id(s)Zµ,Q(s)
∏
[g]
Γ˜
∈[Γ˜]p,µ
∞∏
k=0
det
(
1− det gk · χ(g)N(g)−(s+k)
)
and
Z−(s) := Z−(s, χ)
:= Zµ,id(s)Zµ,Q(s)
−1
∏
[g]
Γ˜
∈[Γ˜]p,µ
∞∏
k=0
det
(
1− det gk+1 · χ(g)N(g)−(s+k)
)
,
where
Zµ,id(s) :=
∞∏
k=0
(
det
(
1− χ(gµ)N(gµ)−(s+2k)
)
det
(
1− χ(gµ)N(gµ)−(s+1+2k)
)) 1
2
and
Zµ,Q(s) :=
∞∏
k=0
(
det
((
1− χ(gµ)N(gµ)−(s+2k)
)χ(Q))) 12
×
(
det
((
1− χ(gµ)N(gµ)−(s+1+2k)
)χ(Q)))− 12
.
The matrix-matrix exponential in the latter formula is defined by
AB = exp
(
(logA)B
)
with the obvious choices for the matrices A and B.
For each Hecke triangle group Γ, the relation between the Γ-conjugacy classes of
Γ-primitive hyperbolic elements in Γ and the Γ˜-conjugacy classes of Γ˜-primitive
hyperbolic elements in Γ˜ yields that
(7) Z = Z+ · Z−.
If χ is the trivial one-dimensional representation then (7) is shown in [49, The-
orem 6.2] for Γ = Γℓ with ℓ > 2. For Γ = Γℓ with ℓ < 2 it follows from the
combination of [39, Theorem 4.12] with [50, Theorems 5.1 and 6.1]. The proof for
Γ2 is analogous to those for ℓ 6= 2. The generalization to arbitrary finite-dimensional
unitary representations χ can be achieved as in [51]. For the convenience of the
reader we provide more details in Section A below.
All these Selberg zeta functions admit meromorphic continuations to all of C. For
various combinations (Γ, χ) it is known that the spectral parameters for (Γ, χ)-cusp
forms (and more generally, the resonances) are among the zeros of the Selberg zeta
function for (Γ, χ). Even more, for some combinations it is also known that the
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Selberg zeta functions Z± encode the splitting of the spectrum into odd (−) and
even (+) parts [50] (see also [58]).
2.5. Actions. Let s ∈ C and g ∈ Γ. For any subset I of R, any function f : I → V
and x ∈ R such that g.x ∈ I we define
(8) αs(g
−1)f(x) := |g′(x)|sχ(g−1)f(g.x)
whenever it makes sense. We remark that αs, as it is defined here, is not an action
of Γ on some space of functions. However, for the combinations of functions f and
elements g1, g2 ∈ Γ for which we use (8), the functoriality relation αs(g1g2)f =
αs(g1)αs(g2)f is typically satisfied. Therefore, allowing ourselves a slight abuse of
concepts, we refer to αs as ‘action’.
In order to define a highly regular (continuous respectively holomorphic) continu-
ation of the action by αs to all of Γ˜ and to functions defined on subsets of C we
define the action of g =
[
a b
c d
] ∈ Γ˜ on the Riemann sphere P 1C by fractional linear
transformation:
(9) g.z :=
az + b
cz + d
.
In the case of division by 0 we identify the fraction with ∞ ∈ P 1C. Note that for
g ∈ Γ˜ with g /∈ Γ, the map g in (9) does not define a Riemannian isometry on H.
We consider the complex plane C as embedded into P 1C. Using the identification
that −d/c =∞ for c = 0, (9) defines a holomorphic map C \ {−d/c} → C (thus, a
holomorphic map C→ C if c = 0).
Further, for x ∈ R \ {−d/c} (i. e. for all x ∈ R in case that c = 0) we have
(10) |g′(x)|s = (|ad− bc| · (cx+ d)−2)s = |ad− bc|s|cx+ d|−2s.
We use the principal branch for the complex logarithm (i. e., with the cut plane
C\(−∞, 0]). For the holomorphic continuation of (10) we then have two possibilities
depending on whether we extend the first or the second expression. To that end we
choose a representative
(
a b
c d
)
of g in GL2(R) such that c ≥ 0. In case that c = 0
we choose d > 0.
From the point of view of transfer operators, the first expression is the more natural
one. It extends by
j(1)s (g, z) :=
(|ad− bc| · (cz + d)−2)s
holomorphically to
C(1) := {z ∈ C | Re z > −d/c}.
For other approaches to and applications of period functions the second expression
is sometimes used. It extends by
j(2)s (g, z) := |ad− bc|s(cz + d)−2s
holomorphically to
C(2) := C \ (−∞,−d/c].
A TRANSFER-OPERATOR-BASED RELATION 15
Obviously, on C(1) both extensions are identical. For k ∈ {1, 2}, any subset W ⊆
C(k), any function f : W → V and z ∈ C with g.z ∈ W and such that j(k)s (g, z) is
defined we set
(11) α(k)s (g
−1)f(z) := j(k)s (g, z)χ(g
−1)f(g.z).
We write just αs for generic results or if the choice is understood. The statements
and proofs of Theorems A and B do not depend on this choice. It only affects an
intermediate result on the maximal domain of holomorphy for certain functions,
see Propositions 3.7 and 3.8 below.
2.6. Meromorphic continuations. Let h ∈ Γ be a parabolic element. For Re s >
1
2 , the infinite sum
(12) Ns :=
∞∑
k=1
αs(h
k)
defines an operator between various spaces of functions, for examples see Sec-
tions 2.7.2 and 3 below or [39]. Taking advantage of the Lerch zeta function,
either in the form
ζ(s, a, w) =
∞∑
n=0
e2πina
((n+ w)2)s/2
if we use α
(1)
s for αs, or in the form
ζ(s, a, w) =
∞∑
n=0
e2πina
(n+ w)s
if we use α
(2)
s for αs, and of its meromorphic continuation one deduces that the
map
s 7→ Ns
extends meromorphically to all of C. All its poles are simple and contained in
1
2 − 12N0. The existence of poles intimately depends on the degree of singularity of
the representation χ (cf. [51]).
Throughout, for any operator of the form (12), we denote its meromorphic contin-
uation by Ns as well (more precisely, with the same symbol as the inital operator
for Re s > 12 ). Further, to simplify notation, we use Ns to denote any operator
which acts by (12). The specific spaces on which we consider its action are always
understood. Finally, whenever we use an expression that involvesNs and ‘all’ s ∈ C
then it is understood that we exclude the poles.
2.7. Transfer operators. Let F : D → D be a discrete dynamical system. The
associated transfer operator Lϕ,w with potential ϕ : D → C and weight function w
is defined by
Lf(x) :=
∑
y∈F−1(x)
w(y)eϕ(y)f(y),
acting on an appropriate space of functions f (to be adapted to the discrete dy-
namical system and the applications under consideration).
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The transfer operators we consider in this article have been developed in [39, 49,
50, 51]. We survey their common properties that are important for the proofs of
Theorems A and B. We refer to the original articles as well as to the following
sections for more details.
Let Γ denote a Hecke triangle group and let Γ˜ ⊆ PGL2(R) be its underlying triangle
group. The discrete dynamical systems (D,F ) that we use in the transfer operator
for Γ arise from a discretization and symbolic dynamics for the geodesic flow on
X = Γ\H (or rather Γ˜\H). The set D is a family of real intervals Dκ, κ ∈ K for
some (finite or countable) index set K, and the map F is determined by a family
(13) Fk := F |Dk : Dk → Fk(Dk)
of diffeomorphisms that are identical to the action of certain elements in Γ˜. The
potentials we are interested in are ϕs(y) = −s log |F ′(y)| for s ∈ C. The weight func-
tion depends on the finite-dimensional unitary representation (V, χ) and whether
we intend to investigate the odd (‘−’) or the even (‘+’) spectrum of ∆ = ∆(Γ, χ).
For the parameter s ∈ C, we denote the even transfer operator by L+s and the odd
transfer operator by L−s . Since we consider the representation (V, χ) to be fixed
throughout, we omit it from the notation.
For a subset I ⊆ R let
Fct(I;V ) := {f : I → V }
denote the space of functions I → V . Formally, any arising transfer operator L±s is
represented by a matrix
L±s =
(
L±s,a,b
)
a,b∈A
for a finite index set A and acts on function vectors
f = (fa)a∈A
where, for each a ∈ A,
fa ∈ Fct(Ia;V )
for some interval Ia ⊆ R. The intervals are closely related to the sets Fk(Dk) in
(13). Further, for any a, b ∈ A there is a (finite or countable) index set Ca,b and
for each c ∈ Ca,b an element g(a,b)c ∈ Γ˜ such that
(14) L±s,a,b =
∑
c∈Ca,b
w
(
g(a,b)c
)
αs
(
g(a,b)c
)
.
The weight function is given by w : G→ {±1},
w(g) :=
{
1 for even (‘+’) transfer operators
sign(det(g)) for odd (‘−’) transfer operators.
Recall that the action αs depends on the representation χ. Moreover, for any
a, b ∈ A and c ∈ Ca,b we have (
g(a,b)c
)−1
.Ia ⊆ Ib.
While this latter property ensures well-definedness for each single summand in (14),
there might be a convergence problem for the potentially infinite sums.
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As indicated in Figure 1, the discretizations and symbolic dynamics we use here
come in pairs: a slow version and a fast version. The fast version is deduced from
the slow one by a certain induction process on certain parabolic elements; we refer
to [39, 48, 49, 50] for details. Therefore, also the odd and even transfer operators
come in pairs: the slow odd and even transfer operators Lslow,±s for which all index
sets Ca,b in (14) are finite, and the fast odd and even transfer operators which also
have infinite terms.
2.7.1. Slow transfer operators. For the odd and even slow transfer operators
Lslow,±s for Hecke triangle groups Γ, the index set A consists of a single element
only. For this reason we omit it from the notation. The index set C is finite,
its precise number of elements depends on Γ. Thus, the slow transfer operators
indeed act on Fct(I;V ). For our applications we consider them to act on the space
Cω(I;V ) of real-analytic functions, and we are interested in the space (‘real-analytic
odd/even Slow EigenFunctions for the parameter s’)
SEFω,±s :=
{
f ∈ Cω(I;V ) ∣∣ Lslow,±s f = f } ,
more precisely, in a certain subspace SEFω,hol,±s of functions admitting a holomor-
phic extension to a large domain, a certain subspace SEFω,as,±s of functions satis-
fying certain growth restrictions (certain asymptotic behavior) as well as a certain
subspace SEFω,dec,±s of functions obeying certain decay properties. These prop-
erties depend on the specific Hecke triangle group, for which reason we refer to
Sections 3.1-3.4 below for the definitions.
Theorem 2.1 ([39, 50, 51]). Let Γ be a cofinite Hecke triangle group, χ be the
trivial character, and Re s ∈ (0, 1). Then SEFω,dec,±s is isomorphic to the space of
odd (if ‘−’) and even (if ‘+’) Maass cusp forms with spectral parameter s for Γ,
respectively.
If Γ is a non-cofinite Hecke triangle groups or χ not the trivial character or s ∈ C
lies outside the domain {0 < Re s < 1} then the spectral interpretation of the sets
SEFω,dec,±s is not yet understood. However, well-supported conjectures exist. We
refer to Section 4 for a more detailed discussion.
2.7.2. Fast transfer operators. For any fast transfer operator, at least one of the
index sets Ca,b in (14) is infinite and hence causes a convergence problem. However,
the structure of the infinite sums is controlled and allows for a uniform treatment.
The purpose of the fast transfer operators is to represent Selberg zeta functions
as Fredholm determinants. To that end we use a certain Banach space (defined
further below) on which the fast transfer operator acts as a nuclear operator of
order 0. This Banach space essentially is the space of function vectors (fa)a∈A
such that each function fa is real-analytic on Ia, extends continuously to Ia, ex-
tends holomorphically to a complex neighborhood Ea common for all functions fa,
and the family of complex neighborhoods (Ea)a∈A is compatible with the mapping
properties of the transfer operator.
To be more precise, let (Ea)a∈A be a family of open connected subsets of the Rie-
mann sphere Ĉ = C ∪ {∞} such that
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(A) for each a ∈ A, the set Ea is a complex neighborhood (in the Riemann sphere)
of the closure Ia of the real interval Ia, and
(B) for all a, b ∈ A and all c ∈ Ca,b we have(
g(a,b)c
)−1
.Ea ⊆ Eb.
Define
B(Ea) := {ψ : Ea → V continuous | ψ|Ea holomorphic}.
Endowed with the supremum norm, B(Ea) is a Banach space. Let
B(E) :=
⊕
a∈A
B(Ea)
be the direct sum of these Banach spaces. As stated in Theorem 2.2 below, for
Re s > 12 , each of the fast transfer operators Lfast,±s acts on B(E).
The role of the family (Ea)a∈A is to provide a thickening into the complex plane
of the family (Ia)a∈A of real intervals and to fix a common domain of holomor-
phy of the considered function vectors. This thickening is needed in the proof of
Theorem 2.2 below, in particular for Grothendieck’s theory of nuclear operators on
Banach spaces, see [49, 50, 51]. However, none of the results in this paper depends
on the specific choice of the family (Ea)a∈A. Thus it would be natural to consider
the inductive limit of the operators Lfast,±s : B(E) → B(E), where the system is
directed by shrinking domains (thus, if E = (Ea)a∈A and E ′ = (E ′a)a∈A then(Lfast,±s : B(E)→ B(E)) 4 (Lfast,±s : B(E ′)→ B(E ′))
if and only if E ′a ⊆ Ea for all a ∈ A). We omit here a further discussion of this
limit and its topological properties, and work with a fixed family E = (Ea)a∈A. To
emphasize the independence of all results from this choice we use also the suggestive
notation
B := B(I) := B(E)
in order to stress that the family I = (Ia)a∈A is the essential structure and the
family of complex neighborhoods a rather auxiliary object.
Theorem 2.2 ([49, 50, 51]). (i) For Re s > 12 , each transfer operator Lfast,±s
acts on B as a nuclear operator of order 0.
(ii) The map s 7→ Lfast,±s extends to a meromorphic function on C with values
in nuclear operators of order 0 on B. The possible poles are all simple and
contained in 12 (1− N0).
(iii) The Selberg zeta function Z for (Γ, χ) equals the Fredholm determinant
Z(s) = det
(
1− Lfast,+s
)
det
(
1− Lfast,−s
)
.
(iv) If Γ is a lattice with a single cusp and χ is the trivial one-dimensional rep-
resentation then det(1 − Lfast,±s ) equals the Selberg-type zeta function Z± for
the odd (if ‘−’) and the even (if ‘+’) spectrum, respectively:
Z±(s) = det
(
1− Lfast,±s
)
.
For s ∈ C we define (‘odd/even Fast EigenFunctions for the parameter s’)
FEF±s :=
{
f ∈ B ∣∣ f = Lfast,±s f } .
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The elements of FEF±s determine the zeros of Z±, respectively, and hence by (7)
those of Z.
2.8. Notation. For any x0 ∈ R ∪ {±∞} and any functions f, g : R → C we use
f(x) = Ox→x+
0
(g(x)) for
lim sup
xցx0
∣∣∣∣f(x)g(x)
∣∣∣∣ <∞.
Note that, in contrast to other conventions, we allow (for simplicity) that g does
not need to be positive. We use analogous conventions for the other symbols from
the O-notation.
Further, for functions f, g : D → C with D ⊆ C we use f ≪ g if there exists C > 0
such that for all x ∈ D we have
|f(x)| ≤ C|g(x)|.
Moreover, we say that f satisfies a property P for all |x| ≫ 1 if there exists C ≥ 0
such that for all |x| ≥ C, f(x) satisfies P .
3. Proof of Theorems A and B
We show Theorem B separately for the cofinite Hecke triangle groups with a single
cusp, the Theta group, and the non-cofinite Hecke triangle groups. Within these
classes, the structure of the groups and transfer operators allows for an easy uni-
form statement of the maps that provide the claimed isomorphism between the
eigenspaces of the slow and fast transfer operators.
Recall that
Q =
[
0 1
1 0
]
and J =
[−1 0
0 1
]
.
3.1. Isomorphism for the Hecke triangle groups Γℓ with ℓ = 2 cos(π/q),
q ≥ 3 odd. Let q ∈ N≥3 and set
ℓ := ℓ(q) := 2 cos
π
q
.
For the cofinite Hecke triangle group
Γ := Γq := Γℓ
with a single cusp we consider the transfer operators developed in [39, 50, 51]. We
recall their definitions and major properties.
To that end recall that S =
[
0 1
−1 0
]
and T := Tq := Tℓ = [ 1 ℓ0 1 ]. For k ∈ Z let
(15) gq,k :=
((
TqS)
kS
)−1
,
and, for m ∈ Z, set
s(m, q) :=
sin
(
m
q π
)
sin πq
.
Then we have
g−1q,k =
[
s(k, q) s(k + 1, q)
s(k − 1, q) s(k, q)
]
.
20 A. ADAM AND A. POHL
Thus, g−1q,k is q-periodic in the variable k. The elements
(16) g−1q,1 = g
−1
q,nq−1 =
[
1 ℓ
0 1
]
, g−1q,−1 = g
−1
q,nq+1 =
[
1 0
ℓ 1
]
(n ∈ Z)
are parabolic, the elements
g−1q,0 = g
−1
q,nq = id (n ∈ Z)
are the identity element (and will not play any role in the following). All the
remaining elements are hyperbolic.
Let
m :=
⌊
q − 1
2
⌋
.
In this section we consider the case of q odd. The case for even q is essentially
identical (treated in Section 3.2 below), the only difference is the explicit formula
for the transfer operators. Thus, let q be odd. Then
m =
q − 1
2
.
To simplify notation, we omit throughout the subscripts q and ℓ.
3.1.1. Slow transfer operators for odd q. The odd (‘−’) and even (‘+’) slow
transfer operator Lslow,±s of Γ is given by
Lslow,±s =
m∑
k=1
αs(g−k)± αs(Qg−k)
=
(
1± αs(Q)
) m∑
k=1
αs(g−k),
acting on Cω((0, 1);V ). Let
SEFω,±s :=
{
ϕ ∈ Cω((0, 1);V ) ∣∣ ϕ = Lslow,±s ϕ}
denote the space of real-analytic bounded eigenfunctions of Lslow,±s , respectively,
with eigenvalue 1.
For z ∈ C, r > 0 let
Br(z) := {w ∈ C | |w − z| < r}
denote the open ball in C around z with radius r. Let I = (a, b) ⊆ R be a finite
interval, U be a complex neighborhood of I and ε > 0. We say that U is an
ε-rounded neighborhood if there exists ε > 0 such that
Bε(a+ ε) ∪Bε(b − ε) ∪
(
(a+ ε, b− ε) + i(−ε, ε)) ⊆ U .
We call U ε-rounded at a if
Bε(a+ ε) ⊆ U ,
and, analogously, that U is ε-rounded at b if
Bε(b− ε) ⊆ U .
We say U is a rounded neighborhood if there exists ε > 0 such that U is ε-rounded.
Analogously we define the notions rounded at a or b.
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Let SEFω,hol,±s denote the space of functions ϕ ∈ SEFω,±s for which there exists a
complex neighborhood U = U(ϕ) of (0, 1) that is rounded at 0 and to which ϕ has
a holomorphic extension ϕ˜ that satisfies the functional equation
(17) ϕ˜ =
m∑
k=1
(
αs(g−k)± αs(Qg−k)
)
ϕ˜.
Let
(18) SEFω,as,±s :=
{
ϕ ∈ SEFω,hol,±s
∣∣∣ ∃ c ∈ V : ϕ(x) = c
x
+Ox→0+(1)
}
denote its subspace of functions with a certain controlled growth towards 0, and let
SEFω,dec,±s denote its subspace of functions ϕ ∈ SEFω,±s for which the map
(19)
ϕ on
(
0, 1ℓ
)
∓αs(J)ϕ on
(− 1ℓ , 0)
extends smoothly (C∞) to
(− 1/ℓ, 1/ℓ). As already indicated in Section 2.7.1, the
superscript ‘as’ abbreviates ‘asymptotic behavior’, refering to the growth towards 0.
The superscript ‘dec’ abbreviates ‘decay’, refering to the necessary decay behavior
of ϕ in order to satisfy (19).
Lemma 3.1. Let ϕ ∈ SEFω,hol,±s . Then ϕ extends holomorphically to a rounded
neighborhood W of (0, 1) and its extension satisfies (17) on all of W.
Proof. By hypothesis, we find a complex neighborhood U of (0, 1) that is rounded
at 0, to which ϕ extends holomorphically and on which this extension, also de-
noted by ϕ, satisfies (17). Since g−1−1 is parabolic with fixed point 0, g
−1
−2, . . . , g
−1
−m
are hyperbolic with attracting fixed points contained in the interval (0, 1), all re-
pelling fixed points are bounded away from (0, 1), and Q fixes 1, we find a complex
neighborhood V of 1 such that Q.V ⊆ V and
g−1−k.V ⊆ U for k = 1, . . . ,m.
Then
ψ :=
m∑
k=1
(
αs(g−k)± αs(Qg−k)
)
ϕ
defines a holomorphic function on W := U ∪ V . Further, ψ coincides with ϕ on U
since ϕ satisfies (17) on all of U . By the identity theorem of holomorphic functions,
ψ satisfies (17) on all of W . Obviously, W is a rounded neighborhood of (0, 1). 
Remark 3.2. In Corollary 3.13 below we will see that the elements of SEFω,as,±s
satisfy stronger asymptotics than requested in (18) towards the cusp of Xℓ in all
directions that are ‘closed’ by the representation χ. To be more precise let
E1 := {v ∈ V | χ(g−1)v = v},
let Er be the orthogonal complement of E1 in V , and let
prr : V → Er
be the orthogonal projection on Er. Then every ϕ ∈ SEFω,as,±s satisfies
ϕ(x) =
c
x
+Ox→0+(1)
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for some c ∈ V with prr(c) = 0, at least if s ∈ C, Re s > 0, s 6= 1/2.
The property prr(c) = 0 means that in all directions of the cusp that are not
stabilized by χ, the function ϕ behaves as if the space is closed.
Remark 3.3. For each ϕ ∈ SEFω,dec,+s the condition (19) implies that we have
lim
x→0+
ϕ(x) = 0.
Even more, since the limit limx→0+ ϕ
′(x) exists,
ϕ = Ox→0+(x).
Remark 3.4. In [39, 50] (isomorphism between Maass cusp forms and eigenfunc-
tions of transfer operators) we consider Lslow,±s to act on Cω(R>0;V ) instead of on
Cω((0, 1);V ) and require that
(20)
{
ϕ on R>0
−αs(S)ϕ on R<0
extends smoothly to R instead of asking for (19). However, if ϕ ∈ Cω(R>0;V )
is an eigenfunction with eigenvalue 1 of Lslow,±s then ϕ = ±αs(Q)ϕ. Substituting
this into (20) and noting that SQ = J shows that (20) is equivalent to (19) up to
real-analyticity at 1. However, Proposition 3.7 below shows that each element of
SEFω,±s extends uniquely to an element in C
ω(R>0;V ). Thus, (19) and (20) are
indeed equivalent.
3.1.2. Fast transfer operators for odd q. In order to state the fast odd (‘−’)
and even (‘+’) transfer operator Lfast,±s of Γ we set
(21) D−1 :=
(
0, 1ℓ
)
and D0 :=
(
1
ℓ , 1
)
as well as
Lfast0,s :=
m∑
k=2
αs(g−k).
For Re s > 12 we set
(22) Lfast−1,s :=
∞∑
n=1
αs(g
n
−1),
and have
Lfast,±s =
((
1± αs(Q)
)Lfast0,s (1± αs(Q))Lfast−1,s(
1± αs(Q)
)Lfast0,s ±αs(Q)Lfast−1,s
)
which acts on the Banach space
B := B(D0)⊕ B(D−1).
For Re s ≤ 12 , Lfast−1,s and Lfast,±s are given by meromorphic continuation (see Theo-
rem 2.2 or [39, 51]).
The choice of notation in (21) refers to the fact that g−1−1 maps to D−1, and all the
other elements g−1−2 , . . . , g
−1
−m map to D0.
For s ∈ C let
FEF±s :=
{
f ∈ B ∣∣ f = Lfast,±s f }
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denote the space of eigenfunctions in B of Lfast,±s with eigenvalue 1. Let FEFdec,±s
denote the subspace of maps f = (f0, f−1)
⊤ ∈ FEF±s for which the map
(23)
{(
1 + Lfast−1,s
)
f−1 for x > 0
∓αs(J)
(
1 + Lfast−1,s
)
f−1 for x < 0
extends smoothly to 0 when considered as a function on some punctured neighbor-
hood of 0 in R.
3.1.3. Special case q = 3. For q = 3, i. e., for the modular group PSL2(Z), the set
D0 is empty and hence there is no f0-component. The transfer operators simplify
to
Lslow,±3,s =
(
1± αs(Q)
) ◦ αs(g3,−1)
and
Lfast,±3,s = ±αs(Q)Lfast3,−1,s,
which, for Re s > 1/2, is
(24) Lfast,±3,s = ±αs(Q)
∞∑
n=1
αs(g
n
3,−1).
For the case that χ is the trivial character, (24) coincides with ±LMayers , see (1). It
is does not coincide with any other transfer operator existing for PSL2(Z). For a
more detailed discussion we refer to [46, Remark 4.3].
For χ being the trivial character, [34] and [14] showed that the map
(25) f−1 = αs(g3,1)ϕ, ϕ = αs(g
−1
3,1)f−1
provides an isomorphism between the eigenfunctions of Lslow,±3,s and Lfast,±3,s . To be
more precise, at the time of their results, the slow transfer operator had not yet
been discovered. They showed an isomorphism between the eigenfunctions with
eigenvalue 1 of Lfast,±3,s and the solutions (of appropriate regularity) of the functional
equation
ϕ(x) = ϕ(x + 1) + (x+ 1)−2sϕ
(
x
x+ 1
)
, x ∈ R>0
that are invariant (‘+’) respectively anti-invariant (‘−’) under the action of Q. In
our terms these functions are eigenfunctions with eigenvalue 1 of Lslow,±3,s .
The combination of [15, 16, 26, 18, 22] shows that (25) provides also an isomorphism
for certain representations χ. These studies take advantage of the special structure
of Lfast,±3,s which is not present anymore for q > 3. Therefore, in the general case,
the isomorphism, as stated in Theorem 3.5 below, is more involved. For the case
of q = 3, one easily sees that the isomorphism in Theorem 3.5 reduces to (25).
3.1.4. Statement of main theorem for odd q. We start with an informal ab-
stract deduction of the isomorphism. Every object or step in the following which
requires technical justification (e. g., raises convergence questions) is dealt with in
the actual proof of Theorem 3.5 below, see Sections 3.1.5-3.1.7 below.
The principal objects for the isomorphism are the slow discretizations for the ge-
odesic flow and the slow transfer operators. The fast discretizations and the fast
24 A. ADAM AND A. POHL
transfer operators arise as follows: Whenever the acting element in the slow dis-
cretization is parabolic, one induces on this element in order to construct the fast
discretization. More precisely, suppose that p ∈ PSL2(R) is parabolic with fixed
point a ∈ R ∪ {∞} and suppose further that the slow discrete dynamical system
contains a component (submap) of the form
(26) (p−1.b, a)→ (b, a), x 7→ p.x
(or (a, p−1.b) → (a, b), x 7→ p.x). Then, for the fast discretization, this submap is
substituted by the maps (n ∈ N)
(27) (p−n.b, p−(n+1).b)→ (b, p−1.b), x 7→ pn.x.
Let 1W denote the characteristic function of any setW . The map in (26) contributes
to the slow transfer operator the term
(28) 1(b,a) · αs(p),
the map in (27) contributes to the fast transfer operator the term
(29) 1(b,p−1.b) ·
∑
n∈N
αs(p
n).
We refer to [39, 49, 50, 51] for a detailed description of the induction process and
explicit examples.
In the previous sections we have only provided the (equivalent) matrix represen-
tations for transfer operators. We refer to [39] for a detailed explanation how to
switch between those and (28)-(29).
At those places where the acting element is hyperbolic, the slow and the fast dis-
cretizations are identical. The guiding idea for the isomorphism map is that we
want to assign to an eigenfunction ϕ of the slow transfer operator the (unique)
eigenfunction f of the fast transfer operator that is ‘dynamically as identical as
possible to ϕ’, and vice versa. We elaborate this idea to make it more precise.
First let ϕ be a (given) eigenfunction with eigenvalue 1 of Lslows . In the following
we construct a (unique) candidate for an eigenfunction f with eigenvalue 1 of Lfasts .
At those intervals where the slow and fast discretizations are identical the maps f
and ϕ should coincide. Thus, if I0 is an interval arising in a submap (as an image
of a map as in (13)!) and the acting element is hyperbolic then we define
(30) f |I0 := ϕ|I0 .
If Ip is an interval in a submap (again, as an image interval!) where a parabolic
element is acting, say p is the parabolic element and Ip = (b, p
−1.b) the interval,
then on Ip, the function f heuristically needs to be the difference between ϕ and
one p-iterate of ϕ. Thus we define
(31) f |Ip :=
(
1− αs(p)
)
ϕ|Ip .
Now let f be a (given) eigenfunction with eigenvalue 1 of Lfasts . We want to define
a (unique) candidate for an eigenfunction ϕ with eigenvalue 1 if Lslows such that the
definitions (30) and (31) are inverted. Thus, on an interval I0 as for (30) we set
ϕ|I0 := f |I0 .
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Suppose that the parabolic element p and the interval Ip are as for (31). The formal
inverse of (1− αs(p)) is
∞∑
n=0
αs(p
n) = 1 +
∑
n∈N
αs(p
n).
Therefore we set
(32) ϕ|Ip :=
(
1 +
∑
n∈N
αs(p
n)
)
f |Ip .
A major point in the proof of Theorem 3.5 below is to discuss the convergence
issues raised by (32) and to establish that it is indeed inverse to (31). We note
already here that as soon as ϕ = o(x−2s) is established or assumed, one easily sees
that (32) is indeed the inverse to (31).
Theorem 3.5. Let s ∈ C \ { 12} such that Re s > 0. Then the spaces SEFω,as,±s and
FEF±s are isomorphic (as vector spaces). The isomorphism is given by
FEF±s → SEFω,as,±s , f = (f0, f−1)⊤ 7→ ϕ,
where
(33) ϕ|D0 := f0|D0 and ϕ|D−1 :=
(
1 + Lfast−1,s
)
f−1|D
−1
.
The inverse isomorphism is
SEFω,as,±s → FEF±s , ϕ 7→ f = (f0, f−1)⊤,
where f is determined by
(34) f0|D0 := ϕ|D0 and f−1 :=
(
1− αs(gq,−1)
)
ϕ|D
−1
.
These isomorphisms induce isomorphisms between SEFω,dec,±s and FEF
dec,±
s .
If one ignores all questions of convergence and in particular uses (22) for Lfast−1,s
then a straightforward formal calculation (converting the heuristics from above)
shows that (33) and (34) indeed map eigenfunctions with eigenvalue 1 of Lfast,±s to
eigenfunctions with eigenvalue 1 of Lslow,±s , and vice versa.
For a rigorous proof of Theorem 3.5 we first show two intermediate results. The first
one, proven in Section 3.1.5 below, discusses the maximal domains of holomorphy
for the elements of SEFω,hol,±s and FEF
±
s . A priori, these elements are defined on
different domains: the functions in SEFω,hol,±s are defined on some interval in R
whereas function vectors in FEF±s are defined on certain open sets in C. The result
on the maximal domains simplifies to compare the functions in these two spaces.
As a second intermediate result we show, in Section 3.1.6 below, that
Lfast−1,sf−1 = αs(g−1)ϕ
whenever f = (f0, f−1)
⊤ ∈ FEF±s is given and ϕ is defined by (33), or ϕ ∈ SEFω,as,±s
is given and f is defined by (34). This is a crucial identity needed for establishing
Theorem 3.5.
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3.1.5. Maximal domains of holomorphy. In order to study the maximal do-
mains of holomorphy for the elements of SEFω,hol,±s and FEF
±
s we start by inves-
tigating the contraction properties of the group elements acting in the iterates of
the transfer operators.
Let
A :=
{
g−1±1, . . . , g
−1
±m
}
be the elements acting in the transfer operators (the ‘alphabet’). For each n ∈ N0,
let
An :=
{
g−1k1 · · · g−1kn
∣∣∣ g−1kj ∈ A for j = 1, . . . , n}
denote the words of length n over A, and let
A∗ :=
⋃
n∈N0
An
denote the set of all words over A. Further let
An−1 :=
{
g−1k1 · · · g−1kn ∈ An
∣∣ k1 = −1} ,
An(−1,1) :=
{
g−1k1 · · · g−1kn ∈ An−1
∣∣ kn = 1} ,
An(−1,−1) :=
{
g−1k1 · · · g−1kn ∈ An−1
∣∣ kn = −1} ,
and
An0 :=
{
g−1k1 · · · g−1kn ∈ An
∣∣ k1 ∈ {−2, . . . ,−m}} ,
An(0,1) :=
{
g−1k1 · · · g−1kn ∈ An0
∣∣ kn = 1} ,
An(0,−1) :=
{
g−1k1 · · · g−1kn ∈ An0
∣∣ kn = −1} ,
as well as
A∗−1 :=
⋃
n∈N0
An−1, A
∗
(−1,1) :=
⋃
n∈N0
An(−1,1), A
∗
(−1,−1) :=
⋃
n∈N0
An(−1,−1)
and
A∗0 :=
⋃
n∈N0
An0 , A
∗
(0,1) :=
⋃
n∈N0
An(0,1), A
∗
(0,−1) :=
⋃
n∈N0
An(0,−1)
Let
CR := {z ∈ C | Re z ≥ 0}.
We recall the sets D−1 = (0, 1/ℓ) and D0 = (1/ℓ, 1) from (21). Throughout and in
particular in the following lemma, the notion of finite sets includes the empty set.
Lemma 3.6. Let U−1 be a rounded neighborhood of D−1, and U0 a rounded neigh-
borhood of D0. Let U ⊆ C be an open bounded set that is bounded away from
(−∞, 0], and let V ⊆ C be an open bounded set that is bounded away from (−∞,−1/ℓ].
Then the following properties are satisfied:
(i) For all but finitely many g ∈ A∗−1 we have g.U ⊆ U−1 and gQ.U ⊆ U−1 and
g.(U−1 ∩ CR) ⊆ U−1 ∩ CR.
(ii) For all but finitely many g ∈ A∗0 we have g.U ⊆ U0 and gQ.U ⊆ U0 and
g.(U0 ∩ CR) ⊆ U0 ∩ CR.
(iii) For all but finitely many g ∈ A∗0 \A∗(0,−1) we have g.V ⊆ U0.
(iv) For all but finitely many g ∈ A∗0 \A∗(0,1) we have gQ.V ⊆ U0.
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(v) For all but finitely many g ∈ A∗−1 \A∗(−1,−1) we have g.V ⊆ U−1.
(vi) For all but finitely many g ∈ A∗−1 \A∗(−1,1) we have gQ.V ⊆ U−1.
We recall from (16) (and the text below it) that the elements g−1±1 are parabolic
with fixed point 0 and ∞, respectively, and that all the elements g−1±2 , . . . , g−1±m are
hyperbolic with attracting fixed points in (0,∞) (bounded away from 0 and ∞).
Lemma 3.6 follows from the contraction properties of the action of combinations of
these group elements. Its proof can essentially be read off from Figures 3 and 4.
Before we provide a rather detailed proof further below, we sketch how these two
figures indicate the proof of Lemma 3.6(i).
Figure 3 indicates the location of g.CR for g ∈ A∗. It shows that if W is a subset of
CR then h.W ⊆ U−1 for all sufficiently long words h ∈ A∗−1. Since CR is invariant
under the action of Q, it also follows that hQ.W ⊆ U−1 for all sufficiently long
words h ∈ A∗−1.
CR
g−1−1.CR
g−1−2.CR
g−12 .CR
g−11 .CR
g−2−1.CR
g−1−1g
−1
−2.CR
g−1−1g
−1
2 .CR
g−1−1g
−1
1 .CR
0 1
ℓ
1 ℓ
Figure 3. Images of CR under A∗ for q = 5.
CR
g−1.CR
g−2.CR
g2.CR
g1.CR
g2−1.CR
g−1g−2.CR
g−1g2.CR
g−1g1.CR
0−1
ℓ
−1−ℓ
Figure 4. Images of CR under A−∗ for q = 5.
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Figure 4 indicates the location of g−1.CR for g ∈ A∗. Since U and Q.U are bounded
away from (−∞, 0] there exists n ∈ N such that for all words g in A∗ of length at
least n we have
U , Q.U ⊆ g−1.CR.
Thus, g.U , gQ.U ⊆ CR. Using g.U and gQ.U in place of W in the consideration
above shows that for all sufficiently long words h in A∗−1 we have h.U , hQ.U ⊆ U−1.
Proof of Lemma 3.6. We only provide a proof for (i) as the other statements are
seen analogously. We start by showing (i) for U ⊆ CR. Indeed we establish it for CR
instead of U , which is a slightly stronger statement. We remark that Q.CR = CR.
The set
F∗ := {z ∈ H | Re z ∈ (0, ℓ), |z| > 1, |z − ℓ| > 1}
is a fundamental domain for the action of Γ on H. Its vertical sides
{z ∈ F∗ | Re z = 0} and {z ∈ F∗ | Re z = ℓ}
are identifies via T , and the two bottom sides
{z ∈ F∗ | |z| = 1, Re z ≤ ℓ/2} and {z ∈ F∗ | |z − ℓ| = 1, Re z ≥ ℓ/2}
are identified via S. The set F∗ relates to the fundamental domain F in Figure 2
by shifting its part in {Re z > ℓ/2} by −ℓ. Let
B :=
q⋃
k=1
(TS)q.F∗.
We state several properties of the set B and refer for proofs to [52, Section 4] and
[48]. From the side-pairing properties of F∗ it follows that B is the hyperbolic
polyhedron (see Figure 5) with vertices
∞, g−11 .0 = g−12 .∞, g−12 .0 = g−13 .∞, . . . , g−1m .0 = g−1−m.∞,
. . . , g−1−2 .0 = g
−1
−1 .∞, g−1−1.0 = 0.
B
Q.B
g−1−1.B
g−1−1Q.B
g−1−2.B
g−12 .B
g−11 .B
g1.B
g1.QB
0
1
ℓ
1
ℓ
Figure 5. The sets B and Q.B and some neighboring translates.
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Further,
StabΓ(B) = {(TS)k | k = 1, . . . , q}
stabilizes B (as a set), and
{g.B | g ∈ Γ} = {g.B | g ∈ Γ/ StabΓ(B)}
is a tesselation of H. The neighboring translates of B in H∩CR are given by g−1j .B
with j ∈ {±1, . . . ,±m}, the overlapping side of g−1j .B with B is
B ∩ g−1j .B = g−1j .(iR>0).
Note that Q.B is the reflection of B at the real axis. Let
H− := {z ∈ C | Im z < 0}
denote the lower half plane, and recall the action of Γ on C as defined in (9). Then
{gQ.B | g ∈ Γ}
is a tesselation of H−, and the neighboring translates of Q.B in H− ∩CR are given
by g−1j Q.B with j ∈ {±1, . . . ,±m}.
Let E := B ∪Q.B. The tesselation properties of B and Q.B (and the continuity of
the Γ-action on C) show that
{g.E | g ∈ Γ}
tesselates C, and
{g.E | g ∈ A∗}
tesselates CR. Further, the geometric forms of B and Q.B, and hence of E, yield
the following properties:
(a) If h, k ∈ A∗ then hk.CR $ h.CR. Since the Γ-action on C is continuous, this
statement holds indeed for CR, not only for CR r R.
(b) For M ⊆ C let diam(M) denote the diameter of M in the Euclidean metric of
C. For any sequence (hn)n∈N in A we have
diam
(
hn · · ·h1.CR
) n→∞−→ 0
unless (hn) is eventually constant g
−1
1 . Further, unless (hn) is constant g
−1
1 ,
for all n ∈ N, hn · · ·h1.CR is a Euclidean ball centered at the real axis.
(c) Let len(h) denote the length of h ∈ A∗. Then uniformly for k ∈ {−m, . . . ,−1}∪
{2, . . . ,m} we have
diam
(
g−1k h.CR
) −→ 0 as h ∈ A∗, len(h)→∞.
In particular, for h ∈ A∗−1, the set h.CR is contained in an ε-rounded neighborhood
of D−1 with ε only depending on the length of h, and shrinking to 0 as the length
of h goes to ∞. Since U−1 is ε-rounded for some small ε > 0, for all but finitely
many g ∈ A∗−1 we have g.CR ⊆ U−1. This shows the statement for U ⊆ CR, and it
shows that g.(U−1 ∩ CR) ⊆ U−1 ∩ CR for all but finitely many g ∈ A∗−1.
We now show (i) for the case that U is not necessarily contained in CR. To that
end we set
CL := {z ∈ C | Re z ≤ 0}.
The neighboring Γ-translates of E = B ∪Q.B in CL are given by
E∗ := g−m.E = g−m−1.E = . . . = g−1.E = g1.E = . . . = gm.E.
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The sides of E∗ are given by
g−m.(iR), . . . , g−1.(iR), g1.(iR), . . . , gm.(iR), iR.
For n ∈ N0 let
A−n := {h | h−1 ∈ An},
and set
A−∗ :=
⋃
n∈N0
A−n.
Arguing analogously to above, we find that uniformly for k ∈ {−m, . . . ,−1} ∪
{2, . . . ,m},
diam
(
gkh.CL
) −→ 0 as h ∈ A−∗, len(h)→∞.
For each fixed m0 ∈ N, uniformly for 0 ≤ m ≤ m0 and k ∈ {−m, . . . ,−1} ∪
{2, . . . ,m} we have
diam
(
gm1 gkh.CL
) −→ 0 as h ∈ A−∗, len(h)→∞.
Further, for m ∈ N and all h ∈ A−∗ we have
gm1 h.CL ⊆ {z ∈ C | Re z ≤ mℓ}.
Thus, since U is bounded away from (−∞, 0], there exists n0 ∈ N such that for all
h ∈ A−∗, len(h) > n0,
U ⊆ Cr h.CL.
In turn, for g ∈ A∗, len(g) > n0,
g.U ⊆ CR.
This completes the proof. 
For n ∈ N0 let
AnL := A
n
−1 ∪An0 .
Then AnL ∪ AnLQ are the elements that act in
(Lslow,±s )n. Set
C∗R := {z ∈ C | Re z > 0} and C′ := C \ (−∞, 0].
Lemma 3.6 allows us to deduce the maximal domain of holomorphy for the functions
in SEFω,hol,±s .
Recall the definitions of α
(1)
s and α
(2)
s from (11), and recall from Section 2.5 that
the maximal domain of holomorphy for α
(k)
s (g−1)f(z) depends not only on the
considered function f and the group element g ∈ Γ but also on the choice of
k ∈ {1, 2}. In Proposition 3.7 below, the restrictions on the domain of holomorphy
are indeed forced by the maximal domains of holomorphy for α
(k)
s (g), g ∈ AnL,
n ∈ N0.
Proposition 3.7. Let s ∈ C and ϕ ∈ SEFω,hol,±s . If we use α(1)s for αs then ϕ
extends holomorphically to C∗R and satisfies (17) on all of C
∗
R. If we use α
(2)
s for
αs then ϕ extends holomorphically to C′ and its extension satisfies (17) on C′.
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Proof. By Lemma 3.1 we find a rounded neighborhood U of (0, 1) to which ϕ
has a holomorphic extension. Without loss of generality, we may assume that for
k = 1, . . . ,m,
(35) g−1−k.U ⊆ U and g−1−kQ.U ⊆ U .
Thus, the identity theorem of complex analysis implies that the functional equation
ϕ = Lslow,±s ϕ =
m∑
k=1
(
αs(g−k)± αs(Qg−k)
)
ϕ
remains valid on all of U . Even more, for any n ∈ N we have
(36) ϕ =
(Lslow,±s )n ϕ =
( ∑
a∈An
L
αs(a
−1)± αs(Qa−1)
)
ϕ
on (0, 1), and hence on U .
Note that for α
(1)
s the set C∗R is the largest domain that contains (0, 1) and on which
all the cocycles in (36) (for all n ∈ N) are well-defined and holomorphic. For α(2)s ,
the slit plane C′ is the largest domain with these properties. In case we use α(1)s
let D := C∗R, otherwise let D := C′.
For z0 ∈ D fix an open bounded neighborhood W of z0 in D that is bounded away
from (−∞, 0]. By Lemma 3.6 there exists n0 ∈ N such that for n ≥ n0 and g ∈ AnL
we have g.W ⊆ U and gQ.W ⊆ U . We fix n ≥ n0 and define
(37) ϕW :=
( ∑
a∈An
L
αs(a
−1)± αs(Qa−1)
)
ϕ on W ∪ U .
Note that the right hand side of (37) is indeed defined on W ∪U since ϕ is defined
on U , and U satisfies (35).
In order to see that the definition of ϕW is independent of the choice of n let
m ≥ n0. Without loss of generality, we may suppose that m > n. Using (36) and
(37) we find on all of W ∪ U the identity( ∑
a∈An
L
αs(a
−1)± αs(Qa−1)
)
ϕ
=
( ∑
a∈An
L
αs(a
−1)± αs(Qa−1)
)( ∑
b∈Am−n
L
αs(b
−1)± αs(Qb−1)
)
ϕ
=
( ∑
a∈An
L
,b∈Am−n
L
αs(a
−1b−1)± αs(Qa−1b−1)± αs(a−1Qb−1) + αs(Qa−1Qb−1)
)
ϕ
=
( ∑
c∈Am
L
αs(c
−1)± αs(Qc−1)
)
ϕ.
Thus, ϕW does not depend on the choice of n ≥ n0.
The identity (36) implies immediately that ϕW = ϕ on U . Moreover, if for j ∈
{1, 2}, zj ∈ D, Wzj is an open bounded neighborhood of zj in D bounded away
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from (−∞, 0], and ϕWj is the function defined by (37) then the combination of (37)
with (36) yields that
ϕW1 = ϕW2 .
From these observations it follows that if we fix for any z ∈ D an open bounded
neighborhoodWz in D bounded away from (−∞, 0], and let ϕz denote the function
defined by (37) then ψ : D → C,
ψ(z) := ϕz(z)
is a holomorphic extension of ϕ to D which coincides with ϕ on U . The identity
theorem yields that ψ satisfies (17) on all of D. 
Let
B :=
{
g−p±1 , g
−1
±2, . . . , g
−1
±m
∣∣ p ∈ N} .
We call a word over the alphabet B reduced if it does not contain a subword of the
form g−p11 g
−p2
1 or g
−p1
−1 g
−p2
−1 with p1, p2 ∈ N. For each n ∈ N0, let
Bn :=
{
hk1 · · ·hkn
∣∣ hkj ∈ B for j = 1, . . . , n}
denote the set of reduced words of length n over B. Further let
Bn0 := {hk1 · · ·hkn ∈ Bn | k1 ∈ {−2, . . . ,−m}} ,
Bn(0,1) := {hk1 · · ·hkn ∈ Bn0 | kn = 1} ,
Bn−1 := {hk1 · · ·hkn ∈ Bn | k1 = −1} ,
Bn(−1,−1) :=
{
hk1 · · ·hkn ∈ Bn−1 | kn = −1
}
and
Bn(−1,1) :=
{
hk1 · · ·hkn ∈ Bn−1 | kn = 1
}
.
Then these sets determine the elements that act in
(Lfast,±s )n, for the exact relation
we refer to the proof of Proposition 3.8 below. Lemma 3.6 allows us to determine
the maximal domain of holomorphy for the function vectors in FEF±s .
Proposition 3.8. Let s ∈ C and f = (f0, f−1)⊤ ∈ FEF±s . If we use α(1)s for αs
then f0 extends holomorphically to C∗R and f−1 extends holomorphically to
C∗ℓ := {z ∈ C | Re z > −1/ℓ}.
The holomorphically extended function vector f = (f0, f−1)
⊤ satisfies
(38) f =
((
1± αs(Q)
)Lfast0,s (1± αs(Q))Lfast−1,s(
1± αs(Q)
)Lfast0,s ±αs(Q)Lfast−1,s
)
f.
If we use α
(2)
s for αs then f0 extends holomorphically to C′ and f−1 extends holo-
morphically to C \ (−∞,−1/ℓ], and the function vector (f0, f−1)⊤ satisfies (38).
Proof. It suffices to show the statement for Re s > 1/2. We only provide the proof
for α
(1)
s as the consideration of α
(2)
s is analogous. We note that C∗R × C∗ℓ is the
maximal domain of holomorphy that contains D0 ×D−1 and on which all arising
cocycles are simultaneously well-defined and holomorphic.
For n ∈ N0 we have (see [50, Lemma 5.2]; note that the notation here is different
and that the Q-contributions are handled in a different, though equivalent, way;
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alternatively it follows from [39, Proof of Proposition 4.11] where one still needs
to perform the passage from the transfer operator for Γ to the pair of transfer
operators for Γ˜ as in [39, Proposition 4.15])
(Lfast,±s )n =
 (1 ± αs(Q))
∑
b ∈ Bn0
αs(b
−1) (1 ± αs(Q))
∑
b ∈ Bn−1
αs(b
−1)∑
b ∈ Bn0 \Bn(0,−1)
αs(b
−1)± ∑
b ∈ Bn0 \Bn(0,1)
αs(Qb
−1)
∑
b ∈ Bn−1 \Bn(−1,−1)
αs(b
−1)± ∑
b ∈ Bn−1 \Bn(−1,1)
αs(Qb
−1)
 .
Let (z0, w0) ∈ C∗R × C∗ℓ and pick open bounded neighborhoods U of z0 in C∗R and
V of w0 in C∗ℓ . Further, for j ∈ {−1, 0}, let Dj be open complex neighborhoods of
Dj such that f ∈ B(D0)⊕B(D−1). Note that Dj is a rounded neighborhood of Dj
for j ∈ {−1, 0}.
By Lemma 3.6 there exists n0 ∈ N such that for n ≥ n0 we have
g.U ⊆ D0 and gQ.U ⊆ D0
for all g ∈ Bn0 , and
g.V ⊆ D−1 and gQ.V ⊆ D−1
for all g ∈ Bn−1. We fix n ≥ n0 and define
(39)
(
f0
f−1
)
:=
(Lfast,±s )n( f0f−1
)
on U × V . As in the proof of Proposition 3.7 we see that the left hand side of
(37) is well-defined and defines a holomorphic function vector that satisfies (38) on
U × V . 
3.1.6. A crucial identity. In this section we show that
Lfast−1,sf−1 = αs(g−1)ϕ on R>0
whenever f = (f0, f−1)
⊤ ∈ FEF±s is given and ϕ is defined by (33), or ϕ ∈ SEFω,as,±s
is given and f is defined by (34). More precisely, we show that
(40) αs(g−1) ◦
(
1 + Lfast−1,s
)
f−1 = Lfast−1,sf−1
and
(41) Lfast−1,s ◦
(
1− αs(g−1)
)
ϕ = αs(g−1)ϕ
on R>0. Furthermore we provide regularity properties which allow us to determine
the spaces between which (33) and (34) establish isomorphisms.
A crucial tool for these investigations are asymptotics of the Lerch zeta function
ζ(s, a, x) (see Section 2.6) for large values of x. Since we consider it here for x > 0
only, we have αs = α
(1)
s = α
(2)
s and thus do not need to distinguish between the two
variants of the (meromorphically continued) Lerch zeta function. Its asymptotic
expansion for x→∞ is
(42) ζ(s, a, x) ∼
∞∑
n=−1
Dnx
−(s+n)
for certain coefficients Dn ∈ C, n ∈ Z≥−1, depending on s and a with D−1 = 0 if
a /∈ Z [29]. The precise (numerical) expressions for all Dn are known [29] but they
are not of importance to us.
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Proposition 3.9. Let s ∈ C and f = (f0, f−1)⊤ ∈ FEF±s . Then
(i) αs(g−1) ◦
(
1 + Lfast−1,s
)
f−1 = Lfast−1,sf−1 on R>0.
(ii)
(
1 + Lfast−1,s
)
f−1(x) =
c
x + Ox→0+(1) for some c = c(s, f) ∈ V . Moreover,
prr(c) = 0.
Proof. To simplify notation, we set Ls := Lfast−1,s. We start with a diagonalization.
Since χ(g−1) is a unitary operator on V , there exists an orthonormal basis of V
with respect to which χ(g−1) is represented by a unitary diagonal matrix, say
diag
(
e2πia1 , . . . , e2πiad
)
with a1, . . . , ad ∈ R and d = dimV . We use the same basis of V to represent any
function ψ : D → V (here, D is any domain that arises in our considerations) as a
vector of component functions ψ1...
ψd
 : D → Cd.
For s ∈ C, g ∈ G, any subset I of R and any function f : I → C we set
(43) τs(g
−1)f(x) := |g′(x)|sf(g.x),
whenever it makes sense. Then, in these coordinates for V and for Re s > 12 , the
operator Ls acts as
diag
(∑
n∈N
e2πina1τs(g
n
−1), . . . ,
∑
n∈N
e2πinadτs(g
n
−1)
)
.
We now consider a single component. Let a ∈ R and, by a slight abuse of notation,
set
αs(g−1) := α
C
s (g−1) := e
2πiaτs(g−1).
For Re s > 12 let
(44) Ls :=
∑
n∈N
αs(g
n
−1) =
∑
n∈N
e2πinaτs(g
n
−1),
and let h be a real-analytic complex-valued function that is defined in some neigh-
borhood of 0. For k ∈ N0 let
(45) ck :=
h(k)(0)
k!ℓk
and hk(x) := ckℓ
kxk =
h(k)(0)
k!
xk.
Let M ∈ N0. In order to state Ls’s meromorphic continuation to Re s > (1−M)/2
we define
PM (h)(x) := h(x) −
M−1∑
k=0
hk(x)
and QM := 1− PM . Then
Ls = Ls ◦QM + Ls ◦ PM ,
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where Ls ◦ PM converges for Re s > (1−M)/2 and the meromorphic continuation
of Ls ◦QM is given by
(Ls ◦QM )h : x 7→ e
2πia
(ℓx)2s
M−1∑
k=0
ckζ
(
2s+ k, a, 1 +
1
ℓx
)
.
For the proof of (i) note that
(αs(g−1) ◦ Ls ◦QM )h(x) = e
2πi2a
(ℓx)2s
M−1∑
k=0
ckζ
(
2s+ k, a, 2 +
1
ℓx
)
and
(αs(g−1) ◦ Ls ◦ PM ) h = Ls ◦ PMh+ Ls ◦QMh− αs(g−1)PMh− Ls ◦QMh.
Thus,
αs(g−1)Lsh(x) = αs(g−1)LsPMh(x) + αs(g−1)LsQMh(x)
= Lsh(x)− αs(g−1)h(x) +
M−1∑
k=0
cke
2πia
(ℓx)2s
[(
1 +
1
ℓx
)−(2s+k)
− ζ
(
2s+ k, a, 1 +
1
ℓx
)
+ e2πiaζ
(
2s+ k, a, 2 +
1
ℓx
)]
= Lsh(x)− αs(g−1)h(x).
This proves (i).
For (ii) we claim that there exists an asymptotic expansion of the form
(1 + Ls)h(x) ∼
∞∑
p=−1
c∗px
p as x→ 0+(46)
with complex coefficients c∗p (depending on s, a, h) for p ∈ Z≥−1 such that c∗−1 = 0
if a /∈ Z. Then (ii) immediately follows from (46).
Let
Ks := 1 + Ls
and recall that (46) means by definition that for each P ∈ Z≥−1 we have
Ksh(x) −
P∑
p=−1
c∗px
p = o
(
xP
)
as x→ 0+.
In order to establish (46) let P ∈ Z≥−1, pick M ∈ N0,M ≥ P + 2 such that
Re s > (1−M)/2, and consider the splitting
Ksh(x) = (Ks ◦QM )h(x) + (Ks ◦ PM )h(x).
In the following we first prove that
(47) (Ks ◦ PM )h(x) = o
(
xM−2
)
as x→ 0+.
Then we show that (Ks ◦QM )h(x) has an asymptotic expansion of the form (46),
and that its first P +1 coefficients (that is, those for the terms x−1, . . . , xP ) do not
depend on the choice ofM . These two results immediately imply (46). Their proofs
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even provide an exact formula for the coefficients in the asymptotic expansion, see
(52) below.
We first note that (42) implies for each k ∈ N0 the asymptotic expansion (recall ck
from (45))
(48) (ℓx)−2sckζ
(
2s+ k, a,
1
ℓx
)
∼
∞∑
n=−1
Dn(k)x
k+n as x→ 0+
for certain coefficients Dn(k) ∈ C, n ∈ Z≥−1, depending on s and a, and with
D−1(k) = 0 if a /∈ Z. In particular,
(49) (ℓx)−2sckζ
(
2s+ k, a,
1
ℓx
)
= o
(
xk−2
)
as x→ 0+.
In order to show (47), we recall that the Taylor formula with Lagrange remainder
term yields that for each n ∈ N0 and x > 0 there exist vectors
ξR(x, n) = ξR(x, n,M), ξI(x, n) = ξI(x, n,M) ∈
(
0,
x
nℓx+ 1
)dimV
such that
(PMh)
(
x
nℓx+ 1
)
=
Reh(M)
(
ξR(x, n)
)
+ i Imh(M)
(
ξI(x, n)
)
M !
·
(
x
nℓx+ 1
)M
.
Thus,
(Ks ◦ PM )h(x) =
∞∑
n=0
e2πina
(nℓx+ 1)2s
(PMh)
(
x
nℓx+ 1
)
= (ℓx)−2s
∞∑
n=0
e2πina
(
n+
1
ℓx
)−(2s+M)
· c(x, n),
where
c(x, n) :=
Reh(M)
(
ξR(x, n)
)
+ i Imh(M)
(
ξI(x, n)
)
M !
.
Since ξR(x, n) and ξI(x, n) are bounded uniformly in x and n, so is c(x, n). It
follows that
|(Ks ◦ PM )h(x)| ≪M (ℓx)−2Re s
∞∑
n=0
(
n+
1
ℓx
)−(2Re s+M)
= (ℓx)−2Re sζ
(
2Re s+M, 0,
1
ℓx
)
for all x > 0, with implied constant independent of x. Thus, (49) implies (47).
We now investigate (Ks ◦QM )h(x). For all x > 0 we have
(Ks ◦QM )h(x) = (ℓx)−2s
M−1∑
k=0
ckζ
(
2s+ k, a,
1
ℓx
)
.
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Thus, it follows from (48) that (Ks ◦QM )h(x) has the asymptotic expansion
(Ks ◦QM )h(x) ∼
M−1∑
k=0
∞∑
n=−1
Dn(k)(ℓx)
k+n =
∞∑
p=−1
c˜p(M)x
p(50)
as x→ 0+, where
(51) c˜p(M) := ℓ
p
M−1∑
k=0
∞∑
n=−1
δk+n,pDn(k)
for all p ∈ Z≥−1. Here,
δq,p :=
{
1 if p = q
0 if p 6= q
denotes the Dirac δ-function. Note that for each p ∈ Z≥−1, the series in (52) has
only finitely many non-vanishing summands, and hence it is indeed a finite sum.
If a /∈ Z then
c˜−1(M) = D−1(0) = 0.
Thus, the asymptotic expansion (50) is indeed of the form (46). Further, (51) shows
that for p ≤ P we have
c˜p(M) = ℓ
p
p∑
q=−1
Dq(p− q),
which is indeed independent of the choice of M ≥ P + 2.
This completes the proof of the existence of the asymptotic expansion (46), and it
furthermore shows that for p ∈ Z≥−1 the coefficient c∗p is given by
(52) c∗p :=
∞∑
k=0
∞∑
n=−1
δk+n,pDn(k).
Proposition 3.10. Let s ∈ C and ϕ ∈ SEFω,±s . Set
ψ :=
(
1− αs(g−1)
)
ϕ = Lslow,±s ϕ− αs(g−1)ϕ(53)
=
((
1± αs(Q)
) m∑
k=2
αs(g−k)± αs(Qg−1)
)
ϕ
Then
Φ := Φs,ϕ := αs(g−1)ϕ− Lfast−1,sψ : R>0 → V
is a real-analytic αs(g−1)-invariant function. Further, ϕ has an asymptotic expan-
sion of the form
(54) ϕ(x) ∼ Φ(x) +
∞∑
n=−1
C∗nx
n as x→ 0+
for certain (unique) coefficients C∗n ∈ V , n ∈ Z≥−1. Moreover, prr(C∗−1) = 0.
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Proof. Obviously, ψ extends real-analytically to some neighborhood of 0, and hence
Φ is real-analytic. We start by showing that Φ is αs(g−1)-invariant. To that end
let f be an arbitrary function which is smooth in a neighborhood of 0. To simplify
notation, we set
Ls := Lfast−1,s.
For Re s > 12 we have
(55) αs(g−1)Lsf = Lsf − αs(g−1)f.
Since f is arbitrary (hence, in particular, independent of s), meromorphic continu-
ation in s shows that (55) holds for all s ∈ C \ {poles}. Thus, applying (55) with
f = ψ and recalling (53) yields
αs(g−1)Φ = αs(g
2
−1)ϕ − αs(g−1)Lsψ
= αs(g
2
−1)ϕ − Lsψ + αs(g−1)ψ
= αs(g
2
−1)ϕ − Lsψ + αs(g−1)ϕ− αs(g2−1)ϕ
= −Lsψ + αs(g−1)ϕ
= Φ.
Hence, Φ is αs(g−1)-invariant.
For the asymptotic expansion we note that
(56) ϕ = Φ+ ψ + Lsψ.
From
ψ =
(
1± αs(Q)
) m∑
k=2
αs(g−k)ϕ± αs(Qg−1)ϕ
and the fact that for k ∈ {2, . . . ,m} the elements g−1−1Q, g−1−k, g−1−kQ map (small)
neighborhoods of 0 away from 0 it follows that ψ extends to a real-analytic func-
tion in a neighborhood of 0. As in the proof of Proposition 3.9 we find that the
asymptotic expansion of ψ + Lsψ for x→ 0+ is of the claimed form. 
Lemma 3.11. Let s ∈ C and ϕ ∈ SEFω,±s , and let Φ = Φs,ϕ be as in Proposi-
tion 3.10. Then we have
(i) If Re s > 12 and ϕ = ox→0+(x
−2s) then Φs,ϕ = 0.
(ii) Φs,ϕ(x) = Ox→0+(x
−2s).
(iii) If Φs,ϕ(x) = ox→0+(x
−2s) then Φs,ϕ = 0.
(iv) Let 12 ≥ Re s > 0, s 6= 12 . If for some c ∈ V ,
(57) Φ(x) =
c
x
+O(1) as x→ 0+
then c = 0.
Proof. For (i) recall that, for Re s > 12 , the operator Lfast−1,s is given by (22). From
the decay property of ϕ it follows for all x ∈ R>0 that
lim
N→∞
αs
(
gN−1
)
ϕ(x) = x−2s lim
N→∞
χ
(
gN−1
)( x
xℓN + 1
)2s
ϕ
(
x
xℓN + 1
)
= 0.
Thus, Lfast−1,sϕ = αs(g−1)ϕ, and hence Φ = 0.
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The αs(g−1)-invariance of Φ easily implies (iii). For (ii) and (iv) note that the map
Φ˜s,ϕ := αs(Q)Φs,ϕ : (1,∞)→ C
is a real-analytic αs(g1)-invariant function (recall that Qg−1Q = g1). In particular,
Φ˜ is bounded. Thus,
Φs,ϕ(x) = αs(Q)Φ˜s,ϕ(x) = x
−2sΦ˜s,ϕ
(
1
x
)
≪ |x−2s|.
This proves (ii). For (iv) note that (57) is equivalent to
(58) Φ˜s,ϕ(x) = cx
1−2s +O(x−2s) as x→∞.
Thus, for 12 > Re s > 0 it follows that Φ˜s,ϕ is unbounded unless c = 0. Hence the
boundedness of Φ˜s,ϕ implies c = 0. It remains to consider the case Re s =
1
2 . Let
t := −2 Im s
and note that t 6= 0. The αs(g1)-invariance of Φ˜s,ϕ shows that for each x ∈ (1,∞)
and k ∈ N we have
|c| ∣∣xit − (x+ kℓ)it∣∣ ≤ ∣∣∣Φ˜s,ϕ(x) − cxit∣∣∣+ ∣∣∣Φ˜s,ϕ(x+ kℓ)− c(x+ kℓ)it∣∣∣ .
Thus, the growth condition (58) yields that
(59) |c| ∣∣xit − (x+ kℓ)it∣∣→ 0 as x→∞, k →∞.
We have ∣∣xit − (x + kℓ)it∣∣ = ∣∣∣∣exp(−it log(1 + kxℓ
))
− 1
∣∣∣∣ .
For all k0 ∈ N, x0 > 1, {
k
x
∣∣∣∣ k ≥ k0, x ≥ x0} = (0,∞).
Hence,
lim sup
x→∞,k→∞
∣∣∣∣exp(−it log(1 + kxℓ
))
− 1
∣∣∣∣ = 2.
In turn, the convergence (59) is only possible for c = 0. This completes the proof.

Corollary 3.12. Let s ∈ C, Re s > 0, s 6= 1/2. Suppose that ϕ ∈ SEFω,as,±s and
define ψ as in (53). Then
αs(g−1)ϕ = Lfast−1,sψ
on R>0.
Proof. The combination of Lemma 3.11 with the asymptotic expansion for ϕ from
Proposition 3.10 and the growth of ϕ towards 0 immediately yields a proof. 
The proof of Corollary 3.12 also shows that the elements in SEFω,as,±s satisfy a
stronger condition for the asymptotics as x→ 0+ than requested in their definition,
see (18) and Remark 3.2.
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Corollary 3.13. Let s ∈ C, Re s > 0, s 6= 1/2. Then
SEFω,as,±s =
{
ϕ ∈ SEFω,hol,±s
∣∣∣ ∃ c ∈ V, prr(c) = 0: ϕ(x) = cx +Ox→0+(1)} .
3.1.7. Proof of Theorem 3.5. Suppose first that ϕ ∈ SEFω,as,±s and define f =
(f0, f−1)
⊤ as in (34). By Proposition 3.7, ϕ extends holomorphically to C∗R and
satisfies (17) on C∗R. Thus, the definition of f0 extends holomorphically to C
∗
R.
Further, taking advantage of (17), we find that
f−1 =
(
1− αs(g−1)
)
ϕ =
m∑
k=2
(
αs(g−k)± αs(Qg−k)
)
ϕ± αs(Qg−1)ϕ
is in fact defined and holomorphic on C∗ℓ . By the identity theorem of complex
analysis, it suffices to show that f satisfies f = Lfast,±s f onD0×D−1. Corollary 3.12
shows Lfast−1,sf−1 = αs(g−1)ϕ on R>0.
In particular, (
1± αs(Q)
)Lfast−1,sf−1 = (αs(g−1)± αs(Qg−1))ϕ.
Analogously, on all of R>0 we have(
1± αs(Q)
)Lfast0,s f0 = (1± αs(Q))Lfast0,s ϕ
= Lslow,±s ϕ−
(
αs(g−1)± αs(Qg−1)
)
ϕ.
Then a straightforward calculation shows
Lfast,±s f = f.
If ϕ satisfies (19) then f obviously satisfies (23).
Suppose now that f = (f0, f−1)
⊤ ∈ FEF±s and define ϕ as in (33). Since f0 and
f−1 are holomorphic in a complex neighborhood of D0 respectively of D−1, ϕ is
real-analytic on (0, 1) and even holomorphic in a complex neighborhood of (0, 1)
that is rounded at 0. Therefore it suffices to show that ϕ satisfies ϕ = Lslow,±s ϕ
on D−1 ∪D0. By Proposition 3.9(i) we have αs(g−1)ϕ = Lfast−1,sf−1 on R>0. Then
f = Lfast,±s f yields that on D0,
ϕ|D0 = f0 =
(
1± αs(Q)
)Lfast0,s f0 + (1± αs(Q))Lfast−1,sf−1
=
(
1± αs(Q)
) m∑
k=2
αs(g−k)ϕ+
(
1± αs(Q)
)
αs(g−1)ϕ
= Lslow,±s ϕ.
On D−1 we have
ϕ|D
−1
= f−1 + Lfast−1,sf−1
=
(
1± αs(Q)
)Lfast0,s f0 ± αs(Q)Lfast−1,sf−1 + Lfast−1,sf−1
= Lslow,±s ϕ.
This shows Lslow,±s ϕ = ϕ. Then Proposition 3.9(ii) yields ϕ ∈ SEFω,as,±s . Finally,
if f satisfies (23) then ϕ clearly satisfies (19). This completes the proof of the
isomorphism between SEFω,as,±s and FEF
±
s .
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In order to prove that this isomorphism decends to an isomorphism between SEFω,dec,±s
and FEFdec,±s it suffices to show that SEF
ω,dec,±
s ⊆ SEFω,hol,±s . To that end let
ϕ ∈ SEFω,dec,±s , and recall the asymptotic expansion (54) of ϕ as x→ 0+. We use
the notation from Proposition 3.10. Remark 3.3 implies that C∗−1 = 0 and that
limx→0+ Φs,ϕ(x) exists and equals C
∗
0 . Then the αs(g−1)-invariance of Φs,ϕ yields
that for all x ∈ R,
Φs,ϕ(x) = lim
N→∞
αs
(
gN−1
)
Φs,ϕ(x) = lim
N→∞
(
Nℓx+1
)−2s
χ
(
gN−1
)
Φs,ϕ
(
x
Nℓx+ 1
)
= 0.
Thus, ϕ = ψ + Lsψ. Hence ϕ extends holomorphically to a complex neighborhood
of (0, 1) that is rounded at 0, and therefore ϕ ∈ SEFω,hol,±s . This completes the
proof of Theorem 3.5. 
3.2. Isomorphism for the Hecke triangle groups Γℓ with ℓ = 2 cos(π/q),
q ≥ 4 even. We use the notation from Section 3.1. For even q the statements and
proofs are almost identical to those for odd q. The necessary changes are caused
by the fact that
g q
2
= g− q
2
,
and that the attracting fixed point of g−1q/2 is 1. These two properties are related to
the fact that the two Γ˜-conjugacy classes [g q
2
]Γ˜ and [Qg q2 ]Γ˜ are both related to the
primitive periodic billiard on Γ˜\H that is represented by the geodesic on H from
−1 to 1, cf. Section 2.4.
For the transfer operators, 1 being an attracting fixed point of a hyperbolic element
has the effect that 1 needs to be in the domain of definition of the functions on
which the transfer operators act. Therefore, compared to the case of q odd, the
domains are larger. We refer to the formulas in the following, and to [50] for a more
detailed explanation.
In order to provide explicit formulas for the transfer operators, we note that for
even q we have
m =
q
2
− 1.
The odd and even slow transfer operator Lslow,±s of Γq is given by
Lslow,±s = 12αs(gq/2)± 12αs(Qgq/2) +
m∑
k=1
αs(g−k)± αs(Qg−k)
=
(
1± αs(Q)
)(
1
2αs(gq/2) +
m∑
k=1
αs(g−k)
)
,
respectively. We consider it to act on Cω((0, 1 + ε);V ) for some ε > 0 (or equiv-
alently, on Cω(R>0;V )). Likewise, the spaces SEFω,±s , SEF
ω,hol,±
s , SEF
ω,as,±
s and
SEFω,dec,±s are defined for functions in C
ω((0, 1 + ε);V ).
For the odd and even fast transfer operators we need to use
Lfast0,s := 12αs(gq/2) +
m∑
k=2
αs(g−k),
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and set
D0 :=
(
1
ℓ , 1
]
.
With these changes the statement and proof of Theorem 3.5 applies for even q as
well.
3.3. Isomorphism for the Theta group. For the Theta group
Γ := Γ2
we consider the slow and fast transfer operators that are developed in [51]. Let
k1 :=
[
1 2
0 1
]
and k2 =
[
2 1
−1 0
]
.
In [51], only the full slow transfer operator for Γ is stated, not the odd and even
ones. The odd and even transfer operator are deduced by conjugating the transfer
operator in [51, Section 4.2, The reduced system] with
1√
2
(
id αs(J)
−αs(J) id
)
.
This conjugation provides a diagonalization of the transfer operator. The two
diagonal entries are then the odd and even transfer operator.
Thus, the even (‘+’) and odd (‘−’) slow transfer operator for Γ is (after an obvious
normalizing conjugation)
Lslow,±s = αs(k−11 ) + αs(k2)± αs(k2J).
Both transfer operators are acting on Cω((−1,∞);V ). We let
SEFω,±s :=
{
ϕ ∈ Cω((−1,∞);V ) ∣∣ ϕ = Lslow,±s ϕ}
be the space of real-analytic eigenfunctions with eigenvalue 1 of Lslow,±s .
Let a ∈ R. We call a complex neighborhood U of the interval (a,∞) rounded at ∞
if there exists x0 ∈ R such that
{z ∈ C | Re z > x0} ⊆ U .
Let SEFω,hol,±s denote the subspace of functions ϕ ∈ SEFω,±s that extend holomor-
phically to a complex neighborhood of (−1,∞) that is rounded at −1 and at ∞,
and whose extensions satisfy
f =
(
αs(k
−1
1 ) + αs(k2)± αs(k2J)
)
f
on all of U . Further, we let SEFω,as,±s be the subspace of functions ϕ ∈ SEFω,hol,±s
such that there exist c1, c2 ∈ V (depending on ϕ) such that
ϕ(x) = c1x
1−2s +Ox→∞(x
−2s) and ϕ(x) =
c2
x+ 1
+ Ox→−1+(1).
Finally, we define SEFω,dec,±s to be the space of the functions ϕ ∈ SEFω,±s for which
the map {
ϕ± αs(Q)ϕ on (0,∞)
−αs(S)ϕ∓ αs(J)ϕ on (−∞, 0)
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extends smoothly to R, and the map{
ϕ on (−1,∞)
∓αs(T−1J)ϕ on (−∞,−1)
extends smoothly to P 1(R).
In order to state the even and odd fast transfer operators for Γ let
Ea := (−1, 0), Eb := (0, 1), Ec := (1,∞).
Further, for Re s > 12 , we set
Lfast1,s :=
∑
n∈N
αs(k
−n
1 ), Lfast2,s :=
∑
n∈N
αs(k
n
2 ).
As for the slow transfer operator, in [51] only the full fast transfer operator for Γ is
given explicitly. The transfer operator in [51, Section 5.2] can be diagonalized by
the conjugation with
1√
2

1 αs(J)
1 αs(J)
1 αs(J)
−αs(J) 1
−αs(J) 1
−αs(J) 1

The even and odd transfer operators are then given by the diagonal terms. After
rearranging the order of the Banach spaces and an additional normalizing conju-
gation, for Re s > 12 , the even (‘+’) and odd (‘−’) fast transfer operator is given
by
Lfast,±s =
 0 ±αs(k2J) Lfast1,sLfast2,s ±αs(k2J) Lfast1,s
Lfast2,s ±αs(k2J) 0
 .
Both transfer operators act on the Banach space
B := B(Ea)⊕ B(Eb)⊕ B(Ec).
For Re s ≤ 12 , these transfer operators and their components are given by mero-
morphic continuation.
Let
FEF±s :=
{
f ∈ B ∣∣ f = Lfast,±s f }
and let FEFdec,±s be its subspace of functions f = (fa, fb, fc)
⊤ ∈ FEF±s such that{
fb ± αs(Q)
(
1 + Lfast1,s
)
fc on (0, 1)
−αs(S)
(
1 + Lfast1,s
)
fc ∓ αs(J)fb on (−1, 0)
extends smoothly to (−1, 1),{(
1 + Lfast2,s
)
fa on (−1, 0)
∓αs(T−1J)fb on (−2,−1)
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extends smoothly to (−2, 0), and{
αs(S)
(
1 + Lfast1,s
)
fc on (−1, 0)
∓αs(ST−1J)
(
1 + Lfast1,s
)
fc on (0, 1)
extends smoothly to (−1, 1).
The proof of the following theorem is analogous to that of Theorem 3.5.
Theorem 3.14. Let s ∈ C \ { 12} with Re s > 0. Then the spaces SEFω,as,±s and
FEF±s are isomorphic as vector spaces. The isomorphism is given by
FEF±s → SEFω,as,±s , f = (fa, fb, fc)⊤ 7→ ϕ,
where
ϕ|Ea :=
(
1 + Lfast2,s
)
fa|Ea , ϕ|Eb := fb|Eb and ϕ|Ec :=
(
1 + Lfast1,s
)
fc|Ec .
The inverse isomorphism is
SEFω,as,±s → FEF±s , ϕ 7→ f = (fa, fb, fc)⊤,
where f is determined by
fa|Ea :=
(
1− αs(k2)
)
ϕ|Ea , fb|Eb := ϕ|Eb and fc :=
(
1− αs(k−11 )
)
ϕ|Ec .
These isomorphisms induce isomorphisms between SEFω,dec,±s and FEF
dec,±
s .
3.4. Isomorphism for non-cofinite Hecke triangle groups. Let
Γ := Γℓ
be a Hecke triangle group with parameter ℓ > 2, thus a non-cofinite Fuchsian
group. We consider the slow and fast transfer operators from [49, 51]. To improve
readibility we omit the dependence on ℓ in the notation.
Let
a1 :=
[
1 ℓ
0 1
]
and a2 :=
[
ℓ 1
−1 0
]
.
The even and odd slow transfer operator for Γ is given by
Lslow,±s = αs(a2) + αs(a−11 )± αs(a2J),
acting on Cω((−1,∞);V ). We define
SEFω,±s :=
{
ϕ ∈ Cω((−1,∞);V ) ∣∣ ϕ = Lslow,±s ϕ}
to be the space of real-analytic eigenfunctions with eigenvalue 1 of Lslow,±s . Let
SEFω,hol,±s be its subspace of functions ϕ ∈ SEFω,±s that extend holomorphically
to a complex neighborhood of (−1,∞) rounded at ∞ and whose extension satisfy
the functional equation
f =
(
αs(a2) + αs(a
−1
1 )± αs(a2J)
)
f.
Further let
SEFω,as,±s :=
{
ϕ ∈ SEFω,hol,±s
∣∣ ∃ c ∈ V : ϕ(x) = cx1−2s +Ox→∞(x−2s)} .
In order to state the fast even and odd transfer operator we set
E1 := (−1, 1) and E2 := (ℓ− 1,∞).
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For Re s > 12 we define
Lfast1,s :=
∑
n∈N
αs(a
−n
1 ).
Then the fast even and odd transfer operator is (for Re s > 12 )
Lfast,±s =
(
αs(a2)± αs(a2J) Lfast1,s
αs(a2)± αs(a2J) 0
)
,
which acts on the Banach space
B := B(E1)⊕ B(E2).
For Re s ≤ 12 , these transfer operators and their components are defined by mero-
morphic continuation. Let
FEF±s :=
{
f ∈ B ∣∣ f = Lfast,±s f } .
The proof of the following theorem is analogous to that of Theorem 3.5.
Theorem 3.15. Let s ∈ C \ { 12} with Re s > 0. Then the spaces SEFω,as,±s and
FEF±s are isomorphic as vector spaces. The isomorphism is given by
FEF±s → SEFω,as,±s , f = (f1, f2)⊤ 7→ ϕ,
where
ϕ|(−1,1) := f1|(−1,1) and ϕ|(−1+ℓ,∞) :=
(
1 + Lfast1,s
)
f2|(−1+ℓ,∞).
The inverse isomorphism is
SEFω,as,±s → FEF±s , ϕ 7→ f = (f1, f2)⊤,
where f is determined by
f1|(−1,1) := ϕ|(−1,1) and f2|(−1+ℓ,∞) :=
(
1− αs(a−11 )
)
ϕ|(−1+ℓ,∞).
4. A few remarks
(a) The explicit formulas for the isomorphism maps in Theorems 3.5, 3.14 and 3.15
clearly show that these maps are compatible with those additional conditions
on the eigenfunctions that can be expressed in similar ways for the spaces FEF±s
and SEFω,as,±s . For example, every additional condition that can the expressed
in terms of acting elements will result in an equivariance for the isomorphism
maps.
Indeed, Theorems 3.5, 3.14 and 3.15 are themselves examples for the latter
observation if we use Theorem A as a starting point. To be more precise, let
FEFs := {f | f = Lfasts f} and SEFs := {f | f = Lslows f}
be the eigenspaces with eigenvalue 1 of Lfasts and Lslows , respectively. Since we
only intend to provide a sketch for the mentioned compatibility of the isomor-
phism map with certain symmetries, we do not discuss the necessary regularity
properties of the eigenfunctions. Let
Φ: FEFs → SEFs
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be the isomorphism map in Theorem A that is constructed analogously to the
isomorphism maps in Theorem B (see Theorems 3.5, 3.14 and 3.15). We did
not provide a separate formula for the isomorphism map Φ. However, Φ is
essentially the pair of the two isomorphism maps in Theorem B (consisting of
the isomorphism maps FEF+s → SEFω,as,+s and FEF−s → SEFω,as,−s ).
The even and odd eigenfunctions of the fast transfer operator Lfasts are then
detected by invariance and anti-invariance under αs(Q), respectively, and like-
wise for the slow transfer operator Lslows . The isomorphism map Φ is αs(Q)-
equivariant. Theorem B or, more precisely, Theorems 3.5, 3.14 and 3.15 (for
the latter, using αs(J) instead of αs(Q)) state the already refined isomorphisms
between the spaces of even or odd eigenfunctions.
We leave the investigation of further additional conditions for future work.
Examples that should be considered include other exterior symmetries such
as, e. g., Hecke operators. Also other types of conditions, e. g., fixed values at
common fixed points, are of interest.
(b) Patterson conjectured a relation between the divisors of Selberg zeta functions
and certain cohomology spaces [43] (see also [12, 28, 17]). For Fuchsian lattices
Γ, Bruggeman, Lewis and Zagier provided a characterization of the space of
Maass cusp forms for Γ with spectral parameter s as the space of parabolic
1-cohomology with values in the semi-analytic, smooth vectors of the principal
series representation for the parameter s [10]. In connection with the Selberg
trace formula, these results support Patterson’s conjecture.
In [39, 50, 51] the second author (for Γℓ with ℓ < 2 jointly with Möller) es-
tablished an (explicit) isomorphism between SEFω,dec,±s and the corresponding
cohomology space from [10]. In turn, Theorems A and B support Patterson’s
conjecture within a transfer operator framework (and without using the Selberg
trace formula).
We stress that the relation which arises from the transfer operator techniques
between those spectral zeros of the Selberg zeta function which are spectral
parameters of Maass cusp forms and the (dimension of the) cohomology spaces
is canonical. In particular, this relation does not depend on the choice of an
admissible discretization for the geodesic flow.
It would be interesting to see if there is also such a cohomological inter-
pretation of SEFω,as,±s if s is not a spectral parameter of a Maass cusp form.
Moreover, it would be desirable to find an extension of such a cohomological
framework which allows to include non-trivial representations as well as non-
cofinite Fuchsian groups.
(c) At the state of art, Theorem 2.1 and its generalizations [46, 39, 47] are restricted
to cofinite Fuchsian groups.
However, Patterson showed that also for non-cofinite Hecke triangle groups
Γ there is at least one (normalized) L2-eigenfunction of the Laplace–Beltrami
operator with spectral parameter δ = dimH Λ(Γ) being the Hausdorff dimension
of the limit set Λ(Γ) of Γ [42]. Moreover, Lax and Phillips investigated the
spectral theory of the Laplacian on hyperbolic manifolds of any dimension
[30, 31, 32, 33]. For non-cofinite Hecke triangle groups, these results show
that all L2-eigenvalues of the Laplace–Beltrami operator are contained in the
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interval (0, 1/4), and that there is at least one. In particular, there are no
L2-eigenvalues embedded into the absolutely continuous spectrum.
By these spectral results, it is reasonable to expect that an analogue of
Theorem 2.1 is valid for non-cofinite Hecke triangle groups as well.
(d) It is expected that analogues of Theorem 2.1 can be shown for Re s /∈ (0, 1),
χ any finite-dimensional unitary representation, and Γ cofinite or non-cofinite,
see [49, Section 7], [51, Conjectures 4.2, 4.6]. In this case, the role of Maass
cusp forms is expected to be played (in some way) by χ-twisted resonant states.
(e) It would further be desirable to characterize the elements in SEFω,as,±s that
are not contained in SEFω,dec,±s purely in a transfer operator framework (in
particular, without relying on the Selberg trace formula). A complete charac-
terization would allow us to provide—as a by-product, and independent of the
Selberg trace formula—a complete classification of the zeros of the Selberg zeta
function. For the case that Γ is the modular group PSL2(Z) and χ is the trivial
one-dimensional representation, the combination of [8, 14, 13, 34, 18] provides
such characterizations.
Appendix A. Odd and even Selberg zeta functions
Recall the Selberg zeta functions Z and Z± from Section 2.4. In this section we
provide a sketch of the proof that Z = Z+ · Z−.
Lemma A.1. For all Hecke triangle groups Γ and all finite-dimensional unitary
representations χ we have Z = Z+ · Z−.
Sketch of proof. It suffices to show the equality
Z(s) = Z+(s)Z−(s)
for those s ∈ C for which Z and Z± are given by the infinite products from Sec-
tion 2.4. Equality on C \ {poles} then follows from meromorphic continuation.
Let Γ be a Hecke triangle group, and let Lfasts , Lfast,±s denote its fast transfer
operators. From [39, 49, 51] it is known (or easily deduced) that
Z(s) = det
(
1− Lfasts
)
and
det
(
1− Lfasts
)
= det
(
1− Lfast,+s
)
det
(
1− Lfast,−s
)
.
Thus, it suffices to show
(60) Z±(s) = det
(
1− Lfast,±s
)
.
We provide a sketch of the proof of (60) only for the Hecke triangle groups Γℓ with
ℓ = 2 cos πq , q ∈ N≥4 even, and the odd transfer operator. All remaining instances
of (60) are shown analogously.
Let Γ := Γℓ and set Γ˜ := 〈Q,Γ〉. Recall gµ from (5) and [Γ˜]p,µ from (6). We assign
to µ the numerical value
µ :=
q
2
.
Note that definitions (5) and (15) remain consistent, and gµ = g−µ.
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Let
Gen := {g−2, . . . , g−µ, Qg−2, . . . , Qg−µ} ∪ {gk−1, Qgk−1 | k ∈ N}.
For h = h1 . . . hn with n ∈ N and hj ∈ Gen, 1 ≤ j ≤ n, let
b−s (h) :=
(−1)ε
2k
αs(h),
where
ε := ε(h) := #
{
j ∈ {1, . . . , n} ∣∣ hj ∈ {Qg−2, . . . , Qg−µ, Qgℓ−1 ∣∣ ℓ ∈ N}}
and
k := k(h) := #{j ∈ {1, . . . , n} | hj ∈ {gµ, Qgµ}}.
We consider h as a word of length n over Gen and call h reduced if it does not
contain a subword of the form gm1−1 g
m2
−1 or Qg
m1
−1 g
m2
−1 with m1,m2 ∈ N. We let
W redn (Gen) denote the set all of reduced words over Gen of length n, and define
W red∗ (Gen) :=
⋃
n∈N
W redn (Gen).
For n ∈ N we let Cn1 be the subset of words in W redn (Gen) that end with gℓ−1 or
Qgℓ−1 for some ℓ ∈ N and do not begin with gk−1 for any k ∈ N. Further we let Cn2
be the subset of words in W redn (Gen) that end with an element of {gk, Qgk | k ∈
{−µ, . . . ,−2}}.
By [50, Lemma 6.2],
(Lfast,−s )n =

∑
a∈Cn
1
b−s (a) ∗
∗ ∑
a∈Cn
2
b−s (a)
 .
The off-diagonal entries are known as well but are not of importance for our appli-
cations. For all a ∈ Cn1 ∪ Cn2 we have (combine [50, 6.4] and [51, Lemma 5.2])
Tr b−s (a) =
det a
2k(a)
N(a)−s
1− det a ·N(a)−1 trχ(a).
Let
Zreg(s) :=
∏
[g]
Γ˜
∈[Γ˜]p,µ
∞∏
k=0
det
(
1− det gk+1 · χ(g)N(g)−(s+k)
)
.
Then
(61) logZ−(s) = logZreg(s) + logZµ,id − logZµ,Q.
Let
[Γ˜]h,µ :=
{
[gn]Γ˜
∣∣∣ [g]Γ˜ ∈ [Γ˜]p,µ, n ∈ N} .
Using [50, Proof of Theorem 6.1] with the extension to unitary representations as
in [51] we see that
(62) logZreg(s) = −
∑
n∈N
1
n
∑
a∈Cn1 ∪C
n
2
[a]
Γ˜
∈[Γ˜]h,µ
Tr b−s (a).
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In order to relate the other summands in (61) to the traces of the transfer operator
we letWµ :=W
red
∗ ({gµ, Qgµ}) denote the set of words over the alphabet {gµ, Qgµ}.
Note that each element in [Γ˜]r [Γ˜]h,µ has a representative in Wµ.
Analogously to [50, Proof of Theorem 6.1] we find
−
∞∑
p=1
1
p
∑
a∈Cp
1
∪Cp
2
a∈Wµ
Tr b−s (a) =
∞∑
p=1
N(gpµ)
−s
2p
(
trχ(Qgpµ)
1 +N(gpµ)−1
− trχ(g
p
µ)
1−N(gpµ)−1
)
(63)
=
∞∑
p=1
1
2p
1
1−N(gpµ)−2
[
N(gpµ)
−s trχ(Qgpµ)−N(gpµ)−(s+1) trχ(Qgpµ)
−N(gpµ)−s trχ(gpµ)−N(gpµ)−(s+1) trχ(gpµ)
]
.
Further, we have
∞∑
p=1
1
2p
N(gpµ)
−s trχ(Qgpµ)
1−N(gpµ)−2 =
1
2
∞∑
k=0
∞∑
p=1
1
p
N(gpµ)
−(s+2k) trχ(gpµQ)
=
1
2
∞∑
k=0
tr
(
∞∑
p=1
1
p
N(gpµ)
−(s+2k)χ(gpµ)χ(Q)
)
= −1
2
log det exp
(
log
(
1− χ(gµ)N(gµ)−(s+2k)
)
· χ(Q)
)
= −1
2
log
∞∏
k=0
det
((
1− χ(gµ)N(gµ)−(s+2k)
)χ(Q))
.(64)
Analogously, we find
∞∑
p=1
1
2p
N(gpµ)
−s trχ(gpµ)
1−N(gpµ)−2 = −
1
2
log
∞∏
k=0
det
(
1− χ(gµ)N(gµ)−(s+2k)
)
.(65)
Using (64) and (65) in (63) and comparing to (61) shows that
logZµ,id − logZµ,Q = −
∑
p∈N
1
p
∑
a∈Cp
1
∪Cp
2
a∈Wµ
Tr b−s (a).
In combination with (62) this completes the sketch of the proof. 
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