Revisions of hip and knee arthroplasty implants and cardiac pacemakers pose a large medical and economic burden for society. Consequently, the identification of health care providers with potential for quality improvements regarding the reduction of revision rates is a central aim of quality assurance in any healthcare system. Even though the time span between initial and possible subsequent operations is a classical time-to-event endpoint, hospital-specific quality indicators are in practice often measured as revisions within a fixed follow-up period and subsequently analyzed by traditional methods like proportions or logistic regression. Methods from survival analysis, in contrast, allow the inclusion of all observations, i.e. also those with early censoring or events, and make thus more efficient and more timely use of the available data than traditional methods. This may be obvious to a statistician but in an applied context with historic traditions, the introduction of more complicated methods needs a clear presentation of their added value. We demonstrate how standard survival methods like the Kaplan-Meier estimator and a multiplicative hazards model outperform traditional methods with regard to the identification of performance outliers. Following that, we use the proposed methods to analyze 640,000 hip and knee replacement operations with about 13,000 revisions between 2015 and 2016 in more than 1200 German hospitals in the annual evaluation of quality of care. Based on the results, performance outliers are identified which are to be further investigated qualitatively with regard to their provided quality of care and possible necessary measures for improvement. Survival analysis is a sound statistical framework for analyzing data in the context of quality assurance and survival methods outperform the statistical methods that are traditionally used in this area.
Introduction
The occurrence of subsequent operations to replace or repair implanted prostheses or cardiac pacemakers and their temporal distance from the initial operation is an important indicator for the quality of both the initial implantation operation as well as the implantation product. Thus, revision rates are frequently used as a measure of quality, in registry studies usually with interest in product quality (McGrory et al. 2016; Delaunay 2015; Tarasevicius et al. 2014; Junnila et al. 2016 ). Our focus is on the context of quality assurance for the initial implantation operation (Bernatz et al. 2015; Benbassat and Taragin 2000) . Revisions within a fixed follow-up period are most commonly analyzed using traditional methods like proportions or logistic regression (Mehrotra et al. 2014; Bosco et al. 2014; Kristoffersen et al. 2015) . It has, however, also been suggested to make use of survival analysis methods for analyzing hospital-specific time-to-event endpoints such as Kaplan-Meier curves (Kristoffersen et al. 2015) , proportional hazard models (He and Schaubel 2014) or CUSUM charts based on parametric or non-parametric time-to-event methods (Gandy et al. 2010; Oliveira et al. 2016) . Compared to traditional methods, methods from survival analysis allow the inclusion of observations with incomplete follow-up times and, thus, make more efficient use of the available data. This may be obvious to a statistician but in an applied context with historic traditions, the introduction of more complicated methods needs a clear presentation of their added value. Therefore, we show in the following how standard methods like the Kaplan-Meier estimator and a multiplicative hazard model can be utilized for analyzing an unadjusted and a risk-adjusted quality indicator, with time from initial to potential subsequent operations as outcome of interest. While these methods are standard tools in the context of registry studies (Ranstam and Robertsson 2017; Gwinnutt et al. 2017) , they have rarely been used in the context of sequential hospital-specific quality assurance.
The context of quality assurance in healthcare in Germany
Since 2016 and on behalf of the Federal Joint Committee, the Federal Institute for Quality Assurance and Transparency in Healthcare (IQTIG) is responsible for evaluating quality in healthcare in Germany. Among its main responsibilities is the evaluation of stationary quality of care both on a national and hospital-specific level by means of quality indicators. These indicators are developed in collaboration with medical expert panels and evaluated on an annual basis. In the areas of hip and knee replacement operations as well as cardiac pacemaker implantations, stationary operations are collected with pseudonymized identifiers for the purpose of quality assurance since 2015. This allows the linkage of initial and subsequent operation and enables the analysis of hospital-specific revision rates, which is a common measure in the context of quality assurance (Benbassat and Taragin 2000; Kristoffersen et al. 2015) and is included in the German context of quality assurance since 2016.
Besides quantifying the nationwide quality of care, quality indicators are also used to identify hospital performance outliers, either based on fixed thresholds or on thresholds derived from the distribution of the hospital-specific results. In an initial quantitative screening step, performance outliers among hospitals are identified. These are then subsequently further investigated qualitatively in a so called structured dialogue to see if the provided quality of care complies with the required standard and, if not, which quality improving measures can be taken (Federal Joint Committee 2016).
As part of the process, data are collected on state level and are then transferred to the IQTIG, such that data are available on an annual basis. Since beginning 2015 until the end of 2016, about 368,000 hip and 273,000 knee replacement operations have been collected with valid, pseudonymized identifiers and containing about 8300 and 4900 matched revisions, respectively. For cardiac pacemakers, the collected data contains about 116,000 implantation and 5700 matched revisions.
Of these initial operations, those carried out at the beginning of 2015 had a longer exposure period for revisions compared to operations at the end of 2016, as illustrated in Fig. 1 in form of a Lexis diagram based on three hypothetical implantation operations. In the annual evaluation of the year 2016, the described indicators based on time from initial to (potential) subsequent operation have been evaluated for the first time. Thus, data from both years 2015 and 2016 were included, with December 31st 2016 as right-censoring date. Additional information on competing events, such as the death of a patient, are unfortunately not available by the current regulatory setup, which is why all analyses are limited to the occurrence of subsequent operations or the censoring of observations due to the end of data collection.
Traditional analyses like the simple proportion of revisions within a defined follow-up period, e.g. 90 days after initial operation, exclude observations with follow-up time shorter than these 90 days. Thus, in the hypothetical example of Fig. 1 , the observation with initial operation at the end of 2016 would not be included. Methods from survival analysis provide a more efficient way of dealing with such early censoring in that they allow the inclusion of all observations and account for the difference in exposure time. In practice, this also means that the use of survival methodology allows a quicker reaction to increasing revision rates than the use of traditional methods because all revision can be included in the analysis, i.e. also those with incomplete follow-up time.
The remainder of this paper is organized as follows: in Sect. 2, we develop an unadjusted as well as a risk-adjusted quality indicator based on survival analysis methods and describe how hospitals are classified as performance outliers on their basis. Although the current regulatory framework in Germany requires the classification to be based on point estimates (Federal Joint Committee 2016), we also discuss the construction of appropriate confidence intervals for assessing the estimation uncertainty associated with each hospitalspecific estimate. Section 3 presents results from a simulation study in which the performance of the proposed methods is compared to that of a classification based on a simple proportion measure which takes into account only observations with complete follow-up time. Afterwards, we present results from the 2016 annual evaluation of the quality of care for an unadjusted (knee replacement operations) and a risk-adjusted quality indicator (hip replacement operations) in Germany and discuss the Cox model as alternative way to adjust for patient characteristics, which yields similar results in our case (Sect. 4). Section 5 concludes with summarizing the main findings and giving an outlook on possible future developments of these indicators.
Methods
Let T ij denote the time from initial to subsequent operation of initial operation j in hospital i, i = 1, … , m and j = 1, … , n i , with n i as number of initial implantation operation in hospital i. Furthermore, let C ij be the time to (right-)censoring. One observes T * ij = min(T ij , C ij ) , the event indicator ij = I(T ij ≤ C ij ) and a vector of covariates Z ij that are relevant for the risk adjustment between hospitals. We assume that for a specific hospital i, T ij are independent and identically distributed random variables with distribution function F(t) and that censoring is independent of T ij . Initial operations carried out on the same patient (e.g. knee or hip replacements on the right and left side of the same patient) are treated as independent observations and we limit the analyses to the first subsequent operation of each implantation. This is necessary because the responsible operation for all following ones cannot always be explicitly determined.
The statistical framework is developed for the context and requirements of the process of routine quality assurance in Germany. These requirements include the exact reproducibility of results, which, for instance, hampers the use of resampling or simulation based methods for obtaining estimates or confidence intervals. Also, results need to be easily interpretable for a broader, non-statistical audience, which advocates the orientation on previously established measures of quality indicators like rates or (risk-adjusted) standardized mortality ratios (IQTIG 2017) . Therefore, we propose two types of indicators that closely resemble the interpretation of these two measures and still allow to account for varying observation times: the first based on the hospital-specific survival function and the second on a hazard based model with a multiplicative hospital-specific effect. Furthermore, small volume hospitals demand the use of confidence intervals that provide good coverage probabilities also in settings with only few cases.
Given this contextual setting, we first discuss the estimation of the survivor function and the multiplicative effect, including the construction of appropriate confidence intervals in the following. Based on the derived estimates, we then describe how performance outliers are identified within the regulatory context of quality assurance in Germany.
Estimating hospital-specific survival functions
In this context, the survival function S i (t) = P i (T > t) = 1 − F i (t) is a function of the probability that no subsequent operation will be carried out beyond t after an initial implantation operation in hospital i. A popular, non-parametric estimator for S i (t) was proposed by Kaplan and Meier (1958) : with t i1 < t i2 < ⋯ < t iD as distinct event times and d ki and y ki as number of events and observations at risk for a subsequent operation at t ki , respectively. The Kaplan-Meier estimator is well defined for all t ≤ t i,max , with t i,max as largest observed study time of hospital i. If the largest time point in the data belongs to a censored observation, Ŝ i (t > t i,max ) is not defined since the time of the last subsequent operation is not observed. In this case, we set (Klein and Moeschberger 2003) . Confidence intervals for the survival function are typically constructed based on the Greenwood formula (Klein and Moeschberger 2003) . This method, however, only provides confidence intervals that have good coverage probabilities if the number of cases is large. To ensure good coverage of the confidence intervals also in small sample settings, we make use of the exact mid-p confidence intervals suggested by Fay and Brittain (2016) . Without censoring, these confidence intervals reduce to exact mid-p confidence intervals for a binomial parameter, which are already used in a similar setting in the context of quality assurance in Germany (IQTIG 2016). In "Appendix", we briefly describe the construction of the exact mid-p confidence intervals. Using simulated data, Fay and Brittain (2016) show that these confidence intervals provide better coverage probabilities than competing methods, such as intervals based on the Greenwood variance or on the hybrid variance estimator described by Borkowf (2005) . For details, we refer to Fay and Brittain (2016) .
Comparing hospital-specific survival functions
Based on the Kaplan-Meier estimator for S i (t), the hospital-specific survival functions can be compared at specific time points , Ŝ i (t = ) . In principle, this comparison can account for uncertainty in the estimation of Ŝ i ( ) , see e.g. (Goldstein and Spiegelhalter 1996) . As mentioned, the regulatory guideline (Federal Joint Committee 2016) requires the classification of hospital results to not take possible estimation uncertainty and stochasticity into account in order for the procedure to have a high sensitivity (at the cost of a possibly low specificity). Therefore, the comparison of hospital results is solely based upon the point estimate Ŝ i (t = ) in this context. Specifically, the threshold is calculated as ⋅ 100% percentile of Ŝ i ( ) over all hospitals H for which n i ≥ 20:
and applied to all hospitals (i.e. also those with n i < 20 ), with Q being the empirical quantile function. Hospital results are thus classified as performance outliers if Ŝ i ( ) < s . Besides estimating S i (t) , comparing hospital results also involves choosing a specific time point at which estimates Ŝ i (t = ) are to be compared. For some indicators this time point is already determined based on medical reasoning, in other cases it is left open. In these cases the specific choice should be clinically motivated but also needs to take into account the limitations of the available data: Due to the nature of right-censored survival data, the number of initial operations still at risk for revisions decreases with increasing time since initial operation and, thus, estimation uncertainty increases the larger is. On the other hand, differences in Ŝ i ( ) i∈H accumulate over time (up to some point) and are less pronounced at very early time
points. We quantified this trade-off between estimation precision and variability of hospital results by calculating the weighted mean squared difference between Ŝ i ( ) and Ŝ ( ) as (see Fig. 2 in Sect. 4.1), and with Ŝ ( ) being the Kaplan-Meier estimate of the survival curve for patients of all hospitals combined. In addition to this measure, we analyzed the sensitivity and specificity of the classification based on Ŝ ( ) at different time points using simulated data as explained in Sect. 3. Based on this as well as considering clinical reasons, was chosen individually for each quality indicator.
As an alternative, one could compare the expected number of years lost for an implant due to revision in [0, K] based on the quantities K − ∫ K 0Ŝ i (t)dt (see e.g. Andersen 2013 ). In the context of quality assurance, however, Ŝ i ( ) has the advantage of being interpretable in similar fashion to a simple proportion (adjusted for censoring), which is the preferred measure for many of the other quality indicators employed by the IQTIG.
Estimating hospital-specific effects on the hazard function
The comparison of hospital results based on Ŝ i (t) presented in the previous section does not account for systematic differences between groups of patients across hospitals, which may be necessary for some of the considered types of implantations. For hip replacements, for instance, readmission rates are known to be lower for elective operations compared to implantations for the treatment of femoral fractures (Lim et al. 2016) . Thus, hospital results should be compared under consideration of their respective patient population (Iezzoni 2013) . While it is, in principle, possible to directly adjust survival curves for covariates (Xie and Liu 2005) , risk adjustment can also be embedded within a multiplicative hazards model: with i > 0 as (time-constant) hospital-specific effect, ij (t) as hazard rate of initial operation j in hospital i and * j (t) as reference hazard rate for observations with covariate values equal to that of ij (but independent of i). For this model, originally proposed by Breslow (1975) , the log-likelihood for right-censored data is with o i = ∑ n i j=1 ij and S * ,ij (t ij ) as reference survival function for observations with the same covariate values as observation ij (Breslow 1975) . The maximum likelihood estimator is then and can be interpreted as a standardized mortality ratio (SMR). The model assumes the SMR to be constant over time, which may not always hold in practice. In case the SMR varies over time, ̂i still provides a meaningful estimate that can be interpreted as a timeaveraged effect over the analyzed time period. Right-censoring, however, can lead to a biased estimate in this case, which is why inverse probability of censoring weighting has been suggested as one way to recover the unbiased time-averaged estimate, see e.g. Dunkler et al. (2010) . As shown in Sect. 4.2.1, the hospital-specific effects i seem to be relatively constant over time in our data, which is why we proceeded with the unweighted estimate presented above.
We choose to estimate S * ,ij (t ij ) via stratified Kaplan-Meier curves, since the covariables consist of only categorical variables. Alternatively, the expected number of events can also be estimated via the cumulative hazards or Cox models with estimators for the cumulative baseline hazard, as for instance described in Agency for Healthcare Research and Quality Agency for Healthcare Research and Quality (2017) , in which a Cox model is used to estimate the expected mortality of dialysis patients for comparing facility-specific SMRs (see also Berry (1983) ). The SMR constitutes a form of indirect standardization and the calculation of the ratio of observed to expected numbers of events is currently the standard form to analyze riskadjusted quality indicators in the German quality assurance (IQTIG 2017). Thus, the multiplicative hazards model fits well to existing methods already in use at the IQTIG. As an alternative, it would also be possible to calculate directly standardized estimates, for instance via the standardized rate ratio (He and Schaubel 2014) , but these approaches are difficult in settings with empty strata.
Confidence intervals for i can be constructed in multiple ways, for instance as Wald intervals based on the variance estimate of i . Due to their better performance in a small-sample setting, we instead use likelihood-ratio based confidence intervals derived from the test statistic T i ( 0 ) = 2{l i (̂i) − l i ( 0 )} , with null hypothesis 0 = 1 and asymptotic distribution T i ∼ 2 (1) . Because the log-likelihood is not defined if o i = 0 , we set the lower interval limit to 0 in this case and define the upper limit as the upper interval of an exact binomial mid-p confidence interval in this case. Alternatively, the upper limit could be determined via an exact Poisson test. The binomial distribution, however, offers the advantage of taking into account the number of observations without subsequent operation.
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Comparing hospital-specific effects on the hazard function
Based on ̂i , indirectly standardized hospital results can similarly to Sect. 2.2 be classified as performance outliers, based on whether ̂i > , with = Q(1 − , ̂i i∈H ). By construction of the model, i is assumed to be time-constant, hence, choosing a specific time point for comparing hospital results is not required.
Implementation
All computations were run using R version 3.4.1. (R Core Team 2017). Kaplan-Meier estimates with corresponding exact mid-p confidence intervals were calculated using the bpcp-package (Fay and Brittain 2016) and exact mid-p confidence intervals for the proportion estimate using the package exactci (Fay 2010) . The SMR was calculated using the glm-function and all remaining survival models were fitted using the survivalpackage (Therneau 2015) .
Simulation
In the following, we use the available data on knee replacement operations between January 1st, 2015, and December 31st, 2016, as reference point for simulating data and evaluating the performance of the proposed methods compared to a simpler classification based on the raw proportion of observed revisions. Since the Kaplan-Meier estimator is only proposed for quality indicators not adjusted for additional risk factors, we compare the proposed methods in a setting without risk adjustment. Using parameter estimates obtained from the original data, we simulated data with varying numbers of cases per hospital, dates of initial operations as well as times to revision or censoring, and evaluated the performance of the methods based on these simulated data, as described in detail below.
Simulation design
The number of hospitals who reportedly carried out knee implantation operations within the observation period 2015-2016 in Germany was m = 1214. For each hospital, we generated a random number of implantation operations n i , with n i |n i ≥ 1 ∼ NB(s, p) . The date of each implantation operation was sampled from the empirical distribution of dates. For all initial operations, the right-censoring date was set to December 31st, 2016. Time from initial to subsequent operation was assumed to follow a generalized Gamma distribution (Cox et al. 2007) , i.e. T ij ∼ GG( , , q) , with probability density function with = Γ(q −2 , 1) , w = log(q 2 )∕q , Γ(⋅) denoting the gamma function and , q ∈ ℝ , > 0 . The GG-distribution contains the log-normal (q = 0) , gamma (q = 1) and Weibull distribution (q = ) as special cases and allows a more flexible modelling of the underlying hazard function compared to, for instance, the frequently used Weibull distribution which allows only monotonically increasing or decreasing hazards (Cox et al. 2007) . In contrast to that,
the GG-distribution allows flexible, bathtub-shaped hazard functions that reflect a high but reducing risk after operation with subsequently increasing risks over time (Briggs et al. 2004 ). Such shapes are often found in classical reliability theory (Shehla and Khan 2016) . For each implantation operation ij, we set the scale parameter to ij = , > 0, and shape parameter to q ij = q . The location parameter ij , in turn, is allowed to vary by hospital, ij = exp( + i ) , with the hospital-specific effect i as normally distributed random variable i ∼ N(0, ) , with > 0 . Thus, the variability of hospital performance (in terms of time to subsequent operation) increases with increasing , with larger i corresponding to longer times to subsequent operation (and, thus, better hospital performance). Because the hospitalspecific effect only affects the location parameter, the underlying data generating model is equivalent to an accelerated failure time model in which exp( + i ) has a multiplicative effect on the time to subsequent operation but not on the underlying hazard function. As long as the distribution does not simplify to a Weibull (or Exponential) distribution, this is different from the multiplicative hazard model in which S(t| i = exp( + i )) = S(t| i = 0) exp(−exp( + i )) . Thus, the simulation design resembles the likely case that the modelling assumptions are not completely fulfilled in practice.
Estimating the parameters from the data on knee replacement operations by maximum (penalized) likelihood, we obtained ŝ = 0.951 , p = 0.004 , ̂= 2.510 , ̂= 3.094 , q = 0.001 and ̂= 0.304 , with which we simulated K = 500 datasets. For each simulation k, k = 1, … , K , we computed Ŝ ik ( ) , s ,k , ̂i k and k as described above. For all methods and each simulation, hospitals results were classified into performance outliers and non-outliers. In addition to the classification method described above, we applied a second classification scheme in which the classification also involves the upper ( UL i ) or lower limit ( LL i ) of the estimated 90% confidence intervals (corresponding to a one-sided significance level of 5%). In this case, s ,k and k are derived as explained above, but the classification is based on the evaluation of � UL(S i (t)) < s ,k and � LL( i ) > k , respectively, instead of on the point estimates. We compared the performance of the proposed methods to a classification based on the simple proportion with R i ( ) denoting the set of all observations with observed time greater or equal to , i.e. R i ( ) = {j ∈ {1, … , n i } | T * ij ≥ } and indicator function I i,j (j ∈ R i ( )) . Again, the threshold value was calculated as the empirical (1 − ) ⋅ 100% quantile of the r i values. For r i , we calculate 90% exact mid-p binomial confidence intervals.
Measures of performance
As measures of performance, we calculate sensitivity and specificity, with for example sensitivity defined as:
, with ̂ as estimated and as true hospital-specific effect, and specificity accordingly. Additionally, we also calculated the positive (PPV) and negative predictive value (NPV) for the classification of performance outliers, with positive referring to a classification as outlier and negative as non-outlier, as well as the area under the receiver operating characteristics curve (AUC). Table 1 displays the results for scenarios in which the calculation of the threshold as well as the classification of hospital results are based on the point estimates. Overall, specificity as well as NPV of all methods is high, due to the fact that by design of the simulation, only the worst 5% of all hospital results are defined as outliers and all methods classify only somewhat more than 5% of all results as such. This also leads to a high AUC for all methods, leaving this measure with only little discriminatory power between the methods. Sensitivity as well as PPV, in contrast, vary more substantially between the classification methods. For each investigated (except for = 90 ), sensitivity and PPV of the Kaplan-Meier estimator are higher compared to the classification based on the raw proportion, due to the fact that the Kaplan-Meier estimator makes use of all available information, whereas the proportion is only calculated on the basis of implantations with censoring time greater than (or equal to) . This is also the reason why the sensitivity of the classification based on raw proportions is low for large .
Simulation results
For the Kaplan-Meier method, sensitivity and PPV is lowest for early and late time points within the observation period, indicating that the optimal balance of estimation certainty and variability of hospital-specific results lies somewhere in between. The SMR yields an even slightly higher sensitivity and PPV, even though its underlying assumption of time-constant multiplicative hospital effects on the hazard function does not hold in this generalized gamma simulation setting. Table 2 displays results for scenarios in which the threshold is calculated on the basis of point estimates but in which hospital-specific results are classified as outlier if the upper 90% confidence interval falls below (Kaplan-Meier) or the lower 90% confidence interval exceeds (SMR and Proportion). As expected, this classification algorithm generally yields a higher specificity and lower sensitivity compared to the classification algorithm of Table 1 due to the fact that less hospitals are classified as performance outliers. This trade-off is a function of the level of significance , with smaller values of leading to 
Insights from the simulation study
The performance of the multiplicative hazards model in terms of the presented measures is slightly better than that of the analyzed alternative methods, even though its underlying assumption of time-constant multiplicative hospital-effects does not hold given the data generating process of the simulation design explored above. Thus, as long as the specification of the model does not deviate too much from the true underlying process, SMR and Kaplan-Meier yield similar results regarding the classification of performance outliers. For the latter method, however, the timing of when hospital results are compared does matter, with too early and too late points of time not being suited so well. This may change if additional effects of external influences on revision rates accumulate over time, which we have neglected in the simulation. In all cases, though, the survival method should be preferred over the calculation of simple proportions, as argued above. This insight might seem obvious for statisticians, but was necessary to illustrate empirically in our interdisciplinary context, where simple methods are often preferred because they can be easier to understand. With respect to the classification of performance outliers by point estimate or confidence interval, the statistician might also have a clear preference, but this proves to be a highly critical debate in practise, because the fear is that quality deficits in small volume providers might then be overlooked. Future analyses and possible extensions are needed to address these concerns.
Results: hip and knee replacement operations in Germany
As described earlier, patient follow-up data for hip and knee replacement operations as well as cardiac pacemaker implantations is being collected in Germany since 2015 and was for the first time analyzed within the annual nationwide quality evaluation in 2016. Thus, the observation period ranged from January 1st, 2015, to December 31st, 2016. In the following, we present an example for an unadjusted (knee replacement operations) as well as a risk-adjusted quality indicator (hip replacement operations) based on the methodology described above. Revisions with implantation operation before January 1st, 2015, could not be linked to their initial operation and its responsible hospital and are thus excluded from the analyses.
Knee replacement operations
Overall, we analyzed 273,148 knee replacement operations with 4866 revisions in 1214 different hospitals within the observation period. The number of initial operations per hospital varied between 1 and 2680 operations (median 151.5) over these 2 years. As explained above, Fig. 2 displays the (smoothed) trade-off between the number of observations still at risk and the variability of hospital results. This quantification indicates that should lie in the middle rather than directly at the beginning or the end of the observation period of 2 years after initial operation, which reflects the results of the simulation study above. Figure 3 displays the Kaplan-Meier curve and a point-wise two-sided 95% exact mid-p confidence intervals (CI) over the whole period, with the vertical line indicating the time point for comparing the hospital-specific estimates, = 365 days. At = 365 days, the nationwide estimate is Ŝ ( ) = 0.982 (95% CI 0.981-0.982). The hospital-specific estimates at = 365 range from 0.5 to 1 and the critical value s at = 365 , is 0.949. Thus, all hospital results below that, i.e. Ŝ i ( = 365) < 0.949 , are classified as performance outliers. In the case of knee replacement operations, the result of 66 hospitals falls below this threshold value. The quality of care of these outliers was further scrutinized qualitatively within the framework of a structured dialogue as explained previously.
Hip replacement operations
Data on hip replacement operations consists of 368,267 implantation and 8289 revisions in 1353 different hospitals in the observation period. Of these, 76% were documented as elective operations and the remaining 24% as endoprosthetic treatment of a femoral fracture S(t) Time (in days) 273,148 232,614 198,786 158,586 121,232 80,657 50,057 0 Observations under Risk Figure 4 displays the nationwide Kaplan-Meier curves, stratified by type of operation. The probabilities of revisions substantially vary by type of operation, with nationwide survival estimates of Ŝ elective ( = 730) = 0.973 for elective operations and Ŝ fracture ( = 730) = 0.965 for the treatment of femoral fractures. Therefore, we compared indirectly standardized hospital results by calculating observed and expected numbers of revisions under consideration of the type of initial implantation operation as explained above. For calculating the SMR, we included all operations within the observed time period of 2 years. The nationwide SMR is 8289∕8290 = 1.00 (95% CI 0.98-1.02), with hospital-specific estimates ranging from 0 to 77.6. Of all hospitals, 76 are classified as performance outliers due to their estimate i lying above the threshold value = 2.39.
Sensitivity analyses
As an additional analysis, we estimated the expected number of revisions on the basis of a Cox proportional hazards model instead of strata-specific Kaplan-Meier curves. Furthermore, we also estimated a Cox model with gamma-distributed frailty term p (i,j) , shared across operations of the same patient p:
as well as a parametric accelerated failure time model on the basis of the GG distribution as specified in Sect. 3 (without shared frailty). From all four methods, we calculated the expected number of cases without revision by time as displayed in Fig. 5 . Estimates from the Cox and the Cox frailty model are almost identical, indicating that ignoring the bilaterality of operations does not lead to substantially different estimates, likely because the number of bilateral operations at the same patient is relatively small (about 3.8% of all implantations are carried out on patients that already had an implantation operation at the other side during the data collection period for hip replacement operations; for knee implantations, this is the case for about 4.5% of the implantation operations). For similar results see Robertsson and Ranstam (2003) . The difference between the Kaplan-Meier estimates and the semi-parametric Cox model indicates a deviation from the proportional hazards assumption, which we assessed as small on the basis of plotting the complementary log-log transformed survival curves against time (Fig. 5 ). Due to the small deviation from the proportional hazards assumption and the fact that the number of strata was small in our case, we decided to calculate the expected number of revisions based on the Kaplan-Meier estimator. We also checked the assumption of time-constant hospital effects of the multiplicative hazards model by analyzing time periods of varying length (by censoring observations after 90, 180 and 365 days, respectively). Because the hospitals classified as performance outliers varied only to a small extent, we concluded that time-varying effects are a minor concern in our analysis setting.
Discussion
Revision rates are an important measure of quality, both for product quality as well as for the initial implantation operation in the areas of arthroplasty and cardiac pacemakers. While registry studies usually trace implants over a long period of time and, thus, often make use of survival analysis methods, hospital-specific and nationwide revision rates were usually analyzed by calculating simple proportions within a fixed follow-up period in the context of German quality assurance. Instead of using rates or logistic regression, we show that these measures can be improved by using standard tools from survival analysis. The proposed methods allow the inclusion of all observed cases including those with only incompletely observed follow-up times and, thus, allow a more timely reaction to increasing revision rates. In addition, they provide a straightforward framework for adjusting for varying patient case-mixes. Previous studies have shown that various factors influence the probability of revisions of joint implants or cardiac pacemakers, which should thus be taken into account when classifying hospitals as performance outliers. In our case, we restricted the adjustment for risk factors to the type of initial hip operation and calculated unadjusted indicator results for knee replacement operations, though factors like age or comorbidities are known to be of influence (Jamsen et al. 2013; Bayliss et al. 2017 ). This matter is further complicated by the fact that information on the occurrence of competing events, like the death of patients, is unfortunately not available in our context because only operational events are currently transmitted as part of the mandatory reporting. Factors which increase the risk of such events may thus appear to have preventive effects on the risk of revisions. We hope that the data setting of future regulations allow such information to be included. If this is the case, the proposed survival methodology provides a framework in which the analysis of competing events is well established (Tsiatis 2005; Beyersmann et al. 2012) . Incorporating competing risks into hazard based models, for instance, is relatively straightforward, as cause-specific hazard ratios can be estimated by simply censoring for competing events. These cause-specific hazards also provide a fair basis for comparing hospital effects on the event of interest, as the (potentially hospital-specific) presence and magnitude of competing risks does not affect the comparison of cause-specific hazards. For estimating cumulative revision probabilities, however, the proposed Kaplan-Meier estimator is not well suited in a setting with competing risks. Alternatively, the cumulative incidence function could be used to compare absolute event probabilities between different hospitals (Latouche et al. 2013) .
Our evaluation of the performance of the analyzed methods was restricted to one specific simulation design, which, though, was chosen to have close resemblance with one of the application cases. Yet, the performance of semi-or fully parametric models always depends upon the validity of their inherent assumptions given the data at hand. In most cases, however, survival analysis methods should be preferable over traditional proportions or logistic regression. In addition to a more precise classification of performance outliers, an additional advantage of survival methods is their ability of dealing not only with right-censored but also left-truncated data (Klein and Moeschberger 2003) . Despite being slightly more complex, this provides the possibility to left-truncate observation times that have already been qualitatively scrutinized in previous annual evaluations. This way, each annual evaluation could be based on observation times that have not been previously analyzed, avoiding that hospitals are repeatedly classified as outliers due to their performance in earlier years. The same can be achieved using traditional methods, though not with the efficiency of the methods advocated above.
For future evaluations of the quality of hospital care based on follow-up data, additional questions concerning the inclusion of observations into the analyses arise. If, as in the first analysis of follow-up data presented above, initial operations from a period of multiple years are included, hospital results cannot be attributed to a single year. This differs from the evaluation of other indicators in the German context of quality assurance and may hamper the identification of the underlying causes of the observed results. Additionally, improvements as well as deteriorations in the provided quality of hospital care are harder to detect if operations from multiple years are pooled. However, it allows more timely reactions, both regarding the quantitative assessment as well as the qualitative investigation of observations in the structured dialogue with hospitals. It is thus clear that for future analyses, developments in terms of communicable, adequate, simple and timely methods will be needed. However, survival analysis is a sound statistical framework for analyzing the data at hand. As easy as this claim is to make, it takes thorough discussions and specific display of added value to implement and communicate such methods into the quality assurance of 1353 hospitals. To summarize, the proposed statistical methodology fits well into the existing context of quality assurance in Germany while advancing the use of adequate statistical methods for the problem. In addition, the methodology meets the requirements of the regulatory context, e.g. the exact reproducibility of results, and the interpretation of the derived estimates closely resembles that of previously established measures in this context, easing the interpretation of results for a non-statistical audience.
with a + l = (a − 0 , … , a − l , y l+1 ) � and b + l = (b − 0 , … , b − l , 1) � . For t l−1 ≤ t < t l , define with U ∼ B( 1 2 ) as Bernoulli-distributed random variable with probability 1/2. A two-sided (1 − ) ⋅ 100% exact mid-p confidence interval for S(t) = P(T ≥ t) with t l−1 ≤ t < t l can be defined as with Q 2 , W * (t) as ∕2-quantile of W * (t) . As suggested by Fay and Brittain (2016) , we approximate W − and W + with beta-variables with matching first and second moments and obtain an exact mid-p interval by combining the quantiles of the respective beta distributions. Fay and Brittain (2016) show that, given non-informative censoring, the exact mid-p confidence intervals guarantee (on average) nominal level coverage independently from sample size. Without censoring, the confidence intervals reduce to exact mid-p confidence intervals for a binomial parameter.
