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Abstract
Let C/Q be the genus 3 Picard curve given by the affine model y3 = x4 − x. In
this Master thesis we compute its Sato-Tate group, show the generalized Sato-Tate
conjecture for C, and compute the statistical moments for the limiting distribution
of the normalized local factors of C.
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Introduction
The polynomial f = x2 + 1 is irreducible over Z[x]. We can factor f modulo
a prime p: for p = 5 we get that it factorizes completely in linear factors f ≡
(x+2)(x−2) ( mod 5); however, if we take p = 3, the polynomial is still irreducible.
The Galois group Gal(f) is the cyclic group of order 2 and the Chebotarev theorem
tells us that primes are equidistributed: 50% behave like 5 and 50% behave like 3,
with respect to the factorization f mod p.
The Sato-Tate conjecture proposed by Serre can be thought as a vast generalization
of this simple example. Roughly, given X an arithmetical object over Z (a polyno-
mial in one variable, a system of polynomials, the Jacobian of a curve, an abelian
variety, a motive, ...) one wants to study the distribution of a certain property
that depends on the reduction of X for prime numbers p. Serre gives a recipe to
construct a group ST(X), the Sato-Tate group associated with X, that is useful to
explain the equidistribution of primes with respect to the property we are interested
in.
Sometimes we are able to compute ST(X), sometimes we are not. When we dispose
ST(X), sometimes we are able to prove the equidistribution statement, sometimes
we cannot. Even in the worst case, when we only have a guess for the Sato-
Tate group, we may be able to develop numerical computations to contrast the
conjecture.
The aim of this Master thesis is to introduce the reader into the Sato-Tate conjecture
through a down-to-earth example. Many papers have been written on the topic,
but with this project we want to explain a particular and new example: a genus 3
curve which is a Picard curve with complex multiplication.
In Chapter 1 we will introduce the generalized Sato-Tate conjecture. As mentioned
before, there are two different approaches:
• On the one hand, the theoretical way to prove the equidistribution result is
by showing that for every non-trivial irreducible representation φ : ST(X)→
GLn(C), its associated L-function is invertible. We will see an example of this
procedure in Section 2.3.
• On the other hand, there are cases where we still do not have the tools needed
to prove the Sato-Tate conjecture. However, there are computational proce-
dures to at least convince ourselves that we may be in the right way through
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the computations of the moment sequences of the Haar measure associated
to the Sato-Tate group. Some examples on these computations are given in
sections 1.4 and 2.4.
In Chapter 2 we go through the whole procedure of finding the distribution for the
particular curve of genus 3 given by the affine model y3 = x4−x. In this particular
case we work on both sides: the theoretical –we prove the Sato-Tate conjecture for
this curve (Proposition 2.6)–, and also work out the computational side.
This Master thesis is the witness of my first steps into mathematical research. My
interest in the subject already started with the Bachelor thesis, that addressed both
the Dirichlet theorem for arithmetic progressions and the Chebotarev density theo-
rem. My first approach to the Sato-Tate conjecture itself started as a collaboration
in [FGL14] for the numerical computations. This also brought me the opportunity
to attend the ’Frobenius distributions on curves’ Winter School organized by the
CIRM at Luminy.
Our main goal was to introduce ourselves into the topic of the Sato-Tate conjecture,
to write a paper that started from the basis to be capable of catching up the
research that is going on nowadays. The result of this process is [FLS14], which is
a condensed version of this Master thesis and, in particular, of Chapter 2. I think
we have got to our goal, and learned a lot in the process.
Now new paths of continuing with the work done have appeared, as could be to go
further in the computation of the numerical moment sequences by improving the
algorithms used, or to look for a larger family of curves for which redo the process
in a more general way.
I would like to take the chance to deeply thank my advisor Joan-Carles Lario for the
enthusiasm and support shown during all the time we have been working together.
Chapter 1
The Sato-Tate conjecture
In this chapter we will introduce the original Sato-Tate conjecture (recently proven
in the case of elliptic curves) and its generalization by Serre, which is the central
theme of this Master thesis. We will set the framework and go through a new
example that fits the generalized Sato-Tate conjecture in Chapter 2.
1.1. NA(p)
Given A an abelian variety over Q of dimension g and p a prime number of good
reduction, we denote by NA(p) the number of points of the reduction of A in Fp,
i.e.
NA(p) = #A(Fp)
In general the number of points in a finite field of size pk will be denoted as NA(p
k).
It is convenient to pack all the information given by NA(p
k) for k ≥ 1 by defining
the local zeta function, i.e.
ζ(A/Fp; s) = exp
∑
k≥1
NA(p
k)p−ks
k
 .
It follows from Weil’s conjectures ([Wei49]) that the zeta function is a rational
function of T = p−s. That is,
ζ(A/Fp;T ) = exp
∑
k≥1
NA(p
k)T k
k
 = Lp(A, T )
(1− T )(1− pT ) . . . (1− pgT ) (1.1)
where Lp(A, T ) is an integer polynomial of degree 2g with complex roots αi such
that |αi| = √p.
Therefore we get that Lp(A, T ) =
∑2g
i=0 aiT
i with ai ∈
[−pi/2(2gi ), pi/2(2gi )].
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From (1.1) one can then get NA(p
k) as a function on the coefficients of Lp(A, T )
and vice versa. In particular it holds that
NA(p
k) = 1 + pk −
2g∑
i=1
αki .
Our interest will be to study the limiting distribution of the coefficients of Lp(A, T ).
1.2. Sato-Tate conjecture for elliptic curves
Let E : y2 = x3 +ax+ b be an elliptic curve over Q without complex multiplication
(i.e. EndQ(E) ' Z) and let p be a prime of good reduction of E. Then, the number
of points of E over Fp is
NE(p) = 1 + p− ap ,
where ap is an integer in the interval [−2√p, 2√p]. We can therefore define
θp ∈ [0, pi] as the solution to the equation
ap = 2
√
p cos θp.
Theorem 1.1 (Original Sato-Tate conjecture. Taylor et al.) The random variable
θp is equidistributed on I = [0, pi] with respect to µ =
2
pi sin
2 θ.
1.2.1. Equidistribution
Let X be a compact topological space, {xn} ⊂ X and µ : C(X) → C a positive
measure such that µ(1) = 1, where C(X) is the Banach space of continuous complex-
evaluated functions.
Definition 1.2 (µ-equidistributed). {xn} is equidistributed on X with respect to
µ if for all φ ∈ C(X),
µ(φ) = lim
n→∞
1
n
n∑
i=1
φ(xi) .
Proposition 1.3 The measure µ can be decomposed in a unique way as the sum
of its discrete and its continuous part: µ = µdisc + µcont.
− The first one is a finite linear combination of Dirac delta functions associated
to finitely many integer points in the interval I.
− The second one is continuous, integrable and C∞ in I except maybe in a finite
number of points.
Before Theorem 1.1 it was knew what happens when the elliptic curve has CM.
This leads to two different situations:
Proposition 1.4 Let E be an elliptic curve over Q with complex multiplication
defined over a field K.
Therefore, θp is µ-equidistributed on I = [0, pi] for µ =
1
2pi +
1
2δpi/2(θ), where δpi/2
stands for the pi/2-centred Dirac delta function.
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If instead we think of E as defined over a field k which includes the field where the
CM is defined, then θp is µ-equidistributed on I = [0, pi] for µ =
1
pi the uniform
distribution.
1.3. Sato-Tate conjecture for abelian varieties
The natural step to continue was to look for a generalization, an analogue of this
result for abelian varieties of dimension g over Q.
This step was possible after realizing the following interpretation of the measures
described above:
− If one chooses a random matrix form SU(2) whose eigenvalues are eiθ and
e−iθ, θ happens to follow the distribution 2pi sin
2 θ.
− If instead of taking the matrix from SU(2), one does it from U(1) ⊂ SU(2),
the distribution followed by θ is the uniform measure.
− If one alternatively takes it from the normalizer of U(1), one gets the third op-
tion above, 12pi +
1
2δpi/2(θ), respectively from the identity connected component
and the other one.
This interpretation lead Serre to a general formulation of the Sato-Tate conjecture.
Indeed, let us define the normalized local factor as LSTp (A, T ) = Lp(A, T/
√
p).
Thus, the roots of LSTp (A, T ) have norm 1 and are stable under complex conju-
gation, so that the polynomial corresponds to the characteristic polynomial of a
unique conjugacy class in the unitary symplectic group USp(2g). It is however im-
portant to find the suitable closed group G ⊂ USp(2g) such that the distribution
of these polynomials arises as the image on the set of conjugacy classes of USp(2g)
of the normalized Haar measure on G. This group is called the Sato-Tate group
ST(A).
The work of Serre on the generalization on the Sato-Tate conjecture as well as on
the formalization of the procedure to calculate the Sato-Tate group of an abelian
variety [Ser12, Ch. 8] leads to the following statement:
Conjecture 1.5 (Generalized Sato-Tate conjecture) Let A be an abelian variety
over Q, ST(A) its associated Sato-Tate group and µST the image on Conj(ST(A))
of the normalized Haar measure on ST(A). Then, the sequence {s(pi)}i≥0 ∈
Conj(ST(A)) is µST -equidistributed, where the characteristic polynomial of s(p)
is Lp(A, T ).
Nowadays this conjecture is an active topic in research. Up to now, it has been
proved for genus 1 curves and it has been possible to identify all possible Sato-Tate
groups that can arise in the genus 2 case ([FKRS12]), despite the conjecture has
not been proved yet in most of these cases. In the case of genus 3 and higher there
are cases where we are not even able to calculate the Sato-Tate group from Serre’s
recipe.
It is also known that the conjecture is true for CM abelian varieties despite the
distributions have not been specified for every case ([Joh13]). In this line it has
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however been stated the distribution for those CM curves that arise as quotients of
the Fermat curve ([FGL14]), as we will state in Section 1.4.1.
1.4. Computational methods
Since Sato-Tate conjecture and its generalized Conjecture 1.5 were born due to the
impact of computations, even for the cases one is able to give a proof, one usually
ends up testing the result; that is, checking that the normalized local factors are
µST -equidistributed numerically up to some bounded set of primes.
First of all we define the moment sequence of a distribution.
Let µ be a measure in I with respect to which a certain sequence {ap}p is equidis-
tributed. Then, on the one hand, for every integer n ≥ 0, the nth moment Mn[µ]
is by definition µ(ϕn), where ϕn is the function z 7→ zn. That is, we have
Mn[µ] =
∫
I
znµ(z) (1.2)
The measure µ is uniquely determined by its moment sequence Mn[µ].
However, if the sequence {ap}p is actually equidistributed, the following equality
must hold:
Mn[µ] = lim
x→∞
1
pi(x)
∑
p≤x
anp .
Then, when we want to numerically test the veracity of the Sato-Tate conjecture
for a given abelian variety and its corresponding Sato-Tate group we compute both
sequences and check whether they fit each other or not.
This process will be done for every different coefficient of the normalized local factor
with its corresponding measure in ST(A).
At least theoretically, the way to do these calculations is to compute NA(p
k) for
1 ≤ k ≤ g so that we can recover the coefficients of LSTp (A, T ) by applying Weil’s
conjectures. In some cases, other approaches are possible as the one introduced in
Section 2.4.2, due to the presence of complex multiplication.
1.4.1. The Sato-Tate conjecture for quotients of Fermat curves
In [FGL14] they face the Sato-Tate problem for the curves C`k of equation
v` = u(u + 1)`−k−1, 1 ≤ k ≤ ` − 2, which may be obtained as quotients of the
Fermat curve C` with equation y` = x` + 1. Along the paper it is proved that the
Conjecture 1.5 holds for Jac(C`k) under certain conditions on the pair (`, k).
Let us test numerically how the distribution of Lp(C
`
k, T ) fits the predicted measure.
In the cited article we can find the expected moment sequence of the distribution
of the first trace for several pairs (`, k).
The procedure to compute the corresponding moment sequences of the curves
through the computation of the local factors follows.
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(`, k) M2 M4 M6 M8
(5, 2) 1 9 100 1225
(7, 3) 1 15 310 7455
(11, 1) 1 27 1090 55195
(13, 2) 1 33 1660 106785
(13, 3) 3 243 24300 2679075
Table 1. Expected moment sequences obtained from the Sato-
Tate group ST(C`k). For n odd, one has Mn[µ] = 0.
It is important to recall that for p 6≡ 1 (mod l), x 7→ xl is an automorphism in Fp,
so NClk(p) = p+ 1. We will then focus on p ≡ 1 (mod l).
Since the computational complexity of additions is smaller than the one for multi-
plications, we will work with the logarithmic equation.
` log v = log u+ (`− k − 1) log(u+ 1) (1.3)
The idea is that, since F∗p is cyclic, we can find g a generator of F∗p such that for
every x ∈ F∗p, x = gk for some k ∈ Z/pZ. Then we will, in fact, think the equation
(1.3) modulo p.
Then, calculating NC`k(p) is reduced to the computation of the table of logarithms
of F∗p and for every x ∈ F∗p such that the right expression of (1.3) is multiple of l
we obtain l points in C`k. It is important to keep in mind that we must also count
the point at infinity (1 : 0 : 0) and the solutions with y = 0 6∈ F∗p, that are (0 : 0 : 1)
and (−1 : 0 : 1).
Applying this idea, the computation of NC`k(p) and therefore of the first coefficient
of the normalized local factor has a linear cost on p, because we have to iterate
on F∗p, so that the cost of calculating the moment sequence is exponential. More
details are given in Appendix A, and Table 2 shows the first experimental values
of Mn for p ≤ 227.
(`, k) M1 M2 M3 M4 M5 M6 M7 M8
(5, 2) −0.000 1.010 −0.002 9.084 −0.030 100.877 −0.366 1235.171
(7, 3) 0.000 0.999 0.000 14.979 0.011 309.265 0.722 7428.375
(11, 1) −0.000 0.999 −0.007 26.907 −0.203 1080.500 −3.930 54274.737
(13, 2) −0.000 1.001 0.004 32.948 0.376 1646.380 43.571 104860.429
(13, 3) −0.000 3.002 −0.026 243.122 −2.262 24306.084 −199.309 2679022.039
Table 2. Numerical moment sequences computed for p up to 227.

Chapter 2
An example for a CM Picard curve
Serre [Ser12] provides a vast generalization of the Sato-Tate conjecture, which is
known to be true for varieties with complex multiplication [Joh13]. As a down-to-
earth example, in this chapter we consider the Picard curve defined over Q given
by the affine model
C : y3 = x4 − x .
2.1. Introduction
One easily checks that [0 : 1 : 0] is the unique point of C at infinite, and that
C has good reduction at all primes different from 3. The Jacobian variety of
C is absolutely simple and it has complex multiplication by the cyclotomic field
K = Q(ζ) where ζ is a primitive 9th root of unity (see [HN02]).
With the help of Sage, we compile information on the number of points that the
reduction of C has over finite fields of small characteristic:
p NC(p) NC(p
2) NC(p
3)
2 3 5 9
5 6 26 126
7 8 50 365
11 12 122 1332
13 14 170 2003
17 18 392 4914
19 14 302 6935
Table 1. Number of points NC(p
i).
Since C has genus 3, for every prime p of good reduction we get the local factor of
C at p as
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Lp(C, T ) =
6∑
i=0
biT
i =
6∏
i=1
(1− αiT )
which is determined by the three numbers NC(p), NC(p
2), NC(p
3) according to:
b0 = 1
b1 =NC(p)− (p+ 1)
b2 = (NC(p
2)− (p2 + 1) + b21)/2
b3 = (NC(p
3)− (p3 + 1)− b31 + 3b2b1)/3
b4 = pb2
b5 = p
2b1
b6 = p
3 .
For small primes one gets:
p Lp(C, T )
2 (1 + 2T 2)(1− 2T 2 + 4T 4)
5 (1 + 5T 2)(1− 5T 2 + 25T 4)
7 1 + 7T 3 + 343T 6
11 (1 + 11T 2)(1− 11T 2 + 121T 4)
13 1− 65T 3 + 2197T 6
17 (1 + 17T 2)3
19 1− 6T − 12T 2 + 169T 3 − 228T 4 − 2166T 5 + 6859T 6
Table 2. Local factors Lp(C, T ).
Even if for every such prime p all terms of the sequence
NC(p), NC(p
2), NC(p
3), . . . , NC(p
m), . . . (m ≥ 1)
are determined by the first three, we have already seen in Section 1.4 that the
obtention of these first three can be a hard computational task as soon as the
prime p gets large. However, the presence of complex multiplication enables the
fast computation of the local factors Lp(C, T ) (see Section 2.4.2).
For future use, we introduce some notation. The ring of integers of K will be
denoted by O = Z[ζ], and the unit group O∗ ' Z/18Z × Z × Z has genera-
tors ε0 = −ζ2, ε1 = ζ4 − ζ3 + ζ, ε2 = ζ5 + ζ2 − ζ. Let σi denote the au-
tomorphism of Gal(K/Q) determined by σi(ζ) = ζi; one has that σ2 generates
the Galois group Gal(K/Q) ' (Z/9Z)∗. The unique ramified prime in K/Q is
3O = (1 + ζ + ζ4)6.
Since the Jacobian variety Jac(C) has complex multiplication, the work of Shimura
and Taniyama [ST61] ensures the existence of an ideal m of the ring of integers O
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and a Gro¨ssencharakter ψ : IK(m)→ C∗,
ψ(αO) =
∏
σ∈Φ∗
σα if α ≡ 1 (modm),
such that L(ψ, s) = L(C, s). The infinite type Φ∗ is the reflex of the CM-type Φ of
Jac(C). Up to a finite number of Euler factors, one has
L(ψ, s) =
∏
p
(
1− ψ(p) N(p)−s)−1 and L(C, s) = ∏
p
Lp(C, p
−s)−1 .
Hence, the local factor Lp(C, T ) can be obtained from the (monic) irreducible poly-
nomial of ψ(p) over Q according to
Lp(C, T ) = T
6 Irr(ψ(p), 1/T f ;Q)6/(fd) ,
where f is the residual class degree of p in K, and d = [Q(ψ(p)) : Q].
Lemma 2.1 There exists a Gro¨ssencharakter ψ : IK(m) → C∗ of conductor
m = (1 + ζ + ζ4)4 and infinite type Φ∗ = {σ1, σ5, σ7} = {σ02 , σ42 , σ52}.
Proof. It holds
ε180 ≡ 1 (mod m) , ε91 ≡ 1 (mod m) , ε32 ≡ 1 (mod m) .
Moreover, one readily checks that εa0ε
b
1ε
c
2 ≡ 1 (modm) if and only if
(a, b, c) ≡ (0, 0, 0), (2, 1, 2), (4, 2, 1),
≡ (6, 3, 0), (8, 4, 2), (10, 5, 1),
≡ (12, 6, 0), (14, 7, 2), (16, 8, 1),
mod (18, 9, 3), respectively. Now an easy computation case-by-case shows that if
εa0ε
b
1ε
c
2 ≡ 1 (mod m), then ∏
σ∈Φ∗
σ(εa0ε
b
1ε
c
2) = 1 .
By using that K has class number one, we define ψ(p) over prime ideals p of O as
follows. First we find a generator of p = (α), and then search for
εa0ε
b
1ε
c
2α ≡ 1 (mod m)
with 0 ≤ a < 18, 0 ≤ b < 9, and 0 ≤ c < 3. The existence of such triple (a, b, c) is
guaranteed by the fact that (α,m) = 1 and the classes of the 486 possible products
εa0ε
b
1ε
c
2 exhaust the all the elements in (O/m)∗. It follows that
ψ(p) =
∏
σ∈Φ∗
σ(εa0ε
b
1ε
c
2α)
is well-defined. Finally, one extends ψ over all ideals prime to m multiplicatively.
An argument along the same lines shows the non existence of a Gro¨ssencharakter
of K of modulus (1 + ζ + ζ4)i for i < 4. Thus, ψ has conductor m. uunionsq
Proposition 2.2 Let ψ be the above Gro¨ssencharakter. Then, one has
L(C, s) = L(ψ, s) .
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p ψ(p) Lp(C, T ) = T 6 Irr(ψ(p), 1/T f ;Q)6/(fd)
5 −5 (1 + 5T 2)(1− 5T 2 + 25T 4)
7 −3ζ3 − 2 1 + 7T 3 + 343T 6
11 −1331 (1 + 11T 2)(1− 11T 2 + 121T 4)
13 3ζ3 + 4 1− 65T 3 + 2197T 6
17 2ζ5 + ζ4 + ζ2 − ζ + 1 (1 + 17T 2)3
19 −ζ4 − 2ζ3 − 2ζ 1− 6T − 12T 2 + 169T 3 − 228T 4 − 2166T 5 + 6859T 6
23 −23 (1 + 23T 2)(1− 23T 2 + 529T 4)
29 −29 (1 + 29T 2)(1− 29T 2 + 841T 4)
31 6ζ3 + 1 1 + 124T 3 + 29791T 6
37 ζ5 − ζ3 + 2ζ2 − 1 1− 6T + 42T 2 − 47T 3 + 1554T 4 − 8214T 5 + 50653T 6
Table 3. Values of the Gro¨ssencharaker ψ.
Proof. For every prime p in I(m), let Fp = O/p be the residue field of p, N(p)
stands for its norm, and we consider the character χp : F∗p → K∗ such that
χp(x) ≡ x(N(p)−1)/9 (mod p) ,
that we extend by χp(0) = 0. By Hasse [Has54], the Jacobi sum
J(p) := −
∑
x∈Fp
χ3p(x)χp(1− x)
is uniquely determined by the three properties:
(i) |J(p)| = √N(p) ;
(ii) J(p) ≡ 1 (modm) ;
(iii) J(p)O = (p · pσ42 · pσ52 ) .
One the one hand, it is easy to check that ψ(p) satisfies (i), (ii), and (iii). On the
other hand, Holzapfel and Nicolae [HN02] show that for a primer power q such
that q 6≡ 1 (mod 9) one has NC(q) = q + 1, while for q ≡ 1 (mod 9) it follows
NC(p) = N(p) + 1− TrK/Q(J(p)) ,
and thus the claim follows. uunionsq
Three remarks are in order. The Gro¨ssencharakter ψ satisfies σψ(p) = ψ(σp) for
every prime ideal p and σ ∈ Gal(K/Q). The L-function of the curve C over K
satisfies
L(CK , s) =
∏
σ∈Gal(K/Q)
L( σψ, s) = L(C, s)6 .
The CM-type of Jac(C) is Φ = {σ2, σ4, σ8}, the reflex of Φ∗.
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2.2. The Sato-Tate group ST(C)
For every prime p 6= 3, consider the normalized local factors of C,
LSTp (C, T ) = Lp
(
C,
T√
p
)
.
Since they are monic, palindromic with real coefficients, roots lying in the unit
circle and Galois stable, one can think of them as the characteristic polynomials of
(conjugacy classes of) matrices in the unitary symplectic group
USp(6,C) = {M ∈ GL(6,C) : M−1 = J−1M tJ = M∗} ,
where M∗ denotes the complex conjugate transpose of M , and J denotes the skew-
symmetric matrix
J =

0 1 0 0 0 0
−1 0 0 0 0 0
0 0 0 1 0 0
0 0 −1 0 0 0
0 0 0 0 0 1
0 0 0 0 −1 0

.
Roughly, the Sato-Tate group attached to C is defined to be a compact subgroup
ST(C) ⊆ USp(6,C) such that the characteristic polynomials of the matrices in
ST(C) match well with the normalized local factors LSTp (C, T ), in the sense that
the distribution of LSTp (C, T ), as p varies, agrees with the Haar measure of ST(C)
projected on the set of its conjugacy classes.
In analogy with Galois theory, the presence of some extra structure on C gives
rise to proper subgroups of the symplectic group; moreover, the distribution of
LSTp (C, T ) can be viewed as a generalization of the classical Chebotarev distribution.
Serre ([Ser12]) proposes a vast generalization of the Sato-Tate conjecture (born for
elliptic curves) giving a precise recipe for ST(C). In this section, we calculate the
Sato-Tate group ST(C) for our Picard curve C.
Proposition 2.3 Up to conjugation in USp(6,C), the Sato-Tate group of C is
ST(C) =
〈

u1
u1
u2
u2
u3
u3

,

0 0 1 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1
0 −1 0 0 0 0
1 0 0 0 0 0

, |ui| = 1
〉
In particular, there is an isomorphism ST(C) ' U(1)3 o (Z/9Z)∗.
Proof. The recipe of Serre in [Ser12] is as follows. Fix an auxiliary prime ` of
good reduction (say ` > 3), and fix an embedding ι : Q` ↪→ C. Let
ρ` : Gal(Q/Q)→ GL(V`(Jac(C))) ' GL(6,Q`)
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be the `-adic Galois representation attached to the `-adic Tate module of the Ja-
cobian variety of C. Denote by G the Zariski closure of the image ρ`(Gal(Q/Q)),
and let G1 be the Zariski closure of G∩Sp6(Q`), where Sp6 denotes the symplectic
group. By definition, the Sato-Tate group ST(C) is a maximal compact subgroup
of G1⊗ιC. In general, one hopes that this construction does not depend on ` and ι,
and this is the case for our Picard curve C. Indeed, since the CM-type of Jac(C) is
non-degenerate then the twisted Lefschetz group TL(C) satisfies G1 = TL(C)⊗Q`
for all primes ` (see [FGL14, Lemma 3.5]). Recall that the twisted Lefschetz group
is defined as
TL(C) =
⋃
τ∈Gal(Q/Q)
L(C)(τ) ,
with L(C)(τ) = {γ ∈ Sp6(Q) : γαγ−1 = τ(α) for all α ∈ End(Jac(C)Q) ⊗ Q},
where Jac(C)Q denotes the base change to Q. Here, α is seen as an endomorphism
of H1(Jac(C)C,Q). The reason why the CM-type of Jac(C) is non-degenerate is
due to the fact that Φ∗ is simple and dim Jac(C) = 3 (see [Kub65, Rib81]);
alternatively, one checks that the Z-linear map:
Z[Gal(K/Q)]→ Z[Gal(K/Q)], σa 7→
∑
σb∈Φ
σ−1b σa
has maximal rank 1 + dim(Jac(C)) = 4. Then, by combining [BGK03] and
[FKRS12, Thm.2.16(a)], it follows that the connected component of the identity
TL(C)0 satisfies
G01 = TL(C)
0 ⊗Q` = {diag(x1, y1, x2, y2, x3, y3) | xi, yi ∈ Q∗` , xiyi = 1} .
Thus, the connected component of the Sato-Tate group for C is equal to
ST(C)0 = {diag(u1, u1, u2, u2, u3, u3) : ui ∈ U(1)} ' U(1)3 .
According to [FKRS12, Prop. 2.17], it also follows that the group of components
of ST(C) is isomorphic to Gal(K/Q). We claim that ST(C) = ST(C)0o 〈γ〉, where
γ =

0 0 1 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1
0 −1 0 0 0 0
1 0 0 0 0 0

.
To this end, we consider the automorphism of the Picard curve C determined by
α(x, y) = (ζ6x, ζ2 y). We still denote by α the induced endomorphism of Jac(C).
Under the basis of regular differentials of Ω1(C):
ω1 =
dx
y2
, ω2 =
dx
y
, ω3 =
xdx
y2
,
the action induced is given by α∗(ω1) = ζ2ω1, α∗(ω2) = ζ4ω2, α∗(ω3) = ζ8ω3.
By taking the symplectic basis of H1(Jac(C)C,C) corresponding to the above basis
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(with respect to the skew-symmetric matrix J), we get the matrix
α =

ζ2 0 0 0 0 0
0 ζ
2
0 0 0 0
0 0 ζ4 0 0 0
0 0 0 ζ
4
0 0
0 0 0 0 ζ8 0
0 0 0 0 0 ζ
8

.
One checks that the matrix γ satisfies
γαγ−1 = σ2α ,
which implies that γ ∈ TL(σ2). Hence, γ belongs to ST(C); finally, a short com-
putations shows that γ6 = − Id ∈ ST(C)0, but γi is not in ST(C)0 for 1 ≤ i < 6.
uunionsq
Remark 2.4. For future use, we compute the shape of the characteristic polyno-
mials in each component of the Sato-Tate group. To this end, we take a random
matrix
U = diag(u1, u1, u2, u2, u3, u3)
in the connected component ST0(C), and we get:
ST0(C) · Id : ∏3i=1(T − ui)(T − ui)
ST0(C) · γ : T 6 + 1
ST0(C) · γ2 : T 6 + (u1u2u3 + u1u2u3)T 3 + 1
ST0(C) · γ3 : (T 2 + 1)3
ST0(C) · γ4 : T 6 − (u1u2u3 + u1u2u3)T 3 + 1
ST0(C) · γ5 : T 6 + 1 .
Remark 2.5. As a consequence of [FKRS12, Prop. 2.17], we also obtain that, for
every subextension K/K ′/Q, one has ST(CK′) = ST(C)0 o 〈γ[K′:Q]〉, where CK′
denotes the base change C ⊗Q K ′.
2.3. Sato-Tate distribution
A general strategy to prove the expected distribution is due to Serre [Ser98]. For
every irreducible representation φ : ST(C) → GLm(C), one needs to consider the
L-function
L(φ, s) =
∏
p 6=3
det(1− φ(xp)p−s)−1 ,
where xp =
1√
pρ`(Frobp) ∈ ST(C), and then show that L(φ, s) is invertible, in the
sense that it has meromorphic continuation to Re(s) ≥ 1 and it holds
L(φ, 1) 6= 0 .
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Proposition 2.6 The Picard curve C : y3 = x4 − x satisfies the generalized
Sato-Tate conjecture. More explicitly, let {pi}i≥1 be an ordering by norm of the
primes in K not dividing 3, with N(pi) = p
fi
i . Then the sequence{(
σ2ψ(pi)√
N(pi)
,
σ4ψ(pi)√
N(pi)
,
σ8ψ(pi)√
N(pi)
, pi
)}
i≥1
⊆ U(1)3 o (Z/9Z)∗ ' ST(C)
is equidistributed over U(1)3 o (Z/9Z)∗ with respect to the Haar measure.
Proof. The irreducible representations of ST(C) ' U(1)3 o (Z/9Z)∗ can be de-
scribed as follows (see [Ser77, §8.2]). For every triple b = (b1, b2, b3) in Z3, we
consider the irreducible character of U(1)3 given by
φb : U(1)
3 → C∗ , φb(u1, u2, u3) =
3∏
i=1
ubii ,
and let
Hb = {h ∈ (Z/9Z)∗ : φb(u1, u2, u3) = φb( h(u1, u2, u3))} .
The action of (Z/9Z)∗ on U(1)3 is given by conjugation through powers of the
matrix γ; more precisely, for the generator g = 2 of (Z/9Z)∗ we have g(u1, u2, u3) =
(u2, u3, u1) since
γ

u1
u1
u2
u2
u3
u3

γ−1 =

u2
u2
u3
u3
u1
u1

.
An easy computation shows that Hb = 〈2〉 or 〈23〉 if and only if b = (0, 0, 0), while
Hb = 〈22〉 for b = (b1,−b1, b1), and Hb is trivial otherwise. Then, one has that
φb(u1, u2, u3, h) =
3∏
i=1
ubii
is a character of H := U(1)3 oHb. By [Ser77, Prop. 25] every irreducible repre-
sentation of G := U(1)3 o (Z/9Z)∗ is of the form θ := IndGH(φb ⊗ χ), where χ is
a character of Hb that may be viewed as a character of H by composing with the
projection H → Hb.
Let θ = IndGH(φb⊗χ) be an irreducible representation of U(1)3o (Z/9Z)∗ as above.
If we denote the sequence by
xp
i
=
(
σ2ψ(pi)√
N(pi)
,
σ4ψ(pi)√
N(pi)
,
σ8ψ(pi)√
N(pi)
, pi
)
∈ U(1)3 o (Z/9Z)∗ ,
our claim is equivalent to show that the corresponding L-function
L(θ, s) =
∏
i≥1
(1− det(θ(xp
i
))p−si )
−1
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is invertible provided that (b1, b2, b3) 6= (0, 0, 0). Assume first that Hb is trivial.
Then, also χ is trivial and one has
L(θ, s) = L(φb, s) =
∏
i≥1
(
1−
σ2ψ(pi)
b1 σ4ψ(pi)
b2 σ8ψ(pi)
b3√
N(pi)
b1+b2+b3
)
.
This can be seen as the L-function of the unitarized Gro¨ssencharakter
Ψ :=
σ2ψ(·)b1 σ4ψ(·)b2 σ8ψ(·)b3
N(·)(b1+b2+b3)/2
Under our assumption (b1, b2, b3) 6= (0, 0, 0) and by using the factorization of
ψ(p)O into prime ideals (see property (iii) in the proof of Proposition 2.2), an
easy computation shows that Ψ is non-trivial. Hecke showed [Hec20] that the
L-function of a non-trivial unitarized Gro¨ssencharkter is holomorphic and nonvani-
shing for Re(s) ≥ 1. In the remaining case, that is for Hb of order 3, one gets
L(Ψ, s) = L(θ, s)3 and the claim also follows by the same argument. uunionsq
From Proposition 2.6 and Remark 2.5, it follows immediately:
Proposition 2.7 Let f be the residual class degree of a prime p > 3 in K. Then,
one has:
(i) If f = 6, then Lp(C, T ) = (1 + pT
2)(1− pT 2 + p2T 2).
(ii) If f = 2, then Lp(C, T ) = (1 + pT
2)3.
(iii) If f = 3, then Lp(C, T ) = 1 + b3T
3 + p3T 6 where the central coefficient is
b3 = (NC(p
3)− (p3 + 1))/3.
(iv) If f = 1, then Lp(C, T ) is irreducible in Q[T ].
2.4. The moment sequences
In this section we will compute the moment sequences in two independent ways,
one for the Sato-Tate group and the other one by computing the actual local factors
of our curve, so that we can numerically check the conjecture proved at Proposi-
tion 2.6.
From now on, we shall denote by a1(p), a2(p), a3(p) the higher traces according to
LSTp (C, T ) = 1 + a1(p)T + a2(p)T
2 + a3(p)T
3 + a2(p)T
4 + a1(p)T
5 + T 6 .
Recall that due to the Weil’s conjectures, we know that
a1(p) ∈ [−6, 6] , a2(p) ∈ [−15, 15] , a3(p) ∈ [−20, 20] .
In general, for the characteristic polynomial of a matrix of USp(6) we will similarly
denote
P (T ) = 1 + a1T + a2T
2 + a3T
3 + a2T
4 + a1T
5 + T 6 .
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2.4.1. The distribution of ST (C)
For each i in {1, 2, 3}, let µi denote the projection on the interval Ii = [−
(
6
i
)
,+
(
6
i
)
]
obtained from the Haar measure of the Sato-Tate group ST(C) ' U(1)3o (Z/9Z)∗.
In general it is difficult to obtain the explicit distribution function, but because
of the isomorphism stated in Proposition 2.3, we can easily compute the moment
sequence of the Sato-Tate measure.
Similarly as in [FGL14] we shall split each measure as a sum of its restrictions to
each component of ST(C)◦ · γk, where 0 ≤ k ≤ 5.
Therefore one has
µi =
1
6
∑
0≤k≤5
kµi , Mn[µi] =
1
6
∑
0≤k≤5
Mn[
kµi]
so we can compute the moments Mn[
kµi] separately for every k and then get the
total moments Mn[µi]. To easy notation, we shall denote the moment sequences by
M [µi] := (M0[µi],M1[µi],M1[µi], . . . ,Mn[µi], . . . ) ,
and similarly for every M [ kµi].
Case k = 1, 5: In this case, according to Remark 2.4 one has that P (T ) = T 6 + 1,
so that
a1 = a2 = a3 = 0 .
Hence,
Mn[
kµ1] = Mn[
kµ2] = Mn[
kµ3] = 0 for all n ≥ 1 .
Case k = 2, 4: In this case, we have
P (T ) = T 6 ± (u1u2u3 + u1u2u3)T 3 + 1 .
So that a1 = a2 = 0. Hence, it follows that
Mn[
kµ1] = Mn[
kµ2] = 0 for all n ≥ 1 .
To get the distribution of the third trace we can realize that, since u1, u2, and u3
are independent elements of U(1), the distribution of a3(p) will correspond to the
distribution of α := u+ u for u ∈ U(1), and hence its associated moment sequence
is
M [ kµ3] = (1, 0, 2, 0, 6, 0, 20, 0, . . . ) .
Case k = 3: In this case, one has P (T ) = (1 + T 2)3, so that we have a1 = a3 = 0,
while a2 = 3. Hence, we obtain
Mn[
3µ1] = Mn[
3µ3] = 0 , Mn[
3µ2] = 3
n for all n ≥ 1 .
Case k = 0: In this case one has that P (T ) =
∏3
i=1(T − ui)(T − ui). If we develop
this expression we get the following coefficients, where as above αi stands for the
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sum of ui and its complex conjugate:
a1 =α1 + α2 + α3 ,
a2 = 3 + α1α2 + α2α3 + α1α3 ,
a3 = 2α1 + 2α2 + 2α3 + α1α2α3.
(2.4)
To get the sequences we proceed as follows. Recall that if X and Y denote inde-
pendent random variables, then Mn[X] = E(X
n), E(X + Y ) = E(X) +E(Y ), and
E(XY ) = E(X)E(Y ). Hence, one has
Mn[X + Y ] = E((X + Y )
n) =E
(
n∑
k=0
(
n
k
)
XkY n−k
)
=
n∑
k=0
(
n
k
)
E(Xk)E(Y n−k)
=
n∑
k=0
(
n
k
)
Mk[X]Mn−k[Y ] .
Since we know that M [α] := M [αi] = (1, 0, 2, 0, 6, 0, 20, 0, . . . ) for i = 1, 2, 3, one
gets:
Mn[
0µ1] =
∑
a+b+c=n
(
n
a, b, c
)
Ma[α]Mb[α]Mc[α],
Mn[
0µ2] =
∑
a+b+c+d=n
(
n
a, b, c, d
)
3aMb+d[α]Mb+c[α]Mc+d[α] ,
Mn[
0µ3] =
∑
a+b+c+d=n
(
n
a, b, c, d
)
2a+b+cMa+d[α]Mb+d[α]Mc+d[α].
Therefore we obtain the sequences:
M [ 0µ1] =(1, 0, 6, 0, 90, 0, 1860, . . . ),
M [ 0µ2] =(1, 3, 21, 183, 1845, . . . ),
M [ 0µ3] =(1, 0, 32, 0, 4920, 0, 1109120, . . . ).
We can summarize the above results in the following proposition.
Proposition 2.8 With the above notations, the first moments of the three traces
of the characteristic polynomials of conjugacy classes are as follows, depending on
the connected component they belong to.
(i) First trace:
M [ kµ1] =
{
(1, 0, 0, . . . ) if k = 1, . . . , 5 ;
(1, 0, 6, 0, 90, 0, 1860, . . . ) if k = 0 .
The moments of a1 are M [µ1] = (1, 0, 1, 0, 15, 0, 310, . . . ).
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(ii) Second trace:
M [ kµ2] =

(1, 0, 0, . . . ) if k = 1, 2, 4, 5 ;
(1, 3, 9, 27, . . . ) if k = 3 ;
(1, 3, 21, 183, 1845, . . . ) if k = 0 .
The moments of a2 are M [µ2] = (1, 1, 5, 35, 321, . . . ).
(iii) Third trace:
M [ kµ3] =

(1, 0, 0, . . . ) if k = 1, 3, 5 ;
(1, 0, 2, 0, 6, 0, 20, 0, . . . ) if k = 2, 4 ;
(1, 0, 32, 0, 4920, 0, 1109120, . . . ) if k = 0 .
The moments of a3 are M [µ3] = (1, 0, 6, 0, 822, 0, 184860, 0 . . . ).
2.4.2. The numerical sequences for C
Once we have computed the theoretical moment sequences from the Sato-Tate group
ST(C), we wish to compute for every prime (up to some bound) its associated
normalized local factor LSTp (A, T ) to get the corresponding traces a1(p), a2(p) and
a3(p) and, since a distribution is uniquely determined by the moment sequence, do
the experimental equidistribution matching.
The Gro¨ssencharakter ψ attached to the Picard curve C permits us to perform
numerical experimentation for primes p ≤ 226 and we display the data obtained:
a1 a2 a3
n Mn[µ1] Mn[µ1]≤226 Mn[µ2] Mn[µ2]≤226 Mn[µ3] Mn[µ3]≤226
0 1 1 1 1 1 1
1 0 −0.000 1 0.999 0 −0.000
2 1 0.998 5 4.991 6 5.984
3 0 −0.005 35 34.868 0 −0.147
4 15 14.946 321 319.058 822 815.937
5 0 −0.151
6 310 308.160
Table 4. Numerical moment sequences computed for p up to 226.
We include graphics to display the histograms (for primes up to p ≤ 226) showing
the nondiscret components of the three distributions µi. More details in both the
algorithm used to obtain this data and to find the graph of the distribution are
given in Appendix B.
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Fig. 1. Histogram of the first trace for primes p ≡ 1 (mod9).
Fig. 2. Histogram of the second trace for primes p ≡ 1 (mod 9).
Fig. 3. Histogram of the third trace for primes p ≡ 1 (mod 9).
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Fig. 4. Histogram of the third trace for primes p ≡ 4, 7 (mod 9).
Appendix A
Computing the moment sequence of
quotients of Fermat curves
Before working on the curve C : y3 = x4 − x, I started to study the Sato-Tate
conjecture through a computational collaboration with the authors of [FGL14].
For that reason, I have decided to include in this appendix the code used to compute
the moment sequence of the first trace for the quotients of the Fermat curves C`k :
y` = x(x+1)`−k−1. The algorithm follows the procedure explained in Section 1.4.1,
and now we will introduce more technical details.
The main problem faced when working in this program is that our procedure to
compute the first trace a1(p) goes through all the elements in Fp. That makes the
complexity exponential, and to be able to go up to a good enough value despite the
complexity, we have to work with a parallelized implementation.
The key when parallelizing a procedure is to be sure that all the threads (lines
of work) have an equivalent amount of work. In this case we take advantage of
Dirichlet theorem on arithmetic progressions so that we work with as many threads
as φ(N) for some N coprime to the given `, and thanks to that theorem we can
claim that the threads are equilibrated. In particular, we match every thread i to
an element xi in Z/NZ, and therefore the ith thread takes care of those primes
that hold
p ≡ xi (mod N)
p ≡ 1 (mod 2`) .
Because of the Chinese reminder theorem, we have that, if s · 2` + t · N = 1, the
primes in the ith thread satisfy
p ≡ 1 + (xi − 1)s2` (mod 2lN).
Once we get this, we simply use the already programmed libraries givaro and
primecount to obtain respectively a generator of the finite field and the value of
pi(x) for a given x ∈ N.
The explicit code follows:
#include <iostream>
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#include <stdlib.h>
#include <time.h>
#include <cmath>
#include <vector>
#include <givaro/givintprime.h>
#include <givaro/givtimer.h>
#include <givaro/givintnumtheo.h>
#include <givaro/givinit.h>
#include <primecount.h>
#include <primesieve.hpp>
#include <mpi/mpi.h>
// run with: time mpirun -np phi(N) ./mmpi N
// Example: time mpirun -np 40 ./mmpi 41
using namespace std;
using namespace Givaro;
using namespace primecount;
typedef long long ll;
typedef vector<int> VE;
typedef long double ud;
// Given two prime numbers, computes the modulo a%p if needed.
inline int mod(ll a, int p) {
return (a < p ? a : a%p);
}
//Given (a,b) returns the bezout coefficients (s,t),
//i.e. such that a*s + b*t = gcd(a,b)
pair<int,int> bezout(int a, int b) {
//we will give them sorted, i.e a > b
if (b > a) return pair<int,int>(0,0);
int rnow = b, rlast = a;
int q;
int snow = 0, slast = 1;
int tnow = 1, tlast = 0;
int auxnext;
while (rnow != 0) {
q = rlast/rnow;
auxnext = rlast - q*rnow;
rlast = rnow;
rnow = auxnext;
auxnext = slast - q*snow;
slast = snow;
snow = auxnext;
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auxnext = tlast - q*tnow;
tlast = tnow;
tnow = auxnext;
}
return pair<int,int>(slast, tlast);
}
//Given a pair (l,k) defining the curve, a prime p and
//g a generator of F_p, computes the number of points
//over the finite field.
int Np(int l, int k, int p, int g) {
if (p % l != 1) return p + 1;
int P=1;
VE LOG(p-1, 0);
for (int m = 1; m < p; ++m) {
P = mod(ll(P)*g,p);
LOG[P-1] = m;
}
int S = 0;
for (int v = 1; v < p-1; ++v)
if ((LOG[v-1] - (k + 1)*LOG[v])%l == 0) S++;
return (S*l + 3);
}
int main(int argc, char *argv[]) {
//Some code to parallelize the procedure.
int mynode, totalnodes;
MPI_Init(&argc,&argv);
MPI_Comm_size(MPI_COMM_WORLD, &totalnodes); // get totalnodes
MPI_Comm_rank(MPI_COMM_WORLD, &mynode); // get mynode
if (argc != 2) cout << "Use: moments(N)" << endl;
else {
cout.precision(20);
//pairs (l,k) of the quotient of the Fermat curves
const int l[6] = {13, 5, 7, 7, 11, 13};
const int k[6] = {3, 2, 2, 3, 1, 2};
const int top[5] = {20, 21, 22, 23, 24};7
//modulo for the arithmetic progression
//that defines the threads
int N = atoi(argv[1]);
//vectors that will keep the moment evolution.
ud p_mom[12] = {0,0,0,0,0,0,0,0,0,0,0,0} ,
mom[12] = {0,0,0,0,0,0,0,0,0,0,0,0} ;
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for(int loop = 0; loop < 6; ++loop) {
clock_t tStart = clock();
if (mynode == 0)
cout << endl << endl << "Corba amb l=" << l[loop]
<< " i k=" << k[loop] << ":" << endl;
VE a(totalnodes);
int j = 0;
for (int i = 1; i<N; ++i) {
if (gcd(i,N)==1) {
if (j >= totalnodes) {
cout << "error! N is not right" << endl;
return 0;
}
else {
a[j] = i;
++j;
}
}
}
if (j != totalnodes) {
cout << "error! N is not right" << endl;
return 0;
}
// Computes the bezout identity for l and N
int x = (2*l[loop] < N ? bezout(N, 2*l[loop]).second :
bezout(2*l[loop], N).first);
IntPrimeDom IP;
IntPrimeDom::Element p;
IntNumTheoDom<> IPP;
IntNumTheoDom<>::Element pr,g;
unsigned int r = 5;
//Defines the distribution of the elements among
//the threads
int start = 1 + (a[mynode] -1)*x*2*l[loop];
int jump = 2*l[loop]*N;
for(int pot=0; pot < 5; ++pot) {
int max = (1<<top[pot]);
for(int j = start; j < max; j+=jump) {
p = IntPrimeDom::Element(j);
if (IP.isprime(p,(int)r)) {
pr = IntNumTheoDom<>::Element(j);
IPP.prim_elem(g, pr);
ll np = Np(l[loop],k[loop],int(pr),int(g));
for(int i = 0; i<12; ++i)
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p_mom[i] +=
powl(ud(np - j - 1)/sqrtl(ud(j)), i+1);
}
}
MPI_Reduce(&p_mom,&mom,12,MPI_LONG_DOUBLE,
MPI_SUM,0,MPI_COMM_WORLD);
//Keep track of the results obtained
if(mynode == 0) {
int pi = pi_meissel(max);
cout << "2^"<< top[pot] << " = " << max << ": " << endl;
for (int i = 0; i<12; ++i)
cout << "Moment " << i+1 << " is "
<< mom[i]/pi << endl;
cout << mynode << " out of " << totalnodes
<< ". Time spent: "
<< (double)(clock() - tStart)/CLOCKS_PER_SEC
<< "s" << endl;
mom[12] = {0,0,0,0,0,0,0,0,0,0,0,0};
}
}
}
}
MPI_Finalize();
}

Appendix B
Computations of the Picard curve
y3 = x4 − x
B.1. The numerical moment sequence
The main tool that we use when computing the moment sequences for C iss the
structure that the complex multiplication gives us. The idea is to find the local
factors using the equality with the polynomial given by the Gro¨ssencharakter that
we have constructed in Section 2.1.
Thanks to the build-in functions in Sage, we can compute ψ(p) for every p associ-
ated to the given prime p and therefore, because of the equality
Lp(C, T ) = T
6 Irr(ψ(p), 1/T f ;Q)6/(fd) ,
we can obtain the higher traces of Lp(C, T ).
With the following code we can obtain the list of traces for every prime up to a
given bound, and later with basic vector manipulation though Matlab, obtain the
moment sequences and histograms above.
Q.<x> = PolynomialRing(QQ)
K.<z> = CyclotomicField(9)
OK = K.ring_of_integers()
G = K.galois_group()
sigma = G.gen()^5
Phi = [sigma^1, sigma^2, sigma^3]
m = (3*OK).factor()[0][0]^4
# We define the generator of the chosen ideal.
[eps0,eps1,eps2] = K.unit_group().gens_values()
#Given a primer p, this functon computes its local factor
def LFactor(p):
P = (p*OK).factor()[0][0]
alpha = P.gens_reduced(proof=None)[0]
for a in range(18):
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for b in range(9):
for c in range(3):
beta = eps0^a*eps1^b*eps2^c*alpha
if (beta-1) in m:
pol(x) = (sigma(beta)*(sigma^2)(beta)
*(sigma^3)(beta)).minpoly()
f = P.residue_class_degree()
d = pol(x).degree(x)
Lp(x) = x^6*pol(1/x^f)^(6/(f*d))
return Lp(x).expand()
#Using the parallelized methods in Sage, we compute the list of
local factors.
@parallel
def LFactorlist(plist):
return [[p,LFactor(p)] for p in plist]
#Computes the higher traces of the local factors for all primes
congruent to a elements in L such that bot < p < top
def traces(bot,top, L):
inp = [[] for i in range(4)]
for p in prime_range(bot,top):
if p%9 in L:
inp[p%5-1].append(p)
V = LFactorlist(inp)
lis = [[],[],[]]
for v in V:
for f in v[1]:
p = f[0]
pol = f[1].expand()
sq = sqrt(p).n()
for ith in [1,2,3]:
ap = pol.coeff(x^ith)/(sq^ith)
lis[ith-1].append([ap,p])
return lis
B.2. The graph of the expected distribution
To obtain the graph of the distributions for the traces a1(p), a2(p) and a3(p) for
primes p ≡ 1 (mod 9), we will proceed in a similar way as with the moment
sequences. In these cases, as seen in (2.4), the higher traces can be written as a
function depending on three variables with a known distribution:
fαi(t) =
1
pi
√
4− t2
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Let Fα be the joined distribution of these three variables:
Fα(t1, t2, t3) =
1
pi3
√
(4− t21)(4− t22)(4− t23)
.
Then, consider a = g(α1, α2, α3) the equation that gives us the dependence among
the variables. Then, the density function of a is ([Wik14])
fa(t) =
∫
t=g(t1,t2,t3)
Fα(t1, t2, t3)√
∂g
∂t1
(t1, t2, t3)2 +
∂g
∂t2
(t1, t2, t3)2 +
∂g
∂t3
(t1, t2, t3)2
dV .
Therefore it is enough to develop this expression for every case in (2.4) and nu-
merically calculate, with Matlab, a list of points with their images by doing the
corresponding integral.
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