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Abstract
We consider the strong convergence of the numerical methods for solving stochastic subdiffusion problem
driven by an integrated space-time white noise. The time fractional derivative is approximated by using
the L1 scheme and the time fractional integral is approximated with the Lubich’s first order convolution
quadrature formula. We use the Euler method to approximate the noise in time and use the truncated
series to approximate the noise in space. The spatial variable is discretized by using the linear finite element
method. Applying the idea in Gunzburger et al. (Math. Comp. 88(2019), pp. 1715-1741), we express the
approximate solutions of the fully discrete scheme by the convolution of the piecewise constant function and
the inverse Laplace transform of the resolvent related function. Based on such convolution expressions of
the approximate solutions, we obtain the optimal convergence orders of the fully discrete scheme in spatial
multi-dimensional cases by using the Laplace transform method and the corresponding resolvent estimates.
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1. Introduction
In this paper, we will consider the numerical methods for solving the following stochastic time-fractional











, for 0 < t ≤ T, with u(0) = u0, (1)
where A : D(A) → H is an elliptic operator, with D(A) = H10 (D) ∩ H2(D) and D ⊂ Rd, d = 1, 2, 3 is
some regular domain. For example, we shall consider A = −∆ with ∆ the Laplacian and H10 (D) ∩H2(D)
denotes the standard Sobolev spaces. Here C0 D
α
t u(t) denotes the Caputo fractional derivative defined by,
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Since we are mainly interested in the error estimates induced by the stochastic perturbation, for sim-




t u(t), α ∈ (0, 1) is the same as the Riemann-Liouville fractional derivative R0 Dαt u(t), α ∈ (0, 1).
For the elliptic operator A, we may assume that it satisfies the following resolvent estimate, with θ ∈
(π/2, π), see Lubich et al. [27], Thomée [38],
‖(zI +A)−1‖ ≤ C|z|−1 for z ∈ Σθ = {z 6= 0 : |arg z| < θ}, (2)
which implies that, with α ∈ (0, 1), see Yan et al. [36],
‖(zαI +A)−1‖ ≤ C|z|−α, ∀ z ∈ Σθ = {z 6= 0 : |arg z| < θ}. (3)
For example, we may choose A = −∆, D(A) = H10 (D) ∩H2(D), where ∆ denotes the Laplacian operator.





where βj(t), j = 1, 2, . . . denote the independent, identically distributed Brownian motions and {λj , ej}∞j=1
are the eigenpairs of the elliptic operator A.
Many application problems can be modeled by (1), for example, thermal diffusion in media with fractional
geometry [32], highly heterogeneous aquifer [1], underground environmental problems [16], random walks
[13], etc.
The existence, uniqueness and regularity of the deterministic time fractional partial differential equations
have been studied extensively, see Sakamoto and Yamamoto [33] and Jin et al. [17] and the references therein.
There are also many numerical methods for solving deterministic time fractional partial differential equation,
see, e.g., [25], [12], [41], [11], [10], [37], [17], [36], [20], [28], [31], [40], [42], [7], [34], [35], etc.
The SPDEs with fractional time derivative that we are going to study in this paper naturally arise from
the consideration of the heat equation in a material with thermal memory. The purpose of introducing
the noise term W (t) in the stochastic model (1) is to describe random effects on transport of particles
in medium with memory or particles subject to sticking and trapping [5]. Recently, there is increasing
interest for the studies of equation (1). Chen et al. [5] proved the existence and uniqueness of a solution
to a stochastic time-fractional PDE in both divergence and non-divergence forms. Mijena and Nane [29]
showed the existence and uniqueness of a continuous random field solution to a stochastic space-time-
fractional PDE, and more recently they [30] studied weak intermittency of the solution and the propagation
of intermittency front. Chen [3] analyzed the moments, Hölder continuity and intermittency of the solution
for one-dimensional nonlinear stochastic time-fractional diffusion, see also [9, 4]. Liu et al. [26] considered
the existence and uniqueness of the solution to (1) with the more general quasi-linear elliptic operator. Anh
et al. [2] investigated the weak-sense solution of a fractional-in-space and in-time stochastic PDE.
Let us review some numerical methods for solving stochastic fractional partial differential equation.
Kovács and Printems [22], [23] considerd the strong and weak convergence for solving stochastic volterra
intergal partial differential equation. Li et al. [24] considered the finite element method for solving stochastic
super-diffusion equation. Jin et al. [21] considered the numerical methods for stochastic time fractional
partial differential equation driven by integrated noise.
More recently, Gunzburger et al. [14], [15] considered the time discretization and the finite element
methods for solving stochastic integral-differential equations driven by space-time white noise. The time
fractional Riemann-Liouville derivative and the time fractional integral were approximated by using the first
order convolution quadrature formula. The approximate solution was expressed by using the convolution of
the piecewise constant function and the inverse Laplace transform of the resolvent related function and the
optimal convergence orders in multidimensional case were proved by using the Laplace transform method
and the resolvent estimates.
In this paper, we shall consider the numerical methods for solving stochastic time fractional partial
differential equation driven by integrated space-time white noise. We approximate the Caputo time fractional
2
derivative by using the L1 scheme and approximate the Riemann-Liouville fractional integral by using the
first order Lubich convolution quadrature formula. The space-time white noise is approximated by using the
Euler method in time and the truncated series in space. The spatial variable is approximated with a standard
finite element method. The approximate solution is expressed with the convolution of the piecewise constant
function and the inverse Laplace transform of the resolvent related function. Based on such convolution
expression of the approximate solution, we obtain the optimal error estimates in L2(Ω;L2(D)) norm by
using the Laplace transform method. Here Ω denotes the sample probability space.
The main contributions of the paper are as follows:
1. An L1 scheme for solving stochastic time-fractional partial differential equations is introduced.
2. A new expression of the approximate solution for stochastic time-fractional partial differential equation
is developed which is based on the convolution of the piecewise constant function and the inverse
Laplace transform of the resolvent related function.
3. The optimal error estimates for solving stochastic time fractional partial differential equations are
proved for high spacial dimensional problem with D ⊂ Rd, d = 1, 2, 3 and for both the white and the
trace class noises.
The paper is organized as follows. In Section 2, we consider the time discretization and the optimal
convergence rates are obtained in multidimensional case with respect to the time step size. In Section 3,
we consider the finite element method and the optimal convergence rates are obtained in multidimensional
case with respect to the space step size.
By C we denote a positive constant independent of the functions and parameters concerned, but not
necessarily the same at different occurrences. By c we denote a particular positive constant independent of
the functions and parameters concerned.
2. Time discretization









t f(t), for 0 < t ≤ T, with u(0) = 0, (5)
Taking the Laplace transform of (5), we have
zαû(z) +Aû(z) = z−γ f̂(z),
which implies that
û(z) = (zα +A)−1z−γ f̂(z).






ezt(zα +A)−1z−γ f̂(z) dz,
where Γ = {z : arg(z) = θ, θ ∈ (π/2, π), =(z) increases from −∞ to∞}.












Hence the solution of (5) can be written as
u(t) = (E ∗ f)(t) =
∫ t
0
E(t− s)f(s) ds. (6)
3
Let 0 = t0 < t1 < t2 < · · · < tN = T be a partition of [0, T ] and τ the time step size. We shall














k , k = 1, 2, . . . , n are defined by, see Jin et al. [18] and Yan et al. [36],
Γ(2− α)w(α)k =

1, for k = 0,
−2k1−α + (k − 1)1−α + (k + 1)1−α, for k = 1, 2, . . . , n− 1,
(k − 1)1−α − k1−α, for k = n.






















For the noise dW (t)dt term, we approximate it at t = tn by using the Euler method, that is,
dW (tn)
dt
≈ (W (tn)−W (tn−1))/τ.
Let un ≈ u(tn) denote the approximate solution of u(tn). We define the following time discretization

















k, n = 1, 2, . . . , with u0 = 0. (7)




























Denote the discrete Laplace transforms of the sequences {w(α)n }∞n=0, {w
(γ)




















τ−αw̃(α)(ζ)ũ(ζ) +Aũ(ζ) = τγw̃(γ)(ζ)f̃(ζ),
which implies that





























where Γτ = {z : z ∈ Γ, |=z| ≤ πτ }.
Denote z1 and z2 by
z1 = τ
−1(w̃(α)(e−τz))1/α and z2 = τ
−1(1− e−τz), (9)
where z1 and z2 are some suitable approximations of z ∈ Γτ . We then have
zα1 = τ
−αw̃(α)(e−τz), and z−γ2 = τ
γ(1− e−τz)−γ . (10)












We will prove that, in Lemma 2.1 below, un can be expressed as the convolution of the piecewise constant
function f̄(t) defined in (12) below and the inverse Laplace transform of the resolvent related function Eτ (t)




fn, t ∈ (tn−1, tn], n = 1, 2, . . . , N,
0, t > T = tN .
(12)





















































































nζn, where fn =
(
W (tn) −W (tn−1)
)



























−τz) dz = un,
5












we have the following lemma:




Eτ (tn − s)f̄(s) ds,
where Eτ (t) and f̄(t) are defined by (14) and (12), respectively.





Eτ (t− s)f̄(s) ds. (15)
It suffices to show that
un = v(tn),
which we will prove it now.
Taking the Laplace transform in (15), we get
v̂(ξ) = Êτ (ξ)
ˆ̄f(ξ), ∀ ξ ∈ Γ,





























































































































































which indeed is un by (13).
Together these estimates complete the proof of Lemma 2.1.

Let us now introduce the Isometry property Lemma which we will use frequently in the proof of the
error estimates below. Let L(H) be the space of bounded linear operators from H to H, and L02 =
HS(Q1/2(H), H) be the space of Hilbert-Schmidt operators from Q1/2(H) to H, i.e.,
L02 =
{











Let E denote the expectation. For ψ ∈ L02, the integral
∫ t
0
ψ(s) dW (s) is well defined in the sense of stochastic
integral [6, pp. 95] and the following isometry properties hold [6, pp. 101]:





∥∥∥2 = ∫ t
0
E‖ψ(s)‖2L02 ds, (19)












We next introduce some lemmas which we also need in the proofs of Theorems 2.8 and 3.1.
Lemma 2.3. Let λ > 0, we have
|(z + λ)−1| ≤ C(|z|+ λ)−1, ∀ z ∈ Σϕ = {z : | arg z| ≤ ϕ, ϕ ∈ (0, π)}. (21)
Proof: The proof of this lemma was given in [14, Lemma 3.3]. For completeness, we give the sketch of the
proof here.
Let ξ = −λ+ 0i. We have
|z − ξ| = |z + λ|.
For simplicity, we only consider the case ϕ ∈ (π/2, π). We now consider the triangle with three vertices z, 0
and ξ with interior angles wz, w0 and wξ at the three vertices, respectively. Assume that w0 ≥ π/2, we then
have
|z − ξ| ≥ |z|, and |z − ξ| ≥ |ξ| = λ,
which implies that















We then have, since w0 ≥ π − ϕ,
|z − ξ| = λ sinw0
sinwξ




|z − ξ| = λ sinw0
sinwz




|z + λ| = |z − ξ| ≥ sinϕ
2
(|z|+ λ).
Together these estimates complete the proof of Lemma 2.3.

Lemma 2.4. We have
‖(zα +A)−1‖HS ≤ C|z|−α|z|αd/4, ∀ z ∈ Σϕ with ϕ ∈ (0, π).
Proof: We will consider two cases for |z| > 1 and 0 < |z| ≤ 1.

























= I1 + I2,
where [a] denotes the integer part of a > 1 and we may split the summation
∑
into two parts since |z|s > 1
in this case.























dy ≤ C|z|s−s4/d. (22)

















|z|−2α ≤ C|z|−2α|z|s = C|z|s−2α. (23)
Choosing s > 0 such that s− s4/d = s− 2α, we have for |z| > 1, by (22) and (23),
‖(zα +A)−1‖2HS ≤ C|z|−2α|z|αd/2.
We now turn to the case 0 < |z| ≤ 1, we have, noting that −2α+ αd/2 < 0 for d < 4,









j−4/d ≤ C|z|0 ≤ C|z|−2α+αd/2.
Together these estimates complete the proof of Lemma 2.4.
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
We also need the following the Lemma for the approximations to z ∈ Γτ by z1 and z2 defined in (10).
Lemma 2.5. Let z1 and z2 be defined by (10). Then we have
|z1| ∼ |z|, ∀z ∈ Γτ , (24)
|z1 − z| ≤ Cτ2−α|z|3−α, ∀z ∈ Γτ , (25)
|z2| ∼ |z|, ∀z ∈ Γτ , (26)
|z2 − z| ≤ Cτ |z|2, ∀z ∈ Γτ , (27)
where |z1| ∼ |z|, ∀ z ∈ Γτ means that |z1| and |z| are equivalent on Γτ , that is, there exist positive constants
c1 and c2 such that c1|z1| ≤ |z| ≤ c2|z1|,∀ z ∈ Γτ .
Proof: (24) and (25) are proved in Yan et al. [36, (3.26), (3.27)] and (26) and (27) are proved in Gunzburger
et al. [14, (3.9), (3.10)].

Lemma 2.6. Let z1 and z2 be defined by (10). Then we have∥∥∥(zα +A)−1z−γ − (zα1 +A)−1z−γ2 zτezτ − 1∥∥∥HS ≤ Cτ |z|−α−γ+1(1 + (τ |z|)1−α)|z|αd/4, z ∈ Γτ .
Proof: We have ∥∥∥(zα +A)−1z−γ − (zα1 +A)−1z−γ2 zτezτ − 1∥∥∥HS









∥∥∥(zα1 +A)−1z−γ2 − (zα1 +A)−1z−γ2 zτezτ − 1∥∥∥HS
= I + II + III.
For I, we have, by mean value theorem, with z̄ lying between z and z1,





(−1)(z̄α +A)−2αz̄α−1z̄−γ + (z̄α +A)−1(−γ)z̄−γ−1
)
(z − z1).
Thus we get, by Lemmas 2.4, 2.5, and noting that z̄ and z are equivalent on Γτ , that is, |z̄| ∼ z for z ∈ Γτ ,





(−1)(z̄α +A)−2αz̄α−1z̄−γ + (z̄α +A)−1(−γ)z̄−γ−1
)
‖HS |z − z1|
≤ C‖zα +A)−1‖HS |z|−γ−1|z − z1| ≤ C|z|−α−γ−1|z|αd/4|z − z1|
≤ Cτ |z|−α−γ+1(τ |z|)1−α|z|αd/4. (28)
We now estimate II. By mean value theorem, we have, with z̄ lying between z and z1,
z−γ1 − z
−γ
2 = −γz̄−γ−1(z1 − z2).
Thus we obtain, by the Lemmas 2.4, 2.5,
II = ‖(zα1 +A)−1z
−γ
1 − (zα1 +A)−1z
−γ





≤ C‖(zα1 +A)−1‖HS |z|−γ−1|z1 − z2| ≤ C‖(zα1 +A)−1‖HS |z|−γ−1
(








Finally we have, by Lemmas 2.4, 2.5 and noting that |1− zτezτ−1 | ≤ C|τz| for z ∈ Γτ ,
III =
∥∥∥(zα1 +A)−1z−γ2 − (zα1 +A)−1z−γ2 zτezτ − 1∥∥∥HS = ∥∥∥(zα1 +A)−1z−γ2 (1− zτezτ − 1)∥∥∥HS
≤ C‖(zα1 +A)−1‖HS |z2|−γ |τz| ≤ Cτ |z|−α−γ+1|z|αd/4.
Together these estimates complete the proof of Lemma 2.6.

Lemma 2.7. Let z1 and z2 be defined by (10). We have∥∥[(zα1 +A)−1z−γ2 − (zα1 +Ah)−1z−γ2 Ph]ej∥∥ ≤ Ch2ε(|z|α + λj)−(1−ε)|z|−γ ,
for all ε ∈ [0, 1] and j = 1, 2, . . . ,M .
Proof: The proof is similar to the proof of Gunzburger et al. [14, Lemma 3.6]. We omit the proof here.

Now we introduce the following main theorem in this section.
Theorem 2.8. Let α+ γ > 1/2, α ∈ (0, 1), γ ∈ [0, 1]. Further assume that 0 < 2α+ 2γ− 1−αd/2 < 1, d =
1, 2, 3. Let u(tn) and u
n be the solutions of (1) and (7), respectively. We have
E‖u(tn)− un‖2 ≤ Cτ2α+2γ−1−αd/2−ε, ∀ ε > 0.




E(tn − s)f(s) ds =
∫ tn
0







ezt(zα +A)−1z−γ dz. (31)
For fixed n = 1, 2, . . . , N, we denote
f̄(t) := ∂τW (t) :=
{
W (tn)−W (tn−1)
τ , when t ∈ (tn−1, tn],
0, when t > tn.




Eτ (tn − s)f̄(s) ds =
∫ tn
0
Eτ (tn − s)∂τW (s) ds, (32)
















E(tn − s) dW (s)−
∫ tn
0




























































= I + II + III.



























































Note that, with β − α+ αd/4− γ > −1,∫ ∞
τ−1





≤ C(tn − s)−β+α−αd/4+γ−1.




(tn − s)2(−β+α−αd/4+γ−1) ≤ Cτ2β . (36)
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Now let us choose the following β > 0 such that, with ε > 0,
2β = 2(α+ γ)− 1− αd/2− ε. (37)
We observe that β > 0 in (37) satisfies the following conditions
β − α+ αd/4− γ = −1/2− ε/2 > −1,
and
2(−β + α− αd/4 + γ − 1) = −1 + ε > −1.
Hence (36) implies that
E‖I‖2 ≤ Cτ2(α+γ)−1−αd/2−ε, ∀ ε > 0.











































∥∥∥(zα +A)−1z−γ − (zα1 +A)−1z−γ2 zezτ − 1∥∥∥2HS |dz|).
(38)
















































































































































































































































































































































It is easy to show that, with s, s̄ ∈ (ti−1, ti), see, Yan et al. [36],
|1− ez(s−s̄)| ≤ C|z|τ,
∣∣∣ zτ
ezτ − 1
∣∣∣ ≤ C, ∀ z ∈ Γτ . (41)





























































































































r−1rαd/2+2−2(α+γ) dr ≤ Cτ2(α+γ)−1−αd/2,
where the last inequality is estimated by using the same idea as in (39).
Together these estimates complete the proof of Theorem 2.8.

Remark 2.1. From Theorem 2.8, we have the following error estimates in some special cases:
1. When α = 1, γ = 0, the time convergence rate is O(τ1/4−ε), ε > 0 in one-dimensional case, which is
consistent with the results in Yan et al. [36].
2. When α+ γ = 1, the time convergence rate is O(τ1−αd/2−ε) ε > 0 which is consistent with the results
in Gunzburger et al. [15].
3. Space discretization
In this section, we shall consider the space discretization of (7). Let Th be the triangulation on D ⊂
Rd, d = 1, 2, 3 and h the space step size. Let Sh be the linear finite element space defined on Th. The finite










h , n = 1, 2, . . . , N, u
0









Here M ∼ h−d and Ph : L2(D)→ Sh denotes the L2-projection defined by
(Phv, χ) = (v, χ), ∀χ ∈ Sh,
and Ah : Sh → Sh denotes the discrete Laplacian defined by
(Ahψ, χ) = A(ψ, χ), ∀ψ, χ ∈ Sh,
where A(ψ, χ) is the bilinear form corresponding to the elliptic operator A defined on Sh × Sh.
We now introduce the following main theorem in this section.
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Theorem 3.1. Let α + γ > 1/2, α ∈ (0, 1), γ ∈ [0, 1]. Assume that 0 ≤ ε < 2(α+γ)−12α . Let u
n and unh be
the solutions of (7) and (44), respectively. Then we have
E‖un − unh‖2 ≤ Ch4ε−dτ−2εα+2(α+γ)−1 + Cτ2(α+γ)−1−αd/2.








































































= I + II.


























































































∥∥(Eτ (t)− Ehτ (t))ej∥∥2 dt.
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∣∣∣∥∥∥[(zα1 +A)−1z−γ2 − (zα1 +Ah)−1z−γ2 Ph]ej∥∥∥ |dz|]2
(48)
By the Lemma 2.7, we have, with ε ∈ [0, 1] and some suitable constants β ∈ (0, 1) and c > 0,∥∥(Eτ (t)− Ehτ (t))ej∥∥2 ≤ C[ ∫
Γτ

































e−crtr−β dr ≤ tβ−1
∫∞
0
e−cxx−β dx ≤ Ctβ−1 for β ∈ (0, 1), c > 0, we obtain






























































j=1 1 = M ≤ Ch−d, we have, if α + γ > 1/2, α ∈ (0, 1), γ ∈ [0, 1] and





















r−βr2εα−2(α+γ)+β dr ≤ Ch4ε−dτ−2εα+2(α+γ)−1.
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It is easy to see that
∣∣∣ zτezτ−1 ∣∣∣ ≤ C for z ∈ Γτ and, by the Lemma 2.3, |(zα1 + λj)−1| ≤ (|z1|α + λj)−1 for
z ∈ Γτ . Hence we obtain from (51) and noting that z1 ∼ z and z2 ∼ z on Γτ , with some constants β ∈ (0, 1)
and c > 0,
‖Eτ (t)ej‖2 ≤ C
(∫
Γτ









































































































Together these estimates complete the proof of Theorem 3.1.

4. Numerical experiments
Now we present some numerical results for the time-fractional stochastic PDE (1) with 0 < α < 1 and
0 ≤ γ ≤ 1 on the unit interval D = (0, 1), in order to illustrate the error estimates in Theorems 2.8 and 3.1.
For simplicity, we only consider the experimentally determined temporal convergence rates of the proposed
numerical methods. More numerical simulations for the stochastic time fractional diffusions can be found
in Jin et al. [21].
First, we briefly discuss the implementation of the noise term W (t) [39]. Recall the Fourier expansion
of the Wiener process W (x, t)




where β`, ` = 1, 2, 3, . . . are i.i.d. Brownian motions, and e` are the eigenfunctions of the negative Laplacian
A. In particular, in the one-dimensional case, we have e`(x) =
√
2 sin(`πx), ` = 1, 2, 3, . . . . Thus the
L2-projection PhW (t) is given by






β`(t)(e`, χ), ∀χ ∈ Sh,
where we have truncated the sum to L terms. Recall that β`(t) are mutually independent standard real-
valued Brownian motions and therefore the increments ∆βk` are given by
∆βk` = β`(tk)− β`(tk−1) ∼
√
τN (0, 1),
where N (0, 1) denotes the standard Gaussian random variable. Further, PhdW (x, tk) can be approximated
by the backward difference
PhdW (x, tk) ≈
PhW (tk)− PhW (tk−1)
τ
.
Thus the noise term 0I
γ
t dW (x, tn) is approximated by
0I
γ













Throughout the experiments, we take initial data u0 = 0 to focus on the effect of the noise W . In our
computation, we divide the unit interval D = (0, 1) into M equally spaced subintervals, with a mesh size
18
h = 1/M and we use the linear finite element method for the spatial discretization. We fix the time step
size τ at τ = t/N , where t is the time of interest. All the results are computed with 100 trajectories.
The numerical results for various combinations of the fractional orders α and γ are given in Table 1,
where t is fixed at t = 10−2 and M = 100, and the reference solution is computed with N = 3200. In the
table, the numbers in the bracket in the last column denote the theoretical rates predicted by Theorems 2.8
and 3.1, which is O(τα+γ−
1
2−αd/2−ε) with d = 1 and ε > 0. The empirical convergence rates are in excellent
agreement with the theoretical predictions, fully confirming the error estimates, despite the number of
random realizations for computing the expectation is quite small.
Table 1: The L2(Ω;H) error at t = 10−2.
γ α\N 10 20 40 80 160 rate
0.0 1 6.10e-2 5.20e-2 4.35e-2 3.66e-2 2.94e-2 0.26 (0.25)
0.2 0.8 1.94e-3 1.43e-3 1.04e-3 7.73e-4 5.45e-4 0.45 (0.45)
0.5 0.5 1.38e-3 1.05e-3 8.04e-4 6.12e-4 4.39e-4 0.41 (0.38)
0.8 0.2 1.14e-5 9.41e-6 7.55e-6 5.95e-6 4.48e-6 0.34 (0.30)
5. Concluding remarks
In this work, we have developed a numerical scheme for approximating the stochastic time-fractional dif-
fusion problem driven by integraterd space-time white noise. The time fractional derivative is approximated
by using the L1 scheme and the fractional integral is approximated by using the first order convolution
quadrature formula. The space-time white noise is approximated by using the Euler method in time and the
truncated series in space. The spatial variable is approximated by using a standard finite element method.
Based on the new developed convolution expression of the approximate solution, we obtain the strong er-
ror estimates of the fully discrete scheme for stochastic subdiffusion problem in multidimensional case. In
our future work, we shall consider the numerical approximations for the semilinear stochastic subdiffusion
problems driven by integrated space-time white noise.
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