This research presents three robust blind watermarking algorithms in the discrete wavelet transform and spatial domain based on neural network and fuzzy logic artificial intelligent techniques. To enhance the performance of the watermarking system the first algorithm is developed by combining Radial Basis Function (RBF) neural network with Discrete Wavelet Transform (DWT) using (DWT-RBFW) algorithm for embedding and extracting of watermark. The second developed (RBFW) algorithm used RBF neural network for embedding and extracting of watermark based on intensity of whole image. The third developed (FL-EXPW) watermarking method is based on fuzzy logic and expert system techniques and it's the best algorithm among the three methods. The developed watermarking algorithms are robust against various attacks signal processing operations such as additive noise and jpeg compression, and geometric transformations.
Introduction
With the rapid growth of the Internet and multimedia systems in distributed environments, it is easier for digital data owners to transfer multimedia documents across the Internet. Therefore, there is an increase in concern over copyright protection of digital contents [1, 2] . Traditionally, encryption and control access techniques were employed to protect the ownership of media. These techniques, however, do not protect against unauthorized copying after the media have been successfully transmitted and decrypted. Recently, watermark techniques are utilized to maintain the copyright [2, 3, 4] .
Unlike analog media such as audio and Video Home System (VHS) video tapes, multimedia data in digital form can be copied without degradation and freely distributed. Therefore, a major concern, with respect to protecting intellectual property rights, has arisen. One approach to address this problem is the embedding of an invisible digital watermark into multimedia data to mark the ownership. The embedded digital watermark may be copyright, authentication code, an imperceptible signature of the originator, or recipient of the host data [5] .
The basic requirements of an effective robust watermarking scheme are: -Imperceptibility: the watermark should be imperceptible when embedded in the host data. In other words, the watermark embedding process should not introduce any perceptible artifacts into the host data. -Robustness: a watermark should remain intact in the host data regardless of any change that may occur to the host data, including all possible signals processing, and possible hostile attacks that unauthorized parties may attempt. Robustness against all possible attacks may be impossible to achieve. Thus the practical requirement is that the watermark is computationally unfeasible to remove without severely damaging the quality of the host signal [5] . Unfortunately, these two basic requirements are contradictory. For imperceptibility, the watermark embedding process should not introduce any perceptible artifacts into the host data. On the other hand, for high robustness, it is desirable that the watermark always involves a tradeoff between imperceptibility and robustness [5] .
This research presented three methods for doing very robust and imperceptible watermarking using artificial neural network and fuzzy logic techniques.
previous works
Minfen Shen and Xinjung Zhang etc have proposed a method for digital image watermarking using ICA. This method is based on the independent component analysis for the digital image watermarking [2] .
A new watermarking scheme using Backpropagation neural network with discrete wavelet transform is proposed by Maher Elarbi, etc. Which is presented in [13] , and developed by this research.
New multi-Domains Image Watermarking Method Based on multiWatermarks Embedding and Neural Network Segmentation was introduced in 2007 by Hassen Seddik,etc. This work proposes a method for image watermarking based on embedding identical watermarks in different domains of the image representation : spatial and DCT domains, without any distortion of the watermarked image [3] .
A Blind Wavelet based image watermarking based on HVS and neural networks is presented by Hung-H. Tsai, chi-c. Liu and Kuo-C. Wang. This work proposes a blind wavelet based image watermarking technique, based on the human visible system model and neural network for image copyright protection [7] .
Background

Digital Watermarking
There are two common approaches of performing watermarking: one in spatial domain, and the other in transformed domain. Each technique has its own advantages and disadvantages. In the spatial domain, the watermark is embedded into the host image by directly modifying the pixel value of the host image. The main advantage of the spatial domain watermarking schemes is that less computational cost is required. On the other hand, transformed domain watermarking schemes perform the domain transformation procedure by using transformation functions such as Discrete Wavelet Transformation (DWT), Discrete Cosine Transformation (DCT), Discrete Fourier Transformation (DFT), etc. Then, the transformed frequency coefficients are modified to embed the watermark bits. Finally, the inverse transformation function of the specific one used in the forward transformation procedure is performed. The main advantage of the frequency domain watermarking schemes is that they are more robust than the spatial domain schemes. However, they generally consume more computational cost because additional forward transformation and inverse transformation must be performed [6] .
Figure (1) illustrates the general watermark embedding process. The inputs are the multimedia host data, the watermark and an optional public secret key. The watermark often consists of a binary data sequence, representing number, text, or even an image. The public or secret key is used to enforce security [5] .
The watermark sequence is embedded in the host data by making imperceptible modification to its content. The output of the watermark embedding is the modified, i.e. watermarked data [5] .
The general watermark extraction process is depicted in figure ( 2), with the use of the key, an estimate of the original watermark is extracted from the watermarked multimedia data. For robust watermarking application, the watermark must be recoverable even when the watermarked data undergo a reasonable level of distortion [5] .
Image Denotations and DWT
A gray-level image, X, with size L × K can be defined by X = [xρ]L×K, where xρ Є{0, 1, …, 255}. Here xρ represents the pixel value located at position ρ = (i, j) over X, where i Є {0, 1, …, L-1} and j Є {0, 1,…, K-1}. Figure ( 3) shows X is segmented into non-overlapped blocks with size 8 × 8. For example, b21 stands for a block that the center pixel of the block is located at position (2, 1) on X. Let b21(r, c) denote the gray level of a pixel at the position (r, c) in the block b21. As a result, these non-overlapped blocks An image X is decomposed into LL, HL, LH and HH subbands through DWT transformation based on the linear-phase 9/7 wavelets. Figure  (4) shows a block divided into 7 subbands with two levels DWT [7] . 
Soft Computing
Soft computing is a consortium of methodologies that works synergitically and provides in one form or another flexible information processing capability for handling real life ambiguous situations. Its aim is to exploit the tolerance for imprecision, uncertainty, approximate reasoning, and partial truth in order to achieve tractability, robustness, and low-cost solutions. The guiding principle is to devise methods of computation that lead to an acceptable solution at low cost by seeking for an approximate solution to an imprecisely/precisely formulated problem. Its major components, at this juncture, are fuzzy logic (FL), neural computing (NC), and probabilistic reasoning (PR), genetic algorithms (GA) and chaotic systems. FL is concerned mainly with providing algorithms for dealing with imprecision and approximate reasoning. NC provides the machinery for learning and curve fitting. PR, on the other hand, deals with probabilistic uncertainty, propagation of belief, and searching and optimization [8] .
Genetic algorithms are randomized search and optimization techniques guided by the principles of evolution and natural genetics. They are efficient, adaptive, and robust search process, producing near-optimal solutions and having a large amount of implicit parallelism. Some applications of GAs in the areas of classification, pattern recognition, feature extraction, segmentation, image enhancement [9, 10] .
Artificial neural networks (ANNs) attempt to replicate the computational power of biological neural networks and, thereby, hopefully endow machines with some of the cognitive abilities that biological organisms possess. The various models are designated by the network topology, node characteristics, and the status updating rules. Tasks that ANNs can perform include pattern classification, clustering, optimization and control. ANNs can be viewed as weighted directed graphs in which artificial neurons are nodes and directed edged are connections between neuron outputs and neuron inputs. On the basis of the connection pattern, ANNs can be grouped into two categories: Feedforward and Recurrent [11, 12] .
The Developed Watermarking System Techniques
We developed three watermark algorithms using fuzzy logic and radial basis function neural network artificial techniques as described in the following sections.
The (DWT-RBFW) Developed Method
In the first experiment, the watermark algorithm is performed in the 3-level DWT domain to an input original gray level and color image of size 256*256 pixel with a 2 bits watermark image of size 32*32 using RBF neural network.
During embedding and extracting of the watermark, three layers RBF network are used with 9, 4, 1 neurons in the input, hidden and output layer respectively. The input layer is simply a fan out layer and does no processing, the hidden layer performs a radial basis function. The final layer performs a simple weighted sum with linear output. The RBF network can establish the relationship between wavelet coefficients during training and memorize it between the original image and the watermarked image. The embedding and extracting are done by using RBF to train the neighbors of the selected coefficient according to the secret key, to insert value of watermark image instead of the value of selected coefficient according to the equations described in the algorithm.
Watermark embedding
The watermark embedding algorithm of the first technique is given as follows:
Step1. Input an original image I and watermark image W.
Step2. Compute and obtain the three levels DWT of the original image using haar filters. Step3. According to the secret key a pseudo random coordinate sequence index=(i,j) is generated where
And cv, ch, cd represents vertical, horizontal and diagonal coefficients, respectively of the three levels of discrete wavelet transform.
Step4. For a selected coefficient I(i, j) the Radial basis function network is
trained with it's 3×3 neighbors as input vector and the value of coefficient I(i, j) as output values. Step5. The watermark W is inserted by altering the value of the central coefficient of the original image according to the following formula:
Where wi is the i th bit of the watermark W, δ is the embedding strength, σ1 and σ0 are determined as follows:
Where RBF(i, j) is the output of the neural network.
Step6. Repeat steps 4-5 until all watermark bits are embedded into the original image I and obtain IwDWT image.
Step7. Output the watermarked image Iw by performed an inverse DWT.
When applying this method on color image the original image must be transformed from RGB color space to the YCbCr color space in step1 according to the following formulas from reference [13, 14] 
Watermark extraction
The watermark extraction algorithm is described as follows: Step1. Input a watermarked image Iw and if the original image is color then it must be transformed from RGB color space to the YCbCr color. Step2. Compute and obtain the three levels DWT.
Step3. According to the secret key a pseudo random coordinate sequence index
Step4. The watermark can be retrieved according to the Radial basis function network and the secret key as follows:
Where IwDWT is the watermarked image and RBF(i, j) is the output of the neural network (Radial basis function neural network)
The (RBFW) Developed Method
In the second experiment, the watermark algorithm is performed to an input original gray level and color image of size 256*256 pixel with a 2 bits watermark image of size 32*32 using RBF neural network.
During embedding and extracting of the watermark, three layers RBF network are used with 8, 3, 1 neurons in the: input, hidden and output layer respectively, one neuron (bias neuron) was added in the input and hidden layer. The RBF network can establish the relationship between neighbor pixels during training and memorize it between the original image and the watermarked image. The embedding and extracting are done by using RBF neural network to train the neighbors of the selected pixel according to the secret key, of original image that used intensity of the whole image instead of some of DWT coefficients, to insert value of watermark image by altering the value of selected pixel according to the equations that described in the steps of algorithm.
Watermark embedding
The watermark embedding algorithm of the technique is given as follows:
Step2. According to the secret key a pseudo random coordinate sequence index = (i, j) is generated where (i, j) Є I. Step3. For a selected pixel I(i, j) the Radial basis function network is trained with it's 3×3 neighbors as input vector and the value of pixel I(i, j) as output values. Step4. The watermark W is inserted by altering the value of the central pixel of the original image according to the following formula:
Where RBF(i, j) is the output of the RBF neural network.
Step5. Repeat steps 3-4 until all watermark bits are embedded into the original image I and obtain IwRBF image.
When applying this method on color image the original image must be transformed from RGB color space to the YCbCr color space in step1 according to the equations (4-6). To obtain watermarked image IwRBF in step5 use inverse color space transformation equations (7-9).
Watermark extraction
The watermark extraction algorithm described as follows: Step1. Input a watermarked image IwRBF and if the original image is color image transform it from RGB color space to the YCbCr color. Step2. According to the secret key a pseudo random coordinate sequence index = (i, j) is generated where (i, j) Є I. Step3. The watermark can be retrieved according to the Radial basis function network and the secret key as follows:
Where IwRBF is the watermarked image and RBF(i, j) is the output of the neural network (Radial basis function neural network).
The (FL-EXPW) Developed Method
In the third experiment, the developed watermarking system is based on fuzzy logic and expert system techniques. The domain expert often has a good idea of what to expect in terms of input and output parameter values.
The expert can express these relationships in the form of rules. Fuzzy logic is used to handle the imprecision and vagueness of natural language and provides this additional advantages to a system. Domain expert often express their knowledge in vague and imprecise linguistic terms. It is therefore a natural step to use the ability of fuzzy sets and fuzzy logic to model this imprecision.
The developed fuzzy expert system used fuzzy rules gained from a domain expert for watermark feature embedded.
The three inputs to the fuzzy inference system are the mean intensity of the pixel elements in three neighbors sub image. The output of the fuzzy inference system is used to embed the watermark. The three inputs and output composed of three membership functions shown in figure (5).
Figure (5): FL-EXPW input and output membership functions
The fuzzy expert system used total of 27 fuzzy rules provided in table (1) . The fuzzy AND operation was performed using minimum function. Implication and aggregation were performed by minimum and maximum functions respectively. This method is better than other methods that are described in the previous sections. 
Watermark embedding and extraction
The Watermark embedding and extraction algorithm similar to the techniques used in section (4.2.1 and 4.2.2) with modification in step3 using fuzzy expert system instead of RBF neural network with three inputs sub images mean intensity.
The main steps of watermark embedding algorithm of this technique is given as follows:
Step2. According to the secret key a pseudo random coordinate sequence index = (i, j) is generated where (i, j) Є I. Step3. For a selected pixel the three mean intensity are calculated of the three neighbors sub image with it's 3×3 size, These three parameters are inputs to the fuzzy inference system . Step4. The watermark W is inserted by altering the value of the central coefficient of the original image I(i, j) according to the following formula:
Where FLEXP(i, j) is the output of the fuzzy inference system. Step5. Repeat steps 3-4 until all watermark bits are embedded into the original image I and obtain IwFLEXP image.
When applying this method on color image the original image transformed from RGB color space to the YCbCr color space in step1 by using equations (4-6). To obtained watermarked image IwFLEXP in step4 you must apply an inverse color space transformation according to the equations (7-9).
The main steps of watermark extraction algorithm of this technique is given as follows: Step1. Input a watermarked image IwFLEXP and if it is color image transform it from RGB color space to the YCbCr color. Step2. According to the secret key a pseudo random coordinate sequence index = (i, j) is generated where (i, j) Є I.
Step3. The watermark can be retrieved according to the output of the fuzzy inference system and the secret key as follows:
Where IwFLEXP is the watermarked image and FLEXP(i, j) is the output of the fuzzy inference system.
Performance Measure
To demonstrate the performance of these methods, we used the standard gray level image "lena" and color image "peppers" with size of 256*256 pixels , to be watermarked, and test watermark image is a binary image with the size of 32*32 pixels, binary valued, as the watermark, see figure (6) . 
Where both w and * w represent the original and the extracted watermark, respectively, i and j are indexes of the binary watermark image. The value range of the normalized correlation coefficients is between minus one and unit. Obviously , the unity holds if the image is extracted perfectly matched 
Where MSE is the mean square error, and ) , ( j i I and ) , ( j i Iw denotes the pixel values of the original image and the watermarked image. [15, 17] 
Experimental Results
In order to show the performance of the research watermarking methods, several experiments are carried out to compare between the three methods DWT-RBFW , RBFW, and FL-EXPW that are used in this work. Figure (7) shows the original gray level image, the watermark , the watermarked image, and the extracted watermark using DWT-RBFW method. Figure (8) shows the original gray level image, the watermark, the watermarked image , and the extracted watermark using RBFW. Figure (9) shows the original gray level image, the watermark, the watermarked image, and the extracted watermark using FL-EXPW. After calculating the PSNR of watermarked image by the three methods, the higher PSNR is obtained by using FL-EXPW. This ensures the ability of the third method to extract the watermarks perfectly in the absence of any attacks. We also notice that there is no difference between the original image and the watermarked image using human eye, this proved the fidelity of FL-EXPW method. The algorithms are coded in Matlab. Robustness against attacks is also a major watermarking requirement . various attacks were applied to the watermarking images to measure the robustness of the watermarking system. Three attacks strategies are used including rotation, translation, cropping (geometric transformations), additive noise two types of noise are added: Gaussian noise, salt and pepper noise, averaging filter, resizing, sharpening (signal processing) and damaging compression (such as jpeg compression).
To evaluate the robustness of DWT-RBFW method, RBFW method and FL-EXPW method, nine types of attacks were used to attack watermarked image.
Figure (10) shows the attacked watermarked images for DWT-RBFW method by 0.02 salt and pepper noise, Gaussian noise with zero mean and 0.01 variance, averaging filter, jpeg compression, resizing from size 256*256 to 128*128 and then to 256*256, cropping image, rotation by -15 degree, translation image i.e shifted down and right by 20 pixels, and by sharpening. Figure (11) show watermarks extracted by using DWT-RBFW. Table ( 2) shows the normalized correlation coefficient between each extracted watermark and the original watermark for the DWT-RBFW method. This method cannot extract complete watermark. In other words, the hidden watermark has been destroyed by the attacks. Figure (12) shows the attacked watermarked images for RBFW method after applying the same attacks we applied on DWT-RBFW method. Figure (14) shows the attacked watermarked images for FL-EXPW method after applying the same attacks we applied on DWT-RBFW and RBFW methods. Figure (15) shows the extracted watermarks from attacked watermarked images, and table (4) shows the normalized correlation coefficient between each extracted watermark and the original watermark. All the watermarks were completely extracted by this method. Therefore, this method has high fidelity and robustness against geometric attacks and signal processing operation such as additive noise and jpeg compression. In addition to all experiments above that proved the FL-EXPW is the best method , we applied the three methods on color image. Figure (16) shows the original color image, the watermark , the watermarked image, and the extracted watermark using DWT-RBFW method. After calculating the PSNR of watermarked image by the three methods, see table (5), the higher PSNR is obtained by using FL-EXPW. This ensures the ability of the third method to extract the watermarks perfectly in the absence of any attacks. We also notice that there is no difference between the original image and the watermarked image using human eye, this proved the fidelity of FL-EXPW method. Figure (15) : The extracted watermarks of Watermarked images after attacked by nine types of attacks using FL-EXPW method
To evaluate the robustness of DWT-RBFW method, RBFW method and FL-EXPW method, nine types of attacks were used to attack watermarked image. Figure (17) shows the attacked watermarked images for DWT-RBFW method after applying the same attacks we applied on gray level image "lena". Figure (18, 19, 20) show the extracted watermarks from attacked watermarked images, and table (6, 7, 8) shows the normalized correlation coefficient between each extracted watermark and the original watermark by using DWT-RBFW, RBFW, and FL-EXPW method, respectively. From the tables high normalized correlation coefficients are obtained when using FL-EXPW method, which proves that the embedded watermarks were not damaged by the applied nine attacks. Therefore the FL-EXPW is considered the best method. Appendix (A) shows the results of the three methods on gray level and color image after applying nine attacks on it. 
Conclusions
This research has discussed the watermark system and the enhanced methods for digital image watermark processing using artificial intelligent techniques. In addition, the extraction process can be performed blindly. It provides successful retrieval of the watermark image not only from the watermarked image but also from the corrupted watermarked image. It has been observed that recovery of the watermark image is possible even if the watermarked image is corrupted by 0.02 salt and pepper noise, Gaussian noise with zero mean and 0.01 variance, averaging filter, jpeg compression, resizing from size 256*256 to 128*128 and then to 256*256, cropping image, rotation by -15 degree, translation image i.e shifted down and right by 20 pixels, and by sharpening. In this research we developed three enhanced methods DWT-RBFW, RBFW and FL-EXPW. The performance analysis was carried by estimating the normalized correlation coefficient and peak signal to noise ratio which showed that the (RBFW) gives results better than the (DWT-RBFW) method, and the third method (FL-EXPW) which used fuzzy logic and expert system gives results much better than other methods to extract watermarks even in the presence of nine attacks. Experimental results demonstrate the robustness and fidelity of the third method(FL-EXPW). 
