ABSTRACT
INTRODUCTION
The downward continuation of gravity is an ill-posed problem in sense of large highfrequency uncertainties in results of downward continued values due to errors within input gravity data. To obtain stable results, an appropriate regularization should be applied. The regularization techniques of ill-posed problems can be found for instance in Tikhonov (1963) , Tikhonov and Arsenin (1977) , and Lavrentiev et al. (1986) . Methods of regularization associated with the downward continuation procedure were analysed for instance in Sideris and Forsberg (1991) , Ilk (1993) and Engels et al. (1993) . A different principle of regularization was proposed in Martinec (1996) according to which the Stud. Geophys. Geod., 52 (2008) regularization is to some extent applicable by the spatial discretization of a solution. In particular, the high-frequency part of the solution, determination of which makes the problem unstable, is a priori excluded from the discretised downward continuation model. The optimal regularization is then based on finding the smallest step of data discretisation for which the inverse problem has a stable solution.
Assuming that an implicit incorporation of the Stokes/Hotine integration to the downward continuation of gravity anomalies/disturbances may improve the stability of inverse solutions, an alternative method of computing the disturbing gravity potential has been formulated in Novák (2003) and analysed in Novák et al. (2003) and Alberts and Klees (2004) . The direct relation between the observed gravity anomalies/disturbances and the disturbing gravity potential values on the geoid is defined in terms of a single integral equation. The inverse solution to the system of discretised integral equations, the generic form of which is the Fredholm integral equation of the first kind (cf. Arfken, 1985) , yields the result in terms of the disturbing gravity potential values parameterised at the geoid directly from the observed gravity anomalies/disturbances.
Despite scepticism among some geodesists, Martinec (1996 Martinec ( ,1998 and others showed a good performance of the harmonic downward continuation in sense of the numerical stability. Furthermore, results of the numerical analysis in Novák (2003) based on synthetic random noise modelling indicate a good performance of the direct gravity inversion. Following theoretical developments in Novák (2003) and Martinec (1998) , the numerical stability of the direct gravity inversion is analysed in this study. The eigenvalue decomposition technique is used for the analysis of the conditionality. The discretised downward continuation of observed gravity and the discretised direct gravity inversion are summarized in Section 2. The eigenvalue decomposition technique is applied in analysing the numerical stability of the inverse solutions in Section 3 with a complementary numerical study and discussion of results in Section 4.
INVERSE SOLUTION FOR THE NEAR-ZONE CONTRIBUTION
The computation of the near-zone contribution from the local ground and airborne gravity data is realized either by solving the two boundary-value problems involving the downward continuation with the successive Hotine/Stokes integration, or by the direct gravity inversion. Methods of computing the near-zone contributions are summarized in this section. The far-zone contribution not discussed in this study can be estimated from a global geopotential model; see for instance Martinec (1996 ,1998 ) and Novák (2000 .
The discrete downward continuation of gravity is given by (Bjerhammar, 1962; see also Bjerhammar, 1963 see also Bjerhammar, ,1987 ( ) ∆g which comprise entirely the near-zone contribution.
By analogy with Eq.(1), gravity disturbances are downward continued according to The direct gravity disturbance inversion is given by
where
is the vector of the near-zone contributions to disturbing gravity potentials
. The direct gravity anomaly inversion reads
with the matrix M formed by
Data interpolation and advanced numerical integration are indispensable in forming the diagonal and near-diagonal elements of the matrices P, K and M due to the behaviour of the kernels P, J and M at the vicinity of the computation point (see Appendix I). The direct matrix inversion can be avoided using iterative methods of solving the large systems of linear equations. An overview of iterative methods can be found for instance in Varga (1962) , Young (1972) and Hageman and Young (1981) .
The upper and lower bounds of the eigenvalues Ż P of the matrix P for the downward continuation, see Eqs. (1) and (2), for the full integration domain were estimated in Martinec (1998, Chapter 8.6 .1). They read max max
where ∆ψ is the discretisation step (at the vicinity of the computation point) with respect to the spherical angle ψ; the geocentric radii of the computation points are denoted as
is the Euclidean spatial distance between the points x and y; and H r R = − . It can be shown that zero-and first-degree terms of the AbelPoisson kernel, both of a long-wavelength character, have no significant influence on the conditionality of the matrix P as well as the matrices K and M. To quantify the influence of the far-zone effect on the conditionality of the matrix P, the upper and lower bounds of the eigenvalues Ż P are expressed for an arbitrary near-zone surface integration subdomain defined in terms of the spherical azimuth ) 0, 2 α ∈ and the spherical angle
Since all elements of the matrix P are non-negative, { } , 0
i j ≥ P , the following identity holds:
From Eq.(II.3) we get
where J ψ stands for the number of the discretisation steps ∆ψ within the near zone 0,¡ o ψ ∈ . From Eq.(10), the upper bound of the eigenvalues Ż P is estimated ( )
the lower bound of the eigenvalues Ż P is estimated to be 
The upper and lower bounds of the eigenvalues Ż M of the matrix M for the direct gravity anomaly inversion, see Eq.(4), are estimated from 2  2  1  2  3  0   2  2  2  1  2  3  2   cos  min  min  3  , ,  2  , ,   cos  3 , , . , ,
NUMERICAL ANALYSIS OF CONDITIONALITY
The estimation of the upper and lower bounds of the eigenvalues Ż P of the matrix P, see Eqs. (11) and (13), are shown in Figs. 1 and 2 . The upper bound of Ż P depends on the minimal height min H within the computation area, whereas the lower bound of Ż P is functionally related to the discretisation step ∆ψ and the maximal height max H. It follows from Eq.(8) that Ż P ≤ 1 when r i ≥ R for all i. From the estimation of the lower bound of the eigenvalues Ż P in Eq.(13), the matrix P may become ill-posed or singular when the discretisation step ∆ψ coincides with the maximal height max H of the data points by means of 3 max R H ψ ∆ ≈ , see Fig. 2 . In this case, the upper estimate of the condition number P ℵ is infinity large, see Fig. 3 .
The estimations of the upper and lower bounds of the eigenvalues Ż K of the matrix K for the direct gravity disturbance inversion are shown in Figs. 4 and 5. They depend on the minimal height min H and the maximal height max H respectively, both correlated with the discretisation step ∆ψ, cf. Eqs. (14) and (15). From Figs. 6 and 7, the upper and lower bounds of the eigenvalues for the direct inversion of gravity anomalies and gravity disturbances are almost identical. Consequently, the upper estimates of the condition numbers K ℵ and M ℵ of the matrices K and M are very similar. The upper estimates of the condition numbers K ℵ and M ℵ are correlated with the ratio of the extreme heights max H and min H of the data points and the discretisation step ∆ψ. Specifically, the stability of direct gravity inversion may improve with the decreasing range of the heights of data points and increasing discretisation step. It implies that if gravity data are Fig. 1 . Estimation of the upper bound of the eigenvalues Ż P with respect to the lower limit of heights min H. Fig. 2 . Estimation of the lower bound of the eigenvalues Ż P with respect to the upper limit of heights max H and the discretisation step ∆ψ.
distributed at the similar elevations (air-born gravity and ground gravity measurements over flat regions) with the discretisation step ∆ψ ≥ 1 arcmin, the direct gravity inversion is very stable. A theoretical estimation of the conditionality of the direct inversion of ground gravity data can be done based on Fig. 8 . The upper estimate of the condition number is 13 M ℵ < for max H < 9 km and ∆ψ = 1 arcmin, while 7 M ℵ < for ∆ψ > 2 arcmin. Note that the upper bounds of the eigenvalues Ż M have been estimated for min H = 100 m.
From the upper estimates of the condition numbers K ℵ and M ℵ , the direct gravity inversion is sufficiently stable for most of the terrain if the discretization step ∆ψ ≥ 1 arcmin is used. If needed, particularly for very detailed gravity data in mountainous regions, the regularization should be applied. The above theoretical conclusions for the conditionality of the downward continuation and of the direct gravity inversion were further verified by the numerical experiment using the real data. The eigenvalue spectrum was computed by the routine SVDCMP (Press et al. 1992 , Chapter 2.6). The computation was conducted at the rough part of the Canadian Rocky Mountains bounded by the parallels of 49 and 52 arcdeg northern geodetic latitude and meridians of 240 and 245 arcdeg eastern geodetic longitude. In our test, the regular geographical data grids of 5 and 2.5 arcmin have been used and the near-zone sub-domain up to 1 arcdeg of the spherical distance has been considered. Over the area of study the mean orthometric heights range from 414 up to 2671 m, see Fig. 9 . For the geographical data grid of 5 arcmin, which approximately corresponds in terms of ( ) 2 cos ψ λ φ ∆ = ∆ to the discretisation step ∆ψ ≈ 2.5 arcmin, we obtained the condition number P ℵ of 2.3 for the downward continuation and corresponding value M ℵ of 1.5 for the direct gravity inversion. Consequently, for the geographical data grid of 2.5 arcmin, i.e., ∆ψ ≈ 1.2 arcmin, we obtained P ℵ of 2.7 and M ℵ of 2.45. These numerical results are in Fig. 3 . Upper estimate of the condition number P ℵ with respect to the upper limit of heights max H and the discretisation step ∆ψ.
good agreement with the upper estimates of the condition numbers from Figs. 3 and 8, except for the downward continuation using 2.5 arcmin data grid. In contrary to the theoretical expectation, the stability of the downward continuation improves after reaching the critical value 3 max R H ψ ∆ ≈ , see Fig. 3 . The numerical experiment using the real data reveals a better stability of the direct gravity inversion. Such a conclusion can be deduced also from a comparison of the AbelPoisson kernel P for the downward continuation, see Eq. 1 arcmin is not significant on the conditionality property of the inverse solutions. For the increasing area of the near-zone sub-domain, the upper estimate of the condition number for the direct gravity inversion slightly decreases. In contrary, the upper estimation of the condition number for the downward continuation slightly increases. Note that such statements hold only if the extreme heights of data points remain unchanged with reduction of the computation area.
CONCLUSIONS
The conditionality of inverse solutions to the two alternative computational models for determination of the disturbing gravity potential from local gravity data has been analysed. The parameterisation of the solution has been considered so that its horizontal distribution is identical with the regular grid of the data points to preserve the predominant structure of the matrices for inversion. The eigenvalue decomposition technique has been applied for the analysis of conditionality. The numerical experiments with the real data reveal that the direct gravity inversion is more stable than the downward continuation. Finally, from upper estimates of the condition numbers we acquired that the conditionality of inverse solutions is not significantly affected by the far-zone effects (if ψ o > 1 arcdeg).
Fig. 8. Upper estimates of the condition numbers M
ℵ and K ℵ with respect to the upper limit of heights max H and the discretisation step ∆ψ. The upper bounds of the eigenvalues were estimated for min H = 100 m.
Concluding from our results, the direct gravity inversion is more appropriate than the standard two-step approach, which utilises the inverse Abel-Poisson integral equation and consequently the Stokes/Hotine integration. Despite remaining high-frequency errors inherent in the downward continuation are further reduced or eliminated after applying the Stokes/Hotine integration, the downward continuation requires more complex regularization. This is the case especially in mountainous areas with an available detailed local gravity data. Due to a smoothing effect of the regularisation, however, some information about the detailed gravity signal can be lost. Since lower requirements on the regularization, the direct gravity inversion is thus advisable. Another advantage of the direct gravity inversion is its better numerical efficiency. . The discretisation step ∆ψ of 1 arcmin was used.
APPENDIX I. GREEN'S INTEGRALS FOR UPWARD CONTINUATION AND DIRECT GRAVITY INVERSION
After linearization and spherical approximation, the harmonic upward continuation of the gravity disturbance δg and the gravity anomaly ∆g, both multiplied by the geocentric radius r, is defined by the Abel-Poisson integral (see e.g., Kellogg, 1929) 
where Ω O is the total solid angle, and
the infinitesimal surface element on the unit sphere. The spherical Abel-Poisson kernel P reads (ibid.) 
By analogy with Eq. (I.4) , for the gravity anomaly ∆g we get (ibid.) The integral kernel M in Eq.(I.6) linearly combines P and J; i.e., 
