Characterization of trace spaces on regular trees via dyadic norms by Wang, Zhuang
ar
X
iv
:2
00
4.
03
43
2v
2 
 [m
ath
.FA
]  
5 M
ay
 20
20
Characterization of trace spaces on regular trees
via dyadic norms
Zhuang Wang
Abstract
In this paper, we study the traces of Orlicz-Sobolev spaces on a regular rooted tree.
After giving a dyadic decomposition of the boundary of the regular tree, we present a
characterization on the trace spaces of those first order Orlicz-Sobolev spaces whose
Young function is of the form tp logλ(e + t), based on integral averages on dyadic
elements of the dyadic decomposition.
1 Introduction
The problem of the characterization of the trace spaces (on the boundary of a domain)
of Sobolev spaces has a long history. It was first studied in the Euclidean setting by
Gagliardo [12], who proved that the trace operator T : W 1,p(Rn+1+ )→ B
1−1/p
p,p (Rn), where
B
1−1/p
p,p (Rn) stands for the classical Besov space, is linear and bounded for every p > 1
and that there exists a bounded linear extension operator that acts as a right inverse of T .
Moreover, he proved that the trace operator T :W 1,1(Rn+1+ )→ L
1(Rn) is a bounded linear
surjective operator with a non-linear right inverse. Peetre [39] showed that one can not
find a bounded linear extension operator that acts as a right inverse of T :W 1,1(Rn+1+ )→
L1(Rn). We refer to the seminal monographs by Peetre [40] and Triebel [46,47] for extensive
treatments of the Besov spaces and related smoothness spaces. In potential theory, certain
types of Dirichlet problem are guaranteed to have solutions when the boundary data
belongs to a trace space corresponding to the Sobolev class on the domain. In the Euclidean
setting, we refer to [1, 32, 35, 44, 49, 50] for more information on the traces of (weighted)
Sobolev spaces and [8–11, 28, 29, 37, 38] for results on traces of (weighted) Orlicz-Sobolev
spaces.
Analysis on metric measure spaces has recently been under active study, e.g., [2, 4,
15–19]. Especially the trace theory in the metric setting has been under development.
Maly´ [33] proved that the trace space of the Newtonian space N1,p(Ω) is the Besov space
B
1−θ/p
p,p (∂Ω) provided that Ω is a John domain for p > 1 (uniform domain for p ≥ 1) that
admits a p-Poincare´ inequality and whose boundary ∂Ω is endowed with a codimensional-θ
Ahlfors regular measure with θ < p. We also refer to the paper [42] for studies on the traces
of Haj lasz-Sobolev functions to porous Ahlfors regular closed subsets via a method based
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on hyperbolic fillings of a metric space, see [6, 45]. For the trace result of BV (bounded
variation) functions, we refer to [30,31,34].
The recent paper [3] dealt with geometric analysis on Cantor-type sets which are uni-
formly perfect totally disconnected metric measure spaces, including various types of Can-
tor sets. Cantor sets embedded in Euclidean spaces support a fractional Sobolev space
theory based on Besov spaces. Indeed, suitable Besov functions on such a set are traces of
the classical Sobolev functions on the ambient Euclidean spaces, see Jonsson-Wallin [20,21].
The paper [3, 24] established similar trace and extension theorems for Sobolev and Besov
spaces on regular trees and their Cantor-type boundaries. Indeed, for a regular K-ary tree
X with K ≥ 2 and its Cantor-type boundary ∂X , if we give the uniformizing metric (see
(2.1))
dX(x, y) =
∫
[x,y]
e−ǫ|z| d |z|
and the weighted measure (see (2.2) )
(1.1) dµλ(x) = e
−β|x|(|x|+ C)λ d |x|
on X, then the Besov space Bθ,λp (∂X) in Definition 2.4 below is exactly the trace of the
Newton-Sobolev space N1,p(X,µλ) defined in Section 2.3, see [24, Theorem 1.1] and [3,
Theorem 6.5]. Here the smoothness exponent of the Besov space is
θ = 1−
β/ǫ−Q
p
, 0 < θ < 1,
where Q = logK/ǫ is the Hausdorff dimension of the Cantor-type boundary and β/ǫ−Q
is a “codimension” determined by the uniformizing metric dX and the measure µ on the
tree.
In Euclidean spaces, the classical Besov norm is equivalent to a dyadic norm, and the
trace spaces of the Sobolev spaces can be characterized by the Besov spaces defined via
dyadic norms, see e.g. [23, Theorem 1.1]. Inspired by this, we give a dyadic decomposition
of the boundary ∂X and define a Besov space Bθp(∂X) on the boundary ∂X by using a
dyadic norm, see Section 2.4 and Definition 2.5. We show in Proposition 2.7 that the
dyadic Besov spaces Bθp(∂X) coincide with the Besov space B
θ
p,p(∂X) and the Haj lasz-
Besov space N θp,p(∂X), see Definition 2.3 and Definition 2.6 for definitions of B
θ
p,p(∂X)
and N θp,p(∂X). We refer to [3, 13, 14, 22, 25, 26] for more information about Besov spaces
Bθp,p(·) and Haj lasz-Besov spaces N
θ
p,p(·) on metric measure spaces.
By relying on dyadic norms, we define the Orlicz-Besov space Bθ,λ2Φ (∂X), λ2 ∈ R for
the Young function Φ(t) = tp logλ1(e+t) with p > 1, λ1 ∈ R or p = 1, λ1 ≥ 0, see Definition
2.8. Our first result shows that the Orlicz-Besov space Bθ,λ2Φ (∂X) is the trace space of the
Orlicz-Sobolev space N1,Φ(X,µλ2) defined in Section 2.3.
Theorem 1.1. Let X be a K-ary tree with K ≥ 2 and let Φ(t) = tp logλ1(e + t) with
p > 1, λ1 ∈ R or p = 1, λ1 ≥ 0. Fix λ2 ∈ R and let µλ2 be the weighted measure given by
(1.1). Assume that p > (β − logK)/ǫ > 0. Then the trace space of N1,Φ(X,µλ2) is the
space Bθ,λ2Φ (∂X) where θ = 1− (β − logK)/ǫp.
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In this paper, for given Banach spaces X(∂X) and Y(X), we call the space X(∂X) a
trace space of Y(X) if and only if there exist a bounded linear operator T : Y(X)→ X(∂X)
and a bounded linear extension operator E : X(∂X)→ Y(X) such that T ◦E = Id on the
space X(∂X).
Our next result identifies the Orlicz-Besov space Bθ,λ2Φ (∂X) as the Besov space B
θ,λ
p (∂X).
Proposition 1.2. Let λ, λ1, λ2 ∈ R. Let Φ(t) = t
p logλ1(e + t) with p > 1, λ1 ∈ R
or p = 1, λ1 ≥ 0. Assume that λ1 + λ2 = λ. Then the Banach spaces B
θ,λ
p (∂X) and
Bθ,λ2Φ (∂X) coincide, i.e., B
θ,λ
p (∂X) = B
θ,λ2
Φ (∂X).
By combining Theorem 1.1 and Proposition 1.2, we obtain the following result.
Corollary 1.3. Let X be a K-ary tree with K ≥ 2. Let λ, λ1, λ2 ∈ R. Assume that
p > (β − logK)/ǫ > 0 and let θ = 1 − (β − logK)/ǫp. Let Φ(t) = tp logλ1(e + t) with
p > 1, λ1 ∈ R or p = 1, λ1 ≥ 0. Then the Besov-type space B
θ,λ
p (∂X) is the trace space of
N1,Φ(X,µλ2) whenever λ1 + λ2 = λ.
When λ1 = 0 and λ2 = λ, the above result coincides with [24, Theorem 1.1], which
states that the Besov-type space Bθ,λp (∂X) is the trace space of N1,p(X,µλ) for a suitable
θ. The above result shows that the Besov-type space Bθ,λp (∂X) is not only the trace space
of N1,p(X,µλ) but actually the trace space of all these Orlicz-Sobolev spaces N
1,Φ(X,µλ2)
(including N1,p(X,µλ)) for suitable θ, λ2 and Φ. It may be worth to point out here that
these Orlicz-Sobolev spaces N1,Φ(X,µλ2) are different from each other.
The paper is organized as follows. In Section 2, we give all the necessary preliminaries.
More precisely, we introduce regular trees in Section 2.1 and we consider a doubling prop-
erty of the measure µ on a regular tree X and the Ahlfors regularity of its boundary ∂X.
The definition of Young functions is given in Section 2.2. We introduce the Newtonian and
Orlicz-Sobolev spaces on X and the Besov-type spaces on ∂X in Section 2.3 and Section
2.4, respectively. In Section 3, we give the proofs of Theorem 1.1 and Proposition 1.2.
In what follows, the letter C denotes a constant that may change at different occur-
rences. The notation A ≈ B means that there is a constant C such that 1/C ·A ≤ B ≤ C ·A.
The notation A . B (A & B) means that there is a constant C such that A ≤ C · B
(A ≥ C ·B).
2 Preliminaries
2.1 Regular trees and their boundaries
A graph G is a pair (V,E), where V is a set of vertices and E is a set of edges. Given
vertices x, y ∈ V are neighbors if x is connected to y by an edge. The number of the
neighbors of a vertex x is referred to as the degree of x. A tree G is a connected graph
without cycles.
Let us fix a vertex that we refer to by 0. The neighbors of 0 will be called children of
0 and 0 is called their mother. If x is one of the children of 0, then the neighbors of x
different from 0 are called children of x and we say that x is their mother. We continue
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in the obvious manner to define the children and the mother for all y 6= 0. We then call
G a rooted tree with root 0 and say that G is K-regular if additionally each vertex has
precisely K children.
Let G be a K-regular tree with a set of vertices V and a set of edges E for some K ≥ 1.
For simplicity of notation, we let X = V ∪ E and call it a K-regular tree. We consider
each edge as a geodesic of length one. For x ∈ X, let |x| be the length of the geodesic
from 0 to x, where we consider each edge to be an isometric copy of the unit interval. The
geodesic connecting x, y ∈ V is unique. We refer to it by [x, y], and to its length by |x−y|.
We write x ≤ y if x ∈ [0, y]. Then |x − y| = |y| − |x|. We say that a vertex y 6= x is a
descendant of the vertex x if x ≤ y.
Towards defining the metric of X, let ǫ > 0, and set
(2.1) dX(x, y) =
∫
[x,y]
e−ǫ|z| d |z|.
Here d |z| is the natural measure that gives each edge Lebesgue measure 1; recall that each
edge is an isometric copy of the unit interval. Notice that diamX = 2/ǫ if X is a K-ary
tree with K ≥ 2.
The boundary ∂X of a tree X is obtained by completing X with respect to the metric
dX . An element ξ ∈ ∂X can be identified with an infinite geodesic starting at the root
0. Equivalently we employ the labeling ξ = 0x1x2 · · · , where xi is a vertex in X with
|xi| = i, and xi+1 is a child of xi. The extension of the metric to ∂X can be realized
in the following manner. Given ξ, ζ ∈ ∂X, pick an infinite geodesic [ξ, ζ] connecting ξ
and ζ. Then dX(ξ, ζ) is the length of the geodesic [ξ, ζ]. Indeed, if ξ = 0x1x2 · · · and
ζ = 0y1y2 · · · , let k be the integer with xk = yk and xk+1 6= yk+1. Then
dX(ξ, ζ) = 2
∫ +∞
k
e−ǫt dt =
2
ǫ
e−ǫk.
For more details, see [3, 5, 7]. For clarity, we use ξ, ζ, ω to denote points in ∂X and x, y, z
points in X.
On the regularK-ary treeX, we use the weighted measure µλ introduced in [24, Section
2.2], defined by
(2.2) dµλ(x) = e
−β|x|(|x|+ C)λ d |x|,
where β > logK, λ ∈ R and C ≥ max{2|λ|/(β − logK), 2(log 4)/ǫ}. For λ = 0, this is the
measure used in [3].
The following proposition gives the doubling property of the measure µλ, see [24,
Corollary 2.9].
Proposition 2.1. For any λ ∈ R, the measure µλ is doubling, i.e., µλ(B(x, 2r)) .
µλ(B(x, r)).
The result in [3, Lemma 5.2] shows that the boundary ∂X of the regular K-ary tree
X is Ahlfors regular with the regularity exponent depending only on K and on the metric
density exponent ǫ of the tree.
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Proposition 2.2. The boundary ∂X is an Ahlfors Q-regular space with Hausdorff dimen-
sion
Q =
logK
ǫ
.
Hence ∂X is equipped with an Ahlfors Q-regular measure ν:
ν(B∂X(ξ, r)) ≈ r
Q = rlogK/ǫ,
for any ξ ∈ ∂X and 0 < r ≤ diam∂X.
Throughout the paper we assume that 1 ≤ p < +∞ and that X is a K-ary tree with
K ≥ 2.
2.2 Young functions and Orlicz spaces
In the standard definition of an Orlicz space, the function tp of an Lp-space is replaced
with a more general convex function, a Young function. We recall the definition of a Young
function. We refer to [48, section 2.2] and [41] for more details about Young functions and
we also warn the reader of slight differences between the definitions in various references.
A function Φ : [0,∞)→ [0,∞) is a Young function if it is a continuous, increasing and
convex function satisfying Φ(0) = 0,
lim
t→0+
Φ(t)
t
= 0 and lim
t→+∞
Φ(t)
t
= +∞.
A Young function Φ can be expressed as
Φ(t) =
∫ t
0
φ(s) ds,
where φ : [0,∞) → [0,∞) is an increasing, right-continuous function with φ(0) = 0 and
lim
t→+∞
φ(t) = +∞.
A Young function Φ is said to satisfy the ∆2−condition if there is a constant CΦ > 0,
called a doubling constant of Φ, such that
Φ(2t) ≤ CΦΦ(t), ∀ t ≥ 0.
If Young function Φ satisfies the ∆2−condition, then for any constant c > 0, there
exist c1, c2 > 0 such that
c1Φ(t) ≤ Φ(ct) ≤ c2Φ(t) for all t ≥ 0,
where c1 and c2 depend only on c and the doubling constant CΦ. Therefore, we obtain
that if A ≈ B, then Φ(A) ≈ Φ(B). This property will be used frequently in the rest of
this paper.
Let Φ1,Φ2 be two Young functions. If there exist two constants k > 0 and C ≥ 0 such
that
Φ1(t) ≤ Φ2(kt) for t ≥ C,
6 Z. Wang
we write
Φ1 ≺ Φ2.
The function Φ(t) = tp logλ(e+ t) with p > 1, λ ∈ R or p = 1, λ ≥ 0 is a Young function
and it satisfies the ∆2−condition. Moreover, it also satisfies that
(2.3) tmax{p−δ,1} ≺ Φ(t) ≺ tp+δ
for any δ > 0.
Let Φ be a Young function. Then the Orlicz space LΦ(X) is defined by setting
LΦ(X,µλ) =
{
u : X → R : u measurable,
∫
X
Φ(α|u|) dµλ < +∞ for some α > 0
}
.
As in the theory of Lp-spaces, the elements in LΦ(X,µλ) are actually equivalence classes
consisting of functions that differ only on a set of measure zero. The Orlicz space LΦ(X,µλ)
is a vector space and, equipped with the Luxemburg norm
‖u‖LΦ(X,µλ) = inf
{
k > 0 :
∫
X
Φ(|u|/k) dµλ ≤ 1
}
,
a Banach space, see [41, Theorem 3.3.10]. If Φ(t) = tp with p ≥ 1, then LΦ(X,µλ) =
Lp(X,µλ). We refer to [36, 41, 48] for more detailed discussions and properties of Orlicz
spaces.
2.3 Newtonian spaces and Orlicz-Sobolev spaces on X
We call a Borel function g : X → [0,∞] an upper gradient of u ∈ L1loc(X,µλ) if
(2.4) |u(z) − u(y)| ≤
∫
γ
g dsX
whenever z, y ∈ X and γ is the geodesic from z to y, where dsX denotes the arc length
measure with respect to the metric dX . Since any rectifiable curve with end points z and
y in our tree contains the corresponding geodesic, the above definition is equivalent to the
usual definition which requires that inequality (2.4) holds for all rectifiable curves with
end points z and y. See [2,15,18,19,43] for a more detailed discussion on upper gradients.
The Newtonian space N1,p(X,µλ), 1 ≤ p < ∞, is the collection of all functions u for
which the norm of u defined as
‖u‖N1,p(X,µλ) :=
(∫
X
|u|p dµλ + inf
g
∫
X
gp dµλ
)1/p
is finite. Here the infimum is taken over all upper gradients of u.
For any Young function Φ, the Orlicz-Sobolev space N1,Φ(X,µλ) is defined as the
collection of all functions u for which the norm of u defined as
‖u‖N1,Φ(X,µλ) = ‖u‖LΦ(X,µλ) + infg
‖g‖LΦ(X,µλ)
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is finite, where the infimum is taken over all upper gradients of u.
For the Young function Φ(t) = tp, 1 ≤ p < ∞, the Orlicz-Sobolev space N1,Φ(X,µλ)
is exactly the Newtonian space N1,p(X,µλ). We refer to [48] for further results on Orlicz-
Sobolev spaces on metric measure spaces. If u ∈ N1,p(X,µλ) (u ∈ N
1,Φ(X,µλ) with Φ
doubling), then it has a minimal p-weak upper gradient (Φ-weak upper gradient) gu, which
in our case is an upper gradient. The minimal upper gradient is minimal in the sense that
if g ∈ Lp(X,µλ) (g ∈ L
Φ(X,µλ)) is any upper gradient of u, then gu ≤ g a.e. We refer
the interested reader to [15, Theorem 7.16] (p ≥ 1) and [48, Corollary 6.9](Φ doubling) for
proofs of the existence of such a minimal upper gradient.
2.4 Besov-type spaces on ∂X
Towards the definition of our Besov-type spaces, we recall a definition from [3].
Definition 2.3. For 0 < θ < 1 and p ≥ 1, The Besov space Bθp,p(∂X) consists of all
functions f ∈ Lp(∂X) for which the seminorm ‖f‖B˙θp(∂X)
defined as
‖f‖p
B˙θp(∂X)
:=
∫
∂X
∫
∂X
|f(ζ)| − f(ξ)|p
dX(ζ, ξ)θpν(B(ζ, dX(ζ, ξ)))
dν(ξ) dν(ζ)
is finite. The corresponding norm for Bθp,p(∂X) is
‖f‖Bθp,p(∂X) := ‖f‖Lp(∂X) + ‖f‖B˙θp(∂X)
.
We base our definition on a dyadic decomposition on the boundary ∂X of the K-ary
tree X, see also [24, Section 2.4]. Let Vn = {x
n
j : j = 1, 2, · · · ,K
n} be the set of all n-level
vertices of the tree X for each n ∈ N, where a vertex x is of n-level if |x| = n. Then
V =
⋃
n∈N
Vn.
Given a vertex x ∈ V , set
Ix := {ξ ∈ ∂X : the geodesic [0, ξ) passes through x}.
Let Q = {Ix : x ∈ V } and Qn = {Ix : x ∈ Vn} for each n ∈ N. Then Q0 = {∂X} and our
dyadic decomposition Q satisfies
Q =
⋃
n∈N
Qn.
Given I ∈ Qn, there is a unique element Î in Qn−1 such that I ⊂ Î. If I = Ix for some
x ∈ Vn, then Î = Iy where y is the unique mother of x in the tree X. Hence the structure
of the dyadic decomposition of ∂X is uniquely determined by the structure of the K-ary
tree X.
We recall a definition from [24].
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Definition 2.4. For 0 ≤ θ < 1, p ≥ 1 and λ ∈ R, the Besov-type space Bθ,λp (∂X) consists
of all functions f ∈ Lp(∂X) for which the B˙θ,λp -dyadic energy of f defined as
‖f‖p
B˙θ,λp (∂X)
:=
∞∑
n=1
eǫnθpnλ
∑
I∈Qn
ν(I)
∣∣fI − fÎ∣∣p
is finite. The norm on Bθ,λp (∂X) is
‖f‖
Bθ,λp (∂X)
:= ‖f‖Lp(∂X) + ‖f‖B˙θ,λp (∂X)
.
The measure ν above is the Ahlfors regular measure given by Proposition 2.2 and
fI := −
∫
I f dν =
1
ν(I)
∫
I f dν is the usual mean value.
Definition 2.5. For 0 < θ < 1 and p ≥ 1, The Besov space Bθp(∂X) consists of all the
functions f ∈ Lp(∂X) for which the B˙θp-dyadic energy of f defined as
‖f‖p
B˙θp(∂X)
:=
∞∑
n=1
eǫnθp
∑
I∈Qn
ν(I)
∣∣fI − fÎ∣∣p
is finite. The norm of Bθp(∂X) is
‖f‖Bθp(∂X) := ‖f‖Lp(∂X) + ‖f‖B˙θp(∂X)
.
The Besov-type spaces Bθ,λp (∂X) and Bθp(∂X) were first introduced in [24]. Notice that
Bθp(∂X) coincides with B
θ,λ
p (∂X) when λ = 0. Next we introduce the Haj lasz-Besov spaces
N θp,p(∂X) on the boundary ∂X .
Definition 2.6. (i) Let 0 < θ <∞ and let u be a measurable function on ∂X. A sequence
of nonnegative measurable functions, ~g = {gk}k∈Z, is called a fractional θ-Haj lasz gradient
of u if there exists Z ⊂ ∂X with ν(Z) = 0 such that for all k ∈ Z and ζ, ξ ∈ ∂X \ Z
satisfying 2−k−1 ≤ dX(ζ, ξ) < 2
−k,
|u(ζ)− u(ξ)| ≤ [dX(ζ, ξ)]
θ[gk(ζ) + gk(ξ)].
Denote by Dθ(u) the collection of all fractional θ-Haj lasz gradients of u.
(ii) Let 0 < θ < ∞ and 0 < p < ∞. The Haj lasz-Besov space N θp,p(∂X) consists of all
functions u ∈ Lp(∂X) for which the seminorm ‖u‖N˙θp,p(∂X)
defined as
‖u‖N˙θp,p(∂X)
:= inf
~g∈Dθ(u)
‖(‖gk‖Lp(∂X))k∈Z‖lp = inf
~g∈Dθ(u)
(∑
k∈Z
∫
∂X
[gk(ξ)]
p dν(ξ)
)1/p
is finite. The norm of N θp,p(∂X) is
‖u‖Nθp,p(∂X) := ‖u‖Lp(∂X) + ‖u‖N˙θp,p(∂X)
.
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The following proposition states that these three Besov-type spaces Bθp(∂X), B
θ
p,p(∂X)
and N θp,p(∂X) coincide with each other.
Proposition 2.7. Let 0 < θ < 1 and p ≥ 1. For any f ∈ L1loc(∂X), we have
‖f‖B˙θp(∂X)
≈ ‖f‖B˙θp(∂X)
≈ ‖f‖N˙θp,p(∂X)
.
Proof. The first part ‖f‖B˙θp(∂X)
≈ ‖f‖B˙θp(∂X)
follows by [24, Proposition 2.13].
The second part ‖f‖B˙θp(∂X)
≈ ‖f‖N˙sp,p(∂X)
is given by [3, Lemma 5.4] and [14, Theorem
1.2].
The dyadic norms give an easy way to introduce Orlicz-Besov spaces by replacing tp
with some Orlicz function Φ(t).
Definition 2.8. Let Φ be the Young function Φ(t) = tp logλ1(e+ t) with p > 1, λ1 ∈ R or
p = 1, λ1 ≥ 0. Then the Orlicz-Besov space B
θ,λ2
Φ (∂X) consists of all f ∈ L
Φ(∂X) whose
norm generally defined as
‖f‖
B
θ,λ2
Φ
(∂X)
:= ‖f‖LΦ(∂X) + inf
{
k > 0 : |f/k|
B˙
θ,λ2
Φ
(∂X)
≤ 1
}
is finite, where for any g ∈ L1loc(∂X), the B˙
θ,λ2
Φ -dyadic energy is defined as
|g|
B˙
θ,λ2
Φ
(∂X)
:=
∞∑
n=1
eǫn(θ−1)pnλ2
∑
I∈Qn
ν(I)Φ
(∣∣gI − gÎ ∣∣
e−ǫn
)
.
In this paper, we are only interested in the Young functions in the above definition.
Hence in the rest of this paper, we always assume that the Young function is Φ(t) =
tp logλ1(e+ t) with p > 1, λ1 ∈ R or p = 1, λ1 ≥ 0.
3 Proofs
3.1 Proof of Theorem 1.1
Proof. Trace Part: Let f ∈ N1,Φ(X). We follow an idea from [24] and set
(3.1) Tr f(ξ) := f˜(ξ) = lim
[0,ξ)∋x→ξ
f(x), ξ ∈ ∂X
provided that the limit taken along the geodesic ray [0, ξ) exists. We begin by showing
that the above limit exists for ν-a.e. ξ ∈ ∂X .
Since gf is an upper gradient of f , it suffices to show that the function f
∗ defined by
setting
(3.2) f˜∗(ξ) = |f(0)|+
∫
[0,ξ)
gf ds
belongs to Lp(∂X), where [0, ξ) is the geodesic ray from 0 to ξ. Indeed, if f˜∗ ∈ Lp(∂X),
we have |f˜∗| <∞ for ν-a.e. ξ ∈ ∂X , and hence the limit in (3.1) exists for ν-a.e. ξ ∈ ∂X.
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Fix ξ ∈ ∂X . Set rj = 2e
−jǫ/ǫ and xj = xj(ξ) be the ancestor of ξ with |xj| = j for
j ∈ N. Then
(3.3) ds ≈ e(β−ǫ)jj−λ2 dµλ2 ≈ r
1−β/ǫ
j j
−λ2 dµ, µλ2([xj , xj+1]) ≈ r
β/ǫ
j j
λ2 ,
where [xj , xj+1] is the edge connecting xj = xj(ξ) and xj+1 = xj+1(ξ). Thus
f˜∗(ξ) = |f(0)|+
+∞∑
j=0
∫
[xj ,xj+1]
gf ds
≈ |f(0)|+
+∞∑
j=0
r
1−β/ǫ
j j
−λ2
∫
[xj ,xj+1]
gf dµλ2
≈ |f(0)|+
+∞∑
j=0
rj−
∫
[xj ,xj+1]
gf dµλ2 .(3.4)
Since θ = 1 − (β − logK)/(pǫ) > 0, we may choose 1 ≤ q < ∞ such that max{(β −
logK)/ǫ, 1} < q < p if p > 1 or q = 1 = p. Let Ψ(t) = tp/q logλ/q(e + t). Then Ψq = Φ
and Ψ is a doubling Young function. By the Jensen inequality and the doubling property
of Ψ, since
∑+∞
j=0 rj ≈ 1, we have that
Ψ(f˜∗(ξ)) . Ψ(|f(0)|) + Ψ
+∞∑
j=0
rj−
∫
[xj,xj+1]
gf dµλ2

. Ψ(|f(0)|) +
+∞∑
j=0
rj−
∫
[xj ,xj+1]
Ψ(gf ) dµλ2 .
Choose 0 < κ < 1 − (β − logK)/(qǫ). If q > 1, by the Ho¨lder inequality, we obtain the
estimate
Φ(f˜∗(ξ)) = Ψ(f˜∗(ξ))q . Φ(|f(0)|) +
+∞∑
j=0
rκj r
(1−κ)
j −
∫
[xj ,xj+1]
Ψ(gf ) dµλ2
q
. Φ(|f(0)|) +
+∞∑
j=0
r
(1−κ)q
j
(
−
∫
[xj ,xj+1]
Ψ(gf ) dµλ2
)q
. Φ(|f(0)|) +
+∞∑
j=0
r
q−κq−β/ǫ
j j
−λ2
∫
[xj ,xj+1]
Φ(gf ) dµλ2 .
Here the second inequality use the fact
+∞∑
j=0
r
kq/(q−1)
j ≈ 1.
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If q = 1, then Ψ = Φ, and hence the Ho¨lder inequality is not needed in the estimate. We
conclude that
Φ(f˜∗(ξ)) . Φ(|f(0)|) +
+∞∑
j=0
r
q−κq−β/ǫ
j j
−λ2
∫
[xj ,xj+1]
Φ(gf ) dµ.
Since ν(∂X) ≈ 1, integration of this estimate over ∂X together with Fubini’s theorem
gives∫
∂X
Φ(f˜∗(ξ)) dν . Φ(|f(0)|) +
∫
∂X
+∞∑
j=0
r
q−κq−β/ǫ
j j
−λ2
∫
[xj ,xj+1]
Φ(gf ) dµλ2 dν(ξ)
= Φ(|f(0)|) +
∫
X
Φ(gf (x))
∫
∂X
+∞∑
j=0
r
q−κq−β/ǫ
j j
−λ2χ[xj,xj+1](x) dν(ξ) dµλ2(x).(3.5)
Since χ[xj,xj+1](x) is nonzero only if j ≤ |x| ≤ j + 1 and x < ξ, our estimate (3.5) can be
reformulated as
(3.6)
∫
∂X
Φ(f˜∗(ξ)) dν . Φ(|f(0)|) +
∫
X
Φ(gf (x))r
q−κq−β/ǫ
j(x) j(x)
−λ2ν(E(x)) dµ(x),
where E(x) = {ξ ∈ ∂X : x < ξ} and j(x) is the largest integer such that j(x) ≤ |x|.
By Proposition 2.2, we have ν(E(x)) ≈ rQj(x), since E(x) = B(ξ, r) for any ξ ∈ E(x) and
r = diam(E(x))/2 ≈ e−ǫj(x), see [3, Lemma 5.21]. This together with q−κq−β/ǫ+Q > 0
gives
r
p(1−κ)−β/ǫ+Q
j(x) j(x)
−λ2 . 1.
Consequently, (3.6) implies that∫
∂X
Φ(f˜∗(ξ)) dν . Φ(|f(0)|) +
∫
X
Φ(gf (x))r
q−κq−β/ǫ+Q
j(x) j(x)
−λ2 dµλ2(x)
. Φ(|f(0)|) +
∫
X
Φ(gf (x)) dµλ2(x).
Actually, the value |f(0)| is not essential. For any y ∈ {x ∈ X : |x| < 1}, a neighborhood
of 0, we could modify the definition of f˜∗(ξ) as
f˜∗(ξ) = |f(y)|+ |f(y)− f(0)|+
+∞∑
j=0
|f(xj+1)− f(xj)|.
Since µλ2(X) ≈ 1, we have that
Φ(|f(y)− f(0)|) ≤ Φ
(∫
[0,y]
gf ds
)
≤ Φ
(∫
X
gf ds
)
.
∫
X
Φ(gf ) dµλ2 .
By the same argument as above, we obtain the estimate∫
∂X
Φ(f˜∗(ξ)) dν(ξ) . Φ(|f(y)|) +
∫
X
Φ(gf ) dµλ2 ,
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for any y ∈ {x ∈ X : |x| < 1}. The fact that f ∈ LΦ(X,µλ2) gives us that Φ(|f(y)|) <∞
for µλ2-a.e. y ∈ X. This shows that f˜
∗(ξ) is LΦ-integrable on ∂X , which finishes the proof
of the existence of the limit in (3.1).
We continue towards norm estimates. Since |f˜ | ≤ f˜∗ for any modified f˜∗, the above
arguments also show that for any y ∈ {x ∈ X : |x| < 1}, we have that∫
∂X
Φ(f˜(ξ)) dν(ξ) . Φ(|f(y)|) +
∫
X
Φ(gf ) dµλ2 .
Integrating over all y ∈ {x ∈ X : |x| < 1}, since µλ2({x ∈ X : |x| < 1}) ≈ 1, we arrive at
the estimate
(3.7)
∫
∂X
Φ(f˜(ξ)) dν(ξ) .
∫
X
Φ(|f |) dµλ2 +
∫
X
Φ(gf ) dµλ2 .
Assume that ‖f‖LΦ(X,µλ2 )
= t1 and ‖gf‖LΦ(X,µλ2 )
= t2. By the definition of Luxemburg
norms, we know that∫
X
Φ(f/t1) dµλ2 ≤ 1 and
∫
X
Φ(gf/t2) dµλ2 ≤ 1.
By estimate (3.7), there exists a constant C > 0 such that∫
∂X
Φ(f˜(ξ)) dν(ξ) . C
(∫
X
Φ(|f |) dµλ2 +
∫
X
Φ(gf ) dµλ2
)
.
We may assume C ≥ 1, since if C < 1, we choose C = 1. Then we obtain that∫
∂X
Φ
(
f˜(ξ)
2C(t1 + t2)
)
dν ≤ C
(∫
X
Φ
(
f
2Ct1
)
dµλ2 +
∫
X
Φ
(
gf
2Ct2
)
dµλ2
)
≤
1
2
(∫
X
Φ(f/t1) dµλ2 +
∫
X
Φ(gf/t2) dµλ2
)
≤ 1,
which implies
(3.8) ‖f˜(ξ)‖LΦ(∂X) ≤ 2C(t1 + t2) ≈ ‖f‖LΦ(X,µλ2 )
+ ‖gf‖LΦ(X,µλ2 )
= ‖f‖N1,φ(X,µλ2 )
.
Next, we estimate the dyadic energy |f˜ |
B˙
θ,λ2
Φ
(∂X)
. Given I ∈ Qn, ξ ∈ I and ζ ∈ Î, we
have xn−1 = yn−1, where xj = xj(ξ) and yj = yj(ζ) are the ancestors of ξ and ζ with
|xj | = |yj | = j, and hence that
(3.9) |f˜(ξ)− f˜(ζ)| ≤
+∞∑
j=n−1
|f(xj)− f(xj+1)|+
+∞∑
j=n−1
|f(yj)− f(yj+1)|.
By (3.3) and an argument similar to (3.4), we infer from (3.9) that
|f˜(ξ)− f˜(ζ)| .
+∞∑
j=n−1
rj−
∫
[xj ,xj+1]
gf dµλ2 +
+∞∑
j=n−1
rj−
∫
[yj ,yj+1]
gf dµλ2 .
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It follows from the Jensen inequality that
Ψ
(
|f˜(ξ)− f˜(ζ)|
e−ǫn
)
.
+∞∑
j=n−1
r−1n−1rj−
∫
[xj ,xj+1]
Ψ(gf ) dµλ2 +
+∞∑
j=n−1
r−1n−1rj−
∫
[yj ,yj+1]
Ψ(gf ) dµλ2 ,
since we have the estimate
rn−1 ≈ e
−ǫn ≈
+∞∑
j=n−1
rj.
By using the fact Φ = Ψq and the Ho¨lder inequality if q > 1 (if q = 1, the Ho¨lder inequality
is not needed), we get that
Φ
(
|f˜(ξ)− f˜(ζ)|
e−ǫn
)
= Ψ
(
|f˜(ξ)− f˜(ζ)|
e−ǫn
)q
. r−q+κqn−1
+∞∑
j=n−1
r
q−β/ǫ−κq
j j
−λ2
(∫
[xj ,xj+1]
Φ(gf ) dµλ2 +
∫
[yj ,yj+1]
Φ(gf ) dµλ2
)
.
Since ν(I) ≈ ν(Î) and Î is the parent of I, it follows from Fubini’s theorem that
∑
I∈Qn
ν(I)Φ
(
|f˜I − f˜Î |
e−ǫn
)
≤
∑
I∈Qn
ν(I)−
∫
I
−
∫
Î
Φ
(
|f˜(ξ)− f˜(ζ)|
e−ǫn
)
dν(ζ) dν(ξ)
.
∫
∂X
r−q+κqn−1
+∞∑
j=n−1
r
q−β/ǫ−κq
j j
−λ2
∫
[xj ,xj+1]
Φ(gf ) dµλ2 dν(ξ)
=
∫
X∩{|x|≥n−1}
Φ(gf )r
−q+κq
n−1
∫
∂X
+∞∑
j=n−1
r
q−β/ǫ−κq
j j
−λ2χ[xj,xj+1](x) dν(ξ) dµλ2(x).(3.10)
Note again that χ[xj ,xj+1](x) is nonzero only if j ≤ |x| ≤ j + 1 and x < ξ. Recall
E(x) = {ξ ∈ ∂X : x < ξ} and that j(x) is the largest integer such that j(x) ≤ |x|. Then
ν(E(x)) . rQj(x). Hence (3.10) gives
∑
I∈Qn
ν(I)Φ
(
|f˜I − f˜Î |
e−ǫn
)
.
∫
X∩{|x|≥n−1}
Φ(gf )r
−q+κq
n−1 r
q−β/ǫ−κq
j(x) j(x)
−λ2ν(E(x)) dµλ2(x)
.
∫
X∩{|x|≥n−1}
Φ(gf )r
−q+κq
n−1 r
q−β/ǫ−κq+Q
j(x) j(x)
−λ2 dµλ2(x).
Since e−ǫn ≈ rn−1, we conclude the estimate
|f˜ |
B˙
θ,λ2
Φ
(∂X)
.
+∞∑
n=1
r
(1−θ)p−q+κq
n−1 n
λ2
∫
X∩{|x|≥n−1}
Φ(gf )r
q−β/ǫ−κq+Q
j(x) j(x)
−λ2 dµλ2(x)
=
+∞∑
n=0
r(1−θ)p−q+κqn (n + 1)
λ2
+∞∑
j=n
∫
X∩{j≤|x|<j+1}
Φ(gf )r
q−β/ǫ−κq+Q
j j
−λ2 dµλ2(x)
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=
+∞∑
j=0
∫
X∩{j≤|x|<j+1}
Φ(gf )r
q−β/ǫ−κq+Q
j j
−λ2 dµλ2(x)
(
j∑
n=0
r(1−θ)p−q+κqn (n+ 1)
λ2
)
.
Recall that rn = 2e
−nǫ/ǫ and
(1− θ)p− q + κq = κq − (q − (β − logK)/ǫ) = κq + β/ǫ− q − logK/ǫ < 0.
Hence we obtain that
j∑
n=0
r(1−θ)p−q+κqn (n+ 1)
λ2 ≈ r
κq+β/ǫ−q−logK/ǫ
j (j + 1)
λ2 = r
κq+β/ǫ−q−Q
j j
λ2 .
Therefore, our estimate above for the dyadic energy can be rewritten as
|f˜ |
B˙
θ,λ2
Φ
(∂X)
.
+∞∑
j=0
∫
X∩{j≤|x|<j+1}
Φ(gf ) dµλ2(x) =
∫
X
Φ(gf ) dµλ2(x).
By an argument similar to the one that we used to prove (3.8) after getting (3.7), we have
that
inf
{
k > 0 : |f˜/k|
B˙
θ,λ2
Φ
(∂X)
≤ 1
}
. ‖gf‖LΦ(X,µλ2 )
,
which together with (3.8) gives the norm estimate
‖f˜‖
B
θ,λ2
Φ
(∂X)
. ‖f‖N1,Φ(X,µλ2 )
.
Extension Part: Fix u ∈ Bθ,λ2Φ (∂X). Given x ∈ X with |x| = n ∈ N, set
(3.11) u˜(x) = −
∫
Ix
u dν,
where Ix ∈ Qn is the set of all the points ξ ∈ ∂X such that the geodesic [0, ξ) passes
through x.
Let y be a child of x. Then |y| = n+1 and Ix is the mother of Iy. We define u˜ on the
edge [x, y] by setting
(3.12) gu˜(t) =
u˜(y)− u˜(x)
dX(x, y)
=
ǫ(uIy − uIx)
(1− e−ǫ)e−ǫn
=
ǫ(uIy − uÎy)
(1− e−ǫ)e−ǫn
and
(3.13) u˜(t) = u˜(x) + gu˜(t)dX(x, t).
By repeating this procedure for all edges, we obtain an extension u˜ of u. Then (3.1) and
(3.11) imply that Tr u˜(ξ) = u(ξ) whenever ξ ∈ ∂X is a Lebesgue point of u.
Simple integration shows that |gu˜| is an upper gradient of u˜. Clearly∫
[x,y]
Φ(|gu˜|) dµλ2 ≈
∫ n+1
n
Φ
(
|uIy − uÎy |
e−ǫ(n+1)
)
e−βτ (τ +C)λ2 dτ
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≈ e−β(n+1)(τ + 1)λ2Φ
(
|uIy − uÎy |
e−ǫ(n+1)
)
.
By summing over all the edges of X, we conclude that
(3.14)
∫
X
Φ(|gu˜|) dµλ2 ≈
+∞∑
n=1
∑
I∈Qn
e−βnnλ2Φ
(
|uI − uÎ |
e−ǫn
)
.
We have that
ν(I) ≈ e−ǫnQ
whenever I ∈ Qn, which implies that
(3.15) eǫn(θ−1)pν(I) ≈ e−ǫn((β−logK)/ǫ+Q) ≈ e−βn.
The above estimates (3.14) and (3.15) give
(3.16)
∫
X
Φ(|gu˜|) dµλ2 ≈
∞∑
n=1
eǫn(θ−1)pnλ2
∑
I∈Qn
ν(I)Φ
(∣∣uI − uÎ ∣∣
e−ǫn
)
= |u|
B˙
θ,λ2
Φ
(∂X)
.
Towards the LΦ-estimate of u˜, notice that
(3.17) |u˜(t)| ≤ |u˜(x)|+ |gu˜|dX(x, y) = |u˜(x)|+ |u˜(y)− u˜(x)| . |uIx |+ |uIy |
for any t ∈ [x, y]. Since µλ2([x, y]) ≈ e
−βnnλ2 and ν(Ix) ≈ ν(Iy) ≈ e
−ǫnQ, this gives us∫
[x,y]
Φ(|u˜(t)|) dµλ2 . µλ2([x, y])
(
Φ(|uIx |) + Φ(|uIy |)
)
. e−βn+ǫnQnλ2
∫
Ix
Φ(|u|) dν.
By summing over all the edges of X, we arrive at∫
X
Φ(|u˜(t)|) dµλ2 .
+∞∑
n=0
∑
I∈Qn
e−βn+ǫnQnλ2
∫
I
Φ(|u|) dν
=
+∞∑
n=0
e−βn+ǫnQnλ2
∫
∂X
Φ(|u|) dν.
The sum of e−βn+ǫnQn−λ2 converges, because β − ǫQ = β − logK > 0. It follows that
(3.18)
∫
X
Φ(|u˜(t)|) dµλ2 .
∫
∂X
Φ(|u|) dν.
Applying the very same arguments that we used in proving (3.8) after getting (3.7) to
(3.16) and (3.18), we finally arrive at the desired estimate
‖u˜‖N1,Φ(X,µλ2 )
. ‖u‖
B
θ,λ2
Φ
(∂X)
.
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3.2 Proof of proposition 1.2
In this section, we always assume that Φ(t) = tp logλ1(e + t) with p > 1, λ1 ∈ R or
p = 1, λ1 ≥ 0.
Lemma 3.1. Let λ, λ1, λ2 ∈ R. Assume that λ1 + λ2 = λ. For any f ∈ L
1(∂X), we have
that ‖f‖
B˙θ,λp (∂X)
<∞ is equivalent to |f |
B˙
θ,λ2
Φ
(∂X)
<∞ whenever 0 < θ < 1.
Proof. When λ1 = 0, then the result is obvious since ‖f‖
p
B˙θ,λp (∂X)
= |f |
B˙
θ,λ2
Φ
(∂X)
.
When λ1 > 0, first we estimate the logarithmic term from above. Since f ∈ L
1(∂X),
for any I ∈ Qn, it follows from ν(I) ≈ ν(Î) ≈ e
−n logK that
logλ1
(
e+
|fI − fÎ |
e−ǫn
)
≤ logλ1
(
e+
|fI |+ |fÎ |
e−ǫn
)
. logλ1
(
e+
‖f‖L1(∂X)
e−(ǫ+logK)n
)
≤ Cnλ1 ,
where C = C(‖f‖L1(∂X), λ1, ǫ,K). Hence we can estimate |f |B˙θ,λ2
Φ
(∂X)
as follows:
|f |
B˙
θ,λ2
Φ
(∂X)
=
∞∑
n=1
eǫn(θ−1)pnλ2
∑
I∈Qn
ν(I)Φ
(∣∣gI − gÎ ∣∣
e−ǫn
)
=
∞∑
n=1
eǫnθpnλ2
∑
I∈Qn
ν(I)|fI − fÎ |
p logλ1
(
e+
|fI − fÎ |
e−ǫn
)
≤ C
∞∑
n=1
eǫnθpnλ2+λ1
∑
I∈Qn
ν(I)|fI − fÎ |
p = C‖f‖p
B˙θ,λp (∂X)
,
where C = C(‖f‖L1(∂X), λ1, ǫ,K).
In order to estimate the logarithmic term from below, for any I ∈ Qn, we define
(3.19) χ(n, I) =
{
1, if |fI − fÎ | > e
−ǫn(θ+1)/2
0, otherwise.
Then we have that
‖f‖p
B˙θ,λp (∂X)
=
∞∑
n=1
eǫnθpnλ
∑
I∈Qn
ν(I)|fI − fÎ |
p
=
∞∑
n=1
eǫnθpnλ
∑
I∈Qn
ν(I)χ(n, I)|fI − fÎ |
p
+
∞∑
n=1
eǫnθpnλ
∑
I∈Qn
ν(I)(1 − χ(n, I))|fI − fÎ |
p
=: P1 + P2.
If |fI − fÎ | > e
−ǫn(θ+1)/2, since θ < 1 and λ1 > 0, we obtain that
logλ1
(
e+
|fI − fÎ |
e−ǫn
)
> logλ1
(
e+ eǫn(1−θ)/2
)
≥ Cnλ1 ,
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where C = C(ǫ, θ, λ1). Hence we have the estimate
P1 ≤ C
∞∑
n=1
eǫnθpnλ2
∑
I∈Qn
|fI − fÎ |
p logλ1
(
e+
|fI − fÎ |
e−ǫn
)
= C|f |
B˙
θ,λ2
Φ
(∂X)
.
For P2, since
∑
I∈Qn
ν(I) ≈ 1, we have that
P2 ≤
∞∑
n=1
eǫnθpnλ
∑
I∈Qn
ν(I)e−ǫnp(θ+1)/2 ≈
∞∑
n=1
eǫnp(θ−1)/2nλ = C ′ < +∞,
where C ′ = C ′(θ, p, λ). Therefore, we obtain
(3.20)
1
C
|f |
B˙
θ,λ2
Φ
(∂X)
≤ ‖f‖p
B˙θ,λp (∂X)
= P1 + P2 ≤ C|f |B˙θ,λ2
Φ
(∂X)
+ C ′,
where C and C ′ are constants depending only on ǫ, θ, λ1, λ, p znd ‖f‖L1(∂X).
When λ1 < 0, in order to estimate the logarithmic term from above, using definition
(3.19), we obtain that
|f |
B˙
θ,λ2
Φ
(∂X)
=
∞∑
n=1
eǫnθpnλ2
∑
I∈Qn
ν(I)|fI − fÎ |
p logλ1
(
e+
|fI − fÎ |
e−ǫn
)
=
∞∑
n=1
eǫnθpnλ2
∑
I∈Qn
ν(I)χ(n, I)|fI − fÎ |
p logλ1
(
e+
|fI − fÎ |
e−ǫn
)
+
∞∑
n=1
eǫnθpnλ2
∑
I∈Qn
ν(I)(1 − χ(n, I))|fI − fÎ |
p logλ1
(
e+
|fI − fÎ |
e−ǫn
)
=: P ′1 + P
′
2.
If |fI − fÎ | > e
−ǫn(θ+1)/2, since θ < 1 and λ1 < 0, we have that
logλ1
(
e+
|fI − fÎ |
e−ǫn
)
< logλ1
(
e+ eǫn(1−θ)/2
)
≤ Cnλ1 ,
where C = C(ǫ, θ, λ1). Hence we have the estimate
P ′1 ≤ C
∞∑
n=1
eǫnθpnλ2+λ1
∑
I∈Qn
ν(I)|fI − fÎ |
p = C‖f‖p
B˙θ,λp (∂X)
.
For P ′2, since log
λ1(e+ t) ≤ 1 for any t ≥ 0 and
∑
I∈Qn
ν(I) ≈ 1, we obtain that
P ′2 ≤
∞∑
n=1
eǫnθpnλ2
∑
I∈Qn
ν(I)e−ǫn(θ+1)/2 =
∞∑
n=1
eǫnp(θ−1)/2nλ2 = C ′ < +∞,
where C ′ = C(ǫ, θ, λ2).
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Next, we estimate the logarithmic term from below. Since f ∈ L1(∂X) and λ1 < 0, for
any I ∈ Qn, it follows from ν(I) ≈ ν(Î) ≈ e
−n logK that
logλ1
(
e+
|fI − fÎ |
e−ǫn
)
≥ logλ1
(
e+
|fI |+ |fÎ |
e−ǫn
)
& logλ1
(
e+
‖f‖L1(∂X)
e−(ǫ+logK)n
)
≥ Cnλ1 ,
where C = C(‖f‖L1(∂X), λ1, ǫ,K). Now we get the estimate
‖f‖p
B˙θ,λp (∂X)
=
∞∑
n=1
eǫnθpnλ2+λ1
∑
I∈Qn
ν(I)|fI − fÎ |
p
≤ C
∞∑
n=1
eǫnθpnλ2
∑
I∈Qn
ν(I)|fI − fÎ |
p logλ1
(
e+
|fI − fÎ |
e−ǫn
)
= C|f |
B˙
θ,λ2
Φ
(∂X)
.
Therefore, we obtain the estimate
(3.21)
1
C
‖f‖p
B˙θ,λp (∂X)
≤ |f |
B˙
θ,λ2
Φ
(∂X)
= P ′1 + P
′
2 ≤ C‖f‖
p
B˙θ,λp (∂X)
+ C ′,
where C and C ′ are constants depending only on ǫ, θ, λ1, λ2 and ‖f‖L1(∂X).
Combining the inequalities (3.20) and (3.21) which are respect to λ1 > 0 and λ1 < 0
with the case λ1 = 0, we obtain that ‖f‖
p
B˙θ,λp (∂X)
< +∞ is equivalent to |f |
B˙
θ,λ2
Φ
(∂X)
<
+∞.
We need a result from functional ananlysis.
Lemma 3.2 (Closed graph theorem). Let X,Y be Banach spaces and let T : X → Y be a
linear operator. Then T is continuous if and only if the graph
∑
:= {(x, T (x)) : x ∈ X}
is closed in X × Y with the product topology.
Let LΦ(∂X) ∩ B˙θ,λp (∂X) be the Banach space equipped with the norm
‖f‖
LΦ(∂X)∩B˙θ,λp (∂X)
:= ‖f‖LΦ(∂X) + ‖f‖B˙θ,λp (∂X)
.
Using the same manner, we could define the space X ∩ Y for any two spaces X and Y .
Corollary 3.3. Let λ, λ1, λ2 and Φ be as in Lemma 3.1. Then we have
LΦ(∂X) ∩ B˙θ,λp (∂X) = B
θ,λ2
Φ (∂X)
with equivalent norms.
Proof. It directly follows from Lemma 3.1 that LΦ(∂X)∩B˙θ,λp (∂X) and B
θ,λ2
Φ (∂X) are the
same vector spaces. Next we use Lemma 3.2 (Closed graph theorem) to show that they
are the same Banach spaces with equivalent norms.
Consider the identity map Id : LΦ(∂X)∩B˙θ,λp (∂X)→ B
θ,λ2
Φ (∂X), i.e., Id (x) = x for any
x ∈ LΦ(∂X) ∩ B˙θ,λp (∂X). Then the graph of Id is closed. Indeed, if (xn, xn) is a sequence
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in this graph that converges to (x, y) in (LΦ(∂X) ∩ B˙θ,λp (∂X)) × (Lp(∂X) ∩ B˙
θ,λ2
Φ (∂X))
with product topology, then xn converges to x in ‖ · ‖LΦ(∂X)∩B˙θ,λp (∂X)
norm and hence in
LΦ(∂X). In the same manner, xn converges to y in ‖ · ‖Bθ,λ2
Φ
(∂X)
and hence in LΦ(∂X).
But the limits are unique in LΦ(∂X), so x = y.
Applying Lemma 3.2 (Closed graph theorem), we see that the map Id is continuous
from LΦ(∂X) ∩ B˙θ,λp (∂X) to B
θ,λ2
Φ (∂X); similarly for the inverse. Thus the norms ‖ ·
‖
LΦ(∂X)∩B˙θ,λp (∂X)
and ‖ · ‖
B
θ,λ2
Φ
(∂X)
are equivalent and the claim follows.
There is a slightly difference between the results in Corollary 3.3 and Proposition 1.2,
since Bθ,λp (∂X) = Lp(∂X) ∩ B˙
θ,λ
p (∂X). To get Proposition 1.2 from Corollary 3.3, we
need some estimates between the Lp-norm and LΦ-norm. Since ν(∂X) = 1, we have the
following lemma, see [27, Theorem 3.17.1 and Theorem 3.17.5].
Lemma 3.4. Let Φ1,Φ2 be two Young functions. If Φ2 ≺ Φ1, then
‖u‖LΦ2 (∂X) . ‖u‖LΦ1 (∂X)
for all u ∈ LΦ1(∂X).
By the relation (2.3), for any δ > 0, we have
(3.22) ‖u‖Lmax{p−δ,1}(∂X) . ‖u‖LΦ(∂X) . ‖u‖Lp+δ(∂X)
for all u ∈ Lp+δ(∂X).
Recall that ν(∂X) = 1 and diam(∂X) ≈ 1. Since ∂X is Ahlfors Q-regular where
Q = logKǫ , we obtain the following lemma immediately from [22, Theorem 4.2]
Lemma 3.5. Let 0 < s < 1 and p ≥ 1. Let u ∈ N˙ sp,p(∂X). If 0 < sp < Q =
logK
ǫ , then
u ∈ Lp
∗
(∂X), p∗ = QpQ−sp and
inf
c∈R
(
−
∫
∂X
|u− c|p
∗
dν
)1/p∗
. ‖u‖N˙sp,p(∂X)
Proof of Proposition 1.2. Let s = min{θ2 ,
Q
2p}, where Q =
logK
ǫ . Let p
∗ = QpQ−sp and
δ = p∗ − p. It follows from the definitions of our Besov-type spaces and Proposition 2.7
that
B˙θ,λp (∂X) ⊂ B˙
s
p(∂X) = N˙
s
p,p(∂X).
By Lemma 3.5 and triangle inequality, we obtain that(
−
∫
∂X
|u− u∂X |
p∗ dν
)1/p∗
≤ 2 inf
c∈R
(
−
∫
∂X
|u− c|p
∗
dν
)1/p∗
. ‖u‖N˙sp,p(∂X)
. ‖u‖
B˙θ,λp (∂X)
,
for any u ∈ B˙θ,λp (∂X), where u∂X = −
∫
∂X u dν. Since |u| ≤ |u−u∂X |+|u∂X | and ν(∂X) = 1,
it follows from the Minkowski inequality that
‖u‖Lp∗ (∂X) ≤ ‖u− u∂X‖Lp∗ (∂X) + ‖u∂X‖Lp∗ (∂X)
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=
(
−
∫
∂X
|u− u∂X |
p∗ dν
)1/p∗
+
∣∣∣∣−∫
∂X
u dν
∣∣∣∣
. ‖u‖L1(∂X) + ‖u‖B˙θ,λp (∂X)
,
for any u ∈ B˙θ,λp (∂X). Since ‖ · ‖L1(∂X) ≤ ‖ · ‖Lp(∂X) ≤ ‖ · ‖Lp∗ (∂X) is trivial, we have that
L1(∂X) ∩ B˙θ,λp (∂X) = B
θ,λ
p (∂X) = L
p∗(∂X) ∩ B˙θ,λp (∂X).
Recall the relation (3.22) and δ = p∗ − p. Hence we have that
‖ · ‖L1(∂X) . ‖ · ‖LΦ(∂X) . ‖ · ‖Lp∗ (∂X).
Thus,
Bθ,λp (∂X) = L
Φ(∂X) ∩ B˙θ,λp (∂X).
Combining with Corollary 3.3, i.e.,
LΦ(∂X) ∩ B˙θ,λp (∂X) = L
Φ(∂X) ∩ B˙θ,λ2Φ (∂X) = B
θ,λ2
Φ (∂X),
we finally arrive at
Bθ,λp (∂X) = B
θ,λ2
Φ (∂X).
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