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LOCAL REGULARITY FOR PARABOLIC NONLOCAL OPERATORS
MATTHIEU FELSINGER, MORITZ KASSMANN
Abstract. Weak solutions to parabolic integro-differential operators of order α ∈ (α0, 2) are
studied. Local a priori estimates of Hölder norms and a weak Harnack inequality are proved.
These results are robust with respect to α↗ 2. In this sense, the presentation is an extension
of Moser’s result from [20].
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1. Introduction
Throughout this article Ω denotes a bounded domain in Rd and I an open, bounded interval
in R. The aim of this article is to study properties of solutions u : I × Rd → R to
∂tu(t, x)− Lu(t, x) = f(t, x), (t, x) ∈ I × Ω, (1.1)
where L is an integro-differential operator of the form
Lu = p. v.
ˆ
Rd
[u(t, y)− u(t, x)] kt(x, y) dy . (1.2)
The kernel k : R × Rd × Rd → [0,∞), (t, x, y) 7→ kt(x, y), is assumed to be measurable with a
certain singularity at the diagonal x = y.
Note that in the case kt(x, y) =
Ad,−α
|x−y|d+α with a constant Ad,−α comparable to α(2 − α),
the integro-differential operator L defined by (1.2) is equal to the pseudo-differential operator
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LOCAL REGULARITY FOR PARABOLIC NONLOCAL OPERATORS 2
(−∆)α/2 with symbol |ξ|α. Thus the operator in equation (1.1) can be seen as an integro-
differential operator of order α with bounded measurable coefficients.
Let us specify the class of admissible kernels. We assume that the kernels k are of the form
kt(x, y) = a(t, x, y)k0(x, y) for measurable functions k0 : Rd×Rd → [0,∞) and a : R×Rd×Rd →
[12 , 1], which are symmetric with respect to x and y.
Fix α0 ∈ (0, 2) and Λ ≥ max(1, α−10 ). We say that a kernel k belongs to K(α0,Λ), if there is
α ∈ (α0, 2) such that k0 satisfies the following properties: for every x0 ∈ Rd, ρ ∈ (0, 2) and
v ∈ Hα/2(Bρ(x0))
ρ−2
ˆ
|x0−y|≤ρ
|x0 − y|2 k0(x0, y) dy +
ˆ
|x0−y|>ρ
k0(x0, y) dy ≤ Λρ−α, (K1)
Λ−1
¨
BB
[v(x)− v(y)]2k0(x, y) dx dy ≤ (2− α)
¨
BB
[v(x)− v(y)]2
|x− y|d+α dx dy
≤ Λ
¨
BB
[v(x)− v(y)]2 k0(x, y) dx dy, where B = Bρ(x0).
(K2)
We prove the following two theorems:
Theorem 1.1 (Weak Harnack inequality). Let k ∈ K(α0,Λ) for some α0 ∈ (0, 2) and Λ ≥ 1.
Then there is a constant C = C(d, α0,Λ) such that for every supersolution u of (1.1) on
Q = (−1, 1)×B2(0) which is nonnegative in (−1, 1)× Rd the following inequality holds:
‖u‖L1(U	) ≤ C
(
inf
U⊕
u+ ‖f‖L∞(Q)
)
(HI)
where U⊕ =
(
1− (12)α, 1
)×B1/2(0), U	 = (−1,−1 + (12)α)×B1/2(0).
In order to prove Hölder regularity we need an additional assumption on k0: We say that a
kernel k belongs to K′(α0,Λ) if k ∈ K(α0,Λ) and if
sup
x∈B2(0)
ˆ
Rd\B3(0)
|y|1/Λ k0(x, y) dy ≤ Λ . (K3)
Note that this condition is satisfied if
´
Rd\B3(0) |y|
δ k0(x, y) dy is uniformly bounded in B2(0)
for some δ > 0.
Theorem 1.2 (Hölder regularity). Let k ∈ K′(α0,Λ) for some α0 ∈ (0, 2) and Λ ≥ 1. Then
there is a constant β = β(d, α0,Λ) such that for every solution u of (1.1) in Q = I × Ω with
f = 0 and every Q′ b Q the following estimate holds:
sup
(t,x),(s,y)∈Q′
|u(t, x)− u(s, y)|(
|x− y|+ |t− s|1/α
)β ≤ ‖u‖L∞(I×Rd)ηβ , (HC)
with some constant η = η(Q,Q′) > 0.
Remark.
1. Note that in Theorem 1.1 the domains U⊕, U	 can be replaced by
(
3
4 , 1
)×B1/2(0), (−1,−34)×
B1/2(0), respectively. Similarly, |t− s|1/α can be replaced by |t− s|1/2 in Theorem 1.2.
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2. For this article we choose the most simple characteristic setting in order to explain the main
arguments.
– One can obtain Theorem 1.1 for solutions u in general domains in Rd+1 by rescaling u
to a function that is a solution in a standard cylinder (−1, 1)×B2(0), cf. Lemma 2.4.
– In equation (1.1) it is possible to consider more general functions f and additional
terms of lower order. When considering terms involving derivatives of the solution
u, an additional assumption would be α > 1. These extensions are analogous to the
corresponding modifications in the case of a second order differential operator.
3. Note that a strong Harnack inequality, i.e. ‖u‖L1(U	) replaced by supU	 u in (HI), cannot be
obtained under our assumptions, see [4, Theorem 1] and the discussion on page 148 there.
Thus, the strong formulation of Harnack’s inequality fails although conditions (K1) and (K2)
ensure nondegeneracy of the operator L in (1.2). In this sense the nonlocal case differs from
the case of local diffusion operators.
One feature of our approach is that the results depend only on d, α0 and Λ, but not on α.
Thus, in addition to the nonlocality of the operator, one interesting feature is that the order
of differentiability can be any number from the interval (α0, 2) and the constants in the results
do not depend on this number. We consider it interesting that the classical approach by Moser
can be modified to cover this range of problems. However, we do not prove that the classical
results of [19] for the local diffusion case, i.e. α = 2, follow formally from our results.
Before we go into details let us shortly discuss related results: Similar parabolic problems of the
above kind are treated already in [16], where global methods are used. For time-independent
kernels the article [3] establishes a Harnack inequality and Hölder regularity estimates with the
use of methods both from probability and analysis. The approach of [3] has been extended
significantly, see [10] as one example. Regularity results like Theorem 1.2 are important for the
construction and approximation of corresponding Markov processes. In our case these processes
are jump processes with discontinuous paths and without second moments.
Nonlinear nonlocal time-dependent variational problems are studied in [7]. The authors extend
the method of De Giorgi to nonlocal parabolic problems. Hölder regularity estimates for linear
equations with irregular coefficients are a central tool in this approach. They lead to C1,β-
estimates for problems with translation invariant kernels and finally to existence and regularity
of solutions to the nonlinear problem considered.
In the above mentioned results the constants blow up as α ↗ 2. Robust results have been
established for elliptic equations, e.g. [15], [12], [8], [14] and recently for fully nonlinear nonlocal
parabolic equations in [9]. See also [23] for related results in a critical nonlinear setting when
α = 1.
The main features of our contribution can be summarized as follows: Firstly, we prove local
regularity results such as a weak Harnack inequality. Secondly, our results are robust for α↗ 2,
i.e. the constants in our main theorems do not depend on α ∈ (α0, 2). Note that for fixed α
both Theorem 1.1 and Theorem 1.2 reflect the intrinsic scaling property of the underlying
operator. Thirdly, we allow for a general class of kernels kt(x, y). In particular, we do not
impose pointwise conditions on kt(x, y) in an essential way. Our article differs from [7] with
regard to these three aspects.
The following two examples illustrate two of these aspects; Example 1 illustrates the robustness
for α↗ 2. Example 2 shows that kt(x, y) may be zero on a large set around the diagonal x = y.
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Example 1. Consider a sequence of kernels (kn)n∈N such that kn ∈ K(α0,Λ) for every n ∈ N
and some α0 ∈ (0, 2), Λ ≥ 1 independent of n ∈ N. For instance kt(x, y) defined by1
knt (x, y) = (2− αn) |x− y|2−αn with αn = 2− 1n+1 (1.3)
belongs to K(1,Λ) for some Λ = Λ(d) ≥ 1. Let (un) be a sequence of solutions to the cor-
responding equation (1.1). Then (HI) holds true for the sequence (un) uniformly in n ∈ N.
Furthermore, if (kn) additionally satisfies (K3) uniformly in n ∈ N – such as the kernels in (1.3)
– then also (HC) holds uniformly in n ∈ N. Note that the theorems are interesting and new
even if αn = α for some α ∈ (0, 2) and all n ∈ N.
Example 2. Fix α0 ∈ (0, 2). Assume kt(x, y) = 2−α|x−y|d+α for some α ∈ (α0, 2). Let ζ ∈ S
d−1
and r ∈ (0, 1). Set
S = Sd−1 ∩ (Br(ζ) ∪Br(−ζ)) and k′t(x, y) = kt(x, y)1S( x−y|x−y|).
Then we have k′ ∈ K(α0,Λ) for some Λ ≥ 1.
The article is organized as follows: In Section 2 we explain the notion of weak (super-)solutions
and discuss the application of this concept in our setting. In Section 3 we perform Moser’s
iteration for arbitrary negative exponents of positive supersolutions and for small positive
exponents. Section 4 provides estimates on log u which are necessary in order to apply the
method of Bombieri and Giusti. The Harnack inequality is proved in Section 5. In Section 6
we provide the proof of Theorem 1.2. In Appendix A we explain the use of Steklov averages
when working with weak solutions of parabolic equations.
Acknowledgement: The authors thank M. Steinhauer and R. Zacher for discussing technical
details related to parabolic equations and our approach. We are grateful to an anonymous
referee for detailed comments.
2. Preliminaries
The Sobolev space of fractional order α/2 is defined by
Hα/2(Ω) =
{
v ∈ L2(Ω): |v(x)− v(y)|
|x− y|(α+d)/2
∈ L2(Ω× Ω)
}
(2.1)
endowed with the norm
‖v‖2Hα/2(Ω) = ‖v‖2L2(Ω) + (2− α)
¨
Ω Ω
|v(x)− v(y)|2
|x− y|α+d dx dy. (2.2)
We denote by Hα/20 (Ω) the completion of C
∞
c (Ω) under ‖·‖Hα/2(Rd) and by H−α/2 the dual of
H
α/2
0 .
By inf v and sup v we denote the essential infimum and the essential supremum, respectively,
of a given funktion v.
1Note that the factor (2− αn) in (1.3) is essential to find Λ and α0 independent of n ∈ N.
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2.1. Concept of weak solutions. In order to introduce the concept of weak solutions for
(1.1) with L as in (1.2) we define a nonlocal bilinear form associated to L by2
Et(u, v) =
¨
Rd Rd
[u(t, y)− u(t, x)] [v(t, y)− v(t, x)] kt(x, y) dx dy. (2.3)
Definition 2.1. Assume Q = I ×Ω ⊂ Rd+1 and f ∈ L∞(Q). We say that u ∈ L∞(I;L∞(Rd))
is a supersolution of (1.1) in Q = I × Ω, if
(i) u ∈ Cloc(I;L2loc(Ω)) ∩ L2loc(I;Hα/2loc (Ω)),
(ii) for every subdomain Ω′ b Ω, for every subinterval [t1, t2] ⊂ I and for every nonnegative
test function φ ∈ H1loc(I;L2(Ω′)) ∩ L2loc(I;Hα/20 (Ω′)),
ˆ
Ω′
φ(t2, x)u(t2, x) dx−
ˆ
Ω′
φ(t1, x)u(t1, x) dx−
ˆ t2
t1
ˆ
Ω′
u(t, x)∂tφ(t, x) dx dt+
ˆ t2
t1
Et(u, φ) dt
≥
ˆ t2
t1
ˆ
Ω′
f(t, x)φ(t, x) dx dt. (2.4)
From now on “∂tu− Lu ≥ f in I × Ω“ denotes that u is a supersolution in I × Ω in the sense
of this definition. Subsolutions and solutions3 are defined analogously.
The assumptions on u and φ ensure that all expressions in (2.4) are finite. In order to give
sense to Et(u, φ) the function φ is extended by 0. Note that we assume u to be bounded which
can be weakened if takes into account the rate of decay of kt(x, y) for large values of |x− y|.
If the condition (i) in the Definition 2.1 is weakened by
(i’) u ∈ L∞loc(I;L2loc(Ω)) ∩ L2loc(I;Hα/2loc (Ω)),
then one would need to prove u ∈ Cloc(I;L2loc(Ω)). One possibility is to show that the general-
ized derivative w.r.t. time of the solution u exists and belongs to L2(I ′;H−α/2(Ω′)) for every
subinterval I ′ b I and every subdomain Ω′ b Ω. The conclusion follows from an embedding
theorem (for instance [25, Prop. 23.23]). In the case of (i’) the first term in (2.4) has to be
reinterpreted as ˆ
Ω′
φ(t2, x)u(t2, x) dx = lim
∆t→0+
ˆ t2
t2−∆t
ˆ
Ω′
φ(t, x)u(t, x) dx dt
and similarly for the second term.
In the main proofs we do not use Definition 2.1 directly. The starting point in these proofs is
the inequalityˆ
Ω′
∂tu(t, x)φ(t, x) dx+ Et(u(t, ·), φ(t, ·)) ≥
ˆ
Ω′
f(t, x)φ(t, x) dx for a.e. t ∈ I, (2.4’)
where we apply test functions of the form φ(t, x) = ψ(x)u−q(t, x), q > 0, where u is a positive
supersolution in I ×Ω and ψ a suitable cut-off function. In particular, we assume that u is a.e.
differentiable in time. In Appendix A we justify this approach.
2In fact, 1
2
Et is associated to L but we omit the factor 12 in this work.
3In the definition of a solution there is no restriction on the sign of the test function φ.
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2.2. Sobolev and Poincaré inequality. We provide a Sobolev inequality and a weighted
Poincaré inequality for fractional Sobolev spaces with constants that are uniform for α↗ 2:
Proposition 2.2 (Sobolev inequality). Let d ≥ 3 and α0 > 0. Then there is a constant S > 0
such that for any α ∈ (α0, 2), R > 0, σ = dd−α and u ∈ Hα/2(BR) the following inequality
holds:(ˆ
BR
|u(x)|2σ dx
)1/σ
≤ (2− α)S
¨
BR BR
|u(x)− u(y)|2
|x− y|d+α dx dy + SR
−α
ˆ
BR
u2(x) dx . (2.5)
Proof. By adaptation of [6, Theorem 1] to our situation we obtain for v ∈ Hα/2(B1(0))
‖v‖2L2d/(d−α)(B1) ≤ c(d)
1− α/2
d− α
¨
B1B1
|v(x)− v(y)|2
|x− y|d+α dx dy + ‖v‖
2
L2(B1)
,
which proves (2.5) in the case R = 1, since 1d−α ≤ (d − 2)−1. The result for general R > 0
follows after a change of variables. 
Remark. We provide the proof of Theorem 1.1 only for the case d ≥ 3. The assertion stays true
if d ∈ {1, 2}. Tn this case one would use a Sobolev inequality of the form (2.5) with σ = 33−α
which is true for a bounded range of radii R. Moreover, one would need to set κ = 1 + α3 in
Proposition 3.4 and Proposition 3.6.
In order to derive estimates on log u in Section 4 we will need a weighted Poincaré inequality
of fractional order on B3/2.
Proposition 2.3 (Weighted Poincaré inequality). Let Ψ: B3/2 → [0, 1] be defined by Ψ(x) =
(32−|x|)∧1 and k ∈ K(α0,Λ) for some α0 ∈ (0, 2) and Λ ≥ 1. Then there is a positive constant
c2(d, α0,Λ) such that for every v ∈ L1(B3/2,Ψ(x) dx)ˆ
B3/2
[v(x)− vΨ]2 Ψ(x) dx ≤ c2
¨
B3/2B3/2
[v(x)− v(y)]2 kt(x, y) (Ψ(x) ∧Ψ(y)) dx dy ,
where vΨ =
(ˆ
B3/2
Ψ(x) dx
)−1 ˆ
B3/2
v(x)Ψ(x) dx.
Proof. For x ∈ B3/2 \B1 write Ψ(x) = 2
´ 3/2
1 1Bs(x) ds. Then for some α ∈ (α0, 2)ˆ
B3/2
ˆ
B3/2
[v(x)− v(y)]2 kt(x, y) (Ψ(x) ∧Ψ(y)) dx dy
=
ˆ
B3/2
ˆ
B3/2
[v(x)− v(y)]2 kt(x, y)2
ˆ 3/2
1
1Bs(x)1Bs(y) ds dx dy
= 2
ˆ 3/2
1
ˆ
B3/2
ˆ
B3/2
[v(x)− v(y)]2 kt(x, y)1Bs(x)1Bs(y) dx dy ds
≥ 2Λ−1(2− α)
ˆ 3/2
1
ˆ
B3/2
ˆ
B3/2
[v(x)− v(y)]2
|x− y|d+α 1Bs(x)1Bs(y) dx dy ds
= Λ−1(2− α)
ˆ
B3/2
ˆ
B3/2
[v(x)− v(y)]2
|x− y|d+α (Ψ(x) ∧Ψ(y)) dx dy ,
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where we have applied (K2) to obtain the inequality. The assertion of Proposition 2.3 follows
now immediately from [13, Corollary 6]. 
2.3. Scaling property and standard cylindrical domains. Let us briefly explain the scal-
ing behaviour of equation (1.1). Here and later in the article we will use the following notation.
Define for r > 0 Br(x0) =
{
x ∈ Rd : |x− x0| < r
}
and
Ir(t0) = (t0 − rα, t0 + rα), Qr(x0, t0) = Ir(t0)×Br(x0),
I⊕(r) = (0, rα), Q⊕(r) = I⊕(r)×Br(0),
I	(r) = (−rα, 0), Q	(r) = I	(r)×Br(0).
t
t = 0
rα
rα
r
Q(R)
Q⊕(r)
Q⊖(r)
Figure 1. Standard cylindrical domains
Lemma 2.4 (Scaling property). Fix α0 ∈ (0, 2), ξ ∈ Rd, τ ∈ R and r > 0. Assume that there
is α ∈ (α0, 2) and Λ ≥ max(1, α−10 ) such that the kernel kt(x, y) = a(t, x, y)k0(x, y) satisfies
the following properties: for every x0 ∈ Rd, ρ ∈ (0, 2r) and v ∈ Hα/2(Bρ(x0))
ρ−2
ˆ
|x0−y|≤ρ
|x0 − y|2 k0(x0, y) dy +
ˆ
|x0−y|>ρ
k0(x0, y) dy ≤ Λρ−α,
Λ−1
¨
BB
[v(x)− v(y)]2 k0(x, y) dx dy ≤ (2− α)
¨
BB
[v(x)− v(y)]2
|x− y|d+α dx dy
≤ Λ
¨
BB
[v(x)− v(y)]2k0(x, y) dx dy, where B = Bρ(x0),
sup
x∈B2r(ξ)
ˆ
Rd\B3r(ξ)
|y|1/Λ k0(x, y) dy ≤ Λ r1/Λ−α.
Let u be a supersolution of the corresponding equation (1.1) in Q c Qr(ξ, τ).
Then u˜(t, x) = u(rαt+ τ, rx+ ξ) satisfies the following inequality for every nonnegative
φ ∈ H1((−1, 1);L2(B1(0))) ∩ L2((−1, 1);Hα/20 (B1(0)))
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ˆ
B1
φ(t, x)u˜(t, x) dx
∣∣∣1
t=−1
−
ˆ
Q1(0)
u˜(t, x)∂tφ(t, x) dx dt
+
ˆ 1
−1
¨
Rd Rd
[u˜(t, x)− u˜(t, y)] [φ(t, x)− φ(t, y)] k˜t(x, y) dx dy dt ≥
ˆ
Q1(0)
rαf˜(t, x)φ(t, x) dx dt,
where f˜(t, x) = f(trα + τ, rx+ ξ) and
k˜t(x, y) = a(r
αt+ τ, rx+ ξ, ry + ξ) rd+α k0(rx+ ξ, ry + ξ).
In particular, k˜ belongs to K′(α0,Λ).
3. Moser’s iteration for positive supersolutions
In this section we provide local estimates of negative powers and small positive powers of
supersolutions u. In the first subsection we collect computation rules which we need. Then
we prove the basic step in Moser’s iteration process for negative powers which leads to a first
estimate of inf u. Last we estimate small positive powers of positive supersolutions u.
Throughout this section we assume that the kernel k in (1.1) belongs to some K(α0,Λ).
3.1. Some algebraic inequalities. The second-named author thanks I. Popescu for the fol-
lowing proposition.
Proposition 3.1. Let f, g ∈ C1([a, b]). Then
f(b)− f(a)
b− a +
(
g(b)− g(a)
b− a
)2
≤ max
t∈[a,b]
[
f ′(t) + (g′(t))2
]
. (3.1)
Proof. Assume that (3.1) was not true and integrate the reversed inequality over [a, b] resulting
in
f(b)− f(a) + (g(b)− g(a))
2
b− a > f(b)− f(a) +
ˆ b
a
(g′(t))2 dt,
which is equivalent to (
g(b)− g(a)
(b− a)
)2
>
1
b− a
ˆ b
a
(g′(t))2 dt.
This is a contradiction (Jensen’s inequality) and hence Proposition 3.1 is proved. 
Lemma 3.2. Let q > 0, q 6= 1 and a, b > 0. Then
(b− a)(a−q − b−q) ≥ 4q
(1− q)2
(
b
1−q
2 − a 1−q2
)2
. (3.2)
Proof. Setting c(q) = (1−q)
2
4q , (3.2) is equivalent to
c(q)
b−q − a−q
b− a +
(
b
1−q
2 − a 1−q2
)2
(b− a)2 ≤ 0.
Proposition 3.1 with f(t) = c(q)t−q and g(t) = t
1−q
2 yields
c(q)
b−q − a−q
b− a +
(
b
1−q
2 − a 1−q2
)2
(b− a)2 ≤ maxt∈[a,b] t
−1−q
(
−(1− q)
2
4
+
(1− q)2
4
)
= 0,
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which proves inequality (3.2). 
Part (i) of the following lemma is taken from [15, Lemma 2.5].
Lemma 3.3.
(i) Let q > 1, a, b > 0 and τ1, τ2 ≥ 0. Set ϑ(q) = max
{
4, 6q−52
}
. Then
(b− a)
(
τ q+11 a
−q − τ q+12 b−q
)
≥ 1
q − 1(τ1τ2)
[(
b
τ2
) 1−q
2
−
(
a
τ1
) 1−q
2
]2
− ϑ(q) (τ2 − τ1)2
[(
b
τ2
)1−q
+
(
a
τ1
)1−q]
. (3.3)
Since 1− q < 0 the division by τ1 = 0 or τ2 = 0 is allowed.
(ii) Let q ∈ (0, 1), a, b > 0 and τ1, τ2 ≥ 0. Set ζ(q) = 4q1−q , ζ1(q) = 16ζ(q) and ζ2(q) = ζ(q)+ 9q .
Then
(b − a) (τ21 a−q − τ22 b−q) ≥ ζ1(q)(τ2b 1−q2 − τ1a 1−q2 )2 − ζ2(q)(τ2 − τ1)2 (b1−q + a1−q) (3.4)
Proof. Here we only prove (3.4); for the proof of (3.3) we refer to [15, pp. 5-6]. (3.4) is easily
checked if τ2 = 0. If τ1 = 0 and τ2 > 0 the inequality reads
−b1−q + ab−q ≥ (ζ1(q)− ζ2(q)) b1−q − ζ2(q)a1−q.
This is true since ζ1(q)− ζ2(q) < −1.
Now we consider the case τ1τ2 > 0. We can assume b ≥ a due to symmetry. Setting t = ba ≥ 1,
s = τ2τ1 > 0 and λ = s
2t−q, assertion (3.4) is equivalent to
ζ1(q)
(√
λt− 1
)2 ≤ (t− 1)(1− λ) + ζ2(q)(s− 1)2 (t1−q + 1) (3.5)
We estimate(√
λt− 1
)2 ≤ 2(√λt− t 1−q2 )2 + 2(t 1−q2 − 1)2 = 2(s− 1)2t1−q + 2(t 1−q2 − 1)2
≤ 2(s− 1)2t1−q + 2
ζ(q)
(t− 1)(1− t−q),
where we have used Lemma 3.2 in the last inequality noting that 4q
(1−q)2 ≥ 4q1−q = ζ(q) for
q ∈ (0, 1). We decompose the last factor of the above inequality as follows:
1− t−q = (1− λ) + (λ− t−q) = (1− λ) + (s− 1)2t−q + 2(s− 1)t−q.
This implies(√
λt− 1
)2 ≤ (2 + 2
ζ(q)
)
(s− 1)2t1−q + 2
ζ(q)
(t− 1)(1− λ) + 4
ζ(q)
(t− 1)(s− 1)t−q. (3.6)
It remains to estimate the last term in (3.6). To this end we consider different ranges of
t ∈ [1,∞) and s ∈ (0,∞):
a) t > 1, s ∈ (1, 2) and t− 1 > 4q t(s− 1): By the mean value theorem, there is ξ ∈ (1, t) such
that tq − 1 = qξq−1(t− 1). Then we can estimate
(s+ 2)(s− 1)
t− 1 ≤
q(s+ 2)
4t
≤ q
t
≤ q
t1−q
≤ qξq−1 = t
q − 1
t− 1 .
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Therefore
(s+ 2)(s− 1) ≤ tq − 1, or equivalently s− 1 ≤ tq − s2 = tq(1− λ).
This implies (t− 1)(s− 1)t−q ≤ (t− 1)(1− λ). We deduce from (3.6)
1
6ζ(q)
(√
λt− 1
)2 ≤ (13ζ(q) + 13) (s− 1)2t1−q + (t− 1)(1− λ). (3.7a)
b) t > 1, s ∈ (1, 2) and t− 1 ≤ 4q t(s− 1): In this case (t− 1)(s− 1)t−q ≤ 4q t1−q(s− 1)2 and –
again by (3.6) –
1
2ζ(q)
(√
λt− 1
)2 ≤ (ζ(q) + 1 + 8q) (s− 1)2t1−q + (t− 1)(1− λ). (3.7b)
c) t = 1 or s ≤ 1: Then obviously (t− 1)(s− 1)t−q ≤ 0 and
1
2ζ(q)
(√
λt− 1
)2 ≤ (ζ(q) + 1) (s− 1)2t1−q + (t− 1)(1− λ). (3.7c)
d) t > 1, s ≥ 2: Using s− 1 ≤ (s− 1)2 we obtain (t− 1)(s− 1)t−q ≤ (s− 1)2t1−q and
1
2ζ(q)
(√
λt− 1
)2 ≤ (ζ(q) + 3) (s− 1)2t1−q + (t− 1)(1− λ). (3.7d)
Combining inequalities (3.7a)-(3.7d) we obtain (3.5) since 3 < 1 + 8q <
9
q . This finishes the
proof of Lemma 3.3. 
3.2. Basic step for negative exponents. The following proposition provides the elementary
step of Moser’s iteration. Its proof imitates Moser’s ideas in [19] and [20], respectively.
Proposition 3.4. Let 12 ≤ r < R ≤ 1 and p > 0. Then every nonnegative supersolution u in
Q = I × Ω, Q c Q	(R), with u ≥ ε > 0 in Q satisfies the following inequality(ˆ
Q	(r)
u˜−κp(t, x) dx dt
)1/κ
≤ A
ˆ
Q	(R)
u˜−p(t, x) dx dt , (3.8)
where u˜ = u+ ‖f‖L∞(Q), κ = 1 + αd and A can be chosen as
A = C(p+ 1)2
(
(R− r)−α + (Rα − rα)−1) with C = C(d, α0,Λ). (3.9)
Remark. Note that
1
(R− r)α +
1
(Rα − rα) ≤
{
2
(R−r)α for α ∈ [1, 2),
2
(Rα−rα) for α ∈ (0, 1].
Proof. Let u be a supersolution in Q with u ≥ ε > 0 in Q. We set u˜ = u+ ‖f‖L∞(Q). If f = 0
a.e. in Q we set u˜ = u+ δ and pass to the limit δ ↘ 0 in the end. For q > 1 define
v(t, x) = u˜
1−q
2 (t, x), φ(t, x) = u˜−q(t, x)ψq+1(x),
where ψ : Rd → [0, 1] is defined by ψ(x) =
(
R−|x|
R−r ∧ 1
)
∨ 0. Obviously, ψq+1 ∈ Hα/20 (BR).
Hence, from (2.4’) we obtainˆ
BR
−ψq+1(x)u˜−q(t, x)∂tu˜(t, x) dx+
+
¨
Rd Rd
[u˜(t, x)− u˜(t, y)] [ψq+1(y)u˜−q(t, y)− ψq+1(x)u˜−q(t, x)] kt(x, y) dx dy
≤
ˆ
BR
−ψq+1(x)u˜−q(t, x)f(t, x) dx.
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Applying Lemma 3.3(i) (remember the definition of ϑ(q) therein) and rewriting
∂tv
2 = (1− q)u˜−q∂tu˜ yields
1
q−1
ˆ
BR
ψq+1∂t(v
2) dx+ 1q−1
¨
Rd Rd
ψ(x)ψ(y)
[(
u˜(t,x)
ψ(x)
) 1−q
2 −
(
u˜(t,y)
ψ(y)
) 1−q
2
]2
kt(x, y) dx dy
≤ ϑ(q)
¨
Rd Rd
[ψ(x)− ψ(y)]2
[(
u˜(t, x)
ψ(x)
)1−q
+
(
u˜(t, y)
ψ(y)
)1−q]
kt(x, y) dx dy
+
ˆ
BR
ψq+1(x)
∣∣u˜−q(t, x)∣∣ |f(t, x)| dx . (3.10)
The definition of ψ results in the two estimates
¨
Rd Rd
[ψ(x)ψ(y)]
[(
u˜(t, x)
ψ(x)
) 1−q
2
−
(
u˜(t, y)
ψ(y)
) 1−q
2
]2
kt(x, y) dx dy
≥
¨
Br Br
[v(t, x)− v(t, y)]2 kt(x, y) dx dy,
(3.11)
and
¨
Rd Rd
[ψ(x)− ψ(y)]2
[(
u˜(t, x)
ψ(x)
)1−q
+
(
u˜(t, y)
ψ(y)
)1−q]
kt(x, y) dx dy
≤ 2
¨
BR BR
[ψ(x)− ψ(y)]2 u˜1−q(t, x) kt(x, y) dx dy
+ 4
¨
BR B
c
R
[ψ(x)− ψ(y)]2 u˜1−q(t, x)kt(x, y) dy dx
≤ c1(d,Λ)(R− r)−α
ˆ
BR
v2(x) dx, (3.12)
where we have used (K1) and supx,y∈Rd
|ψ(x)−ψ(y)|2
|x−y|2 ≤
1
(R−r)2 . Combining (3.11), (3.12) and the
fact that ‖f/u˜‖L∞(Q) ≤ 1 we obtain from (3.10)ˆ
BR
ψq+1(x)∂t(v
2)(t, x) dx+
¨
Br Br
[v(t, x)− v(t, y)]2 kt(x, y) dx dy
≤ (q − 1) (1 + ϑ(q)c1(R− r)−α) ˆ
BR
v2(x) dx. (3.13)
Now define a piecewise differentiable function χ : R → [0, 1] by χ(t) =
(
t+Rα
Rα−rα ∧ 1
)
∨ 0. Mul-
tiplying (3.13) by χ2 we get
∂t
ˆ
BR
ψq+1(x) [χ(t)v(t, x)]2 dx+ χ2(t)
¨
Br Br
[v(t, x)− v(t, y)]2 kt(x, y) dx dy
≤ c2(q − 1)ϑ(q)(R− r)−αχ2(t)
ˆ
BR
v2(t, x) dx+ 2χ(t)
∣∣χ′(t)∣∣ ˆ
BR
v2(t, x) (3.14)
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and integrating this inequality from −Rα to some t ∈ I	(r) yields
ˆ
BR
ψq+1(x)(χ(t)v(t, x))2 dx+
ˆ t
−Rα
χ2(s)
¨
Br Br
[v(s, x)− v(s, y)]2 ks(x, y) dx dy ds
≤ c2(q − 1)ϑ(q)(R− r)−α
ˆ t
−Rα
χ2(s)
ˆ
BR
v2(s, x) dx ds +
+
ˆ t
−Rα
2χ(s)
∣∣χ′(s)∣∣ˆ
BR
v2(s, x) dx ds,
which implies, noting that |χ′| ≤ 1Rα−rα ,
sup
t∈I	(r)
ˆ
Br
v2(t, x) dx+
ˆ
Q	(r)
ˆ
Br
[v(s, x)− v(s, y)]2 ks(x, y) dx dy ds
≤ c3(q − 1)ϑ(q)
(
(R− r)−α + (Rα − rα)−1) ˆ
Q	(R)
v2(s, x) dx ds. (3.15)
In order to estimate the second term on the left-hand side from below we apply Hölder’s
inequality with exponents θ = dd−α , θ
′ = dα to the integrand v
2κ and then we make use of
Sobolev’s inequality (2.5):ˆ
Q	(r)
v2κ(t, x) dx dt =
ˆ
Q	(r)
v2(t, x)v2α/d(t, x) dx dt
≤
ˆ
I	(r)
(ˆ
Br
v2θ(t, x) dx
)1/θ (ˆ
Br
v2(t, x) dx
)1/θ′
dt
≤ S sup
t∈I	(r)
(ˆ
Br
v2(t, x) dx
)1/θ′
×
×
[
(2− α)
ˆ
Q	 (r)
ˆ
Br
|v(s, x)− v(s, y)|2
|x− y|d+α dx dy ds+ r
−α
ˆ
Q	(r)
v2(s, x) dx ds
]
,
where S = S(d, α0). Using (3.15) twice, r ≥ 12 and (K2) yieldsˆ
Q	(r)
v2κ(t, x) dx dt ≤ c4(d,Λ, α0)
[
(q − 1)ϑ(q) ((R− r)−α + (Rα − rα)−1)]1/θ′ ×
× [(q − 1)ϑ(q) ((R− r)−α + (Rα − rα)−1)+ 1] [ˆ
Q	(R)
v2(s, x) dx ds
]1+1/θ′
.
Finally, we can estimate the coefficient by
c4(d,Λ, α0)
[
(q − 1)ϑ(q) ((R− r)−α + (Rα − rα)−1)] 1θ′
+
[
(q − 1)ϑ(q) ((R− r)−α + (Rα − rα)−1)]κ
≤ c5(d,Λ, α0)
[
qϑ(q)
(
(R− r)−α + (Rα − rα)−1)]κ
≤ c6(d,Λ, α0)q2κ
[
(R− r)−α + (Rα − rα)−1]κ ,
which finishes the proof of (3.8) by taking p = q − 1 and resubstituting v = u 1−q2 . 
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3.3. An estimate for inf u. We apply the fact that the p-th moments of u converge to the
infimum for p→ −∞ and establish a local estimate on the infimum of u.
Theorem 3.5 (Moser iteration I). Let 12 ≤ r < R ≤ 1 and 0 < p ≤ 1. Then there is a constant
C = C(d, α0,Λ) > 0 such that for every nonnegative supersolution u in Q = I×Ω, Q c Q	(R),
with u ≥ ε > 0 in Q the following estimate holds:
sup
Q	(r)
u˜−1 ≤
(
C
G1(r,R)
)1/p(ˆ
Q	(R)
u˜−p(t, x) dx dt
)1/p
, (3.16)
where u˜ = u+ ‖f‖L∞(Q) and G1(r,R) =
{
(R− r)d+α if α ≥ 1,
(Rα − rα)(d+α)/α if α < 1.
Note that on can estimate G1(r,R) independently of α as follows:
G1(r,R) ≥ (R− r)d+2 ∧ (α0(R− r))(d+2)/α0 .
The proof of Theorem 3.5 uses the method established in [20, § 4].
Proof. To shorten notation we define
M	(u−1; r, p) =M	(r, p) =
(ˆ
Q	(r)
|u(t, x)|−p dx dt
)1/p
. (3.17)
Then the moment inequality (3.8) reads
M	(r, κp) ≤ A1/p M	(R, p) with A as in (3.9).
The strategy is to iterate Proposition 3.4 using a decreasing sequence r0 = R > r1 > r2 >
. . . > r of radii and the sequence of negative exponents pm = −pκm, m ∈ N0.
Applying (3.8) repeatedly we obtain the inequality
Mp	(r, pm+1) ≤Mp	(rm+1, pm+1) ≤ A1/κ
m
m Mp	(rm, pm) ≤Mp	(r0, p)
m∏
j=0
A
1/κj
j .
with Aj = C(pj + 1)2
(
(rj − rj+1)−α + (rαj − rαj+1)−1
)
. Taking the limit m→∞, we find
sup
Q	(r)
u˜−p = lim
m→∞M
p
	(r, pm) ≤Mp	(R, p)
∞∏
j=0
A
1/κj
j .
Consequently it now suffices to prove that
∞∏
j=0
A
1/κj
j ≤
C
G1(r,R)
(3.18)
for some suitable constant C > 0. To establish (3.18) we will choose two different sequences
(rm) in the cases α ∈ [1, 2) and α ∈ (α0, 1):
• α ∈ [1, 2) : Set rm = r + (R−r)2m . We can estimate
Aj ≤ c1(pκj + 1)2 (rj − rj+1)−α ≤ c1(2κj)2
(
2j+1
R− r
)α
≤ c
j
2
(R− r)α .
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Now the convergence of the infinite product in (3.18) follows immediately since
∞∑
j=0
j
κj
≤
∞∑
j=0
j
(1+α0/d)j
≤ c3(α0, d) <∞ and
∞∏
j=0
[
(R− r)−α]1/κj = (R− r)−α ∞∑j=0κ−j = (R− r)−α κκ−1 = 1
(R− r)d+α .
This proves (3.16) in the case α ≥ 1.
• α ∈ (α0, 1] : Set rm =
(
rα + (R
α−rα)
2m
)1/α
. Then we obtain in a very similar way as
above
Aj ≤ c
j
4
(Rα − rα) and
∞∏
j=0
[
(Rα − rα)−1]1/κj = 1
(Rα − rα)(d+α)/α .
This proves (3.16) in the case α < 1.
The lower bound on G1 follows from the elementary inequalities
(R− r)d+α ≥ (R− r)d+2,
(Rα − rα) ≥ α 1α−1(R− r) ≥ α0(R− r) if α0 < α < 1.
The proof of Theorem 3.5 is complete. 
3.4. Basic step for positive exponents. The technique for the proof of the basic step for
small positive exponents is very similar to the one used in the case of negative exponents. We
state it separately and indicate the modifications which are necessary to obtain the correspond-
ing moment inequality.
Proposition 3.6. Let 12 ≤ r < R ≤ 1 and p ∈ (0, κ−1] with κ = 1+ αd . Then every nonnegative
supersolution u in Q = I × Ω, Q c Q⊕(R), satisfies the following inequality(ˆ
Q⊕(r)
u˜κp(t, x) dx dt
)1/κ
≤ A′
ˆ
Q⊕(R)
u˜p(t, x) dx dt , (3.19)
where u˜ = u+ ‖f‖L∞(Q) and A′ can be chosen as
A′ = C ′
(
(R− r)−α + (Rα − rα)−1) with C ′ = C ′(d, α0,Λ). (3.20)
Proof. Let u be a supersolution in Q with u ≥ 0 on I ×Rd. We set u˜ = u+ ‖f‖L∞(Q). If f = 0
a.e. in Q we set u˜ = u+ ε and pass to the limit ε↘ 0 in the end.
Set q = 1− p ∈ [1− κ−1, 1) and define
v(t, x) = u˜
1−q
2 (t, x), φ(t, x) = u˜−q(t, x)ψ2(x)
with ψ as in the proof of Proposition 3.4. From (2.4’) we obtainˆ
BR
−ψ2(x)u˜−q(t, x)∂tu˜(t, x) dx
+
¨
Rd Rd
[u˜(t, x)− u˜(t, y)] [ψ2(y)u˜−q(t, y)− ψ2(x)u˜−q(t, x)] kt(x, y) dx dy
≤
ˆ
BR
−ψ2(x)u˜−q(t, x)f(t, x) dx. (3.21)
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First we observe that for every small h > 0¨
Rd Rd
[u˜(t, x)− u˜(t, y)] [ψ2(y)u˜−q(t, y)− ψ2(x)u˜−q(t, x)] kt(x, y) dx dy
=
¨
BR+hBR+h
[u˜(t, x)− u˜(t, y)] [ψ2(y)u˜−q(t, y)− ψ2(x)u˜−q(t, x)] kt(x, y) dx dy
+ 2
ˆ
BR
ˆ
BcR+h
[u˜(t, x)− u˜(t, y)] [−ψ2(x)u˜−q(t, x)] kt(x, y) dy dx .
(3.22)
Using (K1), the positivity of u˜ and the fact that
(ψ(x)−ψ(y))2
|x−y|2 ≤ (R − r)−2 we can estimate as
follows:ˆ
BR
ˆ
BcR+h
[u˜(t, x)− u˜(t, y)] [−ψ2(x)u˜−q(t, x)] kt(x, y) dy dx
≥ −
ˆ
BR
u˜1−q(t, x)
[
(R− r)−2
ˆ
|y−x|≤R−r
|x− y|2 kt(x, y) dy +
ˆ
|y−x|>R−r
kt(x, y) dy
]
dx
≥ −Λ(R− r)−α
ˆ
BR
v2(t, x) dx.
If h → 0, this shows also that the decomposition in (3.22) is valid with h = 0. Rewriting
∂tv
2 = (1− q)u˜−q∂tu˜ and using that ‖f/u˜‖L∞(Q) ≤ 1 we deduce from (3.21)
−1
1− q
ˆ
BR
ψ2(x)∂tv
2(t, x) dx+
+
¨
BR BR
[u˜(t, x)− u˜(t, y)] [ψ2(y)u˜−q(t, y)− ψ2(x)u˜−q(t, x)] kt(x, y) dx dy
≤ c1Λ(R− r)−α
ˆ
BR
v2(t, x) dx.
Applying Lemma 3.3(ii) we arrive at
−1
1− q
ˆ
BR
ψ2(x)∂tv
2(t, x) dx+ ζ1(q)
¨
BR BR
[ψ(x)v(t, x)− ψ(y)v(t, y)]2kt(x, y) dx dy
≤ c1Λ(R− r)−α
ˆ
BR
v2(t, x) dx+ ζ2(q)
¨
BR BR
(ψ(x)− ψ(y))2(v2(t, x) + v2(t, y))kt(x, y) dx dy
By the properties of ψ and (K1) this implies
−
ˆ
BR
ψ2(x)∂tv
2(t, x) dx+ (1− q)ζ1(q)
¨
Br Br
[v(t, x)− v(t, y)]2kt(x, y) dx dy
≤ c2(d,Λ)(1− q)(R− r)−α
(
1 + ζ2(q)
) ˆ
BR
v2(t, x) dx.
We multiply this inequality with χ2, where χ : R→ [0, 1] is defined by χ(t) =
(
Rα−t
Rα−rα ∧ 1
)
∨ 0.
We integrate the resulting inequality from some t ∈ I⊕(r) to Rα and apply the same technique
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that we used to obtain (3.15) from (3.13) in Proposition 3.4. As a result we get
sup
t∈I⊕(r)
ˆ
Br
v2(t, x) dx+ (1− q)ζ1(q)
ˆ
Q⊕(r)
ˆ
Br
[v(s, x)− v(s, y)]2 ks(x, y) dx dy ds
≤ c3(d,Λ)
[
(1− q)(1 + ζ2(q))(R− r)−α + (Rα − rα)−1
] ˆ
Q⊕(R)
v2(s, x) dx ds.
We estimate the coefficients by
(1− q)ζ1(q) = 2q
3
≥ 2
3
α0
d+ 2
=: c4(d, α0)
(1− q)(1 + ζ2(q)) ≤ 1 + (1− q)ζ2(q) ≤ 1 + 4q + 9(1− q)
q
≤ 5 + 9d+ 2
α0
=: c5(d, α0),
which implies
sup
t∈I⊕(r)
ˆ
Br
v2(t, x) dx+ c4
ˆ
Q⊕(r)
ˆ
Br
[v(s, x)− v(s, y)]2 ks(x, y) dx dy ds
≤ c6(d,Λ, α0)
[
(R− r)−α + (Rα − rα)−1
] ˆ
Q⊕(R)
v2(s, x) dx ds.
Applying Sobolev’s inequality as in the proof of Proposition 3.4 we obtainˆ
Q⊕(r)
v2κ(t, x) dx dt ≤ c7(d,Λ, α0)
[
(R− r)−α + (Rα − rα)−1
]1/θ′ ×
×
[
(R− r)−α + (Rα − rα)−1 + 1
] [ˆ
Q⊕(R)
v2(s, x) dx ds
]1+1/θ′
.
We can estimate the coefficient by[
(R− r)−α + (Rα − rα)−1
]1/θ′
+
[
(R− r)−α + (Rα − rα)−1
]κ
≤ c8(d,Λ, α0)
[
(R− r)−α + (Rα − rα)−1]κ .
This finishes the proof of Proposition 3.6 by resubstituting q = 1− p and v = u˜ 1−p2 . 
Note that κ−1, the upper bound on p, can be replaced by any number less than 1.
3.5. An estimate for small positive moments of u. The aim of this subsection is to
estimate the L1-norm of supersolutions u from above by the L1-norm of up for small values of
p > 0.
Theorem 3.7 (Moser iteration II). Let 12 ≤ r < R ≤ 1 and p ∈ (0, κ−1) with κ = 1 + αd . Then
there are constants C,ω1, ω2 > 0 depending only on d, α0,Λ, such that for every nonnegative
supersolution u in Q = I × Ω, Q c Q⊕(R), the following estimate holds:
ˆ
Q⊕(r)
u˜(t, x) dx dt ≤
(
C
|Q⊕(1)|G2(r,R)
)1/p−1(ˆ
Q⊕(R)
u˜p(t, x) dx dt
)1/p
, (3.23)
where u˜ = u+ ‖f‖L∞(Q(R)) and G2(r,R) = (R− r)ω1 ∧ (α0(R− r))ω2.
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Proof. We adopt the proof of [24, Lemma 2.2]. Without loss of generality we may assume
|Q⊕(1)| = 1; otherwise replace the measure dx⊗ dt in (3.23) by |Q⊕(1)|−1 ( dx⊗ dt).
Assume that α ≥ 1. Similar to the proof of Theorem 3.5 define for j = 1, . . . , n
pj = κ
−j and rj = r +
R− r
2j
.
Furthermore, setting M⊕(u; r, p) = M⊕(r, p) =
(´
Q⊕(r) |u(t, x)|
p dx dt
)1/p
, the assertion
(3.19) of Proposition 3.6 reads
M⊕(r, κp) ≤ A′1/pM⊕(R, p) with A′ as in (3.20).
Iterating (3.19) n times, n ∈ N, with pj and rj as above we obtain
M⊕(r, 1) ≤M⊕(rn, 1) =M⊕(rn, p1κ) ≤
(
C ′ 2αn
(R− r)α
)κ
M⊕(rn−1, p1)
≤
(
C ′ 2αn
(R− r)α
)κ(C ′ 2α(n−1)
(R− r)α
)κ2
M⊕(rn−2, p2) ≤M⊕(r0, pn)
n∏
j=1
(
C ′ 2α(n−j+1)
(R− r)α
)κj
Employing the formulae
n∑
j=1
κj =
κ
κ− 1
(
1
pn
− 1
)
=
d+ α
α
(
1
pn
− 1
)
,
n∑
j=1
(n− j + 1)κj ≤ κ
3
(κ− 1)3
(
1
pn
− 1
)
,
we deduce
M⊕(r, 1) ≤
2 ακ3(κ−1)3C ′ κκ−1
(R− r) ακκ−1

1
pn
−1
M⊕(r0, pn). (3.24)
Now, for p ∈ (0, κ−1) fix n ∈ N such that pn ≤ p < pn−1. Thus
1
pn
− 1 = κn − 1 ≤ κn + κn−1 − κ− 1 = (1 + κ)(κn−1 − 1) = (1 + κ)
(
1
pn−1 − 1
)
≤ (1 + κ)
(
1
p
− 1
)
. (3.25)
Additionally we have by Hölder’s inequality
M⊕(r0, pn) =M⊕(R, pn) ≤ |Q⊕(R)|
1
pn
− 1
pM⊕(R, p) =M⊕(R, p).
Combining (3.24), (3.25) and the latter inequality we obtain
M⊕(r, 1) ≤
2 ακ3(κ−1)3C ′ κκ−1
(R− r)(d+α)
(1+κ)
(
1
p
−1
)(ˆ
Q⊕(1)
up
)1/p
.
Finally, since α ∈ (α0, 2) and κ ∈ (1 + α0/d, 1 + 2/d), there is a constant c = c(d, α0, C ′) such
that
M⊕(r, 1) ≤
[
c
(R− r)(1+κ)(d+α)
] 1
p
−1
M⊕(R, p). (3.26)
This proves (3.23) in the case α ≥ 1 with ω1 = 2d+ 6 + 4/d ≥ (1 + κ)(d+ α).
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For α < 1 apply the same arguments to the sequence of radii defined by r˜j =
(
rα + R
α−rα
2j
)1/α.
For these radii the inequality corresponding to (3.26) reads
M⊕(r, 1) ≤
[
c
(Rα − rα)(1+κ) d+αα
] 1
p
−1
M⊕(R, p).
This proves (3.23) in the case α ∈ (α0, 1) with ω2 = 2d/α0 + 3 + 2/d ≥ (1 + κ)d+αα .
As we can see from the proof, if α0 ≥ 1, one may choose G2(r,R) = (R− r)ω1 . Theorem 3.7 is
proved. 
4. An estimate for log u
The following lemma provides a lower bound for the nonlocal term in (2.4) when applying u−1
times some cut-off function as test function. See [2, Proposition 4.9] for a similar result.
Lemma 4.1. Let I ⊂ R and ψ : Rd → [0,∞) be a continuous function satisfying supp[ψ] = BR
for some R > 0 and supt∈I Et(ψ,ψ) < ∞. Then the following computation rule holds for
w : I × Rd → [0,∞):
Et(w,−ψ2w−1) ≥
¨
BR BR
ψ(x)ψ(y)
(
log
w(t, y)
ψ(y)
− log w(t, x)
ψ(x)
)2
kt(x, y) dx dy − 3 Et(ψ,ψ)
Remark. We apply the rule above only in cases where all terms are finite.
Proof. Fix t ∈ I. First of all we note that
Et(w,− ψ2w−1) =
¨
Rd Rd
[w(t, y)− w(t, x)] [ψ2(x)w−1(t, x)− ψ2(y)w−1(t, y)] kt(x, y) dy dx
≥
¨
BR BR
ψ(x)ψ(y)
[
ψ(x)w(t, y)
ψ(y)w(t, x)
+
ψ(y)w(t, x)
ψ(x)w(t, y)
− ψ(y)
ψ(x)
− ψ(x)
ψ(y)
]
kt(x, y) dy dx
+ 2
¨
BR B
c
R
[w(t, y)− w(t, x)] [ψ2(x)w−1(t, x)− ψ2(y)w−1(t, y)] kt(x, y) dy dx (4.1)
+
¨
BcR B
c
R
[w(t, y)− w(t, x)] [ψ2(x)w−1(t, x)− ψ2(y)w−1(t, y)] kt(x, y) dy dx
Because of supp[ψ] = BR the third term on the right-hand side vanishes.
To estimate the first term on the right-hand side we apply the inequality
(a− b)2
ab
= (a− b) (b−1 − a−1) ≥ (log a− log b)2 for a, b > 0
to a = At(x, y) =
w(t,y)
w(t,x) and b = B(x, y) =
ψ(y)
ψ(x) , x, y ∈ BR:
ψ(x)w(t, y)
ψ(y)w(t, x)
+
ψ(y)w(t, x)
ψ(x)w(t, y)
− ψ(y)
ψ(x)
− ψ(x)
ψ(y)
=
At(x, y)
B(x, y)
+
B(x, y)
At(x, y)
− 2−
(√
B(x, y)− 1√
B(x, y)
)2
≥
(
log
w(t, y)
ψ(y)
− log w(t, x)
ψ(x)
)2
−
(
ψ(x)
ψ(y)
+
ψ(y)
ψ(x)
− 2
)
.
LOCAL REGULARITY FOR PARABOLIC NONLOCAL OPERATORS 19
Hence,
¨
BR BR
ψ(x)ψ(y)
[
ψ(x)w(t, y)
ψ(y)w(t, x)
+
ψ(y)w(t, x)
ψ(x)w(t, y)
− ψ(y)
ψ(x)
− ψ(x)
ψ(y)
]
kt(x, y) dy dx
≥
¨
BR BR
ψ(x)ψ(y)
(
log
w(t, y)
ψ(y)
− log w(t, x)
ψ(x)
)2
dy dx− Et(ψ,ψ). (4.2)
Finally, we estimate the second term using the nonnegativity of w(t, ·) in Rd:¨
BR B
c
R
[w(t, y)− w(t, x)] [ψ2(x)w−1(t, x)− ψ2(y)w−1(t, y)] kt(x, y) dy dx
=
¨
BR B
c
R
[w(t, y)− w(t, x)] [ψ2(x)w−1(t, x)] kt(x, y) dy dx
=
ˆ
BR
ψ2(x)
w(t, x)
ˆ
BcR
w(t, y)kt(x, y) dy dx−
ˆ
BR
ψ2(x)
ˆ
BcR
kt(x, y) dy dx
≥ −
ˆ
BR
ˆ
BcR
[ψ(x)− ψ(y)]2 kt(x, y) dy dx ≥ −Et(ψ,ψ). (4.3)
Applying the estimates (4.2) and (4.3) in (4.1) finishes the proof of Lemma 4.1. 
Proposition 4.2. Assume k ∈ K(α0,Λ) for some α0 ∈ (0, 2) and Λ ≥ 1. Then there is
C = C(d, α0,Λ) > 0 such that for every supersolution u of (1.1) in Q = (−1, 1)×B2(0) which
satisfies u ≥ ε > 0 in (−1, 1) × Rd, there is a constant a = a(u˜) ∈ R such that the following
inequalities hold simultaneously:
∀s > 0: ( dt⊗ dx) (Q⊕(1) ∩ {log u˜ < −s− a}) ≤ C |B1|
s
, (4.4a)
∀s > 0: ( dt⊗ dx) (Q	(1) ∩ {log u˜ > s− a}) ≤ C |B1|
s
, (4.4b)
where u˜ = u+ ‖f‖L∞(Q).
Proof. In the course of the proof we introduce constants c1, c2, c3, c4 that may depend on d, α0,
and Λ. We use the test function φ(t, x) = ψ2(x)u˜−1(t, x) in (2.4’), where
ψ2(x) =
[(
3
2 − |x|
) ∧ 1] ∨ 0, x ∈ Rd,
and we write v(t, x) = − log u˜(t,x)ψ(x) . Thus we have for a.e. t ∈ (−1, 1)ˆ
B3/2
ψ2(x)∂tv(t, x) dx+ Et(u˜,−ψ2u˜−1) ≤ −
ˆ
B3/2
ψ2(x)u˜−1(t, x)f(t, x) dx.
Note that Et(u˜,−ψ2u˜−1) is finite since u˜(t, ·) ∈ Hα/2loc (B2) for a.e. t ∈ (−1, 1) and suppψ = B3/2.
Applying Lemma 4.1 and ‖f/u˜‖L∞(Q) ≤ 1 we obtainˆ
B3/2
ψ2(x)∂tv(t, x) dx +
+
¨
B3/2B3/2
ψ(x)ψ(y) [v(t, y)− v(t, x)]2 kt(x, y) dx dy ≤
∣∣B3/2∣∣+ 3Et(ψ,ψ).
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Now we apply the weighted Poincaré-inequality, Proposition 2.3, to the second term and use
the fact sup
t∈(−1,1)
Et(ψ,ψ) ≤ C for some constant C = C(d, α0,Λ). We obtain
ˆ
B3/2
ψ2(x)∂tv(t, x) dx+ c1
ˆ
B3/2
[v(t, x)− V (t)]2 ψ2(x) dx ≤ c2 |B1| ,
where
V (t) =
´
B3/2
v(t, x)ψ2(x) dx´
B3/2
ψ2(x) dx
.
The proof now proceeds as in the case of local operators. Our presentation uses ideas from [19,
pp. 120-123] and [21, Lemma 5.4.1].
Integrating the above inequality over [t1, t2] ⊂ (−1, 1) yields[ˆ
B3/2
ψ2(x)v(t, x) dx
]t2
t=t1
+ c1
ˆ t2
t1
ˆ
B3/2
[v(t, x)− V (t)]2 ψ2 dx ≤ c2(t2 − t1) |B1| . (4.5)
Dividing by
´
B3/2
ψ2, using
´
B3/2
ψ2 ≤ 2d |B1| and ψ = 1 in B1, we obtain
V (t2)− V (t1) + c
−1
3
|B1|
ˆ t2
t1
ˆ
B1
[v(t, x)− V (t)]2 dx dt ≤ c2(t2 − t1) with c3 = 2
d
c1
, (4.6)
or equivalently
V (t2)− V (t1)
t2 − t1 +
c−13
|B1| (t2 − t1)
ˆ t2
t1
ˆ
B1
[v(t, x)− V (t)]2 dx dt ≤ c2 (4.7)
Assume that V (t) is differentiable. Taking the limit t2 → t1 the above inequality yields
V ′(t) +
c−13
|B1|
ˆ
B1
[v(t, x)− V (t)]2 dx ≤ c2, for a.e. t ∈ (−1, 1). (4.8)
Now set
w(t, x) = v(t, x)− c2t, W (t) = V (t)− c2t,
such that (4.8) reads
W ′(t) +
c−13
|B1|
ˆ
B1
[w(t, x)−W (t)]2 dx ≤ 0 for a.e. t ∈ (−1, 1), W (0) = a, (4.9)
where a is a constant depending on u. Note that by the latter inequality W is nonincreasing
in (−1, 1).
We work out here the details for the proof of (4.4a). It is straightforward to mimic the arguments
for the proof of (4.4b). Define for t ∈ (0, 1) and s > 0 the set
L⊕s (t) = {x ∈ B1(0) : w(t, x) > s+ a} . (4.10)
Noting that W (t) ≤ a for a.e. t ∈ (0, 1), we obtain for such t and x ∈ L⊕s (t)
w(t, x)−W (t) ≥ s+ a−W (t) > 0.
Using this in (4.9) yields
W ′(t) +
c−13
|B1|
∣∣L⊕s (t)∣∣ (s+ a−W (t))2 ≤ 0,
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which is equivalent to
−c3W ′(t)
(s+ a−W (t))2 ≥
|L⊕s (t)|
|B1| .
Intergrating this inequality over t ∈ (0, 1) we obtain
c3
s
≥
[
c3
s+ a−W (τ)
]1
τ=0
≥ 1|B1|
ˆ 1
0
∣∣L⊕s (t)∣∣ dt = |Q⊕(1) ∩ {w > s+ a}||B1|
and replacing w again by w(t, x) = v(t, x)− c2t = − log u˜− c2t in Q⊕(1) yields
|Q⊕(1) ∩ {log u˜+ c2t < −s− a}| ≤ c3 |B1|
s
. (4.11)
Finally,
|Q⊕(1) ∩ {log u˜ < −s− a}| ≤ |Q⊕(1) ∩ {log u˜+ c2t < −s/2− a}|+ |Q⊕(1) ∩ {c2t > s/2}|
≤ 2c3
s
|B1|+
(
1− s
2c2
)
|B1| ≤ c4
s
.
In case that V is only continuous in (−1, 1) we derive the result in a different manner, cf. [18,
Lemma 6.21]: For ε0 > 0 there is δ > 0 such that for t2 < t1 + δ
|v(t, x)− V (t)|2 ≤ 2 |v(t, x)− V (t2)|2 + 2 |V (t2)− V (t)|2 ≤ 2 |v(t, x)− V (t2)|2 + 2ε20.
Hence, by (4.6) we obtain for t2 < t1 + δ
V (t2)− V (t1) + c
−1
3
|B1|
ˆ t2
t1
ˆ
B1
[v(t, x)− V (t2)]2 dx dt ≤
(
2c2 + 2c
−1
3 ε
2
0
)
(t2 − t1).
Defining
w(t, x) = v(t, x)− (2c2 + 2c−13 ε20) t, W (t) = V (t)− (2c2 + 2c−13 ε20) t,
the latter inequality reads
W (t2)−W (t1) + c
−1
3
|B1|
ˆ t2
t1
ˆ
B1
[
w(t, x)−W (t2) + (2c2 + 2c−13 ε20)(t2 − t)
]2 dx dt ≤ 0.
Using the fact that for t, t2 ∈ (0, 1) and x ∈ L⊕s (t) we have w(t, x)−W (t2) > s+a−W (t2) ≥ 0,
we can omit the term (2c2 + 2c−13 ε
2
0)(t2 − t) in the integral and deduce that for t2 < t1 + δ
W (t2)−W (t1)
(s+ a−W (t2))2 +
c−13
|B1|
ˆ t2
t1
∣∣L⊕s (t)∣∣ dt ≤ 0.
Again, since W is nonincreasing, this implies
c−13
|B1|
ˆ t2
t1
∣∣L⊕s (t)∣∣ dt ≤ W (t1)−W (t2)(s+ a−W (t1))(s+ a−W (t2))
=
1
s+ a−W (t1) −
1
s+ a−W (t2) .
(4.12)
Choosing k ∈ N such that 1k < δ, writingˆ 1
0
∣∣L⊕s (t)∣∣ dt = k−1∑
j=0
ˆ j+1
k
j
k
∣∣L⊕s (t)∣∣ dt,
and applying (4.12) in each summand, we establish (4.11). Using the same arguments as above
we establish (4.4a). This finishes the proof of Proposition 4.2. 
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5. Proof of the Harnack inequality
The aim of this section is to prove Theorem 1.1. Our proof relies on the well-known idea of
Bombieri and Giusti. The following abstract lemma extends the idea of [5] to the parabolic
case. It was first proved in [20, pp. 731-733]. The version below can be found in [21, Section
2.2.3].
Lemma 5.1. Let (U(r))θ≤r≤1 be a nondecreasing family of domains U(r) ⊂ Rd+1 and let m, c0
be positive constants, θ ∈ [1/2, 1], η ∈ (0, 1) and 0 < p0 ≤ ∞. Furthermore assume that w is a
positive, measurable function defined on U(1) which satisfies(ˆ
U(r)
wp0
)1/p0 ≤ ( c0
(R− r)m |U(1)|
)1/p−1/p0 (ˆ
U(R)
wp
)1/p
<∞. (5.1)
for all r,R ∈ [θ, 1], r < R and for all p ∈ (0, 1 ∧ ηp0).
Additionally suppose that
∀s > 0: |U(1) ∩ {logw > s}| ≤ c0
s
|U(1)| . (5.2)
Then there is a constant C = C(θ, η,m, c0, p0) such that(ˆ
U(θ)
wp0
)1/p0 ≤ C |U(1)|1/p0 . (5.3)
Proof of Theorem 1.1. Let u as in the assumption and define u˜ = u+ ‖f‖L∞(Q). If f = 0 a.e.
on Q we set u˜ = u+ ε and pass to the limit ε↘ 0 in the end.
Furthermore, set w = e−au˜−1 and ŵ = w−1 = eau˜, where a = a(u˜) is chosen according to
Proposition 4.2, i.e. there is c1 > 0 such that for every s > 0
|Q⊕(1) ∩ {logw > s}| ≤ c1 |B1|
s
, and |Q	(1) ∩ {log ŵ > s}| ≤ c1 |B1|
s
. (5.4)
The strategy of the proof is to apply Lemma 5.1 twice: on the one hand to w and a family
of domains U = (U(r))θ≤r≤1 – and on the other hand to ŵ and a family of domains Û =
(Û(r))
θ̂≤r≤1. We consider the case α ≥ 1 first and define the families U and Û by
U(1) = Q⊕(1), θ =
1
2
, U(r) = (1− rα, 1)×Br,
Û(1) = Q	(1), θ̂ =
1
2
Û(r) = (−1,−1 + rα)×Br
By virtue of (5.4) we see that condition (5.2) is satisfied for both w and ŵ.
We apply Theorem 3.5 to (w,U) with p0 = ∞ and arbitrary η. We also apply Theorem 3.7
to (ŵ, Û) with p̂0 = 1 and η̂ = dd+2 ≤ κ−1. In both cases the corresponding condition (5.1) is
satisfied. Note that the domains U(r) and Û(r) are obtained from Q	(r) and Q⊕(r), respec-
tively, by shiftings in time, i.e. transformations of the type (t, x) 7→ (t + τ, x), which do not
affect neither (3.16) nor (3.23).
All in all, application of Lemma 5.1 yields
sup
U(θ)
w = e−a sup
U(θ)
u˜−1 ≤ C and ‖ŵ‖
L1(Û(θ̂))
= ea ‖u˜‖
L1(Û(θ̂))
≤ Ĉ.
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Rd
t
B2 × (−1, 1)
Û(r)
U(r)
U⊕ = U(12 )
U	 = Û(12 )
rα
rα
r
Multiplying these two inequalities eliminates a and yields
‖u˜‖
L1(Û(θ̂))
≤ c2 inf
U(θ)
u˜
for a constant c2 = C Ĉ that depends only on d, α0 and Λ. This proves (HI) in the case α ≥ 1
observing that U⊕ = U(θ), U	 = Û(θ̂) and
‖u‖L1(U	) ≤ ‖u˜‖L1(U	) ≤ c2
(
inf
U⊕
u+ ‖f‖L∞(Q)
)
.
If α < 1, we define the domains U and Û slightly differently, namely
U(1) = Q⊕(1), θ =
(
1
2
)α
, U(r) = (1− r, 1)×Br1/α ,
Û(1) = Q	(1), θ̂ =
(
1
2
)α
, Û(r) = (−1,−1 + r)×Br1/α .
The same reasoning as above applies to these domains and hence (HI) is proved for all α ∈
(α0, 2). 
The following corollary will be used to derive Hölder continuity in the next section.
Corollary 5.2. Let σ ∈ (0, 1) and D	 = (−2,−2 +
(
1
2
)α
) × B1/2, D⊕ = (−
(
1
2
)α
, 0) × B1/2.
There exist ε0, δ ∈ (0, 1) such that for every function w satisfying
w ≥ 0 a.e. in (−2, 0)× Rd,
∂tw − Lw ≥ −ε0 in (−2, 0)×B2,
|D	 ∩ {w ≥ 1}| ≥ σ |D	| ,
the following estimate holds:
w ≥ δ a.e. in D⊕. (5.5)
The constants ε0 and δ depend on σ, α0,Λ, d but not on α ∈ (α0, 2).
Proof. Application of Theorem 1.1 to w yields
σ ≤
 
D	
w(t, x) dx dt ≤ c
(
inf
D⊕
w + ε0
)
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for a constant c = c(d, α0,Λ). Choosing ε0 < σc and δ =
σ−cε0
c we obtain
inf
D⊕
w ≥ δ,
which is the desired inequality. 
6. Proof of Hölder regularity estimates
In this section we deduce Theorem 1.2 from Theorem 1.1. This step is not trivial and differs from
the proof in the case of a local differential operator because the (super-)solutions in Theorem 1.1
are assumed to be nonnegative in the whole spatial domain. Note that the auxiliary functions
of the type M(t, x) = supQ u − u(t, x) and m(t, x) = u − infQ u used in [19, Section 2] are
nonnegative in Q but not in all of Rd. The key idea to overcome this problem is to derive
Lemma 6.1 from the Harnack inequality. Lemma 6.1 then implies Theorem 1.2. This step is
carried out in [22] for elliptic equations.
Define for (t, x) ∈ Rd+1 a distance function
ρ̂((t, x)) =
{
max
(
1
3 |x| , 12(−t)1/α
)
if t ∈ (−2, 0],
∞ if t /∈ (−2, 0].
Note that ρ̂((x, t)) 6= ρ̂(−(x, t)). We define
D̂r((x0, t0)) =
{
(t, x) ∈ Rd+1 | ρ̂((t, x)− (t0, x0)) < r
}
, I1 = (−2, 0)
and note
D̂r((x0, t0)) = (t0 − 2rα, t0)×B3r(x0) and
⋃
r>0
D̂r((0, 0)) = I1 × Rd.
To simplify notation we write D̂(r) = D̂r((0, 0)). Additionally, we define D(r) = (−2rα, 0) ×
B2r(0) and recall the definitions of D⊕ and D	 in Corollary 5.2.
Rdt
D̂(1) D(1)
D̂(1/6)
D⊕
D⊖
Lemma 6.1. Assume that L is defined by (1.2) with a kernel k belonging to some K′(α0,Λ).
Then there exist β0 ∈ (0, 1) and δ ∈ (0, 1) depending on d, α0 and Λ such that for every function
w with the properties
w ≥ 0 a.e. in D̂(1), (6.1a)
∂tw − Lw ≥ 0 in D̂(1), (6.1b)
|D	 ∩ {w ≥ 1}| ≥ 1
2
|D	| , (6.1c)
LOCAL REGULARITY FOR PARABOLIC NONLOCAL OPERATORS 25
w ≥ 2
[
1− (6 ρ̂(t, y))β0
]
a.e. in I1 × (Rd \B3), (6.1d)
the following inequality holds:
w ≥ δ a.e. in D⊕.
Proof. The conditions (6.1a) and (6.1b) imply ∂tw+ − Lw+ ≥ −f in D(1), where
f(t, x) = (Lw−)(t, x) for (t, x) ∈ D(1).
Note that since |x− y| ≥ 1 for x ∈ B2 and y ∈ Rd \B3
‖f‖L∞(D(1)) = sup
(t,x)∈D(1)
ˆ
Rd\B3(0)
w−(t, y)kt(x, y) dy <∞ .
Next, from condition (6.1d) we deduce
w−(t, y) ≤ 2 [6 ρ̂(t, y)]β0 − 2 ≤ 2
(
4β0 |y|β0 − 1
)
a.e. in I1 × (Rd \B3).
Our aim is to show ‖f‖L∞(D(1)) ≤ ε0 with ε0 as in Corollary 5.2 for σ = 12 . Note that for every
R > 3 ˆ
Rd\B3(0)
(
4β0 |y|β0 − 1
)
kt(x, y) dy =
ˆ
Rd\BR(0)
(
4β0 |y|β0 − 1
)
kt(x, y) dy
+
ˆ
BR\B3(0)
(
4β0 |y|β0 − 1
)
kt(x, y) dy.
Because of (K3) it is possible to choose R sufficiently large and β0 ∈ (0, 1) sufficiently small in
dependence of ε0 and Λ such that ‖f‖L∞(D(1)) ≤ ε0.
Condition (6.1c) ensures that Corollary 5.2 can be applied. 
Theorem 6.2 (Oscillation decay). Assume that L is defined by (1.2) with a kernel k belonging
to some K′(α0,Λ). Then there exists β ∈ (0, 1) depending on d, α0 and Λ such that every
solution u to ∂tu− Lu = 0 in D̂(1) satisfies for all ν ∈ Z
osc
D̂(6−ν)
u ≤ 2‖u‖L∞(I1×Rd)6−νβ , (6.2)
where oscQ u = supQ u− infQ u.
Proof. Set K = M0 −m0 where M0 = supI1×Rd u, m0 = infI1×Rd u. Let δ, β0 ∈ (0, 1) be the
constants from Lemma 6.1. Define
β = min
(
β0,
log( 22−δ )
log 6
)
=⇒ 1− δ
2
< 6−β. (6.3)
We will construct inductively an increasing sequence (mν)ν∈Z and a decreasing sequence
(Mν)ν∈Z such that for every ν ∈ Z
mν ≤ u ≤Mν a.e. in D̂(6−ν),
Mν −mν = K6−νβ .
(6.4)
Obviously, (6.4) implies (6.2). For n ∈ N set M−n = M0, m−n = m0. Assume we have
constructed Mn and mn for n ≤ k − 1 and define
v(t, x) =
[
u
(
t
6α(k−1)
,
x
6k−1
)
− Mk−1 +mk−1
2
]
2 · 6β(k−1)
K
.
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Clearly, v satisfies
∂tv − Lv = 0 in D̂(1) and |v| ≤ 1 in D̂(1) (by induction hypothesis). (6.5)
On I1 × (Rd \B3) we can estimate v in the following way: For (t, y) ∈ I1 × (Rd \B3) fix j ∈ N
such that
6j−1 ≤ ρ̂(t, y) < 6j , or equivalently (t, y) ∈ D̂(6j) \ D̂(6j−1).
Then
K
2 · 6(k−1)β v(t, y) =
(
u
(
t
6α(k−1)
,
y
6k−1
)
− Mk−1 +mk−1
2
)
≤
(
Mk−j−1 −mk−j−1 +mk−j−1 − Mk−1 +mk−1
2
)
≤
(
Mk−j−1 −mk−j−1 − Mk−1 −mk−1
2
)
≤
(
K6−(k−j−1)β − K
2
6−(k−1)β
)
,
⇒ v(t, y) ≤ 2 · 6jβ − 1 for a.e. (t, y) ∈ D̂(6j) \ D̂(6j−1)
⇒ v(t, y) ≤ 2 [6 ρ̂(t, y)]β − 1 for a.e. (t, y) ∈ I1 × (Rd \B3). (6.6)
Analogously, we can estimate v from below by
v(t, y) ≥ 1− 2 [6 ρ̂(t, y)]β for a.e. (t, y) ∈ I1 × (Rd \B3). (6.7)
Now there are two cases. In the first case v is non-positive in at least half of the set D	, i.e.
|D	 ∩ {v ≤ 0}| ≥ 1
2
|D	| . (6.8)
Set w = 1− v. w satisfies conditions (6.1a)-(6.1d) of Lemma 6.1 and hence
w ≥ δ a.e. in D⊕, or equivalently v ≤ 1− δ a.e. in D⊕.
Noting that D̂(1/6) ⊂ D⊕ this estimate has the following consequence for u: For a.e. (t, x) ∈
D̂(6−k) we have
u(t, x) =
K
2 · 6(k−1)β v
(
6α(k−1)t, 6k−1x
)
+
Mk−1 +mk−1
2
≤ K(1− δ)
2 · 6(k−1)β +mk−1 +
Mk−1 −mk−1
2
≤ K(1− δ)
2 · 6(k−1)β +mk−1 +
K
2 · 6(k−1)β = mk−1 +
(
1− δ
2
)
K6−(k−1)β
≤ mk−1 +K6−kβ,
where we apply (6.3) in the last inequality. By choosing mk = mk−1 and Mk = mk−1 +K6−kβ
we obtain sequences (mn) and (Mn) satisfying (6.4). In the second case v is positive in at least
half of the set D	 and hence w = 1 + v satisfies all conditions of Lemma 6.1. Therefore, we
obtain
w ≥ δ a.e. in D⊕, or equivalently v ≥ −1 + δ a.e. in D⊕.
Adopting the computations above we see that Mk = Mk−1 and mk = Mk−1 −K6−kβ lead to
the desired result.
This proves (6.4). 
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Having established Theorem 6.2 we are now able to prove Theorem 1.2 providing a priori
estimates of Hölder norms of solutions.
Proof of Theorem 1.2. Let u as in Theorem 1.2, Q′ b Q and define
η(Q′, Q) = η = sup
{
r ∈ (0, 12 ]
∣∣∣ ∀(t, x) ∈ Q′ : D̂r(t, x) ⊂ Q} .
Fix (t, x), (s, y) ∈ Q′. Without loss of generality t ≤ s. At first, assume that
ρ̂((t, x)− (s, y)) < η (6.9)
and choose n ∈ N0 such that
η
6n+1
≤ ρ̂((t, x)− (s, y)) < η
6n
.
Now set u(t, x) = u(ηαt + s, ηx + y). By assumption u is a solution of ∂tu − Lu = 0 in D̂(1).
Accordingly, applying Theorem 6.2 to u we obtain
|u(t, x)− u(s, y)| = ∣∣u(η−α(t− s), η−1(x− y))− u(0, 0)∣∣
≤ 2 ‖u‖L∞(I1×Rd) 6−nβ ≤ 2 ‖u‖L∞(I×Rd)
(
6−n−1
)β
6β
≤ 12 ‖u‖L∞(I×Rd)
(
ρ̂((t, x)− (s, y))
η
)β
≤ 12 ‖u‖L∞(I×Rd)
(
|x− y|+ (s− t)1/α
η
)β
.
Hence, for all (t, x), (y, s) ∈ Q′ subject to (6.9)
|u(t, x)− u(s, y)|(
|x− y|+ |t− s|1/α
)β ≤ 12 ‖u‖L∞(I×Rd)ηβ .
If ρ̂((t, x)− (s, y)) ≥ η then the Hölder estimate follows directly:
|u(t, x)− u(s, y)| ≤ 2 ‖u‖L∞(I×Rd) ≤
2 ‖u‖L∞(I×Rd)
[
max
(
|x− y| , |t− s|1/α
)]β
ηβ
≤
2 ‖u‖L∞(I×Rd)
ηβ
(
|x− y|+ |t− s|1/α
)β
.
Hence,
sup
(t,x),(s,y)∈Q′
|u(t, x)− u(s, y)|(
|x− y|+ |t− s|1/α
)β ≤ 12 ‖u‖L∞(I×Rd)ηβ ,
which had to be shown. 
Appendix A. Steklov averages
The aim of this appendix is to justify the use of (2.4’) instead of (2.4) in our main technical
results, Proposition 3.4, Proposition 3.6 and Proposition 4.2. Thus, we can work with superso-
lutions u as if they were a.e. differentiable with respect to t. This approach is standard when
proving regularity results for solutions to parabolic problems, cf. [1, Sec. 9]. Nevertheless,
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we provide details and show that the nonlocality (in space) of our parabolic operator does not
form a serious obstacle.
In the above mentioned proofs we multiply (2.4’) with some piecewise differentiable function
χ : R → [0,∞) and integrate over some time interval (t1, t2) ⊂ I. This implies, together with
the chain rule and partial integration,[
χ(t)
ˆ
Ω′
ψ(x)w(t, x) dx
]t2
t=t1
+
ˆ t2
t1
χ(t)Et(u, φ) dt
≥
ˆ t2
t1
χ(t)
ˆ
Ω′
f(t, x)φ(x) dx dt+
ˆ t2
t1
χ′(t)
ˆ
Ω′
ψ(x)w(t, x) dx dt, (A.1)
where
w(t, x) =
{
1
1−qu
1−q(t, x) if q 6= 1,
log u(t, x) if q = 1.
(A.2)
Inequality (A.1) is the main source for our estimates. Let us now show how to derive (A.1)
from (2.4). To this end, we introduce the concept of Steklov averages (cf. [11], [17]): Let
I = (T1, T2), Q = I × Ω. For v ∈ L1(Q) and 0 < h < T2 − T1 define
vh(·, t) =

1
h
ˆ t+h
t
v(·, s) ds for T1 < t < T2 − h,
0, for t ≥ T2 − h.
Fix t ∈ I, Ω′ b Ω and h > 0 such that t + h ∈ I. In (2.4) we choose φ(s, x) = η(x) with
η ∈ Hα/20 (Ω′), t1 = t and t2 = t+ h. Dividing by h we obtainˆ
Ω′
∂tuh(t, x)η(x) dx+
1
h
ˆ t+h
t
Es(u(s, ·), η(·)) ds ≥
ˆ
Ω′
fh(t, x)η(x) dx , (A.3)
valid for all t ∈ I and η ∈ Hα/20 (Ω′).
Next we choose in (A.3) (for fixed t ∈ I) test functions of the form η = χ(t)ψu−qh (t, ·), q > 0,
where ψ, χ are suitable cut-off functions. Then we integrate (A.3) over some time interval
(t1, t2). Hence, with w as in (A.2),
ˆ t2
t1
χ(t)
ˆ
Ω′
ψ(x)∂twh(t, x) dx dt+
ˆ t2
t1
χ(t)
1
h
ˆ t+h
t
Es(u(s, ·), ψ(·)u−qh (t, ·)) ds dt
≥
ˆ t2
t1
χ(t)
ˆ
Ω′
fh(t, x)ψ(x)u
−q
h (t, x) dx dt .
After partial integration in the first term we pass to the limit h → 0. Lemma A.1 and
Lemma A.2 from below then imply[
χ(t)
ˆ
Ω′
ψ(x)w(t, x) dx
]t2
t=t1
+
ˆ t2
t1
χ(t)Et(u(t, ·), ψ(·)u−q(t, ·)) dt
≥
ˆ t2
t1
χ(t)
ˆ
Ω′
f(t, x)u(t, x)ψ(x) dx dt+
ˆ t2
t1
χ′(t)ψ(x)w(t, x) dx dt , (A.4)
which we wanted to show.
It remains to prove two auxiliary results.
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Lemma A.1. Let X be a Banach space and let v ∈ Lp(I;X) for some p ∈ [1,∞] and I ′ =
(t1, t2) ⊂ I with t2 < T2. Then
(i) vh ∈ C(I ′;X) for every h ∈ (0, T2 − t2).
(ii) ‖vh‖Lp(I′;X) ≤ ‖v‖Lp(I′;X) for every h ∈ (0, T2 − t2).
(iii) If p <∞ : ‖vh − v‖Lp(I′;X) → 0 for h↘ 0.
(iv) If v ∈ C(I, Lp(Ω)) for some p <∞, then ‖vh(t, ·)− v(t, ·)‖Lp(Ω) h→0+−−−−→ 0 for every t ∈ I ′.
The proof of this lemma is quite elementary; some of the assertions above are proved in [17,
II.§4].
Lemma A.2. Let v be a positive supersolution to ∂tv − Lv = f in Q = Ω × I. Let φ be an
admissible test function as in Definition 2.1 that is bounded and satisfies supp[φ(t, ·)] ⊂ BR b Ω
for some R > 0 and every t ∈ I. Then for every I ′ b Iˆ
I′
1
h
ˆ t+h
t
Es(v(s, ·), φh(t, ·)) ds dt h→0+−−−−→
ˆ
I′
Et(v, φ) dt. (A.5)
Proof. Set V (t, x, y) = a(t, x, y) (v(t, x)− v(t, y)) and Φ(t, x, y) = φ(t, x)− φ(t, y). Sinceˆ
I′
1
h
ˆ t+h
t
Es(v(s, ·), φh(t, ·)) ds dt =
ˆ
I′
¨
Rd Rd
Vh(t, x, y)Φh(t, x, y)k0(x, y) dx dy dt ,
ˆ
I′
Et(v, φ) dt =
ˆ
I′
¨
Rd Rd
V (t, x, y)Φ(t, x, y)kt(x, y) dx dy dt ,
the convergence in (A.5) follows if we show bothˆ
I′
¨
Rd Rd
|Vh(t, x, y)− V (t, x, y)| |Φ(t, x, y)| k0(x, y) dx dy dt h→0+−−−−→ 0, (A.6a)
ˆ
I′
¨
Rd Rd
|Vh(t, x, y)| |Φh(t, x, y)− Φ(t, x, y)| k0(x, y) dx dy dt h→0+−−−−→ 0. (A.6b)
First we prove (A.6a). Define B = BR+ε for some fixed ε > 0. A usual decomposition of the
integral over Rd × Rd yieldsˆ
I′
¨
Rd Rd
|Vh(t, x, y)− V (t, x, y)| |φ(t, x)− φ(t, y)| k0(x, y) dx dy dt
=
ˆ
I′
¨
BB
|Vh(t, x, y)− V (t, x, y)| |φ(t, x)− φ(t, y)| k0(x, y) dx dy dt
+ 2
ˆ
I′
ˆ
B
|φ(t, x)|
ˆ
Bc
|Vh(t, x, y)− V (t, x, y)| k0(x, y) dy dx dt
=: I1(h) + I2(h).
Hölder’s inequality applied to I1(h) shows that I1(h)→ 0:
‖(Vh − V )Φh k0‖L1(I′×B×B) ≤
∥∥∥(Vh − V )k0 12∥∥∥
L2(I′;L2(B×B))
∥∥∥Φk0 12∥∥∥
L2(I′;L2(B×B))
≤
∥∥∥(Vh − V )k0 12∥∥∥
L2(I′;L2(B×B))
‖φ‖L2(I′;Hα/2(B)) ,
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where we have used (K2) in the second inequality. Lemma A.1(iii) implies that the first factor
tends to zero since – again due to property (K2) –
v ∈ L2(I ′;Hα/2(B))⇒ V k
1
2
0 ∈ L2(I ′;L2(B ×B)).
In a similar way we obtain the convergence of I2(h):ˆ
I′
ˆ
B
|φ(t, x)|
ˆ
Bc
|Vh(t, x, y)− V (t, x, y)| k0(x, y) dy dx dt
≤ ‖φ‖L∞(I′×B)
ˆ
I′
‖Vh(t, ·, ·)− V (t, ·, ·)‖L∞(Rd×Rd)
¨
BR Bc
k0(x, y) dy dx dt
≤ Λ ε−α |BR| ‖φ‖L∞(I′×B) ‖Vh − V ‖L1(I;L∞(Rd×Rd)) ,
where we have applied (K1) in the second inequality. The convergence of the last factor follows
again from Lemma A.1(iii).
Next, we prove (A.6b): Again, we use the decompositionˆ
I′
¨
Rd Rd
|Vh(t, x, y)| |Φh(t, x, y)− Φ(t, x, y)| k0(x, y) dx dy dt
=
ˆ
I′
¨
BB
|Vh(t, x, y)| |Φh(t, x, y)− Φ(t, x, y)| k0(x, y) dx dy dt
+ 2
ˆ
I′
ˆ
B
|φh(t, x)− φ(t, x)|
ˆ
Bc
|Vh(t, x, y)| k0(x, y) dy dx dt
=: J1(h) + J2(h).
The convergence J1(h)
h→0+−−−−→ 0 follows by the same argument as we used for the convergence
of I1(h). It remains to show that J2(h)
h→0+−−−−→ 0:
1
2J2(h) ≤
ˆ
I′
‖φh(t, ·)− φ(t, ·)‖L∞(BR)
¨
BR Bc
|Vh(t, x, y)| k0(x, y) dx dy dt
≤ 2ε−α |BR| ‖vh‖L∞(I′;L∞(Rd)) ‖φh − φ‖L1(I′;L∞(Rd)) .
Finally, we apply Lemma A.1(ii),(iii) to conclude that J2(h) converges to zero. This finishes
the proof. 
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