Abstract-To compute link blocking rates in an optical burst/packet switched network, it has been shown that the Engset formula should be used with a reduced packet arrival rate to account for packet dumping. This reduction is realized by lengthening the off-time during which a source remains idle, which is referred to as the lengthened off-time approximation (LOA). It is known that if the blocking probability is small or the number of sources (input links) is large, the LOA is redundant. We show here that the LOA is also redundant for certain state independent approximations and prove that they are equivalent to the Engset formula if the blocking probability is evaluated as a function of utilization. We consider a new LOA whereby the interval by which the off-time is lengthened depends on the number of busy channels. We demonstrate that this new statedependent LOA (sdLOA) yields higher accuracy irrespective of whether blocking probability is evaluated as a function of either utilization which is a system-dependent measure, or system independent measures such as the intended arrival rate.
I. INTRODUCTION
Consider a bufferless, wavelength division multiplexing (WDM), either optical burst switching (OBS), or optical packet switching (OPS) non-blocking switch [5] . Suppose M independent input wavelength channels randomly generate packets. Furthermore, suppose each packet requires switching to an output link comprising K usable wavelength channels. An arriving packet is said to be lost if it finds all K output wavelength channels busy.
We henceforth refer to each input wavelength channel as a source and each usable output wavelength channel simply as a channel. We use the term packets to refer to both packets in OPS networks and bursts in OBS networks, and we use the concept of blocking probability to refer to the ratio of packets that are lost to packers that arrive.
The Erlang-B formula provides an excellent approximation for the packet blocking probability as long as M is sufficiently large relative to K in addition to the necessary technical conditions to ensure packet inter-arrival times are independent and exponentially distributed [3] . Situations may be encountered in which these assumptions do not hold. When these assumptions do not hold, the Engset formula [6] provides an attractive alternative. According to the Engset formula, the blocking probability, b, is given by
and b = 0 for M ≤ K, where h is the mean time required to transmit a packet and p = λ/(λ + 1/h) is the long-run proportion of time that each source is transmitting packets. Henceforth, we assume M > K.
In [1] , [11] , [12] , [16] , it was shown that the Engset formula does not readily apply to optical packet and burst switching. The reason is simple: the Engset formula assumes that a blocked packet is instantaneously purged from the network, after which a new packet can immediately arrive. In practice, however, a source is not informed of a blocking event and thus has no choice but to transmit a blocked packet as usual in a process referred to herein as dumping. Therefore, a source cannot offer new packets during the dumping of a blocked packet, but the Engset formula assumes new packets can be offered during the dumping period.
To ameliorate this apparent contradiction, [1] , [8] , [16] considered a continuous-time Markov chain (CTMC) comprising a two-dimensional state-space {(i, j) | 0 ≤ i ≤ M, 0 ≤ j ≤ M − K}, where i denotes the number of channels transmitting packets and j denotes the number of sources dumping packets. The conditional packet arrival rate in state (i, j) is therefore (M − i − j)λ, whereas the Engset formula assumes a fallaciously high packet arrival rate of (M − i)λ. Consequently, the Engset formula has been shown to overestimate blocking probability.
The CTMC is not computationally scalable beyond a hundred or so sources. In [1] , to avert brute-force inversion of the infinitesimal generator, an efficient block-diagonal LU factorization is devised. In [11] , [12] , scalability is achieved by abandoning the CTMC outright. Instead, the Engset formula is resurrected, but the packet arrival rate is reduced to account for packet dumping. Specifically, the so-called off-time, 1/λ, is lengthened according to the blocking probability. The downside of this approach is that it is approximal and requires numerical solution of a fixed-point equation. We henceforth refer to this approach as the lengthened off-time approximation (LOA). This approach was in fact developed long ago in [4] and later touted as an exact solution in [10] .
In this paper, we are interested in the question of when the LOA is useful and when it is redundant. We already know that if M >> K, the Erlang B formula applies and the LOA is redundant. We also know that if the blocking probability is negligible, packet dumping is very rare, so again the LOA is redundant. From [14] , we know that as K and M approaches infinity, maintaining the ratio K/M constant and maintaining λ and h constant, the blocking probability approaches zero, which again renders the LOA redundant. This may indicate that for cases where M and K are large, which could be realistic in OEO switches where wavelength conversion is attainable, the LOA is redundant. However, notice that for large M and K, exact performance results and simulations are not attainable, so we do not know how large M and K should be for the LOA to be redundant. We need to develop LOA(s) and compare the results with those of the Engset formula to see if they are useful or redundant for a given M and K. Furthermore, in cases where we analyze closed-loop systems that require a fixed point solution such as in [14] , a robust LOA which is accurate for a wide range of parameter values (including the range where the blocking probability is significant) is needed.
The first contribution of this paper is a new observation supported by a simple argument and numerical examples that if the blocking probability is to be evaluated as a function of utilization, then the LOA (such as suggested in [11] , [12] ) is precisely equivalent to the Engset formula. However, it is important to note that the LOA is still necessary if the blocking probability is to be evaluated as a function of measures that are independent of system states, such as the intended offered load, M p/K, or the normalized traffic intensity, M λh/K. As originally pointed out by Lachlan Andrew [2] , the intended offered load is a useful measure for validating the accuracy of an approximation because it is independent of system state. Intended offered load is also useful in the performance evaluation of closed-loop models (e.g. [14] ). While ubiquitous measures such as utilization and the packet arrival rate are more amenable to straightforward engineering interpretation (e.g. [7] , [9] , [15] ), these measures are not independent of system state.
The second contribution of this paper is to demonstrate that a new state-dependent LOA that we recently presented in [13] yields higher accuracy than the Engset formula if the blocking probability is to be evaluated as a function of measures that are either state-dependent (such as utilization) or state-independent. The state-dependent LOA is therefore not redundant and does not degenerate to the Engset formula. We refer to the state-dependent LOA (sdLOA) as such because the interval by which the off-time is lengthened depends on the system state; in particular, the off-time is further lengthened as the number of busy channels increases. In contrast, the LOA devised in [4] , [10] , [12] , [11] may be considered stateindependent because the off-time is lengthened by a constant interval that is independent of the number of busy channels.
In this paper, we use LOA to refer to a state-independent LOA [4] , [10] , [12] , [11] , while we use sdLOA to specifically refer to the state-dependent LOA we recently presented in [13] . Note that it is plausible to suggest that the LOA and sdLOA are both, in a certain sense, state-dependent, since the packet arrival rate is (M − i)λ * i , where i = 1, . . . , K is the number of busy servers and 1/λ * i is the lengthened off-time (i.e. the arrival rate depends on the system state through the number of idle sources M − i). The sdLOA introduces a greater degree of state-dependency because λ * i = λ * , whereas λ * i = λ * for the LOA and the Engset formula.
II. THE LENGTHENED OFF-TIME APPROXIMATION In (1), the off-time 1/λ is the time interval during which a source remains idle between two consecutive packet transmissions. A source must also remain 'idle' during the dumping of a blocked packet in the sense that new packets cannot be offered. In contrast, (1) assumes new packets can be offered while a blocked packet is dumped. To reconcile this anomaly, [11] advocates lengthening the off-time used in (1) to account for packet dumping. The lengthened off-time, 1/λ * , is computed as
This relation is an approximation that can be explained intuitively: the off-time is lengthened by h on each occasion a packet is dumped, which occurs with probability b, but remains the same otherwise. When λ * is substituted for λ in (1), a fixed-point equation arises, which can be solved numerically with a binary search algorithm [12] or successive substitution.
Relations other than (2) for lengthening the off-time as a function of the blocking probability have been advocated. We consider two alternatives in the following two subsections.
A. Cohen's lengthened off-time approximation
In 1957, Cohen [4] , [10] 
Let K 1 be the random variable (r.v.) representing the period between the end of transmission of a successful packet and the arrival of the next packet (successful or not) and let K 2 be the r.v. representing the period between the arrival of a blocked packet and the arrival of the next packet (successful or not).
Cohen observed that if a source is idle at an arbitrary instant t, the next packet arrives in the interval (t, t+dt) with probability (1 − F K1 (t))/k 1 if the previous packet was successful and with probability (1 − F K2 (t))/k 2 if the previous packet was blocked, where
and similarly for K 2 . Therefore, if a source is idle at an arbitrary instant t, the next packet arrives in the interval (t, t + dt) with probability g(t)dt
is the distribution of the lengthened off-time and 1/λ * its mean, Cohen noted
Substituting k 1 = 1/λ and k 2 = 1/λ + h into (4) yields (3).
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B. Accounting for consecutive blocked packets
A source may generate a succession of consecutive blocked packets. However, the LOAs defined by (2) and (4) assume each off-time encompasses at most one blocked packet. To model the fact that an off-time may encompass multiple blocked packets, we advocated in [12] a lengthened off-time given by
that is, 1/λ * = (1/h + bλ)/ (1 − b)λ/h . Equation (5) is similar to its counterpart (2) except that 1/λ * has been added to the second term. This change models the possibility that additional packets can be blocked after the initial packet is blocked, whereas (2) assumes a blocked packet is always followed by a successful packet.
We have proved [12] , [13] that a unique solution exists for the set of coupled equations defined by (1) and either (2), (3) or (5). This unique solution can be found with successive substitution or a binary search algorithm in rare cases when substitution fails to converge.
III. IS LENGTHENING THE OFF-TIME REDUNDANT?
We show that each of the distinct lengthened off-time approximations defined by (2) , (3) and (5) is redundant and yields precisely the same result as the Engset formula if blocking probability is to be evaluated as a function of utilization.
To maintain generality, suppose λ * = f (λ), where the function f (·) is any arbitrary approximation relating the lengthened off-time to the blocking probability (e.g. (2), (3) or (5)). The only restrictions imposed on f (·) is continuity.
A peculiar property of the Engset formula is that the packet arrival rate is dependent on the blocking probability. Specifically, the average packet arrival rate, λ, is given by
and thus the utilization, U , is also a function of b given by
Note that λ is the conditional packet arrival rate at a source that is idle and is not to be confused with λ, the average packet arrival rate. Remark 1. The true packet arrival rate (i.e. the real arrival rate in our OBS/OPS input channel system) is
since an off-time of length 1/λ is always followed by an ontime of length h during which either a packet is transmitted or a blocked packet is dumped. It is interesting to note [2] that (2) is the only LOA that ensures the true packet arrival rate is matched. In particular, substituting λ * , as given by (2), for λ in (6) gives
Suppose Alice and Bob seek to evaluate blocking probability as a function of utilization. Alice adopts an arbitrary LOA of the form λ * = f (λ) and plots the set of points
To construct A, for several values of λ spaced between α and β, Alice solves the fixed-point equation that arises when λ * = f (λ, b) is substituted for λ in (1) and then evaluates U (λ * ) using (7). Bob does not like redundant equations. He notices that λ * = f (λ) is redundant in (8) and simply represents a dummy variable. In other words, b(λ * ) as a function of U (λ * ) is a composite function, where λ * is a dummy variable. Therefore, he plots the set of points
To construct B, Bob simply evaluates (1) and (7) for several values of λ spaced between α and β , thereby averting the need for the LOA, which he simply views as a redundant equation. Lemma 1 (see appendix) proves that A = B; that is, Alice and Bob arrive at precisely the same result, even though Bob had no knowledge about the LOA and simply considered the LOA to be redundant. A straightforward interpretation of this equivalence is obvious when U f (λ) and b f (λ) in (8) is considered a composite of two functions, where λ (or λ * ) is a dummy variable.
If Alice and Bob had instead been interested in evaluating blocking probability as a function of intended offered load, M p/K, or the normalized traffic intensity, M λh/K, then Bob would have overestimated blocking probability. Specifically, if U (λ * ) in (8) and U (λ) in (9) were to be replaced with, either M p/K, or M λh/K, Lemma 1 would no longer hold, since either one of these independent measures is a function of λ, not λ * .
IV. STATE-DEPENDENT LENGTHENING OF THE OFF-TIME
In [13] , we proposed a new state-dependent LOA (sdLOA) whereby the interval by which the off-time is lengthened depends on the number of busy channels. Unlike (2) , (3) and (5),
. In words, the off-time is further lengthened as the number of busy channels increases. The off-time is therefore dependent on the system state through the number of busy channels. The rationale behind λ * i ≥ λ * i+1 is that blocking events are more likely as more channels are engaged, and thus the off-time between two successful packets is expected to lengthen.
Let π i be the steady-state probability that i = 1, . . . , K servers are busy. In [13] , the recursion π i+1 = (N − i)λ * i hπ i , i = 0, . . . , K − 1 is invoked to numerically compute {π i } i=0,...,K , where the lengthened off-time 1/λ * i is chosen to increase linearly with the number of busy channels; namely,
where the constant a ≥ 0 is set to ensure the offered load in the real system, M λ/(λ + 1/h), is equal to the offered load in the modeled system,
Specifically, the constant a is chosen to ensure the following equality is preserved
The constant a is computed numerically by solving (11) with a binary search algorithm. In [13] , we show (11) has a unique solution a ≥ 0 and that solution lies in the interval [0, h]. Therefore, a binary search initialized such that a + = h and a − = 0 is ensured to find a. The blocking probability is given by b = 1 − T c /T o , where
is the offered load and T c = K i=0 iπ i is the carried load. The utilization is given by T c /K.
In the next section, we demonstrate by example that the sdLOA does not degenerate to the Engset formula when the blocking probability is evaluated as a function of a systemdependent measure, such as utilization.
The disadvantage of the sdLOA, relative to Engset, is the added computations associated with use of a binary search algorithm and the fact that the Engset recursion cannot be utilized by sdLOA to compute the blocking probability.
V. NUMERICAL EVALUATION
In this section, we present several numerical examples that serve to: (1) demonstrate Lemma 1 in practice, and (2) show that the sdLOA is more accurate than the LOA over a diverse range of loadings. We consider examples of relatively small dimension to ensure the exact solution is computable with the CTMC. For numerical computation, we use a binary search algorithm in the case of the sdLOA, while repeated substitution is used for each LOA. Successive substitution is terminated when the absolute difference between the two most recent blocking probability values is less than 10 −8 . The binary search is terminated when the absolute difference between the upper and lower bound on a is less than 10 −6 . Without loss of generality, we assume an on-time of unity mean length (i.e. h = 1) for all examples.
We first consider an example involving M = 6 sources and K = 3 channels. Fig. 1 shows the blocking probability evaluated as a function of utilization. We have specifically focussed on a relatively high load (i.e. b > 0.01) because both the LOA and sdLOA converge to the exact blocking probability in the low load limit. The dashed line LOA represents the results for all three LOAs and for Engset which are all precisely overlap. This is in agreement with Lemma 1. Furthermore, this demonstrates that the sdLOA does not degenerate to the Engset formula when the blocking probability is evaluated as a function of a system-dependent measure. Therefore, Lemma 1 cannot be extended to include the sdLOA.
Note that the sdLOA appears to be sandwiched in between the exact blocking probability given by the CTMC and the approximation given by the LOA. We have consistently observed this sandwiching of the sdLOA in all numerical examples considered; however, we are unable to prove this conjecture in general. Fig. 2 shows blocking probability evaluated as a function of a system-independent measure; namely, the normalized traffic intensity, M λh/K. In Fig. 2 , a separate trace (dashed lines) is plotted for each of the lengthened off-time approximations we have considered. The trace labeled 'Rosberg' corresponds to the LOA defined by (2) and first devised in [11] , 'Cohen' corresponds to (3) and first devised in [4] , while 'LOA in [12] ' corresponds to (5) . The sdLOA and exact solution are shown as solid lines and labeled appropriately. The results based on Engset formula are shown as a dashed line and labeled 'Engset'. Fig. 2 demonstrates that the choice of LOA is important when a system-independent measure is of interest, since the LOA no longer degenerates to the Engset formula. Indeed, Fig.  2 demonstrates that use of the the Engset formula substantially overestimates blocking probability, which is due to the fact that additional packets can be offered while an existing packet is being dumped. Of the three LOAs considered, Rosberg's LOA is most accurate, but the sdLOA provides the most accurate approximation among all algorithms. However, as expected, all the approximations as well as the Engset formula converge to the exact blocking probability in the low load limit. This implies that for dimensioning tasks concerning systems operating at low blocking probability (i.e. b < 10 −3 ), the Engset formula is satisfactory.
We consider a significantly larger example involving M = 80 sources and K = 60 channels. We maintain the same notation developed for Figs. 1 & 2. Fig. 3 shows the blocking probability as a function of utilization for the larger example, while Fig. 4 shows the blocking probability as a function of the normalized traffic intensity. Inspection of Figs. 3 &  4 shows the sdLOA remains the most accurate approximation. Furthermore, Rosberg's LOA remains the most accurate of the three LOAs considered (excluding sdLOA). Since the difference between two distinct traces plotted in Figs. 1-4 is in some cases difficult to distinguish visually, we have tabulated the blocking probability (Table I ) and the normalized traffic intensity (Table II) for several small examples at particular levels of utilization. Each row corresponds to a different example, while each column represents an approximation. We denote utilization with U . Values are accurate to four significant digits.
Again, as demonstrated by the results of Table I , sdLOA is the most accurate or at least as accurate, of all other approximations. Table I serves as further numerical validation for Lemma 1, in that each of the three LOAs (excluding sdLOA) degenerate to the Engset formula. Note that the first four columns correspond to either an LOA or the Engset formula and contain precisely the same blocking probability for each row. Table I .
The results of Table I gives rise to a straightforward qualitative interpretation of Lemma 1: LOAs shift the 'operating point' at which the system operates along a blocking probability-versus-utilization operating curve, but do not alter the system dynamics. Each LOA is necessarily constrained to move along this operating curve. What differentiates one LOA from another is that each LOA maps a given value of λ to a different operating point along the blocking probabilityversus-utilization operating curve.
While Table I indicates the blocking probability is equal for each LOA given a fixed level of utilization, Table II indicates the normalized traffic intensity varies for each LOA given a fixed level of utilization. We observe that the sdLOA is still more accurate than the Engset formula, but a surprising observation in Table II is that Cohen's LOA provides more accurate evaluation of the normalized traffic intensity for a given level of utilization than the sdLOA. This result requires further investigation.
VI. CONCLUSION
We have considered the problem of evaluating link blocking probability in an optical burst/packet switch. Although the exact blocking probabilities can be computed with solution of a CTMC, this approach is intractable for practically sized dimensioning tasks. For this problem, the accuracy of the Engset formula can be improved by lengthening the so-called off-time to account for packet dumping.
The purpose of this paper was to investigate when this enhancement is useful and when it is redundant. This question is of interest in cases of significant load. It is already known that if the blocking probability is negligible (negligible dumping), the Engset formula provides an accurate approximation.
We have demonstrated that if the interval by which the offtime is lengthened depends on the number of busy channels (sdLOA), this enhancement provides a reasonable improvement, irrespective of the type of measure against which blocking probability is to be evaluated.
Otherwise, we proved that if the off-time lengthening is independent of the number of busy channels, and if the blocking probability is to be evaluated as a function of utilization (which is a system-dependent measure), then such lengthening is redundant. However, we also demonstrated that lengthening the off-time significantly improves the accuracy of the Engset formula if the blocking probability is to be evaluated as a function of a system-independent measure, such as the normalized traffic intensity. Proof: Since f (λ) is monotonic and continuous on the interval α ≤ λ ≤ β, the extremal and intermediate value theorems can be invoked to show that there exists a one-to-one function g on the range of f such that g f (λ) = λ for all α ≤ λ ≤ β. In (8), α ≤ λ ≤ β can therefore be rewritten as α ≤ g(λ * ) ≤ β, or alternatively α = f (α) ≤ f g(λ * ) ≤ f (β) = β . Since f g(λ * ) = λ * , (8) reduces to A = U (λ * ), b(λ * ) | α ≤ λ * ≤ β = B.
