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Introduction
In this work, we study the convergence in law, when ε → 0, of the family of continuous processes {I η ε (f )} ε>0 defined by the following multiple integrals
where f is a deterministic function and {η ε } ε>0 is a family of processes with absolutely continuous paths converging in law to the fractional Brownian motion with Hurst parameter H > 1 2 . Avram (1988) studied a similar problem for f (t 1 , . . . , t n ) = I {t1<···<tn} and a family {η ε } of semimartingales in the Skorohod space D ([0, 1] ). He applied the obtained results to asymptotic distributions of some U-statistics. The author proved that a necessary and sufficient condition for the convergence of {I ηε (f )} to the multiple iterated Itô integral of f with respect to η is the joint convergence of η ε and its quadratic variation to η and its quadratic variation.
However, Avram's results do not cover the case when the limit process η has positive quadratic variation while the approximations η ε have absolutely continuous paths. In that situation, the multiple Stratonovich integral rather than the multiple Itô integral should arise. Bardina and Jolis (2000) studied this problem with a more general f and the η ε being approximations in law of the Brownian motion in C 0 ([0, 1]), the space of continuous functions that are null at zero. In that paper, in the cases where the authors are able to prove its existence, the limit of {I ηε (f )} is always the multiple Stratonovich integral of the function f . More precisely, in the case in which f is given by a multimeasure (see Section 3 for the definition of a multimeasure), I η ε (f ) is the evaluation of a continuous operator, and then, for any family {η ε } ε>0 , converging in law to the Brownian motion, the convergence on C 0 ([0, 1]) of {I η ε (f )} to the multiple Stratonovich integral of f is proved. For other types of functions only partial results are obtained. Concretely, when f is either continuous or f (t 1 , . . . , t n ) = f 1 (t 1 ) · · · f n (t n ) I {t 1 <···<t n } , with f i ∈ L 2 ([0, 1]), the convergence is proved for certain classes of processes η ε .
Recently, due to the great interest of the fractional Brownian motion as a model for many phenomena, several authors have raised the problem of the construction of a multiple integral with respect to this process. The fractional Brownian motion is not a semimartingale but, in the case of Hurst parameter H > 1 2 , Dasgupta and Kallianpur (1999a) defined a multiple integral of Stratonovich type on a reasonable space of functions. This space is L 2 (μ n ), whereμ n is a measure on [0, 1] , and these authors called their integral the multiple fractional integral.
The above results lead us to study the convergence of {I η ε (f )} when {η ε } are absolutely continuous processes that converge in law in C 0 ([0, 1] ) to the fractional Brownian motion of parameter H > 1 2 . In Section 4 we prove that for any function f ∈ L 2 (μ n ) and two natural families of processes {η ε }, defined in Section 2, the family of multiple integrals {I ηε (f )} ε>0 converges in law (also in C 0 ([0, 1])) to the multiple fractional integral of f with respect to the fractional Brownian motion (see Theorem 4.2). This result is based on the inequality stated in Lemma 4.1 whose long proof is given in an appendix.
On the other hand, when f is given by a multimeasure, we prove in Theorem 3.1 a result that is analogous to Corollary 3.2 of Bardina and Jolis (2000) .
We have organized the paper as follows. Section 2 of preliminaries is devoted to introduce the notations, to construct two families of processes converging in law to the fractional Brownian motion, and to define the multiple fractional integral. In this same section, we prove in Proposition 2.4 that the multiple fractional integral defined for f ∈ L 2 (μ n ) has the form of the multiple Stratonovich-type integral defined by Solé and Utzet (1990) for the standard Brownian motion. In Section 3 we give the result for the functions defined by multimeasures and in Section 4 we prove the convergence in law of {I η ε (f )} ε to the multiple fractional integral of f , when f ∈ L 2 (μ n ) and the processes η ε are those constructed in Section 2. We have added an Appendix with the proof of the inequality given in Lemma 4.1, that is the basis of the result of Section 4.
Positive constants, denoted by C with subscripts indicating appropriate parameters, e.g. C H or C n,H , may vary from line to line.
byĒ, that has the following covariance
see for instance Mandelbrot and Van Ness (1968) . When H = 1 2 this process is the standard Brownian motion. It is well known that there exists a version of B H with continuous trajectories. The representation of B H as the integral of a deterministic kernel with respect to a standard Brownian motion,
is a very useful result for the construction of a stochastic calculus with respect to the fBm. The kernel K H (t, s) is defined on the set {0 < s < t} and given by
where d H is the following normalizing constant:
(See, for instance, Section 8 of Alòs et al., 2001 and also Decreusefond andÜstünel, 1999 and Norros et al., 1999) .
Although there exist easier integral representations of the fBm (see Mandelbrot and Van Ness, 1968) they have the inconvenience that their domain of integration is unbounded.
When H > 1 2 the kernel K H has the simpler expression
¿From representation (2), a natural way to obtain approximations in law for the fBm is to define
where {θ ε } ε is a "weak approximation of the white noise". More precisely, {θ ε } ε is a family of processes, defined on some probability space (Ω, F, P ), with expectation denoted by E, such that, for 0, 1] ) to the standard Wiener process as ε → 0.
We consider two examples of this situation. The first one is to take
to the standard Brownian motion was proved by Stroock (1982) . We will call functions θ ε Stroock kernels.
To give the other example consider
where {ξ k } is a sequence of independent, identically distributed random variables satisfying E(ξ 1 ) = 0 and Var(ξ 1 ) = 1. In this case, we will call θ ε Donsker kernels because the convergence in law of ρ ε (t) = t 0 θ ε (s)ds to the Brownian motion is the well-known Donsker's Invariance Principle. In order to obtain easily the convergence of {η ε } ε to the fBm, when H < 1 2 , we will assume that the random variables ξ k have finite moments of order m, with m ∈ N and m > 1 H .
Proposition 2.1 Let θ ε be either the Stroock or the Donsker kernels. Then, the family of laws in
converges weakly to the law of a fractional Brownian motion of parameter H ∈ (0, 1), when ε → 0.
Proof: First of all, by representation (2) and the local boundedness of the trajectories of θ ε , it is easy to see that the η ε are continuous processes. Indeed, if s < t,
The proposition for H = 1 2 is already known. Suppose, then, that H = 1 2 . The convergence in law of {η ε } to the fractional Brownian motion was proved for the case of the Stroock kernels in Delgado and Jolis (2000) .
The case of Donsker kernels, with finite moments of order m ∈ N and m > 1 H , can be seen by proving, in a similar way as in Lemma 4.2 of Bardina and Jolis (2000) , that there exists a constant
. ¿From this inequality, the proof concludes as in Delgado and Jolis (2000) , Theorem 1.
2 ¿From the expression of the kernel K H (t, s), it is easy to check that it is differentiable with respect to the variable t on the set {0 < s < t} and that
The properties of this function, when H > , the processes η ε defined above are not only continuous but absolutely continuous. This is a consequence of the following deterministic lemma. the only integral that can be always interpreted as a limit of Riemann sums is the Stratonovich integral (see, for instance, Proposition 2.4 and Remark 2.5). In the case H = 1 2 , the Itô-Wiener type integral can be defined in terms of tensor products of elements of the linear space generated by the fBm. We refer, for instance, to Huang and Cambanis (1978) , Dasgupta and Kallianpur (1999a) , Dasgupta and Kallianpur (1999b) and Perez-Abreu and Tudor (2001) for an account on these constructions. Dasgupta and Kallianpur (1999a) defined a multiple integral (they only consider the case n > 1) of Stratonovich type with respect to the fBm of parameter H > 1 2 for a function f ∈ L 2 (μ n ), where the measureμ n will be defined below. They call this kind of integral the multiple fractional integral. We explain their construction in what follows and we also consider the case n = 1.
Let π = {0 = t 0 < t 1 < · · · < t m+1 = 1} be a finite partition of the unit interval, and denote by ∆ i = [t i , t i+1 ), i = 1, . . . , m the intervals defined by this partition. A function of the form
with a i 1 ,...,i n some constants, will be called an elementary function.
The multiple fractional integral with respect to the fBm of such a function is defined as
We consider a measure on [0, 1] n given by
where the measures ν k n are defined as follows:
and for k = 1, . . . ,
In Section 5 of Dasgupta and Kallianpur (1999a) it is proved for n > 1 the following inequalitȳ
wheref denotes the symmetrization of the elementary function f , andμ n the symmetrization of the measure µ n . When n = 1 it is easy to check that if f is an elementary function then
¿From these facts, the extension of the integral to all L 2 (μ n ) is obtained (since the elementary functions are dense in L 2 (μ n )), and also the continuity of the extended operator from
We denote the extended operator in the same way.
Notice that the measures ν 0 n can be bounded from above and from below by positive constants (depending only on H and n) multiplied by the Lebesgue measure.
On the other hand, when n > 1, we define
It is clear that there exist constants depending only on n, k and H, denoted by
in particular, ν n dominates the Lebesgue measure. Moreover, there exists another constant
We will use these last facts in many places in the rest of the paper. Observe that they imply that
We finish this section with a proposition that states that the integral defined by Dasgupta and Kallianpur (1999a) coincides with the integral in the sense of Solé and Utzet (1990) .
where the ∆ ij are the intervals defined by a partition π of [0, 1], and the limit is taken when |π| tends to zero.
Proof: Given a symmetric function f ∈ L 2 (µ n ) and a partition π of [0, 1], we denote by f π the following (symmetric) elementary function
In order to prove the proposition, it suffices to see that f π converges in L 2 (µ n ) to f , as |π| tends to zero. This convergence is well-known when n = 1. For the case n > 1, we will prove that there exists a constant C H,n such that
¿From this fact, the proof is standard since g π clearly tends to g in L 2 (µ n ) when g is a continuous function.
Inequality (6) is a consequence of the fact that there exists a constant C H such that, if i ≤ j then
for any (x, y)
where we have denoted by C i 1 ,...,i n the following constants:
By using inequality (7), we obtain that
. Then, let us now prove inequality (7). Consider first the case i = j. We have that
for all x, y ∈ ∆ i . When i < j, it suffices to show that
To see this last inequality, consider, for fixed t i+1 ≤ t j , the function
and so, we will prove that there exists a constant M H > 0 such that
We have that
Taking into account that 2H − 2 < 0, (2H − 2)(2H − 3) > 0 and that t i+1 − t j ≤ 0, the last expression can be bounded from below by (2H − 1)(t − s) 2H−2 . This fact concludes the proof. 2 (6) and the fact that the measure µ n does not charge the diagonals.
Remark 2.4 We point out that in Proposition 2.4, the Riemann sums can be taken excluding the diagonal terms. This is a consequence of inequality
3 The case of f given by a multimeasure
We recall that if (X 1 , B 1 ), . . . , (X n , B n ) are measurable spaces, a mapping µ : B 1 ×· · ·×B n −→ R is said to be a multimeasure if for every i ∈ {1, . . . , n} and fixed
is a finite signed measure in the variable F ∈ B i . Notice that we are denoting by B 1 × · · · × B n , the cartesian product of the B i instead of their product σ-field. We refer to Nualart and Zakai (1990) for an account on the properties of multimeasures and the integration with respect to them. We will say that a function f : [0, 1] n → R is given by a multimeasure if it is Lebesgue measurable and there exists a multimeasure µ defined on
n a.e. There are many different extensions to the d−dimensional space of the notion of bounded variation function (see Clarkson and Adams, 1933) . One of them is the concept of multimeasure and another one is the notion of function of bounded variation on each variable. The paper of Nualart and Zakai (1990) gives an example of function with bounded variation on each coordinate that is not given by a multimeasure.
Let us introduce the Cameron-Martin space
The main result of this section is the following theorem: ((x 1 , t] 
for all x i < t, i ∈ {1, . . . , n}.
Since the η ε are absolutely continuous functions, we have that
Using now integration by parts on each coordinate (η ε are continuous), the fact that µ t ((x 1 , t] , . . . , (x n , t]) = 0 when some x i = t and that η ε (0) = 0, the last equality becomes
Even more, if f is given by a multimeasure, the operator
possesses a continuous extension on C 0 ([0, 1]), denoted by ϕ f , given by
for any η ∈ C 0 ([0, 1]) (see Theorem 3.1 of Bardina and Jolis, 2000) .
is Stratonovich integrable with respect to B
H , because it is an essentially bounded function. Hence, in order to finish the proof, it suffices to see that (a.s)
By using Proposition 2.4, the left hand side of (9) is the limit when |π| → 0 in
But, if we define the following absolutely continuous processes
expression (10) coincides with
By using once more integration by parts on each coordinate this last expression turns to be equal to
Since B π tends, as |π| → 0, to B H uniformly in [0, 1] almost surely, by using the properties of the integrals with respect to multimeasures, the last expression converges almost surely to
This fact concludes the proof.
2
In this section we consider the processes
where θ ε are either Stroock or Donsker kernels (see Section 2.1). We will assume, in the case of Donsker's kernels, that the random variables ξ k have finite moments of order 2n. Let f ∈ L 2 (µ n ), with µ n defined in Section 2.2, be a symmetric function. We want to study the weak convergence in C 0 ([0, 1]) of the family of laws of {I η ε (f )} ε>0 , with
Due to identity (5), we have the following equivalent expression for I η ε :
where, by definitionθ
Before giving the main result of this section, let us state the following lemma that provides the basic inequality for the proof of the convergence in law of {I η ε }. This lemma is proved in the Appendix.
Lemma 4.1 With the previous definitions, let f be a symmetric function in the space
We can now state the principal result of the section.
a symmetric function and consider the approximations η ε of the fBm corresponding to Donsker or Stroock kernels. Then, the family of processes {I
Proof: Let us prove first the tightness of the family. We have that for all s ≤ t 
. . , dx n ), and the constant C depending on H, p, n and f . Take now p > Let us now prove that the finite dimensional distributions of I η ε (f ) converge weakly to those of I n • (f ).
Let h be a function defined on R m , with continuous and bounded first partial derivatives. We will check that, for all t 1 , . . . , t m ∈ [0, 1],
converges to zero when ε tends to zero.
For the sake of simplicity, we introduce the following notations:
where ∆ ij are the intervals of a partition π of [0, 1] containing the points t 1 , . . . , t m . We have that
Observe that
and that
where
So, by Lemma 4.1, we obtain
By the arguments of the proof of Proposition 2.4, this last norm tends to zero as |π| → 0. Hence, given δ > 0, we can take |π| sufficiently small such that I 1 < δ 3 for any ε > 0. On the other hand,
−→ X t when |π| tends to zero.
Finally, for a fixed partition π, with sufficiently small norm, 
(xy)
Notice that inequality (b) follows from (a), since for all x ∈ R,
. On the other hand, if we do the change of variables u = u ε 2 , v = v ε 2 , w = w ε 2 and we replace x ε 2 , y ε 2 , z ε 2 by x , y , z respectively, statements (a) and (c) are respectively equivalent to
and (x y z ) 
Proof:
• Proof of statement (i).
Throughout this proof we will assume, without loosing the generality, that y > x. Observe that
making a change of variables. We have to prove that the last integral is bounded by C H (xy)
We will divide the domain of integration in seven parts such as it is shown in Figure 1 .
Figure 1: Partition in seven parts of the domain of integration.
Integral over R 1
Since over the region where we integrate v ≥ , we obtain that
We have also that −(y−x) and
, we have that
Moreover,
Making the change of variables x − u = u and using that
2 e −2u du < ∞, we have that
Integral over R 7
2 −H and using that over the region where we integrate u − v ≥ u − x 2 , we can majorize I 7 as follows
It is easy to see that for any a > 0
¿From this fact, we can majorize the last expression by
Integrals over regions from R 3 to R 6
We will consider two cases:
-Suppose first that y < 2x, and so, y − x < x.
Since over the integration area (y − v)
can be majorized as follows:
because y < 2x. Consider now the integral
Over the region R 4 we have that (y − v)
2 . Then,
By the change of variables, v − x = v and x − u = u , we have that the last expression equals to
since y < 2x. Now, consider
We have
Then,
On the other hand, for
we can write
Making the change of variables
y−x = w the last expression is bounded by
2H−2 .
-Suppose now that y > 2x, i.e. y < 2(y − x). This condition implies that
2H−2 . So, it is enough to bound the integrals
First,
Consider now I 4 ,
On the other hand,
But, using that 2(uv)
we have that
Finally,
• Proof of the statement (ii).
Notice that for all x, I [0,1) (x) ≤ e 2 e −2x . So, statement (i) implies that,
where f is the density function of a beta random variable of parameters α = 3 2 −H and β = H − 1 2 . Using Schwartz inequality, the last expression is bounded by
where U is another beta random variable with the same parameters and independent of the variables U, V and W . Now, we have the following inequalities:
Finally, using these bounds, that U, U , V and W are independent random variables and inequality (11) we have that
This completes the proof of Lemma A.2. 2
Proof of Lemma 4.1 for the case of Stroock kernels and n > 1
We will first obtain a bound for the expectation appearing in the last integral. By equality (4), we have
Since the Poisson process has independent increments and if
, we obtain that the last expression equals to
where y (1) , y (2) , . . . , y (2n) are the variables y 1 , y 2 , · · · , y 2n in increasing order. The above expression is bounded by
where P(2n) is the set of all the possible permutations of {1, . . . , 2n}. Using statement (a) of Lemma A.1, the last expression is bounded by
By substituting this last bound in expression (12), we have that
where we have made a change of variables in the second integral. Fix now a permutation σ, we will prove that
and this inequality will conclude the proof. Indeed, in the left hand side of expression (13) we can find the variable x n+1 in three different situations depending on the permutation σ (notice that variables x n+1 and x 1 are the only two that we integrate over [s, t] ):
And, with this bound, inequality (13) follows by integrating with respect to the variables x i for i = j and i > n + 1. We need also to use the symmetry of f and that the measure µ n dominates all the measures ν k n .
Proof of Lemma 4.1 for the case of Donsker kernels and n > 1
When θ ε are the Donsker kernels, by the same arguments of Lemma 4.2 of Bardina and Jolis (2000) we have that
σ∈P ( where if some product does not multiply any element we understand that it is equal to 1. Then, following the first part of the proof for the case of Stroock kernels, we have that 
Now we can finish the proof by seeing that the last expression can be bounded by 
