Abstract. A generalization of fractional Brownian motion, which happens to be a quasi-helix in the sense of Kahane, is presented. A brief study of its path properties is also initiated.
Introduction
Since its introduction by Kolmogorov and Lévy, the coining of its name and its study by Mandelbrot and Van Ness, fractional Brownian Motion (fBm) has enjoyed many successes as a modeling tool in various areas of applications such as turbulence, finance, telecommunications ([M-V], [S-T] ). These successes are mainly due to the self-similar nature of fBm and to a lesser extend to the stationarity of its increments. For small increments, in application such as turbulence, fBm seems to be a valuable model but also appears inadequate for large increments. It is thus very natural to explore the existence of processes which keep some of the properties of fBm (self-similarity, stationarity of small increments, gaussianity) but also enlarge our modelling tool kit. (As well known, fBm is the only self-similar, stationary increments Gaussian process which is (a.s.) zero at the origin.) It is the purpose of these notes to propose such a process (although we do not directly address the modelling aspect) and to briefly study some of its basic properties.
Definition of bifractional Brownian motion
We start with the following result which is certainly well known, but whose proof we were unable to find in the literature.
Proof. First recall the following (easily verified) identity
valid for λ ≥ 0, 0 < K < 1, where as usual Γ is the gamma function, i.e., Γ(x) = ∞ 0 e −u u x−1 du, x > 0. To prove the proposition, note first that for K = 1, (2.1) is just the covariance function of fBm and so is positive definite. Let us thus assume that 0 < K < 1. Then, for any c 1 , . . . , c n ∈ R,
Since the function |t|
for all x ≥ 0. Hence, the integrand in (2.3) is non-negative and so (|t|
In the above, we made use of the fact that for K = 1 the function in (2.1) is positive definite. However, this can be proved by the same method as above (outside of the trivial case H = 1), making the proof of the proposition more self contained.
Since R is positive definite, Kolmogorov's consistency theorem asserts the existence of a centered Gaussian process X having
as its covariance function. This process X will be called bifractional Brownian motion (bBm) and will be denoted by B H,K (a similar definition holds if the index set R is replaced, for example, by [0, +∞)).
Some basic facts about bBm
For K = 1, bBm is just fBm (and Bm for K = 1, H = 1 2 ). It is also clear that bBm is self-similar of index I = HK, thus B H,K (0) = 0 (a.s.) and moreover Var
. From now on, since Var B H,K (1) will not play rôle in our study, we only consider the "standard case," i.e., Var B H,K (1) = 1.
The following is (in our opinion) more surprising.
Proof. The right inequality in (3.1) is trivial since,
and the last term in parentheses in (3.2) is non-positive by concavity. The left inequality in (3.1) is a calculus exercise. Indeed, the left inequality in (3.1) is equivalent to
which is clearly true if t = 0 or s = 0. So let us assume that t = 0 and s = 0. Now for u ∈ R, let
To prove (3.3), it is enough to show that f (u) ≥ 0 for |u| ≥ 1. Assuming t ≥ s (the case t ≤ s being done similarly by symmetry), we see that
(ii) For s ≤ t < 0, (hence
(iii) For s < 0 < t and t ≥ −s, (3.3) becomes (3.5) with t s ≤ −1, while for s < 0 < t and t ≤ −s, (3.3) becomes (3.6) with s t ≤ −1. We thus just need to prove that (3.7)
f (u) ≥ 0 for |u| ≥ 1.
Let us first treat the case u ≥ 1. Then
and (3.9) f (u) = 2HKu
. Now, if 2HK ≤ 1, and since u ≥ 1, the term in parentheses in (3.9) is greater or equal to 1 + 2 K − 2 ≥ 0. Hence f (u) ≥ 0 for all u ≥ 1 and since f (1) = 0, (3.7) follows in that case. Now, if 2HK ≥ 1, then also 2H ≥ 1 and the term in parentheses in (3.9) is greater or equal to
, since 2HK ≤ 2. As easily seen by differentiation, (and since also K ≥ 1 2 ) this last expression is non-negative for all u ≥ 1, and again (3.7) follows. Let us now tackle the case u ≤ −1 where there is little to do. Indeed (3.4) becomes
But (3.10) dominates (3.8) which is nonnegative as shown above.
Proposition 3.1 tells us that bBm is an infinite dimensional quasi-helix (in the sense of Kahane [K1] - [K2] ) of index I = HK. Various properties of quasi-helices are known and again we refer to [K1] - [K2] for further information. In particular, bBm has an a.s. continuous version as seen from either Kolmogorov continuity theorem or the Marcus and Shepp criterion or Dudley's entropy theorem, e.g., [K2] .
It is clear that bBm has stationary (resp. self-similar) increments if and only if it is fBm. Now for t ∈ R, let
Hence lim n→+∞ n 2HK σ 2 n (t) = 2 1−K which we will reinterpret as saying that for t ≈ s
e., the increments of B H,K are approximately stationary for small increments.
With probability one, the trajectories of bBm are not differentiable and in fact of unbounded variation in any finite interval (except, of course, in the degenerate case H = K = 1). It is clear that more refined path properties of bBm can be expected. However, the very elementary nature of the proof below entices us to present it (the method actually shows the lack of Hölder continuity of index striclty greater than 1/2).
with probability one for each t 0 ∈ R. (m+1) . So to prove the result, it is enough to show that
But,
and we will show that
Thus,
, the result follows.
Let us mention that the quadratic variation of bBm is zero if 1 2 < HK < 1. Moreover, B H,K is not a semi-martingale for 1 2 < HK < 1. These last facts can be proved using techniques as in Proposition 3.2 of [L] . Neverheless, the stochastic integral of a deterministic function with respect to bBm can be defined as shown below. The fBm case (K = 1) is already considered in [N-V-V], so let 0 < K < 1. For 1/2 ≤ H < 1, define the kernel
and for 0 < H < 1/2,
The operators J i , i = 1, 2, are defined by
where df is defined as in [N-V-V] . By ·, · Ji we denote the inner product
and ·, · is the usual inner product of
Ji be the space of measurable functions f such that f, f Ji < ∞ and let G be the Gaussian space generated by {B H,K (t), t ≥ 0}.
Proposition 3.3. Let 0 < K < 1. The mapping Proof. It is sufficient to prove that
for i = 1, 2. We only give the details for i = 1, the case i = 2 can be worked out in an analogous way. Notice that,
Using that Γ(2 − K) = (1 − K)Γ(1 − K) (remember that K < 1) and the identity (3.11)
where υ > 0, µ > 0, we have by Fubini Theorem,
(it is in this integral that we need H ≥ 1/2) and Therefore
(1 − e −x|u−v|
where the last equality follows from (2.3).
For f ∈ L
2
Ji the integral ∞ 0 f (t)dB H,K (t) can then be defined as the inverse image of f in this isometry. Hence, we think that some form of stochastic calculus, as in [N] , could be developed. In closing, we remark that in Proposition 2.1, replacing the absolute value by the Euclidean norm, we could similarly have obtained a Gaussian random field which is a quasi-helix.
