Hybrid power-split powertrains are getting more attention as they present great efficiency and performance. These powertrains connect components by planetary gear sets. Energy management strategy of the powertrain determines the power flow through each component. This paper presents a framework to address the problem of the fuel-optimal control strategy for an energy management strategy of power-split powertrains using convex optimization. To do this, we present a novel model for the power unit and other components using convex equations and constraints. We then use numerical solvers for the convex problems to efficiently solve the optimal control problem. Convex solver shows better performance in considerably less amount of time for the tested driving cycles, compared to the dynamic programming. This makes it suitable for design cases which need to iteratively solve the optimal control problem for different initiations in the design space. Another application is using the presented optimization-based approach to obtain the control input of the powertrain in the real-time applications.
I. INTRODUCTION
Hybrid powertrains for passenger vehicles have many advantages compared to their conventional counterparts. In addition to the internal combustion engine (ICE), hybrid power units have electric motors and power electronics as well as energy storage systems such as batteries and super-capacitors. The idea of using hybrid powertrains, however, by no means is novel and probably dates back to late 18th and early 19th. Lohner-Porsche, for example, had a version of a hybrid electric vehicle with a petrol engine to run generator and wheel hub electric motors [1] .
It was recent technological achievements in automotive engineering that made hybrid vehicles more reliable and competitive. Having energy storage and electric motors can help the ICE to operate in high thermal efficiency conditions and even let the engine to be turned off. This can also enhance the performance and make the entire power unit more efficient by recovering kinetic energy in braking conditions. In order to best employ the introduced additional The associate editor coordinating the review of this manuscript and approving it for publication was Huaqing Li. degree of freedom for these powertrains, energy and power flow should be meticulously determined. This problem can be addressed as energy management or power management control problem [2] . There are plenty of algorithms and heuristics to solve for this problem [3] , [4] . This includes deterministic rule-based [5] or fuzzy logic-based [6] methods, equivalent consumption minimization strategy (ECMS) [7] , Pontryagin's maximum (or minimum) principle (PMP) [8] - [10] , and dynamic programming (DP) [11] , [12] .
Convex optimization [13] is getting more attention recently in different disciplines as a fast [14] and reliable way to solve optimization problems. It has been noted that some of the major problems in each field are indeed convex [15] , [16] . It has also been employed in automotive research fields such as real-time powertrain optimal energy management [17] and component dimensioning [18] . Another application is also provided in [19] , which is useful for finding the time-optimal control strategy for a racing car.
To be able to use the convex optimization in these problems, the first challenge is to express the model and components within the convex format. This would probably introduce some uncertainties to the model due to the inaccuracy of convex approximations. The second challenge is handling discrete parameters such as gear decision or clutch state. This problem arises from the fact that minimizing a convex function over a mixed-integer set is an NP-hard problem. One approach to tackle this problem is using heuristics for mixed-integer convex optimization problems [20] , [21] . One example in energy management problem is letting non-linear optimizers such as DP to take care of the integer variable and solve the remaining convex problem iteratively [22] . Another example [23] uses Hamiltonian of the optimization problem to decide about the discrete parameter.
In this paper, a fuel-optimal control strategy for a power-split powertrain (schematic of which is shown in Fig. 1 ) via convex optimization is presented. The major contribution of this work is presenting a convex optimization-based framework for obtaining the fuel-optimal energy management strategy (EMS) of a power-split hybrid electric vehicle (HEV), for a first time. Beside this novel approach, a new convex mathematical model is also proposed and evaluated for the engine. In summary, in Section II, we present a model for a power-split hybrid electric vehicle which uses convex functions and constraints for the components. Section III includes the convex optimization problem for a fuel-optimal energy management strategy of the powertrain for a given driving cycle. In Section IV, results are provided and discussed. Finally, concluding remarks are presented in Section V.
II. METHODOLOGY
In this section, we present the convex equations and constraints for the vehicle and powertrain components for a power-split hybrid electric vehicle considering a few approximations. This enables us to re-define the fuel-optimal energy management strategy as a convex optimization problem. At each part, we have tried to minimize the detail loss resulted from the convexification to preserve the fidelity of the final results. Our selected power unit schematic is shown in Fig. 2 . Naturally-aspirated gasoline internal combustion engine provides propulsion power by converting fuel chemical energy to the mechanical energy. First motor generator (MG1) unit engages directly to the engine in the first planetary gear set (PGS1) and mostly acts as a generator, converting a portion of the engine power to the electrical power and helps to start the engine. Second motor generator (MG2) unit is placed in the second planetary gear set (PGS2) and is considered mostly for traction and propulsion purposes. MG2 is also responsible for regenerative braking. It worth mentioning that these applications for MG1 and MG2 are not definite. In other words, the design of the powertrain is in a way which provides the possibility to use MG1 in regenerative braking and MG2 to generate electrical power from the engine. Energy storage (ES) for the powertrain is a 6.5 Ah Nickel-metal hydride battery pack, which provides or receives dc electrical energy within some limitations. ES also provides the required power for auxiliary devices. Fig. 2 shows the power flow between different vehicle components. In this figure, P f is the consumed fuel power, and P e is the engine mechanical power. Battery terminal power is shown as P b . MG1 and MG2 electrical power flows are P mg1,dc and P mg2,dc respectively and P mg1 and P mg2 are mechanical powers for MG1 and MG2. Finally, output powertrain power is P u , and propulsion power is indicated with P p .
A. LONGITUDINAL DYNAMICS
We consider that driving cycle data including road slope, θ(t), and the velocity, v(t), is known for time scope of 0 to T . For other vehicle parameters, see Table 1 . For the aerodynamic drag force, we consider the following approximation
where ρ is the air density, c d is the coefficient of drag, and A is the projected frontal area for the vehicle. Following VOLUME 8, 2020 approximation is considered for rolling resistance force
in which c r denotes coefficient of rolling resistance. Gravitational drag force is also considered as
Final force element is due to inertia as follows
where m is total vehicle mass and m rot is the equivalent mass for the rotating components. Combining mentioned equations together
where P(t) and F(t) are overall demanded power and force for a given driving cycle. Fig. 3 shows the approximated and actual measured data on the dynamometer [24], for the tractive effort of the vehicle. Considering wheel slip losses approximated by the wheel efficiency, η w , and total drivetrain gear ratio, r d , and drivetrain efficiency, η d , we can write:
where T ps (t) and P ps (t) are requested torque and power from power-split for a driving cycle.
B. POWER-SPLIT
Schematic of power-split hybrid powertrain for this study is shown in Fig. 1 . This powertrain includes two planetary gear sets. Internal combustion engine connects to the carrier of the first set. Planet gears of carrier engage with the sun gear and ring gear. In the first set, the sun gear is connected to MG1 and ring gear is coupled to ring gear of the second set. In the second set, the carrier is held stationary through a coupling and MG2 is connected to the sun gear. Both ring gears are connected to counter drive gears, which make input direction of rotational speed for the final drive in the same direction of the engine rotational speed. Last connections for drivetrain are final drive and wheel. Quasi-static equations for the power-split device are
The variables {T R 1 , ω R 1 }, and {T R 2 , ω R 2 } denote torque and speed for the ring gears of the first and the second set, respectively. In addition, {T e , ω e }, {T mg1 , ω mg1 }, and {T mg2 , ω mg2 } are torque and speed for engine, MG1, and MG2, respectively. Finally, r 1 and r 2 are the gear ratios for the planetary gear sets (see Table 1 ). Power-split interacts with the wheels by the following equation
Following equations for the power-split components would guarantee the desired performance for power-split, which satisfies demanded power and force by driving cycle, expressed in (5) and (6):
with P mg1 and P mg2 as MG1 and MG2 mechanical power, respectively. It should be noted that (14) and (15) are expressed using inequalities. These equations will hold tight if we consider braking power and torque. However, braking is not matter of our interest, and we let optimizer to minimize using mechanical brakes as much as possible.
C. ENGINE
In this section, a novel convex quadratic model for the internal combustion engine is presented rather than simple affine Willans' approximation. The proposed ICE model considers the limitations on engine power and engine torque. Usually, for the engine fuel maps, engine efficiency or brake specific fuel consumption are expressed as a function of engine speed and engine torque. Replacing engine speed with engine power, we approximate engine fuel power by the following convex quadratic function (16) in which A ∈ S 2 + , b ∈ R 2 , and c is a scalar. Note that we assumed A belongs to the set of positive semidefinite matrices so that (16) be convex. Since it is reasonable to have a zero fuel power output for zero input power and torque, we can assume that c = 0. Also, we consider A and b in the following format
with denoting matrix inequality. A and b can be obtained by fitting (16) to set of engine data. Let us assume we have engine data for N points. We want to minimize
This problem can be written as semidefinite programming optimization problem as follows minimize Obj
e ) . . .
A 0 (20) in which R is residual N-vector, and I N is N × N identity matrix. Each element of R is affine in optimization variables, A and b. As a result, (19) is an affine equality constraint. Moreover, (21) is obtained from Schur complement which states that for a partitioned symmetric matrix of X as
with non-singular D, following criteria holds for positive semi-definiteness of X 
We note that (24) is relaxed version of (18). However, it is obvious that in the case of optimal solution, (24) would hold with equality. Problem is first parsed with CVX [25] and then solved by MOSEK [26] . Fig. 4 shows the engine data and fitted convex quadratic function for the engine fuel power. We also consider power and torque constraints for the engine as 0 ≤ P e (t) ≤ P e,max (25) 
D. MOTOR/GENERATOR UNITS Fig. 1 shows that MG2 speed is coupled to the wheel speed through the gear ratios, so MG2 speed can be derived directly using (12) and (13) . It means that MG2 speed is entirely available for the given driving cycle. We take advantage of this fact, similar to [22] and [27] , in this way: given the MG2 operating speed, we assume a convex second-order polynomial model for the electrical power of MG2 and power electronics using the following equation
where p 2 ≥ 0, p 1 , and p 0 are some coefficients, obtained for given MG2 speed. We can consider that p 0 = 0 for any given speed, since it is reasonable to assume for a zero torque, dc power would be zero. Actual MG2 operating points and convex model are shown in Fig. 5 . Moreover, for a given speed, there is a limitation on operating torque as
So for the MG2, the maximum and the minimum torque will be calculated at each moment with a specific ω mg2 and the mentioned parameters in Table 1 for the MG2 are just the overall maximum and minimum torque and power. For the MG1 however, neither speed nor torque is available given the driving cycle, and they are problem parameters subject to determine. We consider a convex quadratic model for the MG1 dc power and corresponding power electronics as P mg1,dc (t) = q 2 · P mg1 (t) 2 + q 1 · P mg1 (t) + q 0 (29) in which q 2 ≥ 0, q 1 , and q 0 are model parameters, subject to be determined. Again we can consider q 0 = 0 to get zero dc power for given zero mechanical power. Unlike MG2, these parameters are not speed-dependent. Fig. 6 shows defined model as well as some operational power points for the MG1.
Also for MG1, we should note that power-split equations of (9), (10), and (13) together indicate that
Following constraints also hold for the MG1:
where P mg1,max and T mg1,max are mentioned in Table 1 and are considered to be same with the absolute value of P mg1,min and T mg1,min , respectively. 
E. BATTERY
Power balance at battery terminal provides following equation for battery power, P b P b (t) = P aux (t) + P mg1,dc (t) + P mg2,dc (t) (33) P aux is the auxiliary load on the battery. We take the same approach as [28] and [23] to approximate battery chemical energy, E(t), with the following equation
where R is a series resistance in equivalent circuit model of battery,C is the equivalent capacitance of battery, and E 0 = (1/2)CU 2 0 denotes reference battery energy. ConstantsC and U 0 are resulted from approximating battery open-circuit voltage as an affine function of battery state of charge. Note that right-hand side of (34) is concave since it is a summation of an affine term plus the geometric mean of two terms that are non-negative and affine themselves. (see [28] and [23] to get more details). Power and energy limitations on the battery are
with E b,min and E b,max as corresponding battery energy for the maximum and minimum battery SOC.
III. OPTIMAL CONTROL PROBLEM
Generally, convex optimization problem is an optimization problem of the following form [13] minimize f 0 (x) subject to f i (x) ≤ 0 i = 1, 2, ...n
where all functions are R n → R. Objective function f 0 (x) as well as functions in inequality constraints, f i (x), are convex functions in x. Moreover, functions in equality constraints, h i (x), are affine functions in x. We will express final optimal control problem in discussed format. To discretize the problem, we use general form of Euler method
where k = {0, 1, 2, . . . , N }. In (38), t = T /N which T is overall time duration and N is total discretization steps in time domain. Convex fuel-optimal control problem in discrete form is then in following format (take note that optimization parameters are shown with bold non-italic math font style)
T mg1,min ≤ T mg1 (k) ≤ T mg1,max (39m) P b (k) = P aux + P mg1,dc (k) + P mg2,dc (k) (39n)
It is important to note that we have used inequalities for (39c), (39f), (39k), and (39o), which means they are relaxed versions of original equations in Section II. Since all of these equations are related to energy consumption, the inequality gap will always yield in unnecessary energy dissipation. As a result, for the case of optimal solution, these inequalities will hold tight to achieve smaller optimization objective. We will check FIGURE 7. Left and right hand side of the inequality constraints of (39c), (39f), (39k), and (39o) for the fuel-optimal solution of the optimal control problem in Section III for the UDDS driving cycle.
this assumption in the next section. Additionally,(39r) asserts final battery SOC to be equal to the initial SOC.
IV. RESULTS
To solve the convex optimization problem of Section III, the problem is expressed in CVX within the format of disciplined convex programming [25] and then SDPT3 solver [29] is employed to solve the numerical problem. For all convex problems, we use discretization with a time step of t = 1s. The validity of the optimal solution is then assessed by the result of dynamic programming (DP) implementation over the convex model. Convex solver guarantees to converge to the globally optimal solution within a pre-defined numerical error which any numerical solver has. All of the following numerical processes have been done using a personal computer with 3.40 GHz Intel Core i7 processor.
A. RELAXATIONS
As it is mentioned earlier, (39c), (39f), (39k), and (39o) are relaxed versions of the actual model equations, explained in Section II. We use relaxation so that these constraints become convex constraints. We also mentioned that in the case of the fuel-optimal solution, these constraints should hold with equality to prevent unnecessary energy consumption. Fig. 7 shows the left and right-hand side of the mentioned constraints for the optimal solution. This figure clearly verifies that the inequality gap in mentioned constraints converges to zero for the optimal solution.
B. CONVEX SOLVER VS. DYNAMIC PROGRAMMING
To assess the performance of the convex approach and the convex solver, we compare the results of the convex solver VOLUME 8, 2020 with DP results, both implemented on the convex model. DP implementation is the same approach as [30] , which is renowned dynamic programming with the feature of the boundary line. Otherwise mentioned, we use discretization of 1% for the SOC as the state variable within the limits of 20% to 80%, starting from an initial value of 40%. We also consider reasonable discretization for the other control inputs as a trade-off between computation time and accuracy. Table 2 compares the result of fuel consumption, FC, and CPU time for the convex solver and DP implementation on the convex model, for a few driving cycles. The difference in each case is calculated compared to the DP results. This table clearly shows that calculated FC by the convex solver is always slightly lower than the results of DP, which means that DP is producing slightly sub-optimal results. Moreover, it is evident that convex solver considerably outperforms DP in CPU time, consuming 98% less time on average. Not mentioned in this paper, time for solving a convex problem can be further decreased by solving the problem directly using a dedicated solver. Fig. (9) shows the result of the convex solver and DP for the optimization trajectories. Discrepancies in parameter trajectories are mostly due to the sub-optimality of DP. This can be improved using finer discretization for state variable and control inputs, which would increase processing time in return. Apart from this, outputs from both methods show good agreement and trajectory trend is relatively comparable. This is also the same for the other two driving cycles. Fig. 8 shows a better illustration of the comparison of DP and convex approach results in terms of the fuel consumption and the CPU time.
C. NON-LINEAR MODEL
In this part, we use the actual non-linear model as our reference model rather than the convex model. Non-linear and convex models are different in the case of the fuel map for the engine, efficiency maps for MG1 and MG2, and open-circuit voltage curve as a function of battery state of charge. First, we find the optimal solution on the non-linear model using DP. Next, we form the control inputs from the results of convex optimization in the previous part, to apply them on the non-linear model. Table 3 summarizes the comparison of fuel consumption, obtained from these two methods. Again, the difference percentage is calculated based on the DP results. Comparing Table 2 with Table 3 shows that convex solution on non-linear model is producing slightly higher FC. This is mainly due to the convexification, as convex models are not exactly the same as their non-linear counterparts. However, Table 3 shows that sub-optimality of the convex solution on the non-linear model compared to the optimal solution of DP is fairly trivial. This is important since we want to achieve optimality in the actual non-linear model.
D. TRADE-OFF CURVE
As it is shown in the last discussion, convex optimization produces comparable results to one of the global optimizer in considerably less amount of time. This characteristic can be employed in applications which need solving optimal con- trol problem iteratively for different initiations. For example, in the optimization problem, we remove the strict constraint of (39r) and rewrite the objective function to be
which can be interpreted as multi-criterion optimization, trying to minimize fuel consumption and overall battery energy difference simultaneously with the trade-off constant of µ ≥ 0. Fig. 10 , which is resulted by repeating optimization problem for different values of µ : 0 → ∞, shows the pareto-optimal curve. Since the problem is convex, shaded feasible set is also a convex set. The derivative of the pareto-optimal curve indicates the trade-off between optimization objectives. This figure clearly shows that for an almost right half side of SOC axis, the trade-off between the total fuel consumption and gain or loss in the battery state of charge stays linear. However, the trade-off is getting harder in the left half side of SOC axis which means much more fuel should be consumed to gain the same trade-off in SOC.
V. CONCLUSION
This paper has presented an efficient method to find a fuel-optimal control strategy on a pre-defined driving cycle for a power-split hybrid electric vehicle using convex optimization. Powertrain and vehicle dynamics models and constraints were obtained, validated, and expressed in convex format. The presented method can find the optimal strategy for the convex model in 98% less amount of time compared to the dynamic programming and also results in lower fuel consumption. The convex solution also shows comparable results to dynamic programming on the non-linear model. Considerably lower processing time makes the presented method suitable for the applications that require iterative solving of the optimal problem. Further decreasing the required time to solve the convex problem by employing dedicated solvers directly, can make the presented method potentially useful for real-time applications.
