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INTRODUCTION AUX ALGE`BRES DE HOPF
POUR DES QUESTIONS DIOPHANTIENNES
MICHEL WALDSCHMIDT
RE´SUME´. Les alge`bres de Hopf ont e´te´ introduites en topologie alge´brique, puis
dans la the´orie des repre´sentations des groupes de Lie et des groupes alge´briques.
Elles jouent maintenant un roˆle important dans l’e´tude des groupes quantiques.
Nous pre´sentons deux questions diophantiennes dans lesquelles elles interviennent.
Dans la premie`re, ce sont des alge`bres de Hopf bicommutatives (commutatives
et cocommutatives) : Ste´phane Fischler les a utilise´es pour obtenir des lemmes
d’interpolation sur des groupes alge´briques line´aires a` partir de lemmes de ze´ros,
fournissant par la meˆme occasion une interpre´tation alge´brique de la dualite´ de
Fourier-Borel. Dans la deuxie`me, certaines alge`bres de Hopf sont commutatives,
d’autres sont cocommutatives, mais elles ne sont pas bicommutatives. Il s’agit de
l’e´tude des nombres multizeˆta encore appele´s polyzeˆta ou valeurs zeˆta multiples
(MZV ou Multiple Zeta Values en anglais).
ABSTRACT. Hopf algebras have been introduced in algebraic topology, then in the
theory of representations of Lie groups and algebraic groups. They play now an
important role in the study of quantum groups. We present two diophantine inves-
tigations where Hopf algebras play a role. In the ﬁrst one they are bicommutative
(commutative and co-commutative): they enable Ste´phane Fischler to deduce from
known zero estimates on linear algebraic groups new interpolation lemmas which
play a role in transcendental number theory. This new approach also provides an
algebraic interpretation of the Fourier-Borel duality. In the second one, some of the
Hopf algebras which occur are commutative, others are co-commutative, but they
are not bicommutative. They occur in the study of Multiple Zeta Values (MZV).
1. Alge`bres, coge`bres, bige`bres, alge`bres de Hopf. (Les re´fe´rences pour cette partie
sont les suivantes : [A] Chapitre 2, §1; [K] Chapitre III, [S], §1; [Wat] Chapitre I, §1.4.)
Soit k un corps. Bien que cela ne soit pas essentiel, nous supposerons k de caracte´-
ristique nulle et alge´briquement clos – en fait on peut meˆme se limiter au corps Q des
nombres alge´briques ou au corps C des nombres complexes.
Rappelons qu’une k-alge`bre (A,m, η) est un k-espace vectoriel A muni d’un
produit
m : A⊗A→ A
Rec¸u le 12 novembre 2003 et, sous forme de´ﬁnitive, le 7 février 2005.
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et d’une unite´
η : k −→ A
qui sont des applications k-line´aires telles que les deux diagrammes suivants soient
commutatifs :
A⊗A⊗A
m⊗Id
//
Id⊗m

A⊗A
m

A⊗A m
// A
k⊗A
η⊗Id
//

A⊗A oo
Id⊗η
m

A⊗ k

A A A
Le premier exprime l’associativite´, le second, le fait que η(1) soit l’e´le´ment unite´ de
l’anneau A.
Une k-alge`bre est commutative si le diagramme
A⊗A
τ //
m

A⊗A
m

A A
dans lequel τ(x⊗ y) = y ⊗ x est la permutation des facteurs, commute.
Une k-coge`bre (A,∆, ε) est un k-espace vectoriel A muni d’un coproduit
∆ : A→ A⊗A
(on utilise la notation∆ pour « diagonale ») et d’une co-unite´
ε : A −→ k
qui sont des applications k-line´aires telles que les deux diagrammes suivants (obtenus
a` partir des pre´ce´dents en renversant le sens des ﬂe`ches) soient commutatifs :
A
∆ //
∆

A⊗A
∆⊗Id

A⊗A
Id⊗∆
// A⊗A⊗A
A

A
∆

A

k⊗A A⊗A
ε⊗Id
oo
Id⊗ε
// A⊗ k
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Une k-coge`bre est cocommutative si le diagramme
A
∆

A
∆

A⊗A oo τ A⊗A
commute.
Une k-bige`bre (A,m, η,∆, ε) est une k-alge`bre (A,m, η) munie d’une structure
de coge`bre (A,∆, ε) qui est compatible en ce sens que ∆ et ε sont des morphismes
d’alge`bre :
∆(xy) = ∆(x)∆(y), ε(xy) = ε(x)ε(y).
Une alge`bre de Hopf (H,m, η,∆, ε, S) est une bige`bre (H,m, η,∆, ε)munie d’une
antipode
S : H → H
qui est une application k-line´aire telle que le diagramme suivant commute :
H ⊗H oo
∆
Id⊗S

H
∆ //
η◦ε

H ⊗H
S⊗Id

H ⊗H m
// H H ⊗Hm
oo
L’antipode est alors un antihomomorphisme pourm et pour∆ :
S(xy) = S(y)S(x) et ∆ ◦ S = (S ⊗ S)(τ ◦∆) ou` τ(a⊗ b) = b⊗ a.
Une alge`bre de Hopf est bicommutative si elle est a` la fois commutative et cocommu-
tative.
Dans une alge`bre de Hopf les e´le´ments primitifs, c’est-a`-dire ceux qui satisfont
∆(x) = x⊗ 1 + 1⊗ x,
ve´riﬁent aussi ε(x) = 0 et S(x) = −x. Ils forment une alge`bre de Lie pour le crochet
[x, y] = xy − yx.
Les e´le´ments dits group-like sont les e´le´ments non nuls x ∈ H pour lesquels
∆(x) = x⊗ x.
Ils sont inversibles, satisfont ε(x) = 1 et S(x) = x−1, et forment un groupe multipli-
catif.
2. Premiers exemples. (Pour ce chapitre, les re´fe´rences sont [A], Chapitre 2, §1 et [S];
pour la section 2.6, la re´fe´rence est [P].)
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2.1. L’alge`bre kG. SoitG un groupe ﬁni note´ multiplicativement. On conside`re l’alge`-
bre kG du groupe G sur k, qui est un k-espace vectoriel de base G. L’application
m : kG⊗ kG→ kG
prolonge le produit
(x, y) 7→ xy
de G par line´arite´. L’unite´
η : k→ kG
envoie 1 sur 1G.
On de´ﬁnit un coproduit et une co-unite´
∆ : kG→ kG⊗ kG et ε : kG→ k
en prolongeant
∆(x) = x⊗ x et ε(x) = 1 pour x ∈ G
par line´arite´. L’antipode
S : kG→ kG
est l’application k-line´aire de´ﬁnie par
S(x) = x−1 pour x ∈ G.
Comme ∆(x) = x ⊗ x pour x ∈ G, cette alge`bre de Hopf kG est cocommutative.
Elle est commutative si et seulement si le groupe G est commutatif.
Le groupe des e´le´ments dits group-like estG : la structure d’alge`bre de Hopf permet
donc de retrouver G a` partir de kG.
2.2. L’alge`bre kG. De nouveau, soit G un groupe multiplicatif ﬁni. On conside`re la
k-alge`bre kG constitue´e par les applications G → k. Comme k-espace vectoriel, une
base de kG est forme´e des δg (g ∈ G), avec le symbole de Kronecker
δg(g
′) =
{
1 pour g′ = g;
0 pour g′ 6= g.
On de´ﬁnit le produitm par
m(δg ⊗ δg′) = δgδg′ .
Ainsi m est commutatif et m(δg ⊗ δg) = δg pour g ∈ G. L’unite´ η : k → k
G envoie
1 sur l’e´le´ment
∑
g∈G
δg.
On de´ﬁnit un coproduit ∆ : kG → kG ⊗ kG et une co-unite´ ε : kG → k par
∆(δg) =
∑
g′g′′=g
δg′ ⊗ δg′′ et ε(δg) = δg(1G).
Ce coproduit ∆ est cocommutatif si et seulement si le groupe G est commutatif. On
de´ﬁnit l’antipode S par
S(δg) = δg−1 .
Remarque 2.1. On peut identiﬁer kG ⊗ kG avec kG×G en posant
δg ⊗ δg′ = δ(g,g′).
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2.3. Dualite´. Les alge`bres de Hopf kG et kG sont duales l’une de l’autre : un accou-
plement non de´ge´ne´re´ est donne´ par
kG× kG −→ k
(g1, δg2) 7−→ δg2(g1).
La base G de kG est duale de la base (δg)g∈G de k
G.
2.4. L’alge`breR(G). SoitG un groupe topologique compact, disons surC. On de´signe
par R(G) l’ensemble des applications continues f : G → C telles que, t de´crivant G,
les translate´es ft : x 7→ f(tx) engendrent un espace vectoriel de dimension ﬁnie.
On de´ﬁnit un coproduit ∆, une co-unite´ ε et une antipode S sur R(G) par les
conditions
∆f(x, y) = f(xy), ε(f) = f(1), Sf(x) = f(x−1)
pour x, y ∈ G. Alors R(G) est une alge`bre de Hopf commutative.
2.5. L’alge`bre U(g). Soit g une alge`bre de Lie ayant une loi classiquement note´e par
le crochet [·, ·]. On de´signe par U(g) son alge`bre enveloppante universelle, qui est le
quotient T(g)/I de l’alge`bre tensorielle T(g) de g par l’ide´al bilate`re I engendre´ par les
e´le´ments de la forme XY − Y X − [X,Y ]. On de´ﬁnit un coproduit ∆, une co-unite´ ε
et une antipode S sur U(g) par
∆(x) = x⊗ 1 + 1⊗ x, ε(x) = 0, S(x) = −x
pour x ∈ g. Ainsi U(g) est une alge`bre de Hopf cocommutative. L’ensemble des
e´le´ments primitifs de U(g) n’est rien d’autre que g : graˆce a` la structure d’alge`bre de
Hopf, on retrouve g dans U(g).
2.6. Dual restreint et dual gradue´. Le dual d’une coge`bre est une alge`bre, mais si
(A,m, η) est une alge`bre, l’espace vectoriel dual A∗ n’est en ge´ne´ral pas une coge`bre
pour l’ope´ration dualem∗ dem, carm∗ envoieA∗ dans (A⊗A)∗ qui contient strictement
A∗ ⊗ A∗ si A n’est pas de dimension ﬁnie. On de´ﬁnit le dual restreint de (A,m)
comme l’ensemble des formes line´aires λ ∈ A∗ telles quem∗(λ) ∈ A∗ ⊗A∗. Alors si
(H,m, η,∆, ε, S) est une alge`bre de Hopf, son dual restreint est une alge`bre de Hopf.
SiG est un groupe de Lie compact connexe d’alge`bre de Lie g, alors les deux alge`bres
de Hopf R(G) et U(g) sont duales l’une de l’autre (voir par exemple [Wat] Chapitre I,
§2.4 et [S]).
Nous aurons besoin plus loin d’une autre notion de dualite´, pour des alge`bres de
Hopf gradue´es. Soit
A =
⊕
n≥0
An,
une k-alge`bre gradue´e ou` chaque An, n ≥ 0 est un sous-espace vectoriel de dimension
ﬁnie de A avec A0 = k et AnAm ⊂ An+m pour n et m entiers ≥ 0. Alors A ⊗ A est
gradue´e par
(A⊗A)n =
∑
i+j=n
Ai ⊗Aj .
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Une alge`bre de Hopf (H,m, η,∆, ε, S) est gradue´e si chacune des trois applications
m,∆ et S transforme un e´le´ment homoge`ne en un e´le´ment homoge`ne de meˆme degre´.
Le dual gradue´ A∨ de A est la somme directe
A∨ =
⊕
n≥0
A∗n.
Si (H,m, η,∆, ε, S) est une alge`bre de Hopf gradue´e, son dual gradue´ est une alge`bre
de Hopf.
D’apre`s le the´ore`me de Milnor-Moore ([P] §3.3) une alge`bre de Hopf commutative
gradue´e est libre, et une alge`bre de Hopf cocommutative gradue´e est isomorphe a`
l’alge`bre enveloppante de ses e´le´ments primitifs.
3. Alge`bres de Hopf bicommutatives de type ﬁni. (Nous suivons ici principalement
[A] Chapitre 4, §2.)
3.1. L’alge`bre k[X]. On munit l’alge`bre des polynoˆmes en une variable H = k[X]
d’une structure d’alge`bre de Hopf en prenant pour coproduit∆, pour co-unite´ ε et pour
antipode S les morphismes d’alge`bres de´termine´s par
∆(X) = X ⊗ 1 + 1⊗X, ε(X) = 0 et S(X) = −X.
On peut identiﬁer k[X]⊗ k[X] avec k[T1, T2], en envoyant X ⊗ 1 sur T1 et 1⊗X sur
T2; alors
∆P (X) = P (T1 + T2), εP (X) = P (0), SP (X) = P (−X).
Comme le groupe additif Ga est caracte´rise´ par Ga(K) = Homk(k[X],K) pour K
surcorps de k et k[Ga] = k[X], on conclut que k[Ga] est une alge`bre de Hopf bicom-
mutative de type ﬁni.
3.2. L’alge`bre k[Y, Y −1]. L’alge`bre de polynoˆmes de LaurentH = k[Y, Y −1] peut eˆtre
munie d’une structure d’alge`bre de Hopf en de´ﬁnissant un coproduit ∆ par ∆(Y ) =
Y ⊗ Y , une co-unite´ ε par ε(Y ) = 1 et une antipode S par S(Y ) = Y −1.
L’isomorphisme d’alge`bres entre H ⊗H et k[T1, T
−1
1 , T2, T
−1
2 ] de´termine´ par
Y ⊗ 1 7→ T1, 1⊗ Y 7→ T2
permet d’expliciter
∆P (Y ) = P (T1T2), εP (Y ) = P (1), SP (Y ) = P (Y
−1).
Le groupe multiplicatif Gm est caracte´rise´ par Gm(K) = Homk(k[Y, Y
−1],K). Donc
on a k[Gm] = k[Y, Y
−1] et k[Gm] est encore une alge`bre de Hopf bicommutative de
type ﬁni.
3.3. L’alge`bre H = k[X1, . . . , Xd0 , Y1, Y
−1
1 , . . . , Yd1 , Y
−1
d1
]. Soient d0 ≥ 0 et d1 ≥ 0
deux entiers avec d = d0 + d1 > 0. L’alge`bre de Hopf
k[X]⊗d0 ⊗ k[Y, Y −1]⊗d1
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est isomorphe a`
H = k[X1, . . . , Xd0 , Y1, Y
−1
1 , . . . , Yd1 , Y
−1
d1
],
donc a` k[G] avec G = Gd0a ×G
d1
m .
Selon [A] Chapitre 4 (p. 163), la cate´gorie des k-groupes alge´briques line´aires est
anti-e´quivalente a` la cate´gorie des k-alge`bres de Hopf de type ﬁni et cocommutatives1.
Par conse´quent, la cate´gorie des groupes alge´briques line´aires commutatifs sur k est
anti-e´quivalente a` la cate´gorie des alge`bres de Hopf bicommutatives de type ﬁni sur k.
Un groupe alge´brique line´aire commutatif et connexe sur k est de la forme G =
Gd0a × G
d1
m . L’hypothe`se que G est connexe signiﬁe que l’alge`bre de Hopf H = k[G]
est inte`gre. Dans ces conditions, l’espace vectoriel des e´le´ments primitifs de H a pour
dimension d0, tandis que le rang des e´le´ments dits group-like est d1.
3.4. L’alge`bre Sym(W )⊗kΓ. D’une part, siW est un k-espace vectoriel de dimension
ℓ0, alors Sym(W ) est une alge`bre de Hopf bicommutative de type ﬁni. Si ∂1, . . . , ∂ℓ0
est une base deW sur k, alors Sym(W ) est isomorphe a` k[∂1, . . . , ∂ℓ0 ], donc a` k[G
ℓ0
a ].
D’autre part, si Γ est un Z-module de type ﬁni sans torsion (libre) de rang ℓ1, alors
l’alge`bre de groupe kΓ est une alge`bre de Hopf bicommutative inte`gre de type ﬁni
isomorphe a` k[Gℓ1m].
Ainsi la cate´gorie des alge`bres de Hopf bicommutatives inte`gres et de type ﬁni
est e´quivalente a` la cate´gorie des couples (W,Γ) ou` W est un k-espace vectoriel de
dimension ﬁnie et Γ un Z-module libre de type ﬁni :
H ≃ Sym(W )⊗ kΓ.
La dimension de l’espace des e´le´ments primitifs est ℓ0, et le rang des e´le´ments dits
group-like est ℓ1.
4. Les deux cate´gories C1 et C2 de Fischler. On prend de´sormais k = Q.
4.1. La cate´gorie C1. On conside`re la cate´gorie C1 dont
• les objets sont les triplets (G,W,Γ) avec G = Gd0a × G
d1
m groupe alge´brique
line´aire connexe commutatif surQ,W ⊂ Te(G) sous-espace vectoriel rationnel
surQ et Γ ⊂ G(Q) sous-groupe de type ﬁni sans torsion; de plus,G est minimal
au sens suivant : aucun sous-groupe alge´briqueG∗ deG distinct deG ne ve´riﬁe
W ⊂ Te(G
∗) et Γ ⊂ G∗(Q);
• les morphismes f : (G1,W1,Γ1) → (G2,W2,Γ2) sont donne´s par un mor-
phisme de groupes alge´briques f : G1 → G2 tel que f(Γ1) ⊂ Γ2 et que
l’application line´aire tangente a` f
df : Te(G1) −→ Te(G2)
satisfasse df(W1) ⊂W2.
On de´signe par ℓ0 la dimension deW et par ℓ1 le rang de Γ.
1En caracte´ristique nulle, d’apre`s [A], Corollaire 2.5.4, une alge`bre de Hopf cocommutative
est re´duite.
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4.2. La cate´gorie C2. SoitH une alge`bre de Hopf bicommutative inte`gre et de type ﬁni
sur Q. On de´signe par d0 la dimension du Q-espace vectoriel forme´ par les e´le´ments
primitifs et par d1 le rang du groupe forme´ par les e´le´ments dits group-like.
SoitH ′ encore une alge`bre de Hopf bicommutative inte`gre et de type ﬁni sur Q. On
de´signe maintenant par ℓ0 la dimension du Q-espace vectoriel des e´le´ments primitifs
de H ′ et par ℓ1 le rang des e´le´ments dits group-like.
On conside`re un produit biline´aire 〈·, ·〉 : H ×H ′ −→ Q tel que
〈x, yy′〉 = 〈∆x, y ⊗ y′〉 et 〈xx′, y〉 = 〈x⊗ x′,∆y〉.
On utilise la notation
〈α⊗ β, γ ⊗ δ〉 = 〈α, γ〉〈β, δ〉.
La cate´gorie C2 a pour
• objets : les triplets (H,H ′, 〈·, ·〉) forme´s de deux alge`bres de Hopf bicommu-
tatives inte`gres de type ﬁni et d’un produit biline´aire comme celui que nous
venons de conside´rer;
• morphismes : les couples
(f, g) : (H1,H
′
1, 〈·, ·〉1) −→ (H2,H
′
2, 〈·, ·〉2)
ou` f : H1 −→ H2 et g : H
′
2 −→ H
′
1 sont des morphismes d’alge`bres de Hopf
tels que
〈x1, g(x
′
2)〉1 = 〈f(x1), x
′
2〉2.
On compose deux morphismes
(f1, g1) : (H1,H
′
1, 〈·, ·〉1) −→ (H2,H
′
2, 〈·, ·〉2)
et
(f2, g2) : (H2,H
′
2, 〈·, ·〉2) −→ (H3,H
′
3, 〈·, ·〉3)
par
(f2 ◦ f1, g1 ◦ g2) : (H1,H
′
1, 〈·, ·〉1) −→ (H3,H
′
3, 〈·, ·〉3).
4.3. E´quivalence des deux cate´gories. Les deux cate´gories pre´ce´dentes ont e´te´ intro-
duites par S. Fischler [F1] qui de´montre :
The´ore`me 4.1 (S. FISCHLER). Les deux cate´gories C1 et C2 sont e´quivalentes. Cette
e´quivalence est contravariante et respecte les parame`tres d0, d1, ℓ0, ℓ1.
La motivation principale de [F1] est d’e´tablir de nouveaux lemmes d’interpolation.
Le the´ore`me 4.1 permet de les obtenir par dualite´ a` partir des lemmes de ze´ros qui sont
connus.
Un lemme de ze´ros (voir par exemple [Wa1] §2.1) donne une minoration du degre´
d’un polynoˆme non nul ayant de nombreux ze´ros (en des points donne´s, avec e´ventuelle-
ment des multiplicite´s donne´es). Quand on conside`re le syste`me d’e´quations line´aires
correspondant, les inconnues e´tant les coefﬁcients du polynoˆme, le lemme de ze´ros
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donne une minoration pour le rang d’une matrice : plus pre´cise´ment, si la matrice est
rectangulaire sufﬁsamment allonge´e, alors elle est de rang maximal. Dans ces condi-
tions, le lemme d’interpolation fournit une minoration pour une matrice qui est essen-
tiellement la transpose´e de la pre´ce´dente (et de nouveau, si la matrice est rectangulaire
sufﬁsamment allonge´e, alors elle est de rang maximal). Il s’interpre`te en disant que si
D est un entier sufﬁsamment grand, il existe un polynoˆme de degre´ ≤ D qui prend des
valeurs donne´es en des points donne´s (e´ventuellement avec des multiplicite´s).
Obtenir par cette dualite´ des lemmes d’interpolation a` partir de lemmes de ze´ros n’est
possible que pour les groupes alge´briques commutatifs line´aires. Les lemmes de ze´ros
sont connus plus ge´ne´ralement pour les groupes alge´briques commutatifs (donc pour
les varie´te´s abe´liennes et semi-abe´liennes), mais la dualite´ ne s’e´tend pas a` ce cadre
plus ge´ne´ral, et il faut d’autres arguments a` S. Fischler [F2] pour obtenir des lemmes
d’interpolation valables pour les groupes alge´briques commutatifs non line´aires.
4.4. Dualite´ de Fourier-Borel. La cate´gorie C2 est naturellement munie d’une involu-
tion contravariante, qui consiste a` permuterH etH ′. L’involution correspondante de la
cate´gorie e´quivalente C1 est la dualite´ de Fourier-Borel. Elle e´change (d0, d1) et (ℓ0, ℓ1).
Dans le cas le plus simple, la dualite´ de Fourier-Borel s’e´crit, pour s, t entiers ≥ 0
et x, y nombres complexes,(
d
dz
)s (
ztexz
)
z=y
=
(
d
dz
)t (
zseyz
)
z=x
.
Fixons s entier ≥ 0, y ∈ C et conside´rons la fonctionnelle analytique
Lsy : f 7−→
(
d
dz
)s
f(y);
sa transforme´e de Fourier-Borel est une fonction entie`re de la variable complexe ζ :
c’est l’image de fζ(z) = e
zζ , a` savoir
Lsy(fζ) = ζ
seyζ .
La formule de dualite´ pour t entier ≥ 0 re´sulte de
Lsy(z
tfζ) =
(
d
dζ
)t
Lsy(fζ).
La dualite´ de Fourier-Borel s’e´tend aux fonctions de plusieurs variables2. Pour v =
(v1, . . . , vn) ∈ C
n, posons
Dv = v1
∂
∂z1
+ · · · + vn
∂
∂zn
·
Soient w1, . . . , wℓ0 , u1, . . . , ud0 , x et y dans C
n, t ∈ Nd0 et s ∈ Nℓ0 . Pour z ∈ Cn,
posons
(uz)t = (u1z)
t1 · · · (ud0z)
td0 et D
s
w = D
s1
w1
· · ·D
sℓ0
wℓ0
.
Alors
D
s
w
(
(uz)texz
)∣∣
z=y
= D
t
u
(
(wz)seyz
)∣∣
z=x
.
2Dans le corollaire 13.21 de [Wa1] p. 488, il faut lire z ∈ Cn au lieu de z ∈ Cd.
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5. Alge`bres de Hopf non bicommutatives. (La re´fe´rence pour la section 5.4 est [R]
Chapitre 1, tandis que pour la section 5.5, c’est [H].)
5.1. L’alge`bre Z des valeurs multizeˆta nume´riques. On de´signera par S l’ensemble
des suites s = (s1, . . . , sk) ∈ N
k avec k ≥ 0, s1 ≥ 2, si ≥ 1 (2 ≤ i ≤ k). Le poids |s|
de s est s1 + · · · + sk, tandis que k est la profondeur de s. Pour s ∈ S posons
ζ(s) =
∑
n1>···>nk≥1
n−s11 · · ·n
−sk
k .
Par convention, la suite vide (k = 0) a pour poids 0, pour profondeur 0 et la valeur de
zeˆta est 1. Ces nombres ζ(s) sont appele´s polyzeˆtas, nombres d’Euler-Zagier ou encore
Multiple Zeta Values (MZV) selon les auteurs (voir [C]).
Quand on se restreint a` la profondeur k = 1, on obtient les valeurs ζ(2), ζ(3), . . .
de la fonction zeˆta de Riemann aux entiers positifs, qui avaient de´ja` e´te´ introduites et
e´tudie´es par Euler. Celui-ci avait aussi conside´re´ des MZV de profondeur 2, a` savoir
ζ(s1, s2).
On de´signe par Z le Q-sous-espace vectoriel de C engendre´ par les nombres
(2iπ)−|s|ζ(s) (s ∈ S).
Nous allons voir que, pour s et s′ dans S, le produit ζ(s)ζ(s′) est de deux manie`res
diffe´rentes une combinaison line´aire de nombres ζ(s′′). Dans l’imme´diat il nous en
sufﬁt d’une.
Le produit de se´ries fournit une des deux familles de relations quadratiques : ce sont
les relations de me´lange provenant des se´ries. Par exemple, la relation∑
n≥1
n−s
∑
m≥1
m−s
′
=
∑
n>m≥1
n−sm−s
′
+
∑
m>n≥1
m−s
′
n−s +
∑
n≥1
n−s−s
′
s’e´crit
(5.1) ζ(s)ζ(s′) = ζ(s, s′) + ζ(s′, s) + ζ(s + s′).
Le meˆme argument permet clairement d’e´crire ζ(s)ζ(s′) comme une somme de
ζ(s′′); la structure d’alge`bre harmonique de Hoffman (voir plus loin) nous permettra
d’e´crire ces relations de fac¸on plus conceptuelle. En tout cas, il en re´sulte que Z est une
sous-Q-alge`bre de C doublement ﬁltre´e par le poids et la profondeur.
Quand C• est une alge`bre de Lie gradue´e, on de´signe par UC• son alge`bre envelop-
pante universelle et par
UC∨• =
⊕
n≥0
(UC)∗n
son dual gradue´, qui est une alge`bre de Hopf commutative.
Conjecture 5.2 (GONCHAROV [G]). Il existe une alge`bre de Lie gradue´e C• et un
isomorphisme d’alge`bres ﬁltre´es par le poids a` gauche et par la profondeur a` droite
Z ≃ UC∨• .
Dans cette the´orie les alge`bres de Hopf apparaissent donc de fac¸on conjecturale.
Mais, comme nous allons le voir, elles y sont aussi de manie`re non conjecturale quand
on formalise les relations quadratiques reliant les MZV.
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5.2. Codage des valeurs multizeˆta. SoitX = {x0, x1} un alphabet constitue´ de deux
lettres. On conside`re le monoı¨de libre (avec le produit de concate´nation)
X∗ = {xε1 · · ·xεk ; εi ∈ {0, 1}, (1 ≤ i ≤ k), k ≥ 0}
sur X; il est forme´ des monoˆmes non commutatifs sur les lettres x0, x1, qui sont aussi
les mots sur l’alphabetX . Le mot vide (e´le´ment neutre de ce monoı¨deX∗) sera de´signe´
par e.
Pour s entier ≥ 1, on pose ys = x
s−1
0 x1, et pour s = (s1, . . . , sk) ∈ S, on pose
ys = x
s1−1
0 x1 · · ·x
sk−1
0 x1 = ys1 · · · ysk .
On e´tablit ainsi une correspondance bijective entre l’ensemble S et l’ensemble {e} ∪
x0X
∗x1 forme´ du mot vide et des mots qui commencent par x0 et se terminent par x1.
La profondeur k et le poids |s| de s s’ave`rent eˆtre respectivement le nombre de lettres
x1 et le nombre total de lettres dans ys.
5.3. Repre´sentation inte´grale des valeurs multizeˆta. Soit s = (s1, . . . , sk) ∈ S. On
pose p = |s| et on de´ﬁnit un e´le´ment (ε1, . . . , εp) de {0, 1}
p par
ys = xε1 · · ·xεp .
Noter que ε1 = 0 et que εp = 1.
On pose encore
ω0(t) =
dt
t
et ω1(t) =
dt
1− t
·
On ve´riﬁe alors ([K], §XIX.11), pour s ∈ S,
(5.2) ζ(s) =
∫
1>t1>···>tp>0
ωε1(t1) · · ·ωεp(tp).
Exemples. Comme y2 = x0x1 et y3 = x
2
0x1, on obtient les repre´sentations inte´grales
de ζ(2) et ζ(3) suivantes :
ζ(2) =
∫ 1
0
dt1
t1
∫ t1
0
dt2
1− t2
et ζ(3) =
∫ 1
0
dt1
t1
∫ t1
0
dt2
t2
∫ t2
0
dt3
1− t3
·
De meˆme avec y(2,1) = y2y1 = x0x
2
1, on trouve
ζ(2, 1) =
∫ 1
0
dt1
t1
∫ t1
0
dt2
1− t2
∫ t2
0
dt3
1− t3
·
Remarquons a` ce propos que le changement de variables
(t1, t2, t3) 7→ (1− t3, 1− t2, 1− t1)
donne
ζ(2, 1) = ζ(3).
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Le produit de deux inte´grales comme (5.2) est une combinaison line´aire d’inte´grales
du meˆme type. En effet, le produit carte´sien de deux simplexes est re´union disjointe
(aux bords pre`s, qui n’interviennent pas dans les inte´grales) de simplexes, ce qui montre
que le produit des deux inte´grales
∫
1>t1>···>tp>0
ωε1(t1) · · ·ωεp(tp) ·
∫
1>tp+1>···>tp+p′>0
ωεp+1(tp+1) · · ·ωεp+p′ (tp+p′)
est l’inte´grale sur
1 > u1 > · · · > up+p′ > 0
du me´lange de ωε1 · · ·ωεp avec ωεp+1 · · ·ωεp+p′ :∫
1>t1>···>tp>0
1>tp+1>···>tp+p′
>0
ωε1(t1) · · ·ωεp(tp)ωεp+1(tp+1) · · ·ωεp+p′ (tp+p′)
=
∑
σ∈Sp,p′
∫
1>u1>···>up+p′>0
ωεσ(1)(u1) · · ·ωεσ(p+p′)(up+p′),
ou` Sp,p′ est le sous-ensemble du groupe syme´trique Sp+p′ forme´ des σ qui ve´riﬁent
σ−1(i) < σ−1(j) pour 1 ≤ i < j ≤ p et pour p + 1 ≤ i < j ≤ p + p′.
On e´crit cette dernie`re somme sous la forme∫
1>u1>···>up+p′>0
(ωε1 · · ·ωεp)x(ωεp+1 · · ·ωεp+p′ ).
Par exemple, de la relation formelle
(ω0ω1)x(ω0ω1) = 2ω0ω1ω0ω1 + 4ω
2
0ω
2
1,
on de´duit
ζ(2)2 = 2ζ(2, 2) + 4ζ(3, 1).
Pour ys ∈ x0X
∗x1, on pose ζˆ(ys) = ζ(s). Cela de´ﬁnit une application ζˆ : {e} ∪
x0X
∗x1 → R avec ζˆ(e) = 1.
Soit H l’alge`bre libre Q〈X〉 sur X (alge`bre de polynoˆmes en deux variables non
commutatives x0 et x1; c’est aussi le Q-espace vectoriel de base X
∗, muni du produit
de concate´nation). C’est l’alge`bre enveloppante de l’alge`bre de Lie libre Lie(X) sur
X . Elle est gradue´e par le poids.
Un e´le´ment P ∈ H s’e´crit comme une combinaison line´aire ﬁnie
P =
∑
w∈X∗
〈P |w〉w
avec des coefﬁcients 〈P |w〉 ∈ Q.
On noteH0 = Qe+x0Hx1 la sous-alge`bre deH engendre´e, commeQ-espace vectoriel,
par {e} ∪ x0X
∗x1. On e´tend ζˆ en une application Q-line´aire H
0 → C.
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Le produit de me´lange x : H × H → H est de´ﬁni de manie`re inductive par les
conditions
uxe = exu = u et xuxyv = x(uxyv) + y(xuxv)
pour x et y dans X , u et v dans X∗. Il munit a` la fois H et H0 de structures d’alge`bres
commutatives Hx et H
0
x
.
Pour u et v dans x0X
∗x1, les relations quadratiques provenant du produit d’inte´grales
s’e´crivent simplement
ζˆ(uxv) = ζˆ(u)ζˆ(v).
Ainsi ζˆ : H0
x
→ C est un morphisme d’alge`bres commutatives.
5.4. Alge`bres de Hopf non bicommutatives. Une structure d’alge`bre de Hopf sur H
est donne´e par le coproduit
∆P = P (x0 ⊗ 1 + 1⊗ x0, x1 ⊗ 1 + 1⊗ x1),
la co-unite´ ε(P ) = 〈P | e〉 et l’antipode (miroir)
S(x1 · · ·xn) = (−1)
nxn · · ·x1
pour n ≥ 1 et x1, . . . , xn dansX . On obtient ainsi l’alge`bre de Hopf de concate´nation
(ou de de´composition)
(H, ·, e,∆, ε, S)
qui est cocommutative, mais pas commutative. On ve´riﬁe, pour P ∈ H,
(5.3) ∆P =
∑
u,v∈X∗
(P |uxv)u⊗ v
(voir par exemple [R], The´ore`me 3.1).
L’alge`bre H⊗ H munie du produit
(a⊗ b)(c⊗ d) = (ac)⊗ (bd)
est l’alge`bre du monoı¨de produit X∗ ×X∗. La diagonale δ : H → H⊗ H est l’unique
morphisme d’alge`bres tel que δ(x) = x⊗ 1 + 1⊗ x pour tout x ∈ X .
Crite`re de Friedrichs. L’ensemble des e´le´ments primitifs de H est l’alge`bre de Lie
libre Lie(X) sur X .
Donc pour P ∈ H, on a
P ∈ Lie(X)⇐⇒ (P |uxe) = 0 et (P |uxv) = 0 pour tout u, v dans X∗ \ {e}.
De (5.3) on de´duit que le dual du produit de concate´nation est le coproduit Φ : H →
H⊗ H de´ﬁni par
〈Φ(w) | u⊗ v〉 = 〈uv | w〉.
Ainsi
Φ(w) =
∑
u,v∈X∗
uv=w
u⊗ v.
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L’alge`bre de Hopf de me´lange (ou de factorisation) est
(H,x, e,Φ, ε, S).
Elle est commutative, mais pas cocommutative.
L’alge`bre H est gradue´e par la longueur des mots. Pour i ≥ 0, notonsQ〈X〉i l’espace
des polynoˆmes homoge`nes de poids i :
Q〈X〉 =
⊕
i≥0
Q〈X〉i.
Le dual de Q〈X〉i est isomorphe a` Q〈X〉i lui-meˆme; donc Q〈X〉 est isomorphe a` son
propre dual gradue´. Ainsi l’alge`bre de Hopf de me´lange (H,x, e,Φ, ε, S) est le dual
gradue´ de l’alge`bre de concate´nation (H, ·, e,∆, ε, S).
5.5. Alge`bre Harmonique de M. Hoffman. La sous-alge`bre H0 = Qe + x0Hx1 de H
est aussi l’alge`bre libre Q〈Y 〉 sur l’alphabet inﬁni
Y = {y2, y3, . . . }.
Posons encore y1 = x1. La sous-alge`bre H
1 = Qe +Hx1 de H est encore l’alge`bre libre
sur {y1, y2, y3, . . . }.
Le produit de quasi-me´lange (encore appele´ stufﬂe)
⋆ : H× H → H
est de´ﬁni de fac¸on inductive par
xn0 ⋆ w = w ⋆ x
n
0 = wx
n
0
pour tout w ∈ X∗ et tout n ≥ 0, et il est de´ﬁni par
ysu ⋆ ytv = ys(u ⋆ ytv) + yt(ysu ⋆ v) + ys+t(u ⋆ v)
pour u et v dansX∗, s et t entiers≥ 1. Il munitH d’une structure d’alge`bre commutative
H⋆, avec des sous-alge`bres H
0
⋆ ⊂ H
1
⋆ ⊂ H⋆, et les relations quadratiques provenant des
de´veloppements en se´ries – dont l’exemple le plus simple est (5.1) – montrent que
ζˆ : H0⋆ → C est un morphisme d’alge`bres commutatives.
On munitQ〈Y 〉 d’une structure d’alge`bre de Hopf commutative (alge`bre de Hopf de
quasi-me´lange) en de´ﬁnissant le coproduit comme lemorphisme d’alge`bres satisfaisant
∆(yi) = yi ⊗ e + e⊗ yi
pour tout i ≥ 2, la co-unite´ ε par
ε(P ) = 〈P | e〉
et l’antipode S par
S(ys1 · · · ysk) = (−1)
kysk · · · ys1 .
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Le produit harmonique ⋆ est e´troitement lie´ a` la the´orie des se´ries quasi-syme´triques
de la manie`re suivante (travaux de Stanley, 1974 notamment, voir [R], ainsi que [C] et
[H]).
On de´signe par t = (t1, t2, . . . ) une suite de variables commutatives. A` une suite
ﬁnie s = (s1, . . . , sk), ou` chaque sj est un entier ≥ 1, on associe la se´rie
Ms(t) =
∑
n1≥1,...,nk≥1
ni 6=nj(i6=j)
ts1n1 · · · t
sk
nk
.
L’espace des se´ries entie`res a` coefﬁcients alge´briques engendre´ par cesMs est de´signe´
par Sym et ses e´le´ments sont appele´s se´ries syme´triques. Une base de Sym est donne´e
par les se´riesMs avec s1 ≥ s2 ≥ · · · ≥ sk et k ≥ 0.
Une se´rie quasi-syme´trique est un e´le´ment de l’alge`bre QSym engendre´e par les
se´ries
QMs(t) =
∑
n1>···>nk≥1
ts1n1 · · · t
sk
nk
,
ou` chaque s de´crit l’ensemble des suites ﬁnies (s1, . . . , sk) avec k ≥ 0 et sj ≥ 1 pour
1 ≤ j ≤ k. Notons que, pour s = (s1, . . . , sk) de longueur k,
Ms =
∑
τ∈Sk
QMsτ ,
ou` Sk est le groupe syme´trique sur k e´le´ments et s
τ = (sτ(1), . . . , sτ(k)). Par conse´-
quent, toute se´rie syme´trique est aussi quasi-syme´trique, et Sym est une sous-alge`bre
de QSym. Dans ces conditions l’application Q-line´aire φ : H1 → QSym de´ﬁnie par
ys 7→ QMs est un isomorphisme de Q-alge`bres de H
1 sur QSym.
Autrement dit, si on e´crit
(5.4) ys ⋆ ys′ =
∑
s′′
ys′′ ,
alors
QMs(t) QMs′(t) =
∑
s′′
QMs′′(t),
ce qui signiﬁe
∑
n1>···>nk≥1
ts1n1 · · · t
sk
nk
∑
n′
1
>···>n′
k
≥1
t
s′1
n′
1
· · · t
s′
k
n′
k
=
∑
s′′
∑
n′′
1
>···>n′′
k
≥1
t
s′′1
n′′
1
· · · t
s′′
k
n′′
k
.
La loi ⋆ donne ainsi une fac¸on explicite d’e´crire le produit de deux se´ries quasi-
syme´triques comme une somme de se´ries quasi-syme´triques. De la de´ﬁnition de ⋆ on
de´duit que dans la formule (5.4), s′′ de´crit l’ensemble des (s′′1 , . . . , s
′′
k′′) que l’on obtient
a` partir de s = (s1, . . . , sk) et s
′ = (s′1, . . . , s
′
k′) en inse´rant, de toutes les manie`res
possibles, des 0 dans la suite (s1, . . . , sk) ainsi que dans la suite (s
′
1, . . . , s
′
k′) (y compris
au de´but et a` la ﬁn), de telle sorte que les deux nouvelles suites ainsi obtenues aient la
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meˆme longueur k′′, avec bien entendu max{k, k′} ≤ k′′ ≤ k + k′, et en additionnant
les deux suites terme a` terme. Par exemple,
s s1 s2 0 s3 s4 · · · 0
s′ 0 s′1 s
′
2 0 s
′
3 · · · s
′
k′
s′′ s1 s2 + s
′
1 s
′
2 s3 s4 + s
′
3 · · · s
′
k′ .
Soit QSym0 le sous-espace de QSym engendre´ par lesQMs(t) pour lesquels s1 ≥ 2.
La restriction de φ a` H0 donne un isomorphisme de Q-alge`bres de H0 sur QSym0.
En spe´cialisant les e´le´ments de QSym0 par tn → 1/n pour n ≥ 1, on obtient une
application qui envoie QMs sur ζ(s). D’ou` les diagrammes commutatifs suivants :
H⋃
H1
φ
∼ // QSym⋃ ⋃
H0
∼ //
ζˆ

QSym0
}}{{
{{
{{
{{
{{
R
ys  //

QMs(t)
{{vv
vv
vv
vv
v
ζ(s)
En combinant les deux types de relations quadratiques on obtient des relations
line´aires entre les MZV :
(5.5) ζˆ(wxw′ − w ⋆ w′) = 0 pour w et w′ dans x0X
∗x1.
Ces formules standard (5.5) ne sufﬁsent pas pour de´crire toutes les relations line´aires
entre MZV. Par exemple, la relation ζ(2, 1) = ζ(3) n’en re´sulte pas. Cependant, de
y1xy2 = x1xx0x1 = x1x0x1 + 2x0x
2
1 = y1y2 + 2y2y1
et
y1 ⋆ y2 = y1y2 + y2y1 + y3,
on de´duit
y1xy2 − y1 ⋆ y2 = y2y1 − y3.
Comme on l’a vu, on a ζ(2, 1) = ζ(3); donc y1xy2 − y1 ⋆ y2 appartient au noyau de ζˆ.
Mais cela ne re´sulte pas de (5.5) car y1 6∈ x0X
∗x1. Les relations de Hoffman comple`tent
(5.5):
(5.6) ζˆ(x1xw − x1 ⋆ w) = 0 pour tout w dans x0X
∗x1.
Il a e´te´ sugge´re´ en 2000 par Minh, Jacob, Oussous et Petitot [MJOP] que les relations
standard (5.5) et les relations de Hoffman (5.6) sufﬁsent a` de´crire toutes les relations
line´aires entre les MZV. Ensuite Ihara et Kaneko [I-K] ont e´tabli des relations ap-
paremment plus ge´ne´rales, les relations de me´lange re´gularise´es doubles, et conjecture´
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qu’elles engendrent le noyau de ζˆ, conside´re´ comme applicationQ-line´aireH0 → C. La
conjecture de Minh, Jacob, Oussous et Petitot est donc plus optimiste que celle de Ihara
et Kaneko. Plusieurs spe´cialistes pre´sagent que les relations de me´lange re´gularise´es
doubles ne sont pas conse´quences des relations standard et des relations de Hoffman
— ce qui voudrait dire que la conjecture de Minh, Jacob, Oussous et Petitot n’est pas
vraie, mais cette question n’est pas encore tranche´e.
La conjecture 5.2 concernant la structure de l’alge`bre Z des valeurs zeˆta nume´riques
demande de pre´ciser quel est le noyau de ζˆ. C’est un des proble`mes majeurs de l’analyse
diophantienne. Une premie`re e´tape consiste a` e´tudier l’alge`bre formelle des multizeˆta :
c’est l’objet de travaux actuellement de´veloppe´s par J. E´calle.
Remerciements. Une mention spe´ciale doit eˆtre de´cerne´e a` nos amis marocains pour
la chaleur de leur re´ception et leur extraordinaire hospitalite´. Lors de ce congre`s, j’ai
be´ne´ﬁcie´ de fructueux e´changes avec Cornelius Greither que je remercie. Merci aussi a`
Ste´phane Fischler qui a corrige´ une premie`re version de ce texte, et a` Claude Levesque
qui a lu la deuxie`me version.
English extended abstract. We recall classical deﬁnitions:
A Hopf Algebra (H,m, η,∆, ε, S) over a ﬁeld k (say algebraically closed of zero
characteristic) is an algebra (H,m, η) where
m : H ⊗H → H
is a product and
η : k −→ H
a unit, together with a co-algebra (H,∆, ε) where
∆ : H → H ⊗H
is a co-product and
ε : H −→ k
a co-unit, and with an antipode
S : H → H,
which is a k-linear map such that the diagram
H ⊗H oo
∆
Id⊗S

H
∆ //
η◦ε

H ⊗H
S⊗Id

H ⊗H m
// H H ⊗Hm
oo
commutes. We recall the deﬁnition of primitive elements, namely those x ∈ H such
that
∆(x) = x⊗ 1 + 1⊗ x
and group-like elements
∆(x) = x⊗ x.
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Next we give some basic examples: the algebras kG and kG for a ﬁnite groupG, a sub-
algebra R(G) of CG when G is a compact topological group, the universal enveloping
algebra U(g) of a Lie algebra g. We deﬁne the restricted dual and the graded dual of a
graded Hopf algebra. The category of bicommutative Hopf algebras of ﬁnite type and
without zero divisors is equivalent to the category of pairs (W,Γ) whereW is a vector
space of ﬁnite dimension and Γ a free Z-module of ﬁnite type.
Assume from now on that k is the ﬁeldQ of algebraic numbers. Consider the category
C1 whose
• objects are the triples (G,W,Γ) where G = Gd0a × G
d1
m is a commutative and
connected linear algebraic group over Q, W ⊂ Te(G) is a subspace which is
rational overQ and Γ ⊂ G(Q) is a torsion free subgroup of ﬁnite type. Assume
further that G is minimal: no algebraic subgroup G∗ of G distinct from G has
W ⊂ Te(G
∗) and Γ ⊂ G∗(Q);
• morphisms f : (G1,W1,Γ1) → (G2,W2,Γ2) are given by morphisms of alge-
braic groups f : G1 → G2 such that f(Γ1) ⊂ Γ2 and such that the tangent linear
maps to f
df : Te(G1) −→ Te(G2)
satisfy df(W1) ⊂W2.
Denote by ℓ0 the dimension ofW and by ℓ1 the rank of Γ.
We introduce another category C2 as follows.
Let H be a bicommutative Hopf algebra over Q of ﬁnite type without zero divisors.
Denote by d0 the dimension of the Q-vector space of primitive elements and by d1 the
rank of group-like elements.
Let H ′ be also a bicommutative Hopf algebra over Q of ﬁnite type without zero
divisors, ℓ0 the dimension of the Q-vector space of primitive elements and ℓ1 the rank
of group-like elements.
Consider a bilinear product 〈·, ·〉 : H ×H ′ −→ Q such that
〈x, yy′〉 = 〈∆x, y ⊗ y′〉 and 〈xx′, y〉 = 〈x⊗ x′,∆y〉.
We use the notation
〈α⊗ β, γ ⊗ δ〉 = 〈α, γ〉〈β, δ〉.
Here is the deﬁnition of the category C2:
• the objects are the triples (H,H ′, 〈·, ·〉) with two Hopf algebras and a bilinear
product as above;
• the morphisms are the pairs
(f, g) : (H1,H
′
1, 〈·, ·〉1) −→ (H2,H
′
2, 〈·, ·〉2)
where f : H1 −→ H2 and g : H
′
2 −→ H
′
1 are Hopf algebras morphisms such
that
〈x1, g(x
′
2)〉1 = 〈f(x1), x
′
2〉2.
These two categories were introduced by S. Fischler in [F1] where he proved:
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Theorem5.3 (S. FISCHLER). Both categoriesC1 andC2 are equivalent. This equivalence
is contravariant and compatible with the parameters d0, d1, ℓ0, ℓ1.
The main motivation of [F1] is to prove new interpolation lemmas. Thanks to The-
orem 5.3, one may deduce them from known zero estimates. Further, the natural in-
volution on the category C2 which permutes H and H
′ corresponds to the duality of
Fourier-Borel on the category C1.
In the last section we introduce non-bicommutative Hopf algebras related to multiple
zeta values. This topic is the subject of [Wa2].
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