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Introduction
Arterial stiffness is a major biomechanical factor that modulates blood pressure and cardiovascular risk (Laurent et al., 2001; Blacher et al., 1999) . Although large artery stiffness is often assessed as regional pulse wave velocity (Laurent et al., 2006) , it is also possible to calculate local pulse wave velocity (or 'wave speed') using the pressure-velocity relation (PU loop), which utilizes local blood velocity (U) and pressure (P) signals (Khir et al., 2001) .
Experimental studies have generally applied this method using invasive measurements, but non-invasive approaches have also been described, e.g. with U from echocardiography and P from applanation tonometry (Zambanini et al., 2005) or diameter calibrated to systolic and diastolic brachial pressure (Niki et al., 2002 ). An alternative non-invasive approach not requiring estimation of pressure is to calculate wave speed from the loop of the natural logarithm of vessel luminal diameter (D) and velocity (ln(D)U method) (Feng and Khir, 2010; Li and Khir, 2009) .
A current barrier to robust non-invasive application of both the PU and ln(D)U methods, however, is that they both rely on an accurate mean (i.e. cross-sectional average) velocity waveform. Mean velocity (U mean ) is an important quantity in its own right, being closely related to volumetric blood flow (Q = U mean A, where A is cross-sectional area).
However, mean velocity (and flow) are notoriously difficult to measure accurately with ultrasound, despite several techniques being available (Hoskins, 2011; Borlotti et al., 2012) , and clinicians typically measure only the maximum velocity envelope from the Doppler spectrum ( Figure 1) . Importantly, the accuracy of measured mean or maximum velocity may be confounded by non-uniform insonation, various sources of spectral broadening, imprecise angle correction, presence of secondary flow, inappropriate gain settings, inaccurate sample volume placement and operator dependence (Mynard and Steinman, 2013; Winkler et al., 1995; Hoskins, 2011; Corriveau and Johnston, 2004; Mikkonen et al., 1996; Cobbold, 2006) .
Even where an accurately-measured mean velocity is available, recent work has highlighted that significant errors in estimated wave speed may be encountered with the PU and ln(D)U methods in the presence of early systolic wave reflection, particularly in the carotid artery (Segers et al., 2014; Swillens et al., 2013; Willemet et al., 2016) . Improved non-invasive estimation of both wave speed and mean velocity would thus be valuable for studying arterial stiffness and would also increase the applicability, accuracy and reproducibility of state-of-the-art analyses of arterial hemodynamics and ventricular-vascular interactions, such as wave separation and wave intensity analysis (Parker, 2009; Westerhof et al., 1972; Mynard and Smolich, 2016; Alastruey et al., 2014) .
The aims of this study were therefore to 1) evaluate the magnitude of errors likely to be encountered with PU and ln(D)U wave speed estimation due to measurement errors and early-systolic wave reflection; 2) derive a method for estimating wave speed that is immune to velocity errors and early-systolic wave reflection, and can be robustly applied noninvasively (i.e. considering expected errors in measured diameter and pressure); and 3) develop and verify a robust and practical method for estimating mean velocity from an acquired maximum or mean velocity waveform that may contain substantial biases.
After developing the necessary mathematical foundation, the accuracy and reliability of the wave speed and mean velocity estimation methods were tested. Given the lack of a reliable gold-standard reference to compare with echocardiographic data, we instead provide proof-of-principle using (i) phase contrast magnetic resonance imaging (PCMRI) in which gold-standard maximum and mean aortic velocities were obtained simultaneously, and (ii) a computational modeling study involving a virtual cohort of 3325 patients simulating a large range of normal physiological variability (Willemet et al., 2015) , with systematic investigation of the influence of errors expected to be encountered in a clinical setting.
Methods
In this section, we first explain the pitfalls of estimating wave speed with the PU and ln(D)U loop methods related to wave reflection and velocity measurement in practice. We then derive a corrected wave speed that is insensitive to wave reflection and velocity scale errors.
We then show that, as a byproduct of this correction procedure, it is possible to estimate mean velocity from a measured velocity waveform that contains any amount of scaling error.
Methods for validating these techniques are then described.
Wave speed
In the absence of any wave reflection, and in the setting of perfectly accurate recordings of pressure (P), mean (i.e. cross-sectionally averaged) velocity (U mean ) and diameter (D), wave speed derived from the PU (c PUmean ) and ln(D)U (c ln(D)Umean ) loop methods are identical, with
where dX is a change in variable X, and ρ is blood density. In practice, maximum velocity is often acquired from a standard Doppler recording (see Figure 1 ). If this is used instead of mean velocity in the wave speed calculation (a methodological error), and/or if this is accompanied by measurement errors (or alternatively, if an estimate of mean velocity using a variety of available methods involves error), the acquired or 'raw' velocity (U raw ) may differ from U mean . From Eq (1), it is clear that if U mean is overestimated (e.g. if maximum velocity is used), c PUmean will be underestimated and c ln(D)Umean will be overestimated. Under most circumstances, maximum and mean velocity waveforms have a similar shape and common measurement errors are likely to lead primarily to an incorrectly scaled velocity. We therefore assume that the overall error (combined methodological and measurement error) is a constant scaling error α, such that U raw = U mean / α. Then, a correction can be applied as follows:
In the absence of measurement errors, use of maximum velocity leads to α = 0.5 for a parabolic velocity profile and α = 1 for a flat velocity profile. However, in general the shape of the velocity profile is unknown, measurement errors are non-zero and hence the value of α is unknown. Nevertheless, rearranging Eq. (2) yields an estimate of α as follows:
This can also be expressed as a ratio of uncorrected loop-based wave speeds, with
Corrected wave speed calculated via the PU loop is then,
If α given by Eq. (3) is substituted into Eq. (5), we obtain an expression that involves only pressure and diameter, and is therefore termed ln(D)P loop wave speed,
Importantly, since this wave speed does not involve velocity at all, it is insensitive to velocity acquisition errors. In fact, it can be shown that c ln(D)P is equivalent to the classical Bramwell-
Importantly, the Bramwell-Hill equation does not require unidirectional wave travel. Hence, unlike the velocity-based loop methods, Eq. (6) is also accurate even in the presence of early systolic wave reflection. Note that, in practice, Bramwell-Hill wave speed is usually approximated via the distensibility coefficient (DC) (Segers et al., 2014) , i.e. using maximum (P max , A max ) and minimum (P min , A min ) values of P and A as follows,
Use of maximum and minimum pressures and areas in this equation may lead to a slightly different value to that calculated with a regression line over the early systolic phase of the ln(D)P loop (i.e. to apply Eq. (6)) (Spronck et al., 2017) . Aside from this small distinction, correcting for a potentially inaccurate velocity signal in the PU and ln(D)U loop methods leads to the standard Bramwell-Hill equation, whose accuracy is determined by errors in acquired diameter and pressure, but not velocity.
Mean Velocity
An important byproduct of the wave speed correction is that an estimate of U mean may be obtained from U raw via the simple relation,
which we refer to as the α-correction of velocity, U mean,α . However, this correction is dependent on the same assumptions that are required for the PU and ln(D)U loop methods, namely, the absence of reflected waves due to an assumption in Eqs.
(1) and (2) that dP = dP + , dU mean = dU mean+ and dlnD = dlnD + during early systole (where the + subscript refers to a forward-running wave). Where reflected waves (i.e. backward components dP−, dU mean− and dlnD−) are non-negligible, Eqs. (1) and (2) are no longer valid and hence Eq. (9) may not provide an accurate estimate of U mean . To correct for wave reflection, we draw from the excellent work of Segers et al (Segers et al., 2014) in which the effect of wave reflection on wave speed was quantified via the frequency-dependent coefficient β k as follows
which has clear similarities to Eq. (3). Here, P k , A k , U k and Q k are the k-th sinusoidal harmonics of pressure, cross-sectional area, velocity and flow respectively (noting that Q = AU), and β k is related to the frequency-dependent reflection coefficient (Γ k ) via
Although β k is frequency-dependent, we take an average value over the first ten harmonics (mean(β 1-10 ) ≡ β) and exclude any harmonic values of β k that can be reasonably deemed nonphysiological, that is, values outside the range 0.3 < β k < 4 corresponding to the reflection coefficient range of −0.54 < Γ k < 0.6.
In the presence of reflected waves (i.e. non-zero dP−, dlnD− and dU−), the calculated value of α from Eq. (3) is
Since dP− = ΓdP + , dlnD− = ΓdlnD + and dU raw− = −ΓdU raw+ ,
A hypothesized wave reflection-insensitive correction factor is therefore α/β, leading to an 'α/β-correction' and a revised estimate of mean velocity,
This final α/β-corrected velocity (U mean,α/β ) accounts for scale errors in the acquired velocity signals (α), while compensating for the influence of reflected waves (β). Figure 2 summarizes the procedure for correcting wave speed and velocity using the techniques described above, using an example from our patient MRI study described below. Central aortic systolic pressure was estimated by assuming that diameter and pressure waveforms have the same shape, with a linear two-point calibration of the aortic effective diameter waveform to mean and end-diastolic brachial pressures. This was based on the wellestablished principle that mean and end-diastolic pressures are relatively constant throughout the network of large arteries (Quail et al., 2014; Pauca et al., 2001; Van Bortel et al., 2001 );
Verification study using cardiac MRI
we also tested the impact of this assumption in the present study using the virtual cohort, as 
Verification study in a virtual cohort
A database of 3,325 virtual subjects has been recently created from a one-dimensional model of 55 major systemic arteries (Willemet et al., 2015; Willemet et al., 2016) , with geometry based on the study of Stergiopulos et al (1992) . Details of the methodology and results have been published by Willemet et al (2015) . Briefly, the virtual cohort was generated from a reference model by introducing variations in cardiac and arterial parameters within healthy ranges. This led to a diverse set of virtual subjects representing the normal spectrum of haemodynamic, structural and geometric arterial characteristics. For each virtual subject, blood pressure, flow, velocity and luminal area waveforms were calculated using the standard one-dimensional governing equations and an elastic pressure-area relation. This enabled 
where A m and A d are the luminal cross-sectional areas at mean and diastolic pressure, respectively, and β w = 4/3 ℎ is a constant that accounts for the Young's modulus (E) and thickness (h) of the wall. The adopted elastic wall law neglects wall viscosity, hence wave speed is not frequency-dependent in this virtual cohort.
The virtual cohort was used to investigate the following questions related to wave speed estimation. 
Similar questions were then posed in relation to estimating mean velocity, namely (1) what is the effect of wave reflection on α-corrected velocity; (2) how accurately can U mean be estimated from U raw using the α and α/β corrections, where U raw is a randomly scaled (−50%
to +150%) version of U mean ; and (3) how much error is likely to be introduced to estimated U mean when applying these techniques in practice, i.e. in the presence of diameter errors and when using of non-local (brachial) mean/diastolic blood pressure to estimate local pressure.
Statistical Analysis
Data were analyzed with repeated measures one-way analysis of variance using SPSS (version 20, IBM Inc.), with Levene's test to assess normality. The Pearson correlation coefficient (R) was used to compare wave speed from the loop methods with c DC . Differences between wave speeds and velocities were assessed with paired t-tests when normally distributed, or Wilcoxon signed rank test for non-normal data where indicated. Results are reported as mean ± SD, with significance taken at P < 0.05.
Results

Verification study using cardiac MRI
Of the 46 patients, 12 were excluded due to poor image contrast during the early systolic period, which precluded accurate segmentation. Of the remaining 34 patients, 21 (62%) were male and the mean age was 17.3 ± 5.1 years. Ten patients were normal and the remainder When wave speed was assessed with measured U mean , average c PUmean and c DC were not statistically different (P = 0.5), while c ln(D)Umean overestimated c DC by 0.78 ± 1.44 m/s (P = 0.004). When using maximum velocity waveforms, c PUraw was 26% ± 16% lower and c ln(D)Uraw was 67% ± 43% higher than c DC (both P < 0.001, Table 1 and Figure 3A ), leading to an α correction factor of 0.68 ± 0.14. Corrected wave speed (i.e. c ln(D)P ) was 8% ± 3% greater than c DC (2.64 ± 0.64 vs 2.45 ± 0.64 m/s, P < 0.001) and displayed the highest correlation coefficient with c DC amongst the various methods (R = 0.997, Table 1 ).
The value of α/β was not different to the ratio of PCMRI mean and maximum velocities (0.63 ± 0.15 vs 0.61 ± 0.10, P = 0.46). Aortic peak U raw was 55.3 ± 20.9 cm/s higher than the peak U mean (P < 0.001). This error was substantially reduced with α-correction (10.0 ± 21.0 cm/s) and was further reduced (P < 0.001) with α/β-correction (2.9 ± 21.8 cm/s; Table 2 and Figure 3B ). Table 4 outline the relationships between true and estimated peak U mean in the virtual cohort. When true velocity, local pressure and diameter were used (i.e. no errors present in the raw data), applying α-correction or α/β-correction introduced some scatter and/or bias but maintained a good correlation with the reference velocity (all R ≥ 0.9).
Virtual cohort
Although the α-correction introduced substantial error to carotid velocity (54.8% ± 18.0%), this was rectified with α/β-correction (−1.8% ± 10.3%). A similar pattern also held true when random velocity scale errors were introduced ( Figure 5 , middle row), and when diameter offset errors were introduced and local pressure was estimated from local diameter and brachial mean/diastolic pressures (bottom row), with particular benefit of α/β-correction evident in the carotid and brachial arteries.
Discussion
The major findings of this study are that 1) use of maximum velocity or error-prone estimates of mean velocity, along with early-systolic wave reflection and errors in velocity acquisition common to routine vascular ultrasound, are likely to cause substantial errors in wave speed estimation via the PU or ln(D)U loop methods; 2) combining PU and ln(D)U loop wave speed expressions leads to the ln(D)P method that is analytically identical to the BramwellHill equation and is unaffected by wave reflection and velocity errors; and 3) it is feasible to estimate a mean velocity waveform from a maximum velocity waveform (or indeed, any inaccurately scaled waveform) using diameter and pressure information, with scaling errors corrected by the α factor, and errors introduced by wave reflection corrected by the β factor.
The proposed wave speed and mean velocity estimation techniques require a pressure waveform, but direct, non-invasive measurements of local pressure (e.g. in the aorta) may be difficult to obtain in practice. However, a key finding was that estimation of this waveform from a local diameter waveform calibrated to brachial cuff mean and diastolic pressures is a feasible, robust and relatively accurate alternative.
Wave speed calculation
'Single location' methods provide a local measure of arterial wave speed that is crucial for accurate assessment of wave reflection via wave separation analysis (Parker, 2009; Westerhof et al., 1972) . The PU and ln(D)U loop methods are commonly employed for such purposes, with U often derived from volumetric flow via cross-sectional area in experimental studies (Penny et al., 2008; Hollander et al., 2001; Feng and Khir, 2010) . When seeking to apply these methods in humans, however, it is important to recognise that a mean velocity is required, whereas maximum velocity is routinely and most conveniently obtained from the Doppler spectral envelope. While maximum velocity has been used to calculate wave speed in various arteries (Curtis et al., 2007; Zambanini et al., 2005) , our data suggests this may lead to ~30% underestimation with the PU loop and ~70% overestimation with ln(D)U loop in the ascending aorta ( Figure 3A) . In theory, errors as great as 50% underestimation ( 
Mean velocity estimation
Non-invasive measurement of instantaneous mean velocity is challenging. Although sometimes calculated as flow divided by cross-sectional area with PCMRI, this modality is relatively expensive and is not used in all settings. Ultrasound-based methods have been reviewed elsewhere (Evans, 1985; Gill, 1985; Hoskins, 2011) . range gate that is 'as wide as possible' but still neglects a substantial near-wall region (Niki et al., 2002; Niki et al., 2005; Takaya et al., 2013) ; these approaches will overestimate mean velocity as lower velocities at the edge of vessels are ignored (Hoskins, 1999) .
We have proposed a novel method that can be used to estimate mean velocity (or volumetric flow, by multiplication of cross-sectional area) from an acquired signal that contains an arbitrarily large scaling error. This method makes use of pressure and diameter information and may be used to convert from a maximum velocity to a mean velocity via the factor α/β. The correction factor α, derived from the PU and ln(D)U loop wave speed equations, eliminates scaling errors in estimated U mean , which may arise from acquisition of maximum velocity and/or common sources of measurement error (Mynard and Steinman, 2013; Winkler et al., 1995; Hoskins, 2011; Corriveau and Johnston, 2004; Mikkonen et al., 1996; Cobbold, 2006) . The second correction factor β, introduced to counteract the effect of proximal wave reflections, was based on recent work by Segers et al (Segers et al., 2014 ) that made use of Fourier decomposition to correct loop-based wave speed estimates for wave reflection; our work extended this theory to estimation of mean velocity.
In our clinical data, the use of α-correction alone in the ascending aorta reduced the error in measured velocity to near-acceptable levels (from 71% to 15%), suggesting only a small influence of wave reflection. Nevertheless, α/β-correction led to a statistically significant additional reduction of the error (15% to 5%). However, the inclusion of β resulted in more substantial improvements in the carotid and brachial arteries of the virtual cohort, where proximal wave reflections were more prevalent (see Figure 5 and Table 3 ).
The velocity correction methods described have some limitations. Scaling of a peak velocity waveform to yield a mean velocity waveform assumes that these waveforms have the same shape. Although a reasonable approximation under many circumstances, particularly during the systolic flow upstroke, this assumption may be less accurate if extreme velocity profile skewing is present, as may occur in highly curved vessels or in some disease conditions (e.g. aortic stenosis) (Mynard and Steinman, 2013) . Correction of velocity also requires measurement of a diameter waveform, and as such poor-quality imaging of the vessel wall or imaging of very stiff vessels may limit the accuracy of this method. While the gold-standard ultrasound-based method for this purpose is radio-frequency echo-tracking (Hoeks et al., 1990) velocity (U mean ) refers to the cross-sectionally averaged velocity waveform, 'maximum' velocity (U raw ) refers to the instantaneous maximum velocity within the vessel lumen (which may be subject to measurement errors) and 'peak' velocity refers to the highest (mean or maximum) velocity value during the cardiac cycle. arterial locations in the virtual cohort. In the top row, wave speed was calculated using the true local mean velocity, pressure and/or diameter. In the middle row, a random velocity scale error (between −50% and +150%) was introduced. In the bottom row, a random offset error (up to ±20%) in diameter was also introduced and local blood pressure was estimated from the local diameter waveform calibrated to brachial systolic and diastole pressure. Wilcoxon signed rank test due to non-normal distribution. Data presented as mean ± standard deviation. DC = distensibility coefficient; D = diameter; P = pressure; U mean = mean velocity; U raw = maximum velocity Data are mean±SD. * P < 0.01 for difference compared with U mean ; # P < 0.001 for linear relationship U mean ; U mean = mean velocity; U raw = maximum velocity; U mean,α = α-corrected velocity; U mean,α/β = α/β-corrected. Data presented as mean ± standard deviation. arterial locations in the virtual cohort. In the top row, wave speed was calculated using the true local mean velocity, pressure and/or diameter. In the middle row, a random velocity scale error (between −50% and +150%) was introduced. In the bottom row, a random offset error (up to ±20%) in diameter was also introduced and local blood pressure was estimated from the local diameter waveform calibrated to brachial systolic and diastole pressure. Horizontal and vertical lines indicate the mean and standard deviation of the error respectively. Note that X-axis scales differ with location.
