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Abstrakt
Diplomová práce se zabývá dlouhodobým sledováním objektů ve videosekvencích. Cílem
práce je demonstrovat techniky potřebné ke zvládnutí dlouhodobého sledování objektů,
především pak ty jejichž aplikace vede k vytvoření adaptivního sledovacího systému, který
dokáže vhodně reagovat na změnu vzhledu objektu zájmu a nestálou povahu okolního pro-
středí.
Abstract
Master’s thesis addresses the long-term image tracking in video sequences. The project
was intended to demonstrate the techniques that are needed for handling the long-term
tracking. It primarily describes the techniques which application leads to construction of
adaptive tracking system which is able to deal with the change of appearance of the object
and unstable character of the surrounding environement appropriately.
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Kapitola 1
Úvod
Sledování objektů ve videosekvencích je automatizovaná úloha, při které je snahou co nej-
přesněji definovat aktuální pozici vybraného objektu v kontinuální sekvenci snímků. Příkla-
dem takové sekvence může být videozáznam ze sportovního přenosu ve kterém nás zajíma
pozice atleta nebo jiného pohyblivého objektu. Cílem je vytvořit takový algoritmus, který
dokáže za pomocí strojového učení reagovat na pohyb objektu a úspěšně jej detekovat pokud
možno přes celou videosekvenci.
Sledování objektů se stalo jedním z nejpopulárnějších a nejrychleji se rozvíjejících té-
mat v oboru počítačového vidění. Podstatný vliv na to má zejména skutečnost, že sledování
objektů jakožto vědní disciplína stále přináší mnoho výzev. Zároveň je součástí mnoha vý-
znamných problémů řešených v této oblasti. Jeho aplikaci najdeme například v analýze
pohybu nebo detekci událostí. Sledování objektů své uplatnění našlo také v oblastech hard-
ware a software technologií jako například v automatických navigacích, medicínské dia-
gnostice, sportovní analýze, mobilní robotice, zpracování videa, virtuální realitě, vojenské
technologii, interakci člověka s počítačem a v oblasti zabezpečení. Sledování objektu lze
jednoduše definovat jako problém odhadování pohybu daného cíle v sekvenci snímků. Od
úplně zakládních přístupů, jako je sledování jednoho pevně daného cíle bez jakékoliv mož-
nosti adaptace, je dnes v praxi naprosto upuštěno. Pokud je úkolem sledovat zcela náhodný
objekt, jenž může být definován až při běhu aplikace, je potřeba, aby byl sledovací sys-
tém schopen modelovat změny ve vzhledu objektu v průběhu sledování. Z toho důvodu
je dnes největší pozornost věnována metodám nazývaným sledování detekcí (tracking-by-
detection), kde jsou výsledky sledování kombinovány s výstupem detektoru. Pokrok, kterého
bylo v dané problematice v posledních letech dosaženo, umožnil využití detektoru a aplikaci
získaných poznatků přímo na problematiku sledování. Dalším klíčovým faktorem je vývoj
metod, které umožnily trénovát detektor v reálném čase. To poskytuje možnost rozvoje
přizpůsobivosti sledovacích mechanismů.
Tato práce je zaměřena převážně na techniky umožňující dlouhodobé sledování, zejména
pak na metody sledování detekcí. Nejprve bude podrobněji představena problematika on-
line učení s návazností na to, jak k této problematice jednotlivé skupiny metod přistupují.
Prezentace state-of-the-art metod je účelně postavenna tak, aby bylo jasné, co jednotlivé
přístupy spojuje, jaké jsou jejich výhody a nedostatky. Nelze obsáhnout celou oblast dané
problematiky, ale snahou bylo uvést ty nejzajímavější a v současných aplikacích nejpouží-
vanější metody.
Kapitola 2 je zaměřena na specifikaci metod s online učením s tím, že největší důraz
je kladen na klasifikační metody. V závěru kapitoly je uvedeno srovnání těchto metod na
základě testů provedených v letech 2013-2014. V kapitole 3 je představen princip struktu-
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rovaného učení jemuž je věnována převážné část této práce. V návaznosti na tyto principy
pokračuje kapitola 4 kde je popsána metoda Shrink-boost učení, která přidává další kompo-
nenty k uvedenému strukturovanému učení a zároveň přináší jisté optimalizace vzhledem
k implementaci takového učení. Ve zmíněné kapitole je uveden teoretický základ z něhož
vychází implementace sledovače jakožto praktické reprezentace uvedených postupů. Ještě
předtím je však stručně popsán princip boostingu 4.2, který bývá využíván jako součást růz-
ných sledovacích metod za účelem navýšení jejich výkonu, nebo může být použit přímo jako
samostatný sledovací algoritmus. Předposlední kapitola 5 je věnována PLT sledovači, který
byl implementován v rámci této práce. Jsou zde podrobně specifikovány jeho jednotlivé
komponenty s důrazem na to nejzajímavější, čím se sledovač odlišuje od jiných algoritmů
v oblasti dlouhodobého sledování. Závěr kapitoly je věnován úvaze nad optimalizací ně-
kterých komponent na specializovaném hardware a nedostatkům specifikovaného sledovače.
Nedostatky a zároveň výhody PLT sledovače jsou vizualizovány a zkoumány v závěrečné
kapitole 6 určené výsledkům experimentů a jejich analýze. Sledovač je rovněž porovnáván
vůči jiným implementacím sledovacích algoritmů.
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Kapitola 2
Metody s online učením
Cílem této kapitoly je stručná analýza napříč známými metodami sledování objektů. Snahou
bylo tyto metody rozčlěnit podle jejich společných vlastností a zdůraznit tak oblast jejich
použití. Ke všem uvedeným metodám jsou přidány citace na originální publikace kde lze
nelézt potřebné informace k jejich případné implementaci. Vyjímkou je metoda sledování-
učení-detekce, která byla vybrána k porovnání s implementovaným sledovačem a je tedy
podrobněji definována její technická specifikace. Navíc bylo zjištěno, že některé její nasazené
techniky by mohly sloužit jako možné budoucí rozšíření pro vytvořený algoritmus.
Většina metod sledování zahrnuje model objektu, jeho detekci, zpracování informací
a aktualizaci modelu objektu. Pokud bychom vynechali fázi aktualizace modelu, jak tomu
je například u statických template-based metod, které většinou pracují s fixně danými vzory
objektu zájmu, s největší pravděpodobností by použitý algoritmus při dlouhodobém sledo-
vání objektu selhal. Problém je, že tyto metody nepočítají s nevyhnutelnou změnou vzhledu
objektu. Přestože u některých metod může model objektu zahrnovat různé transormované
a deformované vzory výskytu, není ani tento přístup dostatečně adaptivní. Výsledek sledo-
vání totiž neovlivňují pouze aspekty jako deformace tvaru, nestálá struktura a náhlé změny
pohybu objektu, ale také změny okolního prostředí způsobené pohybem kamery, jejím roz-
lišením, okluze a další. Z toho důvodu se tato kapitola zaměřuje převážně na adaptivní
metody sledování objektu, které neustále aktualizují model objektu na základě informací
získaných v průběhu sledování.
Obecně lze rozdělit nejpoužívanější metody v oblasti sledování objektů na dvě skupiny.
První z nich jsou generativní metody založené na hledání vzoru odpovídajícího modelu
objektu (foreground matching). Druhou skupinou jsou klasifikační metody založené na roz-
lišení pozadí od objektu zájmu (background modeling).
2.1 Generativní metody
Pro generativní metody je typické sledování objektu hledáním oblastí v obraze, které jsou
nejvíce podobné modelu daného objektu. Pohyb objektu je definován jako transformace, jež
minimalizuje rozdíl mezi hledaným vzorem a oblastí s největší pravděpodobností na shodu.
Model objektu je aktualizován na základě zabudované online učící strategie, která reaguje
na různé podoby vzhledu objektu. Tato práce je zaměřena výlučně na klasifikační algo-
ritmy, proto jsou zde uvedeni pouze někteří zástupci generativních metod, pro podrobnější
informace jsou přiloženy odkazy na související publikace.
Typickým zástupcem jsou metody využívající EM algoritmus (expectation-maximisation)
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při aktualizaci parametrů modelu objektu [18, 41, 35]. Nejvetší výhoda EM algoritmu spo-
čívá v jeho jednoduchosti a stabilitě. Přesto má i své nedostatky jako například poměrně
časté získání pouze lokálně optimálního výsledku nebo pomalou konvergenci, které mohou
vést až k úplnému selhání sledování.
Řadí se zde i metody využívající analýzy hlavních komponent (principal component
analysis PCA) k rozpoznávání vzorů a analýze obrazu, především pak její inkrementální
varianta (IPCA) [8], která je výrazně méně naročná na pamět a výpočet, a její variace IPCA-
HOG [38]. Pro ucelenější reprezentaci objektu a zachycení možných změn jeho vzhledu, byly
představeny metody [30, 31, 25], jež sestavují řídký podprostorový model s využitím eigen
vektorů získaných z trénovacích dat.
2.2 Klasifikační medoty
Stejně jako snaha rozvíjet sledovací metody ke stále lepším schopnostem přizpůsobit se
změnám vzhledu objektu se u mnohých technik začalo využívat informací získaných zkou-
máním pozadí snímku za účelem zlepšení robustnosti sledování. U klasifikačních metod,
jež jsou známé jako metody sledování detekcí, je proces rozhodování chápán jako binární
klasifikační problém. Binární klasifikátor má za úkol odlišit sledovaný objekt od pozadí.
Následující sekce představuje známé práce vycházející z uvedeného přístupu. Příklady
metod jsou rozděleny do skupin s ohledem na to, kde se odehrává proces online učení,
u každé metody jsou uvedeny její základní charakteristiky.
2.2.1 Adaptace prostoru příznaků
Vlastnosti pozadí snímku a jejich význam při sledování objektu zdůrazňují Collins a Lui
ve své práci [6], v níž prezentují sledovací systém, který se přizpůsobuje změnám tím, že
adaptivně vybírá ten prostor příznaků (feature space), který je nejvhodnější pro sledování.
Předpokládají, že prostor příznaků, ve kterém je nejjednodušší odlišit daný objekt od po-
zadí, je zároveň ten nejvhodnější pro sledování. Například u systému pro detekci tváří se
zaměřením na barvu kůže lze předpokládat, že vhodná volba barevného prostoru značně
zlepší procento úspěšnosti detekce.
Existuje velké množství vlastností, jež mohou být při sledování zkoumány, například
barvy, textury, tvar i pohyb objektu, které lze navíc všechny dále parametrizovat. Není
tedy možné zkoumat celou šíři vlastností naráz. Ve výše zmíněné práci je představena
metoda využívající informací získaných z barevného histogramu. Lineární kombinací všech
tří barevných kanálů lze získat až 49 různých druhů histogramů. Všechny zvolené histogramy
jsou seřazeny na základě měření jejich schopnosti oddělit barevné rozložení definující objekt
a rozložení specifikující pozadí. Nejvhodnější kandidáti jsou následně použiti při označení
pixelů v dalším snímku. Označení určí, zdali daný pixel odpovídá pozadí, nebo hledanému
objektu. Výběru vhodného barevného prostoru pro výpočet histogramu je využito také
v práci [13], která se zaměřuje na problém sledování tváří. Adaptivní volba barevného
prostoru vede ke zlepšení vlastností sledovacího algoritmu s ohledem na zkoumané prostředí,
v němž se může nacházet vícero světelných zdrojů rozlišných typů a osvětlovacích vlastností.
Jak už bylo řečeno, barevný prostor není jediný prostor příznaků, jenž je možné zkou-
mat. Například v situaci, kdy sledovaný cíl a pozadí mají velmi podobné rozložení barev, je
vhodné zvolit jiné hodnotící kritérium. Další informace je možné nalézt v následujících pub-
likacích. Nguyen and Smeulders [29] představili algoritmus, ve kterém jsou objekt a pozadí
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reprezentovány pomocí textur. Wang [36] ve své prácí počítá s velkou množinou rozlišova-
cích vlastností, z nichž jsou kandidáti vybíráni v průběhu procesu sledování s přispěním
informací získaných zkoumáním částic na pozadí snímku.
2.2.2 Boosting
Výše zmíněné metody mají jedno společné. U všech je vybírán nejvhodnější prostor pří-
znaků na základě mechanismu, jenž v reakci na změny ohodnocuje rozlišovací vlastnosti
jednotlivých prostorů příznaků v průběhu sledování. U jiné skupiny metod proces učení
nemá vliv na výběr nejvhodnějšího prostoru příznaků ale ovlivňuje rozhodování binárního
klasifikátoru. Vycházíme z předpokladu, že předem neznáme objekt zájmu a není tedy dost
informací k naučení detektoru před zahájením sledování. Je dána pouze počáteční pozice
objektu v aktuálním snímku. Detektor je pak aktualizován online v závislosti na kontextu
sledování.
Jedním ze zástupců, využívajících zmíněný přístup jsou techniky založené na principu
boostingu [7]. Zástupce této skupiny AdaBoost trénuje slabé klasifikátory na stále složitěj-
ších příkladech a spojením jejich výstupů vznikne silný klasifikátor, který je lepší než kte-
rýkoliv ze slabých. Kolektivní učení (ensemble learning) [1], jehož derivací je také zmíněný
boosting, pracuje s kolekcí slabých klasifikátorů, která je neustále aktualizována. Klasifi-
kátory jsou kdykoliv přidávány a odebírány tak, aby systém reagoval na změny vzhledu
sledovaného objektu nebo přidal nové informace o pozadí. Každý slabý klasifikátor je tré-
nován na pozitivních a negativních příkladech, kde informace získané ze zkoumání objektu
zájmu jsou považovány za pozitivní a informace získané z pozadí jako negativní. AdaBoos-
tem vytvořený silný klasifikátor je použit k označení pixelů následujícího snímku, čímž je
vyprodukována váhová mapa. Na vrcholu mapy se nachází předpokládáné místo výskytu
sledovaného cíle. Poté, co se na získané mapě provede detekce, je nový slabý klasifikátor
natrénován na aktuálním snímku a přidán do kolekce. Nicméně tato aktualizace je vždy
provedena až po získání nových trénovacích dat. Reakcí na to je metoda [10] využívající on-
line verze boosting algoritmu. Kolekce vlastností sledovaného objektu je tak aktualizována
v průběhu procesu sledování.
2.2.3 Selektivní aktualizace
Zmíněné metody se dokáží vyrovnat se změnami vzhledu objektu, krátkými okluzemi nebo
rozmanitým pozadím. Problém ovšem může nastat při neustálé aktualizaci modelu, kdy
dochází k hromadění chyb, které mohou vést k template update problému [28]. S ohledem
na daný problém byly vyvinuty metody, které předpokládají, že sledování nemusí probí-
hat bez chyb, a využívají strategie selektivní aktualizace. Aktualizace je provedena pouze
v případě, že výsledky sledování přibližně odpovídají modelu objektu. Poté mouhou být
nová, neoznačená data zakomponována do modelu systému pracujícího na základě učení
s částečným dozorem (semi-supervised learning) [39]. State-of-the-art metody adaptivního
sledování detekcí se zaměřují převážně na zlepšení robustnosti klasifikátoru. Do této sku-
piny lze zahrnout metody využívající robustní ztrátové funkce [26, 27], multiple-instance
learning neboli MIL [2, 40] a právě metody využívající učení s částečným dozorem [11, 32].
Učení s částečným dozorem dělí trénovací příklady na označená a neoznačená data. Tradiční
klasifikátory jsou trénovány pouze na označených datech, nicméně získání označených dat je
často složitá, drahá a časově náročná činnost. Naproti tomu, neoznačená data je poměrně
jednoduché získat, ovšem jejich využití je značně nepraktické. Učení s částečným dozo-
rem řeší problém tak, že zpracovává velké množství neoznačených dat. Označená data jsou
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získána z prvního snímku a neoznačená data jsou získávána v průběhu sledování. Neozna-
čená data jsou ohodnocena klasifikátorem natrénovaném na označených datech získaných
v předešlých iteracích a data s největší důvěrou jsou přidány do trénovací sady. Existující
varianty učení s částečným dozorem a jejich popis je možné nalézt zde [5, 42].
Mírně odlišný postup můžeme nalézt u metody [17], kde sledování objektu probíhá ve
třech fázích. V první fázi je detektor naučen na dané množině trénovacích dat složených jak
z pozitivních, tak negativních příkladů. V následující fázi proběhne sledování s naučeným
detektorem. V posledním kroku se pak vybere podmnožina snímků, které se využíjí k aktu-
alizaci detektoru pro další iteraci sledování. Snímky, jež jsou určeny k přeučení detektoru,
jsou vybírány na základě SVM (support vector machines) objektivní funkce. Za účelem mi-
nimalizování problému driftu je v tomto algoritmu využito self-paced learning jakožto další
kritérium při výběru vhodných snímků. Self-paced learning je založeno na principu, kdy je
model nejprve učen na jednoduchých datech (snímcích bez okluze) a až poté na komplex-
nějších příkladech (snímcích s částečnou okluzí). Zdali jsou data jednoduchá nebo složitá,
rozhoduje učitel. Důležitou součástí takového učení je také možnost retrospektivy, tj. mož-
nosti znovu prozkoumat předchozí snímky. Jelikož snímky, které se na začátku mohly jevit
jako složité příklady, mohou být po nějaké době přeznačeny na jednoduché.
V neposlední řadě je třeba zmínit také metodu zvanou TLD (Tracking-learning-detection),
jež představili Z. Kalal a spol. [21] a která taktéž patří mezi algoritmy využívající principy
selektivní aktualizace a učení s učitelem. Algoritmus sledování vychází z kombinace výstupu
detektoru a dat získaných pomocí techniky založené na sledování optického toku. Získané
data jsou následně zpracována za pomoci P-N učení [21], které je aplikováno jak na kapra-
dinový klasifikátor, tak na detektor. Tento princip umožnuje TLD efektivně zvládat krátké
i delší okluze. Podrobnější informace k této metodě jsou uvedeny v následující sekci 2.3.
2.2.4 Strukturovaná predikce
Všechny doposud uvedené metody využívající sledování detekcí spojuje následující. Pracují
s online trénovaným klasifikátorem, jehož úkolem je odlišit sledovaný objekt od pozadí.
Aktualizace modelu objektu se pak typicky dělí na dvě fáze: (i) sledování - klasifikátor se
snaží odhadnout pozici zaměřeného objektu pomocí hledání maximálního ohodnocení v lo-
kální oblasti zvolené s ohledem na výskyt objektu v předchozím snímku. Většinou je u toho
využito principu klouzavého okna; (ii) učení, kde je odhadnutá pozice sledovaného objektu
použita ke generování množiny trénovacích dat určených pro aktualizaci klasifikátoru. Učící
fázi u daných algoritmů je pak možné dále dělit na dvě části: (i) generování označených
vzorků; (ii) aktualizace klasifikátoru. Ač je tento přístup značně rozšířen, přináší s sebou
několik problémů. Zaprvé, je nezbytné navrhnout vhodnou strategii vytváření označených
trénovacích dat, což je ovšem problém, u kterého není jasně stanovený vhodný postup. Po-
užívané techniky vycházejí z předem definovaných pravidel, příkladem může být vzdálenost
vzorku od odhadnuté pozice sledovaného objektu, na jejímž základě je vzorek označen jako
negativní, nebo pozitivní. Zadruhé, za předpokladu, že cílem klasifikátoru je správné předví-
dání označení vzorků a cílem sledování je správné odhadnutí pozice objektu. Pak s ohledem
na to, že tyto dva cíle nejsou výlučně spojeny během učící fáze, nelze dále předpokládat, že
maximální přesnost klasifikátoru odpovídá nejlépe odhadnuté pozici objektu. V uvedených
přístupech řeší problém neuspokojivě označených dat navýšením robustnosti klasifikátoru.
Jiný přístup představuje metoda založena na predikci strukturovaného výstupu, jenž
spojuje fázi označení trénovacích dat a odhadnutí budoucí pozice sledovaného objektu do
jediného aktualizačního kroku. Tuto metodu lze nalézt pod označením Struck [14] (Structu-
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red Output Tracking). Cílem tohoto algoritmu je naučit predikční funkci, která dokáže
předpovídat pozici objektu na základě informací o pozici z předchozího snímku a předem
zadefinovaného zkoumaného prostoru. Zkoumaný prostor si lze představit jako množinu
transformací objektu, ve které hledáme tu s nejvyšším ohodnocením.
2.3 Sledovaní-učení-detekce
Lze očekávat, že při dlouhodobém sledování dojde k jeho selhání a právě s tímto předpokla-
dem se snaží pracovat metoda TLD. Ve sledovači TLD jsou ukládány vzory objektu získané
sledováním trajektorie pomocí metody zkoumání optického toku a využívá je k učení detek-
toru. Výhodou takového přístupu je fakt, že každé rozpoznané selhání sledování přispívá ke
zlepšení vlastností detektoru. Na rozdíl od metod sledování detekcí, kam můžeme zařadit
také PLT 5, je detektor využíván pouze pro reinicializaci sledování v případě jeho selhání a
jeho výstup neslouží k aktualizaci sebe sama. Úplným základem metody jsou tedy jednotky
detektor a sledovač, které běží paralelně. Jejich výstupy jsou spojeny v takzvané učící fázi
a pomocí definovaných pravidel jsou ze získaných dat vytvořeny trénovací data, jež jsou
využita k aktualizaci klasifikátoru.
2.3.1 Sledování optického toku
Sledovač ve frameworku TLD pracuje na principu rekurzivního sledování a zároveň je scho-
pen detekovat jeho selhání. Odhaduje pohyb objektu mezi po sobě jdoucími snímky a před-
pokládá, že takový pohyb je limitován a objekt je stále viditelný. V případě zmizení ob-
jektu nebo nějaké dlouhodobé okluze přijde na řadu detektor. Základ algoritmu spočívá
v odhadování optického toku určených bodů za použití metody Lucas-Kanade [4]. Rekur-
zivní sledování nevyžaduje žádné speciální informace o sledovaném objektu, postačí pouze
informace o jeho pozici v předchozím snímku. Z tohoto důvodu je zapotřebí před začát-
kem sledování určit pozici sledovaného objektu definováním bounding boxu, ve kterém se
daný objekt právě nachází. V případě selhání v průběhu sledování se o reinicializaci postará
detektor, není zapotřebí dalšího zásahu uživatele.
Nejprve je určena množina rovnoměrně rozložených bodů uvnitř bounding boxu repre-
zentujícího sledovaný objekt. Právě u těchto bodů je v další fázi odhadován optický tok a
na základě získaných dat je vypočtena pozice objektu v následujícím snímku. Na rozdíl od
jiných metod, kde se takto určené body nefiltrují, je v TLD počítáno s tím, že ne všechny
body mají stejnou informační hodnotu. Sledování pouze spolehlivých bodů vede k oddálení
vzniku driftu, jelikož je sledování méně ovlivněno případným šumem a okluzemi. Zjednodu-
šeně lze považovat za spolehlivé body například body nacházející se v rozích a na hranách.
Naopak není vhodné sledovat body nacházející se ve velké homogenní oblasti. V algoritmu
TLD jsou spolehlivé body určeny na základě informací z diferenciální Lucas-Kanade metody
a měření chyby založeném na normalizované vzájemné koleraci a K-step dopředné-zpětné
chyby.
Měření chyby
Jedna z možností, jak kontrolovat zdali u zvolených bodů byla korektně odhadnuta pozice
pro následující snímek za účelem navýšení robustnosti rekurzivního sledování, je porovnání
čtvercového okolí bodu p a čtvercového okolí bodu bodu p′, který je výsledkem sledování.
Podobnost čtvercových oblastí P1 a P2 je možné měřit pomocí různých metod. Například
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pomocí sumy čtverců rozdílů (SSD), kdy je vypočtena suma druhých mocnin rozdílů pixelů
ze čtvercových oblastí P1 a P2.
SSD(P1, P2) =
N∑
x=1
|P1(x)− P2(x)| (2.1)
Dalším příkladem takového měření je právě výše zmíněná normalizovaná vzájemná ko-
relace (NCC), která je zajímavá tím, že je invariatní vůči lokálním změnám jasové intenzity
a tedy vhodná pro porovnání podobnosti oblastí v obraze. Výpočet korelace je definován
rovnicí 2.2 kde µ1, µ2, σ1 a σ jsou směrodatné odchylky čtvercových oblastí P1 a P2.
NCC(P1, P2) =
1
n− 1
N∑
x=1
(P1(x)− µ1)(P2(x)− µ2)
σ1σ2
(2.2)
Tato podobnostní měření vykazují dobré výsledky, přesto nejsou dostačující k přesnému
určení správně sledovaných bodů. Jak je vidět na obrázku 2.1, kde je bod označený dvojkou
ve snímku It+1 zastíněn překážkou a jako korespondující je označen bod s velmi podobným
čtvercovým okolím. Právě tyto situace, které mohou vést až k selhání sledování, by mělo
vyřešit měření dopředné-zpětné chyby. Toto měření je postaveno na předpokladu, že sle-
dování bodů je reverzibilní. Předpokládejme, že xt je čtvercová oblast kolem sledovaného
bodu v čase t. Dopřednou-zpětnou chybu je možné určit ve třech krocích [20]. Nejprve je
bod xt sledován k-kroků dopředu pomocí metody Lucas-Kanade, výsledkem je trajektorie
T kf . Výsledek tohoto sledování, tedy bod xt+k je dále využit k sestavení kontrolující trajek-
torie. Bod xt+k je sledován zpětně až do původního snímku It a výsledkem je trajektorie
T kb . Posledním krokem je samotné ustanovení dopředné-zpětné chyby, která je definována
jako vzdálenost mezi trajektoriemi T kf a T kb . Tato vzdálenost je v TLD určena jednoduše
jako euklidovská vzdálenost původního bodu xt a konečného bodu xt+k.
ε = |xt − xt+k| (2.3)
Obrázek 2.1: Za pomocí měření dopředné-zpětné chyby jsou penalizovány ty body, které
nemají konzistetní trajektorii mezi danými snímky při zkoumání změny v obouch směrech.
Příklad takového bodu je právě bod 2 na tomto obrázku převzatém z publikace [20].
Dopředná-zpětná chyba je dobrý zdroj informací vzhledem k detekci selhání sledování,
zvláště pokud je aplikovaná na několik po sobě jdoucích snímků. Jak je vidět na obrázku
2.2, kde byla vytvořena chybová mapa měřením chyby na 50 snímcích, body v oblasti
B odpovídající horní části těla chodců jsou vhodné ke sledování, naopak body v oblasti
nohou se velmi rychle mění a proto je jejich sledování náročné. Konkrétně v TDL se měří
dopředná-zpětná chyba na dvou po sobě jdoucích snímcích.
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Obrázek 2.2: Výsledek měření dopředné-zpětné chyby. Chybová mapa tvořena červenými
body, jež reprezentují body s nejspolehlivější trajektorií a intenzity ostatních bodů poměrně
odpovídají jejich spolehlivosti. Převzato z [20].
Výpočet optického toku
Jsou dány dva snímky I a J ve kterých je sledován pohyb zvoleného objektu. Dále je dán
bod u = [ux uy]T patřící do množiny bodů náležící sledovanému objektu v prvním snímku
I. Pak lze definovat sledování jako snahu nalézt takovou pozici v = [ux + dx uy + dy]T
v následujícím snímku J pro kterou platí, že jasové hodnoty I(u) a J(v) jsou si podobné.
Vektor d = [dxdy]T je vektor pohybu daného bodu u, také nazýván jako optický tok. Jak
už bylo zmíněno výše, cílem sledování je najít takovou afinní transformaci definovaného
bounding boxu, která odpovídá pohybu objektu mezi snímky. Takovou transformaci je možné
popsat maticí A, jež vypadá následovně
A =
∣∣∣∣ 1 + dxx dxydyx 1 + dyy
∣∣∣∣ (2.4)
kde koeficienty dxx, dyy, dxy a dyx charakterizují hledanou afinní transformaci daného
bounding boxu. Cílem sledování je tedy nalézt vektor d a matici A, která minimalizuje
zbytkovou funkci  definovanou jako
 =
∑
(x,y)∈W
(I(x+ u)− J(Ax+ d+ u))2 (2.5)
kde W definuje velikost zkoumané oblasti kolem každého sledovaného bodu. Lze před-
pokládat, že vektor posunutí d je malý, díky čemuž je možné nahradit J(Ax+ d) z rovnice
2.5 aproximací
J(Ax+ d) ≈ I(x) + I ′(x)d (2.6)
kde I ′(x) je gradient obrazu I na pozici x. Odhad vektoru d je tedy možné popsat
následující rovnicí
d ≈ J(x)− I(x)
I ′(x)
(2.7)
Je možné předpokládat, že vektor d je dostatečně malý, protože v TLD se využívá pyrami-
dového sledování Lucas-Kanade metodou výpočtu optického toku [4]. Ze vstupního snímku
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je vytvořena pyramida snímků s různou přesností rozlišení. Princip algoritmu vypadá ná-
sledovně. Nejprve je vypočtena hodnota optického toku pro snímek s nejmenším rozlišením
a získané hodnoty jsou poté použity jako inicializační body v nižší úrovni pyramidy. Tyto
hodnoty jsou postupně v rámci nižších úrovní zpřesňovány až do dosažení nejnižší úrovně
pyramidy.
2.3.2 P-N učení
Jedním ze základních přístupů v oblasti strojového učení je bezpochyby učení s učitelem
neboli supervised learning. Takové učení vyžaduje velké množství trénovacích dat a u všech
těchto dat musí být přidané označení, které určí do jaké třídy data spadají. Učení klasifi-
kátoru na těchto datech může probíhat rámcově i několik dní. Takto naučené klasifikátory
mohou a mnohdy i dosahují kvalitních výsledků v různých oblastech automatické detekce.
Přesto je není možné použít v adaptivním systému jako je právě TLD, kde je očekáván
právě jeden příklad hledaného objektu, neexistuje žádné značení řadící trénovací data do
příslušných tříd a všechno učení a aktualizace se provádějí v reálném čase. Vhodným pří-
stupem k naučení klasifikátoru s takto stanovenými podmínkami je učení s částečným dozo-
rem neboli semi-supervised learning. Semi-supervised learning je kompromis mezi supervised
learning a metodami jako je například clustering, kde jsou neoznačená trénovací data tří-
děna do tříd (shluků). Metoda P-N učení se tedy řadí do skupiny metod učení s částečným
dozorem a její základní myšlenka spočívá v tom, že za určitých strukturních podmínek lze
získat trénovací příklady z neoznačených dat a ty následně použít pro binární klasifikaci.
Proces P-N učení je znázorněn diagramem 2.3. Podstatnou součástí takového systému je
zpětná odezva, kterou realizují speciální experti.
Obrázek 2.3: Grafická reprezentace rekurzivního P-N učení. Převzato z [19].
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Zpětná odezva
Základní předpoklad je takový, že detektor a rekurzivní sledování běží paralelně a je tedy
možné jejich výstupy využít k odhadnutí dvou typů chyb, které poskytují potřebnou zpět-
nou odezvu díky níž lze zařadit vstupní data do příslušných tříd. Chyby jsou detekovány
pomocí dvou různých nezávislých strukturních podmínek. První část zpětné vazby obsta-
rává P-expert, který zkoumá temporální strukturu. Jinak řečeno, kontroluje vzory získané
rekurzivním sledováním a je schopný detekovat miss detection. Zároveň poskytuje pozitivní
trénovací příklady. Druhou složkou zpětné vazby je N-expert, který dokáže detekovat false
alarms zkoumáním prostorové struktury. N-expert vychází z předpokladu, že ze všech pří-
kladů získaných detekcí může být pouze jeden příkladem sledovaného objektu a ostatní tedy
mohou být použity jako negativní trénovací data.
V praxi fungují tito experti následovně. P-N učení je nejprve inicializováno v prvním
snímku pomocí učení s učitelem a je tedy k dispozici základní klasifikátor. V každém násle-
dujícím snímku jsou prováděny tyto kroky: (i) vyhodnocení detektoru na aktuálním snímku
(detektor skenuje snímek a produkuje označená data), (ii) odhadnutí chyb detektoru po-
mocí P-N expertů, (iii) aktualizace detektoru s využitím označených trénovacích příkladů,
které jsou výstupem klasifikace expertů. P-expert klasifikuje vstupní vzory jako pozitivní
příklady pokud se oblast v obraze, kterou daný vzor reprezentuje, vysoce překrývá s ob-
lastí náležící aktuálnímu finálnímu výsledku sledování. Naproti tomu N-expert zajistí, že
všechny vzory, které se nepřekrývají s validním výsledkem sledování, budou označeny jako
negativní. Bounding boxy B1 a B2 lze považovat za vysoce se překrývající pokud se jejich
oblasti překrývají aspoň z 60%. Jako nepřekrývající se jsou B1 a B2 posouzeny v případě,
že překryv jejich oblastí je menší než 20%. K získání referenčního výsledku sledování je
neprve provedena integrace výsledků rekurzivního sledování a detekce.
2.3.3 Detektor
Poslední, ale rozhodně velmi zajímavou součástí metody TLD je použitý klasifikátor. Stejně
jako v případě PLT a Struck sledovače využívá principu klouzavého okna, čímž je generováno
velké množství oblastí jež je nutné vyčíslit. K této problematice však přistupuje rozdílným
způsobem. Všechny oblasti nejsou plně zpracovávány, ale jejich počet je postupně zmenšován
kaskádou dílčích klasifikátoru, kde výpočetní náročnost pro jednotlivé klasifikace postupně
roste. Zkoumaná oblast je buďto odmítnuta nebo poslána pro zpracování do další úrovně.
V poslední verzi TLD se tato kaskáda sestává ze tří úrovní: (i) Ohodnocení na základě
variančního filtu. (ii) kolekce slabých klasifikátorů (varianta boostingu) (iii) NN klasifikátor.
První úroveň kaskády využívá variančního filtu. Jsou vyřazeny všechny oblasti u nichž
je rozptyl šedotónové hodnoty menší než 50% oproti rozptylu referenční oblasti definující
předchozí transformaci sledovaného objektu. Rozptyl je možné počítat velmi efektivně a
výsledkem tohoto kroku je vyřazení až 50% ze všech generovaných oblastí, pro které je
značně malá pravděpodobnost, že by se jednalo o sledovaný objekt.
Klasifikátor ve druhém kroku kaskády je velmi podobný metodě boostingu. Kolekce
se sestává z n jednoduchých klasifikátorů. Každý z nich provádí několik porovnání pixelů
vybraných ze zkoumaných oblastí z čehož je vytvořen binární kód, který slouží jako index
pro získání posteriorní pravděpodobnosti. Pravděpodobnost dána jednotlivými klasifikátory
v dané kolekci je zprůměrována a pokud je výsledná pravděpodobnost větší než 50% je oblast
předána k závěrečné klasifikaci.
V poslední fázi zbývá určit pozici sledovaného objektu z přibližně 50 oblastí, což je
poměrně přívětivé vzhledem k faktu, že při generování vstupu je proskenován celý snímek.
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Detekce je prováděna pomocí NN klasifikátoru. NN je zkratka pro nearest-neigbor, jedná
se o klasifikaci neznámého objektu na základě vzdálenosti nejbližšího souseda z pozitivní
a negativní třídy. Jsou porovnávány šablony uložených vzorů a šablony vstupních oblastí.
Dochází k porovnávání celých oblastí pixel po pixelu. Pro porovnání dvou oblastí je využito
normalizované vzájemné korelace.
Kaskáda klasifikátorů je zajímavý způsob jak dosáhnout analýzy celého vstupního snímku
a přitom nezatížit výkon sledovače. Její případná variace by byla zajímavým rozšířením sle-
dovače PLT. Existují i jiné metody provádění efektivní maximalizace diference, jak je na-
příklad uvedeno v kapitole 3.2.2. Bohužel takové metody nejsou použitelné pro klasifikátor
pracující s fixní velikostí oblasti definující sledovaný objekt.
2.4 Porovnání stávajících metod
V posledních několika letech byla sledování objektů ve videosekvencích věnována značná
pozornost. Jedná se o velmi atraktivní oblast výzkumu a to převážně díky velkému rozsahu
potenciálních aplikací těchto systémů. Zároveň se rozhodně nejedná o triviální úlohu. Při
vytváření jednoho algoritmu je třeba vzít v potaz mnoho různých a proměnlivých okolností.
Pokud se tedy někdo rozhodne dané problematice věnovat, rozhodně ocení velké množství
publikací vydávaných na významných konferencích jako ICCV, ECCV a CVPR. Při tak
velkém zájmu o danou oblast a množství prací věnovaných pohybu objektu a jeho sledo-
vání je důležité mít možnost vzájemného porovnání jednotlivých metod, což samo o sobě
není jednoduché. Používání rozlišných datasetů a nekonzistentních podmínek při měření vý-
konu napříč vydanými publikacemi dělá ze zkoumání pokroku v oblasti sledování objektů
ve videosekvencích nelehký úkol. Jako příklad lze uvést sledovací systém, jenž může mít
dobré výsledky při zvládání změn světelných podmínek, ale naopak se nedokáže vyrovnat
se změnami vzhledu objektu způsobenými například jeho natočením.
Následuje porovnání výkonu těch nejzajímavějších metod představených v posledních
letech. Výsledky testů byly převzaty z těchto průzkumů [33, 23, 37, 22]. Protože tato práce je
zaměřena převážně na metody s online učením, které ve většině oblastí předčí jiné přístupy,
jsou i výsledky testů zkoumány pouze z pohledu těchto metod.
Na obrázku 2.4 jsou porovnány metody na základě jejich průměrného F - score. Pomocí
F - score se měří přesnost testů, v tomto případě výsledky Grubbových testů [12]. Je vy-
užito jednostranných grubbových statistik ke zjištění, zdali testované metody nedosáhly
vyjímečného výkonu na některé ze 315 zkoumaných videosekvencí. Nejlepšího výsledného
průměrného skóre dosáhla metoda Struck (STR) [14]. Dobře se uvedly také další systémy
jako TLD [14] nebo FBT [29] řadící se mezi metody pracující na základě výběru vhodného
prostoru příznaků. Stejný výsledek porovnání sledovacích algoritmů deklarují také testy, jež
byly představeny v těchto publikacích [37, 22]. Přesněji řečeno, vítězem testů byly algoritmy
vycházející z myšlenky představené metodou Struck. Nejlepších výsledků ve VOT2013 do-
sáhl, jak je možné vidět v tabulce 2.1, sledovací systém PLT (single scale pixel based LUT
tracker).
PLT provádí klasifikaci s fixním měřítkem pro všechny testované snímky. Cílem je při-
řazení skóre ohraničeným částem snímku, které jsou získány pomocí detekce, a nalezení
oblasti s nejlepším ohodnocením. Klasifikátor využívá binární příznakový vektor sestavený
pomocí informací získaných z barvy, šedotónového obrazu a gradientu. Sledovaný objekt
může být nepřesně definován a ohraničená oblast definující daný objekt může být zašuměná.
Z toho důvodu je pomocí informací získaných z barevného histogramu sestavena pravděpo-
dobnostní maska, jež má za úkol odlišit sledovaný objekt od pozadí.
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Tabulka 2.1: Výsledký testů jsou vizualizovány pomocí A-R hodnocení, které definuje úspěš-
nost sledování jako bod v prostoru hodnocení definovaném jako spojení přesnost-odolnost.
Nejlepší umístění je zvýrazněno červenou barvou, druhé nejlepší modrou a třetí zelenou
barvou.
Experiment 1 Experiment 2 Experiment 3
RA RB R RA RB R RA RB R RΣ
PLT* 7.51 3.00 5.26 4.38 3.25 3.81 5.90 2.83 4.37 4.48
FoT* 4.56 11.15 7.85 5.14 10.84 7.99 3.08 9.19 6.13 7.33
EDFT* 9.14 11.04 10.09 8.14 13.61 10.88 6.52 10.66 8.59 9.85
V momentálně nejaktuálnějším testu z VOT2014 Struck sice nevychází jako vítěz, ale stále
jsou oblasti, ve kterých PLT_14 a PLT_13 poráží ostatní systémy. Velmi dobrých výsledků
na VOT2014 dosáhly metody řídké regrese. Techniky založené na regresi nepotřebují žádnou
hodnotící funkci a odhadují pozici objektu přímo ze zkoumaných intenzit pomocí naučené
regresní mapy. Pro přehled jsou výsledky uvedeny v tabulce 2.2.
Tabulka 2.2: Výsledký testů z VOT2014 jsou vizualizovány pomocí AR rank hodnocení, jež
je použito také ve výše uvedených výsledcích z roku 2013 2.1
základ částečné zašumění
RA RB R RA RB R RΣ Speed
DSST* 5.41 11.93 8.67 5.40 12.33 8.86 8.77 7.66
SAMF* 5.30 13.55 9.43 5.24 12.30 8.77 9.10 1.69
KCF* 5.05 14.60 9.82 5.17 12.49 8.83 9.33 24.23
DGT 10.76 9.13 9.95 8.31 9.73 9.02 9.48 0.23
PLT_14* 13.88 6.19 10.03 13.12 4.85 8.99 9.51 62.68
PLT_13* 17.54 3.67 10.60 16.60 4.67 10.63 10.62 75.92
Po prozkoumání všech stávajících metod jsem se rozhodl v rámci této práce implementovat
sledovací algoritmus vycházející právě z principů metod Struck a její derivace PLT. V násle-
dujících kapitolách jsou podrobně popsány všechny související hypotézy a technické detaily.
V kapitole 3 je popsána metoda Struck a strukturované SVM učení. Následuje kapitola 4
jež se zabývá takzvaným shrink-boost řešením pro výběr příznaků a učení nelineárního kla-
sifikátoru, která je rovněž teoretickým úvodem k poslední kapitole 5, kde jsou uvedeny
implementační detaily zvoleného sledovacího algoritmu vycházejícího z PLT.
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Obrázek 2.4: Křivky definujicí okamžik selhání sledování objektu u jednotlivých metod,
s ohledem na F-score. V legendě jsou uvedeny průměrné F - score jednotlivých algoritmů.
Tmavě šedá oblast reprezentuje části videa, kde ani jeden z algoritmů nebyl schopen sledovat
objekt. Světle šedá oblast grafu reprezentuje části videa, kde všechny algoritmy dokázaly
sledovat objekt korektně. [33]
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Kapitola 3
Strukturované učení
Cílem této kapitoly je definovat vlastnosti a výhody strukturovaného učení a zárověn uvést
sledovač Struck, který učení aplikuje a úspěšně využívá při řešení problematiky dlouhodo-
bého sledování objektů.
Sledování detekcí je široce využíváno v současných systémech. Proces sledování je chá-
pán jako klasifikační problém a techniky online učení jsou využívány pro aktualizaci modelu
objektu. Nicméně, aby k takové aktualizaci mohlo dojít, je nejprve třeba převést odhad-
nutou pozici objektu na kolekci příznaků a určit jejich váhu. U většiny adaptivních metod
sledování detekcí se využívá oddělená jednotka, která označuje data na základě tranformace
podobnostní funkce. Nicméně díky tomuto přistupu není jasné, jaké by měly mít tyto data
označení ve fázi online učení. Jako možné řešení se ukázalo spojení operací označení dat
a odhadu pozice objektu v aktuálním snímku do jednoho kroku [14]. Toto sloučení je možné
právě díky strukturovanému učení.
3.1 Strukturované SVM
Strukturované učení je proces učení, který má za úkol předvídat výstupní data, jimiž nejsou
jednoduché binární vzory, ale vzory s komplexnější strukturou. S jeho využitím lze vytvořit
systém, který dokáže mnohem lépe zpracovávat dostupná trénovací data. Strukturované
učení vychází z princimu metody strojového učení s využitím podpůrných vektorů (zkráceně
SVM).
Proces učení lze chápat jako systém, jenž na vstup dostane kolekci dat a jehož výstupem
je funkce, která může být použita k předvídání určitých příznaků dat získaných v budouc-
nosti. Základní myšlenka strukturovaného SVM je nalezení takové přímky, která optimálně
rozdělí lineární prostor příznaků. K rozšíření SVM pro zpracování dat, jež nelze lineárně
separovat (přímka nestačí, bylo by třeba použít křivku, jež lze popsat pouze velmi složi-
tou funkcí), je třeba pomocí transformace namapovat originální data do nového prostoru.
K tomu se využívají jádrové funkce. Podpůrné vektory jsou body ležící nejblíže dělící nadro-
viny, které mají přímý vliv na optimální pozici nadroviny a jejich klasifikace je poměrně
náročná, mají nejvyšší informační hodnotu pro klasifikační úlohu. Odstranění kteréhokoliv
podůrného vektoru z množiny trénovacích dat by změnilo pozici nadroviny. Hledá se tedy
optimální oddělovací nadrovina, které vytvoří nejširší možné pásmo s trénovacími příklady
na správné straně. Možnost pracovat se strukturovanými daty přináší výhodu propojení
kroků označování trénovacích dat a samotného učení, jak je ilustrováno na obrázku.
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Obrázek 3.1: Ukázka rozdílného přístupu metod využívajících strukturované učení a tradič-
ního přístupu jiných metod sledování detekcí. Na obrázku v pravo jsou znázorněny kroky,
které jsou při strukturovaném učení zakomponovány přímo do procesu učení. Převzato z [14]
3.1.1 Obecné strukturování SVM
Následující rovnice představuje obecný zápis optimalizace pomocí strukturovaných SVM
jaký lze najít v mnoha publikácích. Dále jsou popsány její jednotlivé části a zkoumány
možné variace s ohledem na použité jádrové funkce a zvolené hodnoty koeficientů.
min
w
C
m∑
i=1
y(i)φ1(w
T f (i)) + (1− y(i))φ0(wT f (i)) + 1
2
n∑
j=1
w2j (3.1)
Pro vstupní vzorek x jsou extrahovány příznaky f ∈ Rm+1. Výsledek predikce pro daný
vzorek je pozitivní y = 1 pokud je splněna následující podmínka.
θ0f0 + θ1f1 + θ2f2 + · · ·+ θmfm ≥ 0 (3.2)
Takovýto zápis je možno použit právě díky faktu, že byla aplikována některá z jádro-
vých funcí. Jaké jádrové funkce se běžně používají pro transformaci do vyšších dimenzí a
co vlastně představují bude uvedeno v následující sekci. Bez použití jádrových funkcí by
bylo nutné pracovat s komplexními polynomickými příznaky a místo zápisu v 3.2 by daný
problém vypadal nějak takto.
θ0 + θ1x1 + θ2x2 + θ3x1x2 + θ4x
2
1 + θ5x
2
2 + · · · ≥ 0 (3.3)
Tedy místo příznaků vysokého řádu byla použita funkce podobnosti fi = similarity(x, li)
kde li je bod ve zvoleném prostoru příznaků (tzv. landmark), ke kterému jsou vstupní data
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porovnávána. Pod těmito body je možné představit si například extrahované obrazové pří-
znaky. Samozřejmě tohoto se využívá pouze v případech, kde je cílem získat komplexní
nelineární rozhodovací hranici. Tedy za předpokladu že je potřeba pracovat s daty, jež nelze
jednoduše rozlišit v originálním prostoru, například pomocí přímky. Kdy je nutné pracovat
s komplexními příznaky, ilustruje následující obrázek.
Obrázek 3.2: Ukázka dat, která nejsou lineárně oddělitelná v R2. Avšak po aplikaci jádrové
funkce a převodu do R3 je možné data klasifikovat pomocí dělící nadroviny. 1
Funkce φ je označením ztrátové funkce. Hodnota funkce v prvním případě φ1 vypovídá
o velikosti příspěvku pozitivního trénovacího vzorku y = 1 a hodnota φ0 o příspěvku nega-
tivního trénovacího vzorku y = −1.
Volba konstanty C (ztrátový koeficient) ovlivní vychýlení a rozptyl dané optimalizace
(tzv. bias-variance tradeoff ). Pro velké C má výsledná hypotéza spíše menší vychýlení a větší
rozptyl. Čili není aplikována skoro žádná regularizace a daná hypotéza má větší předpoklady
k problému přeučení (overfitting). Naopak pro malé C je vychýlení větší a rozptyl menší
a hypotéza více tíhne k problému nedoučení modelu underfitting. Jinými slovy je do SVM
přidána dodatečná podmínka k optimalizovanému kritériu, nutná v případě kdy se pracuje
s neseparabilními daty, která penalizuje špatně klasifikované data zvoleným parametrem C,
který lze tedy chápat jako cenu za chybnou klasifikaci.
3.1.2 Jádrové funkce
Zásadní přínos jádrových funkcí je tedy transformace l-rozměrného prostoru x na prostor
definovaný systémem nelineárních funkcí φx, jehož dimenze n nesouvisí s dimenzí prostoru
x, většinou je větší a může být až nekonečná. V namapovaném prostoru se pak hledá li-
neární SVM model, který je však vytvářen v nelineárně transformovaném prostoru a jeví
se tedy nelineární také v původním prostoru x. Jestliže je možné použitý učící algoritmus
vyjádřit formou skalárního součinu dvou vektorů, což je obecná vlasnost stukturovaných
SVM, lze operaci mapování úplně vypustit. Je možné explicitně provést mapování a až
poté operaci skalárního součinu, nebo vše sloučit do jednoho kroku a vypočítat modifiko-
vaný skalární součin. Tento modifikovaný skalární součin není nic jiného než zmiňovaná
1Převzato z http://www.eric-kim.net/eric-kim-net/posts/1/kernel_trick.html
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jádrová fukce K(x, y). Funkci K lze reprezentovat pomocí jádrové matice, která obsahuje
jádrové hodnoty pro všechny vstupní data a splňuje podmínky Gramovy matice. Aby bylo
možné charakterizovat jádrovou funkci s vypuštěním mezikroku mapování, využívá se Mer-
cerova teorému.
Symetrická funkce K(x, y) může být výjádřena jako skalární součin
K(x, y) = 〈φ(x), φ(y)〉
pro zvolené φ za předpokladu, že K(x, y) je pozitivně semidefinitivní, což znamená, že
splňuje následující podmínku∫
K(x, y)g(x)g(y)dxdy ≥ 0 ∀g
jež lze obdobně vyjádřit ve formě Gramovy matice:
K(x1, y1) K(x1, y2) . . .
K(x2, y1)
. . .
...
 pro jakýkoliv vektor {x1 . . . xn}
Jaké vlastnosti by měla použitá jádrová funkce splňovat je tedy poměrně zřejmé. Měla by
to být spojitá, symetrická funkce, kterou lze vyjádřit pomocí pozitivně definitivní Gramovy
matice. Poslední podmínka zajistí, že výsledný minimalizační problém bude konvexní (spadá
do kategorie kvadratického programování) a řešení bude jedinečné. Nicméně se v praxi dají
využít také jádrové funkce, které tuto podmínku nesplňují.
Volba vhodné jádrové funkce závisí na řešené úloze. Například polynomické jádro umožní
modelovat konjukci (zkoumat podobnost) příznakových vektorů až do řádu zvoleného poly-
nomu. Lineární jádro naopak umožnuje rozeznat pouze nadroviny. Následuje krátký přehled
některých běžně používaných jádrových funkcí.
Linerární jádro je nejjednodušší jádrová funkce, která je dána skalárním součinem a vo-
litelnou konstantou c.
K(x, y) = xT y + c
Polynomické jádro je vhodné pro úlohy s normalizovanými trénovacími daty. Sklon funkce
daný jako α, konstanta c a řád polynomu d jsou škálovatelné atributy.
K(x, y) = (αxT y + c)d
Gaussovo jádro je zástupcem radiálních bázových jádrových funkcí. Parametr σ, který
definuje šířku jádra, má významný dopad na jeho vlastnosti a měl by být dobře zvolen
v závislosti na daném problému. Při jeho podhodnocení se bude exponenciála chovat
téměř lineárně. V opačném případě se zrácí prvek regularizace a klasifikátor se stává
náchylným k nepřesnostem trénovacích dat. Gaussovo jádro se prakticky využívá jako
základní jádro pro SVM, jeho hlavní výhodou je univerzálnost. Lze jej integrovat
téměř proti jákékoliv funkci.
K(x, y) = exp
(
−‖x− y‖
2
2σ2
)
19
Exponenciální jádro je velmi podobné výše zmíněnému Gaussově jádru. Liší se v pouze
v mocnině normy.
K(x, y) = exp
(
−‖x− y‖
2σ2
)
Laplaceovo jádro obdobně jako Gaussovo a Exponenciální jádro se řadí mezi radiální
jádra. Je ovšem méně citlivé k zvolenému parametru σ.
K(x, y) = exp
(
−‖x− y‖
2σ
)
Existuje celá řada dalších variací jádrových funkcí, výše jsou uvedeny ty nejznámější. Ve
sledovací metodě Struck, stejně tak i v její derivaci PLT a také sledovači implementovaném
v rámci této práce je použita takzvaná spojená jádrová mapa φ(xi, y). Spojené jádro je
nelineární způsob měření míry podobnosti mezi páry vstup-výstup, tedy K((x, y), (x′, y′))
kde (x, y) a (x′, y′) jsou označené trénovací data. Zápis φx,y značí mapování do prostoru
skalárního součinu 3.4. V případě sledování objektů jde o zvolený způsob extrakce příznaků
a jejich mapování do vektoru.
K((x, y), (x′, y′)) = 〈φx,y(x, y), φx,y(x′, y′)〉 (3.4)
3.1.3 Ztrátová funkce
Volba ztrátové funkce φ(y, y¯) by měla odrážet míru přesnosti správné predikce daného
systému, klesá v závislosti na tom, jak se možný výstup y¯ přibližuje přesnému výstupu y.
Klasické zero-one ztrátové funkce, typicky používané při klasifikaci, se nehodí pro většinu
strukturovaných výstupů. Následují příklady čtyřech ztrátových funkcí běžně uváděných ve
spojení s optimalizačními problémy a řešením klasifikace.
Zero-One je standardní ztrátová funkce používaná při klasifikaci. Není průběžná a tedy
není vhodná pro optimalizaci. Rovna nule pokud x = y, jinak je rovna jedné.
φ(y, y¯) = δ(sign(y¯) 6= y)
Logistická je ztátová funkce spojená s logistickou regresí. Jedna z nejpoužívanějších funkcí.
Je průběžná a umožňuje využití gradientních metod.
φ(y, y¯) = log(1 + eyy¯)
Hinge ztrátová funkce běžně spojovaná s SVM. Je konvexní a průběžná, ale není diferen-
covatelná, což zněmožňuje použití gradientních metod. Narozdíl od logistické regrese,
která nepřižazuje nulovou hodnotu žádnému bodu, penalizuje tato ztrátová funkce
body, které leží na špatné straně dělící nadroviny, ale správně klasifikované body
nejsou nijak penalizovány.
φ(y, y¯) = max(1− yy¯, 0)
Exponenciální ztrátová funkce výrazně penalizuje špatnou predikci. V případě chybné
klasifikace roste chyba exponenciálně. Typických zástupcem využívajícím funkci s touto
charakteristikou je metoda AdaBoost.
φ(y, y¯) = e−yy¯
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Volba ztrátové funkce značně ovlivní rychlost konvergence. Na obrázku 4.3 je vidět průběh
jednotlivých ztrátových funkcí.
Jako vhodná volba se pro strukturovaná data ukázala ztrátová funkce, jež je sestavena
pomocí informací získaných měřením překryvu vstupních dat. V PLT sledovači je použita
ztrátová funkce s exponenciální charakteristikou za účelem definování problému výpočtu
gradientu pomocí metody nejmenších čtverců. V metodě Struck je ztrátová funkce defino-
vána následovně.
φ(y, y¯) = 1− s◦pt(y, y¯) (3.5)
kde s◦pt(y, y¯) definuje míru překryvu oblastí vstupních vzorků. Ztrátovou funkci využitou
při procesu učení lze definovat takto φ : Y × Y → R. Kde φ(y, y¯) vyčísluje ztrátu spojenou
s predikcí y¯, jestliže správná výstupní hodnota je y.
3.2 Sledovač Struck
Přestože strukturované učení s využitím podpůrných vektorů bylo popsáno již dříve v pu-
blikaci [34] a následně v roce 2008 byl představen detekční algoritmu aplikující toto učení
[3]. Až v roce 2011 příchází Sam Hare a spol. s myšlenkou jeho využítí také pro sledovací
metodu [14]. Jak je ukázáno v úvodní kapitole při porovnání metod, jedná se o sledovací
metodu schopnou konkurovat tomu nejlepšímu co v současné době v tomto oboru existuje.
Sledovač struck je tedy realizací výše popsaného strukturovaného učení. V následující sekci
jsou stručně uvedeny některé specifika sledovače s ohledem na to, jak jej ve své původní
práci popsali sami autoři.
3.2.1 Predikční funkce
Cílem sledování objektu pracujícího se strukturovanou množinou dat není naučení klasifi-
kátoru, ale naučení predikční funkce f : X → Y, která přímo odhadne transformaci objektu
mezi jednotlivými snímky. Výstupem je tedy prostor všech možných transformací Y na-
místo binárně označených vzorků dat. V deklarovaném systému jsou potom označená data
definovaná jako strukturovaný pár (x1, y1), ..., (xn, yn) ∈ X ×Y, kde y je požadovaná trans-
formace sledovaného objektu. Predikční funkce f je naučena pomocí SVM. Výstupem je
rozlišovací funkce F : X × Y → R, jež je použita při odhadování pozice objektu v nad-
cházejícím snímku. Narozdíl od multiclass klasifikace, kde je výstupem libovolná konečná
množina označených dat Y = 1, ..,K nebo regrese, kde Y = R a výsledkem je skalární hod-
nota, je výstupem definované predikční funkce strukturovaný objekt. Pro získání rozlišovací
funkce F je použito následující zobecnění SVM.
min
w,ξ
1
2
‖w‖2 + C
n∑
i=1
ξi (3.6)
takové, že ξi ≥ 0, ∀i (3.7)
〈w, φ(xi, yi)〉 − 〈w, φ(xi, y)〉 ≥ ∆(yi, y)− ξi,∀i,∀y ∈ Y\yi (3.8)
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w =
n∑
i=1
∑
y∈Y\yi
αiy(φ(xi, yi)− φ(xi, y))
F(x, y) = 〈w, φ(xi, y)〉
(3.9)
kde f(xi, y) = 〈w, φ(xi, y)〉, φ(xi, y) je spojená jádrová mapa nepřímo definovaná iden-
titou jádra k((x, y), (x′, y′)) = 〈φ(x, y), φ(x′, y′)〉, a ∆(yi, y) je ztrátová funkce, která má za
úkol redukovat počet možných výsledků. Za předpokladu, že získaný strukturovaný výstup
se skládá z příznaku, který určí, zda se jedná o hledaný objekt, a vektoru definujícího pří-
slušnou pozici, potom w ∈ {−1,+1} vypočtené v rovnici 3.9 představuje hledanou váhu.
Na rozlšovací funkci se poté provede maximalizační krok s cílem odhadnout transformaci,
což ilustruje následující zápis
yt = f(x
pt−1
t ) = arg max
y∈Y
F(xpt−1t , y). (3.10)
Rozlišovací funkce F meří kompatibilitu mezi dvojicemi (x,y) a ty, které jsou si nejvíce
podobné, dostanou nejlepší výsledné ohodnocení. Optimalizace určená pomocí podmínek
definovaných v rovnicích 3.6 - 3.8 zajistí, že výsledná hodnota F(xi, yi) je větší než F(xi, y)
o rozdíl daný ztrátovou funkcí ∆, za předpokadu, že y 6= yi. Ztrátová funkce by měla sp-
ňovat podmínku ∆(y, y¯) = 0 pokud y = yi a stejně jako y a y¯ jsou si stále více podobné,
konverguje také ztrátová funkce směrem k 0. Lze ovšem předpokládat, že ne všechny pod-
mínky definované v rovnici 3.8 musí platit ve stejný čas. Ekvivalentní podoba s vypuštěním
některých podmínek je uvedena následující v rovnici
ξi ≥ max
y∈Y\yi
∆(yi, y)− (〈w, φ(xi, yi)〉 − 〈w, φ(xi, y)〉), ∀i (3.11)
Rozlišovací funkci je možné různě optimalizovat, vzhledem k zaměření jejího využití,
pomocí vhodné volby ztrátové funkce ∆, jádra k((x, y), (x′, y′)) a metody, která je použita
pro maximalizaci v rovnici 3.11.
3.2.2 Maximalizační krok
S ohledem na to, že maximalizační krok ve výpočtu 3.10, stejně jako při výpočtu rovnice
3.11, je potřeba provést mnohokrát v průběhu učení, je vhodné tento krok počítat s nej-
lepší možnou optimalizací. Za předpokladu, že se jedná o metody pracující s ohraničujícími
obdelníky a nejedná se o segmentaci podle jednotlivých pixelů, nabízí se použít princip
klouzavého okna, kdy se počítá funkce kvality (podobnosti s hledaným objektem) v celém
obraze, postupně přes mnoho podoblastí a maximální hodnota je brána jako aktuální po-
zice objektu. Takovéto řešení úlohy hrubou silou může být velmi pomalé a jeho náročnost
exponenciálně roste společně s velikostí prohledávaného snímku a vzniklé množiny Y všech
podoblastí. Pro snímek velikosti n × m může počet všech možných podoblastí odpovídat
řádu n2m2.
Za účelem snížení náročnosti takovéhoto vyhledávání vznikly různé heuristiky, které
se snaží redukovat počet prohledávaných podoblastí a tím pracovat pouze na určité pod-
množině ohraničujících obdélníků Y˜ ⊂ Y. Převážně se omezují pouze na zkoumání oblastí
pevné velikosti přes hrubě definovanou mřížku možných pozic. Další možností je vyloučení
některých oblastí před zpracováním, kdy jsou zachovány pouze ty, které slibují velkou šanci
k nalezení hledané pozice objektu. Něco podobného využívá metoda TLD, kde je detekce
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prováděna v kaskádě. Nejprve jsou oblasti zkoumány jednoduššími hodnotícími mechanismy
a až poté jsou aplikovány robustnější techniky na malou množinu slibných oblastí. U těchto
heuristik je dosaženo zrychlení prohledávání za cenu snížení odolnosti celého sledování (to-
hle neplatí v případe TLD, kde je celá kaskáda velmi dobře navržena). Zvyšuje se u nich
pravděpodobnost špatné estimace nebo úplného selhání sledování.
Je zřejmé, že ideálním řešením by byla heuristika, jež by zajistila nalezení globálního
maxima v celém snímku s co nejlepší přesností a zároveň byla schopna redukovat velikost
prohledávané množiny Y˜. Odpovědí na toto je metoda větví a mezí (branch-and-bound) a
její aplikace v podobě efektivního prohledávání podoblastí [24] (efficient subwindow search,
ESS). Metoda řeší optimalizační problém přes strukturovaný prohledávaný prostor namísto
iterace skrz všechny možné oblasti. Přirozeně tak směřuje směrem k maximu. Strategie
této techniky spočívá v uchovávání prioritní fronty ohraničujících obdelníků, které jsou
řazeny podle horní hranice zvolené hodnotící funkce. Vstupní snímek je hirearchicky dělen na
disjunktní podoblasti, zatímco jsou ve frontě uchovávány ohraničující obdelníky pro každou
z vzniklých oblastí. Oblasti s nejvyšším ohodnocením jsou zkoumány nejdříve a dále děleny
dokud v aktuálně zkoumané podoblasti nezůstane pouze jeden obdelník. Pokud je jeho
výsledné ohodnocení lepší než ohodnocení všech zbylých podoblastí je nalezeno optimální
řešení. EES sice pracuje přes celý vstupní snímek, protože jsou však slibné oblasti zkoumány
prioritně, dochází k úplnému vynechání velkých částí snímku. Navíc algoritmus zajištuje
konvergenci k optimálnímu globálnímu řešení a tím dále zlepšuje robustnost sledování.
Bohužel je nutné aby zvolená hodnotící funkce mohla počítat s různě velkými ohraničujícími
obdelníky, což například neplatí pro PLT, jež je postaveno na předpokladu jejich fixní
velikosti.
Algoritmus sledování
Před tím, než je možné zakomponovat podpůrné vektory do učící fáze algoritmu sledo-
vání objektu ve videosekvencích, je třeba vyřešit otázku omezení jejich maximálního počtu,
jelikož jejich počet v průběhu času narůstá. Výpočet rozlišovací funkce F (x, y) zahrnuje vý-
počet jádrových funkcí mezi (x,y) a každým podpůrným vektorem, což vede k přirozenému
nárustu výpočetních i paměťových nároků, jež se zvedají s roustoucím počtem podpůrných
vektorů. Z toho důvodu se v algoritmu pracuje s pevně daným maximálním počtem vektorů.
Pokud se vektorům vyhrazený prostor zaplní a je zapotřebí přidat nový podpůrný vektor,
vybere se ze stávající množiny takový vektor, který se co nejméně liší od váhového vektoru
w (měřeno pomocí 3.12), a ten je následně vyměněn za nový. Při hledání vhodného vektoru
pro nahrazení je třeba vzít v potaz také podmínky stanovené v optimalizačním kroku.
‖∆w‖2 = βy2r {〈φ(xr, y), φ(xr, y)〉+ 〈φ(xr, yr), φ(xr, yr)〉 − 2〈φ(xr, yr), φ(xr, yr)〉} (3.12)
V následujícím algoritmu 1 je demonstrována základní myšlenka metody Struck tak, jak je
uvedena v práci [14]. Funkce Optimalizace() zahrnuje optimalizaci provedenou v procesu
učení rozlišovací funkce, konkrétně pak ve výpočtech 3.6 - 3.8. Kroky 2 a 3 lze chápat jako
nalezení transformace, která definuje změnu pozice objektu, získané jako výstup diskrimi-
nační funkce F a její využití při výpočtu nové pozice objektu. Počet kroků optimalizace
bývá v praxi zvolen následovně nR = nO = 10.
23
Algoritmus 1 Struck: strukturální SVM v průběhu sledování
Vstup: ft, pt−1, St−1
Výstup: pt, St
1: odhadnutí pozice objektu
2: yt = arg maxy∈Y F(xpt−1t , y)
3: pt = pt−1 ◦ yt
4: ZpracováníNovýchSV()
5: Optimalizace()
6: AktualizaceMnožinyVektorů()
7: pro j = 1; j < nR; j++ opakuj
8: ZpracováníStarýchSV()
9: Optimalizace()
10: AktualizaceMnožinyVektorů()
11: pro k = 1; k < nO; k++ opakuj
12: Optimalizace()
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Kapitola 4
Shrink boost metoda
Cílem této kapitoly je přiblížit známé techniky, ze kterých bylo čerpáno při návrhu imple-
mentace sledovače PLT popsaného v navazující kapitole.
I když se nejedná o metodu, jež by vznikla konkrétně za účelem adresovat některý
z problémů spojený se sledováním objektů, je shrink-boost metoda [15] úzce spojena s PLT
sledovacím algoritmem. Klasifikátor vzniklý použitím shrink-boost by měl vykazovat lepší
výsledky s ohledem na rozsah použití (tzn. má lepší vlastnosti generalizace), narozdíl od
klasických greedy based boosting metod. Cílem algoritmu je vyřešit minimalizační problém
pomocí dvou kroků. Nejprve boosting, kdy je multi-dimenzionální klasifikátor naučen na
celé množině příznaků, čímž se zabrání problému přeučení na některé konkrétní příznaky.
Dalším krokem je takzvaný shrinkage, jinak řečeno jde o eliminaci těch příznaků, které
mají nejměnší rozlišovací vlastnost. V podstatě tak vznikne řídký vektor, jenž definuje
klasifikační nadrovinu.
4.1 LUT klasifikátor
Z hlediska řešení obecné úlohy hledání hranice, jež odděluje určité třídy ve vstupním pro-
storu, nelze předpokládat, že budou dostatečné lineární oddělovače (přímky, roviny, nadro-
viny). Existují učící metody, které jsou schopny reprezentovat obecné nelineární funkce, jako
například mnohovrstvé neuronové sítě. Jejich nevýhodou je komplikované hledání velkého
počtu vah v mnohorozměrném prostoru a riziko uváznutí v lokálním minimu. Alternativou je
metoda nelineárních podpůrných vektorů, která umožňuje použití efektivních algoritmů pro
nalezení lineární hranice a zároveň reprezentování vysoce složité nelineární funkce. Obecně
se taková třída klasifikátoru nazývá jádrové klasifikátory.
Klasifikátor ve zmíněné publikaci [15] je modelován jako množina aditivních LUT (loo-
kup tabulek). Klasifikátor je ve své podstatě nelineární, proto jsou příznaky transformovány
pomocí jádrové funkce do mnohorozměrného prostoru, kde může být klasifikátor definován
jako nadrovina dělící daný prostor a výpočetní problém linearizován pro lepší možnosti
implementace a rychlejší trénování. Aby bylo možné implementovat lineární klasifikátor, je
třeba nejprve transformovat vektor příznaků tvořený konkatenovanými histogramy s vyu-
žitím zvoleného mapování.
4.1.1 LBP příznaky
Mnohorozměrný vektor vytvořený konkatenací histogramů je získán z dat extrahovaných
použitím různých LPB (local binary patterns) kvantizací aplikovaných na vstupní data.
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S tímto prostorem příznaku pracuje představená detekční metoda, která je nejprve na-
trénována s využitím shrink boost učení na možině trénovacích dat a až poté použita ke
klasifikaci. Z názvu použitého prostoru příznaků je zřejmé, že získat takovéto příznaky je
výpočetně poměrně náročná operace a tedy nevhodná pro sledovací metodu pracující v re-
álném čase. Ovšem pokud se daná úloha omezí pouze na jednoduché LBP příznaky získané
ze vstupního snímku převedeného do různých barevných prostorů, lze pracovat s mnoho-
rozměným binárním vektorem příznaků i v reálném čase.
Pro výpočet LBP kvantizace se použije lokální okolí o velikosti 3×3 pixelů, kde p, q jsou
porovnávané pixely ze zvolené oblasti. Výsledná LBP hodnota je vypočtena porovnáním
osmi párů pixelů z daného okolí. Tím, které pixely jsou vzájemně porovnávány, se liší
jednotlivá schémata zvolených kvantizací. Jaké druhy schémat mohou být například použity,
je ukázáno na obrázku 4.1. Výpočet LBP hodnoty je dán následující rovnicí 4.1.
LBP =
8∑
i=1
2i−1δ(pi > qi), δ(z) =
{
1 if z is true
0 if z is false
(4.1)
Obrázek 4.1: Příklady schémat pro různé kvantize [15], při využití klasických LBP zkou-
majících osmiokolí daného bodu.
4.1.2 Mnohorozměrný vektor příznaků
Na vstupu je předpokládán snímek v RGB(x,y) barevném prostoru. Pro lepší robustnost
je tento snímek rozdělen na pět různých barevých kanálů. Jako vhodná se ukázala trans-
formace na tři YCbCr barevné kanály a použití bilaterálních filtrů k získání gradientní
informace. Filtr dolní propust je aplikován na šedotónový snímek, čímž je určena nízko
frekvěnční strukturální charakteristika vstupního obrazu. Filtr horní propusti je rovněž po-
užit na šedotónový snímek za účelem určení vysokofrekvenční strukturální charaktreristiky
například používané k detekci hran.
Jednotlivé snímky reprezentující transformovaná vstupní data jsou poté dány na vstup
variacím LBP kvantizací. V případě offline detekční metody se použijí až čtyři různé LBP
kvantizace, pro každý kanál C a kvantizaci K je vytvořen histogram. Navíc každý vstupní
snímek je rozdělen na B vzájemně se nepřekrývajících oblastí, ze kterých se dané histo-
gramy vypočtou. Výsledný rozměr vektoru tvořeného konkatenací získaných histogramů je
26
Obrázek 4.2: Příklad extrahových obrazových kanálů, které jsou dále zpracovávány na pří-
znaky a konkatenovány do výsledného příznakového vektoru.
definován takto DIM = B ×K × C × 256. Použitím mnohonásobných LBP kvantizací se
zajistí prostor příznaků, jenž je schopný vyrovnat se s nekvalitnímy zašuměnými vstupními
daty.
4.2 Princip boostingu
Před finálním popisem shrink-boost učení je uvedeno několik doplňujících informací k sa-
motné technice boostinu.
Boosting [9] je obecná metoda využívaná ke zlepšení přesnosti jakéhokoliv učícího algo-
ritmu. V principu je toho dosaženo kombinací N hypotéz, které byly získány opakovaným
učením na trénovacích datech z různých datasetů. Jednotlivé datasety jsou tvořeny výbě-
rem vzorků ze základní trénovací množiny dat D, jsou to tedy podmožiny dat Dx, kde platí
nx < n (n je počet prvnků v dané množině). Získané množiny dat jsou následně použity
při trénování slabých klasifikátorů.
Za slabý je považován takový klasifikátor, který vykazuje pouze mírně lepší výsledky
než náhodná volba. V rámci binárního rozsahu je to takový klasifikátor, jehož chybovost
je menší než 50%. Hypotéza h slabého klasifikátoru je získána aplikací učícího algoritmu.
Slabé klasifikátory mají často podobnou klasifikační vlastnost, ale protože jsou trénovány
na různých datech, jejich výsledná ohodnocení jsou odlišná. Počet trénovacích dat v jednot-
livých podmnožinách nx není přesně určen. Obecný požadavek je takový, aby se trénování
účastnily všechny vzorky z množiny D a aby jejich rozložení mezi jednotlivými podmnoži-
nami bylo přibližně rovnoměrné. Samozřejmě u online verze boosting algoritmu nepracujeme
s předem danou konečnou množinu dat. Jak se online varianta boosting algoritmu odlišuje
bude uvedeno později.
Silný klasifikátor je získán lineární kombinací N slabých klasifikátorů. Výsledné klasifi-
kační rozhodnutí pro testovací vzorek x je založeno na diskriminační funkci, která je dána
váhovým součtem výsledků jednotlivých klasifikátorů.
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g(x) = [
n=N∑
n=1
αkhk(x)] (4.2)
Slabému klasifikátoru je přiřazena váha αn na základě jeho chybovosti zjištěné na dané
trénovací množině dat. Stejně tak je váha přidělena každému vzorku z trénovací množiny
D. Tato váha určuje, jaká je pravděpodobnost, že bude daný vzorek vybrán do podmnožiny
trénovacích dat pro jednotlivé slabé klasifikátory. Je-li vzorek daným klasifikátorem určen
správně, jeho váha se sníží a tím klesá šance, že bude opětovně vybrán. V opačném případě
tato šance narůstá. Díky tomuto přístupu se trénování soustředí převážně na obtížná data.
Na počátku jsou váhy jednotlivých vzorků rozloženy rovnoměrně.
4.2.1 AdaBoost
Asi nejznámějším příkladem boosting algoritmu je AdaBoost (adaptive boosting), jenž umož-
nuje při návrhu přidávat slabé žáky tak dlouho, dokud není dosažena určitá požadovaná
nízká hodnota klasifikační chyby skupiny klasifikátorů. AdaBoost redukuje trénovací chybu
exponenciálně v závislosti na rostoucím počtu klasifikátorů. Na obrázku 4.3 lze vidět po-
rovnání ztrátové funkce metod AdaBoost, SVM a logistické regrese (jež je alternativou
k lineární regresi). Logistická regrese s aplikovanou L1 regularizací je vlastně obdoba Ada-
Boost, regularizací se dosáhne řídké reprezentace. Použitím L2 regularizace se docílí rovnosti
(uhlazenosti), tedy podobné vlastnosti jako má SVM.
Obrázek 4.3: Ukázka rozdílu ztrátových funkcí zmíněných metod strojového učení 1.
Celou proceduru AdaBoost lze zapsat následujícím pseoudokódem 2. Nechť Wk(i) je k-té
diskrétní rozdělení vah přes všechny trénovací vzorky, αk je vypočtená váha klasifikátoru
Ck a Zk je normalizační konstanta.
4.2.2 Online boosting
Důležitou podmínkou pro vytvoření online verze boosting algoritmu je pevně daný po-
čet slabých klasifikátorů. Protože zatím co u základní verze se využívá množina vzorků
k aktualizaci jednoho klasifikátoru, tak u online varianty je k dispozici jen jeden vzorek
k aktualizaci všech slabých klasifikátorů a jejich příslušných vah. V online boosting algo-
ritmu je tedy dána fixní množina slabých klasififikátorů, aktuální vstupní trénovací vzorek d
a online učící algoritmus, který bere jako vstup současnou hypotézu a vrací aktualizovanou
hypotézu. Dnes už existuje celá řada online učících algoritmů, jež lze použít k aktuali-
zaci hypotézy. Základní otázka je, jak lze určit váhovou distribuci jednotlivých vstupních
1Převzato z http://www.stat.ucla.edu/~ywu/AB/adjust.html
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vzorků. Narozdíl od obecné varianty totiž není předem známá obtížnost daného vzorku.
Na začátku je váha každého vstupního vzorku λ rovna 1. Váha λ udává míru učení pro
konkrétní slabý klasifikátor. Klasifikátor je tedy aktualizován s ohledem na aktuální váhu
λ a ohodnotí vstupní vzorek d. Pokud je vzorek zařazen do špatné třídy, příslušná váha je
zvýšena, jinak je snížena. Výsledné ohodnocení pro nové vstupy je stejně jako u základní
verze dáno kombinací ohodnocení všech slabých klasifikátorů z množiny hm. Je dokázáno, že
online algoritmus konverguje ke stejným výsledkům jako obecný algoritmus, pokud pracuje
se stejným datasetem a počet iterací se blíží k nekonečnu.
Algoritmus 2 AdaBoost
Vstup: D =
{
x1, y1, ..., x
n, yn
}
, kmax,W1(i) = 1/n, i = 1, ..., n
1: pro k = 0; k ≤ kmax; k++ opakuj
2: trénuj slabého žáka Ck pomocí vzorků z D vzhledem k Wk(i)
3: Ek ← trénovací chyba Ck měřená na D vzhledem k Wk(i)
4: αk ← 12 ln
(
1−Ek
Ek
)
5: Wk+1(i)← Wk(i)Zk ×
e
−αk pro hk(xi) = yi (správná klasifikace)
eαk pro hk(xi) 6= yi (chybná klasifikace)
vrátit Ck a αk pro k = 1, ..., kmax (vrací klasifikátory a jejich váhy)
Jak se tedy liší boosting například od SVM? Cílem obou algoritmů je maximalizovat rozdíl
mezi klasifikovanými daty. SVM se snaží co nejvíce separovat jednotlivé třídy tak, že po-
užívá jádrové funkce k tomu, aby převedla trénovací data z daného vstupního prostoru do
vícedimenzionálního prostoru, kde následně hledá nadrovinu, jež vstupní data optimálně
oddělí a pomocí regularizačních parametů dále vyrovnává získaný model a snižuje klasifi-
kační chybu. Zatímto SVM explicitně maximalizuje minimální rozdíl mezi třídami, boosting
se snaží dosahnout stejného výsledku tím, že minimalizuje ztrátovou funkci nepřímo vztaže-
nou k rozdílu mezi jednotlivými třídami. Vzhledem k tomu, že boosting je obecná technika
ke zlepšení výsledků jakéhokoliv klasifikátoru, existuje řada publikací, které se zabývají
kombinací obou přístupů. Ať už jde o AdaBoost využívající SVM jako slabé klasifikátory,
nebo opačně snaha dosáhnout lepších výsledků SVM využívající boosting.
4.3 Gradientní sestup
Jak už bylo řečeno v úvodu této kapitoly, v tomto kroku je cílem vyřešit minimalizační
problém, jehož formální zápis představuje rovnice 4.3. Kde funkce L() zastupuje boosting
operaci a R(), neboli regularizace (shriking), zajistí odstranění těch příznaků, které nijak
nepřispívají ke zlepšení rozlišovací vlastnosti výsledného klasifikátoru. Je dokázáno, že výběr
pouze těch příznaků, jejichž rozlišovací vlastnost je nejvetší, nepomáhá pouze k lepšímu
výkonu sledovacího algoritmu, ale příspívá také k přesnosti sledování.
L = arg min
L
{L(L) +R(L} = arg min
L
{
M∑
m=1
exp(−ymL • Zm) + ‖L‖1,2} (4.3)
Výsledkem je pak řídký klasifikátor L implementovaný jako sada aditivních LUT. Multi-
dimenzionální vektor konkatenovaných histogramů je pomocí mapování převeden na matici
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Z, v případě PLT sledovače jde přímo o mnohorozměný binární vektor. K nalezení mini-
mální podoby dvou konvexních funkcí jsou použity dva iterativní kroky. Jež definují princip
regresní analýzy. Regresní analýza je statistická metoda, při níž je snaha odhadnout hod-
notu jisté náhodné veličiny na základě daných nezávislých proměných. Regresní analýza se
v praxi využívá v mnoha oborech a strojové učení je jedním z nich. Základním příkladem
je Lineární regrese od níž lze odvodit také SVM optimalizaci.
1. Krok gradietního sestupu
Lt+
1
2 = Lt − λt∆Lt, kde ∆L = ∂L(L)
∂L
2. Regularizační krok
Lt+1 = arg min
{
1
2
||Lt − Lt+ 12 ||2 + λtR(L)
}
4.3.1 Metoda nejmenších čtverců
Pro lineárně oddělitelné třídy lze nalézt optimum vzhledem k chybové funkci iterativní
minimalizací chybové funkce pomocí gradientního sestupu. Při lineární neoddělitelnosti je
třeba zvolit jinou metodu. Hledání minimální hodnoty gradientu lze v rošířené dimenzi řešit
jako problém regularizovaných vážených nejmenší čtverců (regularized weighted least squa-
res) pro analýzu vysoce rozměrných dat. Obecnou metodu nejmenších čtverců je možné
popsat jako hledání aproximace řešení pro přeurčené lineární systémy s využitím regresní
analýzy. V základní podobě je možné přirovnat tuto metodu k lineární regresi. U lineární
varianty je známo analytické řešení daného problému. Pokud takové řešení neexistuje, mlu-
víme o nelineální metodě nejmenších čtverců a taková se obvykle řeší numericky, postupným
zpřesňováním výsledné chyby v každé iteraci. Nelineární analýza je nutná v případě, kdy
je hledaný model určen nelineární funkcí o n neznámých tak, aby co nejlépe vyhovoval
množině m vstupních datových bodů (m > n).
Problém: nalézt takové mapování F : Rn → Rm kde platí:
min
x
1
2
‖F (x)‖22 = minx (
1
2
F (x)TF (x)) = min
x1...xn
1
2
[F1(x1 . . . xn)
2 + · · ·+ Fm(x1 . . . xn)2] (4.4)
Pro představu, v jednorozměrném prostoru by k nalezení minima dané funkce bylo zapotřebí
splnit podmínku: f(x) je minimální pro takové s, že platí f ′(s) = 0 nebo neexistuje. Pokud
je funkce f diferencovatelná, pak k nalezení minima musí platit, že první derivace této
funkce je rovna 0. Ovšem ani toto nezajistí, že je nalezeno lokální minimum, je pouze jisté,
že byl nalezen lokální extrém. Ke zjištění typu nalezeného minima je nutno provést další
kontrolu, například pomocí určení hodnoty druhé derivace.
Definice pro n-rozměrný prostor je obdobná, pouze na vstup funkce f : Rn → R je dán
vektor x¯ velikosti n. Taková funkce je minimální v místě, kde její gradient je roven 0.
f(x1, . . . xn) je minimální pro s1, . . . sn =⇒ ∆f(s) = 0 (4.5)
Hledaný minimální gradient není nic jiného než vektor všech možných parciálních deri-
vací, jenž je možné definovat takto.
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∆f =

∂f
∂x1...
∂f
∂xn
 (4.6)
Cílem je tedy nalézt takový vektor x¯, pro který bude gradient nulový. Protože se však
stále jedná o řešení systému n × n nelineárních rovnic, je zřejmé, že pro daný problém
neexistuje žádné jednoduché a jednoznačné řešení. Standardní metodou pro řešení tako-
výchto systémů je Newtonova metoda. Dříve než bude ukázáno využití Newtonovy metody
při postupné iteraci k optimálnímu výsledku, je vhodné definovat, co znamenají pojmy
vážený a regularizovaný, jež byly zmíněny v úvodu této sekce. Jedná se o úpravy obecné
metody nejmenších čtverců a právě tyto úpravy jsou specifické pro její aplikaci při učení
nelineárního klasifikátoru.
Regularizace je v této práci zmíněna několikrát a není divu, protože je ve strojovém
učení hojně využívána. Přidáním dodatečných omezení do výsledného řešení je totiž možné
dosáhnout zlepšení zobecnění a naučení řídkého modelu, což je jeden z důvodu proč se
využívá i v metodě nejmenších čtverců. Druhý důvod vyplývá z řešení RLSW pro nelineární
systémy. Právě regularizace totiž pomáhá jednoznačně určit řešení i v případě numerických
metod, kde optimalizační problém může mít nekonečně mnoho řešení.
Vážená metoda nejmenších čtverců je varianta, kde je vstupním datům, pro něž je hledán
optimální určující model, přiřazena váha spočítaná na základě dalších informací. Je totiž
dost pravděpodobné, že ve vstupních datech budou i taková data, jež se vymykají hledané
obecné definici. Ať už se jedná o nějaké extrémní okrajové případy nebo chybné přiřazení.
Nejlépe je vidět, jaký vliv mají tyto příznaky na grafu 4.4. Je tedy vhodné přiřadit těmto
příznakům menší váhu a tím je penalizovat oproti datům, jejichž pozitivní příspěvek na
výsledný model je jednoznačný.
Obrázek 4.4: Ukázka rozdílu mezi výstupem obecné metody nejmenších čtverců a její variace
s přidáním vah pro vstupní data.
Jsou definovány všechny potřebné pojmy a závisloti, lze tedy ukázat, jak uvedené in-
formace souvisí s učením pomocí shring boost metody. K vyjádření exponenciální ztrátové
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funkce v rovnici 4.3 je využit Taylorův rozvoj. Při zápisu wm = exp(−ymL • Zm) má vý-
sledné řešení metody regularizace nejmenších čtverců k získání gradientu ∆L takovouto
podobu.
∆L = arg min
ΔL
{1
2
‖∆L‖2 +
M∑
m=1
wm(∆L • Zm − ym)2} (4.7)
Kde M udává počet trénovacích vzorků, regularizace ‖∆L‖2 je použita proto, aby ∆L
zůstalo dostatečně malé a docházelo ke konvergenci funkce vyjádřené pomocí Tayolorovy
řady. Získané váhy vzorků wm určují, jak moc je vzorek relevantní vzhledem k hledanému
optimálnímu řešení.
Jak už bylo zmíněno dříve, zde přichází na řadu Newtonova metoda. Existují ovšem dva
možné pohledy na to, jak dosáhnout cílů stanovených na začátku 4.3. Jednak je možné dí-
vat se na stanovený úkol jako na přímé hledání minimálního gradientu. Jedná se o primální
formu a jako taková se nazývá stochastický gradientí sestup (SGD - stochastic gradiend
descent). Její formální definice v podstatě odpovídá zápisu 4.7. Princip metody spočívá
v neustálém opakování sekvence kroků s náhodně vybranými vzorky, při níž je upravována
(snižována) míra učení tak, aby byla zajištěna konvergence. V každém kroku jsou aktualizo-
vány jednotlivé parciální derivace a tak se děje, dokud se nedosáhne požadované přesnosti.
Což je jednoduché řešení, kde je optimalizace přímo závislá na zvolené ztrátové funkci,
existuje však mírně odlišný přístup, který vykazuje lepší výsledky vzhledem k rychlosti
optimalizace.
Zmíněným přístupem je takzvaná duální forma, která vznikne přetvořením primální
formy tak, že minimalizace gradientu není naučena přímo, ale pomocí speciálních duálních
proměných α. Duální proměné jsou v tomto případě váhy jednotlivých vzorků v trénovací
množině. Cílem učení je pak optimalizovat váhy trénovacích vzorků namísto přímého učení
klasifikátoru. Formální zápis duální formy, s ohledem na předešlé ustanovení, je uveden
v rovnici 4.8, převzato z [15].
Dual form: D(αm) =
1
2
M∑
m=1
M∑
m=1
αmαnZmZm +
1
2
M∑
m=1
α2m
2wm
−
M∑
m=1
αmym (4.8)
Principiálně jde o stejný algoritmus jako pro primální formu. Stále se v jednotlivých
iteracích pracuje s náhodnými trénovacími vzorky, ale odpadá kontrola míry učení. Místo
gradientu je vypočena váha daného vzorku ∆αm pomocí duální aktualizace. Takto zís-
kaná váha je pak použita k aktualizaci obou parametrů, jak primálních, tak duálních 4.9.
Výhodou takového přístupu je mnohem rychlejší konvergence.
αim ← αi−1m + ∆αm
wi ← wi+1 + ∆αm
λn
xm
(4.9)
Při řešení dané duální formy daného problému pomocí Newtonovy metody je nejdříve
nutné udělat prvotní odhad duálních proměnných αm. Pro jednoduchost je možno položit
αm = 0. Váha trénovacího vzorku ∆αm v iteraci Newtonovy metody (aktualuzaci duálních
proměných) je dána jako podíl první a druhé derivace vektorové váhové funkce D(α).
αi ← αi−1 + D
′(αi)
D′′(αi)
(4.10)
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Při použitém mapování vektoru příznaků do matice Z jsou derivace získány následovně
(praktické řešení použité u PLT je uvedeno v kapitole 5.4).
D′(αi) = ∆L • Zi − yi + α
2wi
(4.11)
D′′(αi) = Zi • Zi − yi + 1
2wi
(4.12)
4.3.2 Algoritmus Shrink-boost učení
Algoritmus 3 shrnuje všechny části učení s užitím shrink boost metody (převzato z [15]).
V zásadě je zde uvedena offline verze učení použitého v PLT sledovači, jejíž výstupem
je klasifikátor použitý pro detekci. Je učen na trénovacím datasetu, který obsahuje různé
transformace a variace objektu zájmu. Varianta použitá pro aktualizaci v průběhu sledování
se liší ve dvou věcech. Nejsou vybírány náhodné vzorky z trénovací množiny, ale pozitivní
a negativní data jsou brána vždy z aktuálního snímku. Navíc proces učení nekončí ve
chvíli, kdy jsou Lagrangeovy koeficienty optimalizovány, ale trénovací množina je neustále
aktualizováná a prvky, které již nemají žádný příspěvek jsou odstraněny.
Algoritmus 3 Výpočet gradientů duálních proměnných
Vstup: Vážené trénovací příklady (wm, xm, ym) kde 1 ≤ m ≤M
Výstup: Klasifikátor ∆LUTd[n] kde 1 ≤ d ≤ D, 1 ≤ n ≤ N
1: Inicializace všech LUTd[n] = 0
2: Inicializace všech αm = 0
3: dokud αm nejsou optimální opakuj
4: Vyber náhodný prvek z množiny {wm}
5: Vypočti první a druhou derivaci Lagrangeových koeficientů:
D′(αi) =
D∑
d=1
∆LUTd[xi,d]− yi + αi
2wi
D′′(αi) =
D∑
d=1
xi,d − yi + 1
2wi
6: Aktualizace klasifikátoru pomocí Newtonovy metody
∆LUTd[n] = LUTd[n]− D
′(αi)
D′′(αi)
min(n, xi,d)
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Kapitola 5
Sledovač PLT
Sledovač PLT je název, pod nímž byl uveden sledovací program, který pracuje s binárním
vektorem příznaků velkých rozměrů získaný z barvevné informace, šedotónového obrazu a
gradientu. Tento vektor dále zpracovává a využívá k naučení klasifikátoru tvořeného aditiv-
ními vyhledávacími tabulkami. Dalšími specifiky uváděnými v souvislosti s tímto sledovačem
jsou pevně danné rozměry oblasti definující sledovaný objekt.
Obecně je možné zařadit PLT mezi klasifikační metody, které sledují objekt pomocí
detekce 2.2. Navíc částečně využívá principy typické pro part-based metody a metody pra-
cující s korelačními filtry. Sledovač ukázal svou komplexnost při VOT2013 semináři, kde
byl společně s mnoha dalšími hodnocen na základě různých metrik. Dobré výsledky proká-
zal zejmnéna s ohledem na odolnost vůči krátkým okluzím a šumu v obraze. Díky fixním
rozměrům, mapování příznaků, upravené variantě SVM a příznaků získaných pomocí jed-
noduché kvantizace barev není potřeba prováďět žádné komplexní výpočty a je tedy možné
aplikovat různé optimalizace pro zlepšení výkonu. Fixní rozměry definující oblast objektu
ovšem přinášejí zhoršení přesnosti sledování, protože je pravděpodobné, že při dlouhodobén
sledování nebude sledovaný objekt v obraze ve stále stejném měřítku.
Jako předchůdce PLT je možné označit metodu Struck, jíž je věnovaná kapitola 3.
V obou metodách se k naučení klasifikátoru v průběhu sledování využívá strukturované
SVM. Stejně jako u Struck metody, není v PLT žádná oddělená komponenta, která by
rozlišovala extrahované trénovací vzorky na pozitivní a negativní a až poté je předala kla-
sifikátoru, který je na jejich základě aktualizován. Právě díky použití řídkých strukturova-
ných SVM je možné všechny informace, včetně možných transformací objektu a jemnějšího
označení užitím vah (namísto binárního dělení na pozitivní a negativní) zahrnout přímo do
procesu aktualizace. Jak je vysvětleno v předchozí kapitole 4.9, jsou to právě váhy jednot-
livých trénovacích vzorků jež jsou aktualizovány, a jako druhotný produkt je aktualizován
také klasifikátor. Zde však podobnost končí. V PLT například odpadají problémy s kon-
trolou počtu podpůrných vektorů, protože klasifikátor je reprezentovaný vektorem pevně
dané velikosti. Navíc do učení zahrnuje další heuristiku, která by měla zvýšit odolnost algo-
ritmu vůči šumu v obraze. Vytváří pravděpodobnostní segmentační masku, která je použita
k ohodnocení jednotlivých příznaků. Tyto specifické vlastnosti, algoritmus online SVM a
další součásti implementace PLT algoritmu budou tématem následující kapitoly.
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5.1 Návrh sledovače
Zejména díky výsledkům, jakých dosáhly metody, které vycházejí z varianty adaptivního
sledování detekcí nazývané zkráceně Struck [14], se hodlám ve své práci věnovat výhradně
této metodě, zejména pak její derivaci PLT sledovači. Metoda se jeví jako vhodná pro
zavedení případných změn a optimalizaci oproti původnímu návrhu. Cílem práce není pouze
implementace a analýza dané metody, ale také separace vhodných částí algoritmu pro jejich
případnou akceleraci na specializovaném hardware (například FPGA).
Implementovaný sledovač se v mnohém podobá sledovači Struck. Rozšiřuje jej o trans-
formaci podpůrných vektorů na mnohorozměrný binární vektor fixní velikost. Díky této
transformaci umožnuje převést jednotlivé výpočty potřebné při učení na jednoduché ope-
race. Stále je však potřeba definovat jádrovou funkci, která slouží k převodu vstupních
dat do rozšířené dimenze. Jak je tento problém řešen v navrženém sledovači, demonstruje
následující zápis.
k(φ(I, y′), φ(I, y) | p) = φ(I, y′) • (p eφ(I, y)) (5.1)
p eφ(I, y) = [p1, p2, . . . , pd]e[z1, z2, . . . , zd] = [p1z1, p2z2, . . . , pdzd] (5.2)
Protože se počítá s tím, že ne každý pixel, který se nachází v oblasti definující sledovaný
objekt, patří právě sledovanému objektu, součástí jádrové funkce je pravděpodobnostní seg-
mentační maska p. Maska je vytvořená pomocí informací získaných z barevných histogramů
určujících pozadí a popředí v dané oblasti. Zároveň maska slouží k určení váhy získaných
příznaků, která je použitá při následném učení. Zápis φ(I, y) představuje extrakci příznaků
ze snímku I v oblasti y. Jádrová funkce je něco jako podobnostní funkce, která určuje, do
jaké míry se vstupní data podobají hledaným datům. A díky jejímu použití lze nelineární
matematický problém linearizovat. Je možné provádět učení ve vícerozměrném prostoru
a přesto stačí počítat pouze jádrové funkce namísto úplného seznamu atributů pro každý
trénovací vzorek. Více informací k problematice jádrových funkcí je uvedeno v předchozí
kapitole zabývající se stukturovaným SVM učením 3.
Klasifikátor může být modelován pomocí aditivních vyhledávacích tabulek, nebo je
možné přímo optimalizovat operaci skalárního vektoru nad řídkým vektorem, například na
specializovaném hardware. V práci byla odzkoušena varianta s vyhledávacími tabulkami.
Při analýze se ovšem ukázalo, že funkce DotProduct, která je dostupná přímo v současné
verzi knihovny OpenCV, vykazuje velmi dobré výsledky při počítání s řídkými vektory a od
implementace s vyhledavácími tabulkami bylo upuštěno. Vstupní data pro klasifikátor jsou
generována technikou klouzavého okna. Není procházen celý snímek, ale pouze oblast v rá-
diusu definovaném konfigurací, jež se může lišit pro jednotlivé sekvence. Stejným způsoben
je zapotřebí specifikovat i velikost kroku posuvu okna.
V návrhu implementace bylo počítáno se dvěma druhy použitých příznaků. Implemen-
továny byly LBP příznaky a jednoduché obrazové příznaky získané kvantizací barev. Bylo
zjištěno, že jednoduché kvantizace barev lze použít jako relevantní příznaky za předpokladu,
že je výsledný binární vektor dostatečně velký. Extrakce příznaků je výpočetně náročná ope-
race a právě kvantizace barev s následnou operací prahování na pevně daných rozměrech je
dalším příkladem vhodným pro případné paralelní zpracování.
Poslední optimalizací která je přidána do návrhu sledovače je operace regularizace za
účelem získání řídkého vektoru z naučeného klasifikátoru.
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Obrázek 5.1: Návrh struktury implementace sledovače
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5.1.1 Implementace
Sledovač je implementován pomocí programovacích jazyků C a C++. Pro zpracování vstup-
ních sekvencí, manipulaci s vektory a maticemi, analýzu frekvenční charakteristiky, separaci
obrazových kanálů a vykreslení výstupu byla použita volně šiřitelná knihovna OpenCV. Sa-
motná aplikace je rozčleněna do logických komponent vzhledem k jejímu návrhu. Za tímto
účelem bylo využito vlastností objektového programování, kterými jazyk C++ disponuje.
Aplikace je konfigurovatelná a pro demonstraci je možné sledovač spustit s připravenými
konfiguračními soubory, které odkazují na vybrané sekvence s již přednastavenými parame-
try. Taktéž je možné pracovat přímo se vstupem z kamery kdy je sledování inicializováno
po vybrání sledovaného objektu.
Pokud je aplikace spuštěna s konfiguračním souborem, je zároveň generován ground
truth soubor, který obsahuje data z výstupu sledování. Ty je možné následně předat aplikaci
jako parametr společně s referenčními daty a spustit analýzu jejímž výsledkem je statistika
úspěšnosti detekce. Více informací je uvedeno v manuálu k aplikaci.
5.2 Prostor příznaků
V předchozí kapitole jsou uvedeny informace o získávání obrazových příznaků, jež jsou
základem také pro algoritmus PLT, konrétně v podkapitolách 4.1.1 a 4.1.2. Ze vstupního
snímku se vytvoří několik vzorků dat, ze kterých jsou následně extrahovány příznaky. Vzorek
B je rozšířen na pět různých vzorků stejné velikosti. Tři z nich jsou jednotlivé barevné
kanály vzniklé po rozdělení YCbCr barevného modelu. Vstupní data jsou transformována
z odpovídajícího barevného modelu RGB do YCbCr s využitím odvozených konstant KB
a KR.
Y = KR ×R+ (1−KR −KB)×G+KB ×B
Cb =
1
2
× B − Y
1−KB
Cr =
1
2
× R− Y
1−KR
(5.3)
Kde Y reprezentuje jasovou komponentu a další dvě složky, Cr společně s Cb jsou
červená, respektive modrá komponenta, která definuje intenzitu červené respektive modré
barvy vzhledem k zelené barevné složce. Výsledky různých experimentů ukázaly, že barevné
modely YCbCr nebo například HSV jsou pro sledování objektů vhodnější než model RGB
nebo šedotónový obraz. V podstatě tím nejzákladnějším nedostatkem barevného prostoru
RGB je fakt, že intenzita osvětlení (jasová složka) je přímo součástí jednotlivých barených
složek, a ty jsou mezi sebou korelovány. Tyto vazby pak zvětšují šanci na to, že pokud se
projeví některý z negativních vlivů, jež má za následek chybu ve sledování objektu v jedné
složce, ovlivní to i zbylé složky a tím se daný efekt znásobí. Výhodou YCbCr je tedy jasné
separace jasové složky od barevné informace, která pozitivně přispívá k zlepšení odolnosti
výsledného systému.
5.2.1 Frekvenční charakteristika
Zbylé dva vzorky v sobě mají uloženu frekvenční charakteristiku původního vzorku. Rozli-
šení pixelů, jejichž intenzita se v obraze mění pozvolna, a naopak takových pixelů, kde jsou
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změny spíše skokové, je určitě validní informace vzhledem ke sledování objektů. A právě
toho lze dosáhnout zkoumáním frekvenční charakteristiky.
Nízké frekvence lze z obrazu získat aplikací zvoleného bilaterálního filtru, konkrétně se
pak provede konvoluce vstupního vzorku B s Gaussovým jádrem, jehož impulsní odezva
odpovídá právě Gaussově funkci. Výsledkem takové operace je mírně rozostřený vzorek,
kde jsou odstraněny detaily a šum. Jako vhodné se ukázalo použití jádra velikosti 5 × 5
(obrázek 5.2), kde jsou jednotlivé elementy jádra vypočteny podle následující formule.
G(x, y) =
1
2piσ2
e−
x2+y2
2σ2 (5.4)
Volba σ, která zastupuje standardní odchylku Gaussova rozložení, ovlivní šíři rozostření.
Vyšší σ představuje širší oblast. Odchylka by měla být volena na základě velikosti použitého
jádra, rozlišení vstupních vzorků a velikosti sledovaných objektů.
Obrázek 5.2: Příklad Gaussového jádra velikosti 5× 5 při σ = 1
Podobný postup platí i pro získání vysokofrekvenční charakteristiky. Liší se pouze pou-
žité jádro, které je vytvořeno na základě takzvaného Sobelova operátoru. Sobelův operátor
počítá gradient intenzity obrazu v každém bodu na základě informace o směru v jakém je
největší možný nárust intenzity a velikosti změny této intenzity v daném směru. Čímž se
zjistí, jak prudce se obraz ve zkoumaném bodě mění, tedy jak moc je pravděpodobné, že se
jedná o hranu, a také jaký má tato hrana směr. Jsou k tomu využita dvě jádra, jedno jádro
citlivé na změny v horizontálním směru a druhé citlivé na změny ve vertikálním směru.
∆hh =
−1 0 1−2 0 2
−1 0 1
 ∆hv =
−1 −2 −10 0 0
1 2 1
 (5.5)
Velikost gradientu je pak dána kombinací horizontální a vertikální komponenty tohoto
vektoru. Výpočet velikosti a směru je ukázán v rovnicích 5.6 a 5.7. Gradientní vektor je
normálou ke směru, v jakém hrana ubíhá.
G =
√
G2v +G
2
h (5.6)
Θ = atan(
Gh
Gv
) (5.7)
5.2.2 Extrakce příznaků
Získané charakteristiky obrazu pak slouží jako vstup pro metodu extrakce obrazových pří-
znaků, která sestaví výsledný binární vektor použitý při aktualizaci klasifikátoru pomocí
SVM. V rámci práce byly zkoumány dva jednoduché postupy extrakce příznaků. První
38
z vyzkoušených byly příznaky LBP (jak získat LBP příznaky je popsáno v kapitole 4.1).
Výhodou LBP je jejich klasifikační síla a jednoduchý výpočet. Dobře známé jsou díky jejich
odolnosti vůči monotónním transoformacím v šedotónovém obraze, které mohou být způso-
beny například změnami osvětlení ve zkoumané scéně. Vhodné jsou například pro detekci
tváří. Byla vyzkoušena také varianta implementace přes SIMD instrukce. Jelikož výpočet
LBP je v podstatě sekvence jednoduchých operací, kdy jsou nejprve porovnány okolní pixely
s hodnotou aktuálně zkoumaného centrálního pixelu. Následně je aplikována maska, která
je předem známá, a po sečtení hodnot výsledku maskování je určena konečná hodnota LBP.
Postup je znázorněn na diagramu 5.3, který je převzat z práce [16], kde byla tato metoda
výpočtu LBP představena. Pro představu, v porovnání s klasickou implementací je výpočet
LBP s využitím SIMD instrukcí až sedmkrát rychlejší.
Obrázek 5.3: Znázornění postupu výpočtu LBP s využitím SIMD instrukcí.
Druhý způsob získávání příznaků je o něco přímočařejší. Protože už rozdělení vstup-
ního vzorku na pět různých obrazových charakteristik poměrně značně zlepšuje robustnost
sledování, není třeba provádět jiné složité výpočty a analýzy k dalšímu zpracování těchto
dat. Jako velmi efektivní se ukázalo použití prahování. Protože každá charakteristika má
jistá specifika, je pro každý z pěti vzorků použita jiná hodnota prahu. Výsledek prahování je
přímo binární reprezentace zpracovaných vzorků, stačí tedy jednotlivé vzorky konkatenovat
a binární vektor je kompletní. Je důležité správně zvolit hodnoty prahů, protože z experi-
mentů vyplynulo, že pro některé scény (záleží na barevném rozložení a jasu) může špatně
daný práh vést až k úplnému vyloučení některých charakteristik z prostoru příznaků.
V podstatě se v PLT sledovači dají využít různé variace příznaků, jako vhodné se uká-
zaly právě jednoduché kvantizace. Jedinou podmínkou zůstává, aby výsledkem takového
zpracování byl binární vektor velké dimenze. Právě velké rozměry a řídká reprezentace dělá
PLT tak odolným sledovacím algoritmem. Vektor příznaků nemusí být nutně binární. Tato
podmínka souvisí s implementací klasifikátoru pomocí vyhledávacích tabulek. V případě,
že by operace skalárního součinu dvou vektorů, která je nedílnou součástí strukturovaných
SVM, byla implementovaná jinak, zmíněné omezení by odpadlo.
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5.3 Váhová pixelová maska
Váhová pixelová maska, neboli maska určující pravděpodobnost, s jakou daný pixel připadá
ke sledovanému objektu nebo naopak pozadí. Právě díky této masce je možné zařadit PLT
sledovač do skupiny korelačních metod. V případě, že se v obraze objeví nějaký šum nebo
například krátká okluze, tato maska napomáhá tomu, aby těmito jevy nebyl ovlivněn jak
proces učení, tak ani odhadování aktuální transformace objektu. Cílem je vybrat pouze ty
příznaky, jež jsou v aktuálním snímku relativní.
Převážná část předešlých sledovacích metod vnímá všechny pixely uvnitř oblasti ohra-
ničující sledovaný objekt jako příznaky, z čehož by se dalo soudit, že tedy všechny pixely
objektu opravdu náleží. Pokud by se jednalo o neměnný objekt, například automobil, bylo
by možné tento předpoklad považovat za správný. Avšak v případě sledování objektů, je-
jichž tvar se neustále mění, je nutné, aby algoritmus dlouhodobého sledování byl schopen
na tyto změny reagovat. Jinak může nastat situace, kdy bude za část sledovaného objektu
považován jiný statický objekt v pozadí a díky tomu dojde k chybě. Zanesení takového
chyby se nejvíce projeví při inicializaci sledování v rušivém prostředí. Ukázka selhání sledo-
vání způsobeného nepřesnou inicializací je vidět na snímcích 5.4. Sledování objektu se tedy
nemůže omezit pouze na odhadování pozice ohraničujícího obdélníku, ale je zároveň nutné
identifikovat pixely v popředí.
(a) Inicializace sekvence (b) Ztráta sledovaného objektu (c) Selhání sledování
Obrázek 5.4: Selhání sledování způsobené šumem v inicializačním ohraničujícím obdelníku.
Maska je vypočtena pomocí standardních barevých histogramů a je sestavena jako vek-
tor vah jednotlivých pixelů o velikosti D, která odpovídá velikosti vektoru příznaků. Je dán
vektor p = [p1, . . . pd, . . . , pD]T , kde pd je váha pixelu na pozici d a c je barva tohoto pi-
xelu. Váha je pak určena podle poměru počtu pixelů dané barvy nacházejících se v popředí
snímku f(c) a počtu pixelů dané barvy nacházejících se v pozadí snímku b(c). Na obrázku
5.5 je vidět, která oblast je považována za popředí a která naopak za pozadí snímku.
pd =
f(c)
f(c) + b(c)
(5.8)
Použití váhové masky je možné považovat za proces lineární korelace s vytvořenými
charakteristikami vstupního vzorku. Například po kombinaci vysokofrekvenční charakteris-
tiky a váhové masky zůstanou pouze ty nejvíce relevantní příznaky, které navíc mají různá
ohodnocení podle jejich spolehlivosti. Zavedení tohoto kroku při extrakci příznaků je určitě
důsledkem pevně dané velikosti ohraničujícího obdelníku. Metody jež adaptivně mění jeho
velikost tolik netrpí na negativní vlivy z pozadí. Ale maska má pozitivní dopady i na filtraci
příznaků náležících přímo sledovanému objektu. Navíc právě fixní velikost dělá z PLT velmi
dobře optimalozovatelný sledovač.
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(a) Sledovaný objekt (b) Ilustrace váhové masky (c) Kombinace masky a vstupu
Obrázek 5.5: Ukázka přiřazení váhy jednotlivým pixelům v ohraničujícím obdelníku.
5.4 Řídké strukturované SVM
Metoda nejmenších čtverců, která se využívá k numerickému řešení problému minimalizace
představeného strukturovanými SVM, i její úpravy nutné pro adaptaci regularizace a vah
jsou popsány v kapitole 4.7. Zbývá uvést, jak jsou tyto principy v PLT použity pro aktu-
alizaci klasifikátoru wt v průběhu sledování. Všechny potřebné vstupní komponenty jsou
definovány. Kolekce trénovácích vzorků yt získaných z aktuálního snímku It rozdělených
na jedinečné charakteristiky a váhová pixelová maska pt. Aby však maska mohla být vy-
počtena, je nejprve potřeba určit, který z trénovacích vzorků s největší pravděpodobností
odpovídá současné pozici sledovaného objektu. Algoritmus PLT lze rozdělit na tři fáze, po
jejichž vykonání je známa současná pozice sledovaného objektu yt+ a nová podoba klasifiká-
toru wt+1. Je potřeba zdůraznit, že označování trénovacích dat a aktualizace klasifikátoru
je jeden a tentýž krok, což je jedna z největších výhod strukturovaných SVM.
1. Hledání pozice, která má největší klasifikáční skóre.
yt+ = arg max
y
wt • φ(It, y) (5.9)
2. Vytvoření nové masky.
pt+ = mask(I
t, yt+) (5.10)
3. Aktualizace klasifikátoru pomocí řídkých strukturovaných SVM.
wt+1 = onlineSVM(wt, (It, yt+, p
t
+), (I
t−1, yt−1+ , p
t−1
+ ), . . . (I
t−T , yt−T+ , p
t−T
+ )) (5.11)
Při aktualizaci klasifikátoru je zpracovávána také informace získaná v předešlých smím-
cích. Po určení pozice objektu y+ je na zbylých trénovacích datech proveden maximalizační
krok s cílem najít takový negativní trénovací vzorek y− , jehož ztátová hodnota je nej-
větší, neboli vzorek, který je nejblíže pozici objektu a zároveň je nejpodobnější pozitivnímu
vzorku. K určení zníměné hodnoty slouží zvolená ztrátová funkce, jejíž předpis je uveden
v rovnici 5.14. Pro tento negativní vzorek je poté vypočteno jeho ohodnocení, což jsou
dříve zmíněné duální proměnné. Navíc je vzorek uložen a použit v dalších iteracích, při-
čemž v každé iteraci je přiřazená duální proměnná aktualizována až do chvíle, kdy už daný
vzorek není relevantní (hodnota duální proměnné je větší než 0). Uvedený postup přispívá
k rychlejší konvergenci a navíc pomáhá při zotavení se z chyby v případě selhání sledování.
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y− = arg max
y
l(y)
l(y) = max{0,∆(y+, y)− w • (φ(I, y+)− φ(I, y))}
(5.12)
∆(y+, y) = 1− překryv oblastí y+ a y (5.13)
Pokud není určen negativní vzorek y−, to nastane v případě, kdy je ztrátová funkce
pro všechny vzorky rovna 0, pak aktualizace klasifikátoru vůbec neproběhne. Tato situace
nastane tehdy, když se sledovaný objekt a jeho pozice v současné iteraci nijak výrazně
neliší od předchozí iterace. V opačném případě následuje výpočet duálních proměnných pro
vzorek y−, duální aktualizace ostatních trénovacích dat z předešlých iterací a související
aktualizace klasifikátoru. Kompletní procedura je shrnuta v nádledujícím algoritmu.
Algoritmus 4 Online aktualizace klasifikátoru pomocí strukturovaných SVM
Vstup: wt, (It, yt+, pt+), . . . (It−T , yt−T+ , pt−T+ )
Výstup: wt+1
1: Výpočet gradientu duálních proměných:
∂α(y−) = ∆(y+, y−)− w • (p+ e (φ(I, y+)− φ(I, y−))
∂α2(y−) = ‖p+ e (φ(I, y+)− φ(I, y−))‖2
2: Aktualizace duálních proměných a klasifikátoru
αnew = max(0,min(α(y−)− ∂α(y−)∂α2(y−) , C −
∑
y 6=y α(y)))
wt+1 = wt + (αnew − α(y−))(p+ e (φ(I, y+)− φ(I, y−))
α(y−) = αnew
ZpracovaníPředchozíchDat()
3: Odstranění nevýznamných elementů SVM váhového vektoru
wt+1 = shrink(wt+1) vrátit wt+1
5.5 Regularizace
Regularizace ve strojovém učení znamená přidání dodatečné informace pro vyřešení špatně
podmíněných procesů nebo jako prevence přeučení. Jako metodu regularizace je možné po-
užít takzvaný smrštěný odhad směrem k nule (odtud pojem shrinking), kdy jsou vypuštěny
některé informace, což vede k vychýlenému odhadu, který má však menší riziko. Smrštění
vektoru klasifikátoru je posledním krokem definovaného strukturováného SVM učení. Jedná
se o vypuštění těch příznaků, které nemají velký příspěvek k přesnosti klasifikace a naopak
by mohly výsledek klasifikace degradovat. Z aktualizovaného klasifikátoru je vybráno N
příznaků s největší hodnotou druhé mocniny.
w = [w1, . . . wd, . . . wD]
T
wshrinkd =
{
wd pokud w2d spadá pod N největších hodnot
0 v opačném případě
(5.14)
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Získaný řídký vektor nejen zlepšuje odolnost sledování, ale zpracování řídkého vektoru je
také méně výpočetně náročné. Jedná se o poměrně podstatnou změnu s ohledem na výkon
algoritmu. Protože upravený vektor je použit jak při klasifikaci vstupních vzorků, tak je
nutné jej zpracovávat i v následné iteraci učícího procesu.
5.6 Shrnutí
Jak bylo ukázáno, PLT sledovač kombinuje techniky představené v kapitolách 4 a 3. Nejpod-
statnější přínosy PLT jsou v jeho zpracování poměrně jednoduše získatelné vysoce rozměrné
kolekci příznaků pomocí strukturovanách SVM. Použití jádrových funkcí k transformaci
problému do jiné dimenze (redukce dimenze) za účelem trénování nelineárního klasifikátoru
pomocí technik lineární regrese.
Lineární regrese je počítaná metodou nejmenších čtverců, která v základní podobě tíhne
k normalitě a má problém se vyrovnat s odlehlými odhady. Tyto problémy řeší pomocí dvou
optimalizačních technik. Přidáním váhové masky jsou adaptivně ohodnocována vstupní data
na základě jejich přínosu. Pro vyrovnání se s problémy odlehlých hodnot zavádí regularizaci,
kdy je smrštěním získaného odhadu sníženo riziko přeučení na konkrétní příznaky. Redukce
dimenze a optimalizační techniky jsou přitom přímo vloženy do klasifikace a nejsou prová-
děny předem. Jsou tedy optimálně vytvořeny přímo pro danou klasifikaci.
Už při konferenci VOT2013 prokázalo PLT dobré výsledky vzhledem k počtu snímků
zpracovaných za sekundu. Všechny jeho výpočetně náročnější části jsou přitom jednodu-
ché operace prováděné pro velké matice a tedy vhodné pro paralelní zpracování. Pokud
by se extrakce LBP příznaků optimalizovala například na FPGA, bylo by možné přidat
různé varianty LBP kvantizací, tím navýšit dimenzi vektoru příznaků a zlepšit klasifikační
vlastnosti. Navýšení dimenze by sice zatížilo proces učení, avšak i zde je možné provést
optimalizaci operace skalárního součinu, což by tento problém vyřešilo.
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Kapitola 6
Experimenty
Přesnost výstupu sledovače PLT je velmi závislá na nastavení jeho parametrů. Volba řídkosti
klasifikátoru, ztrátového koeficientu SVM učení a použité příznaky značně ovlivnují jak se
sledovač chová v daném prostředí. Neexistuje takové nastavení, při kterém by sledovač
vykazoval optimální výstup pro všechny možné vstupy. Cílem této kapitoly je ukázat jak
jednotlivé parametry ovlivňují proces sledování a učení na vybraných testovacích sekveních.
Výkon algoritmu ovlivňují i další nastavení, jako například počet zpětně zpracovávaných
snímků, dále velikost oblasti detekce a krok posuvu kouzavého okna. Tyto parametry nejsou
uváděny v představených experimentech a jsou většinou pevně nastaveny pro jednotlivé
sekvence.
6.1 Testovací sekvence
Bylo vybráno několik sekvencí s různými vlastnostmi prostředí tak, aby statistiky sledování
poukázaly na slabé body sledovače PLT a zároveň zdůraznily jeho přednosti. Byly vybrány
sekvence1 z datasetu GODEC, KALAL a PROST. V tabulce 6.1 jsou uvedeny parame-
try sekvencí a zároveň parametry PLT sledovače pro jednotlivé sekvence. Sekvence Panda,
Lemming a Person jsou jedinné, kde dochází k úplné okluzi sledovaného objektu a díky tomu
lze otestovat robustnost sledovače. Sekvence Lemming má barevný kvalitní vstup. Výsledný
klasifikátor má tedy největší dimenzi a je velmi náchylný k volbě řídkosti klasifikátoru.
Naproti tomu sekvence Jumping je šedotónová a malý sledovaný objekt poměrně rychle
mění svou pozici. Je tedy nutné zvolit menší řídkost a rychlejší míru učení k zachycení jeho
transformací v obraze. Poslední sekvence Bike je poměrně jednoduchá, ale lze na ní uká-
zat přesnost detekce s ohledem na použité příznaky. V souhrnu této kapitoly jsou uvedeny
výpočetně náročné oblasti, jež ovlivnují výkon sledovače a jsou vhodné pro optimalizaci na
FPGA.
Tabulka 6.1: Parametry sekvencí a PLT sledovače
Sekvence Snímky Viditelný objekt Barva Dimenze F-mesure Sparsity
Panda 3000 2730 Ano 3432 0.747 20%
Jumping 313 313 Ne 3072 1 60%
Lemming 1336 1305 Ano 41472 0.987 24%
Bike 228 228 Ano 16416 1 30%
Person 453 416 Ano 34656 0.757 40%
1Sekvence lze nalézt zde http://cmp.felk.cvut.cz/~vojirtom/dataset/
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Sledovač PLT byl také porovnáván se zbylými dvěma metodami, jež jsou taktéž popsány
v této práci. Díky tomu je možné vidět případné rozšíření sledovače o jejich vlastnosti.
Například o princip kaskádového klasifikátoru použitého v TLD. Porovnání přesnosti sle-
dování v každém snímku pro sledovače PLT, Struck a TLD jsou ilustrovány následujícím
grafem. Přesnost snímků je dána velikostí překryvu oblasti dané výstupem sledovače a
oblasti specifikováné v ground truth zvolené sekvence. Pro porovnání těchto metod byla
zvolena sekvence Panda. Na grafu lze vidět selhání sledovače PLT ve chvíli, kdy se změnil
úhel kamery a objekt tak náhle zmizel z obrazu (po snímku 2500). Zde se projevil největší
nedostatek popsané implementace PLT a tím je detekce objektu pouze v omezené oblasti.
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6.2 Míra regularizace
Regularizací lze vyloučit ty příznaky, jejichž zahrnutí do modelu objektu může vést k de-
gradaci optimalizace až na případné selhání sledování. Naopak pokud je regularizace moc
velká, je možné že definice objektu daná klasifikátorem nebude dostatečně deterministická
a dojde k selhání detekce. Z testování bylo zjištěno obecné pravidlo, že pro vstupy, kdy má
vektor klasifikátoru vysokou dimenzi, je lepší zvolit větší regularizaci a opačně pro nízkou
dimenzi zachovat většinu příznaků. Při větší regularizaci dochází k rychlejší konvergenci a
klasifikátor se rychleji ustálí. Při ztrátě sledovaného objektu nedochází k tak velké degradaci
získaného modelu. Příznaky s velkým přispěním získají velké ohodnocení. Proto je napří-
klad v sekvenci Panda zvolena tak velká řídkost klasifikátoru. Celkově je sledování méně
náchylné k šumu v obraze a dokáže se lépe vyrovnat s okluzemi. Navíc zpracovávat řídký
vektor je méně výpočetně náročné a dochází tak k navýšení výkonu sledovače. Výše uve-
dené není úplně jednoznačné. Jako příklad je uvedena ukázka vlivu regularizace při analýze
na sekvenci Lemming. Lze vidět, že při řídkosti kolem 25% je dosaženo nejlepších výsledků
a zárověn úspěšnost sledování klesá s ohledem na menší regularizaci. Jsou však také vidět
skokové výchylky ve dané tendenci. Ty jsou dány náhlou změnou v prostoru sledování, které
ovlivní výpočet váhové masky a dochází k špatnému přiřazení vah pro jednotlivé příznaky.
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6.3 Ztrátový koeficient
Vobla zrátového koeficientu ovlivní vychylení a rozptyl strukturovaného učení. Porozumění
tomu jak různé zdroje chyb vedou k větší odchylce nebo k většímu rozptylu umožnuje zlepšit
vlastnosti klasifikace a vede k zlepšení přesnosti sledování. Odchylka měří jak moc se liší
předpovídaný model objektu od správné hodnoty. Rozptyl definuje jak moc se od sebe
líší jednotlivé realizace předpovídaných modelů. Ačkoli se může zdát jako ideální řešení
minimalizovat odchylku bez ohledu na to jak daná optimalizace ovlivní rozptyl, protože při
velkém rozptylu bude výsledný model v průměru dosahovat dobré predikce. Při omezení se
na určitou realizaci klasifikace nejsou průměrné výsledky chtěný výsledek a je tedy nutné
přistupovat k tomuto problému jinak. Je důležitý výkon sledování a v takovém případě jsou
obě metriky stejně podstatné.
V zásadě se při optimalizaci odchylky a rozptylu klasifikace vypořádává s přeučení a
podučením modelu. Na začátku učení je odchylka snižována a rozptyl navyšován v závislosti
na robustnosti modelu objektu. S přibývajícími parametry modelu roste jeho složitost a
vyrovnání rozptylu nabývá na důležitosti. Při zvolení malé hodnoty ztrátového koeficientu
má klasifikátor tendenci k podučení, kdy odchylka neklesá dostatečně rychle. Pro velký
koeficient tíhne model k přeučení a rozptyl mezi jednotlivými predikcemi značně narůstá.
Stejně jako u regularizace optimální volba ztrátového koeficientu C závisí na parame-
trech sekvence na které je sledovač testován. Pokud lze hned v prvních snímcích očekávat
velké změny, plné okluze a velké zašumění, je lepší nastavit velké C a tím docílit rychlejšího
klesání odchylky. Příkladem takových sekvencí jsou sekvence Jumping a Person. Jak je uká-
záno v následujícím grafu, při příliš malém C je přesnost sledování značně menší. Protože
se však jedná o poměrně krátké sekvence, je možné C navyšovat bez ohledu na velikost
rozptylu a stále je dosaženo stoprocentní úspěšnosti sledování. Právě až u dlouhodobého
sledování je třeba rozumně zvolit velikost C s ohledem na rozptyl. Jak je vidět na měřeních
pro sekvenci Panda, ideální hodnota C je kolem 0.01. Pro vyšší C sledování v pozdějších
snímcích selhává kvůli problému přeučení modelu.
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6.4 Analýza vysledků
Cílem této kapitoly bylo ukázat to, že neexistuje obecné řešení dlouhodobého sledování,
které by vyhovovalo všem možným vstupům. Alespoň v případě sledovacích algoritmů kde
dochází k regresní analýze je třeba volit takové parametry, které vyhovují danému případu.
Sledovač PLT celkově vykazuje poměrně dobré výsledky s ohledem na přesnost sledo-
vání a výkon. Je schopný zpracovávat sekvence s poměrně velkým rozlišením v reálném čase.
Pokud by se optimalizovala extrakce příznaků a výpočet skalárního součinu na hardware,
mohlo by se dosáhnout velmi dobrých výsledků. Jako velká slabina se ukázal přístup k de-
tekci v implementovaním algoritmu. Detekce pouze v okolí předchozího výskytu objektu se
není schopna vyrovnat se ztrátou objektu nebo dlouhodobou částečnou okluzí. Kvůli tomu
značně klesá robustnost PLT sledovače, která by jinak byla díky použití váhové masky a
regularizace značně nadprůměrná.
Z experimentů vyplývá, že v některých ohledech se PLT více než vyrovná sledovácí me-
todě TLD. Naproti tomu pokud jde o detekci, rozpoznání chyby sledování a zotavení se z ní
je PLT poněkud pozadu. Což jenom ukazuje na fakt, že kombinací obou přístupů by mohla
vzniknout zajímavá sledovací metoda. PLT zastupuje komplexní sdružené strukturované
učení v kombinaci s principy korelačních a part-based metod a TLD představuje techniky
jež značně zlepšují odolnost sledování a umožňují zotavení se z chyb. Struck a PLT jsou si
velmi podobné jak v definici, tak ve vykazovaných výsledcích. Výhodou PLT je právě jeho
možná optimalizace na FPGA díky reprezentaci klasifikátoru vektorem pevné velikosti a
jednoduchých příznaků tvořených kvantizací barev.
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(a) Snímek 6 (b) Snímek 107 (c) Snímek 339
(d) Snímek 464 (e) Snímek 657 (f) Snímek 870
(g) Snímek 1014 (h) Snímek 1392 (i) Snímek 2331
Obrázek 6.1: Ukázka výstupu
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Kapitola 7
Závěr
Cílem této diplomové práce bylo provést analýzu shrnující dosavadní stav problematiky
sledování objektů ve videosekvencích, představení aktuálně nejúspěšnějších přístupů v této
oblasti a jejich srovnání vzhledem ke schopnosti reagovat na proměnlivé parametry testo-
vaných videosekvencí. Na základě této analýzy měl být vybrán jeden zástupce vhodný pro
implementaci s případným vyčleněním částí programu vhodných pro zpracování na speciali-
zovaném hardware. Všechny stanovené cíle byly splněny. V práci jsou představeny potřebné
techniky k vytvoření sledovače a zároveň jsou uvažovány jeho další možné rozšíření.
Převážná část práce je věnovaná učení s využitím podpůrných vektoru a jeho strukturo-
vané podobě. Byl implementován sledovač využívající strukturované učení a rozšiřující tuto
myšlenku o další optimalizace. Přidáním vah pro jednotlivé obrazové příznaky a regulari-
zace, pro omezení se pouze na významné a relevantní data, se výsledný sledovač přiblížil
korelačním a part-based metodám, které v poslední době nabývají na popularitě.
Na základě experimentů byly zkoumány přednosti a nedostatky navržené sledovací me-
tody. Pro představu jsou uvedeny výsledky tří porovnávaných sledovačů na nejnáročnější
sekvenci z kolekce použité při testování. Hodnoty jsou uvedeny v metrice F-measure, která
udává přesnost v intervalu [0, 1]. Sledovač PLT dosáhl při optimálním nastavení parametrů
hodnoty 0.748, Struck ve své původní implementaci výsledku 0.768 a TLD byla vypočtena
hodnota 0.588.
Budoucí pokračování práce se může ubírat několika směry. V současné implementaci si
nejvíce pozornosti zaslouží způsob jakým je prováděn maximalizační krok v případě hledání
oblasti s největší pravděpodobnosti na shodu se sledováným objektem. Zde je zásadní nedo-
statek implementovaného sledovače a případné rozšíření o schopnost skenovat celý vstupní
snímek bez zřetelné degradace výkonu by výrazně vylepšilo jeho odolnost vůči selhání sle-
dování nebo ztrátě sledovaného objektu. S tímto souvisí i druhé možné rozšíření o techniku
detekce selhání sledování. Inspiraci pro řešení těchto problému lze nalézt v kapitole popisu-
jící metodu sledování-učení-detekce. V neposlední řadě je možné zvážit převedení zpracování
části algoritmu vybraných na základě analýzy na specializovaný hardware.
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