Abstract. A tandem of queueing systems with cyclic control algorithm and with independent conflict input flows is considered. The customers served in the first queueing system are transferred to the second system with random speeds. A cybernetic approach is used to construct a mathematical model in terms of a multidimensional denumerable Markov chain. The classification of the states of this Markov chain is carried out, and a sufficient condition for the existence of the stationary distribution is obtained.
The setting of the problem
Consider two queueing systems serving the customers under the following assumptions. There are four independent conflict input flows, two flows for each of the systems. Each of these flows is a nonordinary Poisson process. The flows are conflicting in the sense that customers arriving from different sources cannot be served simultaneously in the same queueing system. This means that the problem cannot be reduced to a corresponding problem with fewer input flows by merging the flows together. The customers coming from each flow are placed in a special buffer with an unbounded capacity. The service time of an arbitrary customer is random and service times of different customers are independent random variables with unknown probability distributions. Each system may serve several customers during the same working period. The service algorithm of conflict flows in each of the two systems belongs to the class of cyclic algorithms. We assume that the durations of working periods are commensurable constants.
At the moment 0, the service starts in both systems. After a service is completed in the first system for a customer coming from the first flow of the first system, he is transferred to the second system. We assume that the transfer is not instant. We further assume that the speed of the transfer for each of the customers is random and its probability distribution is unknown. Moreover, the speeds of transfer of different customers are varying with time and have different probability distributions. We agree that the transfer of every customer from the first system to the second system is completed with a known probability during a working period. Respectively, the transfer is not completed during a working period and will be continued during the next one with the complementary probability.
The customers from the first system are placed in the queue together with the first input flow of the second system. This means that the input flow for the second queueing system has a complicated probability structure.
Finally, the customers coming from the second input flow of the first system as well as all the customers in the second system leave the tandem of queueing systems after the service.
An example of a tandem of queueing systems with a cyclic control algorithm in each of the two systems is represented by a chain of two crossroads (see Figure 1 ) with input traffic flows Π 1 , Π 2 , . . . , Π 5 . The flows Π 1 and Π 4 are conflicting as well as the superposition of the flows Π 2 and Π 3 is conflicting with the flow Π 5 . The flow Π 3 is the output for the first crossroad. Figure 1 . Tandem of crossroads Note that the output flow Π 3 comes from the first system that cyclically switches from the service of the flow Π 1 to blocking it and vice versa. The times when the customers leave the first system depend on the service times that are dependent and have unknown and different probability distributions.
This model does not fit the classical description of the output flow in terms of a counting process {η(t); t ≥ 0} with continuous time (the same concerns any equivalent classical description). Instead, we use a nonlocal description of the flows and a cybernetic approach to construct and analyze the mathematical models of controlled queueing systems [1] - [4] . The nonlocal description of a flow of customers Π means that a marked point process {(τ i , η i , ν i ); i = 1, 2, . . . } is given, where τ i is the moment of observation, τ 0 = 0, η i is the number of customers arriving during the interval (τ i−1 , τ i ], and where ν i is the mark of these customers.
The following are the three main principles of the cybernetic approach: a) the controlled queueing system operates at discrete moments τ i , i = 0, 1, . . . ; b) the nonlocal description of the structure of a controlled queueing system is given blockwise; c) the block structure of a controlled queueing system and its functioning in time are studied jointly. Every controlled queueing system has its scheme, information, coordinates, and function. The scheme of a queueing system consists of the following seven blocks: 1) external environment, 2) input poles, 3) external memory, 4) a device processing the information in the external memory, 5) internal memory, 6) a device processing the information in the internal memory, 7) output poles. The information in the queueing system is the set of all possible states of its blocks. A coordinate of the queueing system defines the state of a corresponding block. The function of the queueing system describes the way in which the controlled queueing system passes from one discrete time moment to another one.
In the rest of the paper we consider the input flows Π 1 , Π 2 , Π 3 only. An analogous approach can be applied to study all five input flows Π 1 , Π 2 , . . . , Π 5 .
Denote by O 1 and O 2 the buffers for the customers arriving from the flow Π 1 and Π 2 , respectively. By O 3 , we denote the buffer for the flow of customers transferred from the first system to the second one.
The following notation is needed to define the input processes and service discipline. Let λ j denote the intensity for the bulk arrival for the flow Π j , j = 1, 2. Further, let p (j)
x be the probability that the size of a group of customers arriving from the flow Π j is equal to x, x = 1, 2, . . . . We assume that the following two series
converge in the circle |z| < 1 + ε for some ε > 0. The duration of the working period for customers from the queue O 1 is equal to T 1 . Similarly, T 2 is the duration of the working period for the flow Π 4 , T 3 is the duration of the working period for the flows Π 2 and Π 3 , and T 4 is the duration of the working period for the flow Π 5 .
To fix a discrete time scale consider the moments τ 1 , τ 2 , . . . when at least one of the servers changes its state; we also put τ 0 = 0. We treat two servers as a new server with n < ∞ states Γ (1) , Γ (2) , . . . , Γ (n) and with sojourn times T 1 , T 2 , . . . , T n . The number n and sojourn times are chosen according to T 1 , T 2 , T 3 , T 4 and also to the initial states of servers for both queueing systems. In the state Γ (r) , either none of the customers arriving from the queues O 1 , O 2 is served (the state of type I), or only the customers from the queue O 1 are served (the state of type II), or only the customers from the queue O 2 are served (the state of type III), or customers from both queues O 1 and O 2 are served (the state of type IV). For example, let T 1 = 5, T 2 = 4, T 3 = 3, T 4 = 3 and let the service start at a moment τ 0 for flows Π 1 and Π 5 . Then n = 8 and
Thus the states Γ (4) and Γ (7) are of type I, Γ (1) and Γ (6) are of type II, Γ (3) and Γ (8) are of type III, and Γ (2) and Γ (5) are of type IV. Finally, we assume that each customer from the queue O 3 is transferred to the queue O 2 with probability p r independently of all other customers in the queue O 3 provided the server is in the state Γ (r) during the time T r . Since the durations of working periods for different customers are dependent and have different probability distributions, it is convenient to describe the service process in terms of the saturation flows Π (output poles). The set of all possible states of the random environment, input flows, buffers, server, saturation flows, and output flows describes the information in the controlled queueing system. The numbers corresponding to the states of the external environment, input flows, buffers, devices realizing the discipline in the queues, server, saturation flows, and output flows are the coordinates of the queueing system. The function of the system is to serve customers according to a cyclic algorithm when the order and the working period are fixed. and introduce the mapping u(·) : Γ → Γ by u Γ (r) = Γ (r⊕1) . The controlled queueing system is such that for i = 0, 1, . . . ,
The nonlocal description of the input flows as well as that of the saturation flows is given with the help of conditional distributions of the discrete components 3,i ) are the marks of customers from the corresponding flows arriving to the system during the interval (τ i , τ i+1 ].
For x ≥ 0, 0 ≤ k ≤ x, and 0 < α < 1 let
where Γ I , Γ II , Γ III , and Γ IV are the sets of states of types I, II, III, and IV, respectively. Now we introduce ϕ j (x, T ), T > 0, x = 0, 1, . . . , j = 1, 2, as follows:
For nonnegative integers i, x 1 , x 2 , x 3 , b 1 , b 2 , b 3 , y 1 , y 2 and r = 1, 2, . . . , n, we introduce the random events
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for all nonnegative integers
and arbitrary states Γ
Theorem 1. Given the probability distribution of the random vector
Proof. The law of total probability and assumption (1) imply that
. . , Γ (r i ) ∈ Γ and all nonnegative numbers
where
Aῑ(rῑ, x 1,ῑ , x 2,ῑ , x 3,ῑ ).
Similarly (3)
The right hand sides of the latter two equations coincide, whence we conclude that the conditional probabilities on the left hand sides coincide, too. 2 , and c denote nonnegative integers. From (3), we obtain
where the summation is taken over all nonnegative integers
, and c such that
and c ≤ x 3 . The number y j above is equal to 0 if the customers from the queue O j are not served in the state Γ (r⊕1) , while y j = r⊕1,j otherwise. Now let Γ (r⊕1) ∈ Γ I . Then y 1 = y 2 = 0 and the system of equations (4) reduces to
for w 1 ≥ 0, w 2 ≥ 0, and w 3 ≥ 0. The solution of this system is given by
if w 2 ≥ 1 and
and if w 1 ≥ 1, w 2 ≥ 0, and
In the case
if w 1 ≥ 0 and w 3 ≥ 0, and
for w 2 ≥ 1 and w 3 ≥ 0,
for w 1 ≥ 1 and
and for w 1 ≥ 1, w 2 ≥ 1, and
Finally,
Thus we have proved the theorem for the marginal probability distributions of the Markov chain (2). An arbitrary element of the set X is denoted by w = (w 1 , w 2 , w 3 ). Let Consider the probability generating functions
for r = 1, 2, . . . , n, j = 1, 2, and 
Q i (r; x 1 , x 2 , x 3 )z (z 
Here j means the number of customers coming from the saturation flow Π sat j during the server working period of duration T , whileλ j is the intensity of the flow Π j , since ∞ x=1 xp (j) x equals the mathematical expectation of the bulk size in the flow Π j . The following result contains some restrictions on intensities of the input flows, mean bulk sizes, saturation flows, and sojourn times of the server that are sufficient for the boundedness in time of the expected number of customers in the system.
