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ABSTRACT
This thesis presents and evaluates a new method for estimating the angular
position for an outer rotor permanent magnet synchronous machine (PMSM).
PMSMs are increasingly used as prime movers in electric vehicles such as cars
and bicycles, and the precise control of these machines requires reliable feed-
back of the rotational position of the rotor. Conventional methods of achiev-
ing this feedback signal rely on either physically connected sensors or the
implementation of sensorless methods, each of which has certain drawbacks.
The proposed method uses an array of linear Hall-effect sensors located in
the leakage magnetic field of the rotor. These sensors detect the rotation-
dependent changing field, which is fed into a machine-learning based neu-
ral network algorithm to interpret the signals. Due to the use of machine-
learning, the algorithm will first need to be trained to properly correlate the
sensor signals to the rotor angle. Data sets of training signals are acquired
with commercial sensors and an outer rotor PMSM, and oﬄine training steps
and results are discussed. The main objective is to design a cost-effective
position estimation system that is comparable to encoders and resolvers in
functionality and performance, without the limitations of sensorless position
estimation methods.
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CHAPTER 1
INTRODUCTION
Electric vehicles have seen significant increases in popularity and usage in
recent years, with prominent brands such as Tesla spearheading the global
trend to electrify our transportation system, and other companies recognizing
the advantages of going electric and developing their own electric solutions.
Out of the various electric motor types, the permanent magnet synchronous
motor (PMSM) has been the most commonly used in electric vehicles.
PMSMs offer several advantages in comparison to traditional internal com-
bustion engines (ICE). Firstly, the efficiency of an electric drive system is
much higher than that of ICEs, with the United States Environmental Pro-
tection Agency (EPA) rating the most fuel-efficient electric vehicle at an
equivalent 136 miles per gallon (MPG), while the most fuel-efficient ICE ve-
hicle is only rated at 58 MPG [1]. Furthermore, an electric drive system
is also less complicated, with minimal moving parts required in the battery,
drive and motor, as compared to the complex mechanisms in an ICE required
to compress and extract the energy out of gasoline. This directly translates
to reduced effort in the maintenance of an electric vehicle for the end user.
However, to efficiently and effectively use a PMSM to propel an electric
vehicle, the control and drive system requires an accurate position feedback
of the PMSM rotor angle. Conventionally, this is achieved either through the
use of physical sensors, such as resolvers or encoders, attached to the PMSM
rotor, or through the use of sensorless position estimation algorithms imple-
mented in the motor control system. Each solution has its disadvantages
which make it unsuitable for some applications.
This work was previously published in [2] and is used here with permission.
It will examine and compare the strengths and drawbacks of conventional ro-
tor position measurement and estimation methods. A new method of position
estimation using linear Hall effect sensors and neural networks is proposed
and detailed. Datasets used for training the neural network are acquired
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using a hardware setup, and estimation results of the proposed system are
presented and evaluated.
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CHAPTER 2
PMSM CONTROL
2.1 PMSM Modelling
Field-oriented control (FOC) is commonly used in achieving control of a
PMSM. In this control scheme, the regular three-phase electrical quantities
used in modelling the behavior of a PMSM are transformed onto a rotating
reference frame which is aligned and rotating in sync with the PMSM rotor.
This transformation is achieved using the dq0 transformation, which is given
in [3] as Equation (2.1),SdSq
S0
 = 2
3
 cos(θe) cos(θe −
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where Sx represents an electrical quantity to be transformed in either the
three-phase abc domain or the dq0 domain, and θe is the electrical angle of
the rotor. Similarly, the inverse transform to convert from the dq0 domain
back to the abc domain is given as Equation (2.2).SaSb
Sc
 =
 cos(θe) −sin(θe) 1cos(θe − pi3 ) −sin(θe − pi3 ) 1
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To apply the dq0 transformation to the PMSM equations, the rotating refer-
ence frame is defined such that the d-axis is aligned to the rotor magnetic flux
vector, and the q-axis leading the d-axis by 90 degrees. Figure 2.1 illustrates
this alignment and the transformation of stator current is from a phasor in
the stationary αβ reference frame into the dq0 rotating reference frame.
Assuming that there is no saliency in the rotor, applying the dq0 trans-
3
Figure 2.1: Transformation of stator current is from αβ stationary reference
frame to dq0 rotating reference frame
formation to the PMSM three-phase equations results in the equivalent dq0
equations shown in (2.3) to (2.7),
vsd = Rsisd + Ls
d
dt
isd − PωLsisq (2.3)
vsq = Rsisq + Ls
d
dt
isq + PωLsisd + PωλPM (2.4)
Te =
2
3
PλPM isq (2.5)
J
dω
dt
= Te − TL −Bω (2.6)
dθe
dt
=
1
P
ω (2.7)
where
vsd, vsq stator voltages in rotor flux reference frame
isd, isq stator currents in rotor flux reference frame
Rs stator phase resistance
Ls stator phase inductance
P number of pole pairs
λPM flux generated by permanent magnets
Te electromagnetic torque
TL load torque
B friction torque coefficient
J motor inertia
ω instantaneous rotor mechanical speed
θe instantaneous rotor electrical angle
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Figure 2.2: Cascaded PI control scheme for PMSM
Equations (2.3) and (2.4) show the voltage equations expressed in the ro-
tating dq0 reference frame. Equation (2.5) models the output torque of the
PMSM, and Equation (2.6) models the physical rotation of the PMSM with
load torque and rotational losses.
2.2 PMSM Control Scheme
The transformed equations show that the output torque is only dependent
on the q-axis current isq, which implies that the output torque of the PMSM
can be controlled by adjusting the q-axis current. This simplifies the PMSM
control scheme to only require three proportional integral (PI) controllers as
shown in figure 2.2.
The controller starts on the top left of figure 2.2 with the speed controller.
The speed error is obtained by subtracting the actual speed feedback from
the speed reference, and passed into a PI controller. The PI controller output
is scaled by 3/(2λPM) to obtain the reference q-axis current command, which
is passed on to the current controller.
The current controller consists of two PI controllers, each controlling for d-
axis and q-axis current separately. Reference d-axis current is set to zero with
the assumption that the PMSM is not operating in the flux weakening region.
Actual current feedback is obtained from the measured line current of the
PMSM and converted into the dq reference frame. The outputs of the q-axis
and d-axis current PI controllers are offset by the terms PωLsisd + PωλPM
and −PωLsisq respectively, in order to obtain the reference voltage signals
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(a) Optical Encoder [4] (b) Magnetic Encoder [5] (c) Resolver [6]
Figure 2.3: Various sensor options for position feedback
v∗sq and v
∗
sd which are passed on to the inverter that converts the d-axis
and q-axis reference voltages into three-phase voltages that are fed into the
PMSM.
As such, it can be seen that precise angular position feedback of the PMSM
rotor is required for both controlling and driving the PMSM. The controller
requires the angular feedback in order to calculate the isd and isq values
correctly, as well as to determine the current speed used to calculate the
speed error and the voltage offset terms. The inverter also requires the
angular feedback to convert the reference voltage signals v∗sd and v
∗
sq back
into three-phase voltages that are applied to the terminals of the PMSM.
2.3 Sensored Feedback
Conventionally, the required feedback is acquired from sensors that are phys-
ically attached to the rotating rotor. There are several sensor options com-
mercially available for this purpose, with a sample of the various types shown
in figure 2.3.
2.3.1 Optical Encoder
At the core of an optical encoder is a glass disk with a known pattern of
transparent and opaque sections etched on the surface. The code disk is
attached to the device to be measured and rotates freely in the housing. A
source of light is located on one side of the disk, and a series of optical sensors
located on the other side picks up the changing pattern of illumination as
the code disk rotates and blocks the light source. The angular position can
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be determined by comparing the optical sensor readings and the pattern on
the code disk.
2.3.2 Magnetic Encoder
A magnetic encoder instead relies on measuring a magnetic field to determine
the rotation. A magnet has to be attached to the measured device, such that
poles of the magnet rotate about the rotation axis. A sensor chip with Hall
effect sensors is located close to the magnet to measure the rotating magnetic
field, from which the angular position is determined.
2.3.3 Resolver
Similarly, a resolver also has two parts, a rotor and a stator. The rotor has
two windings oriented orthogonal to each other. These windings are magnet-
ically coupled with a single winding on the stator. Due to the orientation,
when the stator winding is excited with an alternating signal, the two ro-
tor windings will also each output an alternating signal, 90 degrees out of
phase. The magnitude and phase of the sine and cosine output signals will
be affected by the rotation of the rotor and the alignment between the stator
and rotor windings, thus allowing the angular position of the rotor to be
determined.
2.3.4 Sensored Feedback Comparison
In general, sensored feedback options provide great performance. All three
of the sensor types mentioned are capable of high-precision angular position
feedback of at least 16 bits of resolution at rotation speeds in the range of 20
thousand RPM minimum. Optical encoders are capable of higher resolutions
up to 32 bits, but are also more sensitive to vibrations and dirt due to the
relatively fragile code disk. Magnetic encoders are also more sensitive to
stray magnetic fields and high temperatures due to the magnets required.
Resolvers have a comparatively simpler construction, thus allowing for higher
speeds and a larger operating temperature range, but the output signals are
complex and require more processing to extract the angular position reading.
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2.4 Sensorless Feedback for PMSM
However, using physical sensors for position feedback incurs additional cost
and complexity from the physical integration of the sensor. An alternative
approach is to replace the sensors with sensorless techniques that can es-
timate the rotor position. Sensorless approaches can be broadly classified
into two main categories, those based on measurement of the back-EMF of
the motor [7, 8], and those based on high frequency signal injection into the
motor [9–13].
2.4.1 Signal Injection Based Method
As shown in [9–13], this method utilizes an inherent saliency present in the
rotor, such as in interior permanent magnet synchronous motors (IPMSM).
The saliency results in d-axis and q-axis inductances that are not equal, and
by applying a high-frequency voltage signal to the stator windings, a high-
frequency current is created that varies with rotor position, from which the
position can be derived. However, this method only works on synchronous
machines with distinct saliency, and it adds additional requirements to the
motor drive hardware in order to generate the high-frequency signals. The
need to inject the signal to obtain position information also reduces the
voltage headroom available to be used to drive the machine at high speeds,
and the injected signal may cause additional heating and noise in the motor.
2.4.2 Back-EMF Based Method
Back-EMF based methods as seen in [7, 8] rely on precise knowledge of the
motor parameters in order to use the voltage equations (2.3) (2.4) to esti-
mate the rotor position. In [7], the back-EMF vector in both the stationary
reference frame and the rotating reference frame is estimated by subtracting
the stator resistance voltage drop from the measured stator voltages using
the measured stator currents, as shown in equations (2.8) to (2.13),
~es = ~vs −Rs~is = eα + jeβ (2.8)
eα = va −Ria (2.9)
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~er = (vd −Rsid) + j(vq −Rsiq) = ed + jeq (2.11)
ed = −Lsiq (2.12)
eq = λPM (2.13)
θest = arctan
(
eβ
eα
)
+ arctan
(
eq
ed
)
(2.14)
in which
~es back EMF in stator reference frame
~er back EMF in rotor reference frame
va, vb instantaneous phase A,B voltages
ia, ib instantaneous phase A,B currents
Rs stator phase resistance
Ls stator phase inductance
θest estimated rotor angle
The estimated rotor angle can be obtained by taking the sum of back EMF
space vector angle in the stator reference frame and the one in the rotor flux
reference frame, shown in equation (2.14). A PI controller is included to
adjust the angle estimate such that d-axis current id is maintained at zero.
The overall estimation algorithm is shown in the flowchart in figure 2.4.
In ideal cases, this method works well, but the algorithm is sensitive to
fluctuations in the parameters, such as changes in the stator resistance as the
motor heats up or imperfections in manufacturing causing deviations from
the specified values. To counteract this, [8] includes an additional sliding
mode observer to estimate stator resistance and overcome the sensitivity to
Figure 2.4: Back-EMF based angle estimation scheme
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parameter variations. However, a key drawback of back-EMF based methods
is that they do not work at zero to low speeds. In this operating region, the
back-EMF signal is small and the voltage measurements are dominated by
the voltage drop across the stator resistance, leading to a weak signal and
inaccurate estimations. Thus, back-EMF based methods only work well in
the medium to high speed range where the back-EMF magnitude is larger.
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CHAPTER 3
ANGLE ESTIMATION WITH HALL
EFFECT SENSORS
As shown in the previous chapter, precise control of a PMSM motor requires
accurate position feedback. However, using physical sensors incurs additional
cost and integration issues with the rotor, while sensorless estimation meth-
ods do not work well in all situations, especially in the case of outer rotor
surface mounted PMSM such as in [14] where there are minimal saliency
effects present.
On the other hand, the arrangement of the magnets in an outer rotor
PMSM produces a significant leakage magnetic field on the outside of the
motor. This field varies sinusoidally with the rotation of the rotor, providing
an easy-to-measure signal that directly correlates with the angular position
of the rotor. This leakage magnetic field can be picked up using cheap and
commercially available Hall effect sensors, and the signals passed into a data-
driven neural network model trained to estimate the rotor angle. The neural
net will be trained against the ground-truth readings obtained from the at-
tached resolver. A data-driven model is chosen for its generalizability, as
this allows for the model to be tuned and calibrated for various motors and
scenarios with a short calibration phase, removing the need to separately
obtain the transfer function for each system. A neural network based model
is chosen for its extensibility, which allows for easier adaptation to online
learning approaches and can also be easily extended to a recurrent neural
network model.
One issue with measuring the radial leakage flux is that the flux external
to the rotor is not purely sinusoidal across the circumference of the rotor.
While close to being sinusoidal, the design of the rotor and the placement
and geometry of the permanent magnets lead to distortions in the ideal sinu-
soidal relationship between the angle and the leakage flux that vary between
individual motors. As a result, a robust model must be able to represent
the relationship regardless of the distortions that vary from motor to motor
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Figure 3.1: Small-scale test bed components
without extensive modeling of the leakage flux from the motor. The distor-
tions introduced by the external flux give neural networks the upper hand
over curve fitting where the function to fit to must be known beforehand.
3.1 Small-scale Test Bed
A small-scale test bed was assembled for testing the viability of this rotor
angle estimation scheme. Figure 3.1 shows the overall view of the test bed
with the individual components labelled. A commercial outer rotor surface-
mounted PMSM is chosen for its design and performance characteristics com-
parable to those of the PMSM designed in [14], with the specifications shown
in Table 3.1.
For the sensors, the magnitude of the PMSM leakage magnetic field is
measured with a Gauss meter, and Hall effect sensors with a suitable mea-
surement range are chosen. Ten units of DRV5053PAQLPGM linear Hall
effect sensors are mounted in a Delrin fixture which is used to position the
sensors evenly spaced in an concentric arc approximately 2 mm above the
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Table 3.1: Test PMSM Parameters
Model ThinGap TG7150
Max continuous power 4.04 kW
Max speed 10300 rpm
Max torque 4.83 Nm
Max efficiency 91%
Poles 32
Stator phase resistance Rs 0.118 Ω
Stator phase inductance Ls 1.025E-5 H
Magnet flux λPM 7.6E-3 Wb
Motor inertia J 6.84E-3 kg ·m2
surface of the rotor, with the line of sensors located axially in the center of the
rotor magnets, as shown in figure 3.2. Ground-truth angular position read-
ings are obtained from an LTN RE 21-1-A01 resolver attached to the shaft of
the motor, which is excited and sampled by a AD2S1210 resolver-to-digital
converter (RDC).
3.2 Data Acquisition
The training process of the neural network models requires multiple datasets
containing the Hall effect sensor data and a known angle measurement. A
TMS320F28377D microcontroller samples the sensors and RDC at regular
time intervals and collects the samples into time-series datasets for oﬄine
training of the neural network.
Multiple datasets are acquired with the PMSM operating under different
conditions. These measurements are taken under varying conditions and
contain as features the time the sample was taken, mechanical angle and the
readings from the 10 Hall effect sensors. Two parameters distinguish each
dataset, rotational speed and rotational direction. First, the dynamometer
is used to spin the PMSM while data is collected. Due to the high-voltage
switching occurring in the dynamometer drive, significant electromagnetic
noise is generated and captured by the Hall effect sensors. Next, the PMSM
is rotated manually so that the Hall effect sensors experience minimal noise,
and six datasets are obtained. These datasets had either fast (∼300 RPM),
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Figure 3.2: Mounting of Hall effect sensors above rotor surface
slow (∼100 RPM) or varying (up to 300 RPM) rotation speeds, and either
clockwise (CW), counterclockwise (CCW) or varying directions (CW and
CCW rotations within the same dataset).
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CHAPTER 4
NEURAL NETWORK TRAINING
4.1 Neural Network Models
With the datasets collected from the test bed, neural network algorithms
are trained using MATLAB to interpret and convert the Hall effect sensor
readings into an estimated PMSM rotor electrical angle. Two neural network
models were chosen, trained and evaluated, a shallow neural network and a
recurrent neural network.
4.1.1 Shallow Neural Network
In implementing the shallow neural network model, the primary objective is
to develop a model that can create an accurate mapping from the voltage
response of the Hall effect sensors to the electrical angle of the rotor. As such,
the neural network model used in this study is a shallow neural network with
one hidden layer composed of 100 neurons.
As can be seen in figure 4.1, for a given electrical angle there is a largely
deterministic voltage response from each Hall effect sensor. This can be
further established with figure 4.2, which shows that in the absence of signif-
icant noise, for a given electrical angle, on average, a deviation of less than
2% from the mean of all samples taken at that angle is observed. This is to
be expected since the fringe fields are an intrinsic characteristic of the rotors
permanent magnets and the environment. It is thus easy to form a one to
one mapping between the voltage responses of the Hall effect sensors and
the electrical angle. It is important to note here that while shallow neural
network might simply memorize the transfer function, it can independently
learn the transfer in a brief calibration period without the need for the precise
parameter engineering needed required in physical models.
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Figure 4.1: A plot of Hall effect sensors output voltage response against
PMSM rotor electrical angle (3 of 10 sensors shown)
Figure 4.2: A plot of the average percentage deviation of samples from the
mean within each 0.1 electrical degree arc, from 0 electrical degrees to 360
electrical degrees (colors representing different sensors)
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Since deterministic outputs are expected, the need for generalizability is
largely reduced, and a high capacity neural network model with the ability to
memorize the structure of the training dataset is well suited for this applica-
tion. Wide and shallow neural networks, which struggle with generalization
(in comparison to deeper neural networks), are very good memorizers [15].
Given that it is essentially a one-to-one mapping for every possible input to
output pair for each Hall effect sensor, simple memorization of the data using
a shallow neural network proves to be adequate, which will be shown in the
discussion of estimation results.
4.1.2 Recurrent Neural Network
The recurrent neural network (RNN) model used in this study is an autore-
gressive model composed of one hidden layer of 20 neurons. It is modeled by
equation (4.1).
θ(t) = F (θ(t− 1), θ(t− 2), B(t), B(t− 1), B(t− 2)) (4.1)
Here θ(t) is the estimated angle at time t and B(t) is a vector of the
voltage responses of the Hall effect sensors at sample time t. The RNN is
fed as input the Hall effect sensor readings at the current sample time as
well as two previous sample times, and the two previous estimations of the
RNN are also provided as feedback. The motivation for the use of an RNN is
derived from the temporal structure of the data, which can be seen in figure
4.3, showing a plot of the Hall effect sensors’ voltage output over time when
the rotor is spun in a counter-clockwise direction. The voltage output of the
sensors corresponds to the magnitude of the leakage flux, which changes due
to the rotation of the rotor and can be directly correlated to the angle of the
rotor.
As can be seen, there is a strong correlation between the previous out-
put angle and current angle. Intuitively this is expected since the rotational
inertia of the rotor constrains the maximum angular acceleration and the
maximum angle the rotor can rotate between samples. Thus, in addition to
estimating the rotor angle based on the current sample of Hall effect sensor
readings, the RNN should theoretically be able to utilize the previous read-
ings and the previous angle estimations to further improve on the accuracy
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Figure 4.3: Plot of Hall effect sensor output voltage response over time (3
of 10 sensors shown)
of the current angle estimate, as well as to reject erroneous readings from the
Hall effect sensors.
4.2 Training Procedure
Before the training can begin, the datasets must first be processed to speed
up the training. First, the measured Hall effect sensor voltages need to be
normalized. This is the process of taking all of the readings from one sensor
and scaling them such that the samples range from -1 to 1 with mean at 0.
Normalizing all the sensor readings helps ensure that a proportional change
in the readings of every sensor affects the neural network output equally.
This prevents issues such as a single sensor being located closer to the rotor
surface, leading to a larger sensor reading magnitude that affects the neural
network output disproportionately and slows down the training process.
Additionally, due to the nature of the angle values, electrical angles of 0
degrees and 360 degrees would be classified differently with a large error if
the conventional representation of degrees or radians were used, despite their
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representation of the same physical position. To resolve this, the sine and
cosine of the electrical angle are used for training, after which the predicted
electrical angle is obtained by taking the arctangent of the sine and cosine
outputs of the neural networks.
To train the neural network models in MATLAB, each dataset is randomly
split into 3 subsets with a training : testing : validation ratio of 70 : 15 :
15 in terms of the number of samples contained in each. Since the temporal
structure is not necessary for the shallow neural network model, the dataset
is split randomly and the order of the samples is not preserved. Thus, 70%
of the data is used for training, 15% for testing and 15% for validation.
Conversely, the recurrent neural network model requires that the sequential
order be maintained. As such, the data is split such that the first 70% is
used for training, the next 15% for validation and the final 15% for testing.
Since the RNN model also utilizes its own feedback as an input, the RNN
is first trained open-loop with the measured electrical angle samples as the
feedback, before it is trained again closed-loop with its own estimates as the
feedback.
The neural network weights and biases are initialized randomly before
training. This leads to a slight variance of the neural network estimation
performance at the end of the training process. The training process is run
continuously until one of several conditions is met. First is the epoch limit of
200, where one epoch is one iteration of training with all the training samples
in the training dataset. Next is the validation check failure limit of 6, where
the number of validation checks represents the number of successive itera-
tions that the performance on the validation samples fails to decrease. Last
is the performance gradient limit of 1−7, where the training stops when the
performance of the neural network is improving at a rate less than the gradi-
ent [16]. Mean square error is the metric used to measure the neural network
performance, which is the sum of the squares of the deviation between the
predicted and ground truth values for the electrical angle.
The Levenberg-Marquardt method was employed to optimize the weights
of both networks. The Levenberg-Marquardt algorithm finds the minimizer β
which minimizes the mean square error. β is computed as shown in equation
(4.2) [17],
βmin = argminβ
n∑
i=1
[yi − f(x, β)]2 (4.2)
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Figure 4.4: Training snapshot of RNN open-loop
where β is the set of the artificial neural networks weights and biases, n is the
number of observations, yi is the observed values of the electrical angle for
the ith observation, xi is the normalized magnitudes of the leakage flux for the
same observation, and the function f(x, β) is the electrical angle predicted
by the artificial neural network.
Figure 4.4 shows a snapshot of the training process of the open-loop RNN
after epoch 200. The top plot shows the samples from the training dataset
and the neural network response, with the blue points belonging to the train-
ing samples and the green points belonging to the validation samples. The
bottom plot shows the mean square error performance of the RNN over the
dataset samples.
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CHAPTER 5
ESTIMATION RESULTS
The best performance that can be expected is ultimately limited by the
uncertainty introduced by the precision of the resolver and the RDC. The
resolver has a precision of ± 0.0167 mechanical degrees, while the RDC has
a precision of ± 0.022 mechanical degrees, which converts to 0.267 and 0.35
electrical degrees respectively.
The primary metric used for comparing the neural network estimation
results is the mean angle estimation angle. Figure 5.1 shows a typical dis-
tribution of the neural network estimation error, which in this case is the
shallow neural network trained on the FastCCW dataset. In this scenario,
the shallow network achieved a mean error of 1.1 electrical degrees, with
around 60% of the estimates having an error less than the mean, 90% with
an error less than 2.5 degrees, and only 5% with an error greater than the
3 degrees. The maximum estimation error that occurred was 11 electrical
degrees in this case, but several of the samples with large estimation errors
only occur once in the entire dataset, and thus might be possibly caused by
stray noise in the signals.
5.1 With Minimal External Noise
Figure 5.2 shows the mean estimation error of the shallow neural network,
open-loop RNN and closed-loop RNN when all three are trained on the Slow-
Both dataset, where the rotor is rotated slowly while varying in both direc-
tions. As can be seen, the shallow neural network performs consistently well
with a mean error of 1.0 electrical degrees when applied to all datasets, even
when the rotor is rotating faster in the FastCCW and FastCW datasets.
However, the performance of the RNN is more interesting. When the open-
loop RNN is trained on the SlowBoth dataset, it shows excellent performance
21
Figure 5.1: Histogram of neural network estimation error magnitudes
Figure 5.2: Mean error when trained with SlowBoth dataset
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of 0.2 degrees on all three slow datasets, but performs worse when the ro-
tor rotation speed is changed in the FastCCW, FastCW and VaryingBoth
datasets. Comparing to the consistent performance of the shallow neural
network across all datasets, this suggests that the feedback structure of the
RNN held it back in generalizing to a different operation speed. Further-
more, when the RNN is changed to closed-loop, the performance is degraded
again across all datasets, to the extent that all three datasets with a differ-
ent rotor speedhave terrible performance above 70 degrees. This is due to
the closed-loop feedback amplifying the effects of any error in the estimated
angle. Interestingly, the closed loop RNN performed worse on the training
dataset SlowBoth than the single rotation direction SlowCCW and SlowCW
dataset; this suggests that the RNN is better at estimating the angle when
the rotation direction remains constant.
Given the previous results, it would seem intuitive that training the RNN
on a dataset that includes both speed and direction changes would improve
the performance. Figure 5.3 shows the mean estimation error when all three
neural networks are trained on the VaryingBoth dataset, which consists of
samples taken at both slow and fast rotation speeds in both directions. Again,
the shallow neural network performed consistently well with a mean error of
less than 1.0 electrical degrees for all datasets.
The open-loop RNN obtained the best results in this scenario, achiev-
ing the lowest mean error for when tested on the various datasets. This
result verifies the theory that training the RNN on a dataset with varied
operating conditions can lead to better performance than a shallow neural
network, under ideal circumstances. Realistically, the closed-loop RNN also
saw a mostly improved performance, with reduced error and more consis-
tent performance on all datasets except on the FastCW and VaryingBoth
datasets. One possible explanation for the particularly poor performance on
the FastCW dataset may be that the training dataset had a limited sample
count representing the fast clockwise operating condition, which was further
compounded by the tendency of the closed-loop RNN feedback to amplify
errors. Nonetheless, this does not account for the poor performance on the
training dataset VaryingBoth, and more testing is required to resolve this.
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Figure 5.3: Mean error when trained with VaryingBoth dataset
5.2 With Significant External Noise
As mentioned in the section on the small-scale test bed, spinning the mo-
tor with the dynamometer led to significant noise in the Hall effect sensor
measurements, arising from the high-voltage switching in the dynamometer
drive.
Figure 5.4 shows the output voltage response of 3 of the 10 Hall effect
sensors, in the presence and absence of noise. It can be seen that the noise
causes samples to deviate greatly from the expected pattern due to the rotor
leakage flux. Figure 5.5 shows that the presence of noise causes the average
percent deviation of the sensor voltage samples to increase by an order of
magnitude.
To evaluate the effect of noise on the neural network estimation algorithm,
two scenarios will be considered, one where training uses datasets without
noise, and another where training uses the datasets with noise.
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(a) Minimal Noise (b) Significant Noise
Figure 5.4: Comparison of Hall effect sensor voltage response with and
without noise
(a) Minimal Noise (b) Significant Noise
Figure 5.5: Comparison of average percent deviation of samples with and
without noise
(a) Mean estimation error (b) Max estimation error
Figure 5.6: Mean and max estimation error on dataset with noise
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5.2.1 Performance on Noisy Dataset
Figure 5.6 shows the mean estimation error when all three neural networks
are trained on the VaryingBoth dataset and tested on the two datasets with
measurement noise. The effect of the noise is obvious, with the mean error
of the shallow neural network increasing by about 5 times from 0.8 electrical
degrees as shown in figure 5.3 to 3.9 electrical degrees. The mean error of
the RNN was more severely affected, with the error of the open-loop RNN
increasing from 0.3 to 7.1 electrical degrees. The maximum estimation error
was also affected, with all three neural networks having a maximum error of
180 electrical degrees, compared to the maximum error of 6.0 degrees and
2.0 degrees for the shallow neural network and open-loop RNN respectively
when minimal noise is present.
These results are within expectations. Since the neural networks are not
exposed to noise during training, the addition of noise will definitely throw off
the estimation, causing the neural networks to wrongly classify each sample
affected by noise. This is further compounded in the closed-loop RNN, where
the feedback amplifies the effect of the wrong estimation.
5.2.2 Training on Noisy Dataset
Figure 5.7 shows the mean estimation error of all three neural networks
when trained on the NoiseCCW dataset, where the rotor is accelerated by
the dynamometer with constant torque from standstill to 850 rpm, in the
presence of noise from the dynamometer drive. In general, all three neural
networks had an increase in the mean error. The mean error slightly increased
to 1.7 degrees for the NoiseCW dataset, which can possibly be attributed to
only training on a dataset with a single rotation direction. The open-loop
and closed-loop RNN were affected similarly, experiencing increased mean
errors on datasets with a clockwise rotation direction.
Figure 5.8 shows the maximum estimation error of all three neural net-
works. It can be seen that training on a dataset with significant noise has
helped the neural networks to learn to ignore the noise, since all of the neural
networks saw a great decline in the maximum estimation error. However the
effects of the noise are not negligible, since all neural networks experienced
a larger maximum error when noise was present on the sensor readings.
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Figure 5.7: Mean error when trained with NoiseCCW dataset
Figure 5.8: Maximum error when trained with NoiseCCW dataset
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CHAPTER 6
FURTHER WORK
6.1 Additional Training and Tuning
The training results show that the neural networks are sensitive to the op-
erating conditions contained in the training dataset. The RNN shows good
potential performance, but requires careful training and tuning to avoid the
feedback loop amplifying errors. Further improvements to the estimation
performance can be obtained, through finding the optimal combination of
operating conditions to include in the training dataset and through further
tuning of the neural network parameters.
6.2 Hardware Improvements
The training results have also shown that the neural network estimation al-
gorithms are sensitive to external electromagnetic noise, despite the training
process being able to reduce the impact on estimation performance. Ad-
ditional modifications to the experimental hardware, such as better sensors
and integrated filters, can be made to further reduce the effect of noise. The
neural networks also need to be tested with more types and sources of noise
introduced to determine the robustness against general noise sources.
6.3 Hardware Implementation
For the neural network estimation algorithm to be used in actual PMSM
control, it needs to be implemented in hardware. This would require that
the neural network be able to provide angle estimates at an update rate
that is synchronized to the calculation frequency of the PMSM controller.
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One method would be to increase the sampling rate of the neural network,
which would require the use of special processors due to the large number of
calculations required. Another possible method would be to explore different
neural network algorithms that are able to provide estimates for the angle in
future time steps and operate the algorithm at a slower rate.
Currently the algorithm uses angle measurements from a resolver as the
training target, but this is an unrealistic solution in an actual application as
the resolver would invalidate the need for the algorithm. A more practical
approach would use the neural network algorithm to augment a sensorless
estimation algorithm, such that the neural network can train using the sen-
sorless estimated angle and improve the overall performance.
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CHAPTER 7
CONCLUSION
This thesis evaluated the respective weaknesses of existing sensored and sen-
sorless methods of rotor angle estimation for a PMSM, and proposed a new
rotor angle estimation approach for an outer rotor PMSM, using linear Hall
effect sensors located in the leakage magnetic flux of the rotor in combi-
nation with neural networks trained to estimate the angle from the sensor
measurements. The proposed system is potentially cheaper than existing
angle sensors, without the limitations on operating conditions of sensorless
estimation algorithms. A small-scale test bed is set up with an outer rotor
PMSM to test the feasibility and collect data for neural network training.
Two neural network models were chosen based on observable features in
the collected data, a shallow neural network and a recurrent neural network.
The neural networks were trained using datasets collected from the PMSM
in a variety of operating conditions, and the performances of the neural net-
works were compared and evaluated. The training results show that the
shallow neural network is easy to train and performes consistently well in
most operating conditions. The open-loop RNN training results show a po-
tential for better performance compared to the shallow neural network, but
the RNN requires a more selective and careful approach to training, due to
the tendency of the feedback path to amplify the effects of wrong estimations.
Additional training and neural network parameter tuning are presented as
areas for further work to improve the performance of a neural network based
angle estimation algorithm. The negative effect of electromagnetic noise on
the performance of the algorithm was shown, and changes can be made in the
physical hardware of the test bed to reduce and minimize the effect of noise.
Future work should also include exploration into hardware implementation
of the neural network to verify the theoretical performance shown in this
thesis.
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