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RESUMEN EXTENSO
Los avances en tecnologı́a láser de las últimas décadas han permitido
la exploración de nuevos regı́menes de la fı́sica, el descubrimiento de
nuevos fenómenos y la implementación de diversas aplicaciones nove-
dosas. Todo esto ha convertido a los láseres en una herramienta esencial
en la sociedad actual, con un impacto socioeconómico que se extiende
en diversas áreas, tales como, por ejemplo, el procesado industrial de ma-
teriales, el tratamiento de semiconductores para la industria electrónica,
las comunicaciones de alta velocidad gracias a la fibra óptica, o el for-
mar una parte esencial directa o indirectamente en una gran variedad de
campos cientı́ficos. Los láseres con longitudes temporales en el orden de
los femtosegundos y con una elevada potencia pico se introdujeron en
la década de 1980, y las potencias alcanzables no han parado de crecer
desde entonces, abriendo en un primer lugar el campo de la interac-
ción láser-plasma ultrarrelativista y estando hoy en dı́a a las puertas de
estudiar experimentalmente fenómenos asociados a la electrodinámica
cuántica.
Cuando enfocamos estas fuentes láser pulsadas en un área mi-
crométrica, se pueden alcanzar intensidades pico suficientes para ionizar
un material sólido en una escala temporal por debajo de los femtosegun-
dos, dadas las grandes amplitudes que alcanzan localmente los campos
eléctricos. Esta ionización causada por la parte inicial del pulso láser
genera un plasma en la superficie del material, con el que interaccionan
estos campos. La interacción láser-plasma entre los láseres de alta poten-
cia y los plasmas formados por electrones e iones, con densidades sólidas,
tiene como producto dos fenómenos principales. Por una parte esta inte-
racción causa el movimiento relativista de los electrones en la superficie
del plasma, lo cual nos proporciona las herramientas para la generación
de radiación pulsada ultracorta de alta frecuencia, con energı́as próximas
al régimen de los rayos X y con un espectro energético en forma de
armónicos de orden alto de la frecuencia central del pulso láser. Este
espectro se emite periódicamente y aparece concentrado en el tiempo en
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la forma de un tren de pulsos con longitudes temporales en la escala de
las decenas o centenas de attosegundos. Por otra parte, otro producto de
esta interacción es la aceleración de protones e iones localizados en la
superficie posterior del blanco con el que interacciona el láser, que se
ocasiona por el efecto de los electrones que son empujados por el pulso
láser, atraviesan el blanco y salen por su cara posterior, generando en
distancias micrométricas gradientes de campo eléctrico muy intensos,
que son capaces de acelerar partı́culas con carga positiva en la superfi-
cie del material. El estudio de estos aceleradores es interesante por su
reducido coste, por las propiedades singulares de los haces de partı́culas
generados y por su compactibilidad, todo ello en comparación con los
aceleradores de partı́culas convencionales. Las cualidades particulares
de estos aceleradores de partı́culas hace interesante su estudio para di-
versas aplicaciones, principalmente en el campo de la medicina, como la
radioterapia o la activación de blancos secundarios para tomografı́a de
electrones y positrones, entre muchos otros.
Las simulaciones numéricas son una herramienta fundamental en la
fı́sica de la interacción láser-plasma para el avance de este área cientı́fica,
dado que nos brindan una visión más profunda de los fenómenos fı́sicos
envueltos en la interacción y pueden ser empleadas para el diseño de
experimentos o para la predicción de resultados en regı́menes de no
fácil acceso desde el punto de vista experimental. El empleo de códigos
particle-in-cell (PIC) está muy extendido en este campo cientı́fico, de-
bido a la simplicidad de sus fundamentos teóricos y a su demostrada
capacidad para proporcionar resultados fiables, que pueden ser contrasta-
dos con resultados experimentales. Estos códigos asumen que el total de
las partı́culas cargadas que componen el plasma pueden ser agrupadas
en un número menor de macropartı́culas, y teniendo esto en cuenta,
resuelven en una malla numérica regular, en la que se localizan los cam-
pos electromagnéticos y las partı́culas, las ecuaciones de Maxwell y la
ecuación de Lorentz para el cálculo de los campos electromagnéticos
y de las propiedades dinámicas de las partı́culas, respectivamente. Las
fuentes de los campos electromagnéticos son las densidades de carga
y corriente, que se calculan a través de la posición y momento de las
partı́culas, que a su vez son obtenidas por el efecto de los propios cam-
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pos. La resolución numérica de las ecuaciones se realiza de una forma
cı́clica con un incremento temporal escogido apropiadamente, de tal
forma que, tras varios ciclos sea posible obtener la evolución temporal
de la interacción entre un pulso láser y un plasma en la escala temporal
de interés.
En esta tesis mostramos los resultados de simulaciones numéricas
para el estudio de varios fenómenos asociados a la interacción láser-
plasma: la generación de armónicos de orden alto y la producción de
pulsos de attosegundo, donde proponemos varios posibles caminos para
la manipulación de las propiedades del tren de pulsos de attosegundo; la
aceleración de protones a través de la interacción entre láseres de alta
intensidad y blancos sólidos, donde evaluamos las propiedades del uso de
blancos nanoestructurados y encontramos que estos blancos son capaces
de incrementar substancialmente la energı́a láser absorbida por el plasma
y la energı́a cinética de los protones acelerados; y otros fenómenos en
los que la interacción láser-plasma juega un papel fundamental, tales
como la amplificación local del campo eléctrico que tiene lugar en
nanoestructuras, encontrando que esta amplificación puede ser empleada
para la manipulación de las propiedades del espectro de armónicos
emitido por un gas encapsulado en la nanoestructura, a través de efectos
de phase matching.
En cuanto a la generación de armónicos de orden alto, en primer
lugar se introducen sus propiedades espectrales y espaciotemporales
fundamentales, junto con una explicación teórica del fundamento de
su generación. Posteriormente se introducen las dependencias de este
mecanismo en relación a algunas propiedades del pulso láser o del
plasma, tales como la intensidad pico del láser, su estado de polarización
y su orientación espacial, la densidad del plasma, el ángulo de incidencia
del láser o la existencia de un pre-plasma en la superficie frontal del
blanco.
Una vez introducido el concepto de la generación de armónicos de
orden alto y resumidas sus propiedades básicas, se procede a mostrar
los resultados. En primer lugar se motiva la necesidad del estudio de
las técnicas de manipulación del tren de pulsos, dado que ser capaz de
aislar un sólo pulso de attosegundo, manipular el estado de polarización
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ocasiona por el efecto de los electrones que son empujados por el pulso
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bido a la simplicidad de sus fundamentos teóricos y a su demostrada
capacidad para proporcionar resultados fiables, que pueden ser contrasta-
dos con resultados experimentales. Estos códigos asumen que el total de
las partı́culas cargadas que componen el plasma pueden ser agrupadas
en un número menor de macropartı́culas, y teniendo esto en cuenta,
resuelven en una malla numérica regular, en la que se localizan los cam-
pos electromagnéticos y las partı́culas, las ecuaciones de Maxwell y la
ecuación de Lorentz para el cálculo de los campos electromagnéticos
y de las propiedades dinámicas de las partı́culas, respectivamente. Las
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y corriente, que se calculan a través de la posición y momento de las
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forma que, tras varios ciclos sea posible obtener la evolución temporal
de la interacción entre un pulso láser y un plasma en la escala temporal
de interés.
En esta tesis mostramos los resultados de simulaciones numéricas
para el estudio de varios fenómenos asociados a la interacción láser-
plasma: la generación de armónicos de orden alto y la producción de
pulsos de attosegundo, donde proponemos varios posibles caminos para
la manipulación de las propiedades del tren de pulsos de attosegundo; la
aceleración de protones a través de la interacción entre láseres de alta
intensidad y blancos sólidos, donde evaluamos las propiedades del uso de
blancos nanoestructurados y encontramos que estos blancos son capaces
de incrementar substancialmente la energı́a láser absorbida por el plasma
y la energı́a cinética de los protones acelerados; y otros fenómenos en
los que la interacción láser-plasma juega un papel fundamental, tales
como la amplificación local del campo eléctrico que tiene lugar en
nanoestructuras, encontrando que esta amplificación puede ser empleada
para la manipulación de las propiedades del espectro de armónicos
emitido por un gas encapsulado en la nanoestructura, a través de efectos
de phase matching.
En cuanto a la generación de armónicos de orden alto, en primer
lugar se introducen sus propiedades espectrales y espaciotemporales
fundamentales, junto con una explicación teórica del fundamento de
su generación. Posteriormente se introducen las dependencias de este
mecanismo en relación a algunas propiedades del pulso láser o del
plasma, tales como la intensidad pico del láser, su estado de polarización
y su orientación espacial, la densidad del plasma, el ángulo de incidencia
del láser o la existencia de un pre-plasma en la superficie frontal del
blanco.
Una vez introducido el concepto de la generación de armónicos de
orden alto y resumidas sus propiedades básicas, se procede a mostrar
los resultados. En primer lugar se motiva la necesidad del estudio de
las técnicas de manipulación del tren de pulsos, dado que ser capaz de
aislar un sólo pulso de attosegundo, manipular el estado de polarización
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de los armónicos, o controlar la intensidad de estos es útil para varias
aplicaciones en las que estas fuentes de radiación son empleadas, tales
como el sensado de muy alta resolución, la fı́sica de materiales o el
estudio de la dinámica electrónica a escalas atómicas.
Para la manipulación del número de pulsos emitidos en el tren y, en
el caso más óptimo, el aislamiento de un sólo pulso de attosegundos, se
presentan dos trabajos diferentes. En el primer trabajo se implementa una
variante de la técnica conocida como Polarization Gating, la cual hace
uso de la dependencia de la generación de armónicos con la elipticidad
del pulso láser (siendo más óptima para polarización lineal P y menos
óptima para polarización circular), de forma que con un pulso láser
con una elipticidad dependiente del tiempo es posible acotar el número
de pulsos del tren. En particular se utiliza un pulso con polarización
lineal en la región central más intensa y circular fuera de esta región. La
variante propuesta se caracteriza por el empleo de un fenómeno no lineal
conocido como Cross Polarized Wave Generation, mediante el cual a la
salida de un cristal no lineal que atraviesa el láser, se genera un pulso
con polarización lineal, cuyo eje es dependiente del tiempo. La adición
de una dispersión de segundo orden en un eje de los campos a la salida
del cristal y el uso una lámina de cuarto de onda permiten que, para un
pulso láser de varios ciclos e intensidad moderada, se pueda aislar un
pulso de attosegundo en el caso más óptimo.
En la segunda propuesta se introduce una nueva técnica para el ais-
lamiento de pulsos de attosegundo, que se ha bautizado como Frequency
Gating. Esta técnica consiste en el uso de un pulso láser obtenido como
suma coherente de dos pulsos láser con la misma envolvente pero con
una ligera diferencia entre el valor de sus frecuencia centrales, lo que
genera una onda resultante como producto de una onda de frecuencia
rápida y otra de frecuencia lenta. Si la frecuencia lenta es tal que su
perı́odo de oscilación esté en el orden de la longitud del pulso, entonces
se genera un patron de pulsado en el campo láser que, a efectos de la
generación de armónicos, acorta en términos efectivos el tren de pulsos
de attosegundo. Se estudia cómo se comporta esta técnica para dife-
rentes anchuras del pulso láser, encontrando que el ratio óptimo entre
frecuencias para el aislamiento de un sólo pulso de attosegundo, ası́ como
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la eficiencia de aislamiento de este, depende de la longitud temporal
del pulso láser, pudiendo modelizar esta dependencia de forma sencilla.
También se ha comprobado que el buen funcionamiento de esta técnica
requiere del uso de pulsos de alto contraste y de un buen control sobre
la fase relativa entre los dos pulsos láser. Los resultados muestran que
este método consigue de forma muy eficience acortar el tren de pulsos
de attosegundo, siendo posible incluso para pulsos láser multiciclo el
aislamiento eficiente de un solo pulso de attosegundo.
Por último se presentan resultados relativos a la manipulación del
estado de polarización del espectro de armónicos, tomando como base
resultados recientes que demuestran que un pulso láser con polarización
elı́ptica en incidencia oblicua genera armónicos también polarizados
elı́pticamente. Mediante el uso del modelo teórico Relativistic Electronic
Spring (RES) para la generación de armónicos, caracterizado por su
validez a muy altas intensidades láser, se realiza un estudio paramétrico
extenso en el que se analiza la elipticidad del tren de pulsos de attose-
gundo para diferentes estados de polarización y ángulos de incidencia
del láser. Los resultados muestran por primera vez las configuraciones
que generan en particular pulsos de attosegundo con polarización cuasi
circular y prueban que, dada la concentración local de la emisión de los
armónicos en el régimen de intensidades estudiado, se pueden alcan-
zar, en ciertas configuraciones, pulsos de attosegundo con polarización
próxima a la circular y amplitudes en el orden de magnitud de la am-
plitud del pulso láser original, lo cual supone una gran motivación para
aplicaciones en las que estos se puedan emplear.
En esta tesis también se aborda el estudio de la aceleración de
protones a través del mecanismo conocido por Target Normal Sheath Ac-
celeration (TNSA). En este escenario los electrones son empujados por
la fuerza ponderomotriz del campo láser a lo largo del blanco, escapando
a través de su superficie posterior y creando una separación de carga en
esta superficie con una distancia micrométrica. Esta situación genera
un campo longitudinal muy intenso capaz de acelerar eficientemente
partı́culas con carga positiva localizadas en dicha superficie posterior,
generalmente protones provenientes de hidrógeno atmosférico deposi-
tado en una fina capa sobre el blanco. Se introduce este mecanismo de
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variante propuesta se caracteriza por el empleo de un fenómeno no lineal
conocido como Cross Polarized Wave Generation, mediante el cual a la
salida de un cristal no lineal que atraviesa el láser, se genera un pulso
con polarización lineal, cuyo eje es dependiente del tiempo. La adición
de una dispersión de segundo orden en un eje de los campos a la salida
del cristal y el uso una lámina de cuarto de onda permiten que, para un
pulso láser de varios ciclos e intensidad moderada, se pueda aislar un
pulso de attosegundo en el caso más óptimo.
En la segunda propuesta se introduce una nueva técnica para el ais-
lamiento de pulsos de attosegundo, que se ha bautizado como Frequency
Gating. Esta técnica consiste en el uso de un pulso láser obtenido como
suma coherente de dos pulsos láser con la misma envolvente pero con
una ligera diferencia entre el valor de sus frecuencia centrales, lo que
genera una onda resultante como producto de una onda de frecuencia
rápida y otra de frecuencia lenta. Si la frecuencia lenta es tal que su
perı́odo de oscilación esté en el orden de la longitud del pulso, entonces
se genera un patron de pulsado en el campo láser que, a efectos de la
generación de armónicos, acorta en términos efectivos el tren de pulsos
de attosegundo. Se estudia cómo se comporta esta técnica para dife-
rentes anchuras del pulso láser, encontrando que el ratio óptimo entre
frecuencias para el aislamiento de un sólo pulso de attosegundo, ası́ como
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la eficiencia de aislamiento de este, depende de la longitud temporal
del pulso láser, pudiendo modelizar esta dependencia de forma sencilla.
También se ha comprobado que el buen funcionamiento de esta técnica
requiere del uso de pulsos de alto contraste y de un buen control sobre
la fase relativa entre los dos pulsos láser. Los resultados muestran que
este método consigue de forma muy eficience acortar el tren de pulsos
de attosegundo, siendo posible incluso para pulsos láser multiciclo el
aislamiento eficiente de un solo pulso de attosegundo.
Por último se presentan resultados relativos a la manipulación del
estado de polarización del espectro de armónicos, tomando como base
resultados recientes que demuestran que un pulso láser con polarización
elı́ptica en incidencia oblicua genera armónicos también polarizados
elı́pticamente. Mediante el uso del modelo teórico Relativistic Electronic
Spring (RES) para la generación de armónicos, caracterizado por su
validez a muy altas intensidades láser, se realiza un estudio paramétrico
extenso en el que se analiza la elipticidad del tren de pulsos de attose-
gundo para diferentes estados de polarización y ángulos de incidencia
del láser. Los resultados muestran por primera vez las configuraciones
que generan en particular pulsos de attosegundo con polarización cuasi
circular y prueban que, dada la concentración local de la emisión de los
armónicos en el régimen de intensidades estudiado, se pueden alcan-
zar, en ciertas configuraciones, pulsos de attosegundo con polarización
próxima a la circular y amplitudes en el orden de magnitud de la am-
plitud del pulso láser original, lo cual supone una gran motivación para
aplicaciones en las que estos se puedan emplear.
En esta tesis también se aborda el estudio de la aceleración de
protones a través del mecanismo conocido por Target Normal Sheath Ac-
celeration (TNSA). En este escenario los electrones son empujados por
la fuerza ponderomotriz del campo láser a lo largo del blanco, escapando
a través de su superficie posterior y creando una separación de carga en
esta superficie con una distancia micrométrica. Esta situación genera
un campo longitudinal muy intenso capaz de acelerar eficientemente
partı́culas con carga positiva localizadas en dicha superficie posterior,
generalmente protones provenientes de hidrógeno atmosférico deposi-
tado en una fina capa sobre el blanco. Se introduce este mecanismo de
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aceleración y se explican sus propiedades, mostrando como ejemplo el
resultado de una simulación numérica.
Se motiva la necesidad de mejora de las propiedades del haz de
partı́culas acelerado, en general en términos de energı́a máxima y carga
acelerada, sin incrementar para ello la intensidad del láser, dado que
esto implica un aumento notable en el coste del experimento. Se dis-
cuten las distintas propuestas en la literatura cientı́fica para mejorar el
proceso de aceleración a través de la manipulación de las propiedades
del blanco, encontrando que el empleo de blancos nanoestructurados
de forma regular en su superficie frontal mejora substancialmente la
absorción de energı́a del pulso láser por parte de los electrones, lo cual se
traduce en un aumento de la energı́a de los protones acelerados. En estos
estudios de blancos nanoestructurados se encuentra que la estructura que
permite una absorción de energı́a mayor es la triangular, por lo tanto se
decide realizar un estudio en profundidad de las propiedades de dicha
estructura.
Empleando los parámetros del láser STELA de la plataforma L2A2
de la Universidade de Santiago de Compostela, estudiamos el proceso
de aceleración de protones con blancos nanoestructurados triangulares.
Los resultados muestran que, tanto la absorción de energı́a como la
energı́a de los protones dependen fuertemente de las dimensiones de la
nanoestructura y del ángulo de incidencia del láser, pudiendo optimizarse
para dar una absorción de energı́a casi total y obtener una mejora en un
factor 5 de la energı́a de los protones en comparación con la obtenida
cuando se utiliza un blanco de superficie plana. Los resultados relativos
a la absorción de energı́a y a las dimensiones óptimas de la nanoestruc-
tura son respaldados por un modelo teórico y analı́tico basado en el
movimiento relativista de los electrones en la nanoestructura periódica
bajo la influencia del campo láser.
Por último se estudia el comportamiento de estos blancos en términos
de la absorción de energı́a, para situaciones más realistas, considerando
posibles desviaciones de la situación ideal, tales como la existencia de
diferentes especies de iones, fluctuaciones en la intensidad pico del pulso
láser, errores en la periodicidad de la nanoestructura y la existencia de
una región de pre-plasma. La motivación para la realización de este
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estudio es la de certificar cómo de robustos son los resultados obtenidos
y cómo de precisa ha de ser la técnica de fabricación de las nanoestruc-
turas (lo que repercute en su precio). Los resultados de esta última parte
revelan que los resultados son muy robustos frente a desviaciones de la
situación ideal en términos de diseño del experimento, siendo posible
por ejemplo emplear una nanoestructura con errores de fabricación del
50% del valor de sus dimensiones, y que esto implique un cambio en
la absorción de energı́a de aproximadamente un ∼ 2%. También se
encuentra que estos blancos requieren del empleo de pulsos láser de muy
alto contraste, para evitar la formación de un pre-plasma, el cual demues-
tra ser muy perjudicial para obtener altos porcentajes de absorción, en
consonancia con lo que se ha publicado en la literatura.
La última sección de resultados se dedica a la generación de ar-
mónicos de orden altos en medios gaseosos, cuando dichos medios se
encuentran encapsulados en un volumen nanométrico delimitado por
una nanoestructura formada por dos bloques separados entre si. En esta
situación la interacción láser-plasma representa más una herramienta que
el fenómeno a estudiar en si mismo.
Para contextualizar los resultados del último capı́tulo, primero se
introduce el fenómeno de la generación de armónicos de orden alto y
pulsos de attosegundo en medios gaseosos. Se explica dicho fenómeno a
un nivel atómico con un modelo semiclásico, basado en el movimiento de
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en cuenta que la muestra gaseosa está compuesta de un gran número de
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a medir en un experimento. A la sazón de esta descripción macroscópica,
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de la absorción de energı́a, para situaciones más realistas, considerando
posibles desviaciones de la situación ideal, tales como la existencia de
diferentes especies de iones, fluctuaciones en la intensidad pico del pulso
láser, errores en la periodicidad de la nanoestructura y la existencia de
una región de pre-plasma. La motivación para la realización de este
x
RESUMEN EXTENSO
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los efectos a nivel macroscópico que producen las diferencias de fase
entre la emisión de los armónicos por los átomos en la muestra. Se
discuten las diferentes fuentes que puedan ser responsables de dichos
efectos, tales como la geometrı́a del experimento o el balance entre las
trayectorias largas y cortas presentes en el experimento. En el último
caso dicha contribución de fase es conocida como fase intrı́nseca.
Una vez explicada la generación de armónicos en medios gaseosos,
se introduce el concepto de las oscilaciones plasmónicas, dado que es
necesario para la comprensión de los resultados mostrados en la parte
final del capı́tulo. Se explica su origen y significado, ası́ como sus apli-
caciones y propiedades más generales. El concepto de la oscilación
plasmónica causada por un campo láser sobre la superficie de un plasma
de densidad sólida nos permite proponer una configuración en la cual dos
superficies de espesor ultrafino se separan una distancia mucho menor
que la longitud de onda, tal que un pulso láser incide sobre dicha sepa-
ración, linealmente polarizado en la dirección en la que dichas superficies
se separan. La separación de carga generada por el movimiento de los
electrones sobre el fondo de iones pesados en reposo, causa que se creen
en las superficies paralelas opuestas una acumulación de carga de signo
contrario e igual magnitud, lo que a efectos prácticos se puede describir
como un capacitor a escala nanométrica. Este fenómeno mejora el campo
local en el volumen de separación entre ambos materiales, dado que el
campo generado está en fase con el campo láser original, sumándose por
tanto a este. Las propiedades de este mecanismo para la mejora local del
campo eléctrico se estudian atendiendo a la polarización e intensidad del
láser, ası́ como a las dimensiones del diseño, encontrando cuales son las
limitaciones de este mecanismo y su comportamiento en relación a estos
factores. Para finalizar, se muestran los resultados de la generación de
armónicos por un gas localizado en un volumen nanométrico limitado
por una estructura similar a la descrita anteriormente. El campo en la
estructura se ve incrementado hasta en dos órdenes de magnitud en in-
tensidad, lo cual puede ser empleado para la mejora de la generación de
armónicos con campos láser de baja intensidad. El empleo de códigos
particle-in-cell nos permiten obtener la distribución exacta del campo
en la estructura, la cual se puede emplear para calcular la emisión del
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espectro de armónicos. Los resultados revelan que, al contrario de lo que
es tı́picamente asumido en estas configuraciones, los efectos de phase
matching son relevantes y que además la fuente de los desajustes de
fase no es otra que la fase intrı́nseca, causada por la inhomogeneidad de
los campos en la nanoestructura, por lo tanto este efecto estará presente
siempre que se empleen nanoestructuras con el fin de generar ármonicos
con gases.
La tesis finaliza con una relación de conclusiones, en las que se
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de densidad sólida nos permite proponer una configuración en la cual dos
superficies de espesor ultrafino se separan una distancia mucho menor
que la longitud de onda, tal que un pulso láser incide sobre dicha sepa-
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The advancements in laser technology over the last decades have
allowed researchers to explore new regimes of physics, discover new
phenomena and implement several new applications. This has made
lasers into an essential tool in nowadays society, with an extensive so-
cioeconomic impact in many areas. High power femtosecond lasers were
first developed in the 1980s, and the achievable peak powers have grown
substantially ever since. These pulsed laser sources have enough power
to ionize a solid material in a femtosecond temporal scale, being able to
interact with the plasma formed at the material surface. Laser-plasma
interaction between high power lasers and solid density plasmas pro-
vides with the tools to create high frequency ultrashort pulsed radiation,
close to the X-ray regime and with temporal lengths in the attosecond
scale, and allows to create compact and cheap particle accelerators, that
can represent an advantage in some scientific areas in comparison with
conventional accelerators.
Numerical simulations are a fundamental tool in laser-plasma physics
for the advancement of this scientific area, since they provide with in-
sights of the physical processes involved in the interaction and they can
be used to design experiments or predict results in regimes not easily
available from the experimental perspective. In this thesis we show the
results of numerical simulations to study several phenomena associated
with laser-plasma interaction: high harmonic generation and its associ-
ated attosecond pulse production, where we propose several routes to
manipulate the properties of the attosecond pulse train; proton accel-
eration through the interaction of high intensity laser pulses and solid
targets, where we address the properties of using nanostructured targets,
finding that these targets are able to increase substantially the laser en-
ergy absorbed by the plasma and the kinetic energy of the accelerated
protons. We also analyze other phenomena in which laser-plasma interac-
tion plays a key role, where we study the local enhancement of the laser
electric field in nanostructures and we find that this enhancement can be
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used to manipulate the properties of the harmonic spectrum emitted by a
gas enclosed inside the nanostructure, via phase matching effects.
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trafast physics, plasma-based particle acceleration, proton acceleration,
target normal sheath acceleration, plasmon oscillations, phase matching
effects in high harmonic generation
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1 INTRODUCTION
The interaction between light and matter has always fascinated
human beings. From the very beginning of our existence, light and its
interaction with matter have been a central piece of culture and science
in societies. Starting from the early scientific theories of the XVII and
XVIII centuries, the increasing advancement of the understanding of this
scientific field allowed the development of new technologies, which in
turn helped to develop new and more complete theories that brought us
to the world that we live in. Nowadays the scientific and technological
development in the fields of radiation-matter interaction is so big and so
specialized, that in some research areas we are on the verge of analyzing
previously unreachable scales of energy, intensity or resolution, that will
most likely bring to light new physical phenomena previously ignored
and give rise to a new and more complete scientific understanding of
nature.
The invention of the laser in 1960 and its fast evolution have made
possible to be able to have nowadays terawatt (1012 W) radiation sources
in the visible and infrared part of the spectrum and with temporal
lengths in the range of the femtosecond scale, available for a reason-
able price. Even petawatt (1015 W) laser sources have been devel-
oped in some laboratories around the world. The high levels of ir-




2 ) that can be achieved with these
powers when the laser pulse is tightly focused in a micrometric area,
can strongly ionize solid materials and create high density plasmas to
interact with. Furthermore, these irradiances are beyond the relativistic
limit, that means that an electron affected by these fields will show a
relativistic behaviour, giving rise to a nonlinear interaction that has as
a result phenomena that prior to the development of these systems was
unknown.
In this thesis, we study the interaction between high intensity laser
pulses and ionized solid materials, or overdense plasmas, with particle-in-
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cell (PIC) simulations. Laser-plasma interaction in the relativistic limit
has highly increased its interest in the last decades [1–3]. It has been a
way to obtain new intense radiation sources beyond the ultraviolet part
of the spectrum [4, 5] as well as a method for producing energetic beams
of electrons, from the Laser Wakefield Acceleration (LWFA) mechasim,
and ions, from the Target Normal Sheath Acceleration (TNSA) mecha-
nism [6, 7], as principal and most developed acceleration mechanisms.
These are nowadays starting to be used in several applications, such as
X-ray production, target nuclear activation, hadrontherapy, probing or
sensing.
The aim of this PhD thesis is to study the interaction of high intensity
and ultrashort laser sources with solid ionized materials, with the purpose
of extending previous works, proposing new experiments, exploring new
practical applications and obtaining a better understanding of the physical
processes present. We analyze the nonlinear mechanisms involved in
this interaction and we focus our attention into the study of two of its
most important outcomes: the generation of high harmonics of the laser
central frequency and the associated attosecond pulse generation in the
reflected field [4, 5] and the acceleration of ions at the back surface of
a solid target caused by its interaction with an ultrashort and intense
laser pulse [6,7]. Apart from these topics, we address other topics where
laser-plasma physics produces interesting physical phenomena.
The results derived from this thesis provide a better understanding
of the interaction between laser pulses and overdense plasmas at the
nanoscale level. In one hand, they will allow to implement new ex-
periments to isolate single attosecond pulses and to manipulate their
polarization state, in the other hand, they will help to obtain the op-
timal parameters of nanostructured solid targets for achieving more
efficient proton sources from plasma accelerators. The results will find
their applicability in several technological fields, such as high preci-
sion sensing with attosecond resolution, atomic science with ultrashort
and non-linearly polarized pulses, improvement of the target activation
methods for positron emission tomography, and so on.
2
1. INTRODUCTION
1.1 ATTOSECOND PULSES AND HIGH HARMONIC GENERATION
The generation of ultrashort radiation, through the interaction of a
laser pulse with a gas or solid target, has been a very active research
field in the last decades, yielding to very interesting results in basic and
applied science [4,5,8]. The generation of this kind of pulses is linked to
a nonlinear mechanism, known as high harmonic generation (HHG), by
which integers of the laser central wavelength are generated and emitted
as a consequence of the interaction of a laser pulse with a target.
In gas media, HHG is a nonlinear effect caused by the motion
of electrons at the atomic scale due to the effect of an external laser
field [8–18]. The periodic recollision of electrons with their parent ions
during their oscillations generates a train of ultrashort bursts of radiation
with a wide harmonic spectrum. HHG produced by this method is limited
by the intensity of the laser and therefore not very high efficiencies or
energies can be achieved in comparison with the case when solid targets
are used [18].
The generation of high harmonic orders when focusing an intense
laser pulse in a solid target was first discovered in the 1970s [19], and
then reproduced and studied by other groups in the following years
[20–23]. In these studies several interesting features of HHG were found:
harmonics appeared at integer multiples of the laser central frequency;
the motion of electrons at the plasma surface was responsible for their
generation and the spectrum showed a cutoff at the maximum local
electron plasma frequency, defined by the equation ωpl = ω(n/nc)
1
2 ,
where n is the plasma density and nc = ε0meω2/q2e the critical density,
being ε0 the vacuum permitivity and me, qe the mass and charge of
the electron, respectively. With the advent of high power lasers, HHG
in solid targets gained interest as it was demonstrated at intensities
where gas HHG was not possible anymore (I  1016W/cm2), both in
experiments and numerical simulations [24–27], showing new features
of this generation, such as the disappearance of the harmonic cutoff at
relativistic intensities and the temporal shape of the harmonic spectrum
in the form of attosecond pulses.
The generation of high harmonic orders in solid targets occurs during
3
MANUEL BLANCO FRAGA
cell (PIC) simulations. Laser-plasma interaction in the relativistic limit
has highly increased its interest in the last decades [1–3]. It has been a
way to obtain new intense radiation sources beyond the ultraviolet part
of the spectrum [4, 5] as well as a method for producing energetic beams
of electrons, from the Laser Wakefield Acceleration (LWFA) mechasim,
and ions, from the Target Normal Sheath Acceleration (TNSA) mecha-
nism [6, 7], as principal and most developed acceleration mechanisms.
These are nowadays starting to be used in several applications, such as
X-ray production, target nuclear activation, hadrontherapy, probing or
sensing.
The aim of this PhD thesis is to study the interaction of high intensity
and ultrashort laser sources with solid ionized materials, with the purpose
of extending previous works, proposing new experiments, exploring new
practical applications and obtaining a better understanding of the physical
processes present. We analyze the nonlinear mechanisms involved in
this interaction and we focus our attention into the study of two of its
most important outcomes: the generation of high harmonics of the laser
central frequency and the associated attosecond pulse generation in the
reflected field [4, 5] and the acceleration of ions at the back surface of
a solid target caused by its interaction with an ultrashort and intense
laser pulse [6,7]. Apart from these topics, we address other topics where
laser-plasma physics produces interesting physical phenomena.
The results derived from this thesis provide a better understanding
of the interaction between laser pulses and overdense plasmas at the
nanoscale level. In one hand, they will allow to implement new ex-
periments to isolate single attosecond pulses and to manipulate their
polarization state, in the other hand, they will help to obtain the op-
timal parameters of nanostructured solid targets for achieving more
efficient proton sources from plasma accelerators. The results will find
their applicability in several technological fields, such as high preci-
sion sensing with attosecond resolution, atomic science with ultrashort
and non-linearly polarized pulses, improvement of the target activation
methods for positron emission tomography, and so on.
2
1. INTRODUCTION
1.1 ATTOSECOND PULSES AND HIGH HARMONIC GENERATION
The generation of ultrashort radiation, through the interaction of a
laser pulse with a gas or solid target, has been a very active research
field in the last decades, yielding to very interesting results in basic and
applied science [4,5,8]. The generation of this kind of pulses is linked to
a nonlinear mechanism, known as high harmonic generation (HHG), by
which integers of the laser central wavelength are generated and emitted
as a consequence of the interaction of a laser pulse with a target.
In gas media, HHG is a nonlinear effect caused by the motion
of electrons at the atomic scale due to the effect of an external laser
field [8–18]. The periodic recollision of electrons with their parent ions
during their oscillations generates a train of ultrashort bursts of radiation
with a wide harmonic spectrum. HHG produced by this method is limited
by the intensity of the laser and therefore not very high efficiencies or
energies can be achieved in comparison with the case when solid targets
are used [18].
The generation of high harmonic orders when focusing an intense
laser pulse in a solid target was first discovered in the 1970s [19], and
then reproduced and studied by other groups in the following years
[20–23]. In these studies several interesting features of HHG were found:
harmonics appeared at integer multiples of the laser central frequency;
the motion of electrons at the plasma surface was responsible for their
generation and the spectrum showed a cutoff at the maximum local
electron plasma frequency, defined by the equation ωpl = ω(n/nc)
1
2 ,
where n is the plasma density and nc = ε0meω2/q2e the critical density,
being ε0 the vacuum permitivity and me, qe the mass and charge of
the electron, respectively. With the advent of high power lasers, HHG
in solid targets gained interest as it was demonstrated at intensities
where gas HHG was not possible anymore (I  1016W/cm2), both in
experiments and numerical simulations [24–27], showing new features
of this generation, such as the disappearance of the harmonic cutoff at
relativistic intensities and the temporal shape of the harmonic spectrum
in the form of attosecond pulses.
The generation of high harmonic orders in solid targets occurs during
3
MANUEL BLANCO FRAGA
the interaction between a laser pulse and the ionized surface of the target,
such that ultrashort bursts of radiation containing the harmonic spectrum
appear periodically with the laser field oscillations in the reflected field.
This mechanism for HHG is fundamentally relativistic and associated
to the motion of electrons at the plasma surface, caused by the external
laser field. There are several models to explain this mechanism in solid
targets, all of them based on the electron dynamics at the plasma surface
in different parametric configurations. A short description of the basis of
these models is the following: the pre-pulse or the front part of the laser
pulse ionizes the target surface, generating a high density plasma with a
frontal region of density growth (pre-plasma); the laser pulse interacts
with the plasma, moving electrons at relativistic velocities, and gets
reflected carrying harmonic radiation generated by the particle motion
at the target surface. The nonlinearity that governs this mechanism
causes that models usually cannot yield to final analytical expressions
that describe explicitly the harmonic spectrum and they have to be solved
numerically under certain approximations. Therefore, the dependency
of HHG in several parameters such as the laser polarization state is not
obvious and has to be inspected by performing numerical simulations.
The best established models to account for HHG are the Coherent Wake
Emission (CWE) model [28], the Relativistic Oscillating Mirror (ROM)
models [27] and the Relativistic Electronic Spring (RES) model [29],
having each of them its range of applicability in terms of the laser and
plasma properties.
The CWE model is designed for moderate laser intensities (I ≤
1018 W/cm2 or a0 ≤ 1), where relativistic effects in the electron motion
are not dominant and the source of HHG is the variation over time of the
electron density profile. The oscillatory motion of electrons at the surface
of an overdense plasma under the influence of a P-polarized laser field is
described by Brunel’s model [30]. It predicts that electrons starting their
motion at different times under the same field, could eventually cross
each other when re-entering the plasma after one laser oscillation. Since
inside the plasma the velocity of the electrons is unperturbed [31], this
leads to the formation of a high density peak of electrons propagating
through the plasma, which excites collective electron oscillations inside
4
1. INTRODUCTION
the plasma that emit radiation in the form of ultrashort pulses containing
high frequency harmonics. This mechanism and its steps have been
verified in numerical and experimental studies [28, 32–34] and reviewed
thoroughly in reference [5]. The properties of the harmonic spectrum
in the CWE regime have been analyzed through parametric scans with
numerical simulations [5, 35, 36], finding a clear cutoff at the plasma fre-
quency of the harmonic spectrum; a strong dependence of the harmonic
emission on the shape and length of the pre-plasma; a cancellation of
CWE harmonics at normal incidence and an optimal generation at a laser
angle of incidence around 45◦ and, in relation to the polarization state of
the laser pulse, a need for the existence of a P-polarized component in
the laser pulse for CWE to be triggered.
The ROM models [27, 37–43] are a group of theoretical models
designed to account for HHG at relativistic intensities (I  1018 W/cm2
or a0  1). They share the same ad hoc initial assumption about the
plasma surface behaving as a mirror. In this regime the high laser inten-
sity provokes a collective motion of the electrons at the plasma surface,
causing a simultaneous oscillation of the laser field and the surface
where it is reflected, that generates a doppler shift in the reflected field,
responsible for the harmonic spectrum. The harmonic spectrum in the
ROM regime also comes in the form of attosecond pulses, but presents
features that were not present in the CWE regime, namely an universal
scaling of the harmonic signal on the harmonic order of ∝ n−8/3H (where
nH is the harmonic order) with a cutoff given by ωc = γ3, being γ the
maximum Lorentz factor at the apparent reflection point (ARP) [39, 41];
an optimal angle of incidence in the interval [45◦, 60◦]; an explanation
for the harmonic spectrum at normal incidence; an enhancement of the
generation due to the presence of a pre-plasma and the existence of a
set of “selection rules” that explains what is the polarization state of the
harmonics depending on the polarization state of the laser pulse [27]. In
this regime of intensities, the ROM described harmonics are dominant
over CWE ones [33, 34], which demonstrates that the regime of relativis-
tic intensities is much more interesting for HHG. The main assumption
of this model is that at some point during the laser-plasma interaction,
both incident and reflected fields compensate each other at an apparent
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reflection point. Therefore this model is limited for a certain parameter
region in which that statement may apply.
The RES model [29, 44], which is the most recent of these three,
assumes that the shifted reflection in the ROM models is generally
not true, since it neglects the accumulation of energy by the electrons
during their motion, which is a relevant factor not negligible when the
laser intensity is increased or the plasma density reduced. Therefore
the electron plasma oscillations over the ion background have a bigger
amplitude. This model takes into account the accumulated energy on
the electrons over the laser oscillation and its reemision in the form
of an ultrashort radiation burst, containing a harmonic spectrum. The
steps followed by this mechanism during one laser ocillation are the
following: the laser field pushes the electrons into the plasma bulk and
stacks them into a thin high-density nanometric sheet, heating them.
After that, the electrons are accelerated backwards towards their original
position and finally they emit radiation when they reduce their energy at
the beginnning of a new oscillation. In contrast with ROM models, this
is a fully physically based model, without any prior assumption about
the physical processes taking place, furthermore the elimination of the
constrain of perfect specular reflection present in ROM models, allows
that the reflected field may have locally a much higher amplitude than
the incident field, i.e. the integrated harmonic spectrum would be locally
more intense than the incident field and finally its results are also valid
when pre-plasma regions are taken into account and it is not needed to
assume an initial steep density profile. The parameter that controls the
range of applicability of this model is the similarity parameter, defined
as the quotient between the density of the plasma in units of the critical
density and the dimensionless amplitude of the laser field, S = n/a0.
When this value is in the range [0.05, 5], we can consider that we are in
the RES regime, below the lower limit the relativistic self transparency
(RSIT) begins to occur and above it, ROM models need to be taken into
account. The predictions of this model have been tested with numerical
simulations, obtaining a remarkably good agreement, however there is
still a lack of studies of this regime to be able to explain the different
parametric dependencies of HHG in it, mainly due to the typical high
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densities of solid targets, that together with the similarity parameter in
which this regime apply, require the use of very high laser intensities
(I  1021W/cm2 or a0  20), which are still only achievable in a few
laboratories around the world.
The properties of the harmonic spectrum, discussed in the previous
paragraphs in the context of the present models, have been demonstrated
and addressed in several numerical and experimental works. These
studies confirm the existence of a plasma frequency cutoff and its dis-
appearance by lowering the plasma density or increasing the laser in-
tensity [33–36, 45]; the existence of the selection rules [26, 27]; the
dependence of HHG on the laser polarization state [27, 46, 47]; the de-
pendence on the pre-plasma scale-length [43,45] and, very recently, new
properties are being unraveled for HHG using targets with nanostructured
surfaces [48–50].
Up to this point, it has been discussed the spectral properties of
HHG in solid targets, however equally important is its spatiotemporal
shape. Fourier’s transform establishes that a wide spectrum corresponds
to a narrow temporal shape, so the shape of these high order harmonics
must be in the form of very short radiation pulses. This is the case for
HHG both in gas and solid targets, in which the high harmonic orders,
once filtered in a certain spectral region, appear as a train of pulses,
with a temporal width in the order of hundreds of attoseconds or even
below [18, 29, 38, 40, 42, 45, 47, 51]. The discovery of these sources
supposed a breakthrough in science, because it unlocked the creation
of controllable radiation sources below femtosecond lengths, opening a
wide field of applications [8]. The manipulation of the properties of these
pulses is a very interesting topic, since in this way they could be tailored
for specific applications. Several techniques for their manipulation
have been developed, principally devoted to the shortening of the pulse
train up to the isolation of a single pulse [39, 47, 52–58], to shorten the
temporal length of the pulses [38, 55], to increase their intensity [29] or
to control their polarization state [59, 60].
The applications of HHG and its associated attosecond pulses are
very broad. Most of the applications mentioned here are already being
used with gas-generated attosecond pulses, where the degree of tunabil-
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ity and control over the process is still higher, although solid-generated
attosecond pulses can also be used for them, with the advantage of the
availability of higher energies and intensities. These attosecond pulses
can be used for several applications, such as high precision metrology,
due to their very short length and XUV spectrum, allowing to study
matter at previously unreachable scales, being able to measure electron
cloud dynamics, ionization processes or molecular dynamics with at-
tosecond resolution [61–67]. High harmonic orders have been also used
to estimate properties of plasmas in laser-plasma interaction [68, 69],
making possible to measure the spatial evolution over time of the plasma
density and its temperature. An extensive list of the applications of these
pulses can be found in references [8, 61] and references therein.
In summary, HHG in laser-plasma interaction is a nonlinear mech-
anism to obtain, in the reflected laser field, a high frequency spectral
content. The nature of this generation is still under discussion, as there
are three main theoretical models explaining this phenomenon for dif-
ferent parametric regions in terms of laser intensity and plasma density.
The harmonic spectrum comes in the form of sub-femtosecond pulses,
emitted periodically, typically with lengths of hundreds of attoseconds.
Numerical simulations and experiments show that it is possible to ma-
nipulate the number of generated pulses, their polarization and their
temporal width, meaning that these ultrashort radiation sources are tun-
able. HHG and attosecond pulse generation also occurs in gas targets,
and the degree of control in this case is much higher because of the
bigger volume of research, however the use of high intensity lasers and
solid targets represents a powerful evolution due to the higher energies
and intensities obtained in this way. The potential of these sources is vast
and they are already being applied in several reseach fields, mainly as a
sensing or imaging tool, for atomic physics experiments or for studying
matter at a very small scale, however the further development of these




1.2 LASER-BASED ION ACCELERATION
Particle acceleration in laser-driven plasma accelerators has been a
very active field in the last few decades. The use of laser pulses as a mean
to accelerate particles was first proposed in 1979 [70], since then, due to
the fast development in laser technology, it has been demonstrated that it
is possible to accelerate ions up to energies of tens of MeV with table
top laser sources. A large number of applications have been proposed
and implemented, and this acceleration paradigm has gained a reputation
as a key tool for future technologies using energetic ions [6, 7].
There are several scenarios where ions can be accelerated by laser
pulses interacting with solid targets, the main mechanisms to do so are:
the Target Normal Sheath Acceleration (TNSA), the Radiation Pressure
Acceleration (RPA) and its Light Sail (LS) regime and the Collisionless
Shock Acceleration (CSA).
In the TNSA scenario [71], a high power laser (I  1018 W/cm2)
interacts with a few-micron thick solid target to produce energetic ions.
The laser pulse ionizes the target surface and heats up the electrons; these
electrons propagate across the target and escape perpendicularly to the
rear surface, generating a space charge separation in the rear surface that
yields a strong longitudinal field [72]. This field can accelerate positively
charged particles located in the vicinity of the surface. These particles
usually come from a contamination layer in the back surface of the target,
and are usually protons caused by the effect of atmospheric hydrogen.
However even without that layer, bulk heavy ions can be still accelerated
[73–75]. The strength of the longitudinal field and thus the efficiency of
the acceleration process depends on several factors, mainly related to the
electron cloud properties (density, energy or spatial distribution). Several
fenomenological models [71, 76–83] have proposed explanations and
scaling laws to be able to make theoretical predictions, but all of them
agreeing about the different steps involved in the acceleration process.
The RPA mechanism is a process by which ions initially in the front
surface of the target, where the laser pulse is focused, are accelerated
[84–90]. In this case the ponderomotive force acting upon the target
surface steepens remarkably the density profile by pushing it deeply
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inwards (process known as hole boring), generating a double layer of
particles (ions and electrons) moving with a velocity known as recession
velocity or hole boring velocity, so that the charge separation due to
the pushing of the electrons accelerates the ions in the front surface of
the target. This description of the RPA process is present in several
theoretical and numerical studies [91–94]. The particle energy scaling
with the laser peak intensity for RPA is stronger than for TNSA [95–97],
which suggests that RPA should be more relevant at much stronger
intensities than the ones typically used in TNSA studies (see figure 21 in
reference [6]). The RPA mechanism is applicable for micrometric thick
targets, however when the target becomes ultrathin, the LS regime takes
over. In this situation the target is thin enough that the hole boring is
able to reach the end of the target and the laser pulse removes all the
bulk electrons, allowing ions to propagate freely further [98–101], the
potential of this regime is important, but the need for very high laser
intensities and extremely thin targets is within current technological
limitations.
The CSA acceleration mechanism [102] relies on the formation of
electrostatic shocks in an overdense plasma, that propagate through it ac-
celerating the ions to high Mach numbers. This acceleration mechanism
has been studied experimentally and numerically [102–106], and it has
been discovered that it can contribute to increase the ion energy when
both CSA and TNSA take place [104, 105].
TNSA is the most robust and controllable method that exists nowa-
days, for the typical laser powers commercially available and using solid
targets, as demonstrated by the large number of publications studying
its properties [71–83, 97, 107–111]. These ion sources are obtained
via pulsed laser systems, therefore their temporal and spatial properties
mimic the ones from the laser pulse, that means they are pulsed ion
sources with a short temporal length, a very small spatial size, a sharp
angular distribution and a clear directionality [108, 110]. Furthermore,
they show a broad spectrum with a clear cutoff [110] and a low emit-
tance [112–114]. Several studies in the last years have developed ways
to enhance some of these advantageous properties, like increasing the
ion energy, enhancing the laser energy absorption, or collimating the ion
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beam, among others [115–124]. These characteristics represent a way to
implement new applications, taking advantage of the ion source special
properties or reduced price in comparison to traditional high energy ion
sources, such as cyclotrons.
The applications of these ion sources are very broad. For example
ion probing and sensing, where thanks to these sources it has been possi-
ble to make precise electromagnetic field measurements in laser-plasma
experiments [72,125–133]; to implement proton radiography as a precise
imaging method for ionized materials [134–136]; to measure particle
properties [137, 138] and to be a diagnostic tool in inertial confinement
fusion (ICF) experiments [139–141]. In the biomedical field there are
also many applications, such as: hadrontherapy, that uses these ion
sources to reduce the damage in the surrounding non-tumoral tissue or to
address their effect in cancer cells [142–150] and imaging applications in
Positron Emission tomography (PET) [151–153], allowing to use more
specific tracers, versus those produced by conventional cyclotrons, to
detect different kinds of diseases. Laser-plasma ion acceleration is also
used in the context of the intertial confinement fusion (ICF) [154], to
implement what is known as proton fast ignition (FI) [155–161], where
accelerated protons are used to trigger nuclear fusion. More fundamental
and research applications have been also studied with these sources,
such as research on warm dense matter (WDM) [162–166], nuclear
physics [167–173] and particle physics [174–176].
In summary, laser-based ion acceleration using high power lasers
and solid targets is a scientific field that has grown enormously during the
last decades, and it has opened a way to obtain cheap, controllable and
energetic beams of ions, suitable for a big variety of applications, both in
basic science and industry. The impact of this new particle acceleration
paradigm is yet to be seen, but it is already clear that it will contribute
significantly to the advancement of future technologies.
1.3 THESIS OUTLINE
This thesis is structured as follows: Chapter 1 gives a general intro-
duction of the scientific context and state-of-the-art of the topics related
to laser-plasma interaction developed in this work. Chapter 2 describes
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significantly to the advancement of future technologies.
1.3 THESIS OUTLINE
This thesis is structured as follows: Chapter 1 gives a general intro-
duction of the scientific context and state-of-the-art of the topics related
to laser-plasma interaction developed in this work. Chapter 2 describes
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the numerical tools employed to develop the work present in this thesis.
The results obtained for HHG and attosecond pulses are described in
chapter 3. The results for ion acceleration are explained in chapter 4 and
other results where laser-plasma interaction plays an important role are
developed in chapter 5. Finally, we present the conclusions.
12
2 NUMERICAL TOOLS
Laser-plasma interaction and its outcomes have been proved and
developed in several experiments, where it has been possible to demon-
strate theoretical or simulation predictions. The increasing availability
of high intensity table-top laser sources has made possible to increase
the volume of experimental research and it is paving the way for the
industrial implementation of the applications of laser-plasma interac-
tion. The set of parameters to study in laser-plasma physics problems
is huge, since it is possible to tune several parameters related to the
laser pulse, the target where the plasma is formed, the geometry of the
experiment and the detection and data analysis methods, all of this taking
into account that there are some technological limitations that do not
allow to explore some interaction regimes. In light of these facts, it is
virtually impossible to perform extensive experimental studies in a wide
parametric region without finding technological limitations or producing
a very increased cost to perform the experiments.
To overcome experimental limitations and to be able to analyze
scenarios difficult to access in a laboratory, and also to explain the
scientific foundations of what is found in experiments, there is a high
volume of theoretical papers modeling laser-plasma interaction to explain
the several outcomes that were described in the introduction. However
the very high nonlinearity of high intensity laser-plasma interaction, due
to the relativistic velocities at which electrons move under the influence
of intense laser pulses, makes very hard to obtain analytical equations
or a full description of the phenomenon to address, being most of the
times necessary to use approximations and assumptions to obtain partial
solutions. This faces us with a similar problem to the one described in the
previous chapter, these models can only account for a certain region of
the parameter space or a specific setup, therefore they cannot give a full
picture of the physical mechanisms involved, neither an exact prediction
for what is to be found experimentally outside of the parameter space
for which they are designed.
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Because of the previously explained, the use of numerical simula-
tions to investigate laser-plasma interaction appears as a natural solution,
since knowing the fundamental equations that govern this interaction
it is possible to solve them numerically and to explore all the possible
regimes of interaction for a specific purpose, therefore giving a wider
overview of the problem to analyze, acting as a support for theoretical
models and assisting experimentalists into developing new experiments.
Laser-plasma numerical simulations are usually performed through the
particle-in-cell (PIC) formalism [177, 178]. This is based on the solu-
tion of Maxwell’s equations and Lorentz’s equation on a regular grid,
in which charged particles and electromagnetic fields are defined. PIC
codes have proven to be very useful to support for experiments; to pro-
pose new setups for enhancing a specific output or to understand the
physics underlying a certain physical phenomenon.
2.1 BASIC ASSUMPTIONS
To carry out the simulations presented in this work, it was necessary
to make the following assumptions:
• The material with which the laser pulse interacts has been ionized
before the pulse arrival by the pre-pulse or the laser front pedestal.
This is a safe assumption taking into account that the barrier sup-
pression ionization (BSI) mechanism, responsible for ionization in
laser-plasma experiments, occurs at much lower peak intensities
(∼ [1014 − 1016] Wcm−2) than the relativistic ones considered in
this work (I > 1018 Wcm−2) [179–183].
• The effect of collisions between particles (tcol) has been neglected
since all the thesis results occur in time scales below 1 ps. This











where ne is the electron number density, Te the electron tem-





e is the plasma parameter
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and KB is Boltzmann’s constant. Assuming relativistic electrons
Te ≈ mec2/KB, with a solid density of ne = 200nc for a wave-
length of 800 nm, that is ne = 3.4 ·1023 cm−3, the logarithm of the
plasma parameter is log(Λ) = 15, and the mean free time between
collisions is tcol = 6.5 ps.
• The particles that form the plasma can be grouped into macroparti-
cles in order to reduce the computational needs of the simulations,
this is an intrinsic assumption for the PIC formalism.
The distribution function of a particle species in a plasma is given












where �r and �p are the particle position and momentum, m its mass,
γ =
√








is the Lorentz force. f gives the density distribution and the mean
velocity by integrating it over the momentum space: the expres-
sions n(�r, t) =
∫
f(�r, �p, t)d 3p and �u = 1
n
∫
�vf(�r, �p, t)d 3p,
respectively, give the particle number density and the average ve-
locity, that are related to the charge and current densities in the
plasma.
The PIC method, to numerically calculate the charge and cur-
rent densities, discretizes the distribution function as a sum of N
individual distribution functions:
f(�r, �p, t) ≡
N∑
k=0
g(�r − �rk)h(�p− �pk) (2.3)
where the functions g and h express the spatial and momentum
distribution of each individual particle. It is numerically impossi-
ble to simulate the exact number of particles present in the plasma.
For example in a volume of 1 μm3 of a material with a density
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of 3.4 · 1023 cm−3 there would be 3.4 · 1011 particles. To avoid
this inconvenience and be able to compute numerically the plasma
evolution, the total number of individual particles is grouped in N
macroparticles, which behave like individual particles and there-
fore their evolution can be computed with Lorentz’s equation.
Each macroparticle contributes to the plasma density as the num-
ber of individual particles it represents. If this number N is high
enough, the numerical fluctuations arising from this assumption
are negligible.
2.2 UNIT SYSTEM
Physical quantities in PIC codes are normalized to make them unit-
less. The normalization relies on two main parameters, the laser central
frequency (ω) and the plasma critical density (nc), related by the equa-
tion nc = ε0meω2/q2e . Table 2.1 details the conversion factors for the
different physical quantities, where the unitless version is indicated with
a tilde (∼).
Table 2.1: Transformations to have an unitless system.
Time t̃ = ωt
Position z̃ = ω
c
z
Momentum p̃ = 1
mec
p
Electric field Ẽ = |qe|
meωc
E
Magnetic field B̃ = |qe|
meω
B
Particle density ñ = n
nc
Charge density ρ̃ = ρ
nc|qe|
Current density J̃ = 1
nc|qe|cJ
Temperature T̃ = KB
mec2
T
In this work, unless stated otherwise, this particular unitless system
will be used in all the displayed equations.
2.3 PIC ALGORITHM
The starting point of the PIC algorithm is to discretize the distribu-
tion function obtained from Vlasov equation. In this way it is possible to
build the macroparticle concept and compute efficiently the evolution of
charged particles under the influence of electromagnetic fields.
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In PIC simulations, first the simulation is initialized, this means that
all constants and parameters relative to the simulation are set, the spatial
grid is established, the external EM fields (if there are any) are initialized
and the particles’ initial spatial and momentum coordinates are defined.
After we enter a loop, to be ran as many times as desired and controlled
by a time increment of Δt in each iteration. This loop consists on the
following steps, illustrated in figure 2.1:
1. Based on the number, position and velocities of all the particles,
the charge density and the current density are computed along the
spatial grid.
2. Knowing the charge and current densities and the initial external
fields if there are any, Maxwell’s equations are solved to update
the electromagnetic fields.
3. The fields are defined on the spatial grid and they act upon the par-
ticles, located in space with a chosen spatial distribution, therefore
these fields must be interpolated to obtain the exact value acting
on each particle.
4. Once calculated the field strength acting upon each particle, the
particles’ new positions and velocities can be computed by solving
Lorentz’s equation.
5. The new updated positions and velocities of the particles allow
to recalculate the charge and current densities and return to the
beginning of the simulation loop. At this point the user can print
out data to a file to analyze afterwards.
After describing the basics of the PIC algorithm, we will describe
further the details of each of the steps in the simulation loop.
2.3.1 Charge and current densities
It should be noted that particles and fields are defined in a spatial
grid, but not in a momentum grid, this is because it is assumed that,
while the spatial distribution of a macroparticle cannot be puntual to
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Figure 2.1: Diagram describig the steps followed in a PIC simulation.
account for the non-zero size of the particles and for numerical reasons
that we will address after, it is safe to assume that the macroparticle has a
clear defined momentum, therefore the discretized distribution function
in equation (2.3) can be rewritten as:
f(�r, �p, t) ≡
N∑
k=0
g(�r − �rk)δ3(�p− �pk) (2.4)
where δ3(�x) is Dirac’s three dimensional delta function. This allows
to rewrite the charge and current density equations for a given particle





f(�r, �p, t)d3p = q
N∑
k=0
g(�r − �rk) (2.5)
�J = q
∫
�vf(�r, �p, t)d3p = q
N∑
k=0
�vkg(�r − �rk) (2.6)
The charge and current densities must obey the continuity equation
∂ρ/∂t + �∇ · �J = 0, and in order to have a correct implementation for
the current deposition this equation must be verified. A full description
of how this is done can be found in reference [185].
The initial density profile is built by distributing the particles in
the spatial grid. The initial distribution of the particles can be done
in several ways, for example initializing particles regularly in the grid
or locating them randomly with a rejection algorithm. Regardless of
the path followed to build the initial density profile, the number of
macroparticles and the spatiotemporal resolution have to be sufficiently
high to avoid numerical errors. The number of macroparticles in the
simulation can be controlled by fixing the total number of macroparticles
at the beginnning or by defining a parameter named “particles per cell”,
that represents the initial number of macroparticles per cell.
If we neglect some spatial dimensions, to perform not three dimen-
sional simulations, an additional parameter has to be added in order to
have the correct dimensions in the simulation and to address for the










n(x, y)dxdy [m−1] (2.8)
for the 1D and 2D cases, respectively.
2.3.2 Update of electromagnetic fields
Once the particles have been positioned in the grid and the charge
and current densities computed, Maxwell’s equations can be solved in
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2.3.2 Update of electromagnetic fields
Once the particles have been positioned in the grid and the charge
and current densities computed, Maxwell’s equations can be solved in
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order to update the fields. These equations are given by:
�∇× �E = −∂t �B (2.9)
�∇× �B = ∂t �E + �J (2.10)
�∇ · �E = ρ (2.11)
�∇ · �B = 0 (2.12)
To illustrate how to update the electromagnetic fields, let us consider
for simplicity the one-dimensional case (spatial coordinate x), since the
number of displayed equations will be smaller and the path followed to
solve the problem will be similar for 2D and 3D. In this case Maxwell’s
equations transform into:
∂tBx = 0 (2.13)
∂tBy = ∂xEz (2.14)
∂tBz = −∂xEy (2.15)
∂tEx = −Jx (2.16)
∂tEy = −∂xBz − Jy (2.17)
∂tEz = ∂xBy − Jz (2.18)
∂xBx = 0 (2.19)
∂xEx = ρ (2.20)
In order to create a compact set of equations, we can define the field
F
(i,j)
± ≡ Ei ± Bj and the operator D± ≡ ∂t ± ∂x, where the indexes
(i, j) ∈ {0, 1} ≡ {y, z} account for the transverse field components.
Equations (2.13-2.20) can be rewritten as:
D±F
(i,j)
±(−1)i = −Ji (2.21)
This set of equations can be solved numerically. If we define the
cell width as Δx and we assume that Δx = Δt for simplicity (valid
assumption for 1D simulations [1, 3]), we obtain that the numerical
solution for the longitudinal components is:
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Ex(x±Δx, t) = Ex(x, t) + ρ(x±Δx/2)Δx (2.22)
Ex(x, t+Δt) = Ex(x, t)− Jx(x+Δx/2, t+Δt/2)Δt (2.23)
Bx(x±Δx, t) = Bx(x, t) (2.24)
Bx(x, t+Δt) = Bx(x, t) (2.25)
In the same way, the solutions for the transverse components are:
F
(y,z)




± (x∓Δx, t+Δt) = F (z,y)± (x, t)−
−Jz(x∓Δx/2, t+Δt/2)Δt (2.27)
Once these equations have been solved, it is possible to obtain the


























+ − F (y,z)−
2
(2.31)
By using equations (2.22-2.27), the spatial distribution of the elec-
tromagnetic fields and its temporal update can be calculated.
This is a simple one-dimensional example, in which it is valid to
assume that Δx = Δt and therefore obtain the evolution of the transverse
field components using the defined F (i,j)± functions. In a more general
case, the cell dimensions and the temporal step have to obey the Courant
condition [3], and equations (2.13-2.20) must be solved separately in a
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certain way [186]. Nevertheless, in a general case, the process to update
the fields will be similar to the one presented here, although without so
straightforward calculations.
2.3.3 Interpolation of fields
Once the electromagnetic fields have been updated, it is necessary to
calculate the value of the fields acting upon each macroparticle. But first
it is necessary to dive a bit further on the spatial distribution function of
the macroparticles.
2.3.3.1 Distribution function of the macroparticles
As introduced before, we have assumed that each macroparticle has
associated an spatial distribution function, given by g(�r − �ri), where
�ri ≡
∑3
j=1 xjx̂j is the position of the ith particle. This means that
the macroparticles are not punctual, but have an specific width in each
spatial dimension. The reason behind this choice is rather simple, since
choosing a punctual particle, i.e. a delta function, would mean that if
the particle would move from one cell to the other, the change in density
over one timestep would be very abrupt, while if it would remain into
the same cell but at a different position, there would be no change in the
density, which would also be incorrect.
The shape of this function is hence a factor to take into account, as
it has to be chosen in a way that no abrupt density changes occur if the
particle moves from one cell to the next. Assuming that each particle is
initially located at the center of each cell, the simplest choice would be
to define the distribution function with a rectangular profile that covers
the whole cell:




if ∀j ∈ {1, 2, 3}, |xj − xj,i| < Δxj/2
g(�r − �ri) = 0 (2.33)
if ∀j ∈ {1, 2, 3}, |xj − xj,i| ≥ Δxj/2
22
2. NUMERICAL TOOLS
however this distribution still leads to sudden jumps on the density when
part of the density distribution crosses a cell. Therefore a different
solution can be chosen. Another simple shape could be the triangular
one for each spatial dimension. In the 1D case (shown for simplicity) it
would be:








if (x− xi) ∈ [0, ±∆x/2)
g(x− xi) = 0 (2.35)
if (x− xi) /∈ [0, ±∆x/2)
where we have assumed that the triangle width matches the cell width. In
both cases, g is normalized to 1, that is:
∫
R3 g(r−ri) d 3x = 1. With this
shape the problem regarding cell crossing is solved, as depicted in figure
2.2, where it is shown the density evolution in two neighbourhoring cells
for a 1D example when the density profile function is rectangular or
triangular.
Figure 2.2: Example of the density measured at three different times for a specific point in space
when a particle is departing from this point. The abrupt change for the rectangular shape does
not happen for the triangular one, with a smoother transition.
In principle, any shape for the distribution function can be chosen,
as long as it is integrable and it does not yield to numerical errors.
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certain way [186]. Nevertheless, in a general case, the process to update
the fields will be similar to the one presented here, although without so
straightforward calculations.
2.3.3 Interpolation of fields
Once the electromagnetic fields have been updated, it is necessary to
calculate the value of the fields acting upon each macroparticle. But first
it is necessary to dive a bit further on the spatial distribution function of
the macroparticles.
2.3.3.1 Distribution function of the macroparticles
As introduced before, we have assumed that each macroparticle has
associated an spatial distribution function, given by g(�r − �ri), where
�ri ≡
∑3
j=1 xjx̂j is the position of the ith particle. This means that
the macroparticles are not punctual, but have an specific width in each
spatial dimension. The reason behind this choice is rather simple, since
choosing a punctual particle, i.e. a delta function, would mean that if
the particle would move from one cell to the other, the change in density
over one timestep would be very abrupt, while if it would remain into
the same cell but at a different position, there would be no change in the
density, which would also be incorrect.
The shape of this function is hence a factor to take into account, as
it has to be chosen in a way that no abrupt density changes occur if the
particle moves from one cell to the next. Assuming that each particle is
initially located at the center of each cell, the simplest choice would be
to define the distribution function with a rectangular profile that covers
the whole cell:




if ∀j ∈ {1, 2, 3}, |xj − xj,i| < Δxj/2
g(�r − �ri) = 0 (2.33)
if ∀j ∈ {1, 2, 3}, |xj − xj,i| ≥ Δxj/2
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In figure 2.3 it is shown a very simple example of the effect of
using a punctual function in the charge density on a regular grid. A 1D
grid with 1000 particles initially positioned at the center of each cell
is defined. Particles are moved randomly 10 times, with a maximum
displacement of ∆x. The resulting densities after this motion are shown
for punctual and triangular distributions, along with the maximum and
average deviation factors ζ, defined as the maximum and the average
absolute difference between the density in the grid cells and the constant
initial density. It is clear that by choosing the triangular distribution, the
deviations are reduced for the same particle positions. The deviations
for the expected uniform shape are big because of the low number of










































Figure 2.3: Density distributions after the random motion of particles for a) punctual and b)
triangular macroparticle shape function. The deviation factors are shown.
2.3.3.2 Field interpolation
Once the extended distribution function for each macroparticle, as
well as how to build it, have been explained, we are going to present how
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to calculate the fields acting upon each particle.
The particle position is a real number, not restricted by the grid
centers or borders, therefore its distribution function can fall within
several cells at the same time. Fields and densities are defined in the grid,
therefore to compute the fields acting upon each particle and update the
charge and current densities, it is necessary to know “how much” of each
particle belongs to each cell, or in other words, what is the volume (3D),
the surface (2D) or the area (1D) of the distribution function that falls in
the cells surrounding a particle. For this purpose we have to integrate
the distribution function of each particle in each cell, since fields are
defined at the grid borders, and the cells in this case are centered at the
grid borders. Figure 2.4 illustrates this for a 2D example, in this case the





where wk is the integral of the distribution function in each cell cen-
tered at the grid borders and limited by the slashed lines. By definition∑4
k=1 wk = 1.
Figure 2.4: Example of how the interpolation mechanism would work in 2D. The particle position
is represented by the red square and each weighting factor by wk.
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Via this method it is possible to calculate the electromagnetic fields
acting upon each particle and therefore move into the last part of the
loop, in which the particle motion is computed.
2.3.4 Update of the position and momentum
Once the fields acting upon each particle are computed, their position










where Q ≡ q/|qe| and M ≡ m/|me| are the dimensionless charge and
mass parameters. Once the momentum is calculated, the position of the






Equation (2.37) can be solved via the Boris algorithm [187], taking
into account that it represents a translation ( �E) and a rotation (�p× �B).
This algorithm computes the effect of an electromagnetic field over
a particle in a three-step process for updating the momentum and an
additional step for the position. First the particle is moved linearly by the
electric field in a time interval of Δt/2, after it’s rotated by the magnetic
field and finally is moved linearly again, figure 2.5 depicts this process.
2.3.4.1 First translation
To do this first movement, we will consider only the effect of the




= Q �E ≈ �p(t)− �p(t−Δt/2)
Δt/2
→











Figure 2.5: Boris algorithm depiction comparing numerical and analitical trayectories.
2.3.4.2 Rotation
Now that we have our transformed momentum, we need to account









with the relativistic factor given by γ =
√
1 + p2.
Equation (2.40) expresses a rotation, since the equation reads as:
“the variation of the momentum per time is given by the cross product
of itself with the magnetic field”, therefore the variation obtained is







∝ p · (p× B) = 0 → p = constant (2.41)
This means that the momentum vector will rotate around the axis
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marked by the magnetic field because d�p
dt
and �p form a plane perpendicu-
lar to �B.
Naming p− and p+ the momenta before and after the rotation, we can
approximate equation (2.40) to estimate the value of the rotation angle,



















+ + �p−)× �B → (2.43)
→ |�p
+ − �p−|
|�p+ + �p−| =
QB
2γMΔt (2.44)
Since we know that (�p+ ± �p−)2 = 2p2(1 ± cos(θ)) and cos(θ) =
cos2(θ/2)− sin2(θ/2), we obtain from equation (2.44) the rotation angle
as:
|�p+ − �p−|








From the angle of rotation we can obtain the rotation matrix associ-
ated to it, knowing that, in general the rotation matrix around an arbitrary
axis �t = (tx, ty, tz) is given by R:
R = cos(θ)I+ sin(θ)[�t]× + (1− cos(θ))�t⊗ �t (2.46)
where I is the identity matrix and the operator [�t]× stands for �t⊗.
To express R in more familiar terms we define the vector �t ≡ QΔt
2γM
�B





and from trigonometry we obtain:
cos(θ) = cos2(θ/2)
[










We are now ready to express equation (2.46) in matrix terms, taking
into account the relations 1 − cos(θ) = 2t2
1+t2





normalizing the rotation direction vector, i.e. tn → tn/t. The matrix
























Known this expression, the rotated momentum is obtained from:
�p+ = R�p− (2.50)
2.3.4.3 Second translation
The procedure in this step is the same as in the first one, in this case
we will go from �p(t) = �p+ to �p(t + Δt/2). The final momentum is
expressed as follows:




Finally we can update the particles’ positions, knowing that the
velocity is defined as:
d�r
dt
≡ �v = �pMγ (2.52)
Integrating numerically this equation, we obtain the new position,
given by:
�r(t+Δt) ≈ �r(t) + �p(t+Δt/2)Mγ(t+Δt/2)Δt (2.53)
To demonstrate the validity of this algorithm, figure 2.6 compares
the analytical and numerical motion of an electron under the influence
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of an elliptically polarized laser pulse, where it can be seen the quality
of this method to reproduce the analytical curve. In this particular case,































Figure 2.6: Comparison between analytical and numerical trajectories of an electron under the
action of an elliptically polarized pulse of amplitude a0 = 1 propagating along the z axis, with its
principal polarization axes rotated π/4 in the XY plane and a ratio equal to 3 between the major
and the minor axes of the ellipse.
Once the new positions and momenta for the particles are com-
puted, the charge and current densities can be recalculated and the loop
restarted.
2.4 PIC CODES AND HPC CLUSTERS
For the results obtained in this work, two PIC codes have been used:
the first one is OSIRIS [188–190]. This code was developed by the “Insti-
tuto Superior Técnico” (IST) in Lisbon (Portugal) and the “University of
California in Los Angeles” (UCLA) in Los Angeles (California, United
States of America). The second one is named PICADOR [191, 192],
developed by the Lobachevsky State University in Nizhny Novgorod
(Nizhny Novgorod Oblast, Russian Federation), the Institute of Ap-
plied Physics of the Russian Academy of Sciences in Nizhny Novgorod
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(Nizhny Novgorod Oblast, Russian Federation) and the Chalmers Uni-
versity of Technology in Gothenburg (Sweden). Both codes have proven
to be sucessfull by several publications and have been used by several re-
search groups throughout the world, unlocking many interesting results.
In this thesis we have used mostly OSIRIS.
PIC codes demand very high computational resources, therefore
they are usually built in a way that they can be executed using several
processors at the same time, a process known as parallelization. The
need to use several hundreds or thousands of processors to execute a
simulation is quite common with these simulation codes, and therefore
high performance computing (HPC) clusters are needed to execute them.
In this thesis, three clusters have been used: The “Centro de Super-
computación de Galicia” (CESGA), located in Santiago de Compostela
(Spain) and funded by the Galician regional government, the “Xunta
de Galicia”; the cluster “Accelerates”, located in Lisbon (Portugal) and
funded by an Advanced Grant from the European Research Council
(ERC); and the cluster “Mare Nostrum 4” of the Barcelona Supercom-
puting Center (BSC), located in Barcelona (Spain) and funded by the
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3 HIGH HARMONIC GENERATION IN OVERDENSE
PLASMAS
As it was already detailed in the introduction, High Harmonic Gen-
eration (HHG) and its associated attosecond pulse production in the
interaction between intense laser pulses and overdense plasmas is a non-
linear mechanism that produces a spectrum containing high harmonics
of the fundamental laser frequency, that is carried in the reflected field.
When a part of the high harmonic orders in the spectrum are filtered, the
spatiotemporal shape of the reflected field shows the periodic emission
of ultrashort bursts of radiation, with lengths typically in the order of the
hundreds of attoseconds. In this section we will first depict some of the
features of this HHG mechanism, and then we will show results related
with techniques that we have designed to improve some of the features
of this radiation mechanism.
3.1 FUNDAMENTAL CHARACTERISTICS OF HHG
The typical setup for obtaining high harmonics consists on a laser
pulse impinging onto the surface of a solid density plasma. The laser
electric field moves the electrons at the plasma surface while the pulse is
being reflected, which has as a product the production of radiation in the
form of high harmonic orders that accompany the reflected field.
Figure 3.1 displays the HHG spectrum; the reflected field; the corre-
sponding attosecond pulse train once the highlighted part of the spectrum
has been filtered; and the temporal evolution of the electron number den-
sity. In this case a linearly P-polarized pulse with an amplitude a0 = 10
and an angle of incidence of θ = 45◦ interacts with a plasma made of
electrons and heavy ions with a steep density profile and a bulk density
of n = 100nc. The superposition of the reflected laser field with the
pulse train demonstrates that the emission of these pulses corresponds to
the oscillations of the input laser field, as it is related to them.
Several factors affect the generation of the harmonic spectrum and
its corresponding train of pulses, such as the laser peak intensity, the
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Figure 3.1: Example of a HHG spectrum for a gaussian laser pulse with FWHM of 25 fs and
amplitude a0 = 10 interacting with a steep plasma of density n = 100nc at an angle of incidence
of θ = 45◦.
laser pulse shape, the angle of incidence, the plasma density and the
shape of the plasma density at the target front, among others. The
effect of these factors has been addressed in several publications [4,
5, 26, 27, 33–36, 43, 45–47], and their values are associated with the
regimes of interaction described by the main theoretical models listed in
the introduction section. For example, increasing the laser intensity or
decreasing the plasma density triggers more intense oscillations of the
surface electrons; using non-zero angles of incidence allows the use o P-
polarization, that triggers more intense oscillations of the electrons at the
surface, since the P-polarized component penetrates into the plasma; the
existence of a pre-plasma region makes available lower density plasma
regions that the laser can interact with, thus allowing the motion of more
electrons to relativistic velocities. Apart from these factors, the use of P-
polarized or S-polarized laser pulses changes the parity and polarization
of the harmonics, as predicted by the selection rules of HHG [4, 27].
Other interesting factor to take into account is the pre-plasma, since
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it can significantly modify the outcome of the laser-plasma interaction
[43, 45] and it is very relevant from the experimental point of view,
where a laser pulse with a perfect contrast is not possible to achieve,
therefore, even for the highest contrast pulses, a short pre-plasma will
exist at the arrival of the main laser pulse due to the expansion of the
plasma into the vacuum. Unless specified differently, in this thesis all the
simulations that include a pre-plasma region will assume the existence
of a preplasma with exponential shape, which is supported by both








x ∈ [x0 − L, x0] (3.1)
where n0 is the bulk density, x the spatial coordinate and L the factor that
parametrizes the length of the pre-plasma, defined as the scale-length of
the pre-plasma.
Figure 3.2 shows examples of the harmonic spectrum generated
by varying the laser pulse intensity, the angle of incidence, the plasma
density and the scale-length of the pre-plasma, all of this considering
linear P-polarized and S-polarized pulses. Some of the main features of
HHG, already described in the literature, can be observed. All the cases
shown in the figure take as a reference a setup with an amplitude a0 = 10,
a density n = 100nc, an angle of incidence θ = 45◦ and an scale-length
L = 0. The difference between using P-polarized and S-polarized pulses
is obvious, since in the latter the harmonic generation is less efficient
and only odd harmonic orders are produced in the S-polarization axis,
as predicted by the selection rules [27]. By increasing the intensity or
decreasing the density of the plasma (while being overdense, that is
n � nc), it can be seen at first that the harmonic generation is more
efficient at higher orders and that the spectrum extends well beyond the
plasma density at ωp =
√
n/nc. Increasing the scale-length enhances the
harmonic generation substantially, as seen by the the relation between the
fundamental and higher order harmonics, mainly due to the availability
of low density regions for the pulse to interact with, but also generates
a harmonic spectrum with a higher amount of noise, as seen by the
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Figure 3.2 shows examples of the harmonic spectrum generated
by varying the laser pulse intensity, the angle of incidence, the plasma
density and the scale-length of the pre-plasma, all of this considering
linear P-polarized and S-polarized pulses. Some of the main features of
HHG, already described in the literature, can be observed. All the cases
shown in the figure take as a reference a setup with an amplitude a0 = 10,
a density n = 100nc, an angle of incidence θ = 45◦ and an scale-length
L = 0. The difference between using P-polarized and S-polarized pulses
is obvious, since in the latter the harmonic generation is less efficient
and only odd harmonic orders are produced in the S-polarization axis,
as predicted by the selection rules [27]. By increasing the intensity or
decreasing the density of the plasma (while being overdense, that is
n � nc), it can be seen at first that the harmonic generation is more
efficient at higher orders and that the spectrum extends well beyond the
plasma density at ωp =
√
n/nc. Increasing the scale-length enhances the
harmonic generation substantially, as seen by the the relation between the
fundamental and higher order harmonics, mainly due to the availability
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Figure 3.2: Examples of spectrums obtained in the P-polarization and S-polarization for
P-polarized and S-polarized laser pulses, varying some of the parameters in the simulation, as
indicated in the legends. The default parameters are a0 = 10, n = 100nc, θ = 45◦ and L = 0.
We have introduced and shown some of the main properties of HHG
in the interaction between high intensity laser pulses and overdense
plasmas. Examples and a more detailed analysis of what has been shown
in the previous figures can be seen in the literature (see references [4, 5]
and references therein), however with this quick introduction the reader
can get a glimpse on the most fundamental properties of HHG without
the need to read a substantial amount of literature.
3.2 BOOSTED FRAME TECHNIQUE
Since the cause of the emission of harmonic orders is the relativistic
motion of the electrons at the plasma surface [27, 29, 39], it is very com-
mon to simulate this interaction with one-dimensional PIC simulations,
in which only one spatial dimension and the three components of the ve-
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locity are considered (as it has been done for the results shown in figures
3.1-3.2). In order to simulate oblique incidence in 1D, we use the boosted
frame method [196], that consists on making a Lorentz transformation
of the coordinate system with a velocity boost of v = sin(θ), being θ
the angle of incidence of the laser field, in the dimension where the
laser is obliquely incident. In this new frame of reference the simulation
transforms into a 1D simulation where the laser pulse impinges on the
plasma in the normal direction. The validity of this method to compute
the HHG spectrum has been verified in several papers [4, 27, 29].
The transformation of the relevant physical parameters by applying
the Lorentz boost can be easily calculated from the Lorentz transforma-
tion laws, in this way the new quantities in the (x�, y�, z�) axis system,
where the boost is �v = − sin(θ)ŷ, are written as:
n� = n/ cos(θ) (3.2)
ω� = ω cos(θ) (3.3)
τ � = τ/ cos(θ) (3.4)
Δx� = Δx/ cos(θ) (3.5)
a0,x′ = 0 (3.6)
a0,y′ = a0,p cos(θ) (3.7)
a0,z′ = a0,s cos(θ) (3.8)
where τ is the pulse width, Δx a distance in the longitudinal direction
and a0,i refers to the dimensionless field amplitude for each of the new
axes (indicated in the subindex).
In order to verify the validity of the use of 1D simulations and the
boosted frame technique, we have ran comparisons between 1D and
2D PIC simulations, to observe if the reflected harmonic spectrum in
both cases is the same. Figure 3.3 shows a perfect agreement between
the harmonic spectrum for a P-polarized and a S-polarized pulse with
amplitude a0 = 10 and an angle of incidence of θ = 45◦, interacting
with a plasma composed of electrons and heavy ions with a steep density
profile and a density of n = 100nc. The laser pulse used has a gaussian
temporal profile in both cases, with a FWHM of 25 fs, and in the 2D
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incidence enhances the harmonic generation in the P-polarized case,
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case its transverse profile is gaussian with a spot with a FWHM of 6λ,
being λ the central wavelength of the laser. The spectrum in the 2D case
is taken along the central axis for specular reflection.


































































Figure 3.3: Harmonic spectrum for 1D and 2D PIC simulations for a a) P-polarized pulse and a
b)-c) S-polarized pulse with the parameters a0 = 10, θ = 45◦ and n = 100nc.
3.3 MOTIVATION FOR THE MANIPULATION OF HHG
As described in the introduction and shown in the previous section,
the HHG spectrum, when high order harmonics are filtered, appears
in the spatial form of a train of attosecond pulses. These pulses can
be used for several applications in atomic physics or plasma physics,
however for many of these applications a high degree of tunability over
the attosecond pulse train is needed.
Attosecond pulses produced in the interaction between a laser and
a gas have been studied for a longer time than those in solids, since
they can be obtained at much lower laser intensities than those studied
here, hence the degree of tunability over these pulses when they are
generated in gases is higher than the current one for HHG in laser-plasma
interaction. Most of the applications of attosecond pulses have been
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already implemented with high harmonics produced in gases, however
the use of attosecond pulses from laser-plasma interaction can represent
an advantage, since higher intensities and energies can be achieved. In
order to do so it is needed to have a high degree of tunability over the
attosecond pulse train.
In the following sections we will introduce methods to manipulate
the properties of the attosecond pulse train, namely to achieve the isola-
tion of a single or few attosecond pulses or to manipulate the polarization
state of the attosecond pulses.
3.4 ISOLATION OF SINGLE ATTOSECOND PULSES
Some of the applications of attosecond pulses require the use of
single isolated pulses, such as the probing of fundamental electronic
dynamics in solid state physics [197], where attosecond pulses are used
to explore electron dynamics via spectroscopy; the observation of funda-
mental electronic processes in atomic physics, such as the ionization of
an atom under an intense electric field [198], where an attosecond pulse
can be used to probe the tunneling process followed by the electron;
or metrology under XUV pump-probe technologies [62], where XUV
attosecond pulses are used both as pumping and probing tool.
The isolation of single attosecond pulses is a widely studied topic
for HHG generated both in gases and overdense plasmas, where several
techniques have been developed to achieve this isolation [46, 47, 53,
56–58, 199–204]. Up to date, for attosecond pulses produced in laser-
plasma interaction, there are just a few methods to achieve this isolation,
namely the Intensity Gating method [53], the Polarization Gating method
[46,47,199,200], the Attosecond Lighthouse method [56–58], and, most
recently, the Frequency Gating method [201].
The Intensity Gating method [53] is the simplest and most natural
method for isolating single attosecond pulses. It relies on the fact that
the most intense harmonic generation corresponds to the most intense
electric field oscillations, therefore by filtering higher orders of the
harmonic spectrum the attosecond pulse train will be shortened, and if
the laser pulse used is short enough, it could be possible the isolation of
a single attosecond pulse. This mechanism is somehow always present
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case its transverse profile is gaussian with a spot with a FWHM of 6λ,
being λ the central wavelength of the laser. The spectrum in the 2D case
is taken along the central axis for specular reflection.
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when a certain region of the HH spectrum is filtered.
The Polarization Gating method [46, 47, 199, 200] makes use of
the dependence of HHG on the polarization state of the laser pulse,
being optimal for linearly P-polarized pulses at oblique incidence and
suppressed for circularly polarized pulses at normal incidence. Taking
into account this dependence, one can use a laser pulse with a time-
dependent polarization, such that the most intense central region of the
pulse is linearly polarized and the rest is circularly polarized. If the
linear polarization window is short enough, the attosecond pulse train
will be restricted to this temporal window. This behaviour occurs as well
in gas generated attosecond pulses, where the suppression for circularly
polarized pulses occurs always and this method can be also implemented.
The Attosecond Lighthouse method [56–58] is a recently proposed
method, that uses a modulation of the spatial distribution of the laser
pulse to tilt the local direction of its wavefront, that is changing locally
the direction of the wave vector �k, such that the generated attosecond
pulses are emitted with different reflection angles. Under large enough
propagation distances, the generated pulses can be regarded as isolated.
The latest and most recent of the methods to isolate attosecond
pulses for HHG in laser-plasma interaction is the Frequency Gating
method [201], that consists on the combination of two laser pulses
of equal amplitude and envelope shape, with a short frequency shift
between them, such that a beating pattern is formed in the resulting field,
shortening in effective terms the pulse width and therefore reducing the
amount of attosecond pulses in the train.
In the following text we will introduce a new proposal to implement
a polarization gate for HHG in laser-plasma interaction, plus we will
introduce the concept of Frequency Gating and explain its main features.
These results for Polarization Gating and Frequency Gating have been
published in references [200, 201], respectively.
3.4.1 Polarization Gating
As explained above, the polarization gating technique relies on
the fact that the efficiency of HHG depends on the polarization of the
laser pulse, being most optimal for linear P-polarized pulses at oblique
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incidence and completely suppressed for circularly polarized laser pulses
at normal incidence. Figure 3.4 shows the harmonic spectrum of the
P-polarized reflected component for a linear P-polarized pulse and a
circular pulse at two different angles of incidence (θ = {0◦, 15◦}).
The setup consists on a laser pulse of amplitude a0 = 10 and a steep
plasma profile of density n = 100nc. It can be seen in figure 3.4 b)
that the reflected field for the circular pulse at normal incidence only
contains the fundamental frequency, and that at oblique incidence both
spectra contain a higher number of harmonic orders. This increase on
the harmonic orders is more prominent for the linear pulse than for the
circular one.
















































Figure 3.4: Harmonic spectrum of the P-polarized component for a) a P-polarized and b) a
circularly polarized laser pulse, at the angles of incidence θ = {0◦, 15◦}. Parameters are
a0 = 10 and n = 100nc.
The suppression of the harmonic generation for circular pulses at nor-
mal incidence can be explained theoretically by analyzing the relativistic
motion of a free electron under the influence of an electromagnetic field.
In a general case, the vector potential of a plane wave propagating
in vacuum is given by:
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Figure 3.4: Harmonic spectrum of the P-polarized component for a) a P-polarized and b) a
circularly polarized laser pulse, at the angles of incidence θ = {0◦, 15◦}. Parameters are
a0 = 10 and n = 100nc.
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mal incidence can be explained theoretically by analyzing the relativistic
motion of a free electron under the influence of an electromagnetic field.
In a general case, the vector potential of a plane wave propagating






(a cos(φ)x̂+ b cos(φ+ δ)ŷ) (3.9)
where φ is the oscillatory phase, δ a phase difference between the polar-
ization components and a and b two constants to account for the balance
in amplitude for the two components.















where we have used the relation between the electromagnetic fields and
the vector potential.
This equation can be solved, obtaining that the momentum compo-
nents of this electron are given by:





where the indexes ⊥ and � refer to the perpendicular and parallel di-
rections relative to the propagation direction, in this particular example
ẑ.
This motion can be extended into a simple nonlinear fluid model
for HHG (see section IIIa in reference [4] for more details). In it the
generated harmonic orders are explained by the nonlinear charge current
densities generated in the plasma that contain oscillatory components
that account for the harmonic spectrum. This can be easily seen from








where γ is the relativistic factor of the electrons, given by γ =
√
1 + �p 2.
Here we have assumed that the ion velocity in our time scale in negligible
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and therefore the current density is given by the electron contribution:
�J = −n�v = −n�p/γ.
In the case of normal incidence, the only term responsible for the
longitudinal oscillations of the electrons is the (�v × �B) term of the
Lorentz equation, that leads to the longitudinal momentum component
in equation (3.12). When the polarization of the electric field is circular
(a = b and δ = π/2), the quantity | �A|2 becomes constant (| �A|2 = a20/2)
and longitudinal oscillations disappear. In this case and for normal
incidence, the electrons get pushed in the longitudinal direction, but do
not oscillate, thus they do not trigger any phase-dependent oscillations
in γ that influence the current and yield to a harmonic spectrum.
Taking into account the dependence of HHG with the ellipticity
of the laser pulse, the idea behind the Polarization Gating technique
is to use a pulse with a time-dependent polarization, consisting on a
circularly polarized pulse whose central and most intense region is
linearly polarized, such that HHG is favored in a short temporal window.
In order to address how much the efficiency of the HHG process
is affected by the ellipticity (ε) of the laser pulse, figure 3.5 shows the
harmonic yield, that is the integral of the harmonic spectrum between
two harmonic orders (Y =
∫ ω2
ω1
dω|Eω|2), for several cases varying the
angle of incidence and the selected harmonic interval. The parameters
are a laser pulse of amplitude a0 = 10 and a steep density profile
with density n = 100nc. The ellipticity of the pulse in this case is
defined considering that the major axis of the ellipse is the P-polarized
component, thus the polarization vector of the field is given by �E =
a0√
1+ε2
(ε cos(φ)ŝ+ sin(φ)p̂). It can be observed that the generation is
optimal for linear polarization, and it decreases as the ellipticity increases.
The decrease of the harmonic yield, and therefore the efficiency of
the gating method, is faster as the incidence angle approaches θ =
0◦, however the absolute efficiency is reduced substantially at normal
incidence, but this case does not present interest from the experimental
point of view, where oblique incidence is needed to avoid damage by the
expelled particles from the solid target or the reflected radiation.
In this section we propose a new method for Polarization Gating,
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Figure 3.5: Harmonic yield dependence on the ellipticity for the harmonic orders in the intervals
a) [5, 50] and b) [20, 50] for different angles of incidence θ = {0◦, 15◦, 30◦}. The amplitude of
the electric field and the plasma density are a0 = 10 and n = 100nc, respectively.
larized Wave Generation (XPWG) [205] to generate a polarization gate.
The results shown below have been published in reference [200].
XPWG is a nonlinear mechanism that occurs in a set of specific
kind of crystals, such as BaF2 crystals, by which a linearly polarized
laser pulse passing through the crystal, with an amplitude above a cer-
tain threshold value, converts part of its energy into a perpendicularly
polarized component. At the output a laser pulse with a time-dependent
polarization is obtained by combination of the fundamental wave (FW)
and the cross polarized wave (XPW), both waves being phase-matched.
This pulse is linearly polarized but its polarization axis is rotated with
time, since the efficiency of the XPWG depends on the local field ampli-
tude.
The XPWG in BaF2 crystals can be calculated numerically. In our
case it is obtained via a numerical code, making use of a simplified model
for XPW in the low-efficiency limit [206, 207]. This code simulates
the propagation of the laser pulse across the crystal with the nonlinear
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Schrödinger equation (NLSE) using a split-step Fourier method. Figure
3.6 shows an example of the intensity profiles for the FW and XPW
output fields when a 25 fs FWHM gaussian laser pulse is focused in
the XPW crystal. It can be seen that the XPWG is more efficient as
the intensity of the FW grows, thus generating a narrower pulse for the
XPW.


























Figure 3.6: Intensity profile of the FW (solid line) and XPW (dashed line).
If the pulse consisting in the combination of the two waves goes
across a λ/4 wave plate, such that the polarization of the central part of
the pulse coincides with the wave plate axis, the output would be a pulse
linearly polarized in the center and elliptically polarized in its borders.
The setup proposed for generating this time-dependent polarized pulse
is shown in figure 3.7.
The addition of the wave plate transforms the polarization state of
the pulse, from a linear one at the pulse center to an elliptical one outside
of the center. The maximum ellipticity that can be obtained can be
calculated from the ratio between the peaks of the FW and XPW, as this
will determine the inclination of the polarization axis with respect to the
wave plate axis outside of the central region. The maximum ellipticity
is given by εmax =
√
IXPW/IFW . Figure 3.8 shows, for the intensity
profiles in figure 3.6, a 3D view of the fields before and after passing
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The setup proposed for generating this time-dependent polarized pulse
is shown in figure 3.7.
The addition of the wave plate transforms the polarization state of
the pulse, from a linear one at the pulse center to an elliptical one outside
of the center. The maximum ellipticity that can be obtained can be
calculated from the ratio between the peaks of the FW and XPW, as this
will determine the inclination of the polarization axis with respect to the
wave plate axis outside of the central region. The maximum ellipticity
is given by εmax =
√
IXPW/IFW . Figure 3.8 shows, for the intensity
profiles in figure 3.6, a 3D view of the fields before and after passing
through the wave plate.
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Figure 3.7: Depiction of the setup proposed to obtain a time-dependent ellipticity in the pulse.
  
Figure 3.8: Three-dimensional view of the laser pulse obtained from the combination of the FW
and XPW a) before and b) after passing through the λ/4 wave plate.
Figure 3.8 displays the time-dependent polarization pulse obtained
with the setup shown in figure 3.7. For analyzing the emission of the train
of attosecond pulses and to address the feasibility of this method, PIC
simulations are used, where the laser pulse obtained from the proposed
setup is used as an input pulse.
PIC simulations are performed in 1D with the boosted frame config-
uration, considering initially a P-polarized gaussian pulse with a FWHM
of 25 fs and a central wavelength of λ = 800 nm. The intensity of the
pulse is 2.05×1019 W/cm2 (a0 = 3.08) and the angle of incidence is 15◦.
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The lase pulse interacts with an overdense plasma composed of electrons
and heavy ions with a number density of n = 70nc. A preplasma region
with a scale-length of 0.3λ is considered. The number of particles per
cell in the simulated plasma is 400. The simulation advances in time
steps of 0.005/ω with a spatial resolution of 0.01c/ω, that is 628 points
per wavelength. The associated attosecond pulses are calculated per-
forming the inverse Fourier transform to a filtered region of the reflected
harmonic spectrum, between the harmonic orders ω ∈ [30, 50].
The parameters chosen for the laser pulse are determined by the
damage limit for the BaF2 crystal, taking care of avoiding undesired
higher-order nonlinear effects. This lowering of the pulse intensity in
comparison with the amplitude used in the previous figures makes HHG
less efficient, therefore makes it necessary to use a plasma with a non-
zero scale-length in order to trigger a more efficient generation of high
harmonic orders.
Figure 3.9 shows the pulse train and the harmonic spectrum obtained
for the initial linearly polarized pulse, where it can be observed that, by
filtering harmonic orders of such a high order (> 30), a short train of
pulses is already obtained.
If the field obtained from the proposed setup with the XPW crystal
plus the λ/4 wave plate is used instead of the linear P-polarized pulse,
then the reflected field; the train of attosecond pulses; the input ellipticity
curve and the harmonic spectrum, shown in figure 3.10, are changed in
comparison with the ones in figure 3.9. However, with the parameters
chosen for the simulation, it can be seen that the ellipticity curve gener-
ated by the proposed setup is not enough for the shortening of the pulse
train, since not so high values of ellipticity are obtained and their change
is not fast enough, such that the most intense part of the input laser pulse
is almost linearly polarized.
To improve the previous result, a modification to the original setup
is proposed, as shown in figure 3.11. In this setup the two polarization
components obtained from the crystal are separated, such that the FW
goes through a dispersive material that adds a second order phase, named
as Group Delay Dispersion (GDD), that increases the width of the FW,
thus reducing its peak intensity and increasing the ratio between the FW
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Figure 3.7: Depiction of the setup proposed to obtain a time-dependent ellipticity in the pulse.
  
Figure 3.8: Three-dimensional view of the laser pulse obtained from the combination of the FW
and XPW a) before and b) after passing through the λ/4 wave plate.
Figure 3.8 displays the time-dependent polarization pulse obtained
with the setup shown in figure 3.7. For analyzing the emission of the train
of attosecond pulses and to address the feasibility of this method, PIC
simulations are used, where the laser pulse obtained from the proposed
setup is used as an input pulse.
PIC simulations are performed in 1D with the boosted frame config-
uration, considering initially a P-polarized gaussian pulse with a FWHM
of 25 fs and a central wavelength of λ = 800 nm. The intensity of the
pulse is 2.05×1019 W/cm2 (a0 = 3.08) and the angle of incidence is 15◦.
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The lase pulse interacts with an overdense plasma composed of electrons
and heavy ions with a number density of n = 70nc. A preplasma region
with a scale-length of 0.3λ is considered. The number of particles per
cell in the simulated plasma is 400. The simulation advances in time
steps of 0.005/ω with a spatial resolution of 0.01c/ω, that is 628 points
per wavelength. The associated attosecond pulses are calculated per-
forming the inverse Fourier transform to a filtered region of the reflected
harmonic spectrum, between the harmonic orders ω ∈ [30, 50].
The parameters chosen for the laser pulse are determined by the
damage limit for the BaF2 crystal, taking care of avoiding undesired
higher-order nonlinear effects. This lowering of the pulse intensity in
comparison with the amplitude used in the previous figures makes HHG
less efficient, therefore makes it necessary to use a plasma with a non-
zero scale-length in order to trigger a more efficient generation of high
harmonic orders.
Figure 3.9 shows the pulse train and the harmonic spectrum obtained
for the initial linearly polarized pulse, where it can be observed that, by
filtering harmonic orders of such a high order (> 30), a short train of
pulses is already obtained.
If the field obtained from the proposed setup with the XPW crystal
plus the λ/4 wave plate is used instead of the linear P-polarized pulse,
then the reflected field; the train of attosecond pulses; the input ellipticity
curve and the harmonic spectrum, shown in figure 3.10, are changed in
comparison with the ones in figure 3.9. However, with the parameters
chosen for the simulation, it can be seen that the ellipticity curve gener-
ated by the proposed setup is not enough for the shortening of the pulse
train, since not so high values of ellipticity are obtained and their change
is not fast enough, such that the most intense part of the input laser pulse
is almost linearly polarized.
To improve the previous result, a modification to the original setup
is proposed, as shown in figure 3.11. In this setup the two polarization
components obtained from the crystal are separated, such that the FW
goes through a dispersive material that adds a second order phase, named
as Group Delay Dispersion (GDD), that increases the width of the FW,




Figure 3.9: Reflected field (blue) and filtered attosecond pulse train (red). The bottom panel
shows the reflected harmonic spectrum.
  
Figure 3.10: Reflected field (blue), input ellipticity curve (green) and filtered attosecond pulse
train (red). The bottom panel shows the reflected harmonic spectrum.
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and XPW, therefore yielding to a higher ellipticity outside of the central
region of the laser pulse. This has as a subproduct a decrease on the
peak intensity of the laser pulse, thus reducing the efficiency of the HHG
process, but creates a more efficient ellipticity curve.
Figure 3.11: Modification of the original setup of figure 3.7: D is a dispersive material; TG1 and
TG2 are two Taylor–GLAN polarizers orthogonally placed to separate and merge FW and XPW
waves. The red arrow and the blue circle represent the polarization of the FW and the XPW
waves, respectively. The purple color indicates collinear propagation of the FW and XPW.
The ellipticity curves for different cases of GDD are shown in figure
3.12. It can be observed that as the GDD increases the polarization win-
dow gets narrower and the maximum ellipticity increases. In principle a
laser pulse with an ellipticity curve like the ones for a GDD of 800 fs2
and 1000 fs2 should be able to produce a polarization window better than
the one shown in figure 3.10.


























Figure 3.12: Variation of the ellipticity along the pulse duration. Simulations have been done for
different GDD values: 0 fs2 (solid line), 400 fs2 (dashed line), 800 fs2 (dotted line), and 1000 fs2
(dot-dashed line).
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train (red). The bottom panel shows the reflected harmonic spectrum.
48
3. HIGH HARMONIC GENERATION IN OVERDENSE PLASMAS
and XPW, therefore yielding to a higher ellipticity outside of the central
region of the laser pulse. This has as a subproduct a decrease on the
peak intensity of the laser pulse, thus reducing the efficiency of the HHG
process, but creates a more efficient ellipticity curve.
Figure 3.11: Modification of the original setup of figure 3.7: D is a dispersive material; TG1 and
TG2 are two Taylor–GLAN polarizers orthogonally placed to separate and merge FW and XPW
waves. The red arrow and the blue circle represent the polarization of the FW and the XPW
waves, respectively. The purple color indicates collinear propagation of the FW and XPW.
The ellipticity curves for different cases of GDD are shown in figure
3.12. It can be observed that as the GDD increases the polarization win-
dow gets narrower and the maximum ellipticity increases. In principle a
laser pulse with an ellipticity curve like the ones for a GDD of 800 fs2
and 1000 fs2 should be able to produce a polarization window better than
the one shown in figure 3.10.


























Figure 3.12: Variation of the ellipticity along the pulse duration. Simulations have been done for
different GDD values: 0 fs2 (solid line), 400 fs2 (dashed line), 800 fs2 (dotted line), and 1000 fs2
(dot-dashed line).
The FW and XPW intensity profiles obtained with the new setup
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for a GDD of 1000 fs2 are shown in figure 3.13 a). In this case, the ratio
between the peaks of the intensity profiles is near the unity, a substantial
improvement in comparison with the curves in figure 3.6. The time-
dependent polarized pulse after the wave plate is depicted in figure 3.13
b). The ellipticity in the outer regions of the pulse is much bigger than
the presented in figure 3.8.
  
Figure 3.13: a) Normalized intensity profiles at the exit of the BaF2 crystal for the FW pulse (solid
line) and the XPW pulse (dashed line). b) Optical pulse after the λ/4 wave plate. The dispersive
material adds a GDD of 1000 fs2 to the FW.
For the case with a GDD of 1000 fs2, the reflected field and the
resulting attosecond pulse train are shown in figure 3.14. In this case,
we can observe that it is possible to achieve the isolation of a single
attosecond pulse when the harmonic orders in the interval [30, 50] are
filtered. It can be also observed that the reflected field, in comparison
with the reflected field in figures 3.9 and 3.10, is only strongly modulated
in the central part of the pulse, meaning that HHG is more restricted
in this case to the central part of the pulse, and suppressed out of it
due to the ellipticity curve. This effect can be seen also in the reflected
spectrum, where the harmonic generation is much less efficient in this
case, partly due to the decreased FW peak intensity and partly due to the
narrowing of the linearly polarized region of the pulse.
It can be observed that, along with the isolated attosecond pulse,
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Figure 3.14: Reflected field (blue), input ellipticity curve (green) and filtered attosecond pulse
train (red). The bottom panel shows the reflected harmonic spectrum.
there is a significant amount of noise because of the non-coherent emitted
radiation, which is not negligible in relation to the HH spectrum due to
the decreased efficiency of the HHG. To demonstrate that the isolated
attosecond pulse shown in figure 3.14 is nor a numerical artifact nor a
non-coherent burst of radiation, figure 3.15 shows the attosecond pulse
train obtained for different cases in which the lower limit of the filtered
harmonic region is changed. It can be observed that our attosecond pulse
relates to one of the pulses in the original train of pulses obtained by
filtering lower orders. It is clear that the background noise increases as
the lower limit of the filtering interval increases, that is because the peak
intensity in the filtered train decreases substantially in absolute terms,
as the attosecond pulse peak intensity in panel c) is a 14% of the one in
panel a).
In conclusion, the Polarization Gating technique takes advantage of
the HHG dependence on the ellipiticity of the laser pulse to reduce the
number of attosecond pulses in the train, or even to isolate a single one.
We have proposed a new way to produce polarization gates for HHG in
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for a GDD of 1000 fs2 are shown in figure 3.13 a). In this case, the ratio
between the peaks of the intensity profiles is near the unity, a substantial
improvement in comparison with the curves in figure 3.6. The time-
dependent polarized pulse after the wave plate is depicted in figure 3.13
b). The ellipticity in the outer regions of the pulse is much bigger than
the presented in figure 3.8.
  
Figure 3.13: a) Normalized intensity profiles at the exit of the BaF2 crystal for the FW pulse (solid
line) and the XPW pulse (dashed line). b) Optical pulse after the λ/4 wave plate. The dispersive
material adds a GDD of 1000 fs2 to the FW.
For the case with a GDD of 1000 fs2, the reflected field and the
resulting attosecond pulse train are shown in figure 3.14. In this case,
we can observe that it is possible to achieve the isolation of a single
attosecond pulse when the harmonic orders in the interval [30, 50] are
filtered. It can be also observed that the reflected field, in comparison
with the reflected field in figures 3.9 and 3.10, is only strongly modulated
in the central part of the pulse, meaning that HHG is more restricted
in this case to the central part of the pulse, and suppressed out of it
due to the ellipticity curve. This effect can be seen also in the reflected
spectrum, where the harmonic generation is much less efficient in this
case, partly due to the decreased FW peak intensity and partly due to the
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Figure 3.14: Reflected field (blue), input ellipticity curve (green) and filtered attosecond pulse
train (red). The bottom panel shows the reflected harmonic spectrum.
there is a significant amount of noise because of the non-coherent emitted
radiation, which is not negligible in relation to the HH spectrum due to
the decreased efficiency of the HHG. To demonstrate that the isolated
attosecond pulse shown in figure 3.14 is nor a numerical artifact nor a
non-coherent burst of radiation, figure 3.15 shows the attosecond pulse
train obtained for different cases in which the lower limit of the filtered
harmonic region is changed. It can be observed that our attosecond pulse
relates to one of the pulses in the original train of pulses obtained by
filtering lower orders. It is clear that the background noise increases as
the lower limit of the filtering interval increases, that is because the peak
intensity in the filtered train decreases substantially in absolute terms,
as the attosecond pulse peak intensity in panel c) is a 14% of the one in
panel a).
In conclusion, the Polarization Gating technique takes advantage of
the HHG dependence on the ellipiticity of the laser pulse to reduce the
number of attosecond pulses in the train, or even to isolate a single one.
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Figure 3.15: Attosecond pulse trains for the case with a GDD of 1000 fs2 obtained by changing
the lower limit of the filtering region to the harmonic order a) 20, b) 25 and c) 30.
solids using multi-cycle laser pulses. With this method we are able to
generate laser pulses with a time-dependent polarization using a XPW
crystal and a λ/4 wave plate. By adding a second order dispersion to the
FW pulse we obtain an increase on the ratio between the FW and XPW
pulses, thus producing a more optimal polarization gate. PIC simulations
reveal that the polarization gate can reduce the number of pulses in the
attosecond train up to the isolation of a single one in the most optimal
case.
The main advantages of this approach are the simplicity of the setup
and its feasibility to be used with multicycle laser pulses with lower
intensities than those reported in the literature using multicycle lasers.
The setup relies on the use of non-expensive optical elements arranged
in a simple manner. The use of shorter laser pulses and higher peak
intensities with a steep density profile should produce “cleaner” results
in terms of background noise, however we chose these values in order
to be realistic on what can be achieved with a table-top laser source and
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non-expensive elements.
3.4.2 Frequency gating
To our knowledge, this is the most recent method in the literature for
the isolation of single attosecond pulses, and its proposal is an original
result from this thesis [201]. The main idea behind this method consists
on the coherent combination of two laser pulses with equal amplitude
and a non-integer ratio between their central frequencies, such that a
beating pattern is formed in the resulting field. The coherent sum of
the two pulses generates a slow oscillating component that, combined
with the pulse envelope, forms a beating pattern and restricts the most
intense region of the new pulse to a narrower window than this at the
original pulse, being able to reduce the number of pulses in the train, even
isolating one single pulse. Setups involving the coherent combination
of more than one pulse and forming a beating pattern have been already
studied extensively as a mean to isolate single attosecond pulses in HHG
using gas targets [208–212], where it is possible to achieve isolated
attosecond pulses very efficiently, even for multicycle laser pulses. In
the case of laser-plasma interaction using solid targets, the effect of the
combination of multiple laser pulses has been also studied, but to our
knowledge never with this purpose and approach [45, 51, 52, 213, 214].
Let us consider two short pulses with frequencies ω1 and ω2, respec-
tively, given by Ej = Γ(t) cos(ωjt), where Γ(t) is the envelope function.
The coherent sum of these two waves can be written as:













This means that there is a fast and slow oscillating wave. The
frequency of the slow oscillating wave (ω2 − ω1) can be tuned, in
combination with the pulse envelope Γ(t), by varying the frequency
values, to create a beating pattern that yields to a narrower intense re-
gion. Figure 3.16 depicts, for a gaussian envelope function given by
Γ(t) = e−4log(2)(t/τ)
2 , several cases with different frequency shifts. We
have used as principal wavelength of λ1 = 800 nm (ω1 = 2π cλ1 ) and a
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Figure 3.15: Attosecond pulse trains for the case with a GDD of 1000 fs2 obtained by changing
the lower limit of the filtering region to the harmonic order a) 20, b) 25 and c) 30.
solids using multi-cycle laser pulses. With this method we are able to
generate laser pulses with a time-dependent polarization using a XPW
crystal and a λ/4 wave plate. By adding a second order dispersion to the
FW pulse we obtain an increase on the ratio between the FW and XPW
pulses, thus producing a more optimal polarization gate. PIC simulations
reveal that the polarization gate can reduce the number of pulses in the
attosecond train up to the isolation of a single one in the most optimal
case.
The main advantages of this approach are the simplicity of the setup
and its feasibility to be used with multicycle laser pulses with lower
intensities than those reported in the literature using multicycle lasers.
The setup relies on the use of non-expensive optical elements arranged
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non-expensive elements.
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the isolation of single attosecond pulses, and its proposal is an original
result from this thesis [201]. The main idea behind this method consists
on the coherent combination of two laser pulses with equal amplitude
and a non-integer ratio between their central frequencies, such that a
beating pattern is formed in the resulting field. The coherent sum of
the two pulses generates a slow oscillating component that, combined
with the pulse envelope, forms a beating pattern and restricts the most
intense region of the new pulse to a narrower window than this at the
original pulse, being able to reduce the number of pulses in the train, even
isolating one single pulse. Setups involving the coherent combination
of more than one pulse and forming a beating pattern have been already
studied extensively as a mean to isolate single attosecond pulses in HHG
using gas targets [208–212], where it is possible to achieve isolated
attosecond pulses very efficiently, even for multicycle laser pulses. In
the case of laser-plasma interaction using solid targets, the effect of the
combination of multiple laser pulses has been also studied, but to our
knowledge never with this purpose and approach [45, 51, 52, 213, 214].
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tively, given by Ej = Γ(t) cos(ωjt), where Γ(t) is the envelope function.
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Figure 3.16: Laser pulses obtained through the combination of two frequency shifted pulses of a)
equal frequency, b) a ratio of ω2/ω1 = 1.2 and c) a ratio ω2/ω1 = 3. The reference wavelength
is λ1 = 800 nm and the FWHM is τ = 20 fs. The x axis is in units of the laser period, T .
It can be seen in figure 3.16 b) how the central and most intense
part of the pulse becomes narrower when the frequency shift between
the two pulses is tuned properly. Therefore HHG will be favoured for
this smaller window of time. If the frequency shift is higher, such as in
figure 3.16 c), fast oscillating corrections will be added to the original
shape of the pulse, but the envelope of the most intense peaks will remain
unchanged, disappearing the small temporal window from figure 3.16
b).
A more detailed analysis of the pattern formed by the combination of
the two waves is shown in figure 3.17. Where it is seen both the electric
field and the slow oscillating envelope wave. The 2D maps demonstrate
in a more general way what is pointed out in figure 3.16, showing that as
the frequency ratio increases, the central part of the pulse gets narrower,
but up to a certain limiting frequency ratio, where more oscillations start
to appear in the slow oscillating envelope. The limiting frequency ratio
depends on the pulse width, as it grows for shorter pulses.
To check for the validity of this mechanism, we perform Particle-
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Figure 3.17: a)-c) Electric field obtained through the combination of two frequency shifted pulses
and b)-d) slow oscillating envelope of that field. The color maps are shown for two FWHM of
τ = {15, 25} fs. The reference wavelength is λ1 = 800 nm. The x axis is in units of the laser
period, T .
In-Cell (PIC) simulations. The simulations are done in 1D using P-
polarized pulses with the boosted frame method. The target is composed
of electrons and heavy ions with a number density of 100nc. We assume
a steep density profile. The number of particles per cell is 200. The
temporal and spatial resolution of the simulation box are 0.0025/ω and
0.005c/ω, respectively, where ω is the frequency of the laser pulse, with
a wavelength of λ = 800 nm. The laser pulses are initialized inside
the simulation box with a gaussian profile, a dimensionless amplitude
of a0 = 4 and an angle of incidence of 45◦. The simulation runs until
the whole pulse is reflected, that is the time that it would take it to
return to its original position if the target would be a perfect mirror. The
train of attosecond pulses is obtained by performing the inverse Fourier
transform to the harmonic orders between the 5th and the 50th in the
reflected field.
In order to study this mechanism and achieve an optimal configu-
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Figure 3.16: Laser pulses obtained through the combination of two frequency shifted pulses of a)
equal frequency, b) a ratio of ω2/ω1 = 1.2 and c) a ratio ω2/ω1 = 3. The reference wavelength
is λ1 = 800 nm and the FWHM is τ = 20 fs. The x axis is in units of the laser period, T .
It can be seen in figure 3.16 b) how the central and most intense
part of the pulse becomes narrower when the frequency shift between
the two pulses is tuned properly. Therefore HHG will be favoured for
this smaller window of time. If the frequency shift is higher, such as in
figure 3.16 c), fast oscillating corrections will be added to the original
shape of the pulse, but the envelope of the most intense peaks will remain
unchanged, disappearing the small temporal window from figure 3.16
b).
A more detailed analysis of the pattern formed by the combination of
the two waves is shown in figure 3.17. Where it is seen both the electric
field and the slow oscillating envelope wave. The 2D maps demonstrate
in a more general way what is pointed out in figure 3.16, showing that as
the frequency ratio increases, the central part of the pulse gets narrower,
but up to a certain limiting frequency ratio, where more oscillations start
to appear in the slow oscillating envelope. The limiting frequency ratio
depends on the pulse width, as it grows for shorter pulses.
To check for the validity of this mechanism, we perform Particle-
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Figure 3.17: a)-c) Electric field obtained through the combination of two frequency shifted pulses
and b)-d) slow oscillating envelope of that field. The color maps are shown for two FWHM of
τ = {15, 25} fs. The reference wavelength is λ1 = 800 nm. The x axis is in units of the laser
period, T .
In-Cell (PIC) simulations. The simulations are done in 1D using P-
polarized pulses with the boosted frame method. The target is composed
of electrons and heavy ions with a number density of 100nc. We assume
a steep density profile. The number of particles per cell is 200. The
temporal and spatial resolution of the simulation box are 0.0025/ω and
0.005c/ω, respectively, where ω is the frequency of the laser pulse, with
a wavelength of λ = 800 nm. The laser pulses are initialized inside
the simulation box with a gaussian profile, a dimensionless amplitude
of a0 = 4 and an angle of incidence of 45◦. The simulation runs until
the whole pulse is reflected, that is the time that it would take it to
return to its original position if the target would be a perfect mirror. The
train of attosecond pulses is obtained by performing the inverse Fourier
transform to the harmonic orders between the 5th and the 50th in the
reflected field.
In order to study this mechanism and achieve an optimal configu-
ration to produce the isolation of one single pulse or a few ultrashort
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attosecond pulses, we have evaluated different ratios between the central
frequency of both laser pulses. Figure 3.18 displays the result obtained
by properly tuning the frequency shift to a ratio of ω2/ω1 = 1.3. In this
case, in which a laser pulse with a FWHM of τ = 25 fs has been used, it
leads to almost the isolation of a single attosecond pulse in the filtered
train of pulses. It can be seen clearly in the oscillations of the electron
density that the most intense oscillations, associated to the generation
of the most intense pulses with a higher frequency content, are confined
into a shorter temporal window.
Figure 3.18: Comparison of two simulations to depict the isolation of a single attosecond pulse in
the filtered pulse train. Both simulations are performed with two pulses of a)-c) equal frequency
and d)-f) a frequency ratio of ω2/ω1 = 1.3. The comparison between the reflected pulse trains in
b) and e) and the electron density oscillations in c) and f) clearly shows the narrowing of the
HHG window.
Figure 3.18 proves that this method is able to shorten the pulse train
substantially. Hence we proceed to perform a proper parametric scan in
order to unravel if there is an optimal frequency ratio for the attosecond
pulse isolation, and the relation between the FWHM of the input pulse
and the best isolation efficiency. The criterion to evaluate the goodness
of our results is given by the number of pulses contained in the reflected
train, as well as their intensity in relation to the most intense one. We
define the isolation efficiency (ξ) as:
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where N > 1 represents the number of pulses in the train with a peak
intensity Ij above 5% of the maximum peak. If ξ = 1 the isolation is
perfect. Increasing the number of pulses in the train or their relative
intensity to the most intense pulse, provokes a decrease in ξ up to the
limit when the pulse cannot be regarded as isolated anymore (ξ ∼ 0).
This definition of the efficiency permits us to obtain a low isolation
efficiency both if there are few pulses in the train with a high intensity
in relation to the most intense pulse or if there are several pulses in the
train with a low relative intensity.
We have performed simulations for frequency ratios (ω2/ω1) be-
tween the values 1 and 2 and for several FWHMs in between 5 fs and
55 fs. For each pulse width we have checked for the frequency ratio that
yields to the highest isolation efficiency and the corresponding efficiency.
Figure 3.19 shows the results obtained for input pulses with a FWHM
of a) 10 fs, b) 25 fs and c) 40 fs. In the left column it is shown 2D maps
that depict, for each frequency ratio, the pulse train obtained over time
(normalized to the maximum at each frequency ratio, for the sake of vi-
sualization), these 2D maps demonstrate that the shape of the pulse train
over time varies for different frequency ratios. In the two columns on the
right, the isolation efficiency and the intensity of the most intense pulse
in the train are shown, respectively, the former is plotted to demonstrate
quantitatively that the isolation efficiency varies with the frequency ratio
and the latter to show the normalization factor (the maximum intensity
on the pulse train) for each frequency ratio in the normalized 2D maps
of the left column.
Figure 3.19 reveals several interesting features of this gating method.
First of all, it is clear that different isolation efficiencies can be obtained
by tuning the frequency shift between the two pulses. The optimal ratio
for isolation is shifted upwards as the pulse FWHM decreases. This
makes sense, because for a narrower envelope the “slow” frequency
(ω2 − ω1) must be increased in order to oscillate within the envelope
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attosecond pulses, we have evaluated different ratios between the central
frequency of both laser pulses. Figure 3.18 displays the result obtained
by properly tuning the frequency shift to a ratio of ω2/ω1 = 1.3. In this
case, in which a laser pulse with a FWHM of τ = 25 fs has been used, it
leads to almost the isolation of a single attosecond pulse in the filtered
train of pulses. It can be seen clearly in the oscillations of the electron
density that the most intense oscillations, associated to the generation
of the most intense pulses with a higher frequency content, are confined
into a shorter temporal window.
Figure 3.18: Comparison of two simulations to depict the isolation of a single attosecond pulse in
the filtered pulse train. Both simulations are performed with two pulses of a)-c) equal frequency
and d)-f) a frequency ratio of ω2/ω1 = 1.3. The comparison between the reflected pulse trains in
b) and e) and the electron density oscillations in c) and f) clearly shows the narrowing of the
HHG window.
Figure 3.18 proves that this method is able to shorten the pulse train
substantially. Hence we proceed to perform a proper parametric scan in
order to unravel if there is an optimal frequency ratio for the attosecond
pulse isolation, and the relation between the FWHM of the input pulse
and the best isolation efficiency. The criterion to evaluate the goodness
of our results is given by the number of pulses contained in the reflected
train, as well as their intensity in relation to the most intense one. We
define the isolation efficiency (ξ) as:
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where N > 1 represents the number of pulses in the train with a peak
intensity Ij above 5% of the maximum peak. If ξ = 1 the isolation is
perfect. Increasing the number of pulses in the train or their relative
intensity to the most intense pulse, provokes a decrease in ξ up to the
limit when the pulse cannot be regarded as isolated anymore (ξ ∼ 0).
This definition of the efficiency permits us to obtain a low isolation
efficiency both if there are few pulses in the train with a high intensity
in relation to the most intense pulse or if there are several pulses in the
train with a low relative intensity.
We have performed simulations for frequency ratios (ω2/ω1) be-
tween the values 1 and 2 and for several FWHMs in between 5 fs and
55 fs. For each pulse width we have checked for the frequency ratio that
yields to the highest isolation efficiency and the corresponding efficiency.
Figure 3.19 shows the results obtained for input pulses with a FWHM
of a) 10 fs, b) 25 fs and c) 40 fs. In the left column it is shown 2D maps
that depict, for each frequency ratio, the pulse train obtained over time
(normalized to the maximum at each frequency ratio, for the sake of vi-
sualization), these 2D maps demonstrate that the shape of the pulse train
over time varies for different frequency ratios. In the two columns on the
right, the isolation efficiency and the intensity of the most intense pulse
in the train are shown, respectively, the former is plotted to demonstrate
quantitatively that the isolation efficiency varies with the frequency ratio
and the latter to show the normalization factor (the maximum intensity
on the pulse train) for each frequency ratio in the normalized 2D maps
of the left column.
Figure 3.19 reveals several interesting features of this gating method.
First of all, it is clear that different isolation efficiencies can be obtained
by tuning the frequency shift between the two pulses. The optimal ratio
for isolation is shifted upwards as the pulse FWHM decreases. This
makes sense, because for a narrower envelope the “slow” frequency
(ω2 − ω1) must be increased in order to oscillate within the envelope
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Figure 3.19: Results of the parametric scan for different pulse widths of a) 10 fs, b) 25 fs and c)
40 fs. In the left column it is displayed the train of pulses over time for each frequency ratio. The
signal is normalized to the most intense pulse in each frequency ratio. In the right columns the
isolation efficiency (ξ) and the maximum intensity in the central pulse of the train is depicted for
each frequency ratio.
width, as it could be already inferred from figure 3.17. Secondly, as the
ratio between frequencies goes beyond this optimal value, the oscillatory
laser field peaks return to their original position with high frequency
corrections (as shown in figures 3.16 c) and 3.17), causing the generation
or more complex dynamics at the plasma surface and the creation of
pulse trains with several ultrashort pulses in them, with a higher peak
intensity, as it can be observed in figure 3.19 when the frequency ratio
approaches the value 2. It can be also noted that, as the FWHM of the
pulse increases, the maximum isolation efficiency decreases, therefore
establishing a limitation for this gating method. On the other hand, if
the pulse width is too low, the pulse envelope itself isolates a single
attosecond pulse, due to the existence of a few oscillations within the
pulse width. In this case the use of a gating method becomes pointless
and high isolation efficiencies are achieved for several frequency shifts.
An example is shown in figure 3.19 a), where for a frequency ratio equal
to the unity (i.e. the pulse original shape), for a pulse with a FWHM of
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10 fs, the isolation efficiency is nearly the same as in the most optimal
case for a pulse with a FWHM of 40 fs, as shown in figure 3.19 c). It
is clear that there is a frequency ratio for which the isolation is optimal,
and that it varies with the pulse width.
To further emphasize these results, we have also analyzed how the
train of attosecond pulses is changed by fixing a certain frequency ratio
and varying the laser pulse FWHM. Figure 3.20 shows the incident laser
field as well as the reflected train of pulses for two fixed frequency ratios
and two different values of the FWHM. It is clear from this figure that
the optimal frequency ratio varies for different pulse widths. In figure
3.20 a), in which a frequency ratio of 1.4 has been used, it can be seen
that the isolation is better for the width of 15 fs, in comparison with the
case in figure 3.20 b), in which a frequency ratio of 1.2 has been used,
whereas the opposite occurs for the pulse with a FWHM of 30 fs, in Figs.







































Figure 3.20: Trains of pulses generated for the mix of pulses with a frequency ratio of a)-c)
ω2/ω1 = 1.4 and b)-d) ω2/ω1 = 1.2. The pulses FWHM are a)-b) 15 fs and c)-d) 30 fs. The
isolation efficiency is shown in the upper-right corner of each plot.
To summarize the results obtained from the parametric scan, fig-
ure 3.21 shows the optimal frequency ratio and the maximum isolation
efficiency found for each FWHM. It depicts how as the pulse FWHM
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Figure 3.19: Results of the parametric scan for different pulse widths of a) 10 fs, b) 25 fs and c)
40 fs. In the left column it is displayed the train of pulses over time for each frequency ratio. The
signal is normalized to the most intense pulse in each frequency ratio. In the right columns the
isolation efficiency (ξ) and the maximum intensity in the central pulse of the train is depicted for
each frequency ratio.
width, as it could be already inferred from figure 3.17. Secondly, as the
ratio between frequencies goes beyond this optimal value, the oscillatory
laser field peaks return to their original position with high frequency
corrections (as shown in figures 3.16 c) and 3.17), causing the generation
or more complex dynamics at the plasma surface and the creation of
pulse trains with several ultrashort pulses in them, with a higher peak
intensity, as it can be observed in figure 3.19 when the frequency ratio
approaches the value 2. It can be also noted that, as the FWHM of the
pulse increases, the maximum isolation efficiency decreases, therefore
establishing a limitation for this gating method. On the other hand, if
the pulse width is too low, the pulse envelope itself isolates a single
attosecond pulse, due to the existence of a few oscillations within the
pulse width. In this case the use of a gating method becomes pointless
and high isolation efficiencies are achieved for several frequency shifts.
An example is shown in figure 3.19 a), where for a frequency ratio equal
to the unity (i.e. the pulse original shape), for a pulse with a FWHM of
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10 fs, the isolation efficiency is nearly the same as in the most optimal
case for a pulse with a FWHM of 40 fs, as shown in figure 3.19 c). It
is clear that there is a frequency ratio for which the isolation is optimal,
and that it varies with the pulse width.
To further emphasize these results, we have also analyzed how the
train of attosecond pulses is changed by fixing a certain frequency ratio
and varying the laser pulse FWHM. Figure 3.20 shows the incident laser
field as well as the reflected train of pulses for two fixed frequency ratios
and two different values of the FWHM. It is clear from this figure that
the optimal frequency ratio varies for different pulse widths. In figure
3.20 a), in which a frequency ratio of 1.4 has been used, it can be seen
that the isolation is better for the width of 15 fs, in comparison with the
case in figure 3.20 b), in which a frequency ratio of 1.2 has been used,
whereas the opposite occurs for the pulse with a FWHM of 30 fs, in Figs.







































Figure 3.20: Trains of pulses generated for the mix of pulses with a frequency ratio of a)-c)
ω2/ω1 = 1.4 and b)-d) ω2/ω1 = 1.2. The pulses FWHM are a)-b) 15 fs and c)-d) 30 fs. The
isolation efficiency is shown in the upper-right corner of each plot.
To summarize the results obtained from the parametric scan, fig-
ure 3.21 shows the optimal frequency ratio and the maximum isolation
efficiency found for each FWHM. It depicts how as the pulse FWHM
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increases, the frequency ratio for an optimal result decreases and the
isolation efficiency in the best scenario decreases as well, which estab-
lishes a limitation to isolate an attosecond pulse with a given FWHM.
Interestingly, this decrease slows down as the FWHM increases, reaching
a limit value for the frequency ratio of 1.2, while on the other hand the
isolation efficiency decreases as the FWHM increases, as expected.
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Figure 3.21: Frequency ratio (blue circles) for the optimal isolation and the associated isolation
efficiency (red squares) for each FWHM.
It is possible to estimate the dependence of the optimal frequency
ratio for the attosecond pulse isolation on the FWHM of the laser pulse.
Establishing a criterion to determine when the width of the central part
of the slow oscillating wave is short enough and the peak of the second
maximum of the slow envelope is low enough, we can obtain a curve
that relates the ratio and the FWHM for the optimal isolation. This curve
in general will depend on the envelope of the laser pulse, as it determines
the overall shape of the resulting field, which means that the results
in figure 3.21 would change for a sin2 or a rectangular envelope, for
example. In our case the slow oscillating envelope is given by:








where we have defined the quantities Rω ≡ ω2/ω1 with ω ≡ ω1 for
simplicity.
A very simple criterion to calculate the curve for optimal isolation
is established by analyzing the peak of the first local maximum of the
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slow envelope (after the central one). This first maximum occurs when
Rω−1
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We assume that when this peak has a certain constant value, the
HHG efficiency outside of the central region is such that the isolation
is the most optimal. This approximation assumes that there will be at
least a local maximum in the beating pattern apart from the central one,
therefore it implicitly assumes that it will work only for FWHM above a
certain value.
The curve that gives a constant value in equation (3.17) is given by:






where β is a free parameter given by the fixed constant value for Epeak
by the equation β = (− log(Epeak))−1/2, by fitting this parameter to the
obtained data we implicitly overcome the assumption for the width of
the central region, since fixing the value of Epeak will yield to a specific
width of the central region in terms of the FWHM.
By performing a numerical fit to the data, it can be seen that the
best fit is given by the equation Rω = 1.157e2.356/τ , that approximated
for τ � 2.356 can be written as Rω ≈ 1.157 + 2.726/τ . This approx-
imated curve is similar to our theoretical estimation in equation (3.18)
for β = 0.612, given by Epeak ≈ 0.07, and adding a constant term of
0.157. Figure 3.22 shows the obtained data from the simulations plus the
theoretical curves for different values of Epeak and it also shows the nu-
merical fit plus the theoretical equation modified by adding the constant
δ = 0.157. It can be seen that, although coming from a very simplistic
approximation, the results and the theoretical curves are similar for the
highest values of the FWHM.
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increases, the frequency ratio for an optimal result decreases and the
isolation efficiency in the best scenario decreases as well, which estab-
lishes a limitation to isolate an attosecond pulse with a given FWHM.
Interestingly, this decrease slows down as the FWHM increases, reaching
a limit value for the frequency ratio of 1.2, while on the other hand the
isolation efficiency decreases as the FWHM increases, as expected.
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Figure 3.21: Frequency ratio (blue circles) for the optimal isolation and the associated isolation
efficiency (red squares) for each FWHM.
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ratio for the attosecond pulse isolation on the FWHM of the laser pulse.
Establishing a criterion to determine when the width of the central part
of the slow oscillating wave is short enough and the peak of the second
maximum of the slow envelope is low enough, we can obtain a curve
that relates the ratio and the FWHM for the optimal isolation. This curve
in general will depend on the envelope of the laser pulse, as it determines
the overall shape of the resulting field, which means that the results
in figure 3.21 would change for a sin2 or a rectangular envelope, for
example. In our case the slow oscillating envelope is given by:
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slow envelope (after the central one). This first maximum occurs when
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We assume that when this peak has a certain constant value, the
HHG efficiency outside of the central region is such that the isolation
is the most optimal. This approximation assumes that there will be at
least a local maximum in the beating pattern apart from the central one,
therefore it implicitly assumes that it will work only for FWHM above a
certain value.
The curve that gives a constant value in equation (3.17) is given by:
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By performing a numerical fit to the data, it can be seen that the
best fit is given by the equation Rω = 1.157e2.356/τ , that approximated
for τ � 2.356 can be written as Rω ≈ 1.157 + 2.726/τ . This approx-
imated curve is similar to our theoretical estimation in equation (3.18)
for β = 0.612, given by Epeak ≈ 0.07, and adding a constant term of
0.157. Figure 3.22 shows the obtained data from the simulations plus the
theoretical curves for different values of Epeak and it also shows the nu-
merical fit plus the theoretical equation modified by adding the constant
δ = 0.157. It can be seen that, although coming from a very simplistic
approximation, the results and the theoretical curves are similar for the



































































Figure 3.22: Optimal frequency ratios for each FWHM plus a) theoretical curves obtained from
our simple estimation and b) best numerical fit plus our modified theoretical curve.
3.4.2.1 Effect of deviations from ideality
The results shown before rely on a very ideal situation, in which the
pulses have a perfect gaussian shape and are perfectly phase-matched,
or the pre-plasma does not exist. This is an approximation and does not
match the case corresponding to a realistic situation, where it is difficult
to implement a setup exactly like the one described for this frequency
gating technique. In light of these facts, we will briefly address the
effect of the global phase difference between the two pulses and of the
existence of a pre-plasma.
The 2D maps in the left column of figure 3.19 show an asymmetry
in the pulse train in relation to the location of the central pulse, this is
more obvious in figure 3.19 b)-c), where the train of pulses is longer
than in figure 3.19 a), and the central attosecond pulse does not get
fully isolated, even in the most optimal configuration. A variation of
the carrier envelope phase (CEP) of the input laser pulse could vary the
shape of the train, contributing to an enhancement or a deterioration
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of the isolation efficiency. We have analyzed the effect of varying the
CEP of the input pulse from 0◦ to 360◦ for the most optimal ratio for
two pulses with a FWHM of 25 fs (ω2/ω1 = 1.3). Figure 3.23 a)
shows a 2D map of the resulting pulse train for each CEP, normalized
to the maximum intensity at each CEP for the sake of visualization. A
change in the global phase of the input pulse affects the shape of the
attosecond pulse train, as it is shown in figure 3.23 b). In this figure we
can observe the isolation efficiency for each CEP, revealing how crucial
is to choose the CEP wisely. Increasing the CEP produces a decrease
in the isolation efficiency until a minimum is reached at a CEP of 130◦,
where it becomes almost zero. After this value, the isolation efficiency
increases again until achieving a value approximately constant in the
CEP range [260◦, 360◦]. The plots in figure 3.23 c)-d) display the input
laser pulse and the obtained attosecond pulse train for c) the optimal
isolation case with a CEP of 0◦ and d) the worst case at 130◦. They have
been included to highlight the shape of the input pulse and the attosecond
pulse train for different CEP. We can conclude that a good control over
the CEP is needed to guarantee the optimal isolation of the attosecond
pulse.
The effect of the pre-plasma is also an important factor to take
into account, since we already know that can change substantially the
outcome of HHG. In all previous simulations it has been used a steep
plasma profile, in which density grows from zero to the assumed solid
density with a step-like function. Here we analyze the effect of the
existence of a pre-plasma for the proposed gating technique.
To address the effect of pre-plasmas, we have chosen the optimal
frequency setup for three different pulse widths of 15, 20 and 25 fs. In
this way we will be able to observe the effect of the pre-plasma and its
dependence on the pulse width, if there is any. Figure 3.24 displays the
effect of the existence of a pre-plasma in the a) isolation efficiency and
b) intensity of the most intense ultrashort pulse.
Figure 3.24 depicts, for the three FWHM studied, that although the
intensity of the central pulse grows substantially for a group of scale-
lengths, the isolation efficiency lowers as the scale-length increases,



































































Figure 3.22: Optimal frequency ratios for each FWHM plus a) theoretical curves obtained from
our simple estimation and b) best numerical fit plus our modified theoretical curve.
3.4.2.1 Effect of deviations from ideality
The results shown before rely on a very ideal situation, in which the
pulses have a perfect gaussian shape and are perfectly phase-matched,
or the pre-plasma does not exist. This is an approximation and does not
match the case corresponding to a realistic situation, where it is difficult
to implement a setup exactly like the one described for this frequency
gating technique. In light of these facts, we will briefly address the
effect of the global phase difference between the two pulses and of the
existence of a pre-plasma.
The 2D maps in the left column of figure 3.19 show an asymmetry
in the pulse train in relation to the location of the central pulse, this is
more obvious in figure 3.19 b)-c), where the train of pulses is longer
than in figure 3.19 a), and the central attosecond pulse does not get
fully isolated, even in the most optimal configuration. A variation of
the carrier envelope phase (CEP) of the input laser pulse could vary the
shape of the train, contributing to an enhancement or a deterioration
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of the isolation efficiency. We have analyzed the effect of varying the
CEP of the input pulse from 0◦ to 360◦ for the most optimal ratio for
two pulses with a FWHM of 25 fs (ω2/ω1 = 1.3). Figure 3.23 a)
shows a 2D map of the resulting pulse train for each CEP, normalized
to the maximum intensity at each CEP for the sake of visualization. A
change in the global phase of the input pulse affects the shape of the
attosecond pulse train, as it is shown in figure 3.23 b). In this figure we
can observe the isolation efficiency for each CEP, revealing how crucial
is to choose the CEP wisely. Increasing the CEP produces a decrease
in the isolation efficiency until a minimum is reached at a CEP of 130◦,
where it becomes almost zero. After this value, the isolation efficiency
increases again until achieving a value approximately constant in the
CEP range [260◦, 360◦]. The plots in figure 3.23 c)-d) display the input
laser pulse and the obtained attosecond pulse train for c) the optimal
isolation case with a CEP of 0◦ and d) the worst case at 130◦. They have
been included to highlight the shape of the input pulse and the attosecond
pulse train for different CEP. We can conclude that a good control over
the CEP is needed to guarantee the optimal isolation of the attosecond
pulse.
The effect of the pre-plasma is also an important factor to take
into account, since we already know that can change substantially the
outcome of HHG. In all previous simulations it has been used a steep
plasma profile, in which density grows from zero to the assumed solid
density with a step-like function. Here we analyze the effect of the
existence of a pre-plasma for the proposed gating technique.
To address the effect of pre-plasmas, we have chosen the optimal
frequency setup for three different pulse widths of 15, 20 and 25 fs. In
this way we will be able to observe the effect of the pre-plasma and its
dependence on the pulse width, if there is any. Figure 3.24 displays the
effect of the existence of a pre-plasma in the a) isolation efficiency and
b) intensity of the most intense ultrashort pulse.
Figure 3.24 depicts, for the three FWHM studied, that although the
intensity of the central pulse grows substantially for a group of scale-
lengths, the isolation efficiency lowers as the scale-length increases,
which means that not only the most intense pulse is poorly isolated,
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Figure 3.23: Results obtained varying the CEP with a pulse of FWHM τ = 25 fs and a frequency
ratio of ω2/ω1 = 1.3. a) A 2D map shows the temporal shape of the attosecond pulse train
varying the CEP, the signal is normalized to the most intense pulse for each CEP. The isolation
efficiency for each CEP is shown in b). Panels c) and d) show the input pulse (blue) and the
corresponding attosecond pulse train (red), both normalized to the unity, at c) CEP= 0◦ and d)
CEP= 130◦
but due to its increase in intensity, the accompaning pulses will be
also more intense in absolute terms. The isolation efficiency, in figure
3.24 a), presents a decrease as soon as the pre-plasma is taken into
account, and it keeps approximately constant until it drops to zero. The
maximum intensity on the pulse train, in figure 3.24 b), experiences a
similar trend, having a linear growth until an scale-length of 0.3λ and a
plateau for the rest of scale-lengths, with a slight decrease for the highest
scale-lengths evaluated. Both plots show two local maxima at the scale-
lengths of 0.3λ and 0.6λ, respectively. This behaviour could be related
to the fundamental processes of HHG in overdense targets, since long
pre-plasma regions change the balance between the different absorption
mechanisms and modify the particle dynamics at the plasma surface. The
growth of approximately one order of magnitude of the peak intensity
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Figure 3.24: Effect of the pre-plasma on the gating technique displayed in the a) isolation
efficiency and b) intensity of the most intense pulse of the train. The frequency ratio is chosen as
the optimal one for each FWHM, that is ω2/ω1 = 1.4 for τ = 15 fs and ω2/ω1 = 1.3 for
τ = {20, 25} fs.
in the attosecond pulse train is in accordance with the enhancement of
HHG for targets with a pre-plasma. These results demonstrate that the
existence of a pre-plasma region will be detrimental for the functioning
of this gating technique.
In conclusion, it has been proven that the combination of two laser
pulses of equal amplitude and envelope, with a properly tuned small
frequency shift between them, creates a beating pattern that yields to the
isolation of a single attosecond pulse once high harmonic orders have
been filtered in the reflected field. This frequency gating works well for
a wide range of FWHM below ∼ 35 fs, being able to isolate one or a
few attosecond pulses. The experimental implementation of this method
would require a good control over the central frequency of the two pulses
involved and the carrier envelope phase, as it has been proven that it can
affect the shape of the attosecond pulse train substantially. The existence
of pre-plasmas has been proven detrimental for this gating techinque,
therefore its optimal implementation would require the use of very high
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Figure 3.23: Results obtained varying the CEP with a pulse of FWHM τ = 25 fs and a frequency
ratio of ω2/ω1 = 1.3. a) A 2D map shows the temporal shape of the attosecond pulse train
varying the CEP, the signal is normalized to the most intense pulse for each CEP. The isolation
efficiency for each CEP is shown in b). Panels c) and d) show the input pulse (blue) and the
corresponding attosecond pulse train (red), both normalized to the unity, at c) CEP= 0◦ and d)
CEP= 130◦
but due to its increase in intensity, the accompaning pulses will be
also more intense in absolute terms. The isolation efficiency, in figure
3.24 a), presents a decrease as soon as the pre-plasma is taken into
account, and it keeps approximately constant until it drops to zero. The
maximum intensity on the pulse train, in figure 3.24 b), experiences a
similar trend, having a linear growth until an scale-length of 0.3λ and a
plateau for the rest of scale-lengths, with a slight decrease for the highest
scale-lengths evaluated. Both plots show two local maxima at the scale-
lengths of 0.3λ and 0.6λ, respectively. This behaviour could be related
to the fundamental processes of HHG in overdense targets, since long
pre-plasma regions change the balance between the different absorption
mechanisms and modify the particle dynamics at the plasma surface. The
growth of approximately one order of magnitude of the peak intensity
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Figure 3.24: Effect of the pre-plasma on the gating technique displayed in the a) isolation
efficiency and b) intensity of the most intense pulse of the train. The frequency ratio is chosen as
the optimal one for each FWHM, that is ω2/ω1 = 1.4 for τ = 15 fs and ω2/ω1 = 1.3 for
τ = {20, 25} fs.
in the attosecond pulse train is in accordance with the enhancement of
HHG for targets with a pre-plasma. These results demonstrate that the
existence of a pre-plasma region will be detrimental for the functioning
of this gating technique.
In conclusion, it has been proven that the combination of two laser
pulses of equal amplitude and envelope, with a properly tuned small
frequency shift between them, creates a beating pattern that yields to the
isolation of a single attosecond pulse once high harmonic orders have
been filtered in the reflected field. This frequency gating works well for
a wide range of FWHM below ∼ 35 fs, being able to isolate one or a
few attosecond pulses. The experimental implementation of this method
would require a good control over the central frequency of the two pulses
involved and the carrier envelope phase, as it has been proven that it can
affect the shape of the attosecond pulse train substantially. The existence
of pre-plasmas has been proven detrimental for this gating techinque,
therefore its optimal implementation would require the use of very high
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contrast laser pulses. Its impact could be interesting in comparison with
other gating methods, being an additional way to isolate attosecond
pulses.
3.5 MANIPULATION OF THE ATTOSECOND PULSE
POLARIZATION
It is very interesting to have control over the properties of the attosec-
ond pulse train for several applications. One of these properties is the
polarization state of the attosecond pulses, being in particular attractive
the generation of circularly polarized ultrashort pulses, that find their
application in atomic physics and magnetism at the nanoscale, where
it is possible to study the spin dynamics of magnetic materials [215] or
the lattice and electronic properties of graphene [216, 217], for example,
with X-ray magnetic circular dichroism [218], a technique that can be
also used with circularly polarized XUV-Soft X Ray attosecond pulses
from HHG [219].
The possibility of achieving circularly polarized sub-femtosecond
pulses was recently demonstrated using gas targets [220–222], where
this result is achieved by combining two non-collinear and frequency-
shifted laser pulses in the gas target. In laser-plasma interaction, it was
very recently shown in a very simple manner that the polarization of
laser-plasma generated attosecond pulses can be manipulated to achieve,
in general, elliptically polarized trains of pulses [59, 60], however the
degree of knowledge on how these pulses are generated, which are their
most optimal setups or which are their properties is very low.
In this section we demonstrate how to control the ellipticity of
attosecond pulses in laser-plasma interaction for a wide range of pa-
rameters related to the RES regime. In particular we demonstrate the
production of circularly polarized attosecond pulses for a big variety of
setups. Moreover, we show that RES theory [44] perfectly describes
the polarization properties of the generated attosecond pulse train for
arbitrary polarization and angle of incidence of the laser pulse. By choos-
ing the interaction parameters accordingly, one can therefore produce
XUV pulses of any preassigned ellipticity. The results in this section are
currently under peer review [223].
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The idea behind this study is that when non-linearly polarized pulses
are used to generate harmonics, the harmonics are generated in both
polarization components, with both odd and even parity and with compa-
rable amplitudes. This is a concept long known from the HHG selection
rules, however it had never been used to produce elliptically polarized
attosecond pulses until very recently. Knowing this, we propose to per-
form a parametric scan varying the polarization state of the input pulse
and its angle of incidence, and analyzing the polarization state of the
produced attosecond pulses, once a part of the HH spectrum is filtered.
This study will allow us to determine which are the configurations that
produce circularly polarized pulses and if there is a parameter region
that can be parametrized in order to lead experimentalists towards the
application of these results.
Before introducing the results, we will briefly present some of the
parameters that will be used to describe the polarization states. A wave
with a certain polarization state impinging onto a surface with an angle of
incidence θ can be described by the combination of two perpendicularly
polarized fields, with a phase difference φ between them. For a field












where for simplicity we have considered a plane, infinite wave. The
variable ϕ ≡ �k ·�r−ωt = cos(θ)x−sin(θ)y−ωt is the propagation phase.
The p̂ = sin(θ)x̂+cos(θ)ŷ and ŝ = ẑ vectors refer to the P-polarized and
S-polarized components of the pulse, that is the component contained in
the incidence plane and the one perpendicular to it, respectively. These
components have a normalized amplitude Ep and Es, respectively.
A polarization state can be characterized by two different sets of
variables: (1) the ratio between the minor and the major of the two
components, that is η = Es/Ep if Es < Ep and viceversa, and the
difference of phase φ between them or (2) the azhimut Ψ, which is
the inclination of the polarization state (in general of the major axis of
the ellipse) with respect to the plane of incidence, and the ellipticity ε,
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contrast laser pulses. Its impact could be interesting in comparison with
other gating methods, being an additional way to isolate attosecond
pulses.
3.5 MANIPULATION OF THE ATTOSECOND PULSE
POLARIZATION
It is very interesting to have control over the properties of the attosec-
ond pulse train for several applications. One of these properties is the
polarization state of the attosecond pulses, being in particular attractive
the generation of circularly polarized ultrashort pulses, that find their
application in atomic physics and magnetism at the nanoscale, where
it is possible to study the spin dynamics of magnetic materials [215] or
the lattice and electronic properties of graphene [216, 217], for example,
with X-ray magnetic circular dichroism [218], a technique that can be
also used with circularly polarized XUV-Soft X Ray attosecond pulses
from HHG [219].
The possibility of achieving circularly polarized sub-femtosecond
pulses was recently demonstrated using gas targets [220–222], where
this result is achieved by combining two non-collinear and frequency-
shifted laser pulses in the gas target. In laser-plasma interaction, it was
very recently shown in a very simple manner that the polarization of
laser-plasma generated attosecond pulses can be manipulated to achieve,
in general, elliptically polarized trains of pulses [59, 60], however the
degree of knowledge on how these pulses are generated, which are their
most optimal setups or which are their properties is very low.
In this section we demonstrate how to control the ellipticity of
attosecond pulses in laser-plasma interaction for a wide range of pa-
rameters related to the RES regime. In particular we demonstrate the
production of circularly polarized attosecond pulses for a big variety of
setups. Moreover, we show that RES theory [44] perfectly describes
the polarization properties of the generated attosecond pulse train for
arbitrary polarization and angle of incidence of the laser pulse. By choos-
ing the interaction parameters accordingly, one can therefore produce
XUV pulses of any preassigned ellipticity. The results in this section are
currently under peer review [223].
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The idea behind this study is that when non-linearly polarized pulses
are used to generate harmonics, the harmonics are generated in both
polarization components, with both odd and even parity and with compa-
rable amplitudes. This is a concept long known from the HHG selection
rules, however it had never been used to produce elliptically polarized
attosecond pulses until very recently. Knowing this, we propose to per-
form a parametric scan varying the polarization state of the input pulse
and its angle of incidence, and analyzing the polarization state of the
produced attosecond pulses, once a part of the HH spectrum is filtered.
This study will allow us to determine which are the configurations that
produce circularly polarized pulses and if there is a parameter region
that can be parametrized in order to lead experimentalists towards the
application of these results.
Before introducing the results, we will briefly present some of the
parameters that will be used to describe the polarization states. A wave
with a certain polarization state impinging onto a surface with an angle of
incidence θ can be described by the combination of two perpendicularly
polarized fields, with a phase difference φ between them. For a field
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components, that is η = Es/Ep if Es < Ep and viceversa, and the
difference of phase φ between them or (2) the azhimut Ψ, which is
the inclination of the polarization state (in general of the major axis of
the ellipse) with respect to the plane of incidence, and the ellipticity ε,
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which is the ratio between the minor and major axes of the ellipse in the
polarization plane. Figure 3.25 exemplifies these parameters by showing







Figure 3.25: Example of an elliptically polarized pulse. a) The input polarization components,
indicating the phase difference φ and the ratio η, b) integrated view of the polarization state in
the polarization plane, indicating the azhimut Ψ and the ellipticity ε and c) a 3D view of the
polarization state, with the integral over the propagation direction.
It is possible to make a transformation from one set of variables to
the other, taking into account that the azhimut can be calculated by:
tan(2Ψ) = ± 2η
1− η2 cos(φ) (3.20)
where the ± sign is used depending on where is the major axis, in the
P-polarization axis (+) or in the S-polarization axis (−). The system
of axes in which Ep and Es are defined can be rotated by that angle, in
order to be in the axes system (y′, z′) where the ellipse is centered. The
new components, referred to the new axis system, can be written as:
Ey′ = cos(Ψ)Ep − sin(Ψ)Eseiφ (3.21)
Ez′ = sin(Ψ)Ep + cos(Ψ)Ese
iφ (3.22)
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The ellipticity would be finally calculated from the ratio between
the minor and the major of the modulus of both components, that is
ε = |Ez′ |/|Ey′ | if |Ez′ | < |Ey′ | and viceversa.
As an example, we can apply equations (3.20-3.22) to the case
shown in figure 3.25, where the ratio is η = 0.5 with the major axis
P-polarized and the phase difference is φ = 60◦. The azhimut is then
given by Ψ = 16.9◦ and the ellipticity is ε = 0.40, which is consistent
with figure 3.25 b).
Knowing all the parameters involved in the characterization of a
polarization state, we can show the results on the control of the polar-
ization of attosecond pulses. Taking as an example the previous works
on this topic [59, 60], it is clear that a non-linear pulse under a non-zero
angle of incidence will produce harmonics and attosecond pulses with
an elliptical polarization state. We have performed a parametric scan
by changing the polarization state of the input pulse and its angle of
incidence and analyzing the polarization state of the attosecond pulses.
This study requires the analysis of a 3D set of data, that would
easily require to run several thousands of PIC simulations and would
require a enormous amount of humane and computer work. However,
it is known that the RES model is able to reproduce the motion of the
electrons at the plasma surface and the shape of the reflected field, once
the parameters employed are in what can be defined as “RES regime”,
that is a dimensionless field amplitude a0 � 1 and a relativistic similarity
parameter S = n/a0 in the range [0.05, 5]. Therefore in order to avoid
the inconvenience of running such a huge amount of simulations, we
performed our study with RES calculations. In order to justify the use of
RES calculations, we need to demonstrate that their predictions match
those from PIC simulations to demonstrate that (1) the RES theory
provides an overall accurate description for this problem and (2) the
results can be scaled to various plasma densities and laser amplitudes as
they predominantly depend only on the ratio S between them.
For this purpose we perform three equivalent PIC simulations vary-
ing the values of the radiation amplitude a0 and the plasma density n,
that are changed proportionally so that S = n/a0 is the same for all
cases. In the simulations the incident laser radiation has a form of cir-
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cularly polarized pulse with a rectangular profile and a duration of 3
periods. This pulse takes values for the amplitude a0 of 190, 100 and
50 and impinges at an angle of θ = 45◦ onto a plasma with a steep
density profile and density n of 360, 190 and 95, respectively. PIC
simulations were performed in 1D with the boosted frame technique and
using the code PICADOR [191, 192] with the following parameters: A
spatial and temporal resolution of 0.0012 in simulation units, in which a
laser pulse with a length of 3λ and a rectangular profile interacts with a
plasma with a width of λ and a steep density profile, with a number of
100 particles-per-cell in it. The simulation runs until the whole pulse is
reflected, that is the time it would take if the plasma behaved like a per-
fect mirror. Figure 3.26 shows a) the temporal evolution of the electron
density distribution, as well as of the reflected field b) S-polarized and c)
P-polarized components. The simulation results are compared with the
numerical computation of the differential equations of the RES theory
(see reference [44]) and a perfect agreement can be clearly seen.
It is important to note that the different values of amplitude used
in figure 3.26 can potentially affect the degree of ion motion and the
role of radiation reaction. We thus account for these effects in our PIC
simulations. In terms of charge to mass ratio the considered cases can
be related to the Cu ions ionized twice, four and eight times. However,
since we here consider only the physics of laser-plasma interaction, we
leave the questions about the realistic material density and the level of
ionization outside the scope of this thesis. Figure 3.26 demonstrates that
the results are well scalable at least down to a0 = 50 and do not alter
significantly due to the ion motion and radiation reaction for amplitudes
at least up to a0 = 190, at least within three laser cycles. By using
extreme values for the amplitude of the laser pulse, we can clearly
observe that our study must be restricted to the limits where the RES
model applies and other effects neglected in the model like ion motion
can be indeed neglected. Figure 3.27 shows a comparison of the reflected
field between three cases with the same S parameter, one in which the
RES model does not apply (a0 = 1), one in which the RES model applies
and other effects can be neglected for our pulse length (a0 = 100) and
one in which, within three laser cycles, we can begin to see a deviation
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Figure 3.26: The results of PIC simulations for several amplitudes a0 (see values in the inset) of
a circularly polarized pulse incident obliquely (θ = 45◦) onto a plasma with the proportional
density n so that S = n/a0 = 1.9: the electron density distribution in the boosted frame a) and
the reflected electric field components in S-polarization b) and P-polarization c). The results are
in perfect agreement with the RES theory calculations that are shown through a): the thin sheet
position (dashed curve) and b)-c): the reflected field components (circles) as functions of time.
of the results due to ion motion (a0 = 1000). These fields are plotted
along with the results predicted by the RES model (black circles).
Based on the obtained agreement and knowing the limits of appli-
cability, we can now use the RES theory for assessing the opportunities
for varying the ellipticity of the attosecond pulses through the variation
of the interaction parameters. To characterize the polarization state of
the laser radiation we use two parameters: the ratio η of the smaller of
the P-polarized and S-polarized component amplitudes to the larger of
the two and the phase difference φ between the components. We vary
the angle of incidence θ, the ratio η, and the phase difference φ. The
parameter space spans angles of incidence θ between [0◦, 60◦], phase
differences φ between [0◦, 90◦] and ratios for the component amplitudes
between [0, 1]. We consider both the case when the amplitude of the
P-component is larger than the one of the S-component and viceversa.
In the limit of η = 0, these cases correspond to P-polarization and S-
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cularly polarized pulse with a rectangular profile and a duration of 3
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position (dashed curve) and b)-c): the reflected field components (circles) as functions of time.
of the results due to ion motion (a0 = 1000). These fields are plotted
along with the results predicted by the RES model (black circles).
Based on the obtained agreement and knowing the limits of appli-
cability, we can now use the RES theory for assessing the opportunities
for varying the ellipticity of the attosecond pulses through the variation
of the interaction parameters. To characterize the polarization state of
the laser radiation we use two parameters: the ratio η of the smaller of
the P-polarized and S-polarized component amplitudes to the larger of
the two and the phase difference φ between the components. We vary
the angle of incidence θ, the ratio η, and the phase difference φ. The
parameter space spans angles of incidence θ between [0◦, 60◦], phase
differences φ between [0◦, 90◦] and ratios for the component amplitudes
between [0, 1]. We consider both the case when the amplitude of the
P-component is larger than the one of the S-component and viceversa.



















































Figure 3.27: Results of PIC simulations and results predicted by the RES model (black circles)
for several amplitudes a0 of a circularly polarized pulse incident obliquely (θ = 45◦) onto a
plasma with the proportional density n so that S = n/a0 = 1.9. The clear deviation in the limiting
cases (a0 = {1, 1000}) demonstrates that our calculations are restricted to a specific set of
values for the laser amplitude.
polarization, which we use to denote them on the diagrams. For the
outgoing radiation we filter out the harmonic orders outside the range of
ω ∈ [30, 60] and calculate the ellipticity ε of the resulted burst of radia-
tion. These calculations are done for two values of similarity parameters
S = 1.9 and S = 0.3.
Before showing the results of the parametric scan, figure 3.28 is pre-
sented to explain how the ellipticity of the attosecond pulses from a RES
calculation is obtained, in this case for circularly polarized attosecond
pulses. The spectrum of the reflected fields is calculated, and with it the
ratio between the harmonic peaks. The ponderated average of all these
ratios in the filtered HH region gives the ratio between the attosecond
pulse components, whose phase difference is measured in the region of
interest where they are emitted. The ratio and phase difference between
the components are afterwards used to measure the azhimut Ψ and the
ellipticity ε.
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Figure 3.28: Example of a circularly polarized train of pulses for two different inputs. Each of the
rows show: the spectrum of both components, the ratio between each of the harmonic peaks
(colored depending on which is the major axis, yellow if the major axis is the same as the input
one), the filtered train of pulses (enlarged to see the details) and the phase difference between
the pulses. The ellipticity for each of the cases is ε = 0.88 for the left column and ε = 0.98 for the
right column.
The results from the parametric scan are shown in figure 3.29. The
top panels of figure 3.29 show 2D maps of the ellipticity of the filtered
attosecond pulses, that are built by fixing one of the parameters of the
parametric scan in each row of the figure (the fixed values have been



















































Figure 3.27: Results of PIC simulations and results predicted by the RES model (black circles)
for several amplitudes a0 of a circularly polarized pulse incident obliquely (θ = 45◦) onto a
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ω ∈ [30, 60] and calculate the ellipticity ε of the resulted burst of radia-
tion. These calculations are done for two values of similarity parameters
S = 1.9 and S = 0.3.
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Figure 3.28: Example of a circularly polarized train of pulses for two different inputs. Each of the
rows show: the spectrum of both components, the ratio between each of the harmonic peaks
(colored depending on which is the major axis, yellow if the major axis is the same as the input
one), the filtered train of pulses (enlarged to see the details) and the phase difference between
the pulses. The ellipticity for each of the cases is ε = 0.88 for the left column and ε = 0.98 for the
right column.
The results from the parametric scan are shown in figure 3.29. The
top panels of figure 3.29 show 2D maps of the ellipticity of the filtered
attosecond pulses, that are built by fixing one of the parameters of the
parametric scan in each row of the figure (the fixed values have been
chosen arbitrarily). The results for the ellipticity in the three-dimensional
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space of parameters are shown in the last row of figure 3.29, showing
isosurfaces for the ellipticity of the attosecond pulses.
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S=1.9 S=0.3Angle of incidence, θ=18º
Ratio of η=0.7 (P-pol)
Phase difference, ϕ=54º
Figure 3.29: Ellipticity of the filtered attosecond pulses for the case of S = 1.9 a), c), e), j) and
S = 0.3 b), d), f), h). Results are shown for three examples of input parameters: θ = 18◦ a)-b),
η = 0.7 with the P-polarized component being the major one c)-d) and φ = 54◦ e)-f). The
contours indicate ellipticities of 0.7 (white) and 0.8 (black). The panels j) and f) show the
isosurfaces for the ellipticity equal to 0.7 (blue) and 0.8 (yellow) in the three-dimensional space of
parameters.
In figure 3.29 we can distinguish two isolated prominent regions
of parameters that correspond to the generation of almost circularly
polarized (ε > 0.8) attosecond pulses. The first region spans from θ = 0
to θ ≈ 40◦ and remains almost unchanged for both S = 0.3 and S = 1.9.
This region can be roughly fitted by an expression that could be used to
guide experiments and the development of a reliable source of circularly
polarized XUV pulses:
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The second region appears only for large incidence angles θ > 45◦
and is more broad for S = 0.3 than for S = 1.9. The fact that it is
more prominent for small values of S points to the fact that this region
appears as a unique feature of RES regime. In contrast to the first region,
the second region can span to φ = 0 (see, for example, φ-θ map for
S = 1.9). This means that linearly polarized laser pulses under optimal
orientation of the target can provide the generation of almost circularly
polarized attosecond pulses.
We have demonstrated that circularly polarized attosecond pulses
can be produced in a variety of configurations for the polarization of the
input laser pulse and its angle of incidence. However, the emitted am-
plitude varies across these configurations (as illustrated in the examples
of figure 3.28), therefore one can search for the configuration that leads
to the most intense circular pulse. For S = 1.9 the highest amplitude
is obtained for θ = 36◦, φ = 81◦ and η = 0.5 with the P-polarized axis
being the major one. For these parameters the generated pulse has the
duration of τ = 85 as (FWHM for intensity), an ellipticity of ε = 0.84
and an amplitude of 0.29a0, which is, to our knowledge, higher than
reported elsewhere [59, 60]. Figure 3.30 illustrates the pulse train for
this case. It displays the spectral and temporal form of a pulse train for
both the RES model calculations and PIC simulations, showing a good
agreement between them.
We can conclude that in the RES regime of laser-plasma interaction
the ellipticity of generated attoseconds bursts can be tuned in a wide
range of values by adjusting the target orientation and the ellipticity of
the incident laser radiation. Achieving almost circular polarization is pos-
sible in a variety of configurations within two regions distinguishable in
the space of related parameters: one region appears for incidence angles
θ > 45◦ and another for θ < 40◦. The region for large angles becomes
more prominent for small values of relativistic similarity parameter S
and thus can be uniquely attributed to RES regime. It is notable that this
region indicates the possibility of producing almost circularly polarized
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space of parameters are shown in the last row of figure 3.29, showing
isosurfaces for the ellipticity of the attosecond pulses.
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Figure 3.30: Circularly polarized pulses obtained for the optimal parameters when S = 1.9. The
left column represents the result from RES calculations and the right column those from PIC
simulations. In each row it is shown a) the reflected spectral intensity for both polarization
components, normalized to the fundamental harmonic order, b) the temporal shape of the pulses
obtained from filtering the harmonic orders between 30 and 60 and c) a 3D view of these pulses,
to better highlight their polarization state.
bursts by linearly polarized laser radiation under the appropriate orienta-
tion of the target. The region for small angles does not alter significantly
with the change of S. The provided mathematical fitting for this region
can thus be used as a universal robust guidance for experiments and
further developments. For obtaining more accurate predictions with the
account for particular pre-plasma and laser parameters one can make
calculations with RES theory [44], which was shown to be in a perfect
agreement with PIC simulations in the performed study.
3.6 CONCLUSIONS
The generation of high harmonic orders of the laser central fre-
quency when an intense laser pulse and a solid material interact is a
nonlinear mechanism that has as a product the emission of ultrashort
pulses, typically below the femtosecond, once a high harmonic region
of the reflected spectrum has been filtered. These pulses can be used in
several timely applications as a sensing tool in atomic physics or in the
study of materials at the nanoscale, for example.
In this chapter, first we have introduced the properties of this har-
monic generation and their related attosecond pulses, and after we have
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introduced techniques to manipulate the properties of the attosecond
pulse train to make it suitable for different applications.
We have proposed a new setup for the implementation of a polar-
ization gate consisting on the use of Cross Polarized Wave Generation
crystal, a λ/4 wave plate and a dispersive material. This setup overcomes
the need for few-cycle pulses of very high intensities (I  1018 W/cm2),
needed for other setups, and therefore its implementation would be less
costly than in other known setups.
We have introduced a new gating method, named Frequency Gating,
that consists on the coherent combination of two frequency shifted pulses,
such that the resulting field forms a beating pattern that shortens the pulse
train. We have addressed the quality of this method, that is able to isolate
efficiently (ξ > 0.5) single attosecond pulses using gaussian laser pulses
with FWHMs up to 35 fs. We have also addressed the limitations of
this method, finding that an extremely good contrast of the input pulse,
a good control over the CEP and a well defined central frequency are
needed.
Finally, we have shown, using the RES model, how the polarization
of the attosecond pulse train changes by varying the polarization state
and the angle of incidence of the laser pulse. We have focused on the
production of circularly polarized attosecond pulses, more interesting
from the applied point of view, and we have found that the production
of these pulses occurs in a wide variety of configurations, existing a
region of the parameter space, that we parametrized mathematically as
an ellipsoid, independent on the relativistic similarity parameter S (at
least in the RES regime), for which circular pulses are always produced.
This last result is very interesting, since it can lead the direction of
experiments aiming to generate this kind of pulses in ultraintense laser
facilities.
In summary, HHG in laser-plasma interaction with overdense targets
is a very interesting mechanism for the production of sub-femtosecond
pulses, whose properties can be tailored for several applications. The
possibility of accessing easily to higher energies and intensities than
those obtained for gas-generated attosecond pulses, suggests that in the
future these pulses will be used more commonly than what they do now,
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Figure 3.30: Circularly polarized pulses obtained for the optimal parameters when S = 1.9. The
left column represents the result from RES calculations and the right column those from PIC
simulations. In each row it is shown a) the reflected spectral intensity for both polarization
components, normalized to the fundamental harmonic order, b) the temporal shape of the pulses
obtained from filtering the harmonic orders between 30 and 60 and c) a 3D view of these pulses,
to better highlight their polarization state.
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however there is still a big amount of theoretical and experimental work
to advance in this field.
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4 PROTON ACCELERATION
Proton acceleration via the TNSA mechanism has proven to be an
efficient method to accelerate protons (or ions) into the MeV regime
using table-top laser sources [6, 7]. Its general features and applications
have been detailed in the introduction of this thesis. Here we will
first show the basic technical details of this acceleration mechanism, to
display afterwards a proposal to enhance the maximum energy of the
accelerated protons by nanostructuring the target front surface [224].
As it was explained in the introduction, in this mechanism a high
intensity laser interacts with a few-micron thick solid target to produce
energetic ions [71,76,108,110]. The laser pulse ionizes the target surface
and heats up the electrons on it; these electrons propagate across the
target due to the ponderomotive force that the laser pulse exerts over them
and escape perpendicularly to the rear surface. This generates a spatial
charge separation in the rear surface that yields a strong longitudinal field
which can accelerate positively charged particles located in the vicinity
of the surface, typically protons. The accelerated beam of particles via
this mechanism has a clear directionality and an energy spectrum that












Figure 4.1: Illustration of the TNSA mechanism: a laser pulse is focused at the surface of an
overdense plasma, pushing the electrons across the target. The accelerated electrons exit the
target through the rear surface, generating a spatial charge separation that accelerates positively
charged particles at the surface, usually protons.
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PIC simulations are usually employed as a tool to study the prop-
erties of the ion beam and the characteristics of this mechasism. These
simulations allow us to calculate on a nanometric scale the interactions
that govern this particle acceleration mechanism, being able to provide
reliable results that can be verified in a laboratory afterwards. Since the
motion of the particles is the most important factor to take into account in
these simulations, in order to provide reliable results in quantitative and
qualitative terms, the simulations must be performed in 3D, however it
is extremely expensive, in terms of calculation time, to perform realistic
3D TNSA simulations with a proper numerical resolution and allowing
also for enough expansion time, therefore two-dimensional simulations
are usually chosen to study the properties of TNSA as a first approach.
While it is known that 2D simulations overestimate the accelerating
longitudinal field and the energy of the accelerated protons [225, 226],
they are able to give valid results in qualitative and relative terms, and
they are a very common tool to study this acceleration mechanism.
Figure 4.2 shows an example of the outcome of a TNSA acceleration
process. In this example, a laser pulse impinges normally on the surface
of a flat target composed of three-times ionized silicon and electrons,
with a thin layer on protons on the rear surface of lower density. The
main target has a thickness of 2λ with a density of 90nc and the proton
layer has a thickness of 0.15λ with the same density. The number of
particles per cell is 25 per species. The density has a steep profile as we
consider a high contrast laser. The laser pulse is launched from the left
wall of the simulation box, with a peak intensity of 3.45× 1019 W/cm2
(a0 = 4), a FWHM of 25 fs (with a sin2 temporal profile), a wavelength
of λ = 800 nm and a focus with a gaussian spot of diameter 6 μm. The
laser pulse is polarized in the simulation plane. The simulation box has
a width and length of 50λ with a spatial resolution of 0.02 in simulation
units, that is ∼ 0.0032λ.
Several things can be observed from the simple example shown in
figure 4.2. The TNSA simple picture is fulfilled: a) The electrons go
across the target through the rear surface, generating a b) longitudinal
field, that pulls the c) protons in the same direction, being accelerated in
the d) normal direction of the target surface, with a e) clear directionality
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and an f) energy spectrum with a clear cutoff. It can be observed that the
proton cutoff energy is in the MeV range, even though only a very small
percentage (∼ 3%) of the laser energy has been absorbed by the plasma.
Figure 4.2: Results from TNSA for the simulation described in the text to illustrate the
acceleration mechanism. The top panels show a line analysis on the laser propagation axis (x1)
at the center of the target (x2 = 25λ) of a) the electron density, b) the accelerating longitudinal
field and c) the proton density, at two different times: when the acceleration process its in its
initial stage (t = 170/ω) and when the protons reach a nearly constant energy (t = 2000/ω).
The bottom panels show the properties of the accelerated protons at the time t = 2000/ω, such
as d) the 2D proton density, e) the p1 − p2 phasespace and f) the energy spectrum. The dashed
lines indicate the original position of the target rear surface, where the proton layer starts.
4.1 TARGET ENGINEERING TO IMPROVE THE TNSA OUTCOME
Proton acceleration via TNSA using table-top intense laser sources
is able to yield accelerated protons in the MeV regime with controlled
beam properties, however this is not sufficient for some applications,
where higher energies or a higher particle number are needed. An
interesting feature of TNSA is that it requires the use of solid targets,
which can be manufactured with a variety of properties to make the
acceleration more efficient. This subject has received a wide attention
because the optimization of the targets opens a way to produce more
energetic protons, or even to enhance other properties of the proton beam,
without the need of increasing the laser power.
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Different approaches to enhance the acceleration process by ma-
nipulating the target properties have been used: the simplest and most
common of these approaches consists in varying the target thickness
[115, 227–234], since the energy and density of the electrons on the rear
surface (and thus the accelerating field) depend on how much material
the electrons have to go across. It has been observed that if the pulse
contrast is not good enough, that is if there is a long pre-plasma, the
accelerated proton energy and number are maximized at a certain thick-
ness, whereas for a suitable contrast, simulations show that the proton
energy simply decays with increasing thickness. Other approach taken
to enhance the accelerated particle properties consists in nanostructuring
the back surface of the target [116, 117], in this way it is possible to
distribute the proton contamination layer on such a way that the geo-
metrical properties of the proton beam can be tailored and measured
more accurately, or it is possible to manipulate the energy spectrum of
the beam by reducing the transverse dimensions of the contamination
layer. Some studies have also addressed the effect of growing a layer of
low density foam on top of the target [118, 119, 235], which increases
the number of electrons going across the plasma by letting the laser
pulse energy to be absorbed by the low density foam, thus increasing the
accelerated particle energy.
In the last few years, several publications have reported that adding
periodic nanostructures on the target front surface enhances drastically
the laser energy absorption [122, 235–242]. This generates protons with
much higher energies than the ones obtained when targets with a flat
surface are used [123, 235, 240–249], therefore these targets represent
a very interesting candidate to study for applications where the energy
of the protons has to be increased in comparison with the setup where
a flat target is used. The nature of this enhancement is still a matter of
discussion, as there are some models explaining why this happens, but
there is not a solid theory yet, however it is known that the enhancement
on the energy absorption and on the proton energy is strongly dependent
on the shape of the structures, as well as on the angle of incidence of
the impinging laser [122, 123, 235–237, 239, 240, 242, 246], that is in the
geometry of the experiment. The variety of parameters and structures
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that can be used to study this enhancement is quite big, thus leaving
room for further research on the effects of different kinds of setups.
In summary, it is possible to modify the target properties to enhance
several features of the proton beam for TNSA. Nanostructuring the
target front surface represents a very promising candidate to improve
the energy of the protons and the transfer of energy from the laser pulse
to the electrons, thus making this acceleration mechanism available to
applications that otherwise would not be possible to implement, without
having to increase the laser intensity.
4.2 PROTON ACCELERATION IN NANOSTRUCTURED TARGETS
The main purpose of this section is to show how the geometry of
periodic nanostructures on the target surface can be optimized to achieve
a higher laser energy absorption and proton energies, in particular for
triangular nanostructures. Several studies have addressed the effect of
periodic nanostructures at the top of the target on proton acceleration via
TNSA, these works have analyzed the effect of different structure shapes
and dimensions, and it has been found that triangular nanostructures
yield to higher absorption rates and more efficient proton acceleration in
comparison with other kinds of structures, both in PIC simulations and
experiments [122,123]. The reason behind choosing triangular structures
is that, although they have been found to yield to very interesting results,
no extensive study of their effect on TNSA has been performed.
In this section, we introduce an analytical model to account for the
increase in the energy absorption due to the presence of the periodic tri-
angular nanostructures. Two-dimensional PIC simulations are performed
afterwards to study the effect of the structure parameters, to find the
optimal target design for obtaining maximal laser absorption and proton
cutoff energy and to address the effect of using oblique incident laser
pulses. The obtained results allow us to propose an optimal experimental
configuration to acquire more energetic protons. Finally, the robustness
of the results under deviations from the ideal situation is analyzed.
With the results obtained in this section, we are able to propose
an optimal structured surface for improving the energy absorption as
well as the energetic proton production, that could be fabricated and
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used experimentally, providing a robust strategy to obtain higher energy
protons without the need of using a higher laser intensity.
4.2.1 Analytical model of electron dynamics
In this subsection we introduce a simple analytical model to under-
stand the electron motion in the presence of the laser field within the
periodic structures at the target surface. The laser energy absorption is
directly related to the electron heating, since electrons are the lightest
particles in the plasma and the first to interact with the laser field. Under-
standing how electrons absorb the laser energy and carry it towards the
rear of the target is crucial to select an optimal surface structure.
Figure 4.3: Illustration of the electron dynamics over a laser period T , taken from a PIC
simulation, with six snapshots of the electron density, the E2 component of the electric field, in
which the laser field is polarized, and the most energetic electrons, coloured depending on their
kinetic energy. The electrons move in the vacuum gap from one triangle to the next according the
sign of the E2 component of the electromagnetic field, gaining energy in the process.
The use of triangular structures in the front face of the target changes
the local angle of incidence of the laser at the target surface and allows
electrons to undergo a temporary interaction with the laser field in vac-
uum before recolliding with the target. As the laser arrives to the target,
it strips off a portion of the electrons from the surface of the structure,
84
4. PROTON ACCELERATION
these electrons are accelerated by the laser field in the vacuum gaps of
the structures and gain energy and they reenter the target where the laser
cannot penetrate, carrying their energy through the target, as shown in
figure 4.3. The dimensions of the triangular structures determine the
time that the electrons spend being accelerated by the laser field in the
vacuum gaps within the structure and their energy of recollision. Since
the energy carried by the electrons is modified by the shape of the struc-
tures, we expect an optimal laser absorption for targets with geometrical
properties that allow for maximum electron energy gain.
A simple model that neglects all fields except the laser one is useful
to understand how the recollision energy is related to the triangle shape.
The starting point is to consider the relativistic motion of an electron in
vacuum under the influence of a linearly polarized electromagnetic wave
given by the vector potential �A = a0(mec/ω) sin(ϕ) x̂2. The variable
ϕ = ωt− �k · �r + ϕ0 represents the electromagnetic wave phase, �k is the
wave vector, �r the particle position, ω the angular frequency, t the time
and ϕ0 is the initial phase. The equation of motion of an electron under
this field in the vacuum gap is determined by the Lorentz force:
d�p
dt





















where qe is the electron charge. This equation can be solved for the
specified vector potential assuming that the electron is initially at rest
























where the indexes “1” and “2” refer to the longitudinal and transverse
field directions and λ = 2πc/ω is the laser field wavelength.
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The maximum electron energy is reached when ϕ = π/2, because
both components of the electron momentum are maximized, so if the
electrons reenter the target at this point they will absorb the maximum
possible energy from the field. The kinetic energy carried by the electron











Reaching the optimal phase at the moment when the electron reen-
ters the target is controlled by its initial position in the structured surface,
expressed by its initial height, h0. We can establish a relation between
the initial height, where a single electron is located, and the phase when
it arrives to the surface of the next triangle by using the displacements in
equation (4.3). This relation is obtained from the following expression










where h and w are the structure height and width and the indexes “o” and
“f” indicate original and final position at the periodic structure surface,
respectively. Taking into account the definition of the displacements
Δx ≡ |xf − xo|, we can obtain the final equation h0 = 12Δx1 + hwΔx2,



















The maximum amount of energy absorbed by the electrons in the
gap is reached when h0(ϕ = π/2) ≈ h, this means that the electrons
initially located at the tip of the structure gain the maximum possible
energy. These electrons are the first to interact with the laser pulse. If
h0(ϕ = π/2) > h the electrons will not reach the maximum energy
because their ideal initial height is not allowed on the structure and when
h0(ϕ = π/2) < h a portion of the electrons at the top of the structure
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will stay longer in the vacuum gaps and will not enter the target with
the optimal energy. It can be also noted that the second term on the
right hand side of equation (4.6) becomes less relevant as a0 increases.
However, the findings of equation (4.6) cannot be applied directly to
very high intensities where the hole-boring can destroy the pre-formed
structures before the end of the interaction. We therefore restrict our
analysis to a moderate laser intensity.
Using a laser field with a dimensionless amplitude of a0 = 4, which
corresponds to the specification of the STELA laser of the L2A2 facility
of the University of Santiago de Compostela, with laser intensities on
the order of 1019 W/cm2 and a peak power on the order of tens of TW,
the equation (4.6) for the maximum electron energy becomes:









The value of h0 relative to h in the previous equation is controlled
by the height and width of the structures. We can distinguish two cases,
one for which h < 0.5λ and other for which h > 0.5λ. In the former
the initial height always verifies that h0 > h, regardless of the structure
width, therefore in this case not very high absorption percentages will be
obtained. In the latter case, when the height is above 0.5λ it is possible
to verify h0 = h and achieve the optimal recollision if the width is tuned
properly. However, our model cannot be applied for structure widths
much bigger than the wavelength, since in that case other absorption
mechanisms will begin to take place, due to the flattening of the surface.
Taking the limit h � 0.5λ, we can find an optimal structure width
for improving the energy absorption, given by w = 0.64λ. When the
structure width has this value, equation (4.7) becomes:
h0(ϕ = π/2) = λ/2 + h (4.8)
this means that for tall structures (h � λ/2) we get h0 → h. We
therefore expect that, for a structure width of 0.64λ, above a certain
height (h ∼ 0.5λ) the energy absorption percentage reaches a maximum
value and does not change further. This simple model provides a clear
picture on how the engineering of the triangular structures can be used
87
MANUEL BLANCO FRAGA
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h0(ϕ = π/2) < h a portion of the electrons at the top of the structure
86
4. PROTON ACCELERATION
will stay longer in the vacuum gaps and will not enter the target with
the optimal energy. It can be also noted that the second term on the
right hand side of equation (4.6) becomes less relevant as a0 increases.
However, the findings of equation (4.6) cannot be applied directly to
very high intensities where the hole-boring can destroy the pre-formed
structures before the end of the interaction. We therefore restrict our
analysis to a moderate laser intensity.
Using a laser field with a dimensionless amplitude of a0 = 4, which
corresponds to the specification of the STELA laser of the L2A2 facility
of the University of Santiago de Compostela, with laser intensities on
the order of 1019 W/cm2 and a peak power on the order of tens of TW,
the equation (4.6) for the maximum electron energy becomes:









The value of h0 relative to h in the previous equation is controlled
by the height and width of the structures. We can distinguish two cases,
one for which h < 0.5λ and other for which h > 0.5λ. In the former
the initial height always verifies that h0 > h, regardless of the structure
width, therefore in this case not very high absorption percentages will be
obtained. In the latter case, when the height is above 0.5λ it is possible
to verify h0 = h and achieve the optimal recollision if the width is tuned
properly. However, our model cannot be applied for structure widths
much bigger than the wavelength, since in that case other absorption
mechanisms will begin to take place, due to the flattening of the surface.
Taking the limit h � 0.5λ, we can find an optimal structure width
for improving the energy absorption, given by w = 0.64λ. When the
structure width has this value, equation (4.7) becomes:
h0(ϕ = π/2) = λ/2 + h (4.8)
this means that for tall structures (h � λ/2) we get h0 → h. We
therefore expect that, for a structure width of 0.64λ, above a certain
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value and does not change further. This simple model provides a clear
picture on how the engineering of the triangular structures can be used
87
MANUEL BLANCO FRAGA
to control the electron trajectories and maximize the energy they deliver
to the target.
Figure 4.4 depicts the energy and motion of an electron under equa-
tions (4.2) and (4.3) and shows that the structure shape can be manip-
ulated to obtain maximum absorption from the electrons moving from
the tip of one triangle across the vacuum gap. Figure 4.4 a) shows that
there is a maximum energy, reached periodically for certain positions
that would correspond to the phase ϕ = (2N + 1)π/2, where N is an
integer. Figures 4.4 b)-c) show, for two different structures (height and
width), the trajectory of an electron moving in the vacuum gap, colored
according to its energy. It can be observed that the shape of the structure
influences the energy that the electron has at the recollision time. The
energy is lower in figure 4.4 b) than in 4.4 c).
Figure 4.4: a) Energy of one electron versus the longitudinal coordinate x1 and its trajectory. The
trajectory is colored according to its energy. Electron trajectories within the vacuum gaps colored
according to their energy for different structure heights and widths: b) h = 0.5λ and w = 0.25λ,
and c) h = λ and w = 0.7λ. The dotted line represents the surface where the electron reenters
the target. All panels are for a dimensionless vector potential of a0 = 4.
The energy that the electron carries when it reenters the target is
closely related to the laser energy absorption percentage. If we assume
that the absorption percentage is given by the percentage of the maximum
energy that the electron carries at reentry, it is possible to calculate which
would be the absorption percentage for a specific nanostructure. The
previous equations, assumed that the electron moved from one triangle
to the next, and in this way it was possible to make an estimation on the
optimal structure for energy absorption, however following the logic of
our model, two situations can occur: one in which the electron recollides
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at the next triangle and other when it recollides at the very same triangle
from where it departs. The relation between the initial height in the
triangle surface and the phase at reentry, previously shown in equation
(4.7), is modified taking into account the case when the electron arrives
to the next triangle (Δx1 ≥ w/2 when Δx2 = h) and by the case when
the electron reenters the plasma at the same triangle (Δx1 < w/2 when












The two previous equations allow us to obtain curves for the pre-
dicted energy absorption for different structure dimensions. Figure 4.5
shows an example of these curves for different structures. It is possible
to observe that the results match the predictions previously described.
In figure 4.5 a) it can be seen that there is an optimal width for energy
absorption, that approaches w = 0.64λ as the height grows beyond 0.5λ.
The absorption reaches a saturation regime, as shown in figure 4.5 b),
when the structure height is above a certain value, with nearly 100%
absorption if the width is near w = 0.64λ, being at this width when the
maximum absorption is reached for the minimum necessary height. It
can be also observed in figure 4.5 b), that for widths below the optimal
case, the absorption does not reach the maximum possible value, and for
widths above it the saturation regime disappears as the height grows.
A couple of clarifications have to be mentioned in relation with
figure 4.5. The peaks observed in both panels where there is an abrupt
change in the absorption trend represent the transition from the case
where the electron recollides with the next triangle to the case where it
recollides with its departure triangle. It is also important to note that
when the height or width is zero or when the width is much bigger
than the height, the structure surface approaches the flat shape and the
absorption becomes zero, which is not the case in reality. Therefore in
order to compare these curves with the simulation data, a base absorption
percentage would have to be added to the final result. Finally, this is
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at the next triangle and other when it recollides at the very same triangle
from where it departs. The relation between the initial height in the
triangle surface and the phase at reentry, previously shown in equation
(4.7), is modified taking into account the case when the electron arrives
to the next triangle (Δx1 ≥ w/2 when Δx2 = h) and by the case when
the electron reenters the plasma at the same triangle (Δx1 < w/2 when
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maximum absorption is reached for the minimum necessary height. It
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case, the absorption does not reach the maximum possible value, and for
widths above it the saturation regime disappears as the height grows.
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where the electron recollides with the next triangle to the case where it
recollides with its departure triangle. It is also important to note that
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than the height, the structure surface approaches the flat shape and the
absorption becomes zero, which is not the case in reality. Therefore in
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Figure 4.5: Absorption curves obtained from the model equations for different structures versus
the a) width for different heights and b) height for different widths.
a simple model, and in reality there will be other energy absorption
mechanisms present; there will also be a spread on the energy of each
electron due to their different initial positions and, after some laser
cycles, the plasma structure would be distorted from its original shape.
Therefore it is expected that there will be a slight disagreement between
the simulations and the model.
The predictions obtained from the model for the dependence of the
energy absorption with the structure height and width can be tested by
performing PIC simulations. In the following sections we discuss the
results obtained from such simulations, with the aim of designing an op-
timal target for enhancing the energy absorption and proton acceleration.
4.2.2 Effect of the structure dimensions on the energy
absorption and proton energy
The aim of this subsection is to identify, via PIC simulations, a
parameter range with maximum transfer of laser energy to the accelerated
protons. To address how the shape of the structures affects the absorption
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of laser energy as well as the energies of the electrons and protons, we
present a numerical study encompassing a wide range of sizes for two
types of structures indicated in figure 4.6. We vary their width and height
and use a laser pulse at normal incidence.
Figure 4.6: Shapes of the triangular structures. a) 3D image of the simulation setup and b)-c)
detailed view of the 2D targets. The variable h represents structure height, w the width, θ the
angle formed between two neighbouring structures and α the angle of incidence towards the
target, defined with respect to the flat surface.
Two different targets with triangular structures were used in this
work, as shown in figure 4.6. The asymmetry presented in figure 4.6 c)
(“tilted triangles”) with respect to figure 4.6 b) (“regular triangles”) is
interesting from the experimental point of view, where oblique incident
laser pulses are usually used.
The targets are made of electrons and protons with a number density
of n = 40nc. All the targets have a bulk thickness of 0.5λ, where λ is
the wavelength of the laser, and the number of particles per cell is 16 per
species. The density has a steep profile as we consider a high contrast
laser (> 1010 at 5 ps) which corresponds to the STELA laser. The
simulation box has a width and length of 47.9λ and 21.1λ, respectively.
The spatial resolution is δ = 0.02 in simulation units, that is 0.0032λ,
in both axes.
The laser pulse is focused on the target surface. This pulse is
launched from the left wall of the simulation box, located at a distance of
11.1λ from the target. The laser has an intensity of 3.45× 1019 W/cm2,
a FWHM of 25 fs (with a sin2 temporal profile), a wavelength of λ =





















































Figure 4.5: Absorption curves obtained from the model equations for different structures versus
the a) width for different heights and b) height for different widths.
a simple model, and in reality there will be other energy absorption
mechanisms present; there will also be a spread on the energy of each
electron due to their different initial positions and, after some laser
cycles, the plasma structure would be distorted from its original shape.
Therefore it is expected that there will be a slight disagreement between
the simulations and the model.
The predictions obtained from the model for the dependence of the
energy absorption with the structure height and width can be tested by
performing PIC simulations. In the following sections we discuss the
results obtained from such simulations, with the aim of designing an op-
timal target for enhancing the energy absorption and proton acceleration.
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absorption and proton energy
The aim of this subsection is to identify, via PIC simulations, a
parameter range with maximum transfer of laser energy to the accelerated
protons. To address how the shape of the structures affects the absorption
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of laser energy as well as the energies of the electrons and protons, we
present a numerical study encompassing a wide range of sizes for two
types of structures indicated in figure 4.6. We vary their width and height
and use a laser pulse at normal incidence.
Figure 4.6: Shapes of the triangular structures. a) 3D image of the simulation setup and b)-c)
detailed view of the 2D targets. The variable h represents structure height, w the width, θ the
angle formed between two neighbouring structures and α the angle of incidence towards the
target, defined with respect to the flat surface.
Two different targets with triangular structures were used in this
work, as shown in figure 4.6. The asymmetry presented in figure 4.6 c)
(“tilted triangles”) with respect to figure 4.6 b) (“regular triangles”) is
interesting from the experimental point of view, where oblique incident
laser pulses are usually used.
The targets are made of electrons and protons with a number density
of n = 40nc. All the targets have a bulk thickness of 0.5λ, where λ is
the wavelength of the laser, and the number of particles per cell is 16 per
species. The density has a steep profile as we consider a high contrast
laser (> 1010 at 5 ps) which corresponds to the STELA laser. The
simulation box has a width and length of 47.9λ and 21.1λ, respectively.
The spatial resolution is δ = 0.02 in simulation units, that is 0.0032λ,
in both axes.
The laser pulse is focused on the target surface. This pulse is
launched from the left wall of the simulation box, located at a distance of
11.1λ from the target. The laser has an intensity of 3.45× 1019 W/cm2,
a FWHM of 25 fs (with a sin2 temporal profile), a wavelength of λ =
800 nm and a gaussian spot diameter in the focal plane of 6 µm. The
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laser pulse is linearly polarized in the simulation plane, such that it is
always P-polarized in relation to the structures.
The reflected energy, as well as the electron properties at the rear
surface, are measured right after the interaction finishes, at the time
t = 70.2 fs. The proton properties are measured at t = 172.3 fs, the
time at which electrons that generate the accelerating field start leaving
the simulation box. The reflected energy is measured by integrating the
reflected field energy density. We have also monitored the electron and
proton kinetic energy, as well as the energy of the self-consistent fields
generated around the target. The energy conservation has been verified
throughout all the simulations. The electron temperature at the rear
surface is obtained by fitting the electron spectrum to a Maxwell-Jüttner
distribution. The simulation setup is designed to scan the parameter
space and to compare the relative gain between the flat and structured
targets.
Several cases from low to almost complete laser absorption are
illustrated in figure 4.7. Figure 4.7 a) shows the incident laser pulse and
figures 4.7 b)-e) display the reflected fields. The lowest absorption is
obtained for a flat target. The results obtained for different structured
targets are displayed in figures 4.7 c)-e). We observe that the reflected
spatial distribution of light when structured targets are used carries the
imprint of the nanostructures at the target surface, and that there is an
enhancement of the absorption of laser energy.
To verify the predictions of the analytical model described earlier,
we perform a first set of simulations varying the width of the structure
for a fixed structure height of h = λ. According to our analysis for
h � 0.5λ we should expect maximum energy absorption at a width of
w = 0.64λ. Figure 4.8 a) shows the energy absorption, as a function of
the structure width, for regular and tilted triangular nanostructures. In
both cases the energy absorption increases with the width of the triangles
up to a maximum nanostructure width around 0.7λ. Above this value
the energy absorption decreases smoothly as the triangle width increases.
For the triangles 0.6λ − λ wide, we obtain that the energy absorption is
above 90%. This is consistent with the findings from our model in figure
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a) b) 8.5 % absorb. c) 69.4 % absorb. d) 68.0 % absorb. e) 97.6% absorb.
Figure 4.7: a) Incident and b)-e) reflected electromagnetic energy density for different structured
targets. The reflected field is shown for a b) flat target and targets with a structure height and
width of: c) h = λ and w = 0.25λ, d) h = 0.25λ and w = λ and e) h = λ and w = 0.7λ.
both types of structures and once the width of the triangles achieves a
value close to 0.7λ the slope of the curve changes to a lower value, as
shown in figure 4.8 b). The gain in proton cutoff energy is shown in
figure 4.8 c). It exhibits a similar trend as the energy absorption.
Figure 4.8: a) Laser energy absorption percentage, b) electron temperature and c) proton cutoff
energy as a function of the structure width. The height of the structures is h = λ. The electron
temperature and proton energy are normalized to the values obtained for a flat target.
The plots in figure 4.8 show that the the structure width can be
optimized to yield a maximum laser absorption and proton energy cutoff.
The structure width of the optimal target is consistent with the predictions
from the theoretical model.
A second set of simulations is performed with a fixed structure
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The reflected energy, as well as the electron properties at the rear
surface, are measured right after the interaction finishes, at the time
t = 70.2 fs. The proton properties are measured at t = 172.3 fs, the
time at which electrons that generate the accelerating field start leaving
the simulation box. The reflected energy is measured by integrating the
reflected field energy density. We have also monitored the electron and
proton kinetic energy, as well as the energy of the self-consistent fields
generated around the target. The energy conservation has been verified
throughout all the simulations. The electron temperature at the rear
surface is obtained by fitting the electron spectrum to a Maxwell-Jüttner
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h � 0.5λ we should expect maximum energy absorption at a width of
w = 0.64λ. Figure 4.8 a) shows the energy absorption, as a function of
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both cases the energy absorption increases with the width of the triangles
up to a maximum nanostructure width around 0.7λ. Above this value
the energy absorption decreases smoothly as the triangle width increases.
For the triangles 0.6λ − λ wide, we obtain that the energy absorption is
above 90%. This is consistent with the findings from our model in figure
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both types of structures and once the width of the triangles achieves a
value close to 0.7λ the slope of the curve changes to a lower value, as
shown in figure 4.8 b). The gain in proton cutoff energy is shown in
figure 4.8 c). It exhibits a similar trend as the energy absorption.
Figure 4.8: a) Laser energy absorption percentage, b) electron temperature and c) proton cutoff
energy as a function of the structure width. The height of the structures is h = λ. The electron
temperature and proton energy are normalized to the values obtained for a flat target.
The plots in figure 4.8 show that the the structure width can be
optimized to yield a maximum laser absorption and proton energy cutoff.
The structure width of the optimal target is consistent with the predictions
from the theoretical model.
A second set of simulations is performed with a fixed structure
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width of w = 0.7λ and varying the structure height. We kept the rest of
simulation parameters equal to the ones in the previous case. Here we
should expect nearly a complete laser energy absorption above a certain
threshold structure height. Figure 4.9 displays the energy absorption,
the relative electron temperature and proton cutoff energy versus the
height of the structures. The energy absorption percentage is shown in
figure 4.9 a), that depicts an increase of the absorption of energy as the
height of the triangles becomes bigger, up to a maximum value, close
to 100%. This is consistent with the findings from our model in figure
4.5 b). Once this maximum is achieved, it remains unchanged as we
increase the height of the triangles. The electron temperature, in figure
4.9 b), shows a big increase when the structures are added, followed by
a smooth decay/stabilization for higher structures. Figure 4.9 c) displays
the relative proton cutoff energy.
Figure 4.9: a) Laser energy absorption percentage, b) electron temperature and c) proton cutoff
energy as a function of a structure height. The width of the structures is w = 0.7λ. The electron
temperature and proton energy are normalized to the values obtained for a flat target.
For h > 0.5λ, the results in figure 4.9 show that the absorption
percentage is above 90% and there is a 5-fold increase in the proton cutoff
energy compared with the flat target. The high absorption percentages
shown in figure 4.9 a) are due to the choice of a structure width of 0.7λ,
close to the optimal value found before. As predicted by the analytical
model, above the threshold structure height, the laser energy absorption
is nearly 100% and there is no significant difference observed in the
spectrum of generated protons.
For the sake of completeness, figure 4.10 compares the absorption
percentages for the regular triangles against the curves predicted from
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our model, including in these curves the absorption for a flat target case
as a constant factor added to the absorption theoretical curve. It can be
observed a good agreement between the simulation data and the model
curve for some regions of the data, with a substantial discrepancy at low
heights and high widths, which suggests that when the electron recollides
at the same triangle from where it departs, other absorption mechanisms
will be taking place.
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Figure 4.10: Comparison between the absorption percentage obtained from the simulations
(circles) and the curve predicted by the model (solid line) for a) different structure widths and a
fixed height of h = λ and b) different structure heights and a fixed width of w = 0.7λ.
Figures 4.8 and 4.9 demonstrate that there is a correspondence be-
tween the trend followed by the laser absorption and the cutoff energy
of the protons. This is not surprising, because in TNSA the absorbed
laser energy is carried by the electrons towards the rear side of the target.
These electrons escape the target and create a longitudinal field propor-
tional to the square root of the electron temperature and to the electron
front number density [76]. This longitudinal field is responsible for
the acceleration of protons. We therefore expect higher proton energies
for higher achieved electron temperatures at the rear surface. However,
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width of w = 0.7λ and varying the structure height. We kept the rest of
simulation parameters equal to the ones in the previous case. Here we
should expect nearly a complete laser energy absorption above a certain
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height of the structures. The energy absorption percentage is shown in
figure 4.9 a), that depicts an increase of the absorption of energy as the
height of the triangles becomes bigger, up to a maximum value, close
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Figure 4.9: a) Laser energy absorption percentage, b) electron temperature and c) proton cutoff
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temperature and proton energy are normalized to the values obtained for a flat target.
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percentage is above 90% and there is a 5-fold increase in the proton cutoff
energy compared with the flat target. The high absorption percentages
shown in figure 4.9 a) are due to the choice of a structure width of 0.7λ,
close to the optimal value found before. As predicted by the analytical
model, above the threshold structure height, the laser energy absorption
is nearly 100% and there is no significant difference observed in the
spectrum of generated protons.
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our model, including in these curves the absorption for a flat target case
as a constant factor added to the absorption theoretical curve. It can be
observed a good agreement between the simulation data and the model
curve for some regions of the data, with a substantial discrepancy at low
heights and high widths, which suggests that when the electron recollides
at the same triangle from where it departs, other absorption mechanisms
will be taking place.
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Figure 4.10: Comparison between the absorption percentage obtained from the simulations
(circles) and the curve predicted by the model (solid line) for a) different structure widths and a
fixed height of h = λ and b) different structure heights and a fixed width of w = 0.7λ.
Figures 4.8 and 4.9 demonstrate that there is a correspondence be-
tween the trend followed by the laser absorption and the cutoff energy
of the protons. This is not surprising, because in TNSA the absorbed
laser energy is carried by the electrons towards the rear side of the target.
These electrons escape the target and create a longitudinal field propor-
tional to the square root of the electron temperature and to the electron
front number density [76]. This longitudinal field is responsible for
the acceleration of protons. We therefore expect higher proton energies
for higher achieved electron temperatures at the rear surface. However,
95
MANUEL BLANCO FRAGA
additional height in the structures changes the effective target thickness
and hence the electron front number density is also modified. The conse-
quence is that the electrons with a lower temperature (e. g. for h = 1.5λ
in figure 4.9 b)) can, in principle, generate the accelerating field of the
same magnitude as the electrons with a 53% higher temperature in a case
with a different effective target thickness (e. g. for h = 0.5λ in figure
4.9 b). We therefore obtain similar values for the accelerating field and
for the proton cutoff energy in all cases where h > 0.5λ.
4.2.3 Oblique laser incidence
In the previous subsections it has been discussed how the energy ab-
sorption and the particle properties change with the front structure shape
of the solid target. All the previous simulations have been performed
with a pulse in normal incidence, however experiments of TNSA proton
acceleration are typically done in oblique incidence. The main reason for
using oblique incidence is to avoid the damage on the optical elements
used to transport the beam to the target, with the particles ejected by the
target or the back reflection of the laser pulse.
The angle of incidence of the laser pulse is expected to affect the
laser energy absorption and the particle energies. We have performed
simulations at different angles of incidence using targets with w = λ
and h = 1.2λ, for regular and w = λ and h = λ for tilted triangles.
These values are chosen in the range of values that yield to the highest
absorption percentages, and in such a way that the triangle angle would
be the same for both, in order to be able to compare the results.
Figure 4.11 displays a) the energy absorption, b) the electron temper-
ature and c) the proton cutoff energy at oblique laser incidence. Figure
4.11 a) shows that for the regular triangular structure, the maximum
absorption and particle energies occur at normal incidence, while for
the tilted structures this maximum is shifted by a value close to 22.5o.
The electron temperature for the tilted structures, in 4.11 b), displays
two maxima at the angles ±22.5o, while the proton cutoff energy for the
same structure, in 4.11 c), shows a plateau around the zero angle slightly
maximized for the maximum energy absorption angle.
The peak observed for the electron temperature at α = −22.5o
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Figure 4.11: a) Laser energy absorption percentage, b) electron temperature and c) proton cutoff
energy. The grey dotted line indicates the angle of incidence α = 22.5o, where the maximum
energy absorption for the tilted structure occurs. The width and height of the structures are
w = λ and h = λ for the tilted triangular structure and h = 1.2λ for the regular triangular
structure. The values are normalized to the results obtained for a flat target and a normally
incident laser pulse.
represents electrons that get heated efficiently but do not contribute to
enhance the energy of TNSA protons. This behavior suggests that a
surface plasma wave (SPW) [238, 248, 250–254] is being excited at this
angle, such that the electrons escape the target tangentially. This is
confirmed by measuring the longitudinal accelerating field in the rear
surface of the target, which shows the same trend as the proton cutoff
energy in figure 4.11 c).
The analysis of the effect of oblique incident pulses shows that the
asymmetric tilted triangles yield to a higher absorption percentage and
more energetic protons at oblique incidence compared to normal inci-
dence. The angle of optimal absorption for the tilted triangular structure
coincides with the half of the triangle angle (θ = tan−1(w/h) = 45◦),
and the same happens for the regular triangles, where the optimal absorp-
tion is obtained at normal incidence. This suggests that the absorption is
optimal when the laser pulse is directed towards the axis for which the
structure is most symmetric.
We have performed an additional simulation combining an oblique
incident laser pulse with an optimized height and width of the structure
h = λ and w = 0.7λ. The bulk target thickness is 2λ and the angle of
incidence of the laser is α = 17.5o, which is half of the triangle angle in
this case (θ = tan−1(0.7) = 35◦).
The comparison between the results obtained with the same setup
for a target with a flat surface and the structured target show a 15-fold
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structure. The values are normalized to the results obtained for a flat target and a normally
incident laser pulse.
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We have performed an additional simulation combining an oblique
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h = λ and w = 0.7λ. The bulk target thickness is 2λ and the angle of
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this case (θ = tan−1(0.7) = 35◦).
The comparison between the results obtained with the same setup
for a target with a flat surface and the structured target show a 15-fold
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increase in the energy absorption percentage, from a 6.1% in the flat
target to a 90.6% in the structured target. This enhancement of the energy
absorption generates protons with energies between 4 and 5 times higher
compared with the case in which a flat solid target was used. This is
verified in figure 4.12 that shows a) the proton energy spectrum and the
momentum space p1 − p2 of the protons. Both, the cutoff energy and the
temperature of the protons increase by a factor between 4 and 5 when
one uses a structured target in place of a flat one.
Figure 4.12: a) Proton spectrum and the p1-p2 momentum space for b) a flat and c) a structured
target.
The result shown in figure 4.12 demonstrates, in an experimen-
tally feasible setup, that the use of surface nanostructured triangular
targets for TNSA acceleration can increase substantially the energy of
the accelerated protons.
4.2.4 Robustness of the results for typical deviations from
ideality
Most of the numerical studies of TNSA proton acceleration using
nanostructured targets that have been published and all the simulations
performed before, assume an ideal situation, where the laser peak in-
tensity is fixed, the nanostructures are perfectly regular and there is no
pre-plasma. Although that leads to valid results, it is interesting to ad-
dress the effect of possible deviations from the ideal situation, that are
regularly present in real scenarios.
Following the results previously shown, we have performed for
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the regular triangle shape, a study about the effect on the laser energy
absorption of some of the deviations from the ideal situation that can
be expected in a laboratory, with the final purpose of giving a realistic
motivation for the suitability of these targets to be implemented experi-
mentally.
In our simulation setup, the target composition and dimensions
are the same as the ones used in the parametric study of the previous
subsection, with a number of particles per cell of 25 per species. The
simulations are ran in slab geometry, with open boundary conditions
in the longitudinal limits of the simulation box and periodic boundary
conditions in the transverse dimensions. The simulation box has a width
and length of 7λ and 25.5λ, respectively. The spatial and temporal
resolution are unchanged with respect to the previous simulations.
The laser pulse has the same amplitude, wavelength and polarization
as before. It is initialized inside the simulation box, with its front at a
distance of 0.6λ to the target, with a total width of 7λ (with a polynomial
temporal profile, with a rise and fall curves of length λ), and a plane
wave transverse profile.
When considering deviations from the ideal situation, typically
assumed in numerical studies, there are several parameters to take into
account. Here we have decided to focus in what we think can be the most
common sources of deviation: the use of different ion species, a variation
on the peak intensity of the laser pulse, the existence of a pre-plasma
region and a non-perfect periodicity of the nanostructures.
4.2.4.1 Different ion species
For most of the results shown in this chapter, we have used hy-
drogenoid targets, whose results in the energy of the accelerated particles
must differ from a realistic situation, at least in absolute terms. In the typ-
ical TNSA picture the accelerated protons come from a thin layer at the
target rear surface, formed due to atmospheric hydrogen, although ions
from the bulk can be also accelerated if that layer is removed [73–75].
Typical inexpensive metallic foils, that can be used in these experiments,
are formed of a mixture of elements that usually come as derivatives
of the fabrication process, where the main element appears in a higher
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concentration, therefore it is relevant to address the effect of the ion
species on the laser energy absorption.
As it was previously stated, the energy absorption in nanostructured
targets is controlled by the electron motion within the structure vacuum
gaps, therefore it should not be affected by the ion species. Table 4.1
demonstrates this, showing that for three different kind of targets com-
posed of electrons and different ions and with different plasma densities,
the laser energy absorption remains the same, with a slight deviation for
hydrogenoid targets, due to the much lower mass of protons compared to
heavy ions, however the difference is always below 2%. Furthermore, the
table proves that as the density of the plasma becomes higher (n � 1),
the difference in the absorption percentage becomes irrelevant.
Table 4.1: Absorption percentages for plasmas composed of electrons and different ion species at
different densities. These results are for a triangular target with height and width of h = λ and
w = 0.7λ, respectively.
Ion species → Hydrogen Aluminum Copper
Density ↓ (Z = 1) (Z = 13) (Z = 29)
40nc 94.8% 96.9% 96.9%
80nc 96.1% 97.0% 97.1%
120nc 95.9% 96.7% 96.8%
4.2.4.2 Variations on the laser intensity
The variation of the peak intensity of the laser pulse is also an
important deviation to take into account. In the considered optimal target
design of height and width h = λ and w = 0.7λ we can observe than
a ±30% variation in the peak field amplitude represents a maximum
∼ 1 − 2% variation in the absorption, as shown in figure 4.13. This
proves that, although a higher intensity will yield to a higher proton
energy, the percentage of transferred laser energy will be unchanged in
the range of values addressed.
The effect of this deviation from the ideal situation is important to
analyze because it is related to both fluctuations between different laser
shots and defocusing effects. Experiments of TNSA proton acceleration
show slight discrepancies between different shots due to these deviations




























Figure 4.13: Laser energy absorption percentage for different laser intensities, sweeping a ±30%
variation around the original peak field amplitude. The height and width of the triangles are
h = λ and w = 0.7λ, respectively.
not cause extremely different measurements, it is interesting to analyze
the limiting case in which there would be big intensity fluctuations in the
laser pulse. With these results it is possible to conclude that the intensity
fluctuations between different laser pulses or a non-perfect focusing of
the laser pulse, if small, should not affect the energy absorption.
4.2.4.3 Pre-plasma effects
Pre-plasmas are one of the most important experimental issues
to take into account in laser-plasma experiments. They are created
because of the expansion of the electrons and ions towards vacuum
during the ionization of the target, caused by the pre-pulse of the laser
pulse or by its front pedestal. This expansion generates a region of
density growth, from zero to the plasma bulk density, that the main
part of the laser pulse interacts with. The availability of lower density
regions for the pulse to interact with, in comparison with the case of a
steep density profile, changes the laser-plasma dynamics at the target
surface. We have assumed the existence of an exponential pre-plasma
profile [195, 256–261] at the target front surface and studied its effect
on the laser energy absorption for different lengths. The equation that
describes the density profile is given by:
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Figure 4.13: Laser energy absorption percentage for different laser intensities, sweeping a ±30%
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to take into account in laser-plasma experiments. They are created
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during the ionization of the target, caused by the pre-pulse of the laser
pulse or by its front pedestal. This expansion generates a region of
density growth, from zero to the plasma bulk density, that the main
part of the laser pulse interacts with. The availability of lower density
regions for the pulse to interact with, in comparison with the case of a
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(x ∈ [x0 − L, x0]) (4.11)
where n0 is the plasma bulk density and x and x0 are the spatial coordi-
nate and the coordinate origin, respectively. The parameter L determines
the length of the pre-plasma, named as scale-length.
TNSA particle acceleration using flat targets is strongly affected
by the existence of a pre-plasma [228, 258], however in the case of
structured targets there are still only a few studies addressing its effect
[124, 239, 242]. These studies have found that in order to obtain the high
laser energy absorption achieved with nanostructures and the enhanced
proton energy, the contrast of the laser pulse must be very high, to avoid
the existence of a long pre-plasma that would destroy the structures
before the arrival of the main laser pulse.
Figure 4.14 shows how a short pre-plasma affects the laser energy
absorption in different triangular nanostructured targets. For the op-
timized structure with height and width of h = λ and w = 0.7λ the
effect is very small, finding only a ∼ 6% decrease in the absorption for
a pre-plasma with a scale-length of 0.5λ. If the structure dimensions
differ from the optimal, and specially as they become smaller, the effect
of the pre-plasma can be very important, as seen for a structure of height
and width of h = 0.2λ and w = 0.35λ, where a ∼ 20% decrease in
absorption is found.
For the optimal target design, pre-plasmas as long as 0.5λ do not
affect strongly the energy absorption. Taking as a reference the expansion
of pre-plasmas in flat targets [262, 263] and assuming that in these
structured targets the expansion will be similar, we can conclude that a
laser pulse with an ASE contrast higher than ∼ 1010, and a pre-pulse
with a peak intensity not higher than ∼ 1016 Wcm−2 at a distance shorter
than ∼ 5 ps would be needed to have a pre-plasma shorter than ∼ 0.2λ,
below which its effects are not dramatic as we observe in figure 4.14.
Therefore we confirm that in order to preserve the enhanced absorption
of these structured targets, specially for a non-optimal design, very high
contrast pulses are needed.
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Figure 4.14: Effect of the pre-plasma in the absorption percentage. Targets with smaller features
experience a bigger decrease with higher pre-plasmas.
preplasma of length 0.04λ changes the absorption percentage by 5%
[123]. In references [239, 240, 242], the effect of pre-plasma on nanos-
tructured targets is also discussed, concluding that a low contrast and
hence a long pre-plasma region would destroy the structures before
the main pulse arrives. Therefore the conclusions achieved in this sec-
tion regarding pre-plasma effects could be extended to other kinds of
nanostructures.
4.2.4.4 Non-periodical structures
The last issue considered in this study is the possible non-periodicity
of the nanostructures. This is a very important situation to analyze, as it
will set a requirement for the need of a very precise fabrication technique
or not, and therefore of the fabrication costs for these targets.
The fabrication of surface periodic nanostructured targets is a timely
topic for several applications that can be achieved by several methods
(or a combination of them), such as laser direct writing [264, 265],
lithographic methods [266–269] or chemical etching [269, 270], among
others. The precision, velocity and costs of fabrication vary substantially
depending on the chosen fabrication method and the materials employed.
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Figure 4.14: Effect of the pre-plasma in the absorption percentage. Targets with smaller features
experience a bigger decrease with higher pre-plasmas.
preplasma of length 0.04λ changes the absorption percentage by 5%
[123]. In references [239, 240, 242], the effect of pre-plasma on nanos-
tructured targets is also discussed, concluding that a low contrast and
hence a long pre-plasma region would destroy the structures before
the main pulse arrives. Therefore the conclusions achieved in this sec-
tion regarding pre-plasma effects could be extended to other kinds of
nanostructures.
4.2.4.4 Non-periodical structures
The last issue considered in this study is the possible non-periodicity
of the nanostructures. This is a very important situation to analyze, as it
will set a requirement for the need of a very precise fabrication technique
or not, and therefore of the fabrication costs for these targets.
The fabrication of surface periodic nanostructured targets is a timely
topic for several applications that can be achieved by several methods
(or a combination of them), such as laser direct writing [264, 265],
lithographic methods [266–269] or chemical etching [269, 270], among
others. The precision, velocity and costs of fabrication vary substantially
depending on the chosen fabrication method and the materials employed.
The state of the art of these techniques allows the fabrication of the
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targets studied here with high precision, however it is interesting to
address what would happen if there were fabrication errors, as it may
happen with cheaper and less precise fabrication setups.
To analyze the impact of irregularities in the structure periodicity,
we have performed simulations and analytical calculations with our
model in several situations in which we randomize the height and width
of each triangle in the structure. The randomization is controlled by
a maximum variation percentage, that sets the percentage of the ideal
height or width that we allow to be varied in the limiting case, for
example with a maximum variation percentage of 50% and for a structure
height of h, a randomized triangle would have a random height in the
interval [0.5h, 1.5h]. Figure 4.15 illustrates this with an example of two
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Figure 4.15: Original structure with height and width of h = λ and w = 0.7λ and examples of two
structured targets whose width and height have been randomized with a maximum modulation
percentage of 50%. The dotted lines indicate the shape of the triangles with the original
dimensions, centered in the same positions as the modulated triangles.
Analytical results are obtained from expanding our previous model,
where the equations can be tailored in order to address for these situations.
In the case that contiguous triangles have different heights and widths,


















where indexes A and B indicate the departure and arrival triangle, re-
spectively. It is straightforward to verify that if hA = hB = h and
wA = wB = w, equation 4.9 is recovered.
Figure 4.16 shows the results obtained with the analytical model
taking as reference the optimized structure with dimensions h = λ
and w = 0.7λ. For each maximum variation percentage, 200 random
structures have been generated and their absorption percentage computed.
These individual results can be grouped to generate a probability density,
that states the probability for obtaining an specific absorption percentage






















































Figure 4.16: Results of the analytical calculations for randomized structures. The panels show
the probability of obtaining an specific absorption percentage for a given maximum variation
percentage. The results are obtained by performing calculations with the model equations,
considering that the structure shape is randomized.
Simulation results are shown in figure 4.17, compared with the
analytically predicted average and 3σ intervals, obtained from the prob-
ability density in figure 4.16. The agreement between the simulation
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Figure 4.16: Results of the analytical calculations for randomized structures. The panels show
the probability of obtaining an specific absorption percentage for a given maximum variation
percentage. The results are obtained by performing calculations with the model equations,
considering that the structure shape is randomized.
Simulation results are shown in figure 4.17, compared with the
analytically predicted average and 3σ intervals, obtained from the prob-
ability density in figure 4.16. The agreement between the simulation
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data and the model predictions is very good, furthermore the fact that
simulation data falls into the 3σ intervals predicted by the model gives















































Figure 4.17: Energy absorption percentage obtained with PIC results for different maximum
variation percentages for the height and width of the triangles, along with the average and 3σ
intervals predicted by the analytical model.
The results in figure 4.17 prove the robustness of these targets for
energy absorption in terms of the fabrication techniques, both from PIC
simulations and analytical calculations. It can be observed that even
with a 100% maximum variation percentage, the average decrease in
the energy absorption is ∼ 30% and ∼ 10% for variations of the height
and width, respectively. This suggests that it is possible to use cheap
fabrication techniques that may not be extremely precise for these targets,
thus reducing the potential cost of an experiment.
In summary, triangular nanostructured targets for TNSA are very
robust in terms of changes of the laser intensity, ion species, or fabrication
errors, however it has been found that the pulse contrast has to be very
high, in order to avoid the existence of long pre-plasmas, especially if
the target parameters are not the optimal ones. These results are a major
motivation for the use of targets with a structured surface in experiments
of TNSA instead of those with a flat surace.
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4.2.5 Three-dimensional PIC simulations
It has been analyzed how the energy absorption varies when triangu-
lar structures are on the target surface and how this variation affects the
electron heating and consequently the energies of the accelerated protons.
The theoretical analysis, combined with 2D PIC simulations, shows that
the structure shape can be optimized to yield high percentages of energy
absorption and an enhancement on the accelerated proton energy. It has
been also found that these results are robust in terms of deviations from
the ideal case.
Our conclusions regarding the target structure for optimal laser
absorption are general and can be extended to 3D geometry. The electron
interaction with a linearly polarized electromagnetic wave in vacuum is
fully described in 2D. The energy of the electrons at the point of re-entry
into the target depends on the geometrical properties of the structures
such as width and height and it is intrinsically a 2D problem. The optimal
configuration for laser absorption is therefore likely to be the same in
2D and 3D geometry. However, even though ion acceleration can be
studied qualitatively in 2D, it is well-known that the proton energy cutoff
in TNSA is lower in 3D geometry [225, 226], as it has been mentioned
at the beginning of this chapter.
4.2.5.1 Comparison between 2D and 3D results
It is very expensive in terms of computational resources to perform
a full-scale 3D simulation, allowing to consider enough time for target
expansion. However, the 3D simulations can be performed in slab
geometry. In this geometry the laser is treated as a wavepacket that is
transversely a plane wave and periodic transverse boundary conditions
are applied both for the fields and the particles, except for the direction
of laser propagation where open boundaries are used.
The simulation box is 25λ long and 3.5λ × 3.5λ wide. The laser
pulse is initialized inside the box with a total duration of 7T , where
T = c/λ is the laser period, with its front at a distance of 0.5λ to the top
of the structures. We performed simulations for flat targets and for the
optimal structured targets presented previously (h = λ and w = 0.7λ).
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The goal is to compare the relative increase of the absorption efficiency
in 2D and 3D.
The results obtained in 3D simulations, show a 91.5% of laser
absorption for a structured target with regular triangles, a 89.5% for the
case tilted triangles and 2% for a target with a flat surface. In the case
of 2D simulations, a 95.4% of energy absorption was absorbed for the
regular triangles, a 92.3% for tilted triangles, and a 2.6% for the flat
target. It can be seen that the absorption estimates from 2D and 3D PIC
simulations are consistent within a margin of 4%.
The electron spectra obtained from the 2D and 3D PIC simulations
at the time t = 25.5 fs are displayed in figure 4.18 a). In order to
compare the spectrum from the 2D and 3D case (since in the latter the
number or particles in the simulation box is higher), the spectra are
normalised to the same reference height at the energy 2 MeV. We can
observe a slight difference between the tilted and regular structures, due
to different electron dynamics at the target surface. The respective proton
spectra at the time t = 51.1 fs are shown in figure 4.18 b). These spectra
are normalized to the same reference height at the energy 1 MeV. As
expected, the proton cutoff is lower in 3D compared to the 2D case. Apart
from verifying the conclusions obtained in 2D, an additional advantage of
3D simulations is that they can provide an estimate of the total number of
accelerated protons. In our case the number of protons being accelerated
to an energy above 0.1MeV is approximately 1.35×1011, corresponding
to over ∼ 21.6 nC of charge accelerated to energies up to 4 MeV.
Figure 4.18: The spectrum of a) electrons and b) protons measured for the 2D and 3D setup.




TNSA proton acceleration is a multidimensional problem, with
several parameters involved in the outcome of the acceleration process.
There are several factors relevant to the ion acceleration we have not
addressed in parts of this chapter or that could be addressed more in
detail. A discussion is needed, on how our conclusions can be affected by
using a different nanostructure shape or by varying the target thickness
and compounds, for example.
The enhanced energy absorption can be obtained also with other
structure geometries, such as rectangles [239, 240, 242] or nanospheres
[123, 241]. Our model can, in principle, be extended to account for
different structure geometries. As the key parameter for obtaining an
optimal laser absorption is the time-of-flight of the electrons in the
vacuum gap, a change in the shape of the structure directly affects their
energy at the point of recollision with the target. Also, certain shapes that
are not grating-like, might add different dynamics at the target surface.
We therefore expect that other structures would have different absorption
percentages, as the literature suggests.
The target thickness is another relevant parameter for proton accel-
eration. Although the thickness of the target does not affect the energy
absorption (for thicknesses well beyond the plasma skin depth), since
that is controlled by the nanostructures on the target front, it affects the
proton acceleration, since it determines the redistribution of energy from
the electrons to the protons. If we consider that there are no pre-plasmas
present, our optimal structures could be added to the front surface of a
target of an arbitrary thickness, and ensure that the maximum possible
energy is transferred from the laser to the electrons. In the case of the
existence of a pre-plasma, as the literature suggests, an optimal target
thickness would exist for a given structure. In other words, assuming
high contrast laser pulses, the target structure shape and the target thick-
ness can be optimised separately to result in the most efficient proton
acceleration.
The 2D parametric scan presents simulations of hydrogenoid targets,
but as it has been explained, most TNSA targets in experiments are
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composed of heavy ions and electrons with a thin proton contamination
layer on the rear surface. The presence of different compounds changes
the energy of the accelerated protons in comparison with the hydogenoid
targets. However, the dynamics of the electrons near the front surface
will be similar as in our hydrogen simulations, because their motion
depends on the geometry of the nanostructures and the ions can be
regarded as inmobile during the interaction between the plasma and the
short laser pulse. We have verified that neither a higher ion mass nor a
higher plasma density significantly affect the laser absorption, therefore
the optimal structure for energy absorption and the absorbed energy
remains unchanged.
4.4 CONCLUSIONS
The acceleration of protons in TNSA laser-plasma accelerators using
thin targets with a triangular periodic nanostructured front surface has
been studied. It has been found that these targets enhance substantially
the transfer of energy from the laser pulse to the plasma, thus contributing
to an abrupt increase of the accelerated proton energies.
We have developed an analytical model to understand why the
absorption is enhanced, based on the motion of electrons across the
vacuum gap between two consecutive structures, finding the dependence
of the absorption percentage on the shape of the structures. Afterwards,
we have performed a numerical study through 2D PIC simulations to
reveal how the energy absorption and the accelerated proton kinetic
energies vary with the shape of the structures and the angle of incidence
of the laser. This study verified the predictions from the model and gave
us the conclusion that through the right choice of the dimensions of
the structures and the angle of incidence of the laser, energy absorption
percentages on the order of 90% can be achieved, yielding to an increase
on the proton kinetic energy between 4 and 5 times in comparison to
those that can be achieved with flat targets.
The robustness of these results in terms of deviations from an ideal
situation was addressed. The effect of several factors that can be found
in a realistic situation, such as multiple ion populations, variations of the
laser peak intensity or defects in the regularity of the nanostructures, are
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found to have an effect on the absorption, which is minimal when the
height and width of the structures have the values around the ones found
to be optimal. On the other hand, it has been confirmed that in order to
obtain high absorption percentages, high contrast laser pulses must be
used, specially if the target design is not optimized.
The results shown in this chapter, along with previous results from
the literature, represent a major motivation for the use of these targets
in experiments and applications. They show how the energy of the
accelerated protons is enhanced. It has been also proven the robustness of
this acceleration method for deviations that can be found in a laboratory.
The best strategy for target fabrication is to combine several different
aspects of optimization in order to obtain the highest ion energies (or
higher yield of ions at lower energies). Using nanostructures at the front
surface presents an opportunity for an additional increase in efficiency
of the laser energy absorption by the electrons, which is compatible with
other types of target optimization.
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5 OTHER LASER-PLASMA INTERACTION
APPLICATIONS
In this chapter we present results obtained when laser-plasma in-
teractions computed with the PIC mechanism are used as a tool for the
computation of other interesting phenomena. Concretely we present
the results for HHG in gas targets when metallic bow-tie nanoantenna
structures interact with an ultrashort laser pulse [271].
5.1 HHG IN GAS TARGETS
The generation of high harmonics in the interaction between a laser
pulse and a gas target has been mentioned several times in this thesis. In
this part we will give a very brief outlook about the physical principles
that govern this generation and we will focus on the concept of phase
matching and its importance for this mechanism, as it will be a relevant
concept for the results shown in this chapter.
5.1.1 Physical principles
HHG in gas targets [8,11,272,273] is a nonlinear process that occurs
when a laser pulse interacts with a gas target, typically made of a noble
gas. In this case the electric field of the laser pulse interacts with neutral
atoms, ionizing and moving their electrons in an oscillatory manner
around the positively charged nucleus, such that this motion triggers the
emission of high harmonic orders, that come in the form of attosecond
pulses every half cycle, propagating with the transmitted laser pulse.
In more detail, the HHG process can be understood in terms of a
simple three-step semi-classical model [274, 275]:
• The electric field interacts with the atoms, ionizing the electrons
in the outer shells and pulling them away from the parent ion.
• The electron wavepacket is pulled into the continuum, until the
oscillating electric field changes its sign, when it is accelerated
backwards towards the starting point (the position of the parent
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ion).
• Finally the electron wavepacket recollides with the parent ion,
reaching a lower energy state and liberating the gained kinetic
energy during the half oscillation, in the form of high harmonic
orders. The recollision occurs at sub-femtosecond time scales,
therefore the harmonics are emitted in the form of attosecond
pulses.
The motion of the electrons in the direction of the laser field polar-
ization can be calculated analytically and it obeys the equation:
x = −a0 (sin(t)− sin(t0)− (t− t0) cos(t0)) (5.1)
where x notes the separation of the electron from its starting point
(the position of the parent ion), t indicates the time and t0 the time at
which the electron starts the motion. This equation is trivially obtained
from the integration of the force acting upon the electron: d2x/dt2 =
qE0/m sin(ωt) = a0 sin(t). The energy at recollision can be calculated





To obtain these equations it is assumed that the electrons start the
motion once they have been already ionized. At this moment, their
position is at x = 0 and they are at rest (dx/dt|t0 = 0).
The trajectories and the corresponding energy of the electrons at the
recollision point are plotted in figure 5.1. It is observed that there is an
optimal trajectory for which the energy at recollision is maximum. Out-
side of it, we obtain two kind of trajectories, the ones where the electron
arrives before the optimal case, that we will name short trajectories, and
the others where it arrives after, that we will name long trajectories. The
harmonic contribution from short trajectories is positively chirped (lower
energies are emitted before the higher ones) and negatively chirped for
long trajectories.
The main properties of the harmonic spectrum excited by this mech-
anism are the following [8, 11, 272, 273]: there is a plateau region in
114


























Figure 5.1: Results from the three-step model equations for the a) trajectory of the electrons and
b) their energy at recollision with the atom (in units of the ponderomotive energy Up = a20/4).
The calculations have assumed an intensity of I = 5 · 1016 Wcm−2 and a wavelength of
λ = 800 nm. The dashed lines indicate a) the ion position and b) the maximum energy at
recollision. The trajectory that leads to the maximum energy is highlighted in red.
the harmonic spectrum, which shows that this is a non-perturbative pro-
cess; the spectrum has a clear cutoff after the plateau, depending on
the ionization potential of the atom and the laser intensity, given by
ωc = Ip + 3.17Up, where Ip is the ionization potential of the atom and
Up = a
2
0/4 is the ponderomotive energy. The spectrum is made of odd
harmonic orders (for a monochromatic field), since the emission of the
harmonics is separated by half laser cycles with an alternating phase
difference of π, coming from the different sign of the laser field in every
half cycle; the emission of the high harmonic orders comes in the form of
attosecond pulses; and there is an upper limit on the intensity of the laser
pulse, from which the Barrier Suppression Ionization (BSI) [179–183]
begins to dominate over the tunnel ionization mechanism and the field
ionizes completely the atom, thus not allowing for a recollision of the
electron wavepacket with the parent ion.




• Finally the electron wavepacket recollides with the parent ion,
reaching a lower energy state and liberating the gained kinetic
energy during the half oscillation, in the form of high harmonic
orders. The recollision occurs at sub-femtosecond time scales,
therefore the harmonics are emitted in the form of attosecond
pulses.
The motion of the electrons in the direction of the laser field polar-
ization can be calculated analytically and it obeys the equation:
x = −a0 (sin(t)− sin(t0)− (t− t0) cos(t0)) (5.1)
where x notes the separation of the electron from its starting point
(the position of the parent ion), t indicates the time and t0 the time at
which the electron starts the motion. This equation is trivially obtained
from the integration of the force acting upon the electron: d2x/dt2 =
qE0/m sin(ωt) = a0 sin(t). The energy at recollision can be calculated





To obtain these equations it is assumed that the electrons start the
motion once they have been already ionized. At this moment, their
position is at x = 0 and they are at rest (dx/dt|t0 = 0).
The trajectories and the corresponding energy of the electrons at the
recollision point are plotted in figure 5.1. It is observed that there is an
optimal trajectory for which the energy at recollision is maximum. Out-
side of it, we obtain two kind of trajectories, the ones where the electron
arrives before the optimal case, that we will name short trajectories, and
the others where it arrives after, that we will name long trajectories. The
harmonic contribution from short trajectories is positively chirped (lower
energies are emitted before the higher ones) and negatively chirped for
long trajectories.
The main properties of the harmonic spectrum excited by this mech-
anism are the following [8, 11, 272, 273]: there is a plateau region in
114


























Figure 5.1: Results from the three-step model equations for the a) trajectory of the electrons and
b) their energy at recollision with the atom (in units of the ponderomotive energy Up = a20/4).
The calculations have assumed an intensity of I = 5 · 1016 Wcm−2 and a wavelength of
λ = 800 nm. The dashed lines indicate a) the ion position and b) the maximum energy at
recollision. The trajectory that leads to the maximum energy is highlighted in red.
the harmonic spectrum, which shows that this is a non-perturbative pro-
cess; the spectrum has a clear cutoff after the plateau, depending on
the ionization potential of the atom and the laser intensity, given by
ωc = Ip + 3.17Up, where Ip is the ionization potential of the atom and
Up = a
2
0/4 is the ponderomotive energy. The spectrum is made of odd
harmonic orders (for a monochromatic field), since the emission of the
harmonics is separated by half laser cycles with an alternating phase
difference of π, coming from the different sign of the laser field in every
half cycle; the emission of the high harmonic orders comes in the form of
attosecond pulses; and there is an upper limit on the intensity of the laser
pulse, from which the Barrier Suppression Ionization (BSI) [179–183]
begins to dominate over the tunnel ionization mechanism and the field
ionizes completely the atom, thus not allowing for a recollision of the
electron wavepacket with the parent ion.
The previous description of HHG in gases is done at the atomic level,
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it is referred as the microscopic description of HHG. In real experiments
we do not observe the emission from a single atom, but from a big number
of them, distributed in a macroscopic sample (gas target), therefore what
is measured in an experiment is an integration of all the individual
contributions of each atom, hence a macroscopic description for HHG
is needed. In this case, phase matching effects represent an important
factor to take into account in order to make an accurate macroscopic
description.
5.1.2 Phase matching effects
The harmonic spectrum emitted from a macroscopic target is built
by the addition of the contributions of each individual atom. However,
in the macroscopic scenario there are several factors that can alter the
harmonic emission in comparison with the picture from a single atom,
and the final harmonic signal is not simply the direct sum of all individual
signals from each atom as if they were all packed at the same position
and under the same conditions. The atoms in the target are located at
different positions, there is a refractive index inside the gas, some atoms
are ionized, and the laser pulse has a focusing profile inside the target.
These mentioned deviations from the ideal case add different phases and
amplitudes for the emission of the harmonics at each atom, such that the
final field consists on the sum of each individual emission with different
phase and amplitude. The final signal then depends strongly on the
different added phases to the field emitted by each individual atom. The
effects of all these phases into the final harmonic spectrum is defined as
phase matching effects [276–278]. This definition allows us to introduce
the phase mismatch Δ�kn as the difference in the propagation between
the original laser propagation and the one from the nth harmonic, that is:
Δ�kn ≡ �kn − n�k1.
A very simple example of phase matching effects can be done with
a geometrical argument: at the macroscopic scale, part of the atoms in
the sample will feel the laser field before others, due to their different
locations, therefore the emission of the harmonic spectrum will occur
at different times for each atom, which translates into the addition of a
phase between the different signals. Figure 5.2 illustrates this example.
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Figure 5.2: Example of a phase matching effect from a geometrical source: a laser impinges
onto a sample of atoms and they emit the same harmonic field. The atoms separated by a
distance dπ emit with a relative phase of an odd multiple of π , thus their signals interact
destructively and they do not contribute to the macroscopic signal.
It is possible to define a coherence length for the nth harmonic
as the minimum distance between two atoms that emit out of phase
(dc = π/∆kn). In general the coherence length for a harmonic order is
defined in the same way, but taking into account that there are several
sources responsible for the phase mismatch.
The most common sources responsible for phase matching effects
are: the geometry of the source, due to the different positions of the
atoms; the relative position between the source and the detector, as the
optical path followed by the radiation from the atoms to the detector
vary with respect to the angle where this detector is placed; the refractive
index from bounded and free charges, as it affects the local wave vector
of the laser pulse; and the intrinsic phase, which is a phase depending
on the excursion time of the electron in the continuum and on the local
intensity profile of the electric field, that is the phase mismatch from
the different trajectories. The phase mismatch arising from the intrinsic
phase is then higher for long trajectories. Long trajectories are more
affected by phase matching effects if only one source of phase mismatch
is present, since the electrons responsible for them spend more time in
the continuum, however in the most general case this is not necessarily
true, since the final phase mismatch is obtained from the combination of
all the mismatch sources present in the experiment.
The importance of these effects is very high, as it determines mostly
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it is referred as the microscopic description of HHG. In real experiments
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Figure 5.2: Example of a phase matching effect from a geometrical source: a laser impinges
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distance dπ emit with a relative phase of an odd multiple of π , thus their signals interact
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the shape of the harmonic spectrum and its associated attosecond pulses.
Phase matching can be tailored in order to enhance some of the properties
of HHG, and it has been proven as a successful tool to boost the cutoff
energy into the X-ray region [279], to isolate attosecond pulses [280,
281], to tune the polarization of the attosecond pulses and even produce
circular polarization [282,283] or to generate vortex beams with the high
harmonic orders [284, 285].
In conclusion, phase matching is a concept arising from the macro-
scopic description of HHG and it is a relevant factor to take into account
when high harmonics are emitted from gas targets. It can be both detri-
mental or beneficial for different properties of the harmonic spectrum,
and therefore a high knowledge and control over it is important in order
to achieve the desired results.
5.2 PLASMON OSCILLATIONS
In this section we will introduce shortly the concept of plasmon
oscillation, and we will use the interaction of a laser-pulse with a sub-
wavelength slit aperture on a plasma to exemplify it, as it will be relevant
for the results presented after.
5.2.1 General description
In general, a plasmon is defined as a quantum of plasma oscillation,
that is their quantization, analogously as the definition of phonons to
quantify the energy in crystal lattices for solid state physics or photons
to do so with electromagnetism. When a P-polarized electromagnetic
wave goes from a dielectric material towards the separation surface with
another material at an angle of incidence θ = 0 and is reflected (i.e.
when the material is a dielectric and the angle is above the critical angle,
or when the material is a metal, or when the material is an overdense
plasma), there is a component of the field during the reflection pointing
parallel to the normal direction to the surface. This field component
causes the motion of the electrons at the surface, generating a surface
wave named surface plasmon oscillation/polariton that propagates tan-
gentially to the surface [286]. The response of the electrons to this
wave can be modeled and it is found that the collective response of the
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electrons is resonant at a specific frequency named the “resonance fre-
quency”. In the case of a plasma the resonance peak occurs for radiation
at the plasma frequency ωp, since the electric permittivity would be zero
in that case (ε = ε0(1− ω2p/ω2)).
Plasmon resonances occur when the motion of the electrons at the
surface have a collective response that triggers a local amplification of
the plasmon polariton wave. This phenomenon has been extensively
analyzed, as it can be used for an enormous amount of applications,
such as in sub-wavelength optics, near-field optics, chemistry at the
nanoscale, enhancement of energy absorption or biological applications
(see [287, 288] and references therein).
In conclusion, plasmon oscillations are field oscillations at the sur-
face of a material caused by the motion due to an electromagnetic wave
of bounded or free electrons over an ion background, that propagate
tangentially to the surface, and that can be amplified substantially if the
resonance requirements are met.
5.2.2 Case with a sub-wavelength slit
The excitation of these longitudinal oscillations at the surface only
occurs when an electromagnetic wave, P-polarized, arrives obliquely
to the target. In this situation, part of the field oscillates in the normal
direction to the surface during its reflection. The normal field component
at the surface is maximized when the laser pulse impinges tangentially to
the surface, thus generating a higher charge separation on it. Therefore,
if one uses two parallel targets very near to each other (< λ), such that
the laser pulse impinges into the separation gap between them, the charge
separation at each of the surfaces will create a sub-wavelength capacitor,
that may enhance the field inside the gap. This situation is depicted in
figure 5.3.
To produce the plasmon oscillations, it is necessary that the field
penetrates into the material at the sub-wavelength gap; hence the thick-
ness of the target should be thin enough to allow the transmission of
energy through it. For a plasma this means that the thickness has to be
on the order of the skin depth δ = c/ωp. Furthermore, the field strength
should be well below the relativistic limit (a0 � 1), in order to avoid the
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of bounded or free electrons over an ion background, that propagate
tangentially to the surface, and that can be amplified substantially if the
resonance requirements are met.
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separation at each of the surfaces will create a sub-wavelength capacitor,
that may enhance the field inside the gap. This situation is depicted in
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To produce the plasmon oscillations, it is necessary that the field
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Figure 5.3: Scheme of the described sub-wavelength capacitor. The laser pulse impinges into
the gap between the two targets and moves the electrons at the surface, generating two
plane-parallel charged surfaces with opposite charge. A field is created inside the gap, and its
charge oscillates following the electromagnetic field oscillations.
destruction of the target during the interaction and filling the gap with a
high density of electrons.
To evaluate the feasibility of this proposed setup we have performed
2D PIC simulations, in which a laser pulse impinges normally on a very
thin target ( λ) with a sub-wavelength aperture at its center. We ana-
lyze the field generated inside the gap, as well as the electron motion at
the surface. Simulations have been performed with a numerical and tem-
poral resolution of 2 · 10−3 and 10−3 (in simulation units), respectively.
The simulation box has the dimensions 6λ× 3λ (longitudinal × transver-
sal), with periodic boundary conditions in the transverse dimension and
absorbing conditions in the longitudinal dimension. A laser pulse with
an intensity of 1012 Wcm−2 and polarized in the simulation plane is
initialized into the simulation box, with a plane transverse profile and
a sin2 longitudinal profile of total width W = 5λ. We assume that the
target is made on gold ions ionized once, that is, gold ions and electrons
with a plasma density of n = 35nc and with a steep density profile. The
number of particle per cell is 16. The aperture at the target center has a
width of 0.025λ and the thickness of the target is 0.05λ. The simulation
runs until the time t = 6T , where T = c/λ is the laser period.
Figure 5.4 shows a) the electric field temporal evolution at the gap
center (normalized to the input peak amplitude a0), b) a snapshot of the
2D spatial map of the electric field and c) the charge density difference
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at the gap borders, both at the time when the electric field is maximized
at the gap center.
  
Figure 5.4: Results obtained for the described simulation setup. a) Temporal evolution of the
electric field at the gap center (normalized to the input peak amplitude a0), b) 2D distribution of
the electric field at the instant when the maximum field at the gap center is obtained and c)
spatial profile of the charge separation at the gap borders when the electric field at the gap
center is maximized.
Figure 5.4 a) shows the enhancement the field inside the gap, con-
cretely by a factor of ∼ 3. The temporal evolution of the field at the gap
reproduces the input field shape. This is expected since the electrons
that generate this field are moved by the laser field. Secondly, the field
distribution inside the gap, shown in figure 5.4 b), at the moment when
it is maximized, is homogeneous, which coincides with the capacitor
description. Finally, the motion of the electrons demonstrate that there
is a charge separation at the gap borders, seen in figure 5.4 c) at the
moment when the field is maximized, and that the electrons oscillate
around the ion background.
A quick calculation can be done to further verify the capacitor
description. The electric field from a plane parallel capacitor is given
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Figure 5.4: Results obtained for the described simulation setup. a) Temporal evolution of the
electric field at the gap center (normalized to the input peak amplitude a0), b) 2D distribution of
the electric field at the instant when the maximum field at the gap center is obtained and c)
spatial profile of the charge separation at the gap borders when the electric field at the gap
center is maximized.
Figure 5.4 a) shows the enhancement the field inside the gap, con-
cretely by a factor of ∼ 3. The temporal evolution of the field at the gap
reproduces the input field shape. This is expected since the electrons
that generate this field are moved by the laser field. Secondly, the field
distribution inside the gap, shown in figure 5.4 b), at the moment when
it is maximized, is homogeneous, which coincides with the capacitor
description. Finally, the motion of the electrons demonstrate that there
is a charge separation at the gap borders, seen in figure 5.4 c) at the
moment when the field is maximized, and that the electrons oscillate
around the ion background.
A quick calculation can be done to further verify the capacitor
description. The electric field from a plane parallel capacitor is given
by E = Q/ε0, where Q is the charge accumulated at the borders of the
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capacitor and ε0 the vacuum permittivity. We assume that in our case this
charge is given by the charge separation at the borders of the capacitor,
caused by the electron motion:
Q = qnΔd (5.3)
where q is the electron unit charge, n the particle density in the separation
region (n = nion − nelectron) and Δd the width of the separation sheath.
Taking these values from the data plotted in figure 5.4 c), we have that
Δd ≈ 6.4 · 10−4λ and n ≈ 0.5nc, yielding to a field of E ≈ 2.96a0,
which is very close to the measured maximum if figure 5.4 a), of E =
2.85a0.
5.2.2.1 Effect of different parameters
There are several factors that can affect this excitation. In this
subsection we address briefly the effect of the most relevant ones: the
polarization of the laser pulse, the gap width, the target thickness and
the intensity of the laser pulse.
5.2.2.1.1 Polarization
The functioning of this mechanism demands that the field is able
to move the electrons in the normal direction to the gap border surface,
therefore it requires the use of a field polarized into the simulation plane.
To verify this, figure 5.5 shows the temporal evolution of the electric
field inside the gap when the pulse is polarized in the simulation plane
and when it is perpendicular to it. The simulation parameters are the
same as in figure 5.4. It is clear that in the latter case the pulse is not
enhanced, but quite the opposite. Furthermore both signals are phase-
shifted by a π phase, that is consistent with the fact that the interaction is
different in both cases. The field inside the gap when the polarization is
perpendicular to the simulation plane decreases because part of the field
gets reflected and part transmitted.
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Figure 5.5: Temporal evolution of the field at the gap center for a) a pulse polarized in the
simulation plane and b) a pulse polarized perpendicular to the simulation plane.
5.2.2.1.2 Gap width and target thickness
In the ideal case, the field inside an infinite plane-parallel capacitor
is independent of the separation between the parallel charged planes,
however in this particular case there is not an infinite capacitor and its
functioning depends on the local intensity of the electric field in the gap,
that at the same time depends on the gap width and on the thickness
of the target. A quick parametric scan reveals some features of the
dependence of this process on the electric field enhancement. Figure
5.6 shows the maximum electric field at the gap center versus the gap
width and the target thickness. It can be observed that as the gap width
increases, the enhancement factor decays, since when the gap width goes
beyond the wavelength the field goes across the gap almost unperturbed
and when the gap width is much lower than the wavelength, the capacitor
description is fulfilled. The dependence of the enhancement factor with
the target thickness shows that there is an optimal target thickness for the
amplification of the field inside the gap. If the target is very thick, the
field is not able to penetrate inside the gap, whereas if it is very thin, the
surface where the charge is accumulated is reduced, thus the capacitor
description is not valid anymore.
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5.6 shows the maximum electric field at the gap center versus the gap
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description is fulfilled. The dependence of the enhancement factor with
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Figure 5.6: Enhancement factor of the electric field at the gap center by varying a) the gap width
and b) the thickness of the target.
5.2.2.1.3 Laser pulse intensity
The well functioning of this mechanism depends on the survival of
the gap, therefore if the plasmon oscillations are on the order of the gap
width and the laser pulse length has several cycles, we will start to see
deviations of this mechanism. In light of these facts, we should keep the
intensity well below the relativistic threshold and the pulse width of no
more than a few cycles.
When the field strength goes beyond the restoring ion force, then the
gap will be filled with electrons that will distort the electric field inside
it. The intensity at which this happens depends also on the pulse length,
as longer interaction times will distort the target more.
The dependence of the maximum electric field at the gap center
with the input laser intensity is shown in figure 5.7. It can be seen
that the enhancement factor increases with a sudden jump at a certain
intensity region, indicating the transition to the regime where the ion
restoring force is overcomed by the electric field. It is important to note
that the data are normalized to the input a0 for each intensity, therefore
while in relative terms the enhancement is the same for intensities below
1014 Wcm−2, in absolute terms it would grow linearly with the input
field strength a0.
The high intensity limit, at which the target is destroyed, is depicted
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Figure 5.7: Enhancement factor of the electric field at the gap center by varying the intensity of
the laser pusle.
in figure 5.8, where a laser pulse of intensity I = 1018 Wcm−2 has been
used. It can be seen how the original structure does not survive the
interaction with the laser pulse and therefore the evolution of the field
at the gap center is disrupted by its disappearance, changing its shape
respect to the one obtained at lower intensities. The field enhancement
factor is also affected, being reduced in comparison with the one for non-
relativistic intensities. In addition, the field 2D distribution at the time
where the maximum is found for lower intensities is very inhomogeneous.
It is important to note the big decrease on the maximum field at the gap
center in comparison with the values shown in figure 5.7.
  
Figure 5.8: Results for a laser intensity of I = 1018 Wcm−2: a) temporal evolution of the field at
the gap center and 2D distributions of b) the electric field and c) the electron density at the time
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Figure 5.8: Results for a laser intensity of I = 1018 Wcm−2: a) temporal evolution of the field at
the gap center and 2D distributions of b) the electric field and c) the electron density at the time
where the maximum field at the gap center happened for lower intensities.
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In summary, this mechanism for field enhancement only works for
fields polarized parallel to the gap, at non-relativistic intensities, and for
very thin targets with a sub-wavelength gap width.
5.3 PHASE MATCHING EFFECTS IN NANOANTENNAS
Recently it has been shown that a laser oscillator’s electric field,
when focused into a nanoantenna structure filled with a gas, can be am-
plified enough to trigger HHG [289–291]. This has been also reported
very recently for HHG in nanostructured crystalline targets [292, 293].
Some works addressing the properties of HHG in this scheme have
been published: a first theoretical investigation of HHG in bow-tie an-
tennas and nanocones reported the extension of the plateau’s cutoff
frequency [294]. The generation of isolated attosecond pulses was stud-
ied theoretically in coupled-ellipsoid nanostructures [295]. HHG and
attosecond pulse generation has also been studied in nano-structured
metallic funnel-waveguides [296]. In the experiments [289–291], bow-
tie shaped elements were etched in gold films evaporated on sapphire
substrates and submitted to oscillator pulses with a length of ≤ 10 fs and
a wavelength of 800 nm, with a peak intensity at focus of ∼ 1011 Wcm−2,
at 78 MHz repetition rate. The bow-tie gaps are filled with Ar or Xe,
exiting a gas nozzle at 115 to 375 Torr pressures. Under these conditions,
the plasmonic oscillation enhances the driving field subtantially [289].
It should be noted, however, that the field enhancement is located at
the antenna’s gap, and not at the substrate, where the intensity remains
below the damage threshold. Gold nanoantennas can tolerate high field
amplitudes before being damaged, depending on the particular condi-
tions of resonance, reaching intensities up to 1014 Wcm−2 for antenna’s
lengths of 140 − 175 nm and pulse lengths below < 10 fs [291]. De-
spite these promising characteristics, the small interaction volume in
comparison with that of the conventional HHG experiments at higher
intensities, reduces the efficiency of the target volume emission in 6 to
8 orders of magnitude [290, 297]. Also, resonant-enhanced atomic line
emission [290, 298] can mask the harmonic signal, making it difficult
to distinguish between HHG and atomic fluorescence. Very recently,
high-harmonics have been efficiently produced from nanostructures on
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sapphire [292] and silicon [293], which makes HHG in nanostructured
crystalline targets a promising candidate to implement this setup.
The most common sources of phase mismatch for HHG in gases
have a marginal role when the propagation distances are shorter than the
wavelength (see methods in reference [297]). Considering this, phase
matching effects should be residual in HHG from nanostructures, even
with the relative high pressures used in the experiments mentioned above.
We demonstrate with this study [271] that phase matching not only has
to be taken into account in these setups, but it plays a relevant role even
at the nanometric scale.
5.3.1 Simulation setup and numerical methods
The simulation setup considered is the following: a 800 nm laser
pulse, with a sin2 longitudinal profile with a 5-cycle width and a plane
transverse profile, is aimed to a bow-tie shaped nanoantenna, whose gap
is filled with Ar gas. The driving field’s peak intensity, 6.7 · 1011 Wcm−2
(field peak amplitude 2.25 GV/m) is chosen as a safe value below the
damage threshold [291]. The field is linearly polarized along the z axis.
The antenna dimensions are 50 nm (thickness), 175 nm (half length) and
20 nm (gap), similar to those used in previous experiments [289,291,297].
To simulate this interaction we use three-dimensional PIC simulations,
with a simulation box of dimensions 150× 300× 470 nm, that encloses
completely the antenna, with a spatial resolution of 0.015 in simulation
units, periodic boundary conditions in the transverse dimensions and ab-
sorbing boundary conditions in the longitudinal dimension. The plasma
is composed of electrons and gold ions, with a density of 34.3nc and
1 particle per cell. The plasma profile has a steep profile. Figure 5.9
shows the scheme of the system, along with the field profile across the
gap height (z axis) at the gap center (x = y = 0) at the moment of peak
intensity (tmax = 8 fs).
It is important to note that the field intensity distribution inside
the gap is inhomogeneous. Previous studies have shown that for strong
spatial inhomogeneities, the harmonic spectrum radiated by a single atom
is modified [299], extending to frequencies beyond the spectral cut-off.
Our integration of the time-dependent Schrödinger equation indicates
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In summary, this mechanism for field enhancement only works for
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Figure 5.9: a) Simulated interaction scheme: a few-cycle NIR beam is focused into a gold
bow-tie nano antenna. Harmonics are generated from argon gas by the enhanced driving field at
the antenna’s gap. b) Field amplitude profile across the gap, at the antenna’s center, induced at
the peak of the driving field at the time tmax.
that this effect is negligible for the interaction parameters considered
here.
HHG and its propagation is computed at the antenna’s gap volume
using the electromagnetic field propagator [300] for a sufficiently large
sample of individual atoms (105). The target (gas cell or gas jet) is
discretized into a set of elementary radiating volumes centered at rj , and












where aj is the dipole acceleration, qj is the charge of the electron, sd is
the unitary vector pointing to the detector, and rd and rj are the position
vectors of the detector and of the elementary radiator j, respectively.
Equation (5.4) assumes that the harmonic radiation propagates with the
vacuum phase velocity, which is a reasonable assumption for high-order
harmonics. Finally the total field at the detector is computed as the
coherent addition of these elementary contributions. Propagation effects
in the fundamental field, such as the production of free charges, the
refractive index of the neutrals, the group velocity walk-off [301], as
well as absorption in the propagation of the harmonics, are included, al-
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though they are negligible in gas targets for sub-wavelength propagation
distances.
In the case of intense fields, the computation of the dynamics of the
elementary radiators is not trivial, as the interaction is non-perturbative.
Due to the large number of radiators, using the exact numerical inte-
gration of the Time Dependent Schrödinger Equation (TDSE) becomes
extremely expensive, specially for mid-infrared driving fields. There-
fore, the use of simplified models is required. For these intense fields,
the S-matrix approaches combined with the Strong-Field Approxima-
tion (SFA) [302–304] are demonstrated to retain most of the features
of the HHG [272, 273]. We will use an extension of the standard SFA
(SFA+), where the acceleration of the j radiator (�aj) is found from two
contributions, �ab,j and �ad,j , the first being the standard SFA expression,
and the later being a correction due to the instantaneous dressing of the
ground state during the electron’s recollision. The method used here
computes the dipole acceleration directly from the superposition of the
contributions of each Volkov wave. Each contribution can be integrated
separately as an ordinary 1D equation, leading to a very efficient algo-
rithm without resorting to the saddle-point approximation [305, 306].
This method combining high harmonic generation and propagation has
shown excellent agreement with HHG experiments with conventional
set-ups, where phase matching plays a relevant role [279, 307, 308]. For
the pressures (< 375 Torr) and nanometric optical paths considered
here, the influence of the neutral and free carriers on the driving field is
negligible [297], consequently the harmonic intensity signal follows a
power-two scaling with the number of radiators, typical of a coherent
build-up process. To obtain a faithful comparison of the phase matching
conditions at different interaction volumes, the results of our calculations
have been normalized to the same number of radiators.
We note that, despite quantum SFA models are derived for homoge-
nous fields, it has been pointed out before that the field inhomogeneity
in our case is irrelevant at the single-atom level, and therefore SFA can
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nous fields, it has been pointed out before that the field inhomogeneity
in our case is irrelevant at the single-atom level, and therefore SFA can




In figure 5.10 a) we plot in violet the total (volume-integrated)
propagated harmonic emission from the gas enclosed in the gap, for the
antenna structure depicted in figure 5.9 a), as collected by a far-field
detector located in the x-axis. For comparison, the effective single-
atom emission is shown in blue. We define the latter as the coherent
emission of the same number of atoms in the volume, all located at
the coordinate origin (gap’s center), therefore propagation effects are
excluded. Note that the drop in harmonic efficiency by a factor 4 reflects
the fact that the average intensity in the interaction volume is lower
than the intensity at the gap’s center –where the effective single-atom
emission is computed–, so it cannot be considered as a direct proof of
phase mismatch degradation. In contrast, panels 5.10 b)-d) provide for a
more precise diagnostic of the role of phase matching.
Figure 5.10: a) Violet: Harmonic spectrum from the volume-integrated propagated signal emitted
by the argon gas enclosed in the antenna’s gap (linear scale), for the antena’s design depicted in
figure 5.9 a). Blue: emission by the same number of atoms positioned at the coordinate origin
(referred in the text as effective single-atom emission). b) EUV field emitted by the antenna, after
filtering out the harmonic orders below 10, c) Time-frequency analysis of the emission of the
effective single-atom and d) the same for the volume-integrated propagated signal.
Figures 5.10 c)-d) plot the time-frequency analysis of the harmonic
emission for the effective single-atom and the integrated volume, re-
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spectively. The wedge-shaped intensity structures have a well-known
origin [309], corresponding to the pair of electron trajectories that rescat-
ter with the parent ion with the same kinetic energy every half cycle. The
first harmonic emission corresponds to the short trajectories (positive
slope) and the second to the long ones (negative slope). The comparison
between the panels c) and d) of figure 5.10 shows that the contribution
of the long trajectories is strongly suppressed in the integrated-volume
emission. The elimination of trajectory contributions is a well known
consequence of phase matching in HHG, and has a practical interest
for attophysics, as the associated attosecond bursts become narrower
when this happens. This is shown in figure 5.10 b), where it is plotted
the temporal structure of the higher part of the harmonic spectrum (har-
monic orders > 10). It becomes apparent how the contrast and width of
the attosecond pulses is narrower in the integrated volume case. Also,
as both trajectory contributions exhibit opposite chirp, the suppression
of one type leads to attosecond pulses with simpler chirp, easier to be
compensated near the Fourier limit [310].
To gain insight into the nature of this suppression, we plot in the
left column of figure 5.11 the local field intensity distributions inside the
antenna’s gap, for the main simulation planes (x = 0; y = 0; z = 0).
The intensity distributions are plotted at the time instant when the en-
hanced field has its maximum (tmax). As expected, the antenna structure
imposes intensity variations at the nanometer scale, the intensity gra-
dients being more pronounced in the x̂ and ŷ directions. On the right
column of figure 5.11 it is shown the time dependent field amplitudes at
three points along the y, x and z directions, respectively, indicated with
white crosses in the left column. The inspection of these plots shows
no appreciable phase shifts of the driving field within the gap’s volume,
demonstrating that the nanostructure geometry does not have an effect
in the field’s phase, but it does in the intensity.
Therefore, our analysis rules out three of the main factors contribut-
ing to the phase mismatch of harmonic propagation: on one side, neutrals
and plasma contributions are negligible in this sub-wavelength scale of
the propagation, on the other side, the nanoantenna geometry does not
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Figure 5.11: Left column: Absolute value of the field amplitude at the planes a) z = 0, b) y = 0
and c) x = 0 at the time tmax. Right column: Time-dependent amplitudes at three points in each
of the planes (white crosses in the left-column plots).
This leaves the intrinsic phase as the main source of phase mismatch.
Since this phase term is proportional to the local intensity, the spatial
inhomogeneity shown in figure 5.11 will be translated to phase shifts
of the harmonics emitted at different regions of the interaction volume.
Note that this remarkably small scale of phase mismatch is induced by
the non-perturbative nature of the HHG and, therefore, will not be found
in ordinary perturbative harmonic generation.
To demonstrate the spatial shift of the harmonic phase, we show in
figure 5.12 a)-c) the spatial maps of the intensity (color background) and
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phase (arrows) for the 17th harmonic of the spectrum shown in figure
5.10 a), along the main planes of the interaction volume. The arrow
distributions define a coherence length in the medium as the distance be-
tween the nearest points with opposite arrow directions, i.e. the distance
between two atoms whose harmonic emission interferes destructively.
Note that HHG is susceptible to phase shifts in the propagation direction
as well as in the transverse dimensions [307]. In the case depicted in
figure 5.12, the interaction volume is too small to include a complete
half rotation of the arrows, therefore the coherence lengths are larger
than the target’s size in any dimension. However, despite there is not a
complete destructive interference, it is also evident that there is a spatial
phase shift in the harmonic emitted and, therefore, the total yield should
be affected by the partial cancellation. It can also be observed that these
phase shifts are more pronounced in regions with higher intensity gra-
dients of the driving field. This demonstrates the connection between
the harmonic phase shift and intensity variations of the driving field, a
particular feature of the intrinsic phase in HHG. As mentioned above,
the intrinsic phase is proportional to the electron’s excursion time. Long
trajectories have a stronger dependence with the intensity than short ones
and are more susceptible to intrinsic-phase mismatch. This explains the
selective suppression of the long trajectory contributions, revealed by
the time-frequency analysis shown in figure 5.10 c)-d).
5.3.2.1 Modification of the antenna geometry
The modification of the antenna structure affects the plasmon oscil-
lations as well as the geometry of the enhanced field. We have explored
the effect in HHG of increasing the antenna’s thickness and the gap
width from the original antenna structure in figure 5.9.
Figure 5.13 depicts the results obtained for a 100 nm thick bow-tie
antenna. Our computations show that for this case, the field enhancement
in the gap is less than in the 50 nm thick case in the main text. In order to
compare properly both situations, we have increased the driving field’s
intensity in the 100 nm case by a factor 1.5, such that the maximum
peak field inside the gap remains the same in both cases. Under these
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phase (arrows) for the 17th harmonic of the spectrum shown in figure
5.10 a), along the main planes of the interaction volume. The arrow
distributions define a coherence length in the medium as the distance be-
tween the nearest points with opposite arrow directions, i.e. the distance
between two atoms whose harmonic emission interferes destructively.
Note that HHG is susceptible to phase shifts in the propagation direction
as well as in the transverse dimensions [307]. In the case depicted in
figure 5.12, the interaction volume is too small to include a complete
half rotation of the arrows, therefore the coherence lengths are larger
than the target’s size in any dimension. However, despite there is not a
complete destructive interference, it is also evident that there is a spatial
phase shift in the harmonic emitted and, therefore, the total yield should
be affected by the partial cancellation. It can also be observed that these
phase shifts are more pronounced in regions with higher intensity gra-
dients of the driving field. This demonstrates the connection between
the harmonic phase shift and intensity variations of the driving field, a
particular feature of the intrinsic phase in HHG. As mentioned above,
the intrinsic phase is proportional to the electron’s excursion time. Long
trajectories have a stronger dependence with the intensity than short ones
and are more susceptible to intrinsic-phase mismatch. This explains the
selective suppression of the long trajectory contributions, revealed by
the time-frequency analysis shown in figure 5.10 c)-d).
5.3.2.1 Modification of the antenna geometry
The modification of the antenna structure affects the plasmon oscil-
lations as well as the geometry of the enhanced field. We have explored
the effect in HHG of increasing the antenna’s thickness and the gap
width from the original antenna structure in figure 5.9.
Figure 5.13 depicts the results obtained for a 100 nm thick bow-tie
antenna. Our computations show that for this case, the field enhancement
in the gap is less than in the 50 nm thick case in the main text. In order to
compare properly both situations, we have increased the driving field’s
intensity in the 100 nm case by a factor 1.5, such that the maximum
peak field inside the gap remains the same in both cases. Under these
conditions, figure 5.13 a)-b) show that a thicker nano-antenna is less
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Figure 5.12: Intensity (color) and phase (arrows) maps of the spatial contributions to the 17th
harmonic far field plotted along the planes shown in figure 5.11 a)-c).
efficient for the harmonic generation and it does not present a clear
advantage in the temporal characteristics of the attosecond pulses. The
arrow map plotted in figure 5.13 c) shows that the interaction region is
larger than the coherence length.
Increasing of the gap width from 20 nm to 40 nm conveys an en-
hancement of the efficiency, as shown in figure 5.14 a), demonstrating
that structures with wider gaps are optimal for harmonic generation. In
order to compare properly both situations, we have increased the driving
field peak intensity in the 40 nm case by a factor of 1.77, such that
the peak of the amplified field inside the gap remains the same in both
situations. Interestingly, the generated attosecond pulses have a higher
contrast, which suggest that the suppression of the long trajectory contri-
butions is more effective for wider gaps. The arrow map in figure 5.14
c) shows that since the phase shift along the gap is small, the increase
of the gap distance does not include regions with oposite phases in the
interaction volume. Therefore wider gaps seem to be more favorable
for the efficient harmonic generation, provided that the weaker plasmon
resonant enhancement is compensated by the increase of the driving field
intensity.
Our findings demonstrate that phase matching becomes a limit for
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Figure 5.13: Results for the spectrum emitted by a bow-tie antenna structure with the same
geometry as the one considered in figure 5.9, but with its thickness increased by a factor two
(100 nm). The driving field parameters are also those used in the main text, except for the
driver’s intensity, that has been increased by a factor of 1.5, to match the peak field amplitude at
the center of the gap in both cases. a) Spectrum of the gap’s volume harmonic emission in
comparison with the 50 nm thickness case. b) Attosecond pulses after selecting the higher
frequencies of the harmonic spectra (harmonic orders > 10), in comparison with the 50 nm
thickness case. c) Map of the 17th harmonic intensity (color background) and phases (arrows)
for the 100 nm thick antenna. The white double arrow indicates the coherence length.
thicker antennas, due to the intensity variation along the propagation
dimension. On the other hand, the softer phase variations along the z
axis allow to enhance the harmonic emission by increasing the antenna’s
gap and, therefore the interaction volume. The increase of the radiating
volume can help to raise the contrast between the harmonic emission and
the incoherent background [290].
In conclusion, we demonstrate that phase matching plays a rele-
vant role in HHG in nanostructures. Despite the nanoscale propagation
distances preclude any significant influence of the common sources of
phase mismatch, high harmonics have still a substantial phase shift due
to the non-perturbative intrinsic phase, this is an universal effect and will
be found in any setup like the one described here. Phase-matching at the
nanoscale can then be used to modify the spatio-temporal properties of
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Figure 5.13: Results for the spectrum emitted by a bow-tie antenna structure with the same
geometry as the one considered in figure 5.9, but with its thickness increased by a factor two
(100 nm). The driving field parameters are also those used in the main text, except for the
driver’s intensity, that has been increased by a factor of 1.5, to match the peak field amplitude at
the center of the gap in both cases. a) Spectrum of the gap’s volume harmonic emission in
comparison with the 50 nm thickness case. b) Attosecond pulses after selecting the higher
frequencies of the harmonic spectra (harmonic orders > 10), in comparison with the 50 nm
thickness case. c) Map of the 17th harmonic intensity (color background) and phases (arrows)
for the 100 nm thick antenna. The white double arrow indicates the coherence length.
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gap and, therefore the interaction volume. The increase of the radiating
volume can help to raise the contrast between the harmonic emission and
the incoherent background [290].
In conclusion, we demonstrate that phase matching plays a rele-
vant role in HHG in nanostructures. Despite the nanoscale propagation
distances preclude any significant influence of the common sources of
phase mismatch, high harmonics have still a substantial phase shift due
to the non-perturbative intrinsic phase, this is an universal effect and will
be found in any setup like the one described here. Phase-matching at the
nanoscale can then be used to modify the spatio-temporal properties of
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Figure 5.14: Results for the HHG emitted by a bow-tie antenna structure with the same geometry
as the considered in figure 5.9 but with the gap size increased by a factor two (40 nm). The
driving field parameters are also those used in the main text, except for the driver’s intensity, that
has been increased by a factor 1.77, to match the peak field amplitude in the gap in both cases.
a) Spectrum of the gap’s volume harmonic emission in comparison with the 20 nm gap case. b)
Attosecond pulses after selecting the higher frequencies of the harmonic spectra (harmonic
orders > 10), in comparison with the 20 nm gap case. c) Map of the 17th harmonic intensity
(color background) and phases (arrows) for the antenna with 40 nm gap.
the harmonics, through selection of the quantum path trajectories, and
hence several applications that make use of phase-matching in macro-
scopic scenarios may be also applicable here. It has been also shown that
phase matching can be engineered modifying the antenna’s geometry,
which is understandable from the fact that the field distribution over time
inside the gap volume is affected by the target shape.
Recent studies of HHG in crystalline materials [311] demonstrate
the existence of an intensity-dependent phase, analogous to the intrinsic
phase in HHG from atoms. This result together with the finding that
nanostructured crystalline targets enhance HHG [292, 293], suggest that
our conclusions may be also applicable to HHG from nanostructured
crystalline materials.
5.4 CONCLUSIONS
We have introduced the concept of HHG in gas targets and explained
briefly its nature and its main properties, along with the concept of phase-
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matching, which is very important for several applications.
We have proposed a method to enhance locally at sub-wavelength
distances the intensity of a laser pulse, making use of plasmon oscilla-
tions at the surface of an overdense plasma, plus the diffraction from a
sub-wavelength aperture on a nanometric thick target. This setup cre-
ates a sub-wavelength capacitor that oscillates with the laser field and
enhances the field locally.
The combination of the previous two concepts has been used to
study HHG in nanostructured solid targets, where the gas that generates
the harmonics is enclosed inside a nanogap where the capacitor is formed.
This study has shown, on the contrary of what was typically assumed,
that the generation of high harmonics in these setups is affected by phase-
matching effects, and that the source of phase-mismatch is the intrinsic
phase, arising from the field spatial distribution in the gap volume. These
findings represent and advancement on the understanding of HHG in
gas targets at sub-wavelength distances, and could be even applicable to
HHG in crystalline targets, as suggested from very recent publications.
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This thesis has been mainly devoted to the study, via particle in
cell (PIC) simulations, of the interaction between intense and ultrashort
laser pulses with solid targets, in the form of ionized overdense plasmas.
The focus of this work has been to make use of two of the most known
outcomes of this interaction, high harmonic generation (HHG) in the
reflected field and proton acceleration via target normal sheath accel-
eration (TNSA), to be able to propose new experimental setups where
some of their properties can be enhanced and used for applications. The
obtained results will find applicability into attoscience, atomic physics,
medical physics or materials physics, among many other examples.
We have analyzed the phenomenon of high harmonic generation in
solid targets, introducing its main properties and its dependence with dif-
ferent relevant physical factors. We have proposed two setups to achieve
the isolation of a single attosecond pulse: the first is a new version of the
already known polarization gating mechanism, where the polarization
gate is generated via a nonlinear mechanism known as cross polarized
wave generation (XPWG), in combination with a quarter-wavelength
plate; the second is a completely new method proposed by us, consisting
on the coherent combination of two laser pulses with a small frequency
shift between them, forming a beating pattern that reduces effectively
the width of the resulting pulse and thus the number of attosecond pulses
in the train. The two methods are able to achieve the isolation of a single
attosecond pulse, using many-cycle laser pulses with table-top intensi-
ties. We have also studied in depth how to control the polarization of the
generated attosecond pulses by tuning the polarization state and angle
of incidence of the laser pulse, making use of the relativistic electronic
spring (RES) model, which describes accurately the HHG process in
the regime where the relativistic similarity parameter S = n/a0 is in
the range [0.05, 5]. We have found that there is a region in the space of
parameters for which near circularly polarized attosecond pulses are gen-
erated, which is independent on the S parameter in the range of values
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addressed. We have also found that, as the S parameter decreases and
the RES mechanism becomes more dominant, a new parameter region
for the generation of circular attosecond pulses appears, allowing their
production even when the laser pulse is linearly polarized, under certain
conditions.
Proton acceleration via the TNSA mechanism has been studied,
for the particular case in which the target front surface is structured
with periodic grating-like nanostructures on top of it. We have found
that triangular nanostructures allow the absorption of almost the whole
laser pulse energy, and that this enhanced absorption translates into an
increase of the proton energy by a factor of ∼ 5 in comparison with
when a flat target is used. An analytical model was introduced to explain
the reason behind the enhanced absorption, based on the motion of the
electrons in the vacuum gaps of the structure under the influence of the
laser electric field. The model predicted an optimal structure design
to maximize energy absorption, which was confirmed by performing
a parametric scan with PIC simulations. Finally, the robustness of the
enhanced energy absorption from these targets under typical deviations
that can be found in a laboratory was addressed, on one side it was found
that the very high absorption percentages are maintained for a range of
laser intensities, by changing the ion species or by adding irregularities
to the structures, and on the other side it was observed that the addition
of a pre-plasma is strongly detrimental to the enhanced absorption.
We have studied the interaction between a laser pulse of low intensity
(a0 � 1) and a target with a nanometric aperture, finding that if the
aperture width and the target thickness are below the laser wavelength,
the plasmon oscillations of the charge density at the aperture edges
generate a parallel plate nanocapacitor that enhances locally the intensity
of the electric field. The findings from this setup have been used to study
HHG from gas media when a gas is enclosed in the nanogap of a bow-tie
nanostructure. Prior to this, the phenomenon of HHG in gas targets
was introduced and its main properties explained, with an emphasis on
the phase-matching effects. Our findings demonstrated that the local
enhancement of the electric field in the gap of the nanoantenna affects
HHG, such that phase-matching effects were found to play a relevant
140
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role in these setups, in opposition of what was typically assumed, since
the most common sources of phase-mismatch are not relevant in these
setups. The intrinsic phase of the emitted harmonics is responsible for
the phase-matching effects, indicating that this is an universal effect and
will be found in any setup involving nanoantenna structures.
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[37] D. von der Linde and K. Rzàzewski. High-order optical harmonic




[38] S. Gordienko, A. Pukhov, O. Shorokhov, and T. Baeva. Rela-
tivistic doppler effect: Universal spectra and zeptosecond pulses.
Phys. Rev. Lett., 93:115002, 2004.
[39] T. Baeva, S. Gordienko, and A. Pukhov. Theory of high-order
harmonic generation in relativistic laser interaction with overdense
plasma. Phys. Rev. E, 74:046404, 2006.
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tic high harmonics and (sub-)attosecond pulses: relativistic spikes
and relativistic mirror. Eur. Phys. J. D, 55(2):407, 2009.
[42] Alexander S. Pirozhkov, Sergei V. Bulanov, Timur Zh. Esirkepov,
Michiaki Mori, Akito Sagisaka, and Hiroyuki Daido. Attosecond
pulse generation in the relativistic regime of the laser-foil inter-
action: The sliding mirror model. Phys. Plasmas, 13(1):013107,
2006.
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roneinc, A. Newkirk, H. Pépin, and N. Renard-LeGalloudec. Ul-
tralow emittance, multi-mev proton beams from a laser virtual-
cathode plasma accelerator. Phys. Rev. Lett., 92:204801, 2004.
[117] H. Schwoerer, S. Pfotenhauer, O. Jackel, K.-U. Amthor, B. Lies-
feld, W. Ziegler, R. Sauerbrey, K.W.D. Ledingham, and T. Esirke-
pov. Laser-plasma acceleration of quasi-monoenergetic protons
from microstructured targets. Nature, 439(7075):445–448, 2006.
[118] I. Prencipe, A. Sgattoni, D. Dellasega, L. Fedeli, L. Cialfi, Il.W.
Choi, I.J. Kim, K.A. Janulewicz, K.F. Kakolee, H.W. Lee, J.H.
Sung, S.K. Lee, C.H. Nam, and M. Passoni. Development of
foam-based layered targets for laser-driven ion beam production.
Plasma Phys. Control. Fusion, 58(3):034019, 2016.
[119] M. Passoni, A. Sgattoni, I. Prencipe, L. Fedeli, D. Del-
lasega, L. Cialfi, Il Woo Choi, I Jong Kim, K. A. Janulewicz,
Hwang Woon Lee, Jae Hee Sung, Seong Ku Lee, and Chang Hee
Nam. Toward high-energy laser-driven ion beams: Nanostruc-
tured double-layer targets. Phys. Rev. Accel. Beams, 19:061301,
2016.
[120] E. Fourkal, I. Velchev, and C.-M. Ma. Coulomb explosion effect
and the maximum energy of protons accelerated by high-power
lasers. Phys. Rev. E, 71:036412, 2005.
[121] K Zeil, J Metzkes, T Kluge, M Bussmann, T E Cowan, S D Kraft,
R Sauerbrey, B Schmidt, M Zier, and U Schramm. Robust energy
enhancement of ultrashort pulse laser accelerated protons from re-
duced mass targets. Plasma Phys. Control. Fusion, 56(8):084004,
2014.
[122] S. Kahaly, S.K. Yadav, W.M. Wang, S. Sengupta, Z.M. Sheng,
A. Das, P.K. Kaw, and G.R. Kumar. Near-complete absorption of
157
MANUEL BLANCO FRAGA
[110] J. Fuchs, Y. Sentoku, S. Karsch, J. Cobble, P. Audebert, A. Kemp,
A. Nikroo, P. Antici, E. Brambrink, A. Blazevic, E. M. Campbell,
J. C. Fernández, J.-C. Gauthier, M. Geissel, M. Hegelich, H. Pépin,
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nik, H. Schröder, M. Lezius, K. L. Kompa, H.-G. Muller, M. J. J.
Vrakking, S. Hendel, U. Kleineberg, U. Heinzmann, M. Drescher,
and F. Krausz. Attosecond real-time observation of electron tun-
nelling in atoms. Nature, 446:627, 2007.
[199] G. Sansone, E. Benedetti, F. Calegari, C. Vozzi, L. Avaldi,
R. Flammini, L. Poletto, P. Villoresi, C. Altucci, R. Velotta, S. Sta-
gira, S. De Silvestri, and M. Nisoli. Isolated single-cycle attosec-
ond pulses. Science, 314(5798):443–446, 2006.
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C. Reinhardt, M. Kovačev, V. Knittel, R. Bratschitsch, D. Ake-
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• M. Blanco, Creación dun código PIC para a simulación de in-
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López, A. Iglesias, J. Silva-Rodriguez and M.T. Flores-Arias,
Radioisotope production by laser for PET imaging (Oral) 8th
Petawatt Conference, 10-11 September 2016, Montebello (Canada)
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Rodrı́guez, F. Cambronero-López, J. Arines and P. Aguiar, Biomed-
2016
• M. Blanco, C.Ruiz, M.T. Flores-Arias and M. Vranic, Ion acceler-
ation in microstructured targets (Poster) 43rd EPS Conference
on Plasma Physics - EPS2016, 3-9 July 2016, Leuven (Belgium)
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