One generator quasi-cyclic codes over F 2 + uF 2 + vF 2 + uvF 2 Srinivasulu B · Maheshanand Bhaintwal Received: XXX/ Accepted: XXX Abstract In this paper, we study the structure of 1-generator quasi-cyclic codes over the ring R = F 2 + uF 2 + vF 2 + uvF 2 , with u 2 = v 2 = 0 and uv = vu. We determine the minimal spanning sets for these codes. As a generalization of these codes, we also investigate the structure of 1-generator generalized quasi-cyclic codes over R and determine a BCH type bound for them.
Introduction
Cyclic codes are well studied algebraic codes because of their rich algebraic structure and their ease in encoding and decoding schemes. Quasi-cyclic codes (QC) are an important generalization of cyclic codes. QC codes over finite fields are closely related to convolution codes [9] . They are significant as they are asymptotically good and meet the modified version of Gilbert-Varshamov bound [15] . QC codes have been studied extensively over finite fields and many optimal codes of shorter lengths were obtained as a family of these codes [8, 13, 14, 19] . Recently the study of QC codes has been extended to finite commutative rings like Z 4 , F 2 + uF 2 with u 2 = 0, Galois, and Chain Rings etc.
Siap et al. [2] and Aydin [4] have studied QC codes over Z 4 for different restrictions on lengths. They have obtained some new binary linear as well as non-linear optimal codes as Gray images of these codes. In [5] , the authors have investigated the structural properties of QC codes over Z q of length ml. They have given a sufficient condition for 1-generator QC codes over Z q to be free and also derived a formula for their ranks. In [12] , Gao and Kong have investigated structural properties of 1-generator QC codes over the finite chain ring F p m [u] / u s , where s is an arbitrary non-negative integer. They have enumerated them by considering their annihilators. Siap et al. have determined [21] the type and hence size of 1-generated QC codes over F 2 + uF 2 , u 2 = 0, by giving a minimal spanning set. They also showed that the Gray images of cyclic codes over R are 2-generated QC codes over F 2 + uF 2 . Recently Aydin et al. [3] have studied QC codes over R. They have found seventeen new binary QC codes and also obtained some best known binary linear codes as Gray images of QC codes over R.
Siap and Kulhan have investigated the structure of generalized quasi-cyclic codes (GQC) codes over finite fields [20] , where they have determined the generators of 1-generator GQC codes and gave a BCH bound for them. This study has been further extended by many authors [6, 7] . Recently, Gao et al. have studied [11] GQC codes over F q + uF q and obtained their structural properties. Wu et al. have studied 1-generator GQC over Z 4 [22] and constructed some new Z 4 -linear codes. Using a Gray map, they have also obtained some good binary nonlinear codes.
Polynomial factorization plays an important role in the study of cyclic as well as QC codes over a ring. Since R contains both the rings F 2 + uF 2 , u 2 = 0, and F 2 properly, the factorization of a polynomial over these rings is still valid over R. Motivated by the study of Siap et al. [21] , in this paper we consider 1-generator QC codes and 1-generator GQC codes over the non-chain ring R and generalize the results that are given in [21] . We determine minimal spanning sets for these codes. We also determine a BCH type of lower bond for this family of codes. The paper is organized as follows. In Section II we give basic notations and definitions. In Section III we determine a generating set for 1-generator GQC codes over R. We give a necessary condition for a family of 1-generator QC codes over R to be free. In Section IV we consider 1-generator GQC codes over R and determine a minimal spanning set for them.
Preliminaries
Throughout this paper, R denotes the ring F 2 + uF 2 + vF 2 + uvF 2 , where u 2 = v 2 = 0 and uv = vu. A detailed information about the ring R = F 2 +uF 2 +vF 2 +uvF 2 , with u 2 = v 2 = 0, uv = vu and the structural properties of linear codes and cyclic codes over R can be obtained from the series of papers [16, 23, 24, 25] . We recall that a linear code C of length n over R is an R-submodule of R n . The Lee weight of an element a + ub
where w H is the Hamming weight and
, is a Gray map [3] . The Lee weight w L (c) of an n-tuple c ∈ R n is defined as the rational sum of Lee weights of its components. The minimum Lee distance of a linear
The Gray map is a linear isometry, and hence whenever C is a linear code of length n over R with minimum distance d and size 2 k , we have φ (C) as a [4n, k, d] binary linear code.
A linear code C of length n is cyclic if it is closed with respect to cyclic shift i.e.
Identifying a codeword (c 0 , c 1 , · · · , c n−1 ) ∈ C with a polynomial c 0 + c x + · · · + c n−1 x n−1 , we see that a cyclic code C of length n over R is precisely an ideal of R[x]/ x n − 1 . The complete ideal structure of a cyclic code C of length n over R is as follows. [16] Let C be a cyclic code of length n over the ring R. Then
Theorem 1
, where a 4 |a 2 |a 1 |(x n − 1) and a 4 |a 3 |a 1 |(x n − 1) over F 2 ; 2. For odd n, C = a 1 (x) + ua 2 (x), va 3 (x) + uva 4 (x) , where a 4 |a 2 |a 1 |(x n − 1) and a 4 |a 3 |a 1 |(x n − 1) over F 2 ; 3. C is a free cyclic code if and only if C = a 1 (x) +up 1 (x) +vq 1 (x) +uvr 1 (x) and a 1 
are said to be relatively prime, if there exist polynomials
We note that if f 1 (x) and f 2 (x) are relatively prime over R, then µ( f 1 )(x) and µ( f 2 )(x) are relatively prime over F 2 , where µ( x m −1 -submodule of (R m ) l . Note that for l = 1, an l-quasi cyclic code over R is a cyclic code of length m over R. An r-generator QC code is a R m -submodule of (R m ) l with r-generators. Thus a 1-generator QC code C over R generated by
Theorem 3 [17] Let C be a cyclic code of length n over a finite field GF(q). Also, let k be the number of consecutive powers of the nth roots of unity that are zeros of g(x). Then d H (C)
In this section, we study 1-generator QC codes over R. The following theorem gives the structure of the components of the generator of a 1-generator QC code over R.
Theorem 4 Let C be a 1-generator l-QC code over R of length n
belongs to a cyclic code C i of length m over R, and 4 as as defined in Theorem (1) .
is an l-QC code of length n = ml, then it is easy to show that Π i (C) is a cyclic code of length m over R. The result then follows from Theorem 1.
In the following theorem, we determine the size of a 1-generator l-QC code over R of length n = ml by giving a minimal spanning set.
Theorem 5 Let C be a 1-generator l-QC code of length n = ml over R generated by A
Then C has a minimal spanning set given by
where
As degr 1 < t 1 , we have r 1 A 1 ∈span(S 1 ). Again using division algorithm we get q 2 , r 2 ∈ R m [x] such that q 1 (x) = q 2 ν + r 2 , where r 2 = 0 or deg(r 2 ) < t 2 .
Since ϖ = gcd{p 1 h, p 2 h, · · · , p l h} and for each 1 ≤ i ≤ l, we get c i ∈ R m [x] such that p i h = c i ϖ and therefore p i hν = c i ϖν = 0. Therefore from equation (1), we get
As deg(r 2 ) < t 2 , implies that r 2 A 2 ∈span(S 2 ). Again using division algorithm we get q 3 , r 3 ∈ R m [x] such that q 2 (x) = q 3 λ + r 3 , where r 3 = 0 or deg(r 3 ) < t 3 .
Since ρ = gcd{q 1 ν, q 2 ν, · · · , q l ν} and for each 1
such that q i ν = c i ρ and therefore q i νλ = c i ρλ = 0. Therefore from equation (2), we get
Clearly r 3 A 3 ∈span(S 3 ). Finally, by division algorithm we get q 4 , r 4 ∈ R m [x] such that
Therefore from equation (3), we get
Note again that as δ = gcd{r 1 λ , r 2 λ , · · · , r l λ } and for each 1 ≤ i ≤ l, we get e i ∈ R m [x] such that uvr i λ κq 4 = uve i δ κq 4 = 0. Therefore from equation (4), we get
Hence S 1 ∪ S 2 ∪ S 3 ∪ S 4 spans C. Now to prove S is linearly independent, we show spanS i ∩ spanS j = {0} for i = j, i, j = 1, 2, 3, 4. First we prove that spanS 1 ∩ spanS 2 = {0}. For that, if possible assume that e(x) = (e 1 (x), e 2 (x), · · · , c l (x)) ∈ spanS 1 ∩ spanS 2 . Also, suppose that there exist i such that f i g i + up i + vq i + uvr i ∤ (x m − 1). As e(x) ∈ span(S 2 ), we have e i (x) = (up i h + vq i h + uvr i h)M 1 , where Relaxing the condition and assuming f i g i +up i +vq i +uvr i |(x m −1) for all 1 ≤ i ≤ l, the following theorem gives a minimal spanning set for a free 1-generator l-QC code of length n = ml over R. 
Theorem 6 Let C be a 1-generator l-QC code of length n = ml over R generated by
A = ( f 1 g 1 + up 1 + vq 1 + uvr 1 , f 2 g 2 + up 2 + vq 2 + uvr 2 , · · · , f l g l + up l + vq l + uvr l ), where f i , g i , p i , q i , r i ∈ F 2 [x]Proof Let (g + up + vq + uvr)(h + up ′ + vq ′ + uvr ′ ) = x m − 1. Then ( f i g i + up i + vq i + uvr i )(h + up ′ + vq ′ + uvr ′ ) = 0 in R m [x] for each 1 ≤ i ≤ l. We also note that µ(g + up + vq + uvr)µ(h + up ′ + vq ′ + uvr ′ ) = gh = 0 in Z 2 [x]/ x m − 1 . Therefore ( f i g i + up i + vq i + uvr i )(h + up ′ + vq ′ + uvr ′ ) = (up i h + vq i h + uvr i h) + ( f i g i + up i + vq i + uvr i )(up ′ + vq ′ + uvr ′ ) = 0,
and hence
In the view of Theorem 4, to show that S 1 spans C, we show that span(S 2 ) ⊆ span(S 1 ).
. By division algorithm, we get
Therefore S 1 spans C. Now we prove that S 1 is linearly independent. Suppose that there exist a polynomial e ∈ R m [x], deg(e) < m −t, such that eA 1 = 0 and therefore e( f i g i
But as g| f i g i , we get gµ(e) = 0. This implies x m − 1|g(x)µ(e(x)) and therefore h|µ(e(x), which is a contradiction as deg(e(x) ≥ deg(ē(x) < m − t. Therefore our assumption is wrong, and hence S 1 is linearly independent.
In the following result, we consider a family of 1-generator l-QC codes which are a special case of codes that given in Theorem 6. We give a BCH type bound for these codes.
Theorem 7
Let C be a 1-generator l-QC code of length n = ml over R generated by A = ( 
g+up+vq+uvr . Similarly as in Theorem 6 and by division algorithm one can show that S spans C. All we need to show that S is linearly independent. Assume f (x)A = 0
which is a contradiction to our assumption. Therefore S is linearly independent. For the second part, let c = (c 1 , c 2 , · · · , c l ) be any non-zero codeword in C. Then there exist at least one i th co-ordinate of c say j, 1 ≤ j ≤ l is different from zero. This implies that c j ∈ π j (c) = f (x)(g j + up j + vq j + uvr j ) = g i + up i + vq i + uvr i . From Theorem 3, the non-zero weight of c j ∈ g i + up i + vq i + uvr i is greater than equal to a j + 1. Hence the result follows. 
Gray images of l-QC codes over R
Let R ′ be the ring F 2 + uF 2 with u 2 = 0. Cyclic codes over R ′ were studied in [1] . The Lee weight of R ′ was defined as w L (a + ub) = w H (a, a + b), where a, b ∈ F 2 and w H is Hamming weight. Further, the Lee distance on R ′ is defined accordingly. Now consider a projection mapping ψ :
Clearly ψ is a linear isometry. Extending the notations to R n , we have the following theorem.
Theorem 8 If C is a l-QC code of length n over R, then ψ(C) is a 2l-QC code of length 2n over R ′ .
Proof The proof follows as ψ(σ l (c)) = σ 2l (ψ(c)) for any c ∈ C. Example 1 Let m = 15 and C be a 1-generator QC code of length 8 and index 2 generated by
Then from Theorem 4, we get h = x 4 + x 3 + x 2 + x + 1, ν = x 4 + x 3 + 1, λ = x 4 + x + 1 and κ = x 2 + x + 1 and so t 1 = 4, t 2 = 4, t 3 = 4 and t 4 = 2. Therefore | C |= 16 4 
Example 2 Let m = 15 and C be a 1-generator QC code of length 8 and index 2 generated by Example 4 Let C be a 1-generator GQC code over R of block length (4, 2) generated by A 1 = ( f 1 g 1 + up 1 + vq 1 + uvr 1 , f 2 g 2 + up 2 + vq 2 + uvr 2 ), where f 1 = 1, g 1 = (x + 1) 3 , p 1 = x(x + 1) 2 , q 1 = x + 1, r 1 = x, f 2 = 1, g 2 = (x +1) 3 , p 2 = (x +1) 2 , q 1 = x(x +1) and r 1 = 1. Then from Theorem 9, we get h = ν = λ = κ = (x + 1) and so t 1 = t 2 = t 3 = t 4 = 1. Therefore | C |= 16 1 .4 1 .4 1 .2 1 . Under the Gray map φ , we get φ (C) is a binary code with parameters [32, 4, 8] . The Hamming weight distribution of φ (C) is [< 0, 1 >, < 8, 6 >, < 16, 9 >].
Conclusion

