In this paper we study the definability and decidability of binary predicates for time granularity with respect to monadic theories over finitely and infinitely layered structures. We focus our attention on the equi-level (resp. equicolumn) predicate constraining two time points to belong to the same layer (resp. column) and on the horizontal (resp. vertical) successor predicate relating a time point to its successor within a given layer (resp. column). We give a number of positive and negative results by reduction to/from a wide spectrum of decidable/undecidable problems.
Introduction
In this paper we systematically investigate definability and decidability issues for monadic theories of time granularity. The ability of providing and relating temporal representations at different 'grain levels' of the same reality is widely recognized as an important research theme for temporal logic and a major requirement for many applications, including formal specifications, artificial intelligence, temporal databases, and data mining, e.g. [1, 4, 5, 12, 13] . We focus our attention on the area of formal specifications where the explicit representation of time granularity makes it possible to specify in a concise way reactive systems whose behaviour can be naturally modeled with respect to a (possibly infinite) set of differently-grained temporal domains [8, 15] . A logical framework for the addition of time granularity to specification formalisms has been systematically developed in [15] and later extended in [6] . It is based on a many-level view of temporal structures that replaces the flat temporal domain of standard linear and branching temporal logics by a temporal universe consisting of a (possibly infinite) set of differently-grained temporal domains.
The theory of Ò-layered (there are exactly Ò temporal domains) -refinable (each time point can be refined into time points of the immediately finer temporal domain, if any) temporal structures for time granularity (Ò-LSs for short), with matching decidability results, has been investigated in [18] . The theory of -refinable upward unbounded layered structures (UULSs, for short), that is, -layered structures consisting of a finest temporal domain together with an infinite number of coarser and coarser domains, and the theory of -refinable downward unbounded layered structures (DULSs), that is, -layered structures consisting of a coarsest domain together with an infinite number of finer and finer domains, have been studied in [16] . The decidability of the theories of UULSs and DULSs has been proved by reducing their satisfiability problem to the emptiness problem for systolic and Rabin tree automata, respectively. Such a connection between multi-level temporal logics and automata theory suggests a complementary point of view on time granularity: besides an important feature of a specification language, it can be viewed as a formal tool to investigate the definability of meaningful timing properties, such as periodicity, density, and exponential grow/decay, and the expressiveness and decidability of temporal theories and logics [7, 16, 17, 18] . In this respect, the number of layers (single vs. multiple, finite vs. infinite) of the underlying temporal structure, as well as the nature of their interconnections, play a major role: certain timing properties can be expressed using a single layer; others using a finite number of layers; others only exploiting an infinite Figure 1 . A ¾-refinable upward unbounded layered structure.
number of layers.
In this paper, we address definability and decidability problems for the theories of Ò-layered and -layered structures, focusing on a set of predicates that allow one to express meaningful properties of time granularity [15] . They are the equi-level (resp. equi-column) predicate constraining two time points to belong to the same layer (resp. column) and the horizontal (resp. vertical) successor predicate relating a time point to its successor within a given layer (resp. column). As a matter of fact, definability and decidability problems of the equi-level and vertical successor predicates with respect to monadic theories of binary and -ary trees have been already studied in the literature. More precisely, the decidability of the extension of the first-order theory of two successors, devoid of free set variables, over infinite binary trees with the equi-level predicate was first proved by Elgot and Rabin in [3] . Thomas extended this result by showing that the monadic chain logic extended with the equi-level predicate over infinite -ary trees is decidable [22] , while Läuchli and Savoiz proved the undecidability of (weak) monadic second-order theory of successors over infinite -ary trees extended with either the equi-level or the vertical successor predicate [14] . Our paper generalizes such results in two directions: on the one hand, we interpret the given theories over more general structures; on the other hand, we take into consideration a larger set of predicates, including the equi-column and the horizontal successor predicates (these predicates are intimately related to the vertical successor and equi-level predicates, respectively, but they are not in general inter-definable).
The outcomes of our work can be summarized as follows. We first show that all the considered predicates are not definable in the monadic second-order theories of DULSs and UULSs, and that their addition to such theories immediately leads to undecidability. As for the theory of Ò-LSs, we point out the different status of the horizontal (equi-level and horizontal successor) and vertical (equi-column and vertical successor) predicates: while horizontal predicates are easily definable, vertical ones are undefinable and their addition yields undecidability. Then, we study the effects of adding the above predicates to suitable fragments of the given monadic second-order theories of time granularity, such as their first-order, path, and chain fragments, possibly admitting free set variables. We systematically explore all the possibilities, and give a number of positive and negative results. From a technical point of view, (un)definability and (un)decidability results are obtained by reduction from/to a wide spectrum of undecidable/decidable problems. We are still missing the complete picture, because some decidability problems are open. However, the achieved results suffice to formulate some general statements. We prove that all predicates can be added to monadic first-order, path, and chain fragments, devoid of free set variables, over Ò-LSs and UULSs preserving decidability. In the case of DULSs, we prove the same result for the equi-level and horizontal successor predicates, while we do not know yet whether the same holds for the equi-column and vertical successor predicates. Moreover, we prove that the addition of the equi-column or vertical successor predicates to monadic first-order fragments over -layered structures, with free set variables, makes the resulting theory undecidable. The effect of such additions to Ò-layered structures is not known yet. As for the equi-level predicate, we only know that adding it to the monadic path fragment over DULSs, with free set variables, leads to undecidability. Finally, as far as the monadic second-order theory over UULSs is concerned, we establish an interesting connection between its extension with the equi-level (resp. equi-column) predicate and systolic -languages over -trees (resp. trellis) [10] .
The paper is organized as follows. In Section 2 we provide background knowledge about monadic theories of time granularity. In Section 3 we study the definability and decidability of the given set of binary predicates with respect to such theories. (The details of the proofs as well as some additional results can be found in [9] .)
Monadic logics and layered structures
In this section we introduce classical monadic logics and interpret them over layered structures for time granularity. In the following, we will write Å Ë Ç È for Å Ë Ç È and we will write Å Ë Ç when È is meant to be the empty set. We interpret the above language over the following layered structures. [18] by reducing it to the monadic second-order theory of one successor, which is known to be (nonelementarily) decidable [21] .
, that intuitively represents a complete -ary infinite tree generated from the leaves (cf. Figure 1 
The decidability of the secondorder theory of UULSs has been proved in [16] by a reduction to a decidable proper extension of the monadic secondorder theory of one successor [19] . 
The decidability of the second-order theory of DULSs has been proved in [16] by reducing it to the monadic second-order theory of successors, which is known to be (nonelementarily) decidable [21] .
Theorem 2.4 ÅËÇ È ´ µ ½ ¼ over DULSs is (nonelementarily) decidable.
We denote by Å´³µ the set of models of the formula ³. We say that a theory Ì is embeddable into a theory of ÅËÇ as well as its path (resp. chain) fragment ÅÈÄ (resp. Å Ä ), which is obtained by interpreting second-order variables over paths (resp. chains), together with their È-variants Å Ç È and ÅÈÄ È (resp. Å Ä È ). Figure 3 summarizes the relationships between the expressive power of such theories (an arrow from Ì to Ì ¼ stands for Ì Ì ¼ ). From Theorem 2.2 (resp. Theorem 2.3, 2.4), it follows that all the theories in Figure 3 , when interpreted over Ò-LSs (resp. over UULSs, DULSs), are decidable.
Definability and decidability of binary predicates for time granularity
In this section we study the definability and decidability of meaningful binary predicates for time granularity over layered structures. More precisely, we investigate the possibility of defining such predicates within the given theories, and, whenever this is not possible, the possibility of adding them preserving decidability. Let Í ´ µ ½ ¼ be a layered structure and let Ò Ö and Ñ × be two elements of Í. We focus on the following set of predicates: Figure 4 . In [15] , among the many possible relations between time points belonging to the temporal universe, the above local predicates are identified as the primitives for time granularity, that is, relations that any specification language for time granularity should be able to express. Global predicates are a natural generalization of local ones. In particular, the equi-level predicate allows one to check whether or not two elements belong to the same layer, while the equi-column predicate allows one to verify whether two elements are at the same distance from the origin of the layer they belong to. Some of the above predicates are functional in nature, and we will sometimes use a functional notation for them.
For instance, we will write ·½´Üµ Ý for ·½´Ü Ýµ (the same for¨½). Moreover, we will write Ì ´Üµ as a shorthand for Ì ´Ü Üµ, which states that Ü belongs to the -th layer (the same for ´Ü Üµ). 
In the following, we first focus on upward unbounded layered structures, then we move to Ò-layered structures, and finally we consider downward unbounded ones. We study upward unbounded layered structures before finitelylayered ones because some results for Ò-layered structures can be directly obtained from those for upward unbounded ones.
Definability and decidability over UULSs.
In this section, we investigate definability and decidability issues for monadic theories of UULSs. The -th equilevel Ì can be defined as follows: Proof. We give the proof for binary UULSs; the generalization to -ary UULSs is straightforward. We show that Å Ç È ¼ ½ ¨½ over binary UULSs is undecidable by embedding the octant tiling problem into it [11] . Since 
where È Ø ´ µ is the Å Ä ¼ ½ Ì ¨½ formula that constrains the chain to be a downward closed path: It is possible to prove that every formula of the resulting chain logic can be encoded into an equi-satisfiable formula of the decidable theory ÅËÇ over natural numbers by induction on the formulas of the chain logic. The idea, which is partly borrowed from [22] , is the following.
Any second-order variable interpreted as a chain is encoded by a pair of set variables and ÄÚ over the natural numbers.
is interpreted as a set of natural numbers encoding the leftmost upward unbounded path (starting from the first layer) containing the chain , i.e., ¾ Proof. The proof is given for ¾, and it can be easily extended to the general case of an arbitrary . Moreover, since¨½ is first-order definable in terms of , we have that
lowing us to focus on the decidability of the latter.
We prove the decidability of Å Ä ¼ ½ by encoding any formula of Å Ä ¼ ½ into an equisatisfiable formula of Å Ë Ç over natural numbers. × and then following the path specified by from the layer × to layer ¼; Í Ô (resp. ÓÛÒ ) identifies the subset of layers greater than (resp. less than or equal to) × to which the elements of the chain belong.
On the basis of the given correspondence of variables, we inductively define the translation of Å Ë Ç ¼ ½ formulas into Å Ë Ç formulas as follows:
The equi-satisfiability of and ´ µ can be easily proved by induction on the structure of .
Ù Ø
The decidability results for UULSs are summarized in Table 1 (a question mark stands for an open problem). Such results allow us to connect monadic second-order theories over binary UULSs ( Figure 5 , right column) to both monadic second-order theories over AE · ( Figure 5 , middle column) and systolic -languages over binary trees, Y-trees, and trellis [19, 20] (Figure 5, left .
One advantage of such a connection is a different and more intuitive characterization of Y-tree -automata: every Y-tree automaton can be associated with an ÅËÇ ¼ ½ Ì -formula ³ interpreted over binary UULSs such that the models of ³ are, modulo an isomorphism, all and only the -words accepted by . The opposite embedding does not hold, since Y-tree automata are not closed under complementation. Similarly, trellis -automata, whose expressive power is greater than that of -tree automata, can be embedded into ÅËÇ ¼ ½ -formulas. In this case, the opposite embedding is an open problem interestingly related to the closure under complementation of the well-known computational complexity class NP [20] .
Definability and decidability over Ò-LSs. In this section we explore definability and decidability of local and global predicates with respect to the monadic theories of Ò-LSs. We start with the -th equi-level predicate Ì which can be inductively defined as follows: Proof. We show that both theories are undecidable over binary infinite trees. Since binary infinite trees are embedable into -ary DULSs, we have the thesis. We show that Å Ç È ¼ ½ ¨½ over binary infinite trees is undecidable by embedding the AE ¢ AE tiling problem into it [2] . Since Å Ç È ¼ ½ ¨½ Å Ç È ¼ ½ , it follows that Å Ç È ¼ ½ is undecidable as well. The AE ¢ AE tiling problem is the problem of establishing whether, given a finite set of tile types Ì , Ì can tile AE ¢ AE. 
As a matter of fact, the proof of Theorem 3.8 does not exploit the whole DULS, but only its first tree. It follows that the same result holds for binary infinite trees. As for the equi-level predicate Ì , its addition to ÅÈÄ È ´ µ ½ ¼ does not preserve decidability. The proof exploits an embedding of the AE ¢ AE tiling problem. Unlike the proof of Theorem 3.8, the proof of Theorem 3.9 involves the whole DULS. We do not know whether the addition of the horizontal successor ·½ to ÅÈÄ È The only positive result is the following one, whose proof is similar to that of Theorem 3.4. The decidability results for DULSs are summarized in Table 3 .
