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Abstract
Let H := −∆ + V be a nonnegative Schro¨dinger operator on L2(RN ), where N ≥ 2
and V is an inverse square potential. In this paper we obtain sharp decay estimates of the
operator norms of e−tH and ∇e−tH in Lorentz spaces.
1
1 Introduction
Nonnegative Schro¨dinger operators H := −∆ + V on L2(RN ) and their heat semigroups e−tH
have been studied by many mathematicians since the pioneering work due to Simon [36]. See
e.g. [1], [3], [4], [6], [11], [12], [14]–[17], [23]–[29], [31]–[38] and references therein. (See also
the monographs of Davies [5], Grigor’yan [8] and Ouhabaz [30].) Decay estimates of operator
norms of ∇ℓe−tH are fundamental to the study of nonnegative Schro¨dinger operators and their
related fields. Here ∇ := (∂/∂x1, . . . , ∂/∂xN ) and ℓ ∈ {0, 1, . . . }. However, the large time decay
estimates of operator norms of ∇ℓe−tH are delicate and they are widely open even in Lebesgue
spaces (see e.g. [6], [13]–[15], [24], [36] and references therein).
In this paper we focus on a nonnegative Schro¨dinger operator H := −∆+ V , where V is an
inverse square potential, more precisely, V satisfies the following condition (V):

(i) V = V (|x|) in RN \ {0} and V ∈ C1((0,∞));
(ii) V (r) = λ1r
−2 +O(r−2+ρ1) as r→ +0,
V (r) = λ2r
−2 +O(r−2−ρ2) as r→∞,
for some λ1, λ2 ∈ [λ∗,∞) with λ∗ := −(N − 2)2/4 and ρ1, ρ2 > 0;
(iii) sup
r>0
∣∣∣∣ r3 ddrV (r)
∣∣∣∣ <∞.
(V)
The purpose of this paper is to obtain the decay estimates of
‖∇ℓe−tH‖(Lp,σ→Lq,θ) := sup
{∥∥∥∇ℓe−tHφ∥∥∥
Lq,θ(RN )
: φ ∈ Cc(RN ) with ‖φ‖Lp,σ(RN ) = 1
}
,
where ℓ ∈ {0, 1} and
(p, q, σ, θ) ∈ Λ :=

1 ≤ p ≤ q ≤ ∞, σ, θ ∈ [1,∞] :
σ = 1 if p = 1, σ =∞ if p =∞
θ = 1 if q = 1, θ =∞ if q =∞
σ ≤ θ if p = q

 .
Here e−tHφ is a solution to the Cauchy problem{
∂tu = ∆u− V (|x|)u in RN × (0,∞),
u(·, 0) = φ in RN , (P)
and ‖∇ℓe−tH‖(Lp,σ→Lq,θ) is the operator norm of ∇ℓe−tH from the Lorentz space Lp,σ(RN ) to
Lq,θ(RN ). This paper can be regarded as a continuation of [12], where the large time sharp
decay estimates of ‖e−tH‖(Lp,σ→Lq,θ) were obtained when V ∈ C1([0,∞)) and λ2 > λ∗.
We introduce some notations. For x ∈ RN and R > 0, let B(x,R) := {y ∈ RN : |y−x| < R}
and B(x,R)c := RN \ B(x,R). For any r ∈ [1,∞], let r′ be the Ho¨lder conjugate number of r,
that is,
r′ =
r
r − 1 if 1 < r <∞, r
′ = 1 if r =∞, r′ =∞ if r = 1.
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Let ∆SN−1 be the Laplace-Beltrami operator on S
N−1. Let {ωk}∞k=0 be the eigenvalues of
−∆SN−1Q = ωQ on SN−1, Q ∈ L2(SN−1). (1.1)
Then ωk = k(N + k − 2) for k ∈ {0, 1, 2, . . . }. Let {Qk,i}dki=1 and dk be the orthonormal system
and the dimension of the eigenspace corresponding to ωk, respectively. Here
dk =
(N + 2k − 2)(N + k − 3)!
(N − 2)!k! = O(k
N−2) as k →∞. (1.2)
Assume condition (V) and let H := −∆+ V be nonnegative, that is,∫
RN
[|∇φ|2 + V (|x|)φ2] dx ≥ 0, φ ∈ C∞c (RN \ {0}). (N)
The operator H is said subcritical if, for any W ∈ Cc(RN ), H − ǫW is nonnegative for small
enough ǫ > 0. If not, the operator H is said critical.
For any k ∈ {0, 1, 2, . . . }, set A1,k := A+λ1+ωk and
A2,k :=
{
A−λ2 if k = 0 and H is critical,
A+λ2+ωk otherwise,
Bk :=
{
1 if k = 0, λ2 = λ∗ and H is subcritical,
0 otherwise.
Here
A±λ :=
−(N − 2)±√Dλ
2
for λ ≥ λ∗, where Dλ := (N − 2)2 + 4λ. (1.3)
By the standard theory for ordinary differential equations we see that, for any k ∈ {0, 1, 2, . . . },
there exists a unique solution hk = hk(r) to the problem
d2
dr2
hk +
N − 1
r
d
dr
hk − Vk(r)hk = 0 in (0,∞),
hk(r) = r
A1,k(1 + o(1)) as r → +0,
(1.4)
where Vk(r) := V (r)+ωkr
−2. (See also Section 2.1.) Notice that hk ∈ L2(B(0, 1)). Furthermore,
it follows from [17, Theorem 1.1] that
hk(r) = ckvk(r)(1 + o(1)) as r →∞, where vk(r) := rA2,k(log r)Bk , (1.5)
for some ck > 0. The function h0 is said a positive harmonic function for the operator H
and it plays an important role in our analysis. When H is critical, if h0 6∈ L2(RN ), then H
is said null-critical : if not, H is said positive-critical. The decay of the fundamental solution
p = p(x, y, t) corresponding to e−tH depends on whether H is either subcritical, null-critical or
positive critical. See [31]. (See also [17].) In this paper we assume either
(i) H is subcritical or (ii) H is critical and A2,0 > −N/2, (N’)
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and obtain decay estimates of ‖∇ℓe−tH‖(Lp,σ→Lq,θ) as t→ +0 and as t→∞, where ℓ ∈ {0, 1} and
(p, q, σ, θ) ∈ Λ. Case (ii) is in the null-critical one. We remark that e−tHφ does not necessarily
decay as t→∞ if H is positive-critical. (See also Remark 1.1 (iii).)
Now we are ready to state the main results of this paper.
Theorem 1.1 Assume conditions (V) and (N’). Let (p, q, σ, θ) ∈ Λ, j ∈ {0, 1, 2, . . . } and ℓ ∈
{0, 1}. Then there exists C > 0 such that
∥∥∥∂jt∇ℓe−tH∥∥∥
(Lp,σ→Lq,θ)
≤ Ct−N2 −j
‖h0‖Lp′,σ′(B(0,√t))
h0(
√
t)
(‖∇ℓh0‖Lq,θ(B(0,√t))
h0(
√
t)
+ t
N
2q
− ℓ
2
)
(1.6)
for t > 0.
We remark that the right-hand side of inequality (1.6) possibly diverges for some (p, q, σ, θ) ∈ Λ.
As a corollary of Theorem 1.1, we have:
Corollary 1.1 Assume conditions (V) and (N’). Let (p, q, σ, θ) ∈ Λ. Then there exists C > 0
such that
∥∥e−tH∥∥
(Lp,σ→Lq,θ) ≤ Ct−
N
2
‖h0‖Lp′,σ′(B(0,√t))‖h0‖Lq,θ(B(0,√t))
h0(
√
t)2
for t > 0. (1.7)
Remark 1.1 (i) Assume conditions (V) and (N’). Furthermore, assume that V ∈ C1([0,∞))
and λ2 > λ∗. Then the large time sharp decay estimates of
∥∥e−tH∥∥
(Lp,σ→Lq,θ) have been already
obtained in [12, Theorem 1.1]. Our decay estimate (1.7) gives the same decay estimate as in
[12, Theorem 1.1] and it has a simpler expression.
(ii) In a forthcoming paper [19], under conditions (V) and (N’), we obtain decay estimates of∥∥∇ℓe−tH∥∥
(Lp,σ→Lq,θ) for ℓ ∈ {0, 1, 2, . . . }. Furthermore, we find C > 0 such that
∥∥∥∇ℓe−tH∥∥∥
(Lp,σ→Lq,θ)
≥ C−1t−N2
‖h0‖Lp′,σ′(B(0,√t))
h0(
√
t)
(‖∇ℓh0‖Lq,θ(B(0,√t))
h0(
√
t)
+ t
N
2q
− ℓ
2
)
for t > 0, where ℓ ∈ {0, 1}, and show the sharpness of decay estimate (1.6).
(iii) Under condition (V), case (ii) covers all of the null-critical cases except for the case when
A2,0 = −N/2. On the other hand, in this paper, we don’t treat the case when A2,0 = −N/2 since
it is on the borderline between null-criticality and positive-criticality and it is too delicate.
We prove Theorem 1.1 by developing the arguments in [14] and combining the results of [17]
with parabolic regularity theorems. For any φ ∈ Cc(RN ), we find radially symmetric functions
{φk,i}k=0,1,..., i=1,...,dk ⊂ L2(RN ) such that
φ(x) =
∞∑
k=0
dk∑
i=1
φk,i(|x|)Qk,i
(
x
|x|
)
in L2(RN ). (1.8)
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Let Hk := −∆+ Vk(|x|) and set
vk,i(|x|, t) := [e−tHkφk,i](|x|), uk,i(x, t) = vk,i(|x|, t)Qk,i
(
x
|x|
)
. (1.9)
Then
[
e−tHφ
]
(x) =
∞∑
k=0
dk∑
i=1
uk,i(x, t) =
∞∑
k=0
dk∑
i=1
vk,i(|x|, t)Qk,i
(
x
|x|
)
in C2(K) (1.10)
for compact sets K ⊂ RN \ {0} and t > 0 (see [18] and [16]). For the proof of Theorem 1.1, we
obtain uniform estimates of {vk,i} inside parabolic cones by constructing supersolutions. This
is the main difficulty for the proof of Theorem 1.1 and requires delicate analysis. Then, due
to the radial symmetry of vk,i and parabolic regularity theorems, we obtain decay estimates of
∇ℓe−tHφ inside parabolic cones. On the other hand, we obtain estimates of ∇ℓe−tHφ outside
parabolic cones by the Gaussian estimate of the fundamental solution p = p(x, y, t) and parabolic
regularity theorems. Combining the estimates of ∇ℓe−tHφ inside and outside parabolic cones,
we obtain Theorem 1.1.
The rest of this paper is organized as follows. In Section 2 we formulate a definition of the
solution to problem (P) and Lorentz spaces. Furthermore, we study the asymptotic behavior of
hk as r → +0 and as r → ∞. In Section 3 we obtain upper estimates of e−tHφ by using the
Gaussian estimate of p = p(x, y, t). In Section 4, combining the estimates in Sections 2 and 3,
we obtain uniform estimates of {vk,i} inside parabolic cones with respect to k and i. In Section 5
we complete the proof of Theorem 1.1. Furthermore, we prove Corollary 1.1.
2 Preliminaries
In this section we formulate a definition of the solution to problem (P) and introduce Lorentz
spaces. We also obtain uniform estimates of the solution hk to problem (1.4) with respect to k.
Throughout this paper, for any positive functions f and g on a set E, we write f ≍ g for
x ∈ E if there exists c > 0 such that c−1 ≤ f(x)/g(x) ≤ c for x ∈ E. By the letter C we denote
generic positive constants and they may have different values also within the same line.
2.1 Definition of solutions to problem (P) and Lorentz spaces
Before considering problem (P), we formulate a definition of the solution to the problem
 ∂tw =
1
ν
div (ν∇w) in RN × (0,∞),
w(·, 0) = φ∗ in RN ,
(W)
where ν := h20 and φ∗ ∈ L2(RN , ν dx).
Definition 2.1 Let φ∗ ∈ L2(RN , ν dx). A measurable function w in RN × (0,∞) is said a
solution to problem (W) if
w ∈ L∞(0,∞ : L2(RN , ν dx)) ∩ L2(0,∞ : H1(RN , ν dx))
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and w satisfies∫
RN
ψ(x, 0)φ∗(x)ν(x) dx +
∫ ∞
0
∫
RN
{−w∂tψ +∇w∇ψ} ν(x) dx dt = 0
for ψ ∈ C∞c (RN × [0,∞)).
Problem (W) possesses a unique solution w such that
‖w(t)‖L2(RN ,ν dx) ≤ ‖φ∗‖L2(RN ,ν dx) for t > 0.
See [18, Section 2.1]. We denote by e−tH∗φ∗ the unique solution to problem (W).
Definition 2.2 Let φ ∈ L2(RN ). Set
[
e−tHφ
]
(x) := h0(|x|)
[
e−tH∗φ∗
]
(x) with φ∗(x) :=
φ(x)
h0(|x|)
for x ∈ RN and t > 0. Then the function e−tHφ is said a solution to problem (P).
Notice that φ ∈ L2(RN ) if and only if φ∗ ∈ L2(RN , ν dx).
We define the Lorentz spaces. For any measurable function φ in RN , we denote by µ = µ(λ)
the distribution function of φ, that is,
µ(λ) :=
∣∣{x ∈ RN : |φ(x)| > λ}∣∣ for λ > 0.
Here |E| is the N -dimensional Lebesgue measure of E for measurable sets E in RN . We define
the non-increasing rearrangement φ∗ of φ and the spherical rearrangement φ♯ of φ by
φ∗(s) := inf{λ > 0 : µ(λ) ≤ s}, φ♯(x) := φ∗(αN |x|N ),
for s > 0 and x ∈ RN , respectively, where αN is the volume of the unit ball in RN . For any
(p, p, σ, σ) ∈ Λ, we define the Lorentz space Lp,σ(RN ) by
Lp,σ(RN ) := {φ : φ is measurable in RN , ‖φ‖Lp,σ <∞},
where
‖φ‖Lp,σ :=


(∫
RN
(
|x|Np φ♯(x)
)σ dx
|x|N
) 1
σ
if 1 ≤ σ <∞,
sup
x∈RN
|x|Np φ♯(x) if σ =∞.
Here N/p = 0 if p =∞. The Lorentz spaces have the following properties:
Lp,p(RN ) = Lp(RN ) if 1 ≤ p ≤ ∞;
Lp,σ1(RN ) ⊂ Lp,σ2(RN ) if 1 ≤ p <∞ and 1 ≤ σ1 ≤ σ2 ≤ ∞.
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Furthermore, there exists C > 0 depending only on N such that
‖f + g‖Lp,σ ≤ C(‖f‖Lp.σ + ‖g‖Lp,σ ) if f, g ∈ Lp,σ(RN ),
‖fg‖L1 ≤ C‖f‖Lp,σ‖g‖Lp′ ,σ′ if f ∈ Lp,σ(RN ), g ∈ Lp
′,σ′(RN ), (2.1)
‖f ∗ g‖Lq,θ ≤ C‖f‖Lp,σ‖g‖Lr,s if f ∈ Lp,σ(RN ), g ∈ Lr,s(RN ). (2.2)
Here (q, q, θ, θ), (r, r, s, s) ∈ Λ and
1
r
+
1
p
=
1
q
+ 1,
1
θ
=
1
s
+
1
σ
.
(See e.g. [2] and [7].) For any measurable function f in a domain Ω, we say that f ∈ Lp,σ(Ω)
if and only if f˜ ∈ Lp,σ(RN ), where f˜ is the zero extension of f to RN . Furthermore, we write
‖f‖Lp,σ(Ω) = ‖f˜‖Lp,σ . Then, for any R > 0, the function fA defined by fA(x) := |x|A, where
A ∈ R, satisfies fA ∈ Lp,σ(B(0, R)) if and only if
pA+N > 0 for 1 ≤ σ <∞, pA+N ≥ 0 for σ =∞. (2.3)
Furthermore, under condition (2.3), we have
‖fA‖Lp,σ(B(0,√t)) ≍ t
A
2
+N
2p for t ∈ (0, R2]
In particular, for any k ∈ {0, 1, 2, . . . }, by (1.4) we see that
‖hk‖Lp,σ(B(0,√t))
hk(
√
t)
≍ tN2p for 0 < t ≤ R2 if hk ∈ Lp.σ(B(0, 1)). (2.4)
2.2 Estimates of hk
Let k ∈ {0, 1, 2, . . . }. Consider the ordinary differential equation
d2
dr2
h+
N − 1
r
d
dr
h− Vk(r)h = 0 in (0,∞). (2.5)
Then ODE (2.5) has two linearly independent solutions h+k and h
−
k such that
h+k (r) = v
+
k,λ1
(r)(1 + o(1)), h−k (r) = v
−
k,λ1
(r)(1 + o(1)),
as r → +0 and h−k (1) = 1. (See e.g. [17].) Here
v+k,λ(r) := r
A+
λ+ωk , v−k,λ(r) :=


r−
N−2
2
∣∣∣log r
2
∣∣∣ if λ = λ∗ and k = 0,
r
A−
λ+ωk otherwise,
for λ ≥ λ∗, where A±λ is as in (1.3). The solution h+k coincides with hk (see (1.4)). We first
prove the following proposition on the behavior of hk as r → +0.
Proposition 2.1 Assume conditions (V) and (N’). Let R ≥ 1.
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(a) For any k ∈ {0, 1, 2, . . . } and ℓ ∈ {0, 1}, there exists C1 > 0 such that∣∣∣∣ dℓdrℓhk(r)− d
ℓ
drℓ
v+k,λ1(r)
∣∣∣∣ ≤ C1r−ℓ+ρ1v+k,λ1(r) for r ∈ (0, R].
(b) There exists C2 > 0 and k∗ ∈ {0, 1, 2, . . . } such that
|hk(r)− v+k,λ1(r)| ≤ C2k−1rρ1v+k,λ1(r), C−12 kr−1hk(r) ≤
d
dr
hk(r) ≤ C2kr−1hk(r),
for 0 < r ≤ R and k ∈ {k∗, k∗ + 1, . . . }.
For the proof, we prepare the following lemma.
Lemma 2.1 Let k ∈ {0, 1, 2, . . . }, λ ≥ λ∗ and R > 0. Let f be a continuous function in (0, R]
such that
|f(r)| ≤ r−2+ǫv+k,λ(r), r ∈ (0, R], (2.6)
for some ǫ > 0. Set
F+k,λ[f ](r) := v
+
k,λ(r)
∫ r
0
s1−N [v+k,λ(s)]
−2
(∫ s
0
τN−1v+k,λ(τ)f(τ) dτ
)
ds
for r ∈ (0, R]. Then there exists C > 0, independent of k, such that∣∣∣∣ dℓdrℓF+k,λ[f ](r)
∣∣∣∣ ≤ C(k + 1)ℓ−1r−ℓ+ǫv+k,λ(r) for r ∈ (0, R], (2.7)
where ℓ ∈ {0, 1}. Furthermore,
d2
dr2
F+k,λ[f ](r) +
N − 1
r
d
dr
F+k,λ[f ](r)−
λ+ ωk
r2
F+k,λ[f ](r) = f(r) in (0, R]. (2.8)
Proof. Assume (2.6) for some ǫ > 0. Since λ ≥ λ∗ = −(N − 2)2/4 and ωk ≥ k2, we see that
N − 3 + ǫ+ 2A+λ+ωk = −1 + ǫ+
√
(N − 2)2 + 4(λ+ ωk) ≥ −1 + ǫ+ 2k
for k ∈ {0, 1, 2, . . . }. It follows that
s1−N [v+k,λ(s)]
−2
∫ s
0
τN−1v+k,λ(τ)|f(τ)| dτ
≤ s1−N−2A
+
λ+ωk
∫ s
0
τ
N−3+ǫ+2A+
λ+ωk dτ ≤ C(ǫ+ 2k)−1s−1+ǫ for s ∈ (0, R].
Then we easily obtain (2.7) and (2.8), and the proof is complete. ✷
Proof of Proposition 2.1. Let Vλ1(r) := V (r)− λ1r−2 and R ≥ 1. By condition (V) (ii) we
find CV > 0 such that
|Vλ1(r)| ≤ CV r−2+ρ1 for r > 0. (2.9)
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Define {zn}∞n=1 inductively by
z1(r) := v
+
k,λ1
(r), zn+1(r) := v
+
k,λ1
(r) + F+k,λ1 [Vλ1zn](r), n = 1, 2, . . . .
We prove that there exists C1 > 0, independent of R and k, such that
|zn+1(r)− zn(r)| ≤
(
C1CVR
ρ1
k + 1
)n
v+k,λ1(r), r ∈ (0, R], (2.10)
for n = 1, 2, . . . . By (2.9) we apply Lemma 2.1 to find C∗ > 0, independent of k, such that
|z2(r)− z1(r)| ≤ F+k,λ1 [|Vλ1 |v+k,λ1 ](r) ≤
C∗CV
k + 1
Rρ1v+k,λ1(r), r ∈ (0, R],
which implies (2.10) with n = 1. If (2.10) holds for some n∗ ∈ {1, 2, . . . }, then we apply
Lemma 2.1 again to obtain
|zn∗+2(r)− zn∗+1(r)| ≤ F+k,λ1 [|Vλ1 ||zn∗+1 − zn∗ |](r) ≤
(
C∗CVRρ1
k + 1
)n∗+1
v+k,λ1(r)
for r ∈ (0, R]. Thus inequality (2.10) holds for n = 1, 2, . . . with C1 = C∗.
We prove assertion (a). Let k ∈ {0, 1, 2, . . . } and fix it. By the regularity of hk, it suffices to
treat the case when R > 0 is small enough. By (2.10), taking small enough R > 0, we have
|zn+1(r)− zn(r)| ≤
(
1
2
)n
v+k,λ1(r), r ∈ (0, R],
for n = 1, 2, . . . . Then, applying the standard theory for ordinary differential equations, we see
that the limit function z(r) := limn→∞ zn(r) exists in (0, R] and
z(r) = v+k,λ1(r) + F
+
k,λ1
[Vλ1z](r), |z(r)| ≤ 2v+k,λ1(r), (2.11)
for r ∈ (0, R]. By Lemma 2.1 we find C2 > 0, independent of k, such that∣∣∣∣ dℓdrℓF+k,λ1 [Vλ1z](r)
∣∣∣∣ ≤ C2(k + 1)ℓ−1r−ℓ+ρ1v+k,λ1(r) (2.12)
for r ∈ (0, R], where ℓ ∈ {0, 1}. Furthermore, we see that z is a solution to ODE (2.5) in (0, R].
Recalling that h±k are linearly independent solutions to ODE (2.5), we find a, b ∈ R such that
z(r) = ah+k (r) + bh
−
k (r) for r ∈ (0, R].
Since h+k (r)/h
−
k (r) → +0 as r → +0 and z(r) = v+k,λ1(r)(1 + o(1)) as r → +0, we see that
a = 1 and b = 0, that is, z(r) = h+k (r) = hk(r) for r ∈ (0, R]. This together with (2.12) implies
assertion (a) for small enough R > 0. Thus assertion (a) follows.
The proof of assertion (b) is similar. Let R > 0 and fix it. By (2.10), taking large enough
k∗ ∈ {0, 1, 2, . . . }, we have
|zn+1(r)− zn(r)| ≤
(
1
2
)n
v+k,λ1(r), r ∈ (0, R],
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for n = 1, 2, . . . and k ≥ k∗. Similarly to assertion (a), we see that the limit function z(r) :=
limn→∞ zn(r) exists in (0, R] and z satisfies (2.11), (2.12) and z(r) = hk(r) for r ∈ (0, R] and
k ≥ k∗. Furthermore, by (2.11) and (2.12) we see that∣∣∣∣ ddrhk(r)−A+λ1+ωkr−1v+k,λ1(r)
∣∣∣∣ ≤ C2r−1+ρ1v+k,λ1(r)
for r ∈ (0, R]. Since A+λ1+ωk = k(1 + o(1)) as k → ∞ (see (1.3)), taking large enough k∗ if
necessary, we obtain
d
dr
hk(r) ≍ A+λ1+ωkr
−1v+k,λ1(r) ≍ kr−1v+k,λ1(r)
for r ∈ (0, R] and large enough k ≥ k∗. Then we complete the proof of assertion (b). Thus
Proposition 2.1 follows. ✷
Next we prove the following proposition on the behavior of hk as r →∞.
Proposition 2.2 Assume conditions (V) and (N’). Let vk be as in (1.5).
(a) Let k ∈ {0, 1, 2, . . . } and ℓ ∈ {0, 1}. Then
dℓ
drℓ
hk(r) = ck(1 + o(1))
dℓ
drℓ
vk(r) + o(r
−ℓvk(r)) as r →∞.
(b) There exist C > 0 and k∗ ∈ {0, 1, 2, . . . } such that
C−1 ≤ hk(r)
vk(r)
≤ C in [1,∞), C−1kr−1vk(r) ≤ d
dr
hk(r) ≤ Ckr−1vk(r),
for r ≥ 1 and k ∈ {k∗, k∗ + 1, . . . }.
Proof. Let Vλ2(r) := V (r)− λ2r−2, k ∈ {0, 1, 2, . . . } and ℓ ∈ {0, 1}. We prove assertion (a).
Step 1: Assume either
k ≥ 1 or H is subcritical and λ > λ∗. (2.13)
It follows from (1.5) that hk(r) = ckv
+
k,λ2
(r)(1 + o(1)) as r→∞. Let R ≥ 1. Let ak,R, bk,R ∈ R
be such that
hk(R) = ak,Rv
+
k,λ2
(R) + bk,Rv
−
k,λ2
(R),
d
dr
hk(R) = ak,R
d
dr
v+k,λ2(R) + bk,R
d
dr
v−k,λ2(R).
Set z0(r) := ak,Rv
+
k,λ2
(r) + bk,Rv
−
k,λ2
(r) for r ∈ (0,∞). Then
|z0(r)| ≤ mk,Rv+k,λ2(r) for r ∈ [1,∞), (2.14)
where mk,R := |ak,R|+ |bk,R|. Define {zn}∞n=0 inductively by
zn+1(r) := z0(r) +GR[zn](r) for r ∈ (0,∞),
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where
GR[zn](r) := v
−
k,λ2
(r)
∫ r
R
s1−N [v−k,λ2(s)]
−2
(∫ s
R
τN−1v−k,λ2(τ)Vλ2(τ)zn(τ) dτ
)
ds.
On the other hand, by condition (V) (ii) we find C ′V > 0 such that
|Vλ2(r)| ≤ C ′V r−2−ρ2 for r ∈ [1,∞). (2.15)
Then we have
|zn+1(r)− zn(r)| ≤ mk,R
(
C ′V IR√
Dk
)n+1
v+k,λ2(r) (2.16)
for r ∈ [R,∞) and k ∈ {0, 1, 2, . . . }, where
IR :=
∫ ∞
R
τ−1−ρ2 dτ, Dk := Dλ2+ωk = (N − 2)2 + 4(λ2 + ωk) ≥ 4k2.
Indeed, it follows from (2.15) that∫ s
R
τN−1v−k,λ2(τ) |Vλ2(τ)| v+k,λ2(τ) dτ ≤ C ′V
∫ s
R
τ−1−ρ2 dτ ≤ C ′V IR
for s ∈ [R,∞). This implies that
|GR[v+k,λ2 ](r)| ≤ C ′V IRv−k,λ2(r)
∫ r
R
s1−N [v−k,λ2(s)]
−2 ds
= C ′V IRv
−
k,λ2
(r)
∫ r
R
s−1+
√
Dk ds ≤ C
′
V IR√
Dk
v+k,λ2(r)
(2.17)
for r ∈ [R,∞). This together with (2.14) implies (2.16) with n = 0. Repeating this argument,
by induction we see that (2.16) holds for n = 0, 1, 2, . . . .
Since IR → 0 as R→∞, we take large enough Rk ≥ 1 so that
C ′V IR√
Dk
≤ 1
2
for R ≥ Rk. (2.18)
Then, for any R ≥ Rk, applying the standard theory for ordinary differential equations, we see
that z(r) := limn→∞ zn exists for r ∈ [R,∞) and z satisfies
z(r) = z0(r) +GR[z](r), |z(r)| ≤ 2mk,Rkv+k,λ2(r), (2.19)
for r ∈ [R,∞). Furthermore,
d2
dr2
z +
N − 1
r
d
dr
z − (λ2 + ωk)r−2z = Vλ2(r)z in [R,∞),
z(R) = z0(R) = hk(R),
d
dr
z(R) =
d
dr
z0(R) =
d
dr
hk(R).
(2.20)
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On the other hand, by (1.4) we see that hk satisfies relation (2.20) with z replaced by hk. These
imply that hk(r) = z(r) for r ∈ [R,∞). Therefore we obtain
hk(r) = ak,Rv
+
k,λ2
(r) + bk,Rv
−
k,λ2
(r) +GR[hk](r) (2.21)
for r ≥ R, where R ≥ Rk. On the other hand, under assumption (2.13), by (1.5) we have
|hk(r)| ≤ Cv+k,λ2(r) for r ∈ [1,∞).
Then, similarly to (2.17), we see that∣∣∣∣ dℓdrℓGR[hk](r)
∣∣∣∣ ≤ CIRr−ℓv+k,λ2(r) (2.22)
for r ∈ [R,∞). Since hk(r) = ckv+k,λ2(r)(1 + o(1)) as r →∞ (see (1.5)) and IR → 0 as R→∞,
by (2.21) and (2.22) we see that ak,R → ck as R→∞ and obtain
dℓ
drℓ
hk(r) = ck(1 + o(1))
dℓ
drℓ
v+k,λ2(r) + o
(
r−ℓv+k,λ2(r)
)
as r →∞.
Thus assertion (a) follows under assumption (2.13).
Step 2: Let k = 0 and assume either
(i) H is subcritical and λ2 = λ∗ or (ii) H is critical. (2.23)
Set
G(r) := v+0,λ2(r)
∫ ∞
r
s1−N [v+0,λ2(s)]
−2
(∫ ∞
s
τN−1v+0,λ2(τ)Vλ2(τ)h0(τ) dτ
)
ds.
It follows from (1.5) and (2.15) that
τN−1v+0,λ2(τ) |Vλ2(τ)| h0(τ) ≤ CτN−1τ
A+
λ2τ−2−ρ2τA
−
λ2 (log τ)B0 = Cτ−1−ρ2(log τ)B0 (2.24)
for τ ≥ 2. Then we have
|G(r)| ≤ Cv+0,λ2(r)
∫ ∞
r
s−1−
√
D0s−ρ2(log r)B0 ds ≤ Cr−ρ2v−0,λ2(r) (2.25)
for r ≥ 2. This implies that G(r) = o(h0(r)) as r→∞. Furthermore, G satisfies
d2
dr2
G+
N − 1
r
d
dr
G− λ2r−2G = Vλ2(r)h0(r) in (0,∞).
Therefore, setting h˜ := h0 −G, we have
d2
dr2
h˜+
N − 1
r
d
dr
h˜− λ2r−2h˜ = 0 in (0,∞). (2.26)
Since v±0,λ2 are linearly independent solutions to ODE (2.26), we find a, b ∈ R such that
h0(r)−G(r) = h˜(r) = av+0,λ2(r) + bv−0,λ2(r) for r > 0.
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On the other hand, it follows from (1.5) that h0(r) = c0v
−
0,λ2
(r)(1+o(1)) as r →∞. This implies
that a = 0 and b = c0, that is,
h0(r) = c0v
−
0,λ2
(r) +G(r) in (0,∞).
Then assertion (a) easily follows from (2.24) and (2.25) under assumption (2.23). The proof of
assertion (a) is complete.
Step 3: We prove assertion (b). In this step the letter C denotes generic positive constants
independent of k. Let R = 1. Since Dk → ∞ as k → ∞, taking large enough k∗ ∈ {1, 2, . . . },
we have
C ′V I1√
Dk
≤ Ck−1 ≤ 1
2
for k ≥ k∗,
instead of (2.18). Then, similarly to (2.19) (with Rk = 1), we see that z(r) := limn→∞ zn exists
for r ∈ [1,∞) and z satisfies
z(r) = z0(r) +G1[z](r), |z(r)| ≤ 2mk,1v+k,λ2(r),
for r ∈ [1,∞), where k ≥ k∗. Furthermore, z = hk in [1,∞) and
hk(r) = ak,1v
+
k,λ2
(r) + bk,1v
−
k,λ2
(r) +G1[hk](r),
|G1[hk](r)| ≤ Ck−1v+k,λ2(r),
∣∣∣∣ ddrG1[hk](r)
∣∣∣∣ ≤ Cr−1v+k,λ2(r),
for r ∈ [1,∞). On the other hand, taking large enough k∗ if necessary, by Proposition 2.1 we
see that
C−1 < hk(1) ≤ C, C−1k ≤ d
dr
hk(1) ≤ Ck,
for k ≥ k∗. These imply that
C−1 < ak,1 + bk,1 ≤ C, C−1k ≤ A+λ2+ωkak,1 +A
−
λ2+ωk
bk,1 ≤ Ck, (2.27)
for k ≥ k∗. Since
Dk = (N − 2)2 + 4(λ2 + ωk) = 4k2(1 + o(1)) as k →∞,
it follows from (2.27) that
k ≍ A+λ2+ωkak,1 +A
−
λ2+ωk
bk,1 +
√
Dk
2
(ak,1 + bk,1)
= (A+λ2+ωk −A
−
λ2+ωk
)ak,1 +A
−
λ2+ωk
(ak,1 + bk,1) +
√
Dk
2
(ak,1 + bk,1)
=
√
Dk ak,1 − N − 2
2
(ak,1 + bk,1) = 2k(1 + o(1))ak,1 +O(1) as k →∞.
This implies that
C−1 ≤ ak,1 ≤ C
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for large enough k. Then, by (2.27) we see that |bk,1| ≤ C for large enough k. Therefore we find
R ≥ 1 such that
hk(r) ≍ v+k,λ2(r) = vk(r) (2.28)
for r ≥ R and large enough k. Furthermore
C−1kr−1v+k,λ2(r)− Ckr−1v−k,λ2(r)
≤ d
dr
hk(r) = A
+
λ2+ωk
ak,1r
−1v+k,λ2(r) +A
−
λ2+ωk
bk,1r
−1v−k,λ2(r) +
d
dr
G1[hk](r)
≤ Ckr−1v+k,λ2(r) +Ckr−1v−k,λ2(r)
for r ≥ 1 and large enough k. Taking large enough R if necessary, we see that
1
2
C−1kr−1v+k,λ2(r) ≤
d
dr
hk(r) ≤ 2Ckr−1v+k,λ2(r) (2.29)
for r ∈ [R,∞) and large enough k. Combining Proposition 2.1 (b) with (2.28) and (2.29), we
complete the proof of assertion (b). Thus Proposition 2.2 follows. ✷
Combining Propositions 2.1 and 2.2, we have:
Proposition 2.3 Assume conditions (V) and (N’). Then there exists C > 0 such that
C−1 ≤ hk(r)
v+k,λ1(r)
≤ C in (0, 1], C−1 ≤ hk(r)
vk(r)
≤ C in (1,∞),
for k ∈ {0, 1, 2, . . . }.
At the end of this subsection we prove the following proposition.
Proposition 2.4 Assume conditions (V) and (N’).
(a) Let (p, p, σ, σ) ∈ Λ be such that h0 ∈ Lp,σ(B(0, 1)). Then there exists C1 > 0 such that
‖h0‖Lp,σ(B(0,√t))
h0(
√
t)
≥ C1t
N
2p for t > 0.
(b) There exists C2 > 0 such that∫ r
0
sN−1hk(s)2 ds ≤ C2(k + 1)−1rNhk(r)2
for r > 0 and k ∈ {0, 1, 2, . . . }.
Proof. By (1.4) and (1.5) we find C > 0 and ǫ ∈ (0, 1) such that
‖hǫ0‖L1(B(0,√t))
h0(
√
t)ǫ
≥ CtN2 for t > 0.
It follows from (2.1) that
‖hǫ0‖L1(B(0,√t)) ≤ |B(0,
√
t)|1− ǫp ‖h0‖ǫLp,σ(B(0,√t)) for t > 0.
These imply assertion (a). Assertion (b) follows from Proposition 2.3 (see also [18, (3.7)]). ✷
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3 Lp,σ-Lq,θ estimates of e−tH
The aim of this section is to prove the following proposition.
Proposition 3.1 Assume conditions (V) and (N’). Let (p, q, σ, θ) ∈ Λ.
(a) Let ℓ ∈ {0, 1}, j ∈ {0, 1, 2, . . . } and δ ∈ (0, 1]. Then there exist C1 > 0 and C2 > 0 such
that
∥∥∥∂jt∇ℓe−tHφ∥∥∥
Lq,θ(B(0,δ
√
t)c)
≤ C1t−
N
2
(
1− 1
q
)
− ℓ
2
−j
[‖h0φ‖L1(B(0,√t))
h0(
√
t)
+ t
N
2p′ ‖φ‖Lp,σ(B(0,δ√t)c)
]
≤ C2t−
N
2
(
1− 1
q
)
− ℓ
2
−j ‖h0‖Lp′,σ′(B(0,√t))
h0(
√
t)
‖φ‖Lp,σ
for φ ∈ Cc(RN ) and t > 0.
(b) There exist C3 > 0 and C4 > 0 such that
‖e−tHφ‖Lq,θ ≤ C3t−
N
2
‖h0‖Lq,θ(B(0,√t))
h0(
√
t)
[‖h0φ‖L1(B(0,√t))
h0(
√
t)
+ t
N
2p′ ‖φ‖Lp,σ(B(0,√t)c)
]
≤ C4t−
N
2
‖h0‖Lq,θ(B(0,√t))‖h0‖Lp′,σ′(B(0,√t))
h0(
√
t)2
‖φ‖Lp,σ
for φ ∈ Cc(RN ) and t > 0.
We first recall the following lemma on an upper Gaussian estimate of p = p(x, y, t). See
[17, Theorem 1.3].
Lemma 3.1 Assume conditions (V) and (N’). Then there exists C > 0 such that
0 < p(x, y, t) ≤ Ct−N2 h˜0(x, t)h˜0(y, t)
h0(
√
t)2
exp
(
−|x− y|
2
Ct
)
for x, y ∈ RN \ {0} and t > 0, where h˜0(x, t) := h0(min{|x|,
√
t}).
Combining Lemma 3.1 and the parabolic regularity theorems, we have:
Lemma 3.2 Assume conditions (V) and (N’). Let ℓ ∈ {0, 1}, j ∈ {0, 1, 2, . . . } and δ ∈ (0, 1].
Then there exists C > 0 such that
|∂jt∇ℓp(x, y, t)| ≤ Ct−
N
2
− ℓ
2
−j h˜0(x, t)h˜0(y, t)
h0(
√
t)2
exp
(
−|x− y|
2
Ct
)
for x ∈ B(0, δ√t)c, y ∈ RN \ {0} and t > 0.
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Proof. Let y ∈ RN \ {0}, t > 0 and δ ∈ (0, 1]. Set k = δ√t/2. Let x ∈ B(0, δ√t)c and set
pk(z, s) := p(x+ kz, y, t+ k
2s) for (z, s) ∈ B(0, 1) × (−1, 1). Then pk satisfies
∂spk −∆zpk + V˜ (z)pk = 0 in (x, t) ∈ B(0, 1) × (−1, 1), (3.1)
where V˜ (z) = k2V (|x+ kz|). By condition (V) (iii) we have
|∇V˜ (z)| ≤ Ck3|x+ kz|−3 ≤ C for z ∈ B(0, 1). (3.2)
Let ℓ ∈ {0, 1} and j ∈ {0, 1, 2, . . . }. By (3.2) we apply the parabolic regularity theorems to (3.1)
and obtain
kℓ+2j |∂jt∇ℓp(x, y, t)| = |∂jt∇ℓpk(0, 0)| ≤ C‖pk‖L∞(B(0,1)×(−1,1)) .
Then, due to the relation that h0(r/2) ≍ h0(r) ≍ h0(2r) for r > 0 (see (1.4) and (1.5)), by
Lemma 3.1 we obtain the desired inequality. ✷
We prove Proposition 3.1 by using Lemmas 3.1 and 3.2.
Proof of Proposition 3.1. Let (p, q, σ, θ) ∈ Λ and φ ∈ Lp,σ. By Lemmas 3.1 and 3.2 we find
c > 0 such that ∣∣∣[∂jt∇ℓe−tHφ] (x)∣∣∣ ≤ Ct− ℓ2−j[I(x, t) + J(x, t)], t > 0, (3.3)
for x ∈ B(0, δ√t)c if (j, ℓ) 6= (0, 0) and x ∈ RN \ {0} if (j, ℓ) = (0, 0), where
I(x, t) := h0(
√
t)−2h˜0(x, t)
∫
B(0,
√
t)
h0(|y|)Gc(x− y, t)|φ(y)| dy,
J(x, t) := h0(
√
t)−1h˜0(x, t)
∫
B(0,
√
t)c
Gc(x− y, t)|φ(y)| dy,
Gc(x, t) := t
−N
2 exp
(
−|x|
2
ct
)
.
We prove assertion (a). Let δ ∈ (0, 1], x ∈ B(0, δ√t)c and t > 0. Thanks to (1.4) and (1.5), we
have h˜0(x, t) ≤ Ch0(
√
t). Then it follows from (2.2) that
‖I(t)‖Lq,θ(B(0,δ√t)c) ≤ Ch0(
√
t)−1
∥∥∥∥
∫
RN
Gc(· − y, t)h0(|y|)|φ(y)|χB(0,√t)(y) dy
∥∥∥∥
Lq,θ
≤ Ch0(
√
t)−1‖Gc(t)‖Lq,θ‖h0φ‖L1(B(0,√t))
≤ Ct−
N
2
(
1− 1
q
)
h0(
√
t)−1‖h0φ‖L1(B(0,√t)).
(3.4)
Similarly, by (2.2) we obtain
‖J(t)‖Lq,θ(B(0,δ√t)c) ≤ ‖Gc(t)‖Lr,s‖φ‖Lp,σ(B(0,δ√t)c)
≤ Ct−N2 (1− 1r )‖φ‖Lp,σ(B(0,δ√t)c) = Ct
−N
2
(
1
p
− 1
q
)
‖φ‖Lp,σ(B(0,δ√t)c)
(3.5)
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for t > 0, where 1 ≤ r ≤ ∞ and 1 ≤ s ≤ ∞ with
1
r
+
1
p
=
1
q
+ 1,
1
θ
=
1
s
+
1
σ
.
Combining (3.3), (3.4) and (3.5), we see that
‖∂jt∇ℓe−tHφ‖Lq,θ(B(0,δ√t)c) ≤ Ct
−N
2
(
1− 1
q
)
− ℓ
2
−j
[‖h0φ‖L1(B(0,√t))
h0(
√
t)
+ t
N
2p′ ‖φ‖Lp,σ(B(0,δ√t)c)
]
,
which together with Proposition 2.4 (a) and (2.1) implies assertion (a).
We prove assertion (b). Let x ∈ B(0,√t) and t > 0. It follows from h˜0(x, t) = h0(|x|) that
I(x, t) ≤ h0(
√
t)−2h0(|x|)
∫
B(0,
√
t)
h0(|y|)Gc(x− y, t)|φ(y)| dy,
which implies that
‖I(t)‖Lq,θ(B(0,√t)) ≤ C
‖h0‖Lq,θ(B(0,√t))
h0(
√
t)2
sup
x∈B(0,√t)
∫
B(0,
√
t)
h0(|y|)Gc(x− y, t)|φ(y)| dy
≤ C
‖h0‖Lq,θ(B(0,√t))
h0(
√
t)2
· Ct−N2 ‖h0φ‖L1(B(0,√t))
(3.6)
for t > 0. Similarly, we obtain
‖J(t)‖Lq,θ(B(0,√t)) ≤ Ch0(
√
t)−1‖h0‖Lq,θ(B(0,√t)) sup
x∈B(0,√t)
∫
B(0,
√
t)c
Gc(x− y, t)|φ(y)| dy
≤ Ct−N2p
‖h0‖Lq,θ(B(0,√t))
h0(
√
t)
‖φ‖Lp,σ(B(0,√t)c)
(3.7)
for t > 0. By assertion (a) with (j, ℓ) = (0, 0), (3.6) and (3.7) we have
‖e−tHφ‖Lq,θ ≤ Ct−
N
2
[‖h0‖Lq,θ(B(0,√t))
h0(
√
t)
+ t
N
2q
] [‖h0φ‖L1(B(0,√t))
h0(
√
t)
+ t
N
2p′ ‖φ‖Lp,σ(B(0,√t)c)
]
for t > 0. This together with Proposition 2.4 (a) and (2.1) implies assertion (b). Thus Proposi-
tion 3.1 follows. ✷
4 Radially symmetric solutions
In this section we obtain uniform estimates of time derivatives and spatial derivatives of vk,i
inside parabolic cones with respect to k and i.
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4.1 Estimates of time derivatives
Let j ∈ {0, 1, 2, . . . }. In this subsection we prove the following proposition on uniform estimates
of ∂jt vk,i. Proposition 4.1 is one of the main ingredients in the proof of Theorem 1.1.
Proposition 4.1 Assume conditions (V) and (N’). Let (p, p, σ, σ) ∈ Λ be such that h0 ∈
Lp,σ(B(0, 1)) ∩ Lp′,σ′(B(0, 1)). Let vk,i be as in (1.9). Then, for any j ∈ {0, 1, 2, . . . }, there
exist C > 0 and δ ∈ (0, 1] such that
|∂jt vk,i(x, t)| ≤ CMk,it−
N
2
−j ‖h0‖Lp′,σ′(B(0,√t))
hk(δ
√
t)h0(
√
t)
hk(|x|)‖φ‖Lp,σ (4.1)
for x ∈ B(0, δ√t), t > 0, k ∈ {0, 1, 2, . . . } and i ∈ {1, . . . , dk}. Here Mk,i := ‖Qk,i‖L∞(SN−1).
For the proof of Proposition 4.1, we start by proving the following lemma.
Lemma 4.1 Assume the same conditions as in Proposition 4.1. Then, for any δ ∈ (0, 1] and
j ∈ {0, 1, 2, . . . }, there exists C > 0 such that
|∂jt vk,i(x, t+ t0)| ≤ CMk,it−
N
2
−j ‖h0‖Lp′,σ′(B(0,√t))
h0(
√
t)
‖φ‖Lp,σ (4.2)
for x ∈ ∂B(0, δ√t), t > 0, t0 ∈ [0, 1], k ∈ {0, 1, 2, . . . } and i ∈ {1, . . . , dk}.
Proof. Let φ ∈ Cc(RN ), j ∈ {0, 1, 2, . . . } and δ ∈ (0, 1]. Let u(t) := e−tHφ for t > 0. By
Proposition 3.1 (a) with q = θ =∞, we have
|∂jt u(x, t+ t0)| ≤ Ct−
N
2
−j ‖h0‖Lp′,σ′(B(0,√t))
h0(
√
t)
‖u(t0)‖Lp,σ
for x ∈ ∂B(0, δ√t), t > 0 and t0 ∈ [0, 1]. Since h0 ∈ Lp,σ(B(0, 1)) ∩ Lp′,σ′(B(0, 1)), by Proposi-
tion 3.1 (b) and (2.4) we have
‖u(t0)‖Lp,σ ≤ Ct−
N
2
0
‖h0‖Lp,σ(B(0,√t0))‖h0‖Lp′,σ′(B(0,√t0))
h0(
√
t0)2
‖φ‖Lp,σ ≤ C‖φ‖Lp,σ
for t0 ∈ (0, 1]. These imply that
|∂jt u(x, t+ t0)| ≤ Ct−
N
2
−j ‖h0‖Lp′,σ′(B(0,√t))
h0(
√
t)
‖φ‖Lp,σ (4.3)
for x ∈ ∂B(0, δ√t), t > 0 and t0 ∈ [0, 1]. On the other hand, it follows from (1.10) that∫
∂B(0,1)
∂jtu(|x|y, t)Qk,i(y) dσy = ∂jt vk,i(|x|, t)
for x ∈ RN \ {0} and t > 0. This together with (4.3) implies (4.2). Thus Lemma 4.1 follows. ✷
Next we prepare the following lemma on supersolutions.
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Lemma 4.2 Assume the same conditions as in Proposition 4.1. Let k ∈ {0, 1, 2, . . . }, T ≥ 0
and M > 0. Let ζ ∈ C1((T,∞)) be such that
0 ≤ −ζ ′(t) ≤ (k + 1)Mt−1ζ(t) in (T,∞).
Set
fk(|x|) :=
∫ |x|
0
s1−Nνk(s)−1
(∫ s
0
τN−1νk(τ) dτ
)
ds, νk(|x|) = hk(|x|)2,
z∗(x, t) := 2ζ(t)
[
1− (k + 1)Mt−1fk(|x|)
]
,
for (x, t) ∈ RN × (T,∞). Then z∗ satisfies
∂tz∗ ≥ 1
νk
div (νk∇z∗), z∗ ≤ 2ζ(t),
for (x, t) ∈ RN × (T,∞). Furthermore, there exists δ > 0 such that
0 ≤ (k + 1)Mt−1fk(|x|) ≤ 1
2
, z∗(x, t) ≥ ζ(t), (4.4)
for x ∈ B(0, δ√t) and t > T . Here the constant δ depends on M and it is independent of k.
Proof. We see that fk is nonnegative and it satisfies
1
νk
div (νk∇fk) = 1 in RN .
Furthermore, ζ ′ ≤ 0 in (T,∞). Then we observe that z∗(x, t) ≤ 2ζ(t) and
∂tz∗ − 1
νk
div (νk∇z∗)
= 2ζ ′(t)
[
1− (k + 1)Mt−1fk(x)
]
+ 2(k + 1)Mζ(t)t−2fk(x) + 2(k + 1)Mt−1ζ(t)
≥ 2ζ ′(t) + 2(k + 1)Mt−1ζ(t) ≥ 0
for (x, t) ∈ RN × (T,∞). Furthermore, by Proposition 2.4 (b) we find C > 0, independent of k,
such that
M(k + 1)fk(x) ≤ CM
∫ |x|
0
s ds =
CM
2
|x|2 ≤ CM
2
δ2t
for x ∈ B(0, δ√t) and t > T . Then, taking a sufficiently small δ ∈ (0, 1], we see that z∗ satisfies
(4.4). Thus Lemma 4.2 follows. ✷
We are ready to prove Proposition 4.1.
Proof of Proposition 4.1. The proof is divided into three steps. Let j ∈ {0, 1, 2, . . . } and fix
it.
Step 1: We prove inequality (4.1) for 0 < t ≤ 1. In this step the letter C denotes generic positive
constants independent of k. Let ǫ ∈ (0, 1). Set
v˜j(x, t) := ∂
j
t vk,i(x, t), w˜j(x, t) :=
v˜j(x, t)
hk(|x|) , ηj(t) := t
−N
2p
−j−A1,k
2 ,
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for (x, t) ∈ RN × (0,∞). Then w˜j satisfies
∂tw =
1
νk
div (νk∇w) in RN × (0,∞). (Wk)
(See also Definition 2.1.) Since w˜j(·, t) is radially symmetric for any t > 0, it follows from [18,
Lemma 2.2] that w˜j ∈ C(RN × (0,∞)). On the other hand, it follows from h0 ∈ Lp,σ(B(0, 1)),
(1.3) and (1.4) that N + pA1,0 ≥ 0 and
A1,k =
√
ωk(1 + o(1)) = k(1 + o(1)) as k →∞.
Then we find M1 > 0 such that
−M1(k + 1) ≤ −N
2p
− j − A1,k
2
− ǫ ≤ − 1
2p
(N + pA1,0)− ǫ < 0
for k ∈ {0, 1, 2, . . . }. This implies that
0 ≤ − t
t−ǫηj(t)
d
dt
(t−ǫηj(t)) ≤M1(k + 1) for t > 0.
Let z∗ and δ ∈ (0, 1] be as in Lemma 4.2 with ζ(t) and T replaced by t−ǫηj(t) and 0, respectively.
Here δ depends only on M1 and it is independent of k and ǫ.
On the other hand, by Proposition 2.3 we see that
hk(|x|) ≍ |x|A1,k for x ∈ B(0, 1) and k ∈ {0, 1, 2, . . . }.
Then, by (2.4) we have
C−1ηj(t) ≤ t−
N
2
−j ‖h0‖Lp′,σ′(B(0,√t))
hk(δ
√
t)h0(
√
t)
≤ Cηj(t) for t ∈ (0, 1]. (4.5)
This together with Lemmas 4.1 and 4.2 implies that
|w˜j(x, t+ t0)| ≤ CMk,it−
N
2
−j ‖h0‖Lp′,σ′(B(0,√t))
hk(δ
√
t)h0(
√
t)
‖φ‖Lp,σ
≤ CMk,it−ǫηj(t)‖φ‖Lp,σ ≤ CMk,i‖φ‖Lp,σz∗(x, t)
(4.6)
for x ∈ ∂B(0, δ√t), t ∈ (0, 1], t0 ∈ (0, 1] and k ∈ {0, 1, 2, . . . }. Since w˜j ∈ C(RN × [0,∞)) and
inf
x∈B(0,δ√t)
z∗(x, t) ≥ t−ǫηj(t)→∞ as t→ +0,
we see that
w˜j(x, t∗ + t0) ≤ CMk,i‖φ‖Lp,σz∗(x, t∗) (4.7)
for x ∈ B(0, δ√t) and small enough t∗ > 0. By Lemma 4.2, (4.5), (4.6) and (4.7) we apply the
comparison principle to obtain
|w˜j(x, t+ t0)| ≤ CMk,i‖φ‖Lp,σz∗(x, t) ≤ CMk,i‖φ‖Lp,σ t−ǫηj(t)
≤ CMk,it−
N
2
−j−ǫ‖h0‖Lp′,σ′(B(0,√t))
hk(δ
√
t)h0(
√
t)
‖φ‖Lp,σ
(4.8)
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for x ∈ B(0, δ√t) and t ∈ [t∗, 1]. Letting t∗ → +0, we see that (4.8) holds for x ∈ B(0, δ
√
t)
and t ∈ (0, 1]. Since ǫ ∈ (0, 1) and t0 ∈ (0, 1) are arbitrary, we obtain inequality (4.1) for
x ∈ B(0, δ√t), 0 < t ≤ 1 and k ∈ {0, 1, 2, . . . }. It remains to prove inequality (4.1) for t > 1.
Step 2: Let k ∈ {0, 1, 2, . . . } and fix it. We prove that inequality (4.1) holds for t > 1. In this
step the letter C denotes generic positive constants depending on k possibly. By (4.8) we have
|w˜j(x, 1)| ≤ CMk,i‖φ‖Lp,σ for x ∈ B(0, δ). (4.9)
Furthermore, by Lemma 4.1 we see that
|w˜j(x, t)| ≤ CMk,it−
N
2
−j ‖h0‖Lp′,σ′(B(0,√t))
hk(δ
√
t)h0(
√
t)
‖φ‖Lp,σ (4.10)
for x ∈ ∂B(0, δ√t) and t ≥ 1. On the other hand, by (1.5) we find α ∈ R and β ∈ R such that
t−
N
2
−j ‖h0‖Lp′,σ′(B(0,√t))
hk(δ
√
t)h0(
√
t)
≍ t−α[log(1 + t)]β for t ≥ 1. (4.11)
Assume either α > 0 or α = 0, β < 0. Then we find L ≥ 1 such that
η2(t) := t
−α[log(L+ t)]β
is monotone decreasing in (1,∞). Furthermore, we also find M2 > 0 such that
0 ≤ − tη
′
2(t)
η2(t)
≤M2 in (1,∞).
By Lemma 4.2 we find a supersolution z∗ to problem (Wk) and δk ∈ (0, δ) such that
z∗ ≤ 2η2(t) for (x, t) ∈ RN × (1,∞),
z∗(x, t) ≥ η2(t) for (x, t) ∈ B(0, δk
√
t)× (1,∞).
(4.12)
Furthermore, by (4.9) we have
|w˜j(x, 1)| ≤ CMk,i‖φ‖Lp,σ =
CMk,i
η2(1)
‖φ‖Lp,ση2(1) ≤ CMk,i
η2(1)
‖φ‖Lp,σz∗(x, 1) (4.13)
for x ∈ B(0, δk). It follows from (4.10), (4.11) and (4.12) that
|w˜j(x, t)| ≤ CMk,iη2(t)‖φ‖Lp,σ ≤ CMk,i‖φ‖Lp,σz∗(x, t) (4.14)
for x ∈ ∂B(0, δk
√
t) and t ≥ 1. By (4.13) and (4.14), applying the comparison principle, we see
that
|w˜j(x, t)| ≤ CMk,i‖φ‖Lp,σz∗(x, t) for x ∈ B(0, δk
√
t) and t ≥ 1.
This together with (4.11) and (4.12) implies that
|w˜j(x, t)| ≤ CMk,i‖φ‖Lp,ση2(t) ≤ CMk,it−
N
2
−j ‖h0‖Lp′,σ′(B(0,√t))
hk(δ
√
t)h0(
√
t)
‖φ‖Lp,σ
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for x ∈ B(0, δk
√
t) and t ≥ 1. This implies that inequality (4.1) holds for x ∈ B(0, δk
√
t) and
t ≥ 1 in the cases when α > 0 and when α = 0 and β < 0.
Assume either α < 0 or α = 0, β ≥ 0. Let L′ ≥ 1 be such that
η˜(t) := t−α[log(L′ + t)]β
is monotone increasing in (1,∞). Then η˜ is a supersolution to problem (Wk). Furthermore,
similarly to (4.13) and (4.14), by (4.9), (4.10) and (4.11) we have
|w˜j(x, 1)| ≤ CMk,i‖φ‖Lp,σ η˜(1) for x ∈ B(0, δk),
|w˜j(x, t)| ≤ CMk,i‖φ‖Lp,σ η˜(t) for (x, t) ∈ ∂B(0, δk
√
t)× (1,∞).
Applying the comparison principle, we see that |w˜j(x, t)| ≤ CMk,i‖φ‖Lp,σ η˜(t) for (x, t) ∈
B(0, δk
√
t) × [1,∞). This together with (4.11) implies that inequality (4.1) holds for x ∈
B(0, δk
√
t) and t ≥ 1 in the cases when α < 0 and when α = 0, β < 0. Thus inequality (4.1)
holds for x ∈ B(0, δk
√
t) and t ≥ 1 for fixed k ∈ {0, 1, 2, . . . }.
Step 3: We complete the proof of Proposition 4.1. Thanks to Steps 1 and 2, it suffices to prove
inequality (4.1) for x ∈ B(0, δ√t), t ≥ 1 and large enough k. In this step the letter C denotes
generic positive constants independent of k.
Let k∗ ∈ {0, 1, 2, . . . } be as in Proposition 2.2 (b) and k ∈ {k∗, k∗ + 1, . . . }. Then hk is
monotone increasing in (1,∞). We construct a supersolution to problem (Wk). Since
d
dt
[
hk(
√
t)−1
]
= −1
2
t−
1
2hk(
√
t)−2
(
d
dr
hk
)
(
√
t),
by Proposition 2.2 (b) we find M3 > 0 such that
− kM−13 t−1hk(
√
t)−1 ≥ d
dt
hk(
√
t)−1 ≥ −kM3t−1hk(
√
t)−1 (4.15)
for t > 0 and k ≥ k∗. Let α˜, β˜ ∈ R be such that
t−
N
2
−j ‖h0‖Lp′,σ′(B(0,√t))
h0(
√
t)
≍ t−α˜[log(1 + t)]β˜ for t ≥ 1. (4.16)
Set
M4 := |α˜|+ |β˜|(log 2)−1 +M3.
By Lemma 4.2 we take small enough δ˜ ∈ (0, δ] to obtain
0 ≤ (k + 1)M4t−1fk(|x|) ≤ 1
2
for x ∈ B(0, δ˜√t) and t > 0, where fk is as in Lemma 4.2. Set
ζk(t) := t
−α˜[log(2 + t)]β˜hk(δ˜
√
t)−1 for t > 0.
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Then, by (4.15) we have
d
dt
ζk(t) = −α˜t−1ζk(t) + β˜[log(2 + t)]−1(2 + t)−1ζk(t)
+ δ˜2t−α˜[log(2 + t)]β˜
d
dτ
[
hk(
√
τ)−1
]∣∣∣∣
τ=δ˜2t
≥ −
[
|α˜|+ |β˜|(log 2)−1
]
t−1ζk(t)− kM3t−α˜−1[log(2 + t)]β˜hk(δ˜
√
t)−1 ≥ −kM4t−1ζk(t)
(4.17)
for t > 0 and k ≥ k∗. Similarly, taking sufficiently large k∗ if necessary, we see that
d
dt
ζk(t) ≤ 0 for t > 0. (4.18)
Set
z∗(x, t) := 2ζk(t)
[
1− (k + 1)M4t−1fk(|x|)
]
.
By (4.17) and (4.18), taking small enough δ˜ if necessary, we apply Lemma 4.2 to see that z∗ is
a supersolution to problem (Wk) and
2ζk(t) ≥ z∗(x, t) ≥ ζk(t) for x ∈ B(0, δ˜
√
t) and t > 0. (4.19)
Here δ˜ ∈ (0, δ] depends only on M1 and M4 and it is independent of k. On the other hand,
by (4.8) with δ = δ˜ we have
|w˜j(x, 1)| ≤ CMk,i‖φ‖Lp,σ ζk(1)
hk(δ˜)ζk(1)
≤ CMk,i‖φ‖Lp,σζk(1) ≤ CMk,i‖φ‖Lp,σz∗(x, 1) (4.20)
for x ∈ B(0, δ˜). On the other hand, by Lemma 4.1 and (4.16) we obtain
|w˜j(x, t)| ≤ CMk,it−
N
2
−j ‖h0‖Lp′,σ′(B(0,√t))
hk(δ˜
√
t)h0(
√
t)
‖φ‖Lp,σ ≤ CMk,i‖φ‖Lp,σζ(t) (4.21)
for x ∈ ∂B(0, δ˜√t) and t > 0. By (4.19), (4.20) and (4.21) we apply the comparison principle
to obtain
|w˜j(x, t)| ≤ CMk,i‖φ‖Lp,σz∗(x, t) ≤ CMk,i‖φ‖Lp,σζ(t)
for x ∈ B(0, δ˜√t) and t > 0. This together with (4.16) implies that inequality (4.1) holds for
x ∈ B(0, δ˜√t), t ≥ 1 and k ≥ k∗. Thus Proposition 4.1 follows. ✷
4.2 Estimates of spacial derivatives
In this subsection, thanks to Proposition 4.1, we obtain the following proposition.
Proposition 4.2 Assume the same conditions as in Proposition 4.1. Set
wk,i(|x|, t) :=
vk,i(|x|, t)
hk(|x|)
for (x, t) ∈ RN × (0,∞),
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where k ∈ {0, 1, 2, . . . } and i ∈ {1, . . . , dk}. Then, for any j ∈ {0, 1, 2, . . . },
∂jtwk,i(|x|, t) = ∂jtwk,i(0, t) + F jk,i(x, t), (x, t) ∈ RN × (0,∞), (4.22)
where
F jk,i(x, t) :=
∫ |x|
0
s1−Nνk(s)−1
(∫ s
0
τN−1νk(τ)[∂
j+1
t wk,i](τ, t) dτ
)
ds.
Furthermore, there exists C > 0 and δ ∈ (0, 1] such that
|∂jtwk,i(x, t)| ≤ CMk,it−
N
2
−j ‖h0‖Lp′,σ′(B(0,√t))
hk(δ
√
t)h0(
√
t)
‖φ‖Lp,σ , (4.23)
∣∣∣∇ℓF jk,i(x, t)∣∣∣ ≤ CMk,it−N2 −j−1|x|2−ℓ ‖h0‖Lp′,σ′(B(0,√t))hk(δ√t)h0(√t) ‖φ‖Lp,σ , (4.24)
for x ∈ B(0, δ√t) and t > 0, where ℓ ∈ {0, 1}.
Proof. Let j ∈ {0, 1, 2, . . . }. By Proposition 4.1 we find C > 0 and δ ∈ (0, 1] such that
|∂j+1t wk,i(x, t)| ≤ CMk,it−
N
2
−j−1 ‖h0‖Lp′,σ′(B(0,√t))
hk(δ
√
t)h0(
√
t)
‖φ‖Lp,σ (4.25)
for x ∈ B(0, δ√t), t > 0 and k ∈ {0, 1, 2, . . . }. This implies (4.23). Furthermore, combining
(4.25) and Proposition 2.4 (b), we have∣∣∣∣∣|x|1−Nνk(|x|)−1
∫ |x|
0
τN−1νk(τ)(∂
j+1
t wk,i)(τ, t) dτ
∣∣∣∣∣
≤ ‖∂j+1t wk,i(t)‖L∞(B(0,δ√t)) · |x|1−Nνk(|x|)−1
∫ |x|
0
τN−1νk(τ) dτ
≤ C(k + 1)−1|x|‖∂j+1t wk,i(t)‖L∞(B(0,δ√t)),
|∇ℓF jk,i(x, t)| ≤ C(k + 1)−1Mk,it−
N
2
−j−1|x|2−ℓ
‖h0‖Lp′,σ′(B(0,√t))
hk(δ
√
t)h0(
√
t)
‖φ‖Lp,σ ,
(4.26)
for x ∈ B(0, δ√t), t > 0 and k ∈ {0, 1, 2, . . . }, where ℓ ∈ {0, 1}. Then F jk,i is well-defined and
(4.24) holds. Furthermore, it satisfies
1
νk
div (νk∇F jk,i) = ∂j+1t wk,i in RN × (0,∞).
Set
w˜jk,i(|x|, t) := ∂jtwk,i(|x|, t) − F jk,i(|x|, t).
Then it follows that
1
νk
div (νk∇w˜k) = 0 in RN × (0,∞). (4.27)
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For any fixed t > 0, set zjk,i(r) := hk(r)w˜
j
k,i(r, t) for r > 0. Then, by (4.27) we see that z
j
k,i
satisfies
d2
dr2
zjk,i +
N − 1
r
d
dr
zjk,i − Vk(r)zjk,i = 0 for r ∈ (0,∞),
lim
r→+0
zjk,i(r)
hk(r)
= w˜jk,i(0, t) = ∂
j
twk,i(0, t).
By (1.4) we see that zjk,i(r) = ∂
j
twk,i(0, t)hk(r) for r ∈ (0,∞), that is,
∂jtwk,i(|x|, t)− F jk,i(|x|, t) = w˜jk,i(|x|, t) = ∂jtwk,i(0, t), x ∈ RN ,
for t > 0. Thus relation (4.22) holds. Thus Proposition 4.2 follows. ✷
5 Proof of Theorem 1.1
We complete the proof of Theorem 1.1, and prove Corollary 1.1.
Proof of Theorem 1.1. Theorem 1.1 with ℓ = 0 follows from Proposition 3.1 (b). It suffices
to prove (1.6) with ℓ = 1.
Let (p, q, σ, θ) ∈ Λ and ℓ = 1. We can assume, without loss of generality, that h0 ∈
Lp
′,σ′(B(0, 1)) and ∇h0 ∈ Lq,θ(B(0, 1)). Then, by the definition of the Lorentz norm and
Proposition 2.1 we see that h0 ∈ Lq,θ(B(0, 1)). These imply that
h0 ∈ Lp′,σ′(B(0, 1)) ∩ Lp,σ(B(0, 1)) ∩ Lq,θ(B(0, 1)). (5.1)
Let φ ∈ Cc(RN ). We use the same notations as in (1.8), (1.9) and (1.10). By (1.1) we apply the
regularity theorems for elliptic equations to obtain
‖Qk,i‖L∞(SN−1) + ‖∇Qk,i‖L∞(SN−1) ≤ C(ωk + 1)‖Qk,i‖L2(SN−1) ≤ C(k + 1)2
for ℓ ∈ {0, 1}, k ∈ {0, 1, 2, . . . } and i ∈ {1, . . . , dk}. Since
uk,i(x, t) = wk,i(x, t)hk(|x|)Qk,i
(
x
|x|
)
,
applying Proposition 4.2 with (5.1), we obtain
|∂jt∇uk,i(x, t)| ≤ C(k + 1)4t−
N
2
−j ‖h0‖Lp′,σ′(B(0,√t))
hk(δ
√
t)h0(
√
t)
‖φ‖Lp,σ
× {t−1|x|hk(x) + |∇hk(x)|+ |x|−1hk(x)}
(5.2)
for x ∈ B(0, δ√t) \ {0} and t > 0. Here δ is as in Proposition 4.2. By Propositions 2.1 and 2.2
we see that
|∂jt∇uk,i(x, t)| ≤ C(k + 1)5t−
N
2
−j ‖h0‖Lp′,σ′(B(0,√t))
hk(δ
√
t)h0(
√
t)
‖φ‖Lp,σ |x|−1hk(x) (5.3)
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for x ∈ B(0, δ√t) \ {0} and t > 0. Set
u˜(x, t) := u(x, t) − u0,1(x, t) =
∞∑
k=1
dk∑
i=1
uk,i(x, t).
By (1.2), (1.10) and (5.3) we see that
|∂jt∇u˜(x, t)| ≤
∞∑
k=1
dk∑
i=1
|∂jt∇uk,i(x, t)|
≤ C‖φ‖Lp,σ t−
N
2
−j|x|−1
‖h0‖Lp′,σ′(B(0,√t))
h0(
√
t)
∞∑
k=1
dk∑
i=1
(k + 1)5
hk(|x|)
hk(δ
√
t)
≤ C‖φ‖Lp,σ t−
N
2
−j|x|−1
‖h0‖Lp′,σ′(B(0,√t))
h0(
√
t)
∞∑
k=1
(k + 1)N+3
hk(|x|)
hk(δ
√
t)
(5.4)
for x ∈ B(0, δ√t) \ {0} and t > 0.
For k ∈ {1, 2, . . . }, set
ιk(r) :=
{
rA1,k−A1,1 for 0 < r < 1,
rA2,k−A2,1 for r ≥ 1.
Then ιk is monotone increasing in (0,∞). Furthermore, by Proposition 2.3 we have
hk(r)
h1(r)
≍ ιk(r) for r > 0 and k ∈ {1, 2, . . . }.
Since Ai,k −Ai,1 = k(1 + o(1)) as k →∞, where i = 1, 2, we find γ > 0 such that
Ai,k −Ai,1 ≥ k
2
− γ for k ∈ {1, 2, . . . }.
Then we see that ιk(ǫr) ≤ ǫ
k
2
−γιk(r) for r > 0 and ǫ ∈ (0, 1). This implies that
hk(|x|)
hk(δ
√
t)
=
h1(|x|)
h1(δ
√
t)
hk(|x|)
h1(|x|)
h1(δ
√
t)
hk(δ
√
t)
≤ C h1(|x|)
h1(δ
√
t)
ιk(|x|)
ιk(δ
√
t)
≤ C h1(|x|)
h1(δ
√
t)
ιk(ǫδ
√
t)
ιk(δ
√
t)
≤ Cǫ k2−γ h1(|x|)
h1(δ
√
t)
for x ∈ B(0, ǫδ√t) \ {0}, t > 0, ǫ ∈ (0, 1) and k ∈ {1, 2, . . . }. Taking small enough ǫ > 0 if
necessary, we see that
∞∑
k=1
(k + 1)N+3
hk(|x|)
hk(δ
√
t)
≤ C h1(|x|)
h1(δ
√
t)
∞∑
k=1
ǫ
k
2
−γ(k + 1)N+3 ≤ Cǫ h1(|x|)
h1(δ
√
t)
(5.5)
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for x ∈ B(0, ǫδ√t)) \{0} and t > 0. Here Cǫ is a positive constant depending on ǫ > 0. By (5.4)
and (5.5) we obtain
|∂jt∇u˜(x, t)| ≤ CCǫ‖φ‖Lp,σ t−
N
2
−j|x|−1
‖h0‖Lp′,σ′(B(0,√t))
h0(
√
t)
h1(|x|)
h1(δ
√
t)
(5.6)
for x ∈ B(0, ǫδ√t) \ {0} and t > 0. On the other hand, by (5.2) and (5.3) we have
|∂jt∇u0,1(x, t)| ≤ Ct−
N
2
−j−1|x|
‖h0‖Lp′,σ′(B(0,√t))
h0(
√
t)h0(δ
√
t)
‖φ‖Lp,σ |h0(x)|
+ Ct−
N
2
−j ‖h0‖Lp′,σ′(B(0,√t))
h0(
√
t)h0(δ
√
t)
‖φ‖Lp,σ |∇h0(x)|
≤ Ct−N2 −j
‖h0‖Lp′,σ′(B(0,√t))
h0(
√
t)h0(δ
√
t)
‖φ‖Lp,σ
[
|∇h0(x)|+ t−
1
2h0(|x|)
]
(5.7)
for x ∈ B(0, ǫδ√t) \ {0} and t > 0. Therefore, combining Proposition 3.1 (a), (5.6) and (5.7),
we obtain
‖∂jt∇u(t)‖Lq,θ
≤ ‖∂jt∇u0,1(t)‖Lq,θ(B(0,ǫδ√t)) + ‖∂jt∇u˜(t)‖Lq,θ(B(0,ǫδ√t)) + ‖∂jt∇u(t)‖Lq,θ(B(0,ǫδ√t))c
≤ Ct−N2 −j
‖h0‖Lp′,σ′(B(0,√t))
h0(
√
t)
‖φ‖Lp,σ
×
[‖∇h0‖Lq,θ(B(0,ǫδ√t))
h0(δ
√
t)
+ t−
1
2
‖h0‖Lq,θ(B(0,ǫδ√t))
h0(δ
√
t)
+
‖h˜1‖Lq,θ(B(0,ǫδ√t))
h1(δ
√
t)
]
for t > 0, where h˜1(x) := |x|−1h1(|x|). This together with (1.4) and (1.5) implies that
‖∂jt∇e−tH‖(Lp,σ→Lq,θ) ≤ Ct−
N
2
−j ‖h0‖Lp′,σ′(B(0,√t))
h0(
√
t)
×
[‖∇h0‖Lq,θ(B(0,√t))
h0(
√
t)
+ t−
1
2
‖h0‖Lq,θ(B(0,√t))
h0(
√
t)
+
‖h˜1‖Lq,θ(B(0,√t))
h1(
√
t)
] (5.8)
for t > 0.
On the other hand, by Proposition 2.1 we find R > 0 such that
h0(|x|) ≤ C|x||∇h0(|x|)| ≤ Ct 12 |∇h0(|x|)| if λ1 6= 0,
h0(|x|) ≤ C if λ1 = 0,
(5.9)
for x ∈ [B(0, R)∩B(0,√t)]\{0}. Furthermore, taking small enough R > 0 if necessary, by (1.4)
we see that
h1(r)
h0(r)
≤ Ch1(
√
t)
h0(
√
t)
for x ∈ B(0,
√
t) ∩B(0, R).
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These imply that
h˜1(|x|)
h1(
√
t)
=
|x|−1h1(|x|)
h1(
√
t)
≤ C|x|−1 h0(|x|)
h0(
√
t)
≤ C |∇h0(|x|)|
h0(
√
t)
if λ1 6= 0,
h˜1(|x|)
h1(
√
t)
≤ C|x|−1 |x|√
t
≤ Ct− 12 if λ1 = 0,
(5.10)
for x ∈ [B(0,√t) ∩B(0, R)] \ {0}. By (5.8), (5.9) and (5.10) we obtain
‖∂jt∇e−tH‖(Lp,σ→Lq,θ) ≤ Ct−
N
2
−j ‖h0‖Lp′,σ′(B(0,√t))
h0(
√
t)
[‖∇h0‖Lq,θ(B(0,√t))
h0(
√
t)
+ t
N
2q
− 1
2
]
for t ∈ (0,√R), which implies (1.6) for t ∈ (0,√R). Therefore Theorem 1.1 follows in the case
when 0 < t <
√
R.
It remains to prove that (1.6) holds for t ≥ √R. Similarly to (5.9), by Proposition 2.2 we
find R′ ∈ (R,∞) such that
h0(|x|) ≤ C if v0 ≡ 1,
h0(|x|) ≤ C|x||∇h0(|x|)| ≤ Ct 12 |∇h0(|x|)| otherwise,
(5.11)
for x ∈ B(0, R′)c∩B(0,√t). Furthermore, similarly to (5.10), taking large enough R′ if necessary,
by (1.5) we see that h1(r)/h0(r) ≍ v1(r)/v0(r) and v1(r)/v0(r) is monotone increasing in (R′,∞)
and obtain
h˜1(|x|)
h1(
√
t)
≤ C|x|−1 |x|√
t
≤ Ct− 12 if v0 ≡ 1,
h˜1(|x|)
h1(
√
t)
=
|x|−1h1(|x|)
h1(
√
t)
≤ C|x|−1 h0(|x|)
h0(
√
t)
≤ C |∇h0(|x|)|
h0(
√
t)
otherwise,
(5.12)
for x ∈ B(0, R′)c ∩B(0,√t). Therefore, by (5.8), (5.11) and (5.12) we obtain
‖∂jt∇e−tH‖(Lp,σ→Lq,θ) ≤ Ct−
N
2
−j ‖h0‖Lp′,σ′(B(0,√t))
h0(
√
t)
[‖∇h0‖Lq,θ(B(0,√t))
h0(
√
t)
+ t
N
2q
− 1
2
]
for t ∈ [√R,∞). This implies (1.6) for t ∈ [√R,∞). Thus Theorem 1.1 follows. ✷
Proof of Corollary 1.1. Corollary 1.1 easily follows from Theorem 1.1 and Proposition 2.4 (a).
✷
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