Let π be a Hecke-Maass cusp form for SL3(Z) with normalized Hecke eigenvalues λπ(n, r) and let f be a holomorphic or Maass cusp form for SL2(Z) with normalized Hecke eigenvalues λ f (n). In this paper, we are concerned with obtaining nontrivial estimates for the sum r,n≥1 λπ(n, r)λ f (n)e t ϕ(r 2 n/N ) V r 2 n/N ,
Introduction
Let {λ F (n) : n ≥ 1} be the Hecke eigenvalues of a GL m automorphic form F and let {e(tϕ(n)) : n ≥ 1} be a family of exponential functions, where t ≥ 1 is a large parameter and ϕ(x) is some real-valued smooth function. It is widely believed that the Hecke eigenvalues {λ F (n) : n ≥ 1} and the exponential functions {e(tϕ(n)) : n ≥ 1} should not see each other, in the following sense ∞ n=1 λ F (n)e tϕ n X m V n X m ≪ F,V,A X m (log X m ) −A , (1.1) for X m ≪ t m/2 and any A ≥ 1. (For the case where X m ≫ t m/2 one can apply the functional equation of L(s, F ) to either produce a nontrivial estimate or to bring to the present consideration.) In applications, one is more concerned with a power-saving estimate, say
for some δ > 0. In general this can be a rather difficult problem. Indeed, by taking ϕ(x) = −(log x)/2π, then this would imply a subconvexity bound for the L-function L(s, F ) in the taspect. On the other hand, in this setting the square-root cancellation phenomenon should not be expected to hold in general, as the following example by Iwaniec, Luo and Sarnak [ILS00] shows
where F = f is a SL 2 (Z) holomorphic cusp form. Nevertheless, nontrivial results towards (1.2) have been known for several cases.
• If F = f is a SL 2 (Z) holomorphic cusp form, it was first proved by Jutila in his influential Tata lecture notes [Jut87] that one has the following bound ∞ n=1 λ f (n)e tϕ n X 2 V n X 2 ≪ t 1/3 X 1/2+ε 2 as long as t 2/3 ≪ X 2 . Similar results for F being a Maass cusp form have been obtained by several other authors later.
• For F = π a SL 3 (Z) Maass cusp form and for the case where ϕ(n) = −(log n)/2π, it was proved by Munshi [Mun15] that one has ∞ n=1 λ π (n, 1)e tϕ n X 3 V n X 3 ≪ t 1/2 X 5/8+ε 3 , if t 24/17 < X 3 < t 3/2+ε , t 11/10 X 1/5+ε 3 , if t 11/8 < X 3 ≤ t 24/17 .
This was later strengthened to ∞ n=1 λ π (n, 1)e tϕ n X 3 V n X 3 ≪ t 3/10 X 3/4+ε 3 , as long as t 6/5 ≪ X 3 by Aggarwal [Agg19] . In the same setting, if we let X 3 = t 1/β and consider ϕ(n) = n β , then it was shown by Kumar, Mallesham, and Singh [KMS19] that the bound of the same strength of quality as Aggarwal's holds ∞ n=1 λ π (n, 1)e tϕ n X 3 V n X 3 ≪ t 3/10 X 3/4+ε 3 .
• For the case where F = π ⊗ f , a Rankin-Selberg convolution of a SL 3 (Z) Maass cusp form π and a SL 2 (Z) cusp form f , and ϕ(n) = −(log n)/2π, it was established recently by Munshi [Mun18] that the following bound holds ∞ n=1 λ π (n, r)λ f (n)n −it V nr 2 X 6 ≪ r −1 t 59/42+3η/2 X 1/2+ε 6 , (1.4) as long as t 3−η ≪ X 6 . Motivated by this and with application in mind, the goal of this paper will be twofold: on the one hand, we would like to extend this result to a more general setting, that the twist n −it is replaced by a more general Archimedean character; on the other hand, we aim to obtain an improved bound than the one stated. We are now to set up some basic notation for our consideration.
In the sequel, π will always denote a Hecke-Maass cusp form for SL 3 (Z) with normalized Hecke eigenvalues λ π (n, r) and f will be a holomorphic or Maass cusp form for SL 2 (Z) with normalized Hecke eigenvalues λ f (n). Define S (N ) = r,n≥1 λ π (n, r)λ f (n)e tϕ r 2 n N V r 2 n N , (1.5)
where t ≥ 1 is a large parameter, V (x) ∈ C ∞ c (1, 2) with total variation Var(V ) ≪ 1 and satisfying V (j) (x) ≪ j △ j for j ≥ 0 with △ ≪ t 1−ε , and ϕ(x) is some non-constant real-valued smooth function. Then our main result states as follows.
Theorem 1.1. Let ϕ(x) ∈ C ∞ (1/2, 5/2) be a monotonic function satisfying ϕ ′ (x)· ϕ(x 3 ) ′′ ≤ 0.
We have S (N ) ≪ π,f,ε t 3/5 N 3/4+ε for t 12/5 < N < t 3+ε .
Remark 1.
(1) Typical examples of ϕ(x) satisfying the condition ϕ ′ (x) · ϕ(x 3 ) ′′ ≤ 0 consists functions of the form ϕ(x) = x β for 0 < β ≤ 1/3.
(2) For results on using functional equation (or equivalently, Voronoi summation formula) to study twists of the form N <n≤2N λ π (n, r)λ f (n)e(α n β ), the reader is referred to [FI05, RY15] ; see also [KP05] . In the other direction, in [LMS19] , sums where the twists are algebraic in nature, i.e., sums of the form r,n≥1 λ π (n, r)λ f (n)K(n)V r 2 n/N , where K is the Frobenius trace function of some ℓ-adic sheaf modulo q, are considered.
Since the test function V in the statement allows oscillations. If desired, one can derive a nontrivial upper bound for the sum with a sharp-cut. Indeed, one has Corollary 1.2. Same notation and assumptions as above. We have N ≤r 2 n≤2N λ π (n, r)λ f (n)e tϕ r 2 n N ≪ π,f,ε t 3/5 N 3/4+ε for t 12/5 < N < t 3+ε .
Theorem 1.1 admits an application in bounding L-functions on the critical line. Let
λ π (n, r)λ f (n) (nr 2 ) s (Re s > 1).
An application of functional equation implies a bound of the shape L (1/2 + it, π ⊗ f ) ≪ t 3/2+ε , which is the convexity or trivial bound. The aforementioned bound (1.4) of Munshi corresponds to L (1/2 + it, π ⊗ f ) ≪ π,f,ε t 3/2−1/42+ε .
We obtain an improved bound over Munshi's.
Corollary 1.3. We have
Remark 2.
(1) The possibility of improving the t-aspect subconvexity exponent is based on an observation made by Aggarwal [Agg19] , who shows that if one were to use Kloosterman's version of circle method, rather than using a delta method together with a "conductor-lowering"
that restricts |n − m| < t ε N/K (here n, m ≍ N ), as used by Munshi in [Mun15, Mun18], then not only (1.6) is removable, but also it is possible to improve the exponent of saving. The point is that the conductor-decreasing effect has been built in the expression of Kloosterman's circle method; more precisely the oscillation of the factor e(−nζ/aq) in (4.2) would play a similar role as the integral (1.6) would do for us.
(2) The exponent 3/20 of saving over the trivial bound is consistent with the exponent 3/40 in the GL 3 case in the depth and t-aspects [SZ19, Agg19] . It would be interesting to explore why such an exponent of saving shows up naturally. Now we proceed to describe another application of Theorem 1.1. Let
where λ F (n) are Fourier-Whittaker coefficients of some fixed GL m automorphic form F satisfying a functional equation relating L(s, F ) and L(1 − s, F ). Here F is the dual form of F . Let (µ 1,∞ , · · · , µ m,∞ ) be the Satake parameter of F at ∞. In [FI05] , a general principle on how to get stronger bounds for the sum A m (x) was described. Moreover, it is conjectured [FI05, Conjecture 2] there that one should have the following optimal bound for the error term
In particular, if the L-function L(s, F ) has no pole at s = 1, then one should expect the following bound to be valid
denote the dual sum associated to A m (x). In [FI05] , in addition to having obtained some improved results for m = 3 case for some GL 3 Eisenstein series F , for a general automorphic form F , Friedlander and Iwaniec obtained a nice identity which relates A m (x) to its dual sum B(x, N ): under the Ramanujan conjecture Re(µ j,∞ ) = 0, one has
where c F is some constant depending on the form F only. In particular, if estimating the sum B(x, N ) trivially and choosing N = x (m−1)/(m+1) , we obtain that
which should be regarded as the convexity bound, compared to the conjectural optimal bound in (1.7).
To the authors' knowledge, results better than (1.9) seem to be available for m = 2 and m = 3 cases only, where the forms F are certain Eisenstein series so that the Fourier coefficients admit some factorization (for example, for λ F (n) = τ (n) the divisor function or λ F (n) = n 1 n 2 n 3 =n χ 1 (n 1 )χ 2 (n 2 )χ 3 (n 3 ), χ j being primitive Dirichlet characters). For results without assuming the Ramanujan conjecture but with bounds weaker than (1.9), one is referred to [Lü09] and the references therein.
Our main result has an application towards improving (1.9) in the special case m = 6. Let F = π ⊗ f , Rankin-Selberg convolution of GL 3 and GL 2 cusp forms, whose n-th Fourier coefficient is given by λ F (n) = n 2 1 n 2 =n λ π (n 1 , n 2 )λ f (n 2 ). Then (1.9) reads as
while the conjectural bound (1.7) predicts that
By taking ϕ(n) = n 1/6 in Theorem 1.1 one can derive the following.
Corollary 1.4. Under the Ramanujan conjecture for π and f , we have
Though this is still far away from the conjectural optimal bound O(x 5/12+ε ), it seems to be the first time results better than (1.9) for m > 3 being obtained.
The paper is organized as follows: in Section 2 we provide a quick sketch and key steps of the proof; in Section 3 we review some basic materials of automorphic forms on GL 2 and GL 3 ; Section 4 gives details of the proof for Theorem 1.1; and in Section 5 we complete the proofs for Corollaries 1.2, 1.3, and 1.4. the proof the other parameter r in the GL 3 Hecke eigenvalue λ π (n, r) is fixed, we assume r = 1, say. Suppose we are working with the following sum
where here and after in this section the sums are interpreted as with some test functions which control the length of summations attached, without explicitly displaying them. Here the amplitude of the phase function is of size
Our first step is to follow [Mun18] and write We now use Voronoi summations to dualize the m-and n-sums. By applying GL 2 -Voronoi summation and taking into account of the oscillation of the GL 2 -Bessel functions, we get Similarly, applying GL 3 -Voronoi summation gives
We perform a stationary phase argument to get Ψ − (n, a, q, ζ) ≍ q 1/2 n 1/6 N 1/6 e −2
where U T (x) is some smooth compactly supported function, which also controls the length of the dual sum: n ∼ ζ 3 N 2 a 3 . Therefore by applying GL 3 -Voronoi summation we (essentially) get n∼N λ π (n, 1)e − na q e nζ aq ↔ N 1/2 q 1/2 n∼ ζ 3 N 2 a 3 λ π (1, n) n 1/2 S(a, n; q)e −2
Plugging the dual sums back into (2.1) and switching the orders of integration over ζ and y, we are roughly getting
S(a, n; q)
We evaluate the integral K(y; n, a, q) using stationary phase:
for some smooth compactly supported function U T (y). Hence putting things together we obtain that
Note that the sum over a can be evaluated explicitly, ⋆ Q<a≤q+Q S(a, n; q)e − ma q ≈ q e mn q .
Therefore, we arrive at
Remark 3. If we were to apply the bound J ♯ (n, m, q) ≪ t −1/2 which follows from the second derivative test and then estimate trivially, we would get the bound
which falls short of O(t 1+δ ) from the target bound O(N 1−η ).
To prepare for an application of Poisson summation in the n-variable, we now apply Cauchy-Schwarz inequality to smooth the n-sum and putting all the other sums inside the absolute value squared,
If we open the absolute value squared, the contribution from the diagonal term (q, m) = (q ′ , m ′ ) is given by
which will be fine for our purpose as long as Q ≫ N 1/3 .
We remark before continuing that the oscillation of J ♯ (n, m, q) (2.2) in the n-variable is of size ≈ N qQ . We now open the absolute value squared and apply Poisson summation in the n-variable, getting
which is ≈ δ m≡−q ′ n mod q δ m ′ ≡qn mod q ′ for n = 0, and would imply q = q ′ and m ≡ m ′ mod q if n = 0. The contribution Σ 0 to S(N ) from the zero-frequency n = 0 will roughly correspond to the diagonal term in (2.3). So we continue to analyze the case n = 0. By performing some stationary phase argument, one can show that, in addition to square-root cancellation ≪ t −1/2 for each of the integral J ♯ N 2 ξ/Q 3 , m, q in (2.4), one also has square-root cancellation in the ξ-variable:
By plugging all these analysis back into S(N ), it turns out that the non-zero frequencies contribution Σ 0 = 0 from n = 0 to S(N ) is given by
Hence combining this with the bound in (2.3), we get
By choosing Q = N 1/2 /t 2/5 we obtain S(N ) ≪ N 3/4 t 3/5 , which improves over the trivial bound O(N ) as long as t 12/5 ≪ N .
A review of automorphic forms
3.1. Hecke cusp forms for GL 2 .
3.1.1. Holomorphic cusp forms for GL 2 . Let f be a holomorphic cusp form of weight κ for SL 2 (Z) with Fourier expansion
for Im z > 0. We assume that f is a normalized Hecke eigenform so that λ f (1) = 1. By the Ramanujan-Petersson conjecture, which is proved by Deligne [Del74] , we have λ f (n) ≪ τ (n) with τ (n) being the divisor function. Moreover, we have the Wilton-type bound (see
where J κ−1 is the usual J-Bessel function of order κ − 1. We have the following Voronoi summation formula (see [KMV02, Theorem A.4]).
where a denotes the multiplicative inverse of a modulo q.
It is known that for integer v, J v (x) can be expressed as [HMQ16, Section 4 .5]). We revisit this and derive an asymptotic formula for Φ h (x) when x ≫ 1.
Lemma 3.2. For any fixed integer J ≥ 1 and x ≫ 1, we have
where c j and d j are constants depending on κ.
Proof. By Section 7.21 in [Wat95] , for x ≫ 1,we have
where (v, 0) = 1 and for j ≥ 1,
Thus for x ≫ 1,
where c j = c j (v) and d j = d j (v), j = 0, 1, 2, · · · , J are constants depending only on v. In particular, c 0 = (2π) −1/2 e(−(2v + 1)/8) and d 0 = (2π) −1/2 e((2v + 1)/8). Plugging this formula into (3.2), we have
where c ′ j and d ′ j are constants depending on κ. The lemma follows.
Remark 5. For x ≪ 1, usually the bound 
where K iµ is the modified Bessel function of the third kind. The Ramanujan-Petersson conjecture, asserting that λ f (n) = O µ,ε (n ε ), is still not known yet. We do not need to make use of such an individual bound here. Rather, the following average bound
which follows from the Rankin-Selberg theory and Landau's lemma (see [Mur85] ), would be sufficient for our purpose. Actually, in order to make use of (3.4) in replace of the Ramanujan-Petersson conjecture, we later need to perform some counting arguments more carefully; see
where ε f the an eigenvalue under the reflection operator. We have the following Voronoi formula (see [KMV02, Theorem A.4]).
where aa ≡ 1(modq).
By the integral representation of
Thus for v ∈ iR and z ≫ 1, we have
(3.7)
For x ≫ 1, by (3.6) and (3.7), it is easily seen that
x ≫ 1, we have a similar asymptotic formula as that of Φ h (x) in the holomorphic case. Namely, Lemma 3.4. For any fixed integer J ≥ 1 and x ≫ 1, we have
where c j and d j are constants depending on µ.
Proof. The lemma follows from (3.3) and (3.6).
3.2.
Hecke-Maass cusp forms for GL 3 . Let π be a Hecke-Maass cusp form of type ν = (ν 1 , ν 2 ) for SL 3 (Z), which has a Fourier-Whittaker expansion with normalized Fourier coefficients λ π (n 1 , n 2 ) (see [Gol06] ). By Rankin-Selberg theory, we have
where the error term follows from Landau's lemma (see [Mur85] ). Denote the Langlands parameters of π by
For ℓ = 0, 1 we define
and set γ ± (s) = γ 0 (s) ∓ iγ 1 (s). Then by Stirling's formula, for σ ≥ −1/2,
(3.10) and for |τ | ≫ N ε (see [Mun15] )
Then we have the following Voronoi formula (see [MS06, GL06] ).
Lemma 3.5. Let q ∈ N and a ∈ Z be such that (a, q) = 1. Then ∞ n=1 λ π (n, r) e an q g (n) = q ± n 1 |qr ∞ n 2 =1 λ π (n 1 , n 2 ) n 1 n 2 S ra, ±n 2 ; qr n 1 Ψ ± g n 2 1 n 2 q 3 r ,
where aa ≡ 1(modq) and S(m, n; c) is the classical Kloosterman sum.
For large x, just as in the GL 2 -Voronoi summation case, we have an asymptotic formula for
. For any fixed integer J ≥ 1 and xX ≫ 1, we have
where c j and d j are constants depending only on µ j , j = 1, 2, 3, and ±.
Remark 6. For x ≫ N ε , we can choose J sufficiently large so that the contribution from the O-terms in Lemmas 3.2, 3.4 and 3.6 are negligible. For the main terms we only need to analyze the leading term, as the analysis of the remaining lower order terms is the same and their contribution is smaller compared to that of the leading term.
Proof of the main theorem
In this section, we supplement the details of the proof for Theorem 1.1. Note that by (3.4) and (3.9), we only need to consider the sum in (1.5) with r in the range 1 ≤ r ≤ N 1/8 , up to an error term of O(N 15/16 ), which can be dominated by the bound in Theorem 1.1 for t ≥ N 1/4 . For 1 ≤ r ≤ N 1/8 fixed, we will first consider and give a nontrivial bound for the following sum
Without loss of generality, we assume the function ϕ in (4.1) satisfies
with δ(0) = 1 and δ(n) = 0 for n = 0. Recall that Kloosterman's circle method (see [IK04, Proposition 20 .7]) states that for any n ∈ Z and Q ∈ R + , we have
where aa ≡ 1(modq). Applying the above identity to separate λ π (n, r) and λ f (n)e (tϕ (n/N 0 )) in (4.1) and exchanging the order of integration and summations, we get
Here U (x) ∈ C ∞ c (1/2, 5/2) is another smooth function, satisfying U (x) = 1 for x ∈ [1, 2] and U (j) (x) ≪ j 1. We only analyze S + r (N 0 ), and S − r (N 0 ) can be treated similarly. First we break the q-sum into dyadic segments q ∼ C with 1 ≪ C ≪ Q and write 
(4.6)
Then we have mN 0 /q 2 ≫ N ε 0 . By Lemmas 3.2, 3.4, Remark 6 and (3.8), the analysis of the sum in (4.5) is reduced to dealing with
Note that the first derivative of the phase function is
Since ϕ ′ (x) < 0, the contribution from the "−" case is negligible. Moreover, by Lemma A.1, for △ < t 1−ε , the integral is negligibly small if √ mN 0 /q ≫ N ε 0 max {t, N 0 /aq}. Recall that Q < a ≤ q + Q and q ∼ C. Thus we only need to consider the "smaller" m, that in the range 1 ≤ m ≪ N ε 0 max{C 2 t 2 /N 0 , N 0 /Q 2 }. Making a dyadic subdivision to the sum over m and plugging (4.7) into (4.4), we arrive at λ π (n 1 , n 2 ) n 1 n 2 S −ra, ±n 2 ; qr n 1 Ψ ± r n 2 1 n 2 , a, q, ζ , (4.11)
where Ψ ± r n 2 1 n 2 , a, q, ζ = 1 2πi (σ)
By (3.10) and (A.2), we have Ψ ± r n 2 1 n 2 , a, q, ζ ≪
By taking σ sufficiently large, one sees that the n 1 , n 2 sums are essentially supported in n 2 1 n 2 ≤ N 2+ε 0 r/Q 3 . Plugging (4.11) into (4.10), exchanging the orders of summations and integrations and breaking the n 1 , n 2 sums into dyadic segments n 2 1 n 2 ∼ N 1 with 1 ≪ N 1 ≪ N 2+ε 0 r/Q 3 , we obtain
× n 2 1 n 2 ∼N 1 n 1 |qr λ π (n 1 , n 2 ) n 1 n 2 S −ra, ±n 2 ; qr n 1 J ± r (m, n 2 1 n 2 , a, q), (4.14)
with J ± r (m, n 2 1 n 2 , a, q) = 1 0 Φ + (m, a, q, ζ) Ψ ± r n 2 1 n 2 , a, q, ζ dζ.
(4.15) By (4.13), we only need to estimate T ± r (N 0 , C, M, N 1 ) in (4.14). The behaviours of Ψ ± r n 2 1 n 2 , a, q, ζ for N 0 n 2 1 n 2 /q 3 r ≪ N ε 0 or N 0 n 2 1 n 2 /q 3 r ≫ N ε 0 are slightly different, where n 2 1 n 2 ∼ N 1 and q ∼ C. In the sequel, we will treat the cases N 1 ≪ C 3 r/N 1−ε 0 and N 1 ≫ C 3 r/N 1−ε 0 separately. 4.2.3. The contribution from smaller N 1 . In this subsection, we consider the contribution from 1 ≪ N 1 ≪ C 3 r/N 1−ε 0 to T ± r (N 0 , C, M, N 1 ) in (4.14). -For ζ with ζN 0 /CQ ≫ N ε 0 , we shift the contour of integration in Ψ ± r in (4.12) to σ = −1/2. By (A.2), the contribution from |Im(s)| ≪ N ε 0 or |Im(s)| ≫ N 1+ε 0 /CQ is negligible. Using (3.11), we rewrite Ψ ± r as Ψ ± r n 2 1 n 2 , a, q, ζ =
Here
0 , we first apply a smooth partition of unity to the variable m and denote temporarily
n 2 1 n 2 ∼N 1 n 1 |qr λ π (n 1 , n 2 ) n 1 n 2 S −ra, ±n 2 ; qr n 1 J ±,♭ r (m, n 2 1 n 2 , a, q), (4.16)
where w(x) ∈ C ∞ c (1, 2) satisfies w (j) (x) ≪ j 1 for j ≥ 0, and J ±,♭ r (m, n 2 1 n 2 , a, q) = CQ/N 1−ε 0 0 Φ + (m, a, q, ζ) Ψ ± r n 2 1 n 2 , a, q, ζ dζ.
(4.17)
Here Φ ± (m, a, q, ζ) and Ψ ± r n 2 1 n 2 , a, q, ζ are defined in (4.8) and (4.12), respectively. For Ψ ± r in (4.12), by (A.2), the contribution from |Im(s)| ≫ N ε 0 is negligible. Thus by shifting the contour of integration to σ = −1/2, one has Ψ ± r n 2 1 n 2 , a, q, ζ ≪ ε N ε 0 . where J(x, n 2 1 n 2 , a, q) = R w u M ′ J ±,♭ r (u, n 2 1 n 2 , a, q)e(−xu)du.
Repeated integration by parts combined with (4.8), (4.17) and (4.18) shows that J(x, n 2 1 n 2 , a, q) ≪
Thus the integral over x in (4.19) is essentially supported in |x| ≤ N ε 0 C −1 N 0 /M ′ . For this part, we change variables to write
Let us assume that (ϕ(x 3 )) ′′ > 0. .16) is
where the integral is over |x| ≤ N ε 0 C −1 N 0 /M ′ . By (4.23), (3.1) and (3.5), the above expression is bounded by
Then, by Weil's bound for Kloosterman sums and (3.9), the contribution from the case where ζ satisfies ζN 0 /CQ ≪ N ε 0 to T r (N 0 , C, M ) in (4.13) is
1 aq 1/2 n 2 1 n 2 ∼N 1 n 1 |qr |λ π (n 1 , n 2 ) | n 1 n 2 ra, n 2 , qr n 1 1/2 qr n 1
q∼C n 1 |qr n −3/2 1 n 2 1 n 2 ∼N 1 |λ π (n 1 , n 2 ) | n 2 n 2 , qr n 1
For C ≪ Q and M in (4.9), the above expression is bounded by
Remark 7. If (ϕ(x 3 )) ′′ = 0, we may apply the second derivative test in Lemma A.5 with
Then following the same line of proof as above, we would obtain the same estimate as in (4.25).
4.2.4.
The generic case: contribution from larger N 1 . In the rest of the paper, we consider the contribution from N 1 ≫ C 3 r/N 1−ε 0 in (4.14). Applying Lemma 3.6 for Ψ ± r and taking J there to be sufficiently large, one sees that analysis of Ψ ± r is reduced to treating the integral Ψ ±,0 r := n 2 1 n 2 q 3 r 2/3 ∞ 0 y −1/3 U y N 0 e ζy aq ± 3 n 2 1 n 2 y q 3 r 1/3 dy = n 2 1 n 2 N 0 q 3 r 2/3 ∞ 0 y −1/3 U (y) e ζN 0 y aq ± 3 N 0 n 2 1 n 2 q 3 r 1/3 y 1/3 dy.
By partial integrations, the contribution from the "+" case is negligible. We only need to deal with the "−" case. Denote
The stationary point is y 0 = (aq/ζN 0 ) 3/2 N 0 n 2 1 n 2 /q 3 r 1/2 . Applying Lemma A.3 (2) with X = Z = 1 and Y = R = N 0 n 2 1 n 2 /q 3 r 1/3 ≫ N ε 0 , we obtain
where F T is a family of 1-inert functions (depending on A) supported on y 0 ≍ 1. Moreover, notice that for ζN 0 /CQ ≤ 1, we have ̺ ′ (y) ≫ N 0 n 2 1 n 2 /q 3 r 1/3 ≫ N ε 0 . By Lemma A.3 (1), its contribution is negligible. Plugging (4.26) into (4.15), for N 1 ≫ C 3 r/N 1−ε 0 , the evaluation of T ± r (N 0 , C, M, N 1 ) in (4.14) is reduced to estimating
× n 2 1 n 2 ∼N 1 n 1 |qr λ π (n 1 , n 2 ) √ n 2 S −ra, −n 2 ; qr n 1 J 0 r (m, n 2 1 n 2 , a, q), (4.27)
where J 0 r (m, n 2 1 n 2 , a, q) = Here F T (y) = y 5/6 F T (y). Making a change of variable n 1 n 1/2 2 a 3/2 /N 0 r 1/2 ζ 3/2 → ζ, we get K r (y; n 2 1 n 2 , a, q) = − 2 3 a n 2 1 n 2
where the phase function
The stationary point is ζ 0 = y and ̟ (j) (ζ) ≪ j N 0 n 2 1 n 2 /q 3 r 1/3 for j ≥ 2. Applying Lemma A.3 (2) with X = Z = 1 and Y = R = N 0 n 2 1 n 2 /q 3 r 1/3 ≫ N ε 0 , we obtain K r (y; n 2 1 n 2 , a, q) = a n 2 1 n 2
where G T ′ is a family of 1-inert functions (depending on A) supported on ζ 0 ≍ 1. Plugging (4.29) into (4.28), one has J 0 r (m, n 2 1 n 2 , a, q) . As in Munshi [Mun18] , we write q = q 1 q 2 with q 1 |(n 1 r) ∞ , (q 2 , n 1 r) = 1 and apply Cauchy-Schwarz again to get that the expression inside the absolute value being
. Therefore,
where
Here φ is a nonnegative smooth function on (0, +∞), supported on [2/3, 3], and such that φ(x) = 1 for x ∈ [1, 2]. Opening the absolute square and applying Poisson summation formula modulo q 1 q 2 q ′ 2 r/n 1 to the sum over n 2 , it suffices to consider the following sum (with a little abuse of notation)
where the character sum K(n 2 ) := K(n 2 , m, m ′ , q 2 , q ′ 2 , n 1 , q 1 , r) is given by
n 2 β q 2 q ′ 2 q 1 r/n 1 and the integral I(X) := I(X; m, m ′ , q 2 , q ′ 2 , q 1 , r) is defined by
(4.37)
We will finish the treatment of Ω(n 1 , q 1 , r) and thus the targeted sum S r (N 0 ) in (4.1) upon plugging appropriate estimates of K(n 2 ) and I(X) into (4.36).
We first consider the character sum K(n 2 ), which in fact has been evaluated in [Mun18].
Lemma 4.1. We have
Moreover, if n 2 = 0, we have
and
(4.40)
Proof. We follow Munshi's treatment [Mun18] closely. Since the Ramanujan sum S(n, 0; q) = d|(n,q) dµ(q/d), the character sum in (4.32) is
n 2 α qr/n 1 .
Thus
We then factor K r (n 2 ) as K(n 2 ) = K 1 (n 2 )K 2 (n 2 ), where K 1 (n 2 ) =
For K 2 (n 2 ), since (n 1 , q 2 q ′ 2 ) = 1, we get α ≡ −mn 1 mod d 2 and α ′ ≡ −m ′n 1 mod d ′ 2 . Thus d ′ 2 |q 2 n 1 + m ′ n 2 and d 2 |q ′ 2 n 1 − mn 2 . We are able to conclude that
For n 2 = 0, the claim follows from the congruence conditions in (4.41). This completes the proof of the lemma.
To evaluate the integral I(X), we first prove the following lemma. Set λ = N 0 N 1 /C 3 r 1/3 .
(2) For X ≫ N ε , we have H(X, λY ) = O N −A unless 8/9 < λY /X < 163/2. For 1/2 < λY /X < 100, we have
Thus we have H(X, λY ) ≪ N −A for X ≫ λ.
(2) For X ≫ N ε , we have | − 3Xξ 3 + λY | ≥ X/2 if λY /X ≤ 3ξ 3 − 1/2 or λY /X ≥ 3ξ 3 + 1/2 for ξ ∈ [2/3, 3]. Thus we have H(X, λY ) ≪ N −A unless 8/9 < λY /X < 163/2.
For 1/2 < λY /X < 100, by the second derivative test, we have
(3) We have
which is the Fourier transform of ξ 2 φ ξ 3 at −λY , so (3) is clear.
Lemma 4.3. Let I(X) be as in (4.37).
(1) We have
(3) Let q 2 = q ′ 2 . Then
Remark 8. The principle of the proof is similar to [AHLQ19, Lemma 5.5]. The first bound for I(0) in Lemma 4.3 (3) should be regarded as the "trivial" bound. The second bound helps us to take care of the case m = m ′ when we estimate the sum in (4.36), whose contribution is in fact smaller compared to those with m = m ′ ; see the proof of Lemma 4.4.
Proof.
(1) By (4.33), we have
Thus the statement in (1) is obvious in view of Lemma 4.2 (1).
(2) First we assume that X ≫ N ε . By Lemma 4.2 (2), we may write the integral I(X) as below,
where H 1 (y) = |X|H(X, Xy)H * (y) with H * a smooth function supported in [8/9, 163/2] and H (j) 1 (y) ≪ j 1. By Fourier inversion, we write
where H 1 is the Fourier transform of H 1 , satisfying H 1 (z) ≪ A (1 + |z|) −A . Thus we may further write
Note that
By the assumption in (4.21), one has
for 1 ≤ z 1 , z 2 ≤ 2 and |z| ≤ N ε .
By applying the two dimensional second derivative test in Lemma A.5 with ρ 1 = ρ 2 = max{t, √ N 0 M /C}, we have, for X ≫ N ε ,
For X ≪ N ε , the bound follows from (4.34) and (4.37).
(3) For X = 0, we have by Lemma 4.2 (3),
for some Schwartz function φ 0 . Thus, for q 2 = q ′ 2 ,
Changing variable z 1 → τ + z 2 . Then dτ = dz 1 , |τ | ≤ λ −1 N ε . Thus,
Therefore,
By Lemma 4.3 (1), the contribution to Ω(n 1 , q 1 , r) in (4.36) from
is negligible. In the following we only consider the range 0 ≤ |n 2 | ≤ N 2 .
4.3.1. The zero frequency. We first consider the case where n 2 = 0 in Ω(n 1 , q 1 , r). Let Σ 0 be its contribution to (4.35).
Lemma 4.4. Assume
We have
Let Ω 0 denote the contribution from n 2 = 0 to Ω(n 1 , q 1 , r) in (4.36). We recall that for n 2 = 0, from (4.39) we necessarily have q 2 = q ′ 2 in (4.36). Splitting the sum over m and m ′ according as m = m ′ or not, by (4.40) and Lemma 4.3 (3), we have
where λ = N 0 N 1 /C 3 r 1/3 . Using (3.4), we get
This bound when substituted in place of Ω(n 1 , q 1 , r) in (4.35) yields that
Assume (N 0 /t) 1/2 < Q < (N 0 /t) 2/3 . We get
The lemma follows.
The non-zero frequencies.
Let Ω =0 denotes the contribution of the non-zero frequencies to Ω(n 1 , q 1 , r) in (4.36), and let Σ =0 be its contribution to (4.35).
Lemma 4.5. Assume
Proof. By (4.36) and (4.38), we have
where N 2 is defined in (4.42). Writing q 2 d 2 in place of q 2 and q ′ 2 d ′ 2 in place of q ′ 2 , and noting that for fixed (α, d 2 , d ′ 2 , q 2 , q ′ 2 , n 2 ) the congruence condition d 2 q 2 α ′ − d ′ 2 q ′ 2 α ≡ n 2 mod q 1 r/n 1 determines α ′ uniquely, we get that
We split the sum over n 2 according as N 1 |n 2 |/q 2 d 2 q ′ 2 d ′ 2 q 1 n 1 r ≪ N ε or not. Set N 3 := N ε C 2 n 1 r/N 1 q 1 . Then
where Ω 1 =0 is the contribution from 0 = n 2 ≪ N 3 for which we use the bound I(X) ≪ max t, √ N 0 M /C −1 in Lemma 4.3 (2), and Ω 2 =0 is the remaining part for which we use the bound I(X) ≪ max t, √ N 0 M /C −1 |X| −1/2 in Lemma 4.3 (2).
Note that for fixed (n 1 , α, n 2 ), the congruences n 1 α ≡ −m mod d 1 q ′ 2 d ′ 2 n 1 − mn 2 ≡ 0 mod d 2 imply that m is uniquely determined modulo d 1 d 2 /(d 2 , n 2 ). Therefore the number of m is dominated by O ((d 2 , n 2 ) (1 + M/d 1 d 2 )). We conclude that
We would now like to count the sums over (d ′ 2 , m ′ ) using an argument as in [LMS19] . We first fix the parameters (d 2 , q 2 , n 1 , n 2 ).
-If q 2 d 2 n 1 + m ′ n 2 ≡ 0 mod d ′ 2 but q 2 d 2 n 1 + m ′ n 2 = 0, then d ′ 2 is a factor of the integer q 2 d 2 n 1 + m ′ n 2 . Therefore by switching the order of summation, the d ′ 2 -sum is bounded above by τ (|q 2 d 2 n 1 + m ′ n 2 |) = O(N ε ) with τ (n) being the divisor function, and hence by (3.4) we get
-If on the other hand, q 2 d 2 n 1 + m ′ n 2 = 0 identically, then as long as (m ′ , n 2 ) are fixed, the number of tuples (q 2 , d 2 , n 1 ) is bounded above by the divisor function. Hence such contribution is dominated by N ε N 1 q 4 1 r n 3 1 C 3 M 1/2 max t,
Similarly,
As in the above, we consider two cases.
-If q 2 d 2 n 1 + m ′ n 2 ≡ 0 mod d ′ 2 but q 2 d 2 n 1 + m ′ n 2 = 0, then we have
-If q 2 d 2 n 1 + m ′ n 2 = 0 identically, then as before, such contribution is also dominated by (4.49).
Recall N 2 = n 1 r 2/3 CN 1/3+ε 0 /q 1 N 2/3 1 in (4.42) and N 3 = N ε C 2 n 1 r/N 1 q 1 . By (4.47), (4.48) and (4.49), we conclude that
This bound when substituted in place of Ω(n 1 , q 1 , r) in (4.35) gives that
Recall 1 ≪ N 1 ≪ N 2+ε 0 r/Q 3 in (4.13) and 1 ≪ M ≪ N ε max C 2 t 2 /N 0 , N 0 /Q 2 in (4.9). For C ≪ Q, we have
Remark 9. If (ϕ(x 3 )) ′′ = 0, then Lemma 4.3 holds with max t, √ N 0 M /C being replaced by √ N 0 M /C. By going through the proof, one sees that the same estimates for Σ 0 and Σ =0 in Lemmas 4.4 and 4.5 are still valid.
4.4.
Completion of the proof. By (4.6), (4.24), Lemmas 4.4 and 4.5, we have
for t 8/5 < N 0 < t 16/5 . Note that with this choice, for t 8/5 < N 0 < t 3+ε the contribution from the smaller N 1 in (4.25) is also dominated by the bound in (4.50). Therefore for the sum S r (N ) defined in (4.1), we have shown that
By replacing N 0 with N/r 2 and summing over 1 ≤ r ≤ N 1/8 , we get S (N ) ≪ 
Proofs of the corollaries
In this section, we prove Corollaries 1.2, 1.3, 1.4 in Section 1.
5.1. Proof of Corollary 1.2. Note that from (3.9), we have N <r 2 n≤N +N/△ |λ π (n, r)| 2 ≪ N/△ + N 5/7 .
In particular, if △ ≤ N 2/7 , one has as long as t 3+ε ≥ N ≥ t 3−3/5 . By (5.1) and (5.2), one has L 1 2 + it, π ⊗ f ≪ π,f,ε t 3/2−3/20+ε + t (3−η)/2 for η ≤ 3/5. Taking any 3/10 ≤ η ≤ 3/5, we obtain the bound given in Corollary 1.3.
5.3.
Proof of Corollary 1.4. By applying Corollary 1.2 to ϕ(n) = ±n 1/6 (with t = 6(xN ) 1/6 ), we have N ≤r 2 n≤2N λ π (n, r)λ f (n)e(±6(r 2 nx) 1/6 ) ≪ (xN ) 1/10 N 3/4+ε for x 2/3 < N < x 1+ε . Consequently, B 6 (x, N ) := r 2 n≤N λ π (n, r)λ f (n)(r 2 n) −7/12 cos 12π(r 2 nx) 1/6 ≪ x 1/10 N 4/15+ε .
Substituting this into (1.8) yields
r 2 n≤x λ π (r, n)λ f (n) ≪ x 31/60 N 4/15+ε + x 5/6 N −1/6+ε , which upon choosing N = x 19/26 implies that r 2 n≤x λ π (r, n)λ f (n) ≪ x 5/7−1/364+ε . 
for i 2 and j 0, and |̺ ′ (x)| R.
Then for any A 0 we have
Next, we need the following evaluation for exponential integrals which are Lemma 8.1 and Proposition 8.2 of [BKY13] in the language of inert functions (see [KPY19, Lemma 3.1]).
Let F be an index set and X = X T : F → R ≥1 be a function of T ∈ F. Lemma A.3. Suppose that w = w T (y) is a family of X-inert functions, with compact support on [Z, 2Z], so that w (j) (y) ≪ (Z/X) −j . Also suppose that ̺ is smooth and satisfies ̺ (j) (y) ≪ Y /Z j for some Y /X 2 ≥ R ≥ 1 and all y in the support of w.
(1) If |̺ ′ (y)| ≫ Y /Z for all y in the support of w, then I ≪ A ZR −A for A arbitrarily large.
(2) If ̺ ′′ (y) ≫ Y /Z 2 for all y in the support of w, and there exists y 0 ∈ R such that ̺ ′ (y 0 ) = 0 (note y 0 is necessarily unique), then
where F T is a family of X-inert functions (depending on A) supported on y 0 ≍ Z.
We also quote the following results well-known as the second derivative tests (cf. In particular, let U be a smooth real valued function supported on the interval [a, b] ⊂ (0, ∞) and satisfying U (j) ≪ a,b,j 1. Let r ∈ R and s = β + iτ ∈ C. We consider the following integral transform 
