Let F be a field with |F| > 2 and T n (F) be the set of all n × n upper triangular matrices, where n 2. Let k 2 be a given integer. A k-tuple of matrices
Introduction
Let F be an arbitrary field, and let F * be the multiplicative group of F. Suppose n 2 is an integer. Denote by M n (F) the set of all n × n matrices over F, and by GL n (F) the general linear group which consists of n × n invertible matrices over F. We denote by I k the k × k identity matrix. The notation E ij denotes the matrix with 1 at the (i, j )th entry and 0 elsewhere. For an m × n matrix A, we denote by A t the transpose of A. Let T n (F) be the subset of M n (F) consisting of all upper triangular matrices. Let T * n (F) = T n (F) ∩ GL n (F). Let k 2 be a given integer. A k-tuple of matrices A 1 , . . . , A k ∈ M n (F) is called rank permutable (matrices A 1 , . . . , A k ∈ M n (F) are called rank permutable) if
where S k is the symmetric group on k elements. For τ = In the past several decades many authors studied Linear Preserver Problems on spaces of matrices that satisfy various properties (see [1] [2] [3] [4] [5] ). Recently, Alieva and Guterman [1] characterized the bijective linear maps on M n (F) that preserve the set of rank permutable matrix k-tuples.
Recall that a map φ on some matrix space V is called a preserver 
. , φ(A k )) ∈ M.
In this paper, we are going to characterize the linear maps φ from T n (F) into itself that strongly preserve the set of rank reverse permutable matrix k-tuples; that is, φ is such that rank(φ( where A 1 , . . . , A k ∈ T n (F). Obviously, a strong preserver of rank permutability is a strong preserver of rank reverse permutability. In Section 2, the strong linear preservers of rank commutativity (the case k = 2) are characterized. In Section 3, by using the result on strong linear preservers of rank commutativity we characterize the linear maps on T n (F) that strongly preserve the set of rank reverse permutable matrix k-tuples.
The following result of Chooi and Lim [3] (or see [2] ) about the rank one preservers on triangular matrices will be used to prove our main theorem. Theorem 1.1 (see [3, Corollary 2.4] ). Let F be any field. If φ is a bijective linear rank one preserver on T n (F), then there exist P , Q ∈ T * n (F) such that either
where
Strong linear preservers of rank commutativity
Denote the set {(A, B) : rank(AB) = rank(BA), A, B ∈ T n (F)} by CRK. If (A, B) ∈ CRK, then A and B are called rank commutative. If φ is a linear map from T n (F) into itself satisfying (φ(A), φ(B)) ∈ CRK if and only if (A, B) ∈ CRK, then we say that φ is a strong linear preserver of rank commutativity on T n (F).
Lemma 2.1. Assume that
A = [a ij ] ∈ T n (F). Then (A, B) ∈ CRK for every B ∈ T n
(F) if and only if either
Proof. The "if" part is obvious. We prove the "only if" part. When a nn = 0, it follows from (A, E nn ) ∈ CRK that a 1n = a 2n = · · · = a n−1,n = 0. From (A, E 1n ) ∈ CRK we have a 11 = 0. Thus, a 12 = a 13 = · · · = a 1,n−1 = 0 by (A, E 11 ) ∈ CRK. Again, by (A, E n−1,n ) ∈ CRK we get a 2,n−1 = a 3,n−1 = · · · = a n−1,n−1 = 0. Also by (A, E 2,n ) ∈ CRK, we have a 22 = 0. Then a 23 = a 24 = a 2,n−1 = 0 from (A, E 22 ) ∈ CRK. In turn, we have that a ij = 0 for all 1 i j n, that is, A = 0.
When a nn / = 0. Let us prove that det A / = 0. Otherwise, suppose that a ii is the last zero element in the sequence of a 11 , a 22 , . . . , a nn , i.e., a ii = 0 and a i+1,i+1 a i+2,i+2 , . . . , a nn / = 0. Obviously, 
n (F) such that det(A + P ) = 0 and det(µA + P ) = 0, then we have p ii = −a ii and p ii = −µa ii , which contradict µ / = 1. Conversely, if for any P = [p ij ] ∈ T * n (F), it holds that det(A + P ) / = 0 or det(µA + P ) / = 0, let us prove that there exists a unique nonzero diagonal element in A. Otherwise, suppose a ii and a jj are two nonzero diagonal elements in A, where
n (F) with p ii = −a ii and p jj = −µa jj . It is easy to see that det(A + P ) = 0 and det(µA + P ) = 0, a contradiction. The proof is completed.
Proof. Let us prove that for every
k A n P k satisfy the conditions (i) and (ii).
We will prove the result by induction on k.
12 E 12 ∈ T n (F) * . Consider the matrix A (1)
satisfies c 12 = c 13 = 0 and c 11 = b 11 . Furthermore, we can similarly find S 3 , S 4 , . . . , S n−1 . Set
1 A 1 P 1 has the form of (iii). Also, it is easy to see that P −1
. . , n, satisfy the conditions (i) and (ii). Now suppose the result holds for k − 1(2 k < n − 1). Then there is
have the form of (iii) and P
It is easy to see that P k satisfy (a) and (b).
As we obtain the above result when k = n − 1, then the proof is completed.
Lemma 2.4. Suppose φ is a strong linear preserver of rank commutativity on T n (F).
Then φ is bijective.
Proof. It is sufficient to prove that φ is injective, or to show that φ(A) = 0 implies that 
(F). By the property of φ, we know that (A, B) ∈ CRK for every B ∈ T n (F). It follows from Lemma 2.1 that either
A = 0 or A ∈ T * n (F). If A ∈ T * n (F), we have A + E 12 ∈ T * n (F) and (A + E 12 , B) ∈ CRK for ev- ery B ∈ T n (F). Hence (φ(A + E 12 ), φ(B)) = (φ(E 12 ), φ(B)) ∈ CRK. This means that (E 12 , B) ∈ CRK for every B ∈ T n (F). But E 12 / = 0 and E 12 / ∈ T * n (F), this contradicts Lemma 2.1. Hence A = 0.
Lemma 2.5. Suppose φ is a strong linear preserver of rank commutativity on T n (F). Then φ strongly preserves the set T * n (F), that is, for any A ∈ T n (F), det φ(A) / = 0 if and only if det
A / = 0. Proof. Suppose A ∈ T n (F) with det A / = 0. Then (A, B) ∈ CRK for every B ∈ T n (F). So (φ(A), φ(B)) ∈ CRK for every B ∈ T n (F). It
Lemma 2.6. Suppose F is a field with |F| > 2, and φ is a strong linear preserver of rank commutativity on T n (F).
Then there is P ∈ T * n (F), τ ∈ S n (the symmetric group on n elements) and a ii ∈ F * (i = 1, 2, . . . , n) such that
Proof. For any positive integer t with 1 t < n,
If all diagonal elements are zero's in φ(E ii ) for some i ∈ {1, . . . , n}, then det φ(I n − E ii ) = det φ(I n ), which contradicts (3). This tells us that there exists nonzero diagonal element in φ(E ii ) for every i ∈ {1, . . . , n}. Next, we show that φ(E ii ) has the unique nonzero diagonal element. Take µ ∈ F \ {0, 1}. Then for every P ∈ T * n (F), we have either det(E ii + P ) / = 0 or det(µE ii + P ) / = 0. This, together with Lemma 2.5, gives that det(φ(E ii ) + φ(P )) / = 0 or det(µφ(E ii ) + φ(P )) / = 0. By Lemma 2.2, there exists unique nonzero diagonal element in φ(E ii ) for every i ∈ {1, . . . , n}. Suppose the (τ (i), τ (i) )th entry of φ(E ii ) is not zero. By (3) and Lemma 2.5, we have that τ is bijective on {1, 2, . . . , n}, that is, τ ∈ S n .
Thus, φ(E ii ) has the following form:
. . , n. Furthermore, by Lemma 2.3 we see that there is P ∈ T * n (F) such that
Firstly, let us see the case n 3. For every i ∈ {2, 3, . . . , n − 1}, we will prove that It will be proved by induction on i.
are rank commutative. By the direct computation we have
This, together with (
are rank commutative, which yields b (n) n−1,n = 0. Hence
Also, it follows from (4) that X n−1 = * * 0 0 2 + a n−1,n−1 E n−1,n−1 . This, together with (5) and (6), completes the proof when i = 2.
Now suppose the result holds for i k (2 k < n − 1). Then we have
and
It follows by (7) and (8) that
Consider the case i = k + 1. One can conclude from (9) and (
This means that (a) holds for i = k + 1. Next, by (10) and (
This, together with (8), implies that X s = * * 0 0 k+1 + a ss E ss for all s ∈ {n − k + 1, n − k + 2, . . . , n}.
In order to prove (b), we now only need show that
It is enough to prove from (4) that
This, together with (9) gives that
This, together with (a) for i = 2, 3, . . . , n − 1, gives that b (1) uv = 0, 1 < u < v n. Thus, we have by (4) that
Note that when n = 2, the conclusions (12) and (13) also hold by (4) . Moreover, since X 1 and X k are rank commutative for every k ∈ {2, 3, . . . , n}, we by (12) and (13) see that b
(k) 1,r = 0 for every k, r ∈ {2, 3, . . . , n}. We have seen that (2) holds. This completes the proof.
Lemma 2.7. Suppose F is a field with |F| > 2, and φ is a strong linear preserver of rank commutativity on T n (F). Then φ is a rank one preserver.
Proof. Firstly, let us show that rank φ(E ij ) = 1 for any 1 i j n. From Lemma 2.6, we can find P ∈ T * n (F) such that (2) holds. By Lemma 2.6, we may only consider the case i < j. Let φ(E ij ) = P −1 BP where B = [b kl ] ∈ T n (F). For any λ ∈ F, by det(I n + λE ij ) / = 0 and Lemma 2.5, we have det(φ(I n ) + λφ(E ij )) / = 0. This, together with (2) , implies that the all diagonal elements in φ(E ij ) are 0's. Assume that n 3, since the case n = 2 is obvious. We distinguish three cases.
Taking
This, together with Lemma 2.4, yields rankφ(E ij ) = 1. Case 2. φ(E ii ) = a nn P −1 E nn P or φ(E jj ) = a 11 P −1 E 11 P or φ(E jj ) = a nn P −1 E nn P . Similar to the proof of Case 1, we have rankφ(E ij ) = 1.
Case 3. φ(E ii ) = a ss P −1 E ss P and φ(E jj ) = a tt P −1 E tt P where s, t ∈ {2, . . . , n − 1} with s / = t. Note that this case implies n 4.
Taking k = τ −1 (1) and k = τ −1 (n) in (15) respectively, we see that b 1p = b qn = 0 for all p, q ∈ {1, 2, . . . , n}. Thus B has the following form:
When s = 2, similar to Case 1, we can see that
This shows that rank φ(E ij ) = 1. When s = n − 1 or t = 2 or t = n − 1, by an argument similar to Case 2, we can obtain rank φ(E ij ) = 1. In the other case, we repeat the above process. Finally, we get rank φ(E ij ) = 1 for all 1 i j n. Next, let us prove that φ preserves rank one matrices. Let A ∈ T n (F) with rank A = 1. It is easy to see that there is T ∈ T * n (F) such that A = aT −1 E ij T for some a ∈ F * and 1 i j n. Set ψ : T n (F) → T n (F) is given by ψ(X) = φ(T −1 XT ) for all X ∈ T n (F). Then we easily know that ψ is also a strong linear preserver of rank commutativity. Therefore, by the result obtained above, we have rank φ(A) = rank ψ(aE ij ) = rank ψ(E ij ) = 1. The proof is completed. 
where α ∈ F * , P ∈ T * n (F) and J = E 1n + E 2,n−1 + · · · + E n1 ∈ GL n (F).
Proof. The "if" part is obvious. We prove the "only if" part. From Lemmas 2.4 and 2.7, we know that φ is a bijective linear rank one preserver on T n (F). By Theorem 1.1, φ is of the form either (I) φ(A) = P AQ for all A ∈ T n (F), or (II) φ(A) = P J A t J Q for all A ∈ T n (F), where J = E 1n + E 2,n−1 + · · · + E n,1 ∈ GL n (F) and P , Q ∈ T * n (F). When the case (I) holds, let
Next, similar to the proof of Lemma 2.
Similarly, when the case (II) holds, we have φ(A) = αP J A t J P −1 for all A ∈ T n (F). We complete the proof.
Strong linear preservers of rank reverse permutability
For an arbitrary but fixed positive integer k 2, let PR k be the set { (A 1 , A 2 and only if (A 1 , . . . , A k ) ∈ PR k , then we say that φ is a strong linear preserver of the set of rank reverse permutable matrix k-tuples on T n (F). 
., E 1k = 0, which is a contradiction. Hence A = 0, and thus φ is injective. Similarly, we can show that φ(A) ∈ T * n (F) implies A ∈ T * n (F). 
φ(B)φ(A)).
This, together with Lemma 3.2, implies that rank(φ(A)φ(B)) = rank(φ(B)φ(A)). Similarly, we can prove that rank(φ(A)φ(B)) = rank(φ(B)φ(A)) implies rank(AB) = rank(BA). Finally, by Theorem 2.8, the proof is completed.
By Theorem 3.3, we easily obtain the following corollary. Remark 3.5. When F is a field with |F| = 2 and n = 2 or 3, then by the direct computation, we know that φ strongly preserves rank commutativity on T n (F) if and only if φ is of the form (i) or (ii) in Theorem 2.8. In fact, we only need the hypothesis |F| > 2 in Lemma 2.6. So, when |F| = 2, the conclusion φ(T * n (F)) = T * n (F) still holds. Furthermore, we can obtain the form of φ, the detail proof is omitted. When |F| = 2 and n > 3, the problem is open.
