Abstract-In this paper, we analyze general models of large swarms with covert leaders. A covert leader is an individual who acts on additional information but is treated like all other individuals in the swarm. We concentrate our efforts on behavior driven by three-zone swarming, and present a new nonlinear model in which a leader will respond more strongly to additional information when the swarm is less dense. Conversely, leaders in denser regions behave more like followers. Linear stability analysis shows that the growth or decay of perturbations in an infinite, uniform swarm depends on the strength of attraction relative to repulsion and orientation. Understanding general systems like this has a wide range of applications in ecology, sociology and wireless robotics.
I. INTRODUCTION
For animals that forage or travel in groups, making movement decisions often depends on social interactions among group members. However, in many cases, few individuals have pertinent information, such as knowledge about the location of a food source, or of a migration route [1] . There are longstanding conjectures about the nature of information transfer in swarms through mutual interactions. Wang et. al. recently established for the first time direct evidence of information cascades in swarms using a three-zone model without the influence of leadership in the case where two or more coherent structures interact with one another [2] . Leadership provides a way to inject additional information directly into a swarm without additional environment cues.
For the purposes of this study, we limit consideration to three-zone swarming, a common approach used by many investigators [3] , [4] , [5] , [6] , [7] , [8] , [9] , [10] . In threezone swarming behavior, individual behavior is driven by the position and orientation of neighboring individuals in each of three concentric zones. An individual will try to move away from others in the innermost zone of repulsion. An individual will try to align itself with others in the central zone of orientation. Finally, an individual will try to move toward individuals in the outermost zone of attraction. Individual behavior is the weighted contribution from the three influences.
A leader is an individual guided by additional information that ordinary individuals, followers, do not possess. A covert leader is a leader that is treated no differently from a follower [11] . More precisely, all swarm influences must be functions of the sum of the covert leaders and followers taken together because it is not possible to distinguish one from the other. We will understand the dynamics of large swarms by treating the continuum limit of the underlying model. In this limit, individuals are represented as a density which is a function of space and time. Similarly, the velocities of discrete individuals are represented by a velocity function. The dynamics of the swarm is described by a system of coupled partial differential equations capturing necessary conservation principles and the local interactions (i.e. behavior) between neighboring members of the swarm.
Using this concise mathematical approach, one can search for stable structures in large swarms and determine how they depend upon size and influence of each of the zones. Earlier results [3] explain the emergence of specific axisymmetric and non-axisymmetric structures in swarms without leaders. In addition, we could explain how smaller compact structures are preferred over larger structures given certain parameter combinations.
These results also apply to traditional leadership models in which leaders' behaviors are a linear combination of swarm interaction terms and additional information. However, in these regimes, leaders are influenced by additional information independent of nearby individuals. We present a new nonlinear model in which leaders will respond more strongly to additional information where the swarm is less dense, meaning there are fewer individuals with which to interact. Conversely, leaders in dense regions seek consensus and behave more like followers. Since the response is slightly nonlinear, new stability criteria and new structures emerge as a function of swarming parameters.
One key difference between the linear and nonlinear model is that leaders accumulate in front of the swarm when governed by the linear model. The nonlinear formulation is the first effective leadership model to produce stable swarms where leaders remain embedded in the distribution rather than accumulating along the leading edge.
The remainder of this article is organized as follows. Section II introduces the covert leader model. Section III derives the analytical results. Section IV presents the numerical results. Section V discusses scenarios where there are two groups of leaders with different information. Finally, Section VI provides conclusions.
II. THE COVERT LEADER MODEL
When developing our continuum model, we assume that the individuals in a swarm make decisions based only on the positions and velocities of nearby individuals rather than using information about every member of the swarm. We use the same Gaussians kernels (and moments of Gaussians) used by Miller et. al. that give the desired effects of repulsion, orientation, and attraction [3] .
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The parameters σ 1 , σ 2 , σ 3 are the sizes of the zones. These zones will overlap because they are continuous with infinite support. However, they decay exponentially so that there are distinct zones where one kernel dominates the interaction over the other two. The kernels are normalized to preserve density or density gradients and therefore make the swarming model self-consistent. Specifically, if we apply test functions,
then
Using the same methodology, we derive evolution equations based conservation principles and behavioral principles for a swarm with covert leaders. The swarm must conserve mass because followers and leaders are neither created nor destroyed.
The desired velocity of the followers is made through interactions (repulsion, orientation, attraction): Covert leaders respond to a combination of social cues, similar to leaderless swarming, and a preferred velocity vector known to the covert leader but not the followers. Here we present a new nonlinear model in which a leader will respond more strongly to additional information when the swarm is less dense, meaning there are fewer individuals with which to interact. Conversely, leaders in denser regions behave more like followers. The relative importance of social cues to the known preferred velocity depends exponentially on the local density. The parameter σ is a density over which the influence of the known velocity will decay by a factor of 1/e. Decreasing σ makes leaders more sensative to density changes.
Once the desired velocity has been determined, the velocity changes toward v ld and v fd by a linear control process:
III. LINEAR STABILITY ANALYSIS
We consider an infinite swarm with uniform density moving in the direction that the leaders are inclined towards: g = v 0 . This simple scenario is an equilibrium solution to our partial defferential equations (PDEs). We want to understand the effect of a small disturbance in the densities and velocities, so we linearize the equations for the model, add plane waves which have terms proportional to e i(ξx−ωt) and analyze the dispersion relation ω(ξ).
We linearize the PDEs by expanding about and collecting terms of O( ).
Taking the Fourier Transform defined by:
and inserting the plane waves:
In order to have a non-trivial solution for the system, we set the determinant of the coefficient matrix to be equal to zero, which will give us four dispersion relations:
A negative imaginary part of ω would imply stability. In contrast, a positive imaginary part would indicate that the perturbation grows, hence unstable.
The choice '-' in '±' for (6a)-(6c) will not yield an unstable result, so we look at the '+' choice of (6d). Perturbations will grow when the imaginary part of ω is positive, which is equivalent to:
This is the same inequality as from the leaderless swarm model [3] . So disturbances to the uniform state will die out if c a > 1, and the perturbation has a sufficiently large wavenumber or if
See Appendix for full details of the linear stability analysis.
IV. VERIFICATION

A. Discretization
We discretize the continuous model into N individuals interacting with one another. The discretized method which systematically transforms convolutions into summations can be found in [3] . The resulting discrete model is as follows:
B. Simulations
All calculations were performed using both ideal interactions and the QualNet simulator To validate our analysis, we performed a series of computational experiments. We choose c a = 10 in which case a constant density swarm will be unstable. Without leaders, an initially disordered swarm will collapse into an axisymmetric attractor with non-constant density moving in a single direction [13] . The final direction of propagation depends upon the initial conditions. One can control the direction of motion by adding some covert leaders which have a preference for a specific direction g. One example of this collapse is shown in Fig. 4 : Final swarm configuration using QualNet simulator Figure 3 . One consequence of either continuum swarm model with leadership is that leaders and followers cannot coexist in equilibrium. If this were the case, the evolution equations would be inconsistent. Thus, we expect equilibrium solutions to have distinct regions with leaders and distinct regions with followers. However, in Figure 3c we observe that the leaders appear to be distributed throughout the swarm, especially near the center. We can understand this by observing that the swarm density varies from approximately 0.7 near the center to 0.3 near the edge. Thus, individuals near the center are influenced by additional information less than those near the edge and therefore the consistency condition is weaker. In the linear model, all leaders act on additional information in the same way. Specifically, this model suggested by Couzin et. al. has the form [1] ,
in contrast to (4d). The weight α is often taken to be 0.5. The discretized form is
in contrast to (7b). The difference is evident when comparing the results in Figure 3c with those in Figure 5 . Figure  3 except we use the linear leadership model. Notice that most of the leaders aggregate at the leading edge.
We have also conducted simulations using the QualNet network simulator. Due to the broadcast nature of wireless communications, uncoordinated communications among nodes within a dense swarm would result in extensive packet collisions and hence information loss. To address this issue, we have implemented a TDMA-like transmission scheme, where the notion of time is divided into periods of "steps." Each step is further divided into multiple constant time slots, which are assigned to nodes within a swarm. Therefore, nodes are only allowed to broadcast their position and velocity information to their neighbors on the assigned time slots. At the end of each step, nodes update their velocities based on information received during the step. The QualNet simulations use the default IEEE 802.11b Physical Layer protocol parameters for wireless communications and the Two-Ray path-loss model without fading.
V. TWO GROUPS OF LEADERS
Informed individuals within a group may differ in their preferred direction due to differences in experience or motivation. Groups of animals often have to make collective decisions, such as to move together to a specific resource, such as a nest site or food source [1] . We consider a scenario where there are two groups of leaders possessing different additional information, say g 1 , g 2 . For simplicity, we assume that there are equal numbers of each type of leader in the swarm, and that g 2 , is the reflection of g 1 about the x-axis. In other words, arg(g 1 + g 2 ) = 0. We define the information differential, a measurement of the difference between the two groups of leaders, to be Δθ = arg( g 1 − g 2 ).
We explore whether swarms arrive at consensus or splinter, even though informed individuals do not explicitly know whether there are any other informed individuals.
To understand the motion of the group, we define the average velocity of the group to be
and we can define the direction of the group to be θ = arg( v).
In our experiments, we vary the information differential from 0 to π. Parameter values are as listed in Table II . For each value δθ between 0 and π in 10 even increments, we conducted 50 experiments and measured the group direction after the swarm stabilized. In each experiment, 0.07 of the individuals are leaders with one type of information (g 1 ) and an equal number have the other type of information (g 2 ). As seen in Figure 6 , when small values of Δθ the swarm arrives at a consensus and a compromise is achieved. It is also clear there is a bifurcation roughly at π/2. Beyond this point, the swarm will follow one group of leaders while the other will splinter away from the swarm, so that the average swarm direction is aligned with one group of leaders. The precise position of the bifurcation is sensitive to σ, the nonlinearity in the leadership model.
To quantify the splintering events, we define the splinter fraction to be l/N where l is the number of individuals who have traveled beyond a cutoff distance c from the swarm centroid. We choose c to be 500, a large enough value to remove any ambiguity about whether an individual had left the swarm or not. Measurements of the splinter fraction from the experiment in Figure 6 are shown in Figure 9 .
To understand if there is a dynamic instability in the swarm, we repeat the experiment while applying a symmetry in x i and v i across of the x-axis. If the swarm is dynamically unstable, errors from roundoff will be amplified and the system will yield similar results to experiments with completely random initial conditions. We observe that this does not happen. The swarm reorganizes, and both groups of leaders symmetrically split from the swarm as shown in Figure 10 . We conclude that splintering is a dynamically stable process that is continuously dependent on initial conditions. If we perform the same measurements on the experiments with symmetric initial conditions as shown in Figure 11 , we see that the bifurcation occurs at roughly the same position, even though the outcome is different to the left of the bifurcation point which the two groups of leaders leave the swarm. Once again, the QualNet simulations show excellent agreement with simulations using ideal communications.
We performed one final experiment to understand the bifurcation by removing all random disturbances from the initial profile. In this case, all individuals are initialized on a regular lattice with velocity vector [1, 0] T . In this case, the bifurcation is sharp as shown in Figure 12 .
VI. CONCLUSIONS
In this paper, we rigorously develop a theoretical framework for covert leadership in a swarm. Our analysis shows that the stability properties are the same as for leaderless swarms. This indicates that it is possible to inject additional information into a swarm without altering its dynamical properties including the swarm's stable configurations. Furthermore, we introduce a new nonlinear leadership model that allows leaders to embed themselves in the swarm rather than aggregating in the front. Finally, we explore circumstances where there are two groups of leaders with different additional information. When the information differential is small, the swarm will arrive at a consensus and follow the average desired direction. When the information differential is great, one group of leaders will splinter from the rest of the swarm. All results were validated using simulations with ideal communication and simulations with realistic wireless protocols using QualNet. T .
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The first four equations can be reduced to two by plugging in the expressions for v 1 fd and v 1 ld given by (12a) and (12b) into (12c) and (12d).
B. Fourier Transform
Our analysis of the plane waves will take place in Fourier space. We define the fourier transform bŷ
The transformed equations are:
The transformed kernels are:
C. Plane Waves
We substitute plane waves (or their Fourier transforms) into the linearized equations.
Since the velocities are vector-valued, the coefficients C and D are vectors.
Insert the plane waves and simplify:
Separate the equations (16c) and (16d) each into two equations, breaking the vectors into components. H σ1 and K σ3 are both vector quantities represented by
Now we have a set of 6 equations and 6 unknowns (A, B, C 1 , C 2 , D 1 , D 2 ) which we can write as a matrix.
The matrix M is: In order for the plane waves to be non-trivial, we need A, B, C 1 , C 2 , D 1 , D 2 to not all be zero. So we are looking for non-trivial solutions to the matrix equation, i.e. solutions in the nullspace of this matrix. We want the determinant to be zero (non-zero determinant would imply no non-trivial solutions).
The determinant of M is: 
At least one of these factors must equal to zero.
The first factor of (18):
The imaginary part is always equal to zero. No decreasing, no increasing. The second factor of (18):
The imaginary part is always less than zero, so it's always stable. The third factor of (18) gives us: 
