We have investigated the usability of the spectral element method in ab-initio electron structure calculations on the basis of norm-conserving pseudopotential method. The spectral element method as a variant of the finite element method employs a Gauss-Lobatto-Legendre polynomial as a shape function. Using higher-order shape function, we obtain rapid convergence of the error in the total energy with respect to the number of degrees of freedom. This property significantly reduces the computational cost when one performs the highly accurate calculation. In the spectral element method positions of quadrature points are chosen so that some matrices turn to be diagonal matrix and sparse matrix. This also reduces the computational task required in the density functional calculation.
Introduction
Real-space approaches (1) , for instance the finite difference method and the Finite Element Method (FEM), have played a very important role in recent large-scale ab-initio calculation treating over 1000 atoms based on the Density Functional Theory (DFT) (2) , (3) . The suitability of these methods for large-scale DFT calculation is due to the locality of their basis functions. Real-space methods with localized basis functions allow one to use domain-decomposition techniques (4) suitable for massively paralleled computation. Using localized basis functions, one can easily impose localized constraints on electron orbitals, which are required in the linear-scaling calculation (5) .
In this decade, the FEM which is mainly developed in the mechanical engineering society has been employed by many quantum-physics researchers. However, there have been many variations due to the choice of shape functions as basis functions. Tsuchida et al. (6) developed the linear-scaling FEM code based on the norm-conserving pseudopotential method (7) and performed a large-scale calculation of 512 carbon atoms by using the non-uniform mesh. In his method, the Hermite cubic shape functions were employed as basis functions. Pask et al. (8) formulated the FEM-based DFT in the Bloch boundary condition. They employed the serendipity cubic shape functions which are generally used in the structure problems. Fattebert et al. (9) developed the code based on the FEM-based Vol. 2, No. 10, 2008 multigrid method with quadratic serendipity shape functions. Torsti et al. (10) employed the tetrahedron quadratic shape functions to utilize their flexibility of partitioning of the domain for all-electron calculation where core electrons are strongly localized around the atomic cores.
In this paper, we employed the Spectral Element Method (SEM) (11) (12) as a variant of the FEM-based DFT scheme. The main reason why we employ the SEM is that a high-order shape function is easily obtained by utilizing the Gauss-Lobatto-Legendre shape function.
In the FEM-based DFT, huge number of nodes is required in highly accurate calculations, however, using high-order shape functions can reduce the number of nodes. As discussed in
Ref.
(1), high-order shape functions result in dense matrices and it can yield growth of the computational cost. In the SEM, some matrices can be approximately the diagonal or sparse matrices by using the reduced integration (12) . There is a pre-existing study which utilize the high-order SEM in the DFT calculation (13) , however, its objective is not to reduce the computational time and its application is limited to small systems including a few atoms.
The objective of this paper is to prove the time-saving efficiency of the SEM in the practical calculation including much number of atoms. Our SEM code is based on the norm-conserving pseudopotential method and it allows us to treat more than 100 atoms.
The rest of this paper is organized as follows. In Section 2, we describe the SEM discretization of the DFT scheme and show how the high-order shape functions are constructed and how the sparse matrices are generated by using the Gauss-Lobatto-Legendre quadrature rules. Numerical examples and discussions are presented in Section 3. The last section contains our conclusions.
Method

FEM discretized Kohn-Sham equation
In the DFT, the quantum-mechanical basis state is obtained by solving the Kohn-Sham equation (14) . Here, we describe the discretized Kohn-Sham equation by the FEM, where the Kohn-Sham equation based on the norm-conserving pseudopotential method is formulated in a weak form by using the Galerkin-weighted-residual method (15) . The details of the formulation are described in i.e. Ref. (8) . Our formulation based on the SEM is performed as same way as the FEM.
In the FEM, the Cartesian coordinate (x, y, z) inside a element is mapped into the reference
ξ η ζ ∈ − × − × − (16) . Using the mapping function f, the relationship between the Cartesian grid and the reference grid is defined as
The superscript T indicates a transpose operation applied to a matrix or a vector. Wave functions are discretized by using shape functions defined inside an element as follows, nod ( , , ) ( , , )
where ψ i is a one- 
where Ψ i is a vector which represents nodal one-particle-electron wave-function vector of 
e ∑ represents assembling all the elements. J e is the Jacobi matrix of (x, y, z) with respect to (ξ, η, ζ) and |J e | is its Jacobian. J e and |J e | are defined in each element. V is a potential matrix:
where
N is an element-wise vector and NN T is an element-wise matrix. L v is a local pseudopotential (17) . The Exchange correlation potential µ XC and the Hartree potential v H are calculated by the electron density vector P:
where N orb is the number of electron orbitals. p j,l,m is a vector of non-local pseudopotential (17) :
where N a is the number of atoms. l is the angular momentum quantum number, m the magnetic quantum number. p j,l,m is the component of non-local pseudopotential. S is a mass matrix:
Equation (3) needs to be solved under the following orthonormalization condition. (11) Note that the dimension of the matrices is equal to N nod . In general the dense matrices are generated by high-order shape functions because N nod is large in the case of high-order shape functions.
Spectral-element-based discretization
We employ the Gauss-Lobatto-Legendre (GLL) polynomial (11) as components of basis functions in the SEM. In a one-dimensional reference element [ 1, 1] ξ ∈ − , the nodal N g -th
ξ j represents the coordinate of j-th node for
. The coordinates of the nodes are given as solutions of the following equation. Figure 1 shows the quartic GLL shape functions and the position of the nodes.
As shown in this figure, the shape function takes zero value on every node except for the node to which the shape function is assigned.
In three-dimensional reference element ( , , )
ξ η ζ ∈ − × − × − , the shape function N I is given by the following tensile product of one-dimensional shape functions,
where a node number I indicates a set of ( j, k, l). In this case, N nod is equal to (N g +1) 3 . By using the GLL polynomial, we can construct arbitrary high-order shape functions.
Substituting Eq. (20) to Eqs. (5) and (7), we obtain the SEM-discretized DFT matrices.
GLL quadrature rule and sparse matrices
The integrations in Eqs. (4), (6), (9) and (10) are calculated by using numerical integration. In the SEM, the Gauss-Lobatto-Legendre quadrature rule is employed (11) . For example, IJ-component of element-wise mass matrix in Eq. (10) is calculated as follows:
where (ξ r , η s , ζ t ) is a position of a quadrature point and , , r s t w is a weight coefficient assigned to a quadrature point. In this rule, the positions of the quadrature point are given as the solutions of Eq. (14) in which N g is replaced by the order of quadrature N q . By using N q -th order quadrature, a polynomial of degree 
Equation (18) is obtained by substituting Eq. (16) to Eq. (17) . In the same way we can obtain a diagonal element-wise potential matrix V in Eq. (16) . An element-wise Laplacian matrix in Eq. (4) can not be a diagonal matrix because it includes the partial derivative term in its integrand, however, it can be more sparse matrix than the case of g q N N ≠ . As a result, the matrices which are constructed by assembling the element-wise matrices are also sparse. Note that accuracy of the integration needs to be lost in compensation for this sparsity property. N g -th order quadrature can accurately calculate the integration whose integrant is a polynomial of degree g 2 1 N − . However, the integrant in the mass matrix or the Laplacian matrix includes a polynomial of degree 2N g . It means that the sparsity in the SEM requires a reduced integration.
Implementation
The discretized Kohn-Sham equation in Eq.(3) is a nonlinear eigenvalue problem under the orthonormality condition in Eq. (11) . We solve this equation by conjugate gradient method proposed by Bylander et al. (18) . The conjugate gradient method includes two loops where an inner loop solves linearized constrained eigenvalue problem and an outer loop solves the nonlinear problem. In the inner loop, we employ the preconditioning scheme proposed by Gan et al. (1) . In this conjugate gradient method, the matrix-vector products are frequently calculated. For example, the Mg calculation shown in the next section requires more than 30000 times matrix-vector product. Therefore the sparsities of the matrices are important to reduce the computational time, however, the sparsities are given in compensation for the accuracy as discussed in the previous subsection. In our calculation, we perform the reduced integration in the Laplacian matrix L and mass matrix S to have sparse matrices. In the other hand, the potential matrix V is accurately calculated without the reduced integration. This is because we found that the accuracy of V matrix including potential terms is likely to influence the accuracy of the energy calculation. We think this treatment allows us to reduce the computational time while keeping the accuracy since the number of the matrix-vector product of V is less than that of L or S. The following numerical examples show that this treatment is valid. [eV]
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Computational results and discussion
Computational details
We use a periodic super-cell as the computational region and only Γ point is used for the k-point sampling so that the wave functions take real value. The initial wave functions and electron density are constructed from linear superposition of the atomic orbitals and the atomic densities calculated by Gaussian98 (20) , respectively. The Gaussian smearing method is used to introduce the partial occupancy (21) . The Gaussian smearing parameter is set to 0.02. By using the domain-decomposition technique (4) , the following calculations are parallelized on the 8-node PC cluster. The Blocked-Jacobi-ICC(0)-CG linear solver is employed to solve linear equations (22) . In error estimation of the FEM calculation, ABINIT (23) is used to obtain the reference energy. ABINIT is well-developed software on the basis of the plane wave method. In this paper, the error of calculation e is defined as the deviation of energies given as ( )
where E is the free energy obtained by our SEM or FEM code, E ABINIT is the reference energy obtained by ABINIT. The energies obtained by both code can be directly compared because the pseudopotential and the LDA functional are common.
The following calculations are performed on the atomic system of Si 2 molecule or bulk hcp Mg including 64 atoms.
Efficiency of reduced integration
To verify the accuracy of our calculation and the time-saving efficiency of the reduced integration, we check the convergence behaviours of the error with respect to the element size in calculations of Si 2 molecule and bulk hcp Mg. The results are shown in figure 3 , where the SEM result of quadratic shape function and quintic shape function with the reduced integration or without are shown. The FEM result of quadratic shape functions is also shown. In the following figures, we denote, for example, the results of quadratic shape functions with reduced integration as SEM (2) and the results of quintic shape functions without reduced integration as Exact SEM (5) . The element size in this figure indicates the longest edge of an element. This figure shows that our calculations have variational convergence of the errors and give an order of error O(element size 4 ) when the element size is sufficiently small. This error convergence behavior is consistent with the error analysis performed in the FEM formulation for a one-dimensional Schrödinger equation with Lagrange shape functions (24) .
In this figure, the SEM result of cubic shape function and quartic shape function are not shown, however, we confirmed that this convergence behavior is also conserved. The results in this figure show the validity of our SEM and FEM results and that the reduced integration introduced in order to give the sparsity of matrices yields little effect to the accuracy in these test calculations.
The timing results obtained by the SEM and the exact SEM are compared in figure 4 , where averaged wall-clock time results over the SCF iterations are shown. In the quadratic shape function case, we can not obtain the time-saving effect due to the sparsity given by the reduced integration. On the contrary, in the quintic shape function case, the SEM is faster than the exact SEM. For example, in Mg case, we can perform the SEM calculation in a half computational time of the exact SEM at 3 
10
− eV/atom accurate calculation. This is because the computational time for matrix-vector products glows as the order of the shape function increases. By the similar reason, we obtain larger efficiency of the reduced integration in the Mg case than the Si 2 case. This is because the computational time for matrix-vector products glows as the number of orbitals included in the system increases.
Efficiency of High-order shape function
As shown in figure 3 , the high-order shape functions give rapid convergence of the error with respect to the element size. This does not mean that the time-saving efficiency is [sec]
log (e ) FEM (2) SEM (3) SEM (2) SEM (4) SEM (5) obtained by high-order shape functions because high-order shape functions require much number of nodes in an element. Here we verify the time-saving efficiency of the high-order shape functions by estimating the computational time using different order of shape functions in the Mg calculation. Figure 5 (a) shows the error convergence behavior with respect to the number of nodes. The number of nodes required to obtain a certain accuracy decreases as the order of the shape functions is increased. This is especially true in the highly accurate calculation. In this test calculation, using the quintic shape function gives the most efficient results in reduction of the number of nodes. Figure 5 (b) shows the error convergence behavior with respect to computational time. By using the SEM with quintic shape function, we performed 10 -3 eV/atom accurate calculation in nearly a half computational time of the case of the FEM with the quadratic shape functions which have been commonly used in the past DFT calculations. As shown in this figure, the SEM with quartic shape function is almost as efficient as the SEM with quintic shape function. We think that this is because the denser matrices generated by the higher-order shape functions require much computational time in the matrix-vector products. In this atomic system we think that the quartic or quintic shape function is enough efficient to perform the highly accurate calculation.
Conclusions
We have investigated the usability of the spectral element method to ab-initio electron structure calculation on the basis of norm-conserving pseudopotential method. The computational results in Si 2 molecule and bulk hcp Mg showed the reduced integration introduced in order to give the sparsity of matrices yields little effect to the accuracy in these test calculations. We found that the high-order SEM shape functions are efficient to obtain the highly accurate energy. This property can be useful when one calculates stress components or elastic constants which require highly accurate energy estimation. Two issues have been still remained. First, we have not discussed the efficiency of the high-order serendipity FEM shape functions. As shown in figure 5(b) , the FEM with quadratic shape functions is more efficient than the SEM with quadratic shape functions. This is because the serendipity quadratic element has its nodes only on the edges. This may imply that the high-order serendipity FEM shape function is more effective than that of the SEM. The efficiency of the high-order serendipity FEM element can be investigated through comparison of FEM results and our SEM results. Second, the efficiency may change when different number of parallel computers is used since the parallel efficiency may depend on the order of the shape functions. The optimum order of shape functions needs to be explored with concerning the parallel efficiency. This issue will be reported in our future work.
