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Abstract
A graphG is 3-colorable if and only if it maps homomorphically to the com-
plete 3-vertex graph K3. The last condition can be checked by a k-consistency
algorithm where the parameter k has to be chosen large enough, dependent
on G. LetW (G) denote the minimum k sufficient for this purpose. For a non-
3-colorable graph G, W (G) is equal to the minimum k such that G can be
distinguished from K3 in the k-variable existential-positive first-order logic.
We define the dynamic width of the 3-colorability problem as the function
W (n) = maxGW (G), where the maximum is taken over all non-3-colorable
G with n vertices.
The assumption NP 6= P implies that W (n) is unbounded. Indeed, a
lower bound W (n) = Ω(log log n/ log log log n) follows unconditionally from
the work of Nesˇetrˇil and Zhu [26] on bounded treewidth duality. The Exponen-
tial Time Hypothesis implies a much stronger boundW (n) = Ω(n/ log n) and
indeed we unconditionally prove that W (n) = Ω(n). In fact, an even stronger
statement is true: A first-order sentence distinguishing any 3-colorable graph
on n vertices from any non-3-colorable graph on n vertices must have Ω(n)
variables.
On the other hand, we observe that W (G) ≤ 3α(G) + 1 and W (G) ≤
n − α(G) + 1 for every non-3-colorable graph G with n vertices, where α(G)
denotes the independence number of G. This implies that W (n) ≤ 34 n + 1,
improving on the trivial upper bound W (n) ≤ n.
We also show that W (G) > 116 g(G) for every non-3-colorable graph G,
where g(G) denotes the girth of G.
Finally, we consider the function W (n) over planar graphs and prove that
W (n) = Θ(
√
n) in the case.
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1 Introduction
Consistency checking algorithms and the width of a CSP. If there is a
homomorphism from a structure A to a structure B, we will say that A maps
homomorphically to B and write A → B. According to the framework of Feder
and Vardi [14], a (non-uniform) constraint satisfaction problem is modelled as the
decision problem for the class of structures CSP(B) = {A : A→ B} determined by
an appropriate template structure B. Several archetypal NP-complete problems fit
in with this setting. For example, a graph G is 3-colorable if and only if G → K3,
where K3 denotes the complete graph on 3 vertices. Thus, the 3-COLORABILITY
problem is identical to CSP(K3).
k-Consistency algorithms are based on the concept of constraint propagation
and are used as a practical approach to the CSP since the seventies; see, e.g., the
survey [8] and the recent complexity analysis in [6, 7]. The cases of k = 2, 3 are
known as arc and path consistency, respectively, and themselves have a large body
of literature. Instead of deciding if A → B, a k-consistency algorithm checks if
the pair (A,B) fulfills a weaker combinatorial condition, which we will call the k-
consistency property.1 This approach is incomplete in general. Always when A→ B,
the pair (A,B) has the k-consistency property for any k. However, if A 6→ B, the
k-consistency property can still be satisfied if k is too small. If A 6→ B, let WB(A)
denote the minimum k such that (A,B) has the k-consistency property. We call
this parameter B-width of A. If WB(A) is bounded by a constant independent of A,
the problem CSP(B) (and the structure B) is said to have bounded width.
The k-consistency property can be checked in time (|A|+ |B|)O(k), where |A| and
|B| denote the number of elements in the structures. It follows that all bounded
width problems are solvable in polynomial time. An algebraic characterization of
bounded-width structures is given by Barto and Kozik [4].
Graphs. If H is a bipartite graph, CSP(H) has width at most 3 (see, e.g., [26])
and, hence, is solvable in polynomial time. The dichotomy theorem of Hell and
Nesˇetrˇil [21] says that CSP(H) is NP-complete whenever H is non-bipartite. It
follows that, for each non-bipartite H , the values of WH(G) cannot be bounded
by a constant unless NP = P. This is proved by Nesˇetrˇil and Zhu [26] uncon-
ditionally. A straightforward consequence of their analysis is the existence of a
graph G on n vertices, for any large enough n, such that G 6→ H and WH(G) =
Ω(log log n/ log log logn). We survey this approach in Section 2.
Dynamic width of CSP(H). The main purpose of this paper is to pursue the
analysis of the width parameter WH(G), focusing on its dynamic behavior as a
function of the number of vertices in G. We define the dynamic width of a graph H
1Saying that “a pair (A,B) has the k-consistency property”, we simplify more customary ex-
pressions like “the strong k-consistency can be enforced or established on (A,B)”. We do not define
this notion here; see [2, Section 3] or equivalent combinatorial statements in Sections 2 and 3.
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(or of the corresponding CSP(H)) as the function
WH(n) = {WH(G) : G 6→ H, |G| = n} .
Note that WH(n) is well defined for all sufficiently large n, at least for all n greater
than the chromatic number of H . As it was already mentioned, WH(n) ≤ 3 for any
bipartite H . If H is not bipartite, then from the work of Nesˇetrˇil and Zhu [26] it
follows that
WH(n) = Ω
(
log log n
log log log n
)
. (1)
To emphasize the importance of this notion, suppose that we know thatWH(n) =
O(k(n)) where k(n) is a function computable in time bounded by a polynomial2 in
n. In this case CSP(H) is solvable in time 2O(k(n) logn), which can prove to be a
nontrivial algorithmic result even when this time bound is superpolynomial.
The 3-colorability problem. In this paper, we focus our attention on the dy-
namic width of CSP(K3), that is, the 3-COLORABILITY problem. To facilitate
the notation, let W (G) = WK3(G) and W (n) = WK3(n). Dawar [11] proves that 3-
COLORABILITY is not definable in the infinitary logic with finitely many variables.
The argument of [11] immediately translates to the bound W (n) = Ω(
√
n).
The currently best algorithm for 3-COLORABILITY [5] runs in time O(1.3289n).
It is known [23] that 3-COLORABILITY is not solvable in time 2o(n) unless the
Exponential Time Hypothesis fails. Therefore, under this hypothesis we should have
a lower bound at least as strong as W (n) = Ω(n/ logn). Our main results is an
unconditional linear lower bound, i.e.,
W (n) = Ω(n). (2)
The proof of (2) is based on the logical characterization of the parameter W (G) (see
Section 3) and exploits the same method as used in [11].
A straightforward observation WH(G) ≤ |G| implies that W (n) ≤ n. By (2),
this trivial upper bound can be improved at most up to a constant factor. We show
that such an improvement is really possible, noticing that
W (n) ≤ 3
4
n+ 1. (3)
This bound follows from the relation
W (G) ≤ min{3α(G), n− α(G)}+ 1,
where α(G) denotes the independence number of G.
We also relate the parameter W (G) to the girth g(G) of the graph, proving that
W (G) >
1
16
g(G)
(cf. the bound (7) below). This relation implies only logarithmic lower bound for
W (n) but has an advantage of being true for every non-3-colorable graph G.
Finally, we consider the functionW (n) over planar graphs and prove thatW (n) =
Θ(
√
n) in the case.
2If WH(n) is unbounded, this can be relaxed to the computability in time n
O(k(n).
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Related work: The dynamic width of other CSPs. As it is well known, the
3-SATISFIABILITY problem can be encoded as a CSP. Atserias [1, Theorem 2]
obtains a result that, using our notation, can be stated as
W3SAT(n) = Ω
(
n
log2 n
)
, (4)
where n is the number of propositional variables in an input 3CNF. Moreover, (4)
is shown for 3SAT instances with O(n) clauses and is an average-case rather than
a worst-case bound. Note that (4) is close to the bound W3SAT(n) = Ω
(
n
logn
)
that
follows from the Exponential Time Hypothesis [23]. Atserias, Bulatov and Dawar [3]
prove that testing the solvability of systems of equations over a finite Abelian group
and related CSPs are not definable in the infinitary logic with finitely many variables
(even with counting), which implies that the dynamic width of these problems is
unbounded.
2 Treewidth duality
Graph-theoretic preliminaries. An s-coloring of a graph G is a map from the
set of vertices V (G) to the set of colors {1, 2, . . . , s}. A coloring c is proper if
c(u) 6= c(v) for any adjacent vertices u and v. A graph G is s-colorable if it has a
proper s-coloring. The minimum s for which G is s-colorable is called the chromatic
number of G and denoted by χ(G). If χ(G) = s, then G is called s-chromatic. A set
of vertices is independent if all of them are pairwise non-adjacent. The independence
number α(G) of a graph G is the maximum size of an independent set in G. In a
proper coloring of G, any set of vertices with the same color is independent. This
implies that χ(G)α(G) ≥ n, where n denotes the number of vertices in G.
The girth g(G) of a graph G is the minimum length of a cycle in G.
Proposition 2.1 (Erdo˝s [12]) For every n ≥ s there is an s-chromatic graph G
on n vertices with
g(G) = Ω
(
logn
log s
)
.
The logarithmic bound in Proposition 2.1 is best possible. In [13], Erdo˝s proves
that the girth of an s-chromatic graph on n vertices is bounded by 2 logn
log(s−2) + 1.
The Nesˇetrˇil-Zhu bound. A useful combinatorial bound for the H-width of G
is due to Freuder [15] who showed that if G 6→ H , then
WH(G) ≤ tw(G) + 1, (5)
where tw(G) denotes the treewidth of G.3 A complete combinatorial characteriza-
tion of the H-width is suggested by Hell, Nesˇetrˇil, and Zhu [22] for digraphs and
3All what is stated here in the language of graphs holds true also for general relational structures.
The treewidth of structure A is defined as the treewidth of its Gaifman graph.
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extended to general structures by Feder and Vardi [14]. Note that F → G and
F 6→ H imply G 6→ H . In view of this, we call such a graph F an H-obstruction
for G. It turns out that WH(G) is equal to the minimum k such that G has an H-
obstruction of treewidth k − 1. Note that (5) follows from here because if G 6→ H ,
then G is an H-obstruction for itself.
Thus, the statement that the width of H is bounded by k can equivalently be
expressed in the following form: G 6→ H if and only if F → G for some F such
that F 6→ H and tw(F ) < k. This homomorphism duality justifies the terminology,
according to which graphs H of width k are also said to have treewidth-(k − 1)
duality ; see the survey [9].
Nesˇetrˇil and Zhu [26] show that no non-bipartite graph H has bounded treewidth
duality. This is a consequence of Proposition 2.1 and the following fact established
in [26]: If
g(G) > 2k+2(4km)4km−1 + 2(k + 1), (6)
tw(F ) ≤ k, and F → G, then also F → C2m+1, where C2m+1 denotes the cycle of
length 2m + 1. Indeed, suppose that H contains C2m+1 as a subgraph. Consider a
graph G such that G 6→ H . Assuming that g(G) > 8(4m)4m−1, set k to the largest
value such that (6) is fulfilled; note that k = Ω(log g(G)/ log log g(G)). Then no F
of treewidth at most k can serve as an H-obstruction for G. It follows that
WH(G) = Ω
(
log g(G)
log log g(G)
)
(7)
(due to using the Ω-notation, this bound is trivially true also for G with g(G) ≤
8(4m)4m−1). The bound (1) we stated above can be derived from (7) and Proposition
2.1. The latter gives us a graph G with logarithmic girth and χ(G) > χ(H). The
last condition ensures that G 6→ H .
3 Existential-positive k-variable logic and existen-
tial k-pebble game
For graphs we consider the first-order language with two relation symbols for vertex
adjacency and equality. An existential-positive first-order formula Φ is built using
only monotone Boolean connectives (i.e., conjunction and disjunction) and existen-
tial quantification. If such a Φ is true on a graph G and G→ H , then Φ must hold
true also on the graph H . Moreover, for every finite G there is an existential-positive
statement ΦG that is true on H if and only if G→ H . To obtain ΦG, we can assign
a first-order variable to each vertex of G and list all adjacency relations between the
variables that are true in G for the corresponding vertices. This gives us a logical
characterization of the homomorphism relation: G 6→ H if and only if there is an
existential-positive statement Φ that distinguishes G from H , that is, Φ is true on
G but false on H .
We define the width W (Φ) of a first-order formula Φ to be the number of variables
occurring in it; different occurrences of the same variable do not count. The k-
variable logic consists of formulas of width at most k. Suppose that G 6→ H .
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Kolaitis and Vardi [24] show that WH(G) is equal to the minimum k such that G is
distinguishable from H in existential-positive k-variable logic.
The logical characterization of WH(G) implies also a useful combinatorial char-
acterization of this parameter [24]. The existential k-pebble game on graphs G and
H is a version of the k-pebble Ehrenfeucht-Fra¨ısse´ game where Spoiler always moves
in G and Duplicator’s objective is to keep a partial homomorphism. The parameter
WH(G) is equal to the minimum k such that Spoiler has a winning strategy in the
game. We use this characterization in Sections 5 and 6.
4 A linear lower bound for W (n)
Assume that χ(G) > 3 and consider an arbitrary graph H with χ(H) ≤ 3. Duplica-
tor can use a homomorphism from H to K3 to translate her strategy in the k-pebble
existential game on G and H into a strategy in the game on G and K3. Therefore,
WH(G) ≤W (G). It follows that
W (n) = max
G,H
{WH(G) : |G| = n, χ(G) > 3 and χ(H) ≤ 3} .
Let W ∗(G,H) denote the minimum width of a first-order statement (with no re-
strictions) distinguishing G from H . Obviously, W ∗(G,H) ≤ WH(G). Define
W ∗(n) = max
G,H
{W ∗(G,H) : |G| = |H| = n, χ(G) > 3 and χ(H) ≤ 3}
and note that
W ∗(n) ≤W (n).
Thus, in order to estimate W (n) from below, it suffices to prove a lower bound for
W ∗(n). For this, we will use the approach of [11], which in turn is based on the Cai-
Fu¨rer-Immerman [10] construction of non-isomorphic graphs G and H on n vertices
that cannot be distinguished in first-order logic with bounded number of variables
(even when counting quantifiers are allowed). In [11], this construction is enhanced
to ensure that one of the graphs G and H is 3-colorable and the other is not.
We will need the following notions. Recall that a graph is uniquely 3-colorable if
it is 3-colorable and the coloring is unique up to a renaming of colors. LetX ⊆ V (G).
The result of removal of all vertices in X from G is denoted by G − X . We call
X a separator of G if every connected component of G − X has at most |V (G)|/2
vertices.
Lemma 4.1 ([11]) Suppose that A is a graph with the following properties:
• A has m vertices and maximum degree d;
• A is uniquely 3-colorable;
• A has no separator with k vertices.
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Then, one can construct from A two graphs GA and HA with the same number
n = O(dm) of vertices and O(n) edges so that χ(GA) ≤ 3, χ(HA) > 3, and
W ∗(GA, HA) > k.
We are now ready to prove our linear lower bound.
Theorem 4.2 W ∗(n) = Ω(n).
Proof. It suffices to find a graph A with the properties listed in Lemma 4.1, for
an arbitrarily large m, constant d, and linear k = Ω(m). This can be done in two
steps.
First, take a connected d′-regular graph B with m′ vertices such that χ(B) > 3
and the minimum separator size in B is larger than k = Ω(m′). Specifically, we
can set d′ = 6. A random 6-regular graph has the required properties. With high
probability, it is connected and has only linear separators (Pinsker [27]), and its
chromatic number is 4 (Shi and Wormald [28]).
Next, we take A = B ×K3, where × denotes the categorical product of graphs.
That is, each vertex v of B has three copies in A, namely (v, 1), (v, 2), and (v, 3),
and vertices (v, i) and (u, j) are adjacent in A if v and u are adjacent in B and i 6= j
(i.e., i and j are adjacent in the complete graph K3 on the vertex set {1, 2, 3}).
The graph A is 3-colorable as each of the three copies of V (B) in A are indepen-
dent sets. This coloring is unique by the Greenwell-Lova´sz theorem [17], which says
that the categorical product G×Ks is uniquely s-colorable whenever G is connected
and χ(G) > s.
The graph A has m = 3m′ vertices, and all vertices of A have degree 12. Note
that k = Ω(m′) = Ω(m). It remains to show that, like B, the graph A has no
separator of size k.
To this end, consider a set X of vertices in A such that |X| ≤ k. Let X ′ be
the projection of X onto the first coordinate, that is, the set of those vertices in B
that occur as the first components of the vertices in X . Obviosly, |X ′| ≤ |X| ≤ k.
Therefore, B − X ′ has a connected component C ′ of size exceeding m′/2. Let us
lift C ′ to A and denote the resulting set by C; that is, let each vertex v in C ′
contribute three vertices (v, 1), (v, 2), and (v, 3) into C. Since C ′ spans a connected
subgraph in B, the set C spans a connected subgraph in A (because if v and u are
adjacent vertices in C ′ then their clons (v, 1), (v, 2), (v, 3), (u, 1), (u, 2), and (u, 3)
in C span a connected subgraph K2 ×K3 = C6 in A). Note now that C and X are
disjoint by construction. Therefore, C is a connected component of A − X having
size |C| = 3|C ′| > 3m′/2 = m/2, and X cannot be a separator of A.
Theorem 4.2 follows now by Lemma 4.1.
5 Relationship between the width and the inde-
pendence number
The main technical tool in our further analysis is the existential k-pebble game
on graphs G and H . For the special case that H = K3, we recast it in slightly
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different terms. The k-width 3-coloring game on a graph G is played by Spoiler
and Duplicator. In a round of the game Spoiler selects a vertex in G and then
Duplicator colors it in one of three colors, red, blue, or green. After each round,
at most k vertices are allowed to be colored. To obey this condition, Spoiler can
erase the color of a previously colored vertex before he demands to color a new
one. Duplicator wins the r-round game if during the play there is no two adjacent
vertices colored in the same color (i.e., after each round the partial 3-coloring of G
is proper). The following fact is a particular case of the relationship between the
existential k-pebble game and existential k-variable logic [24].
Proposition 5.1 Suppose that χ(G) > 3. Then W (G) is equal to the minimum
k such that, for some r, Spoiler has a winning strategy in the r-round k-width 3-
coloring game on G.
We now relate the width of a graph to its independence number.
Theorem 5.2 Let G be a graph with n vertices. If χ(G) > 3, then
W (G) ≤ min{3α(G), n− α(G)}+ 1.
Proof. Let v(H) denote the number of vertices in a graph H ; thus, v(G) = n. We
first prove the bound
W (G) ≤ v(G)− α(G) + 1. (8)
Let U be an independent set in G with α(G) vertices. Consider the 3-coloring game
on G and let Spoiler select all vertices in V (G)\U . Suppose that Duplicator manages
to properly color this subgraph of G. This partial coloring does not extend properly
to some vertex u ∈ U for else the whole G would be 3-colorable. In the next round
Spoiler selects also this vertex and wins.
To prove the bound W (G) ≤ 3α(G)+1, we apply the bound (8) to a smallest 4-
chromatic induced subgraph G′ of G. Note that v(G′) ≤ 4α(G′) and α(G′) ≤ α(G).
Therefore,
W (G) ≤W (G′) ≤ v(G′)− α(G′) + 1 ≤ 3α(G′) + 1 ≤ 3α(G) + 1,
as claimed.
Theorem 5.2 immediately implies an improvement on the trivial upper bound
W (n) ≤ n.
Corollary 5.3 W (n) ≤ 3
4
n+ 1.
6 Relationship between the width and the girth
We here show a relation between the width of a non-3-colorable graph G, which is
much stroger than the bound (7) in the case H = K3.
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Theorem 6.1 If χ(G) > 3, then W (G) > 1
16
g(G).
The proof of this result takes the rest of this section. It is based on Proposition
5.1. We will show that if Spoiler has a winning strategy in the r-round k-width
3-coloring game on G, then r > ⌊log4(g(G)− 2)⌋ and k > 116 g(G).
We write COLkr(H) to denote the r-round k-width 3-coloring game on a graph
H , where up to k vertices of H can be precolored before the game begins. Such
graphs will be called k-precolored. A subgraph H ′ of a k-precolored graph H can
inherit vertex colors present in H . That is, if a vertex is colored in H ′, it must have
the same color in H ; on the other hand, a vertex colored in H can be uncolored in
H ′. Note that a proper subgraph H ′ of H can have all the vertices and the edges
as in H , but then there must be a vertex colored in H and uncolored in H ′. If H ′
and H are k-precolored graphs, then a homomorphism from H ′ to H has to preserve
colors of vertices in H ′ (but it can map an uncolored vertex of H ′ to a colored vertex
of H). Saying that a player wins a game, we mean that s/he has a winning strategy
in it.
Lemma 6.2
1. If Spoiler wins COLkr(H
′) and H ′ is a subgraph of a k-precolored graph H, then
he wins also COLkr(H).
2. If Duplicator wins COLkr(H) and H
′ → H, then she wins also COLkr(H ′).
Proof. The first part is straightforward and also formally follows from the second.
To prove the second part, suppose that h is a homomorphism from H ′ to H . Dupli-
cator simulates COLkr(H
′) by COLkr(H). When Spoiler asks for color of a vertex v
in H ′, Duplicator interprets this as the request for coloring h(v) in H and colors v
according to her strategy in COLkr(H). This strategy is winning for her in COL
k
r(H
′)
because h stays to be a homomorphism in each round.
Lemma 6.2.1 motivates the following definition. DefineMkr to be the family of all
minimal k-precolored graphs H such that Spoiler wins COLkr(H), where minimality
means that Duplicator wins COLkr(K) for any proper subgraph K of H .
Example 6.3
Mk0 = ∅ if k = 0, 1;
Mk0 = { , , } if k ≥ 2;
Mkr = M
k
0 if k = 2, 3;
Mk1 = M
k
0 ∪
{ }
if k ≥ 4.
A few other examples are shown in Fig. 1.
Lemma 6.4 Every graph in Mkr has diameter at most 2
r.
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Figure 1: Representatives of some Mkr families.
Proof. Denote the maximum diameter of a graph in Mkr by D
k
r . Let H ∈Mkr . Fix
a winning strategy for Spoiler in COLkr(H). Let v be the vertex claimed by Spoiler
in the first round (possibly after erasing the color of some vertex). Duplicator can
color v in one of the three colors; denote the three possible results by H1, H2, H3
(that is, those are k-precolored graphs which can appear after playing the first
round). Spoiler wins the game COLkr−1(Hi) for every i = 1, 2, 3. Therefore, each
Hi contains a subgraph H
′
i belonging to M
k
r−1. Each H
′
i contains the vertex v;
otherwise H ′i would be a proper subgraph K of H such that Spoiler wins COL
k
r(K).
Furthermore, note that
⋃3
i=1 V (H
′
i) = V (H); otherwise the union of H
′
1, H
′
2, and
H ′3 with the vertex v uncolored would be a proper subgraph K of H such that
Spoiler wins COLkr(K). It follows that every vertex in H is reachable from v within
distance Dkr−1 and, therefore, D
k
r ≤ 2Dkr−1. Note that Dk0 = 1; see Example 6.3. By
induction, Dkr ≤ 2r.
Let Mkr (G) consist of those k-precolored graphs in M
k
r whose underlying (uncol-
ored) graphs appear as subgraphs in G.
Lemma 6.5 If r ≤ log2(g(G)−2)−1, then every graph inMkr (G) is a (k-precolored)
tree.
Proof. Let H ∈Mkr (G) where r ≤ log2(g(G)− 2)− 1. It follows from Lemma 6.4
that the diameter of H is smaller than (g(G)− 1)/2 (in particular, H is connected).
A subgraph of G with such diameter must be acyclic because any cycle in G contains
two vertices at the distance at least (g(G)− 1)/2 from each other.
Fix R = ⌊log2(g(G)− 2)⌋ − 1. Since any tree in Mkr must have colored vertices,
Lemma 6.5 implies that G does not have any subgraph in MkR. By the definition of
Mkr , Spoiler cannot win COL
k
R(G), whatever k.
Our further proof strategy is the following. Fix k such that Spoiler wins COLks(G)
for some s > R. Let κr denote the minimum number of colored vertices in a tree
from Mkr \Mkr−1. Assume that both Spoiler and Duplicator play optimally, that is,
Spoiler always minimizes the number of rounds till his win, while Duplicator always
maximizes the number of rounds till her loss. In the round that Spoiler is able to win
within the next R moves, the graph G (endowed with the current partial coloring)
must contain a subgraph S belonging toMkR and cannot contain any subgraph from
MkR−1. By Lemma 6.5, the subgraph S is a tree from M
k
R \MkR−1 and, therefore,
k ≥ κR. In the remainder of the proof we will estimate the value of κR from below.
Given a tree T and its vertex v, let T − v denote the graph obtained from T by
removing v. A v-branch of T is a subtree of T containing a connected component
of T − v along with the vertex v.
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Lemma 6.6 Let T be a tree with n ≤ 2r + 2 vertices and l < k leaves. Suppose
that the leaves of T are colored and that this coloring does not extend to a proper
3-coloring. Then Spoiler wins COLkr(T ).
Proof. We proceed by induction on r. For the base cases of r = 0, 1, see the
entries for Mk0 and M
k
1 in Example 6.3. If n > 4, Spoiler uses a standard separator
strategy. Every tree T with n vertices has a single-vertex separator, that is, a vertex
v such that every component of T − v has at most n/2 vertices. In the first round
Spoiler asks Duplicator to color such v. Whatever color is used by Duplicator, there
is a v-branch whose coloring is not properly extendable. From now on Spoiler plays
in this branch and wins in the remaining r− 1 rounds by the induction assumption
because every v-branch has at most 2r−1 + 2 vertices.
Lemma 6.7 Every tree T in Mkr has the following properties.
1. All leaves and no other vertices in T are colored.
2. Every non-leaf vertex in T has degree 3.
3. T has less than k leaves.
Proof. 1. We first argue that all leaves are colored. Suppose that T has at least
3 vertices; otherwise the claim is trivial. Assume that T has a non-colored leaf v
adjacent to a vertex u. Mapping v to another neighbor of u and each other vertex to
itself is a homomorphism of T onto T − v. By the definition of Mkr , Duplicator has
a winning strategy in COLkr(T − v). By Lemma 6.2.2, she can win also COLkr(T ), a
contradiction.
Assume now that, besides all leaves, a non-leaf w is also colored. Then there is a
w-branch B such that Spoiler wins COLkr(B), which contradicts the condition that
T ∈ Mkr . (If Duplicator could win COLkr(B) for all w-branches B, the precoloring
of T would extend to a proper 3-coloring by Lemma 6.6; therefore, Duplicator could
win COLkr(T ) as well).
2. We first prove that all non-leaf vertices in T have degree no more than 3. We
use induction on the number of vertices in T . The base case, when T has at most
4 vertices, is straightforward; see Example 6.3. If T has more vertices, consider the
game COLkr(T ). Fix a winning strategy for Spoiler. We can assume that Spoiler
never asks Duplicator to recolor a colored vertex or a vertex whose color is just
erased. Let v be the first move by Spoiler. By Part 1, v is a non-leaf. Duplicator
can color v in 3 ways. In each case Spoiler wins in less than r moves and, hence,
the tree T with the vertex v colored contains a subtree, Tr, Tb, or Tg (analogous
to H ′1, H
′
2, H
′
3 in the proof of Lemma 6.4), belonging to M
k
r−1. Like in the proof of
Lemma 6.4, the definition of Mkr implies that Tr, Tb, and Tg share the vertex v and
cover the whole tree T . By Part 1, each of Tr, Tb, and Tg is a v-branch of T . By
the induction assumption, all non-leaf vertices in each of the branches have degree
at most 3. Therefore, all non-leaf vertices in T , including v, have degree at most 3.
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It remains to argue that no non-leaf vertex of T has degree 2. Using induction
on the number of vertices, we show that if T has a vertex of degree 2, then any
coloring of the leaves admits a proper extension to the whole tree. If T has at most
4 vertices, this is true by straightforward inspection because T is then a path on 3 or
4 vertices. Suppose that T has more than 4 vertices. Let v be a vertex of degree 2.
The graph T −v consists of two parts, T1 and T2. Let vi be the vertex of degree 3 or
1 in Ti nearest to v. Denote the path from v1 to v2 by P . Remove all intermediate
vertices of P from T . This splits T into two parts T ′1 and T
′
2, containing v1 and v2
respectively. If vi has degree 1 in T , then T
′
i has no other vertex. If vi has degree 3
in T , then it has degree 2 in T ′i . By the induction assumption, the coloring of each
T ′i extends to a proper coloring of this part. Finally, these proper colorings of T
′
1
and T ′2 extend to a proper coloring of T along P .
3. Part 1 readily implies that T has at most k leaves, and we have to show that
it cannot have precisely k leaves. Consider COLkr(T ) and let the vertex v and the
v-branches Tr, Tb, and Tg be as in the proof of Part 2. That is, Tr, Tb, and Tg are
minimal subtrees such that Spoiler wins each of the games COLkr−1(Tr), COL
k
r−1(Tb),
and COLkr−1(Tg). Recall that these subtrees belong to M
k
r−1 and cover T .
Now, suppose that T has k leaves. To be able to color v, Spoiler must erase the
color of one of the leaves. Since this leaf belongs to one of Tr, Tb, and Tg, we obtain a
contradiction because, by Part 1, no member ofMkr−1 can have an uncolored leaf.
We are now ready to finish the proof of Theorem 6.1. Consider a tree T in
MkR \MkR−1. Suppose that T has n vertices, l of which are leaves. Lemma 6.7.3
implies that l < k. Under this condition, Lemma 6.6 implies that n > 2R−1 + 2.
From Lemma 6.7.2 it follows that l = n/2 + 1. Therefore,
l > 2R−2 + 2 = 2⌊log2(g(G)−2)⌋−3 + 2 >
1
16
g(G).
By Lemma 6.7.1, T has more than g(G)/16 colored vertices. We conclude that
κR > g(G)/16, thereby completing the proof.
7 Planar 3-colorability
The 3-colorability problem has been actively studied also for particular classes of
graphs. Estimation of W (n) would be also meaningful for such classes. Specifi-
cally, we define the dynamic width function over a class of graphs C by W (n; C) =
max {W (G) : G ∈ C, |G| = n, χ(G) > 3}. Here we consider the dynamic width
W (n; planar) for the class of planar graphs.
Though 3-COLORABILITY of planar graphs stays NP-complete [16], it is solv-
able in time 2O(
√
n); see [25]. Under the Exponential Time Hypothesis, PLANAR
3-COLORABILITY cannot be solved in time 2o(
√
n) (Marx [25]). Recall that the
consistency checking algorithm solves the problem in time 2O(k(n) logn) for any con-
structive upper bound W (n) = O(k(n)). Therefore, the Exponential Time Hypoth-
esis implies the lower bound W (n; planar) = Ω(
√
n/ logn).
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(i)
u v
z
w
(ii)
u v
(iii)
Figure 2: (i) The crossover gadget C replacing the crossing of edges uv and wz.
(ii) Along an edge uv, the crossover gadgets share their corner vertices. One of the
end vertices u or v (but not both) is identified with the corner vertex of the nearest
gadget. (iii) Up to permutation of colors, the crossover graph has exactly two proper
3-colorings.
Our goal is to estimate W (n; planar) unconditionally. Note that the method
we used to prove Theorem 4.2 does not apply to the planar case directly. For
this approach we would need planar Cai-Fu¨rer-Immerman graphs. Such graphs do
not exist because every planar graph is definable in k-variable logic with counting
quantifiers for some absolute constant k [19], and for 3-connected planar graphs this
is true even without counting [29]. We also cannot use Theorem 6.1 because, by
Gro¨tzsch’s theorem [20], every 4-colorable planar graph has girth 3. Nevertheless,
we are able to show tight bounds for W (n; planar) combining Theorem 4.2 with the
standard reduction of the general 3-COLORABILITY to its planar version.
Theorem 7.1 W (n; planar) = Θ(
√
n).
The upper bound W (n; planar) ≤ 5√n immediately follows from the general
bound (5) because it is known [18] that, if G is planar, then tw(G) ≤ 5√n − 1. In
the rest of this section we prove a lower bound of Ω(
√
n).
Recall the textbook reduction of 3-COLORABILITY to PLANAR 3-COLORA-
BILITY [16]. The reduction transforms an arbitrary graph G into a planar graph
G′ as follows. First, a planar drawing D of G is made allowing edges crossings.
It is supposed that no more than two edges can cross at a point. Then, each edge
crossing in D is replaced with the crossover gadget C shown in Fig. 2. The crossover
gadget C has two crucial properties:
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(a) In any proper 3-coloring of C, the opposite corner vertices are equally colored;
(b) any coloring of the four corner vertices where the opposite vertices are equally
colored uniquely extends to a proper 3-coloring of all of C.
Denote the set of 13 vertices in the gadget for the crossing edges uv and wz
by Cuv,wz. Thus, Cuv,wz can contain one of u and v and/or one of w and z, and
V (G′) = V (G) ∪ ⋃{uv,wz}Cuv,wz where the union is over all edge crossings in D.
Property (a) implies the following fact.
(A) If c′ is a proper 3-coloring of G′ and c is the restriction of c′ to V (G), then c
is a proper 3-coloring of G.
This property implies that if χ(G) > 3, then χ(G′) > 3.
Given X ⊆ V (G), define
X ′ = X ∪
⋃
Cuv,wz over adjacent u, v ∈ X and all wz crossing uv in D. (9)
The induced subgraph of G spanned by X will be denoted by G[X ]. We will exploit
the following consequence of Property (b).
(B) Let X ⊆ V (G). Any proper 3-coloring c of G[X ] admits an extension c′ to X ′
that is a proper 3-coloring of G′[X ′]. Moreover, all possible c′ are equal not
only on X but also on every Cuv,wz such that {u, v, w, z} ⊆ X .
Taking X = V (G), we conclude that if χ(G) ≤ 3, then χ(G′) ≤ 3.
Lemma 7.2 Let χ(G) > 3. If W (G) > 4k for an integer k, then W (G′) > k.
Using Lemma 7.2, we can now prove Theorem 7.1. The construction in the proof
of Theorem 4.2 combined with Lemma 4.1 gives us a non-3-colorable graph G with
n vertices, e = O(n) edges, and W (G) = Ω(n). Let us convert it into a non-3-
colorable planar graph G′ as described above. As the intermediate drawing D, we
use a straight-line drawing of G where edges are represented by segments of lines
in general position; hence, no three edges can share a crossing point. Note that D
has less than e2 = O(n2) edge crossings.4 Therefore, G′ has N < n+ 13e2 = O(n2)
vertices. By Lemma 7.2, W (G′) = Ω(n) = Ω(
√
N).
Rigorously speaking, we have proved the bound W (N ; planar) = Ω(
√
N) for an
infinite sequence of N . In order to get a desired graph for an intermediate value
of N , we construct G′ for the nearest number N ′ < N in the sequence and pad it
out with N − N ′ isolated vertices. To complete the proof, it remains to prove the
lemma.
4This trivial bound for the number of edge crossings cannot be essentially improved; it is known,
for example, that most cubic graphs have quadratic crossing number.
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Proof of Lemma 7.2. By Proposition 5.1, it suffices to show that Duplicator has
a winning strategy for the k-width 3-coloring game on G′. We will show that she can
translate her winning strategy for the 4k-width 3-coloring game on G to the game
on G′. More precisely, the assumption W (G) > 4k implies that Duplicator has a
winning strategy in COL4kr (G) for every r. We will show that Duplicator’s winning
strategy for COL4k4r(G) can be transformed to a winning strategy for COL
k
r(G
′).
Given Y ⊆ V (G′), we define the set X = X(Y ) ⊆ V (G) as follows: X contains
all Y ∩ V (G), and each y ∈ Y \ V (G) such that y ∈ Cuv,wz contributes the vertices
u, v, w, and z in X . Note that |X| ≤ 4|Y | and Y ⊆ X ′, where X ′ is defined by (9).
Property (B) of the reduction implies the following.
Claim A. Let Y ⊆ V (G′) and X = X(Y ). Any proper 3-coloring c of G[X ] extends
to a proper 3-coloring c′ of G′[X ′], and all such extensions are equal on Y .
Let Yi denote the set of vertices colored after the i-th round of the game COL
k
r(G
′).
Duplicator’s strategy we are going to describe will have the following properties.
(P1) Xi = X(Yi) appears as the set of colored vertices after the ri-th round of
COL4k4r(G), for some ri such that i ≤ ri ≤ 4i, if in this game Duplicator uses a
winning strategy and Spoiler uses the strategy specially designed (simulated)
depending on the strategy he follows in COLkr(G
′).
(P2) If ci is the coloring of Xi in COL
4k
4r(G) (which is a proper 3-coloring of G[Xi]
because Duplicator follows a winning strategy) and c′i is its extension to a
proper 3-coloring of G′[(Xi)′] (existing by Claim A), then the coloring di of Yi
in COLkr(G
′) is the restriction of c′i to Yi.
A strategy ensuring these properties is obviously winning because di is a proper
3-coloring of G′[Yi].
We now have to define the simulated strategy for Spoiler in COL4k4r(G). It is
essentially determined by the condition that the configuration Xi = X(Yi) has to
appear in G once the configuration Yi appears in G
′. The coloring ci of Xi is
determined by Duplicator’s strategy in COL4k4r(G). The coloring di of Yi satisfying
(P2) is completely determined by ci because, by Claim A, all possible extensions
c′i of ci coincide on Yi. We will need to carefully check that di+1 agrees with di on
Yi+1∩Yi; only under this condition di can be produced by some Duplicator’s strategy
in COLkr(G
′).
Consider the first round of COLkr(G
′). Suppose that Spoiler asks Duplicator to
color a vertex y; thus, Y1 = {y}. If y ∈ V (G), thenX1 = {y}. Otherwise y belongs to
some Cuv,wz, and then X1 = {u, v, w, z}. Duplicator simulates COL4k4r(G), assuming
that Spoiler claims the vertices ofX1 in the first rounds. In accordance with Property
(P2), let c1 be a proper 3-coloring of G[X1] according to Duplicator’s strategy for
COL4k4r(G) and c
′
1 be an extension of c1 to a proper 3-coloring of G
′[(X1)′] according
to Claim A. In the game COLkr(G
′), Duplicator assigns y the color d1(y) = c′1(y).
Assume now that Properties (P1) and (P2) are obeyed up to the i-th round and
consider the (i+ 1)-th round of COLkr(G
′).
Case 1: |Yi| < k, Yi+1 = Yi ∪ {y} (that is, in the (i+1)-th round Spoiler asks to
color a new vertex y). Note that Xi ⊆ Xi+1, |Xi| ≤ 4(k − 1), and |Xi+1 \Xi| ≤ 4.
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Duplicator simulates next rounds of COL4k4r(G), assuming that Spoiler claims the
vertices in Xi+1 \Xi. Let ci and ci+1 be the colorings of Xi and Xi+1 in COL4k4r(G),
ci+1 being an extension of ci. By assumption, the coloring di of Yi in COL
k
r(G
′) is
obtainable by extending ci to a proper coloring c
′
i of G
′[(Xi)′] and by restricting c′i
to Yi. Similarly, extend ci+1 to a proper coloring c
′
i+1 of G
′[(Xi+1)′] and denote the
restriction of c′i+1 to Yi+1 by di+1. Since ci+1 extends ci, the restriction of c
′
i+1 to
(Xi)
′ is an extension of ci to a proper coloring of G′[(Xi)′]. By Claim A, c′i+1 and
c′i coincide on Yi. It follows that di+1 is an extension of di. Duplicator assigns y
the color di+1(y), ensuring Properties (P1) and (P2) also for the (i+1)-th round of
COLkr(G
′).
Case 2: |Yi| = k, Yi+1 = (Yi \ {y1}) ∪ {y2} (that is, Spoiler erases the color of
y1 and asks to color y2 instead). Let Y0 = Yi \ {y1} and X0 = X(Y0). Note that
|X0| ≤ 4(k−1), |Xi\X0| ≤ 4, and |Xi+1\X0| ≤ 4. Duplicator simulates next rounds
of COL4k4r(G), assuming that Spoiler erases the colors of the vertices in Xi \X0 and
asks to color the vertices in Xi+1 \ X0. Let ci and ci+1 be the colorings of Xi and
Xi+1. Note that they agree on X0. Denote the (common) coloring of X0 by c0. By
assumption, the coloring di of Yi in COL
k
r(G
′) is obtainable by extending ci to a
proper coloring c′i of G
′[(Xi)′] and by restricting c′i to Yi. Similarly, extend ci+1 to
a proper coloring c′i+1 of G
′[(Xi+1)′] and denote the restriction of c′i+1 to Yi+1 by
di+1. Since both ci and ci+1 extend c0, the restrictions of c
′
i and c
′
i+1 to (X0)
′ are
extensions of c0 to a proper coloring of G
′[(X0)′]. By Claim A, c′i+1 and c
′
i coincide
on Y0. It follows that di+1 and di coincide on Y0 as well. Duplicator assigns the
vertex y2 the color di+1(y2), ensuring Properties (P1) and (P2) for the (i + 1)-th
round of COLkr(G
′) also in this case.
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