Abstract: Forecasting and estimation of growth in vehicular population is a sine qua non of any major transportation engineering development, requires capturing the past trend and using it to predict the future trend based on qualified assumptions, simulations and models created using explanatory variables. This work attempts to review the in vogue approaches and investigate a more contemporary approach, the Time Series (TS) Analysis. Three fundamentally different methods were explored and results from each of these analyses were collated to check for respective levels of accuracy in predicting vehicular population for the same target year. Within the scope of this study and estimation, results obtained from TS Analysis were found to be considerably more accurate than those from Trend Line Analysis and observably better than those from Econometric Analysis. To reinforce these observations and inferences drawn, a second set of analysis was done on more recent input by using AADT data from PeMS, California. Inter alia this was carried out to contrast any statistical improvement observed when doing TS analysis with rich and accurate data. With all the data sets used and locations analyzed for forecasting, the Time Series analysis technique was invariably found to be a potent tool for forecasting.
Introduction
In a broad sense, traffic forecasting is the process of estimating the number of vehicles or people that are likely to use different transportation facilities in the future. For instance, a forecast may estimate the number of vehicles on a planned road or bridge, the expected ridership on a railway/metro line, the number of passengers visiting an airport, the number of ships arriving at/leaving from a seaport or may estimate the expected future traffic levels for the whole country. This process begins with the collection of data on current traffic. This traffic data is combined with other known data, such as population and economic growth rates, employment rate, trip rates, travel costs etc., to develop a traffic demand model for the current situation. Combining this with predicted data for population, employment etc. results in estimates of future traffic, typically estimated for each segment of the transportation infrastructure in question, e.g., for each roadway segment or railway station that falls under the scope of facility. Due to data availability constraints for the Indian case, the present analysis has been done for total vehicular population in India to develop an insight into the choice of appropriate methods for estimation at specific project level also.
Need for Traffic Forecasting
Knowledge of future traffic flow is an essential input in the planning, implementation and development of a transportation system. It also helps in its operation, management and control (Dhingra et al., 1993) . It is an essential input to start the planning and/or development phase of any major transportation project initiatives. It is the first step in defining the scope and geometry of such projects. In case of highways, the geometric and structural designs are based on forecast traffic volumes and the ESAL (Equivalent Single Axle Load) forecast. It is also used to assess the Level of Service (LoS) for the present and future traffic conditions. Sometimes forecasting even helps us know whether a project is needed at all. Forecasting is necessary for doing relevant economic analysis (Matas et al., 2009) . It can also be used for other purposes such as corridor planning, systems planning, air quality analysis, safety analysis and other such special projects. Inaccuracies in traffic volume forecasts are responsible for the additional costs associated with over and under design (Skamris and Flyvbjerg, 1997) . The costs associated with an under designed project arise when an additional project must satisfy the original inadequacies. Extra materials, labor and additional right-of-way attainment add to the cost of an over designed project (IRC: SP-30, 1984) . Usually, an estimation of traffic for 15 or 20 years after the construction date is considered. In India, National Highways are designed for 15 years after completion of the work. Efficiency of Traffic Forecasting depends mainly on the size of average daily traffic. In general, the smaller the average daily traffic, the larger is the error in traffic forecasting. The major reasons for these errors can be:
The changing traffic patterns in the future (Moeinaddini et al., 2012) , especially Induced Traffic Effect (Cervero and Hansen, 2002; Cervero, 2003) which says that the improvement in transportation facilities more often than not results in generation of new traffic demand because of new users who did not use these facilities when the new developments were not in place i.e. increase in highway capacity attracts new traffic, and the Rebound Effect (Hymel et al., 2010) which highlights the more-thanbefore use of transportation facilities by the current users due to availability of new and improved services. Both of these effects result in the complete benefits of new transportation facilities not reaching the users as a result of increased use of existing users or an increase in the number of end users,
• Traffic impacts due to development in infrastructure, majorly due to change in land use patterns (Ramsey, 2005) which may severely affect the estimated demand for traffic in the future. This may result in underestimation (if there are major industrial developments in that corridor in near future) or overestimation (if there are major industrial shifts away from that area), • Unforeseen and unaccounted socioeconomic changes (Clark, 2003) , and • Construction of new roads, diversions etc.
Challenges Faced
The following are the major challenges confronted during the process of forecasting future traffic volumes:
• Due to construction or improvement of physical facilities -which affect the cost and quality of transport services, the traffic forecasts may overestimate or underestimate the actual figures.
• Unaccounted induced demand effect and rebound effect may lead to serious errors in estimation and forecasting (Parthasarathi, 2001 ).
• This invokes the need to understand and predict (to some extent) the effect of incorporating new traffic and/or road facilities on human behavior.
• Traffic projection should reflect expected economic, demographic and land use trends, based on historic and projected relationships between these factors and regional traffic growth.
• Some studies show a tendency for forecasts of construction costs to be underestimated, and for traffic forecasts to be overestimated.
• A review conducted by Standard and Poor's (Bain and Plantagie, 2004) , with its suggested mean of 76%, tends to suggest that, on average, toll road traffic forecasts overestimate year one traffic by 20% -30%. The mean value of 76% shows that the actual traffic was only 0.76 times that predicted (forecast).
• Forecasting may turn out to be a difficult assignment, especially when done for short term intervals. This is majorly because unforeseen exigencies are very difficult to predict and account for. The capacity of the road system can be reduced by exogenous factors like demonstrations, roadwork or the weather.
Literature Review
The literature review for this work comprises of the study of available literature on the methods previously used for traffic forecasting, their challenges, scope for improvement and then the study of more recent, contemporary approaches to forecasting, especially with reference to Time Series Analysis. In the Indian context, the past research work has mainly concentrated on Trend Line analysis (Kadiyali, 1987; Kadiyali and Shashikala, 2009 Nihan and Holmesland (1980) stress on the basics of Time Series Modeling. Approximate nearest neighbor nonparametric regression method has been discussed by Oswald et al. (2001) . Traffic forecasting is a process predicting a dynamic variable. That is why a number of approaches may be adopted for traffic forecasting depending upon the situation at hand. Although there can be various methods for traffic volume forecasting, for this analysis the three most relevant methods were chosen for a comparative analysis due to data availability constraints.
The practice hitherto adopted in India (Nanda, 2005) is to collect seven days traffic volume counts twice a year on National Highways and 1 to 3 days on other roads. The NHDP programs generally follow three techniques for traffic projection:
• 
Methodology of Analysis
This work attempts to offer a review of the eminent issues that confront traffic forecasting with the aim to avoid major errors that might distort the final outcome of evaluation. An attempt has been made to do an analysis of different traffic forecasting techniques by using input data from a common source and comparing the results obtained after forecasting with actual figures for each such method/technique used. In this process, three techniques have been adopted for comparison of results -Trend Line Analysis, Econometric Analysis and Time Series Analysis.
Approach and Data Collection
This whole exercise is only the first step in developing an insight into the choice of the best suited method, especially with respect to Indian conditions to estimate future traffic levels in the country which, as has been discussed, is quite imperative from many aspects. Due to data availability constraints this analysis has been done for total vehicular population in India. The primary data used has been cited from "Time Series Data on Road Transport Passenger and Freight Movement (1951-1991) ", Special Publication 45, Indian Roads Congress, New Delhi, 1996. A part of it has been reproduced in Table 1 for ready reference. Since such analysis has been done which involves the comparison of results obtained from three different methods, a time period was selected for which data for all the input variables were available for all these three methods for the corresponding years.
To highlight the efficacy of the Time Series Analysis in forecasting, especially shortterm forecasting, a separate set of analysis on the AADT data taken from PeMS (Performance Measurement System), Dept. of Transportation, California, US has been done for a location on the Interstate 10 (running from West to East). PeMS is an Archived Data User Service (ADUS) that provides over ten years of data for historical analysis. For data analysis, AADT data for location Lark Ellen (34.4 miles from west) along the Interstate 10, California falling in District 7 and running from West to East direction has been taken. The data from this station were found to be more consistent as per the detector health plots (plot that signify consistency and accuracy of raw data collected by sensors) obtained from PeMS. The corresponding data used for analysis is reproduced in Table 2 .
Methods Adopted
Three fundamentally different methods have been chosen for comparative analysis of the results. These are briefly described below:
• Trend Line Analysis: This assumes a l i n e a r r e l a t i o n s h i p b e t w e e n country 's Gross National Product (GNP) and the total vehicular population. Generally, an equation of the form given below (Eq. (1)) is applied to arrive at desired results:
Where, T = Transport Demand GNP = Gross National Product a and b are coefficients which are derived empirically.
• Econometric Analysis: The traffic growth is seen as being dependent on certain economic and demographic indicators (Gujarati, 2004) such as Population, Per Capita Income/Per Capita Net National Product etc. Usually this method lends more logic and dependability to the estimation process. Many different combinations of economic/demographic indicators such as population, Per Capita Income (PCI)/Per Capita Net National Product (PCNNP), total labor force (urban & rural) , total employed population (urban & rural) etc. can be tried to bring out the best results (Baltagi, 1999) but in this case, due to data availability constraints, a combination of two significant variables, namely Population and Per Capita Income has been taken for analysis.
• Time Series Analysis: Time series is a set of observations ordered in time. This analysis deals with observations that are collected over equally spaced, discrete time intervals. As suggested by Box and Jenkins (1976) , ideally at least 50 observations are required for performing appropriate Time Series Analysis. The Box and Jenkins methodology (Pankratz, 1983) has been adopted and analysis has been done using the Auto-Regressive Integrated Moving Average (ARIMA) approach. The main reason behind using Box and Jenkins technique is that it has been shown to give relatively accurate forecasts. The results from comparative studies conducted by Naylor et al. (1972) and Nelson (1973) show that the Box and Jenkins model, although simpler, was more effective than other such contemporary econometric models.
Data Analysis
The complete data analysis is segmented into two sections. The first set of analysis deals with the data obtained from IRC for which analysis by all the three methods has been performed. For the second set, Time Series Analysis has been performed on data sourced from PeMS, DOT, California (CALTRANS). All these sets of analyses have been presented sequentially hereafter.
Analysis with IRC Data
For the first case, the data used has been cited from "Time Series Data on Road Transport Passenger and Freight Movement (1951-1991) ", Special Publication 45, Indian Roads Congress, New Delhi, 1996. Table 1 gives the relevant data which have been used for analysis.
On an average, all vehicle categories as well as the total vehicular population appear to follow an exponential growth pattern, the slope of which seems to increase after year 1988-89 for most of the categories. The method-wise procedure for analysis using all the three methods has been briefly elaborated along with relevant illustrations.
Trend Line Analysis
The IRC data for vehicular population has been used to establish the relation "Log T= a + b Log GNP". The data used for analysis is for the years 1961-1985 (25 years) and estimation has been done for the year 1996 (11 years ahead in future). The plot and the corresponding relation between Log T (T = total vehicular population) and Log GNP (Eq. (2)) can be seen in Fig. 1 .
The equation that emerged after linear regression is:
Econometric Analysis
The economic/demographic indicators chosen for analysis are Population and Per Capita Income. The Employment Rate and Total Available Labor Force figures could not be used for analysis due to lack of data (insufficient number of data points) as only decennial data was available for these variables (Green, 1993) . Moreover, the choice of the two indicators seems justifiable since this captures the effect of both significant factors -the number of users in the present and future (population) as well as the purchasing power of these users (Per Capita Income). Here also the data for has been taken for model building and estimation has been done for the year 1996. The available data were subjected to Regression Analysis on SPSS (Multiple Linear Regression). The analysis has been done for the same period as that for Trend Line Analysis. Eq. (3) comes out as the result of the regression analysis: (1951 -1991 )", Special Publication 45, IRC, New Delhi, 1996 : Source -Economic Survey, 2007 -08, Govt. of India, Oxford University Press, New Delhi, 2008 (GNP at 1993 Column (4) It can be noticed that the effect of Population on the total traffic demand is more than that of Per Capita Income. This seems to be logical to assume that to a certain degree, both these variables affect the traffic demand but this demand depends more on the number of prospective users than other factors such as their income levels. This may also be because vehicle categories like cycles, auto rickshaws, buses etc. have been considered whose number is not completely dependent on the income of the user only but to a large extent on their number. This is reflected in a lower value of elasticity for PCI (0.414) than that for Population (4.121). Table 3 and Table 4 show some important indicators which have been briefly explained subsequently. The DurbinWatson test statistic tests the null hypothesis that the residuals from an ordinary least-squares regression are not auto-correlated against the alternative that the residuals follow an AR1 process. The Durbin-Watson statistic ranges in value from 0 to 4. A value near 2 indicates non-autocorrelation; a value toward 0 indicates positive autocorrelation while a value toward 4 indicates negative autocorrelation. Because are used to test the hypothesis of zero autocorrelation against the alternative of positive first-order autocorrelation, since positive autocorrelation is seen much more frequently in practice than negative autocorrelation. The value of this statistic in our case is 1.657 which lies outside the limits dL = 1.21 and dU = 1.550 (for n = 25, n being the sample size; and 5% level of significance). If the observed value of the test statistic is less than the tabulated lower bound, then we should reject the null hypothesis of non-autocorrelated errors in favor of the hypothesis of positive first-order autocorrelation. If the test statistic value were greater than dU, we would not reject the null hypothesis. Since 1.657 > dU, we infer that the errors in this case are not auto-correlated. The t statistic and its significance value are used to test the null hypothesis that the regression coefficient is zero (or that there is no linear relationship between the dependent and independent variable). The 't-test' may be used to determine whether an estimated regression coefficient is significant, by forming the following ratio: t = the regression coefficient divided by standard error of the regression coefficient. Since the values of 't' for both these variables is greater than the critical value of 1.711 (for 24 degrees of freedom), these variables were found to be significant based on the results of the t-test. This is also reflected in their significance values of 0.017 for PCI and 0.000 for Population (both being less than 0.05). Table 5 shows important parameters for regression and residuals of the model.
Fig. 1. Plot between Log T & Log GNP
The output for regression displays information about the variation accounted for by the model while that for residual displays information about the variation that is not accounted for by the model. A model with a large regression sum of squares in comparison to the residual sum of squares indicates that the model accounts for most of variation in the dependent variable. The F statistic is the regression mean square (MSR) divided by the residual mean square (MSE). If the significance value of the F statistic is small (smaller than say 0.05) then the independent variables do a good job explaining the variation in the dependent variable. Table 6 shows coefficients obtained for correlation and covariance.
The sign of the correlation coefficient indicates the direction of the relationship (positive or negative) while the absolute value of the correlation coefficient (which varies from -1 to 1) indicates the strength, with larger absolute values indicating stronger relationships. In the covariance matrices, the variances are displayed on the main diagonal and covariances are displayed above and below the main diagonal. The histogram (Fig. 2) Fig. 2 
. (a) Residual Histogram (b) Normal P-P Plot of Regression Standardized Residual
is a frequency plot obtained by placing the data in regularly spaced cells and plotting each cell frequency versus the center of the cell. This graph is used to verify that the residuals are normally distributed, as is assumed by the regression model. Due to lesser number of observations, a perfect normal graph has not been obtained here but the plot seems to suggest normal distribution of residuals, and hence the error terms can be said to be normally distributed.
The basic idea behind any normal probability plot is that if the data follow a normal distribution with mean µ and variance σ 2 , then a plot of the theoretical percentiles of the normal distribution versus the observed sample percentiles should be approximately linear. Since the concern is about the normality of the error terms, a normal probability plot of the residuals is created. If the resulting plot is approximately linear, the error terms are said to be normally distributed. This has been shown in Fig. 2 .
For a better understanding of the situation, regression analysis was done using absolute figures (in place of logarithms) for PCI and Population. Table 7 shows some significant statistics for this analysis.
In the above analysis, the population has been taken in Millions. This indicates that if the population increases by a million, PCI remaining the same, the vehicular population should approximately increase by 71028 units.
On the other hand, this figure increases by 25429 if the PCI increases by 1 Rupee, the population being constant. These figures appear to be reasonable in case of India. In this case also, the t-test confirms significance of variables.
Time Series Analysis
For univariate time series analysis, same data (from IRC) for the period 1951-1985 (35 years) has been used for analysis. The estimation has been done for the same target year 1996. The Box and Jenkins methodology has been used and ARIMA (Auto-Regressive Integrated Moving Average) technique has been adopted for analysis. The modeling has been performed on STATA (Hansen, 2007) . The following brief definitions will enable a better understanding of the Time Series Analysis and reasons behind selection of particular models for the same:
Box and Jenkins Methodology -The original Box-Jenkins modelling procedure involved an iterative three-stage process of model selection, parameter estimation and model checking. The five broad steps include the following:
• C h ec k i n g f o r s t at i o n a r i t y a n d transforming the data set such that assumption of stationarity is reasonable: Before identification of the model a basic Based on AIC (Akaike Information Cr i te r i o n) a n d B I C (Baye s i a n Information Criterion) which determine the parsimony of the model, the 2 best models are ARIMA (3,2,3) and ARIMA
Fig. 3. (a) Non-Stationary Raw Data (b) Stationary Data after DoubleDifferencing
(7,2,3) for this case.
• Performing diagnostic checks: If the model is correctly specified, the residuals of the model should be uncorrelated.
In other words, there should be a white noise. One way to test this is to get a Portmanteau Test statistic. This is also called the White Noise Test. Results are considered better when the value of this statistic is closer to 1.
• Forecasting: There are two kinds of forecasting that can be done using an ARIMA model -a static forecasting and a dynamic forecasting. The static forecast or the simple one step ahead forecast will forecast only for a single time period ahead at a time. Dynamic forecast on the other hand is used for forecasting for a longer horizon. The predicted or the forecast values will be the same as the one forecast by static forecast till the first extension of time period. For the purpose of forecasting, the period from 1986-1996 has been kept aside taken as the 'forecasting window' . These observed values will then be compared with the forecast values to calculate the root mean forecasting error.
The available data had to be differenced twice to achieve stationarity (a pre-requisite for Time Series Analysis) (Fig. 3) . The Dickey Fuller and Philip Perron tests were conducted to confirm stationarity.
Out of 9 prospective models, the model ARIMA (7,2,3) was chosen based on least RMSE (Root Mean Square Error) and Maximum Likelihood Rule. The reason for this choice is derivable from Table 8 . Table 9 and Table 10 show component statistics for ARIMA (3,2,3) and ARIMA (7,2,3) respectively. Table 12 shows statistics for ARIMA (2,1,2) which has been found to be best suited for modeling this data based on the results of these tests. Fig. 4 shows the actual and predicted AADT values after analysis with ARIMA (2,1,2).
Time Series Analysis of Data from PeMS, DOT, California
This analysis uses AADT data extracted from PeMS, Dept. of Transportation, California, US. In the raw AADT data available on PeMS website the column that says "Arithmetic Mean" is the average of all daily flows. (Table 2) . That is why a reasonable level of accuracy was achieved even when data from Jul 2000 to Dec. 2008 were taken to estimate the AADT for Mar. 2011 (27 data points ahead in future). Important parameters for some prospective models have been shown in Table 11 .
Thus in this case, a reasonable degree of accuracy has been achieved through consistency of data. The root mean square error values are also low as compared to those for the analysis with Indian data.
Results and Discussion
The results of the analyses carried out by different methods and the inferences drawn have been discussed here. The target year for estimation in the first set of analysis which uses data from IRC, New Delhi (involving all the three methods) is 1996. The comparative results of analyses done using different approaches are collated in Table 13 .
Thus it can be seen that there was an unacceptably high error value for trend line analysis, resulting from an absurdly high overestimation. This invokes the need for a method that lends more dependability and is more logical to arrive at more acceptable results. For econometric analysis, the error value was significantly lower than that from Trend Line Analysis. This indicates that using a combination of a demographic and an econometric indicator, Population and Per Capita Income respectively, enables arriving at better approximations of future traffic demand than using a single indicator such as Gross National Product (GNP). As can be seen, the error level of result obtained from Time Series Analysis was considerably lower than that from the other two methods, reflecting its potential as a useful forecasting technique in the future. The results of Time Series Analysis on data from PeMS, DOT, California have partly been discussed along with illustrations in the same section where the analysis for each selected location has been dealt with (Section 4.2). The inferences drawn from these results have also been discussed in the same section. For Lark Ellen, the overall quality of results had been consistent and independent of the position of observation period with respect to the forecasting window. ARIMA (2,1,2) predicted an AADT value of 114959 for Mar.
2011 while the actual value is 111834 (resulting in an overestimation error of 2.794%).
Conclusion
Advancement in the methods of traffic forecasting is the need of the hour in India's context. seen, this method is very effective for shortterm forecasts. For analysis done with IRC data using trend line and econometric approaches in addition to TS analysis, the error with time series modeling was considerably lower than the other two (1.49% for TS, 6.202% for econometric and 93.57% for trend line analysis) even though R 2 values were high for regression equations for the other two approaches. The level of its effectiveness over increasing time span can be checked for an acceptable degree of accuracy. If the limitation of high and rich data requirement for this method is overcome by implementation of proper technology over time, then in agreement with the findings of other researchers, it can be proposed to contribute favorably towards accurate traffic forecasting in time to come.
Limitations of the Study
The following are the limitations of the study:
• For India, the analyses have been done on the total vehicular population for the whole country. Due to data availability constraints for most of the variables used, analysis for a specific project level study remains to be performed.
• The study investigates the potential of Time Series Analysis majorly based on the data from California, US. Such extensive analysis on Indian data needs to be done to gauge its actual effectiveness in the Indian context.
Further Research
• For Trend Line Analysis, data spanning over a longer time frame should give an even better picture of its efficacy. If more data is made available for recent observation periods, then it will be interesting to observe the changes incurred in the results of analysis.
• Moreover, traffic forecasting is a field which works with a very dynamic variable. Therefore, many prospective methods, other than the ones taken up during this study can be an area of investigation. The scope and applicability of these methods should be kept in mind while doing such research. Emphasis must be laid on the usability of any such modeling technique for its application at specific project level work also. There may be a certain level of variation in results obtained in case of working with data for the whole country and the other one with data for specific project corridors since there may be not-so-apparent factors influencing the overall traffic demand in the latter case.
