ABSTRACT Intrinsic image decomposition from a single image or image sequences is always a challenging task in computer vision and image processing due to the ill-posed characteristics. In order to attain a reasonable estimation of intrinsic images, in this paper, we present a low-rank sparse model (LRSM) to derive intrinsic images from an image sequence of the same scene under various lightings. Due to the dependance of varying lightings and the excellent edge-preserving ability of the total variation constraint, both are joined together to formulate the LRSM as a spatiotemporal prior. When considering the relationships among images of a scene as well as those between color channels of a color image, the proposed model involves a complex objective function and makes the solving much more difficult than that on a single gray-scale image. Therefore, we design an iterative numerical scheme based on the alternating direction method of multipliers framework to solve the objective function efficiently. We further specify the application of the proposed method to object recoloring. The experimental results demonstrate that the proposed LSRM and the iterative scheme are effective and efficient.
I. INTRODUCTION
Intrinsic image decomposition is one of the fundamental problems in computer vision and image processing. In general, intrinsic image decomposition separates an image I into two intrinsic images, i.e., the illumination image L and the reflectance (albedos) image R with I (x, y) = L(x, y)R(x, y) pixel-wisely at each color channel. Such a decomposition plays an important role in many computer vision and image processing applications, including illumination-invariant face recognition, image relighting, image segmentation, image colorization, object recoloring and image stylization [5] .
Recovering intrinsic images is an ill-posed problem since two images are needed to be estimated from a single image. To get a satisfactory decomposition for the inverse problem, additional priors, such as sparseness [29] - [31] and low-rank, should be considered. Retinex theory [6] states shading layers are smooth and reflectance layers are sparse and piecewise constant. The assumptions are used as restrictions to regulate the ill-posed decomposition task, and many researchers have reported their results according to Retinex theory and its variants [7] - [10] . Inspired by Retinex assumptions, the texture assumption [11] and the gradient assumption [12] are also proposed to solve the underdetermined problem. Userassisted interaction priors [13] are also very useful to separate illumination and reflectance components efficiently.
Machine/deep learning techniques have also been applied to intrinsic image decomposition. The method learns a model from given training dataset, and the model encodes latent prior information and then accomplishes the decomposition task. Michael et al. [14] trained a model by a self-supervised way to separate intrinsic components. Takuya Narihira and Yu [15] explore physically-motivated prior using CNN and proposed a direct intrinsic method. However, preparing training dataset is a tedious, time-consuming and expensive work. Furthermore, a common criticism of learning-based methods is their generalization, i.e., complex and untrained images as input maybe produce unsatisfactory results.
With the development of digital image techniques, image sequences are fairly convenient to be accessed. Therefore many researchers attempt to reduce the solution space by using multiple images [16] , [17] . However the decomposition problem is still ill-posed: for a sequence of N images, there are N equations and N + 1 unknowns at every pixel. For this reason, additional constraints are still required for attaining a reliable decomposition.
In this paper, we aim to provide an effective approach to recover intrinsic images by supporting image sequences as input, where the images are assumed to be captured by a static camera with varying illumination. Without any interaction, the core of our problem is to subjoin effectual constraints on the decomposition model, so as to exploit the intrinsic structures of intrinsic images as many as possible. As our investigation, we observed that the Total Variation (TV) constraint, which is a kind of spatial constraints, holds outstanding capability for recovering intrinsic images due to its advantages in edges preservation and the simple parameter setting. Especially, the TV model has been successfully used in the logarithm total variation (LTV) method [9] for estimating reflectance components from a single gray-scale image. Furthermore, we found different lightings are dependent, or the matrix whose columns are composed by illumination components shows the low-rank property. In essence, the low-rank is a temporal constraint. Based on the spatiotemporal prior, we present a new energy optimization model noted LRSM in this paper to decompose intrinsic components from image sequences. One example of image decomposition by using the proposed LRSM model is shown in Fig. 1 . It shows that our method can work better than Weiss's method on a small image sequence, e.g., with only two images.
LRSM involves an L 1 -nuclear mixed norm optimization, but fortunately it is still a convex optimization. To efficiently solve the LRSM model, we propose employing the Alternating Direction Method of Multipliers (ADMM), which is a variant of the augmented Lagrangian scheme that uses partial updates for the dual variables, to design an iterative numerical scheme. Especially, we have the following contributions in this paper:
• We proposed a spatio-temporal prior based low-rank sparse model to separate image sequences into intrinsic layers.
• According to the ADMM optimization framework, we design a numerical iterative scheme to solve our L 1 -nuclear mixed norm energy minimization model efficiently.
• Based on the proposed LRSM model, the usage of intrinsic images estimation for face relighting, image recoloring and image stylization are also specified in this paper. The second row is the decomposition result of Weiss's method [24] , and the third row is the result of our method.
The rest of this paper is organized as follows. In the next section, some work related to the intrinsic image decomposition is presented. The LRSM model and its numerical solving scheme are presented in section 3. In section 4, the applications of intrinsic images such as face recognition, face relighting, and object recoloring are demonstrated. The conclusions of this paper are given in section 5.
II. RELATED WORK
Intrinsic images are fairly important mid-level descriptions of the images, and they are the auxiliary for many applications on computer vision. In this section, we briefly review existing techniques related to intrinsic image decomposition.
Retinex theory [6] is a common prior used for intrinsic image decomposition. It assumed that illumination varies slowly, and the reflectance is sparse and piecewise constant. According to Retinex theory, Horn [7] proposed to separate reflectance from illumination by assuming that the gradients along reflectance changes have much larger magnitudes than those caused by shading. In much later work, variant filters are used to recover intrinsic images [4] , [8] - [10] , [12] , [19] by regarding the low-pass components as illumination effects. Based on the Retinex theory, Shen et al. [11] also presented algorithm under an additional assumption that similar textures should correspond to similar reflectance. With the prior knowledge that every image derivative is caused by either shading or reflectance, Tappen et al. [12] presented a classification-based system to produce shading VOLUME 7, 2019 and reflectance intrinsic images from a single image, and later they also got another solution using the non-linear regression based on learning estimators [18] . In a different direction, Bousseau et al. [13] described an user-assisted approach to recover intrinsic images that enables users to guide an optimization with simple indications such as regions of constant reflectance or illumination. Grosse et al. [19] had built a ground-truth dataset to quantitatively compare several existing algorithms.
Statistical and machine learning methods are very powerful to deal with intrinsic image decomposition, and they extract priors from a training image set, and then estimate reflectance and illumination layers by the learnt model. Michael et al. [14] joined the image decomposition pipeline into the Rendered Intrinsics Network (RIN) to derive intrinsic images by a self-supervised way. Takuya Narihira and Yu [15] proposed direct intrinsics based on CNN and made inferences using graph-based algorithms. By propagating existing clustered reflectance values to every frame of a video, Ye et al. [20] proposed a Maximum a Posteriori estimation to achieve decomposition tasks.
Currently, image sequences from a same scene can be obtained conveniently. Some researchers therefore focus on recovering intrinsic images from an image sequence in which the illumination varies but the reflectance is constant. Under the assumption that all illumination components are attached shadows of a single, convex, and Lambertian surface, the problem is specified as the photometric stereo problem with unknown light-source, and can be solved by using SVD techniques up to a Generalized Bas Relief ambiguity [21] , [22] . Farid and Adelson [23] used the independent component analysis to address a special case of this problem by assuming that all illumination images are related by a scalar. Based on the statistics of natural scenes that derivative filter outputs on the illumination image will tend to be sparse, Weiss [24] proposed deriving intrinsic images from a set of images with the same view by using a maximum-likelihood estimation. This algorithm is further modified to handle images taken from different viewpoints and with different cameras [25] . Weiss's method provides a simple implementation for reflectance estimation by exploiting useful information from multiple images. However, in this algorithm only the temporal direction is focused on while spatial constraints are absent. Furthermore, this algorithm is using a median operator to discard outliers, and is not expected to work well on small image sequences. Xie et al. [16] proposed a JLTV model to infer intrinsic images from image sequences, but the model did not explore temporal relationships among image frames sufficiently. Laffont and Bazin [17] proposed an energy functional based on local color variations to accomplish decomposition.
III. LOW-RANK SPARSE MODEL (LRSM)
In this section, we join together the low-rank and total variation priors, and present LRSM to decompose intrinsic images from an image sequence of a scene, and we also propose exploring the Alternating Direction Method of Multipliers (ADMM) to build an iterative numerical scheme to solve LRSM.
A. LOW-RANK OF VARYING ILLUMINATION
If we let elements of a vector set be different and varying illumination, then the low-rank property of the illumination set means an element of the vector set can be linearly represented by other vectors in the set. In fact, the low-rank property of varying illumination has been widely used in computer vision applications, such as face relighting [26] , [16] , but it is not formulated as a prior in intrinsic image decomposition. We found low-rank as a prior can efficiently reduce the solution space.
B. PROBLEM FORMULATION
As a common assumption, the interaction between light and objects can be described for RGB channels alone. In this paper, we focus on Lambertian objects. Then, the observed colors in each RGB channel of a color image (or the intensities in a gray-scale image) can be represented by
where is the pixel-wise product. L is the illumination, a non-negative scalar modeling the incident light attenuation due to factors such as light travel, occlusion and foreshortening, and R is the material reflectance that describes how objects reflect light.
By taking the logarithmic transform to Eq.(1), we have
where u = log(L) and v = log(R). According to the Retinex theory, the illumination varies slowly. In the LTV method, Chen et al. [9] take advantage of the following TV model (discrete version) to estimate u in Eq.(2).
where ∇ represents the gradient operator, and λ > 0 is the penalty parameter. After deriving u, the reflectance v can be computed by v = f − u. Now, we take multiple well-aligned input images
of the same object into account. Since these images are from the same object, they should share a common reflectance, i.e., satisfying v = u i − f i , i = 1, 2, · · · , n in the logarithmic domain, where
with n elements, and f = [f 1 , f 2 , · · · , f n ], then our low-rank intrinsic model can be represented by:
where | · | * represents the nuclear norm. It should be noted that the model (4) actually implies constraints v i = v i for arbitrary i and i , rather than a direct superposition by Eq.(3). Therefore, the solving schemes for LTV would not be directly extended for LRSM. Next we will introduce the solution of (4) in the following subsection.
C. NUMERICAL SOLUTION 1) OVERVIEW OF ADMM
The Alternating Direction Method of Multipliers (ADMM) is a distributed optimization method, which has the ability to handle a large number of variables efficiently [3] , [27] . Next, we give an overview of ADMM for solving a general optimization problem of the form.
where f and g are convex lower semi-continuous functions defined over matrices x ∈ R N . K ∈ R M ×N is a transform matrix. By introducing an auxiliary variable y = Kx, the above optimization problem is equivalent to the following equality-constraint problem,
Obviously, (6) is a manner of separating variables for (5). The augmented Lagrangian form of (6) can be formed as follows
where µ ∈ R M ×1 is the Lagrangian multiplier, and α > 0 is a trade-off of the quadratic regularization. The traditional approach to solving the augmented Lagrangian function is to involve a joint optimization procedure on x and y [1] . Instead, ADMM takes advantage of the separable structure in (6) and leads to an iterative solution without jointly optimizing. For a given α, a general optimization framework of ADMM is given in Table 1 . In the next section, we will introduce how to employ ADMM for solving LRSM.
2) SOLUTION FOR LRSM USING ADMM
The proposed LRSM model (4) can be also solved by ADMM, since its variables {u i } N i=1 and v are separable. Before detailing the iterative numerical scheme, we specify the following definition [27] 
where D is the widely used forward difference discretization of the gradient ∇, i.e.,
where ⊗ is the Kronecker product, and
Furthermore, E is defined by
Under the above definitions, let W = DU , V = U − f and U = A, then we deduce the augmented Lagrangian function of LRSM as Eq. (12). For simplicity, V , U and f are assumed as M × n matrices with M the number of pixels of f i .
where y 1 , y 2 and y 3 are Lagrangian multipliers. By combining the linear and quadratic terms, the ADMM iterations scheme can be formed by Eq. (13) ∼ (19), where k denotes the iteration index.
For the above iterations, we set y 0
and W = 0 at the beginning. Considering the shrinkage formulas, W k+1 and v k+1 can be explicitly rewritten as
where y 1i represents the i-th column of y k 1 According to the (coupled) shrinkage operator, S µ (g) and S µ (g) are given as follows for
Note that the iterative solution of U is a quadric form which has a closed form solution by setting the derivative to zero. However, calculating large scale inverse matrices (e.g., D contains 20000 × 10000 values in this paper) is very time-consuming and may cause insufficient memory problem. Therefore we update U by the gradient descend method.
where α is the learning rate. In addition, due to the calculation of A involves the nuclear norm, then we first perform the SVD decomposition
). Therefore the iterative scheme of A can be formulated as
where T means transposition, and max() access the maximal value. By using the LRSM, we can decompose an image sequence into a reflectance image and multiple illumination images.
IV. EXPERIMENTAL RESULTS
In this section, we first compare LRSM and other intrinsic image decomposition methods on MIT intrinsic image dataset [19] . Then several applications based on intrinsic images, such as image recoloring, are also reported.
A. EVALUATION ON MIT INTRINSIC IMAGE DATASET
There are 20 objects in the MIT intrinsic image dataset [19] , and every object contains 11 images captured from 11 different directional light source. On the other hand, the corresponding ground truth reflectance and shading images for all objects are also provided. Therefore we can quantitatively evaluate our LRSM and other intrinsic image decomposition methods, such as JLTV [16] and Weiss's method [24] , by comparing the output intrinsic images of these methods to the ground truth. In general, the Global Mean Squared Error (GMSE) are a well-defined error metrics in [19] , and it is widely used to measure the performance of intrinsic image decomposition algorithms [17] , and we thus use GMSE as an evaluator in this paper.
FIGURE 2.
Comparison of decomposition for ''Cup1'' images from the MIT Intrinsic Images database [19] . The first two rows are 10 input images, and the third row shows the intrinsic reflectance images (from left to right: ground truth, Weiss's result [24] , JLTV [16] and our result). For each object in MIT intrinsic dataset, 10 experiments are done with first k images as input for the k th (k = 1, 2, · · · , 10) experiment. For example, one of experimental results is shown in Fig.2 . In the figure, the first two rows are input images, and the third row represents reflectance images of the ground truth (GT), Weiss's decomposition, JLTV and LRSM's results, respectively. LMSE and GMSE are computed for each experiment of every object, then we 4028 VOLUME 7, 2019 calculate the mean values of the k th experiments for all objects, and the statistical data is collected and shown in Fig.3 . The computational results of GMSE illustrate LRSM can output a better decomposition comparing with JLTV [16] and Weiss's method [24] . Due to an adequate exploitation of the sparse filter, Weiss's method has a better performance than JLTV for a small amount of input. However, once JLTV are given enough input, it can decompose better intrinsic images. Furthermore, as a generalized version of JLTV, LRSM obviously has lower GMSE values.
B. IMAGE RECOLORING
A good object recoloring technology always separates the reflectance and illumination components and then edits them independently. For the sake of simplicity, we focus on the scene under only white lights by ignoring interreflections. When the light is white (or equivalently that the input image is white balanced), the reflectance model for an image sequence of the same scene under different illuminations can be specified as
where i , c = r, g, b are the RGB channels of the i-th illumination images. Then, the reflectance image is recolored according to Levin's interactive recoloring technique [28] , which propagates user-specified color scribbles to the whole region of the target image using an optimization. After obtaining the recolored reflectance image R , we then recomposed it with illumination components L i to achieve the final recolored image I i , i.e., 
In Fig.4 , we compared our method with Liu et al.'s [25] method on a sequence of 10 images from the MIT Intrinsic Images database [19] . The figure shows the comparison result, where the intrinsic image decomposition has been shown in Fig. 2 . The Fig. 4 shows that our method attains more reasonably recolored images with simulating the particular lighting. The result tells our method works better than Weiss's algorithm [24] for deriving intrinsic images.
V. CONCLUSION
In this paper, we proposed a low-rank sparse model (LRSM) to decompose a sequence of images into a reflectance and corresponding illumination images. The spatio-temporal prior (TV and low-rank constraints) is introduced to attain reasonable intrinsic images by reducing searching space. A numerical iterative scheme is designed to solve our energy minimization function according to the alternating direction method of multipliers (ADMM) optimization framework. The evaluation experiment shows that our algorithm is superior to other methods, and the image recoloring application also illustrates the effectiveness of our proposed method. In our model, we impose the assumptions of Lambertian surface under white light and well aligned images. In the future, we would like to explore reasonable priors to relax the restrictions on the current model.
