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1 序論 
1.1 研究背景 
 人間が日常的に話し聞き，読み書きしている言語は，長い期間をかけて人々の生活の中
で徐々に変化し進化してきた．このような自然的に誕生した言語は「自然言語」と呼ばれ
る．ここで「自然言語」とは，日本語や英語などの，人間がコミュニケーションや思考の
道具として用いる言語である．プログラミング言語，マークアップ言語などの人工言語は
自然言語ではない． 
 自然言語処理は，コンピュータプログラムを用いて自然言語を処理する技術である．自
然言語処理にはテキスト編集，情報検索，機械翻訳など多くの分野がある．図 1.1 に示す
ような自然言語処理技術は，人々の生活を支えている[1]． 
 
図 1.1 自然言語処理の主な分野 
 
  自然言語処理には，理論的な目的と実用的な目的がある．理論的な目的は，言葉を使う
能力を解明することによって，人間の知能の仕組みを理解する手掛かりを得るという認
知科学の観点に基づく．また，人工知能の観点，言語の体系自体とそれに関する計算処理
のさらなる深い理解を目指す計算言語学の分野の観点がある． 
一方，実用的な目的としては，データの検索や整理・保存などの基本的なデータ処理があ
る．更に，文章の意味の抽出や異なる言語間での翻訳，対話システム，文章の真の意味の
理解など，自然言語の特性に基づく高度な処理も含む[2]． 
 
感情分析は，自然言語処理技術の一種である．指定されたテキストを解析し，そのテキ
ストの背景にある思考感情を分析する．具体的には，テキスト作成者の思考がポジティブ
か，ネガティブか，ニュートラルかを判断する（図 1.2）．テキストの文字情報から作成者
テキスト編
集
情報検索 機械翻訳
自然言語イ
ンタフェース
要約
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の感情を自動で分析できれば，より円滑な意思疎通が得られると考えられる．感情分析は，
コンピューターサイエンスのみでなく，社会学，マーケティング，心理学，エコノミクス，
政治学などの分野の問題の解決に役立つ．例えば，ブログやレビューでの利用者の全体的
な意見の評価や，ある商品に対する消費者の態度の調査に感情分析の手法が適用できる． 
 
 
図 1.2 感情分析の例 
 
自然言語処理の問題を解決するために，現在，機械学習の手法，特に深層学習（ディー
プラーニング）が利用されている． ディープラーニングはニューラルネットワークを基
盤としでいる．目的に応じて様々な構造のニューラルネットワークが用いられるが，最も
単純なニューラルネットワークは入力層，中間層（隠れ層），出力層の 3 層からなる階層
型ニューラルネットワークである．他には，CNN，RNN などのニューラルネットワーク
も存在している． 
ディープラーニングは，多層のニューラルネットワークを用いる学習方法である．深層
学習は画像認識や音声認識などのデジタルデータを入力とするタスクにおいて大きな効
果を発揮する．自然言語は文字と文字列の体系であるため，画像や音声の処理とは異なり，
特別な工夫が必要である．そこで，系列変換モデル，アテンション，LSTM などの技術が
提案され，機械翻訳や文書要約，対話システムなど，様々な自然言語処理タスクに応用さ
れるようになっている． 
 
1.2 研究目的 
 
近年，インターネットの普及や携帯端末の発達とともに，電子書籍の市場規模が紙によ
る出版の市場規模を上回っている．電子書籍市場では，電子コミックの占める割合が大き
い．電子コミック市場は 2015 年度には 1845 億円の規模である．2014 年度より 14％増加
し，電子書籍市場全体の 82％を占める．伸び率でも文芸・実用書・写真集などを上回っ
ている[3]．そのため，電子コミック市場の急速拡大は多くの注目を浴びている．したがっ
て，電子化されたコミックのセリフ感情分析を自動で行うことができれば，読者がコミッ
クを読む際に，コミックの登場人物の感情を十分に把握でき，作品をより良く理解するこ
All people think it is good. (positive)
This is a missed opportunity. (negative) 
Tom likes playing baseball. (neutral) 
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とに役に立つと考えられる．以上のことから本研究では，コミックのセリフの感情を分析
することを目的とする． 
 
1.3 本論文の構成 
 以下に本章以降の論文の構成を示す．  
第 1 章 本章であり，研究背景及び研究目的について述べる．  
第 2 章 関連研究に関して述べる． 
第 3 章 英語のコミックの感情分析について述べる． 
第 4 章 日本語のコミックの感情分析について述べる． 
第 5 章 本研究のまとめを行う．   
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2 関連研究 
2.1 まえがき 
 本章では，本研究での感情分析に関連する先行技術を述べる． 
2.2 感情分析の先行研究 
 テキストの感情分析は機械学習を利用する研究が多い．Bhavitha ら[4]は，複数の機械
学習の手法を組み合わせて感情分析することによって，レビュー及び新発売される製品
に対する消費者の全体的な嗜好を予測するのに有効であることを検証した．彼らは様々
な機械学習の技術の精度，利点及び限界を比較し，教師なし学習手法よりも教師あり機械
学習手法を使用する方が，予測精度が高いことを示した． 
 Cicero Nogueira dos Santos, Maira Gatti ら[5] は，文章レベルの情報から短文の感情分析
を行う新しい深層畳み込みニューラルネットワークを提案した．彼ら，映画レビューを含
むスタンフォード感情ツリー  (SSTb）と Twitter メッセージを含む Stanford Twitter 
Sentiment corpus (STS) という異なる二つつのコーパスを利用して分析を行った．その結
果，SSTb データセット上の 2 分類感情分析の精度は 85.7%に達し，5 分類感情分析の精
度は 48.3%であった．また，STS データセット上の 2 分類感情分析の精度は 86.4％に達し
た．この研究結果はニューラルネットワークが感情分析に有効であることを示している． 
 また，Dario Stojanovski, Gjorgji Strezoski ら[6] は，dos Santos らと異なり，様々なウィ
ンドウサイズを持つ複数のフィルタを持つ畳み込みニューラルネットワークを使用した．
二つの全結合層（それぞれ Dropout と Softmax を使用）を追加した深層畳み込みニューラ
ルネットワークを用いて，Twitter メッセージの感情分析を行った．ニューラルネットワ
ークを適用する前に，教師なし学習の手法を用いている．あらかじめ単語は単語ベクトル
に変換される．手動でテキストの特徴を抽出する代わりに密な単語ベクトルを利用し，ニ
ューラルネットワークの学習と共にテキストの特徴を自動的に抽出して感情分析を行っ
た．その結果，SemEval 2015 データセット上の 3分類感情分析の精度は 66.44％に達した．
この結果は教師なし学習の使用が精度の向上に貢献したことを示している． 
2.3 VADER 
VADERはC.J. HuttoとEric Gilbert [7] が ICWSM-14で提案した感情分析の手法である．
彼らは Twitterや Facebookなどのソーシャルメディア上のテキストにおける感情分析を目
指していた．しかしソーシャルメディアのテキストデータ自体は短く文脈も少ない．また，
感情を表現するために省略形の言語慣習を使用する傾向が多いという様々な問題が存在
している． 
そのため，彼らは定性的方法と定量的方法を組み合わせて，ソーシャルメディア上のテ
キストに特化した基準となる感情辞書を作成し，それにより検証を行った．その際に
sentiment word bank，LWC，ANEW，GI などさまざまな言語資源から語彙を収集し，全部
で 9000 語彙を準備した．さらに，Amazon Mechanical Turk (AMT) を利用して評価者を募
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集し，文の positive/negative の度合いを[-4, +4]の範囲の中で評価した．AMT を使うにあた
って評価品質を揃えるため，大学レベル以上の英語読解能力を持つ人に絞り，事前にテキ
スト感情の採点のトレーニングなどを受けさせた．あらかじめ分布を計算した特定の単
語よりかけ離れたレートをつける人のデータは使わず，大多数の人が選んだレートを重
視し，無効な語彙を削るなど外れ値の除去を試みた． 
次に，感情の強さを表現したり強調したりする際に，人間が使用する文法的および構文
的な習慣を具現化する一般的な五つのルールを考慮して，感情辞書の単語の特徴を組み
合わせた． 
最後に，この手法を利用して複数のテキストデータセット（ソーシャルメディアのテキ
スト，NY Times の社説，映画のレビュー，製品のレビューなど）上の感情分析を行なっ
た結果，従来の感情分析の研究と比較して分析精度が向上することがわかった．特に
VADER はソーシャルメディアのテキストに対して非常に優れた性能を発揮する．相関係
数は，VADER（r = 0.881）が普通の人間が判断する結果（各ツイートの感情強度について
は，20 人の人間の評価者の結果から集計された平均値を利用した）（r = 0.888）とほぼ同
じ性能を示している．分類の精度を更に調べると，4200 ツイートの感情をポジティブ，
ニュートラル，またはネガティブのクラスに正しく分類する際に，VADER（F1 = 0.96）
は，実際の人間の評価者（F1 = 0.84）より高い精度に達する． 
 
 
図 2.1 VADER とほかの感情分析手法の比較 
  VADER は多くのテキストの感情分析に対応できると判断できる．したがって，本研
究は VADER を利用してコミックのセリフの感情分析を行った． 
 
2.4 むすび 
 本章では，感情分析に関連する先行研究について述べた．  
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3 英語のセリフの感情分析 
3.1 まえがき 
 本章では，VADER，CNN，LSTM，GRU，CNN+RNN，Bidirectional LSTM，多層 LSTM，
多層 GRU の 8 種類のニューラルネットワークを用いて，英語のコミックに含まれるセリ
フの感情分析を行い，実験結果について述べる． 
3.2 テキストデータの収集 
本章では，英語のコミックの感情分析を目指す．まず，Snoopy 第 7 巻のセリフを収集
し，それぞれのコミックのセリフに対して感情状態を 3 種類のパターン，積極的・中性
的・消極的（Positive/Neutral/Negative）に分類する．さらに，セリフを話す登場人物の顔
画像を手動で収集した．最後に，収集した全てのセリフの中から 900 文をテータセットと
して利用した．これらの比率を図 3.1 に示す．またセリフの例を表 3.1 に示す． 
 
表 3.1 コミックのセリフの例 
Positive 例 
 
I HOPE YOU HAVE A GOOD TIME 
 
Neutral 例 
 
HERE WE GO FOR THE FIRST HOCKEY GAME OF THE 
SEASON 
 
Negative 例 
 
HEY, STUPID! THERE'S NO ONE AROUND TODAY 
 
 
 今回の研究では，収集したデータをトレーニングテータ：テストデータ＝8：2 の比率
になるように分割した． 
 スキャンにより収集したセリフデータには不要なデータが混在するため，前処理を施
す必要がある．例えば，セリフの中で無意味な符号を削除した．また，セリフの中の数字
を全部 0 に変換した．次に，処理したテキストを空白で区切り，一つ一つの単語に分割し
た．この処理は形態素解析と呼ばれる． 
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図 3.1 コミックのセリフのデータセット数 
 
3.3 単語のベクトル化 
ニューラルネットワークを用いて自然言語処理を行うために，自然言語で記述された
データを数値に変換する必要がある．この問題を解決するために，単語の分散表現が用い
られる．単語の分散表現とは，大規模なデータセットとニューラルネットワークを用いた
学習によって得られる単語の意味を表すベクトルである．分散表現は数百次元と比較的
に低次元のベクトルである．また，各成分が 0 以外の実数値を取る密ベクトルである．各
単語を実ベクトル空間に埋め込むと考えることができるため，単語の分散表現は単語埋
め込みとも呼ばれる． 
単語の分散表現は，2013 年に Google 社の Tomas Mikolov [8] が発表した論文とその内
容を実装した Word2vec というツールの公開を契機として，広く注目を集めるようになっ
た．この手法は単語間の意味的関係を高い精度で扱えるため，現在では構文解析や意味解
析などの解析技術から情報検索や機械翻訳などの分野まで幅広く応用されている． 
基本的なアイデアは，ある単語の意味を表すために，その単語と同じ文脈に出現する共
起語を数えることの代わりに，どのような単語が共起語として出現するかを予測するよ
うにニューラルネットワークを学習させるというものである．更に，Word2vec を利用し
て得られた同じ文脈に出現する共起語の分散表現と単語の分散表現の空間距離が近いと
いう特徴がある． 
本研究の実験では Word2vec を使用した．すでに整理されたセリフのデータを Word2vec
で 100 次元の対応するベクトル表現に変換した．Word2vec を利用する際に，様々なパラ
メタを調整して次元数が異なる単語ベクトルを得ることも可能である．今回の実験で調
整したパラメタの値を表 3.2 に示す． 
 
 
 
 
295 305 300
0
50
100
150
200
250
300
350
dataset
positive neutral negative
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表 3.2 Word2vec で単語ベクトルを作成する際のパラメタ 
ベクトル次元数 100 
コンテキストの数 5 
ベクトル最小値 0.001 
単語の最小出現頻度 1 
 
 Word2vec で単語ベクトルの変換が終了すれば単語のベクトル辞書が得られる．ある単
語を検索すると，出力として 100 次元のベクトルが得られる．このベクトルをニューラル
ネットワークの学習と予測に用いる．Word2vec で作成した単語ベクトルの例を図 3.2 に
示す． 
 
 
 
図 3.2 Word2vec で作成した単語ベクトル 
 
3.4 感情分析の手法 
3.4.1 VADER 
第 2 章で述べたように，VADER は感情分析に有効な手法である．ソーシャルメディア
で出現するテキストに対して高い分析力を持つことが知られている．しかし，VADER を
用いたコミックのセリフの感情分析はまだ実験されていない．現在，VADER が Python の
モジュールに導入されており，Python の環境下で簡単に利用できる．本研究では VADER
を利用し，多くのコミックのセリフ感情分析を実行し，感情分析の精度を求めた． 
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図 3.3 VADER の使用例 
 
 VADER が出力した結果の中で，「neg」，「neu」，「pos」の後にある値はテキストの感情
がこの種類に分類される可能性を示している．可能性が最も高い感情種類をテキストの
感情にする．VADER の使用例を図 3.3 に示す． 
 
3.4.2 CNN 
  畳み込みニューラルネットワーク（CNN）は画像認識において注目されている手法で
ある．畳み込みニューラルネットワークの畳み込み層は，入力に対して畳み込み計算を行
う人工ニューロン層である．畳み込み計算とは，入力データの一部分を取り出して適当な
計算を行う作業を，入力データの全域にわたって繰り返す計算処理である．畳み込み計算
によって，同じ計算処理を入力データ全体にわたって繰り返すことで，入力データのある
特徴を強調する． 
CNN は画像を抽象化する能力を持っている．そこで，今回の実験では CNN がテキスト
ベクトルに対して有効であるかどうか検証した． 
 
 
図 3.4  CNN を利用する感情分析処理 
 
 今回の実験では，まず，先に Word2vec によって得られた多くの単語のベクトルを一つ
の文ベクトルに組み合わせる．CNN に文ベクトルを入力する際に，文の長さを予め決定
し全ての文を同じ長さにしなければならない．文の長さを 30 とした．30 個以上の単語を
持つテキストは 30 番以降の単語を全部削除して，テキストの長さを揃えた．また，30 個
以下の単語しか持たないテキストの場合，後ろに 100 次元の零ベクトルを詰め込み，長さ
を 30 まで増加させた．更にこれらの文ベクトルをニューラルネットワークに入力して，
畳み込み層とプーリング層によって特徴を抽出して，最後にテキストの感情の分析結果
を出力する．CNN を利用する感情分析処理を図 3.4 に示す． 
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3.4.3 RNN 
 人間は本や新聞などを読む際に，前の単語の理解に基づいて次の単語を理解する．しか
し従来のニューラルネットワークは，持続性を持って学習を行うことができない．そこで，
リカレントニューラルネットワーク（RNN）が提案された．リカレントニューラルネット
ワークは内部に伝搬処理構造を持ち，過去に入力した情報を反映させることができるネ
ットワークである． 
 自然言語処理の問題を扱う際には，文脈を考慮することがかなり重要である．ニューラ
ルネットワークでテキストの文脈を扱うためには，ある時点でニューラルネットワーク
に入力された単語だけでなく，過去に入力された単語に関する記憶も扱う必要がある． 
 リカレントニューラルネットワークは可変長データを内部で扱う．隠れ層の値を再び
隠れ層に入力する構造である．リカレントニューラルネットワークは過去の入力に関す
る処理内容をネットワーク内部に記憶し，新たな入力データに対する処理を行う際に，過
去の処理内容を加味して処理を行うことができる．RNN を利用する感情分析処理を図 3.5
に示す． 
 リカレントニューラルネットワークはすでに自然言語処理に幅多く利用されている．
今回の実験で RNN を利用してコミックのセリフ感情分析を行った． 
 
 
図 3.5  RNN を利用する感情分析処理 
 
 ところで単純 RNN はテキストが数十の単語しかない場合は対応可能である，長いテキ
ストに対しては勾配消失問題が発生し，学習ができなくなる．これは，単純 RNN の長期
依存性問題と呼ばれる．この問題を解決するために，Long Short Term Memory (LSTM) が
考案された．LSTM は長期的な依存関係を学習することのできる RNN の特別な一種であ
る．LSTM には，3 種類のゲートが存在して、それぞれ忘却ゲート，入力ゲートと出力ゲ
ートである．この構造によって、LSTM は長い入力系列の学習の際に生じる勾配消失問題
の緩和に成功している． 
 さらに，Gated Recurrent Unit (GRU) と呼ばれるニューラルネットワークも提案されて
いる．GRU は忘却ゲートと入力ゲートを単一の更新ゲートに組み合わせる．他には様々
な改善を行う。その結果，GRU は LSTM よりもっとシンプルのモデルとなり、勾配消失
問題にも対応できる． 
 今回使用したコミックのセリフには長い文字列が存在するため，短いシーケンスに適
する単純 RNN を利用するばかりではなく，LSTM と GRU を用いて感情分析を行った．
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RNN を利用する感情分析処理を図 3.5 に示す． 
3.4.4 多層 LSTM 
 また，多層 LSTM (Stacked LSTM) は LSTM の block を多層に重ねて深層化したモデル
であり，単純な LSTM より更に複雑な構成となる．LSTM の block を GRU の block に入
れ替えると，多層 GRU となる．今回の実験では，感情分析における多層 LSTM と多層
GRU の分析についても検証した．多層 LSTM を利用する感情分析処理を図 3.6 に示す． 
 
 
図 3.6 多層 LSTM を利用する感情分析処理 
 
3.4.5 Bidirectional RNN 
  Bidirectional RNN は，RNN を基づいて提案された手法である．シーケンスの過去の
情報だけでなく，未来の情報も考慮することで予測精度を向上させる手法である．今回の
実験ではこの手法も用いて，双方向の LSTM モデルを構築しコミックのセリフ感情分析
を行った．Bidirectional RNN を利用する感情分析処理を図 3.7 に示す． 
 
 
図 3.7 Bidirectional RNN を利用する感情分析処理 
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3.4.6 CNN と RNN の併用 
 コミックの画像にはセリフで表現できる以外の感情表現があると考えられる．コミッ
クのセリフとレビューのコメントの大きな違いは，コミックは画像とセリフの併用で感
情を示すのに対し，レビューではテキストのみの分析で感情が示される．したがって，セ
リフのテキストだけでなく，コミックの画像も考慮しながら，感情分析を行う必要がある
と考えられる．今回，セリフに対応する人物の顔画像から，CNN を利用して顔画像の特
徴を抽出し，その特徴ベクトルとテキストベクトル両方を RNN に入力し，感情分析を行
った．CNN と RNN を併用するマルチモーダル感情分析処理を図 3.8 に示す． 
 
 
図 3.8 CNN と RNN を併用するマルチモーダル感情分析処理 
3.5 実験結果 
今回の実験では，VADER，CNN，LSTM，GRU，CNN+RNN，Bidirectional LSTM のな
どの手法を利用して，作ったデータセット上で感情分析を行った．VADERの場合は Python
の VADER パッケージをインストールして，直接利用した．他の手法の場合，Tensorflow
のフレームワークを用いて，ニューラルネットワークを作り，パラメタを調整した．表 3.3-
3.5 に CNN，LSTM，GRU のパラメタを示す 
 
 
 
表 3.3 CNN のパラメタ 
バッチサイズ 180 
学習率 0.000001 
文の長さ 30 
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表 3.4 LSTM のパラメタ 
バッチサイズ 180 
学習率 0.000001 
文の長さ 30 
隠れ層のユニット数 128 
 
表 3.5 GRU のパラメタ 
バッチサイズ 180 
学習率 0.000001 
文の長さ 30 
隠れ層のユニット数 128 
 
 
各手法により得られたコミックに含まれる英語のセリフの感情分析結果を表 3.6 に示
す． 
 
表 3.6 英語のセリフの感情分析の結果 
手法 精度(%) 
VADER 43.33 
CNN 65.56 
RNN (LSTM) 72.22 
RNN (GRU) 70.55 
CNN+RNN 71.67 
Bidirectional LSTM 72.22 
多層 LSTM  73.33 
多層 GRU 74.44 
 
 実験の結果，すべての手法において精度はランダム予測に相当する 33.3% を超え，あ
る程度の有用性が確認できた．さらに，多層 LSTM と多層 GRU はそれぞれ 73.33%と
74.44%の精度に達し，Bidirectional LSTM も 72.22%の精度に達した．これらは Vader，CNN
より高い値である．したがって，RNN (LSTM と GRU を含む) は，独特なニューラルネッ
トワーク構造によって，自然言語処理プロジェクト上において，VADER，CNN より適す
ると考えられる．また，単純に CNN を使用するのに比べて，CNN と RNN の併用が精度
の向上に貢献することが分かった． 
 感情分析の実験結果によると，CNNとRNNのマルチモーダル併用は単純なRNN (LSTM
または GRU)より精度が低いことを示した．これは Snoopy の漫画の画風に関わると考え
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られる．Snoopy の漫画に登場する人物は表情的表現が少なく，感情が異なるセリフを話
す時に常に同じ表情を出す場合が多い．つまり人物の顔画像のみで人物の感情を分析す
ることが難しくなる．さらに，今回の実験に使用したデータは小規模で，セリフの感情に
関連する顔画像は不充分であることも，CNN と RNN の併用の精度に影響を与えたと考
えられる． 
3.6 むすび 
 本章では VADER，CNN，LSTM，GRU，CNN+RNN，Bidirectional LSTM，多層 LSTM，
多層 GRU の 8 種類のニューラルネットワークを用いて，英語のコミックに含まれるセリ
フの感情分析を行った．その結果，多層 LSTM と多層 GRU において，それぞれ 73.33%
と 74.44%の精度が得られた． 
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4 日本語のセリフの感情分析 
4.1 まえがき 
 本章では，CNN，RNN (LSTMとGRU)，Bidirectional RNN (LSTMとGRU) と多層LSTM，
多層 GRU の 7 種類のニューラルネットワークを用いて，日本語のコミックに含まれるセ
リフの感情分析を行う． 
4.2 セリフの収集 
日本語の漫画に含まれるセリフの感情分析は，基本的に英語のコミックに含まれるセ
リフの感情分析と同じ手順で行う．今回の実験では，Manga109 というデータセットを利
用した． 
Manga109 は[9]，日本漫画のメディア処理の学術研究利用のために，東京大学大学院情
報理工学系研究科電子情報学専攻相澤・山崎研究室によりまとめられた．Manga109 は，
日本のプロ漫画家たちによって描かれた 109 冊の漫画で構成されている．それらの漫画
は，1970 年代から 2010 年代に公開されたものであり, 対象読者層やジャンルも幅広く網
羅している．また，収録されている漫画のほとんどは，マンガ図書館 Z（旧絶版漫画図書
館）にて公開されている[10]．図 4.1 にこれらのリストの一部を示す． 
 
 
図 4.1 Manga109 のデータ（一部） 
 
 本実験では，Manga109 の 109 冊の中で 5 冊の漫画のセリフを収集した．感情分析を行
うために，すべてのセリフに 3 種類のラベル（Positive/Neutral/Negative）のいずれかを付
けた．収集したセリフデータから 1350 の文を選択して，分析データとして利用した．さ
らに，これらの分析データをトレーニングテータ：テストデータ＝8：2 の比率で分割し
てトレーニングテータとテストデータを得た． 
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図 4.2 コミックのセリフのデータセット 
 
4.3 日本語の形態素解析 
 英語，フランス語，スペイン語のような言語は単語間に空白が入るため自然に分かち
書けるが，日本語は膠着語[2]と呼ばれる言語の形態的分類に入れられる．すなわち，日
本語は分ち書きされずに書かれる．明らかな境界が存在しない日本語のテキストに対し
て自然言語処理を実行するためには，単語間の境界を明確に指定する処理が必要である
[11]．この特徴は中国語やタイ語などの他の東アジアの言語についても共通する問題で
ある． 
 この問題を解決するために，形態素解析技術を利用する．形態素解析とは，自然言語
を一つ一つの形態素に分割する技術である．ここで形態素とは，言葉が意味を持つまと
まりの単語の最小単位である．形態素解析の例として，英語の場合を図 4.3 に，日本語
の場合を図 4.4 に示す． 
 
 
図 4.3 英語の場合の形態素解析 
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図 4.4 日本語の場合の形態素解析 
 
第 3 章で示したように英語テキストを扱う際には，空白を利用して簡単に形態素解析
を行えるが，日本語の場合は，専用の形態素解析ツールを利用しなければならない．現
在，日本語形態素解析として利用できるフリーツールには，MeCab，Janome，Juman，
Juman++ などがある． 
 
4.3.1 MeCab 
MeCab[12]は，京都大学情報学研究科と日本電信電話株式会社コミュニケーション科学
基礎研究所の共同研究ユニットプロジェクトを通じて開発されたオープンソース形態素
解析エンジンである．言語，辞書，コーパスに依存しない汎用的な設計を基本方針として
いる． パラメタの推定に Conditional Random Fields (CRF) を用いて，ChaSen が採用して
いる隠れマルコフモデルに比べ性能が向上している．また，平均的に ChaSen,，JUMAN，
KAKASI より高速に動作する特徴がある．MeCab を用いた形態素解析の例を図 4.5 に示
す． 
 
 
 
図 4.5 MeCab を用いた形態素解析の例 
大切な友達が結婚しました
<大切> <な> <友達> <が> <結婚> <し> <まし> <た>
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4.3.2 Janome (蛇の目) 
Janome[13]は，Pure Python によって書かれている辞書内包の形態素解析器である．
Janome は依存ライブラリなしで簡単にインストールでき，アプリケーションに組み込み
やすいシンプルな APIを備える形態素解析ライブラリを目指して更新されている．MeCab
の辞書を利用すれば，MeCab と同じ性能を持つようになる．Janome を用いた形態素解析
の例を図 4.6 に示す． 
 
 
 
図 4.6 Janome を用いた形態素解析の例 
4.3.3 JUMAN と JUMAN++ 
 JUMAN[14]は，計算機による日本語の解析を行う研究を目指す多くの研究者へ向けて
共通に使える形態素解析ツールを提供するために開発された．その際, 国語文法が計算機
向きではないという問題を考慮し，使用者によって文法の定義，単語間の接続関係の定義
などを容易に変更できるように配慮されている．JUMAN は，コスト最小法に基づいた日
本語形態素解析に特化したツールである．JUMAN は独自の辞書とともに配布されており，
MeCabで一般的に使用される IPADicと比べて付加情報が豊富なのが特徴である．例えば，
単語には代表表記が付与されていたり，自動詞と他動詞の対応，尊敬と謙譲，自他，授受，
反義，派生など見出し語間の意味関係なども記述されている． 
JUMAN++[15]は JUMAN の強化した高性能な形態素解析システムである．言語モデル
として Recurrent Neural Network Language Model (RNNLM) を用いることにより，単語の
並びの意味的な自然さを考慮して解析を行う．これにより JUMAN，MeCab に比べ大きく
性能が向上している．文法・辞書・出力フォーマット等は JUMAN から引き継いだものを
利用している． 
 今回の実験では，実装しやすく実行速度が早い Janome を利用して全てのセリフのテ
キストの形態素解析を行った． 
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4.4 日本語のベクトル化 
 日本語のベクトル化は第 3 章の英語のベクトル化と同様の処理である．形態素解析さ
れた日本語の単語は Word2vec に入力され，100 次元の単語ベクトルとして生成される．
表 4.1 に Word2vec で単語ベクトルを作成する際のパラメタを示す． 
 
表 4.1 Word2vec で単語ベクトルを作成する際のパラメタ 
ベクトル次元数 100 
コンテキストの数 5 
ベクトル最小値 0.001 
単語の最小出現頻度 1 
4.5 感情分析の手法 
感情分析の手法も第 3 章の英語の手法とほぼ同様である．しかし，VADER は英語のテ
キストのみ処理できる手法であるため，日本語の感情分析には適用できない．また，登場
人物の顔画像も収集していない，CNN と RNN のマルチモーダルな処理も実行できない．
そのため，日本語の感情分析には CNN，RNN (LSTM と GRU)，Bidirectional RNN (LSTM
と GRU) と多層 LSTM，多層 GRU の 7 種類を用いて実験した． 
4.6 実験結果 
 今回の実験では，CNN，RNN (LSTM と GRU)，Bidirectional RNN (LSTM と GRU) と多
層 LSTM，多層 GRU の 7 種類を用いてデータセット上で感情分析を行った．表 4.2-4.4 に
CNN，LSTM，GRU のパラメタを示す．表 4.5 に日本語のセリフの感情分析の結果を示す． 
表 4.5 から，どの手法もランダム予測に相当する 33.3%より高いため，ディープラー
ニング手法が日本語のセリフの感情分析に有効であることがわかる．また，日本語のテ
キストに対しても，RNN（LSTM または GRU）は CNN より精度が高く，RNN が感情分
析手法として適することがわかる． 
 
表 4.2 CNN のパラメタ 
バッチサイズ 180 
学習率 0.000001 
文の長さ 30 
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表 4.3 LSTM のパラメタ 
バッチサイズ 180 
学習率 0.000001 
文の長さ 30 
隠れ層のユニット数 128 
 
表 4.4 GRU のパラメタ 
バッチサイズ 180 
学習率 0.000001 
文の長さ 30 
隠れ層のユニット数 128 
 
表 4.5 日本語のセリフの感情分析の結果 
手法 精度(%) 
CNN 43.33 
RNN (LSTM) 46.29 
RNN (GRU) 52.22 
Bidirectional RNN (LSTM) 49.25 
Bidirectional RNN (GRU) 50.00 
多層 LSTM  49.63 
多層 GRU 50.37 
 
LSTM を用いる場合，Bidirectional LSTM と多層 LSTM の構造は単純な LSTM よりも複
雑であるため，テキストの特徴を学習する能力が向上していると考えられる．一方，GRU
を用いる際には，同じデータセットでは，単純な GRU の表現は Bidirectional GRU と多層
GRU より精度が高い．更に，GRU を LSTM と比較した場合，精度が高いという結果が得
られた． 
4.7 むすび 
 本章では CNN，RNN (LSTMとGRU)，Bidirectional RNN (LSTMとGRU) と多層 LSTM，
多層 GRU の 7 種類のニューラルネットワークを用いて，日本語のコミックに含まれるセ
リフの感情分析を行った．その結果，単純な GRU において，52.22%の精度が得られた． 
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5 結論 
 本研究では，自然言語処理に適したニューラルネットワークを用いて，コミックのセリ
フの感情分析を行った．英語のコミックと日本語の漫画に含まれるセリフに対して感情
分析を行った結果，すべての手法においてランダム予測に相当する 33.3% 以上が得られ
た．このことから，ディープラーニング手法がコミックのセリフの感情分析に有効である
といえる． 
 英語のコミックの感情分析の結果では，多層 LSTM と多層 GRU はそれぞれ 73.33%と
74.44%の精度に達した．RNN は時系列処理が可能なニューラルネットワーク構造のため，
自然言語処理においては VADER，CNN より適すると考えられる．また，単純に CNN を
使用する手法に比べて，CNN と RNN のマルチモーダルな併用が精度の向上に貢献する
ことが分かった．しかし，使用したデータが小規模であったり，セリフの感情に関連する
顔画像が不充分であると CNNと RNNの併用は単純な RNN (LSTMまたはGRU)より精度
が低いことが分かった． 
また，日本語のコミックのセリフ感情分析の結果によると，LSTM 及び GRU は CNN よ
り精度が高いことが分かった．このことから RNN（LSTM と GRU を含む）が感情分析に
適することが分かる．構造が複雑な Bidirectional LSTM と多層 LSTM が単純な LSTM よ
り精度が高い値を示した理由は，Bidirectional LSTM と多層 LSTM の方がより多くのテキ
ストの特徴を学習する能力を持つためであると考えられる． 
 英語のコミックと日本語のコミックのセリフ感情分析を行った結果を比較すると，英
語のコミックの方が全体的に良い精度が得られた．これは，英語のテキストは形態素解析
が簡単かつ曖昧性が小さいということが原因であると考えられる．一方，日本語のテキス
トは形態素解析が及ぼす影響によって感情分析の精度が下がったと考えられる． 
ただし，今回使用したデータセットは小規模である，多くの自然言語の特徴を学習でき
ていない．また，トレーニングデータの特徴とテストデータの特徴も必ずしも一致してい
ないという問題がある．今後の課題として，より多くのデータを収集し，豊富な自然言語
の特徴を利用して学習する必要があると考えられる． 
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