Over the course of the past few decades, the field of computational chemistry has managed to manifest itself as a key complement to more traditional lab-oriented chemistry. This is particularly true in the wake of the recent renaissance of full configuration interaction (FCI)-level methodologies, albeit only if these can prove themselves sufficiently robust and versatile to be routinely applied to a variety of chemical problems of interest. In the present series of works, performance and feature enhancements of one such avenue towards FCI-level results for medium to large one-electron basis sets, the recently introduced many-body expanded full configuration interaction (MBE-FCI) formalism [J. Phys. Chem. Lett. 8, 4633 (2017)], will be presented. Specifically, in this opening part of the series, the capabilities of the MBE-FCI method in producing near-exact ground state energies for weakly correlated molecules of any spin multiplicity will be demonstrated.
Introduction
its most important components in a direct manner without sacrificing the accuracy. Within the last decade, this particular philosophy has been revisited by numerous groups. In particular, the advent of powerful approaches deriving from stochastic Monte-Carlo solutions to the Schrödinger equation [17] [18] [19] [20] [21] [22] [23] [24] has propagated through the community, enabling unprecedented system sizes to be examined under the lens of the computational microscope. In recent years, also proposals for new focused CI treatments have been prolific in the literature. [25] [26] [27] [28] [29] [30] [31] [32] [33] [34] [35] The common denominator in all of these is the tight connection to the original ideas of selected, rather than full CI. While capable of treating weak (dynamic) as well as strong (static) correlation phenomena on an unbiased, equal footing, they all, alongside DMRG and stochastic analogues, suffer from the exponential scaling discussed above, although at a much reduced prefactor and for DMRG only when applied to systems that span more than a single dimension. In the present series of works, however, attention will be given to yet another approach, one in which the FCI energy is targeted directly by means of the method of increments, thus circumventing the quest for the complex N-dimensional wave function altogether.
In a series of works published during the late 1960s, [36] [37] [38] Nesbet proposed to decompose the FCI correlation energy, E FCI , through a many-body expansion (MBE) in the M o occupied spatial MOs of a system (conventionally labelled by indices i, j, k, . . .)
In Eq. 1, ǫ i denotes the energy obtained by performing a calculation in the composite space of occupied orbital i and the complete set of virtuals, while ∆ǫ ij , ∆ǫ ijk , etc., denote changes in electron correlation (increments) from correlating the electrons of two occupied orbitals over one, three over two, etc.
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∆ǫ ij = ǫ ij − (ǫ i + ǫ j ) (2a)
∆ǫ ijk = ǫ ijk − (∆ǫ ij + ∆ǫ ik + ∆ǫ jk ) − (ǫ i + ǫ j + ǫ k ) .
Due to its universality, Eq. 1 is by no means restricted to a basis of individual MOs and one might instead choose upon domain clusters of orbitals, or molecular moieties of a supersystem even, as the objects entering the expansion. As a result, general MBE-based incremental schemes in any of these bases have been very much in vogue as of late. [41] [42] [43] [44] [45] [46] [47] [48] [49] [50] [51] [52] [53] [54] [55] [56] The rationale behind this notable rise in popularity is the fact that Eq. 1 becomes of practical value if contributions from higher-order increments turn out to be negligible. Returning to the case of individual MOs as the expansion objects, the FCI limit may hence be approached-at least in principle-by correlating an increasing number of electrons independently and in succession at a reduced overall cost. That being said, whereas the number of electrons may be limited, extended basis sets are compulsory for solving the Schrödinger equation, and the FCI dimensionality curse will still prevail at high orders, much alike the scenario in any of the FCI-level approximations discussed above.
In a recent letter, 57 the present authors instead proposed to turn things around by considering the objects of the MBE not to be the occupied, but rather the virtual MOs of the system, in an algorithm referred to as many-body expanded FCI (MBE-FCI). This way, the number of independent calculations will increase upon moving to larger basis sets (as opposed In the present series of works, we will introduce a number of improvements made to the computational potential of the MBE-FCI method, as presented in Ref. 57 , in addition to a number of comprehensive enhancements of core functionality made to enlarge its general application range. Whereas focus will once again be on small molecular systems dominated by weak correlation in this first part of the series, forthcoming parts will be devoted to strongly correlated systems, ground and excited state first-order properties, as well as systems of larger overall size, all in the context of MBE-FCI.
Theory
The master equation in MBE-FCI is the decomposition of the FCI correlation energy in Eq. 1, but formulated in terms of virtual rather than occupied MOs (labelled by indices a, b, c, . . .)
where M v designates the number of virtual MOs in the system. Hence, in analogy with the original formalism, the increments now account for changes in electron correlation from allowing for electronic excitations into an increasing number of unoccupied orbitals.
Screening
At this point, it will prove instructive to revisit the physical reasoning behind any MBE;
regardless of the involved expansion objects, be they occupied or virtual orbitals or even domains of any of these, MBE-based methods approximate n-body effects by means of additive cumulants
where the action of S m onto a tuple of n orbitals, is, in the absence of strong correlation, the magnitude of individual increments will decrease upon moving to higher orders in the expansions, but these cannot be guaranteed to take any particular sign (±). The immediate implication of this conundrum is thus that one cannot safely establish convergence on the basis of a simple energy-based criterion (e.g., difference between two successive orders) as this is prone to false convergences in the sense that increments may cancel when these are of relatively large magnitude, but alternating signs. At the same time, an accumulation of modest-sized, same-sign increments may result in sizeable order corrections, and these are bound to be missed from any algorithm that solely monitors a change in the total energy and terminates whenever this falls below some threshold. However, this claim only touches upon the general lack of monotonicity in any MBE, not the fact that it ultimately converges. Indeed, in Ref. 57 it was shown that oscillatory converging behaviour is the rule rather than the exception in MBE-FCI-even for simple weakly correlated systems-a point which will be numerically reiterated in Section 4, but this does not imply that one is necessarily forced to calculate every single of the copious body of increments that appear at increasingly higher orders in the MBE. Rather, the redundancy associated with calculating zeros may be avoided through the introduction of a screening protocol that aims at filtering out numerically vanishing increments up through the expansion. We will now provide a brief summary of how screening is performed in the MBE-FCI algorithm.
At each order k, all possible child tuples at the following order k + 1 are generated from the complete set of k-order parent tuples subject to an expansion threshold. Hence, the protocol seeks to predict the relative magnitude of higher-order increments in order not to explicitly evaluate them. Specifically, for each parent tuple at order k, denoted as [ab
we probe whether or not to consider a distinct child tuple, [ab · · · cd] k+1 , at order k + 1 by initially constructing the following set of tuples of length k
where the action of S k−1 is the same as in Eq. 4 and the direct product produces all combinations that append the MO d to any of the unique subtuples of length k − 1. The fate of the child tuple in question, [ab · · · cd] k+1 , is now governed by the following screening condition
for some numerical energy threshold, T k , see below. That is, if the orbital d is estimated as being sufficiently correlated with any combination of orbitals present in the parent tuple, then said child tuple will be among the tuples considered at order k + 1, and vice versa, if the condition in Eq. 6 fails to be satisfied. In the original version of the protocol, 57 the orbital d was required to be sufficiently correlated with all combinations of orbitals present in the parent tuple, that is, the condition for generating the child tuple in question was
instead of the current condition in Eq. 6. Since the implications of screening implicitly propagate to higher orders, as no potential higher-order tuples may in turn be inherited from
[ab · · · cd] k+1 , the protocol guarantees that the MBE terminates as some order k ≤ M v (the equality sign holding in the case of
The tighter the threshold, the more computationally demanding the expansion thus becomes. However, while the graph-like generation of input tuples necessitates a tight threshold early on in the expansion, this is less decisive upon moving to higher orders if indeed all of the increments belonging to the increasingly large manifolds become increasingly negligible-in the present work, we will monitor exactly this by recording the absolute magnitude of the largest increment at each order (see Section 4). For instance, we might opt to entirely avoid screening at the first couple of orders followed by screening subject to a finite numerical threshold, which may even be relaxed along the path of the expansion
For all of the calculations to follow in Section 4, the relaxation factor, a, initial screening order, k init , and initial threshold, T init , are chosen as a ≥ 1.0, k init = 3, and T init = 1.0 × 10
E H , respectively, in practice leaving a as the only adjustable MBE-FCI parameter. Furthermore, T init marks the value to within which the energies of the individual complete active space CI (CASCI) and CC calculations are converged, and hence a conservative lowest threshold for which the numerical precision of the calculation may be controlled.
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With respect to the original version of the protocol outlined in Ref. 57 , the current version presented above is thus made slightly less aggressive, although significantly more safe and robust (cf. Section 4.1 where the use of Eq. 6 over Eq. 7 is evaluated), but at the same time the additional cost associated with these changes has been compensated for by technical enhancements made to the underlying code, cf. Section 3.
Recent Advancements
Besides the use of screening, the MBE-FCI algorithm offers yet another means to accelerate convergence, namely the freedom to choose an arbitrary non-HF base for the expansion. More precisely, rather than the entire FCI correlation energy, the expansion may target the gap in correlation energy between the solution for the full system obtained at some intermediate level, x, and FCI
While the use of Eq. 9 assumes that a calculation at this lower level of theory can be performed for the full system prior to commencing the actual expansion, as well as within each of the CAS spaces of the individual tuple calculations, the clear advantage of using such an intermediate model is that the individual energy increments are bound to be notably smaller in value, leading to a potentially faster convergence towards the FCI solution. However, as we will highlight through the results in Sections 4.1, the convergence rate of Eq. 9 relies not only on that of the FCI expansion in Eq. 3, but also the premise that the convergence rates for both of the involved models are comparatively similar. If not, spurious artefacts may taint the overall expansion, in particular in the absence of screening.
In Ref. 57 , CCSD was successfully employed as a base model and recently the option to also use the CCSD(T) model 67, 68 has been added to the code. As is illustrated in Figure   1 , the favourable compromise between accuracy and cost in the CCSD(T) model 69 virtual-virtual block of the one-particle reduced density matrix at the base level of theory in order to obtain a set of virtual natural orbitals (NOs), whenever an energy calculation at this level of theory is indeed possible for the full system. In turn, the use of NOs allows for more accelerated expansions over the use of standard canonical virtual HF orbitals.
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In generating the results of 
Results
In the present Section, we will operate with three distinct expansion types, all using iden- 
Screening Revisited
Before turning our attention to other molecular species, we initially return to the case of water which was studied in Ref. Table) . Table 1 , results using any of the three types of expansions under investigation are presented for various screening thresholds (varying only the relaxation factor, a, of Eq. 8), all using the screening protocol defined by Eq. 6. As is clear from the numbers, the exact FCI correlation energy of −214.80 mE H is recovered to within < 0.1 kJ/mol for all three expansion types, albeit only with screening activated. In fact, employing a static tight screening threshold throughout the expansion (a = 1.0) or even deactivating (a = 0.0) any screening altogether not only leads to slow convergences, and hence an increase in the cost of the total calculation, but even apparent divergences in the presence of a base model.
To understand the root of this counter-intuitive phenomenon-that the performance of the MBE-FCI algorithm might deteriorate upon tightening the threshold, that is, the inclusion of an increasingly large number of subcalculations-the evolution of the absolute magnitude of the largest increment at each order is depicted in Figure 2 .
From the results with a ≤ 1.0 and a > 1.0, respectively, we notice how the entire complexion of an MBE-based algorithm changes when used in conjunction with a screening protocol. In particular, when using an intermediate base model, the introduction of which otherwise accelerates the time-to-solution, cf. Figure 1 , the convergence rate of this and the main FCI model must match for Eq. 9 to be useful and reliable. However, even when Table 1 for the 1 A 1 ground state of H 2 O (8e,23o).
this holds true, any pragmatic choice of convergence threshold for the individual CC and CASCI increment calculations will ultimately influence the convergence, as, for instance, the precision of a CASCI calculation converged to within a given energy-based threshold is generally higher than a corresponding CC calculation using the same defaults. This is obvious from Figure 3 , in which the base model-free MBE-FCI curve of Figure 2 (a = 1.0) is compared to a corresponding MBE-CCSD(T) curve using the same threshold. As discussed in the text below Eq. 8, we herein converge all CAS calculations below T init = 1.0 × 10
expansion that makes use of Eq. 9. Also, tightening the threshold even further will increase the cost of every single subcalculation dramatically. In the absence of a base model, however, this sort of 'numerical noise' is trivially not an issue, whenever a reasonable tight T init -value is chosen upon, as the energy summation is performed using the original Eq. 3 rather then Eq. 9. Having established the need for an effective screening protocol, cc-pVDZ and cc-pVTZ results using either Eqs. 6 or 7 for this purpose are reported in Table 2 such that these two protocols may be directly compared to one another. As discussed towards the end of Section 2.1, the present protocol (Eq. 6) might be classified as conservative and the original (Eq. 7)
as agressive, in the sense that the condition formulated by the former of these two is stricter, Tables 1 and 2 , we will henceforth only report results obtained using the new screening protocol in Eq. 6. Furthermore, will we restrict ourselves to consider only results which have been obtained using any of the two discussed CC base models.
Comparisons to Existing Schemes
In order to properly assess the performance of the MBE-FCI method, it must be compared to some of the existing methods discussed in Section 1, which too aim at yielding FCI-level total energies. In addition, we compare results to those of the CCSDTQ model. Despite having a different formal limit from all of the other methods that we will compare with, CCSDTQ is the most advanced CC variant routinely applied as a high-accuracy approximation to FCI for systems dominated by weak electron correlation [89] [90] [91] and hence capable of yielding adequate near-exact reference values for such systems.
Among the previously discussed methods, comparisons will be made to the selected CI schemes mentioned earlier, in particular the SHCI method, 27,28 which partitions the complete set of determinants that may be generated from the HF reference into two subspaces, one which is treated variationally and a second which is treated by semistochastic secondorder perturbation theory. The extent of each of these is determined by a dedicated energy threshold, and resulting electronic energies are returned with associated statistical error bars due to the stochastic sampling (cf. the SI for further discussions related to these uncertainties). As recently discussed in the context of applying this type of perturbative correction to a zeroth-order DMRG wave function, 92 it is important to note that the variational CI energy obtained from the first of these two subspaces alone, when sampled by means of any flavour of selected CI, is rather mediocre and that the seemingly remarkable accuracy of the second-order correction stands in stark contrast to a corresponding application within traditional multireference theory. Also, whenever the threshold governing the size of the variational wave function in SHCI is so large that the subspace shrinks to encompass only the HF determinant, the perturbative correction will yield that of second-order Epstein- Furthermore, comparisons will be made to FCI quantum Monte Carlo in its initiator adaption 17,18 (i-FCIQMC) as well as so-called projector CI 32 (PCI). In the former of these two methods, a variational wave function is converged upon repeated stochastic application of a projection operator onto some initial state, usually a restricted HF reference, while the latter-as a deterministic realization of the same type of algorithm-combines projection onto the ground state with a path-filtering truncation scheme. Very recently, the application of Epstein-Nesbet perturbation theory has also been proposed as a means to correct for potential inadequacies in i-FCIQMC wave functions, 96 but we stress here that all i-FCIQMC results reported in the present work are uncorrected. Finally, MBE-FCI will be compared to results obtained using the iFCI algorithm by Zimmerman, 62-64 which too is an MBE-based approach aimed at the FCI limit, but one in which the energy is expanded in a basis of occupied MOs and where a truncation of the virtual MO space in each CASCI subcalculation is enforced (and required).
Closed-Shell Examples
In Table 3 , we now summarize results for H 2 O by comparing these to available reference results of the present work as well as from the literature. In the cc-pVDZ basis set, the CCSDTQ result differs by a mere 0.01 mE H from the FCI reference, a difference which might be expected to increase only slightly in the larger cc-pVTZ and cc-pVQZ basis sets, in which no FCI reference values exist. From Table 3 , we recognize that MBE-FCI, aided by any of the two base models used in the present context, coincides with FCI in the cc-pVDZ basis, while showing only marginal deviations from a best estimate of the exact result within the larger triple-and quadruple-ζ basis sets. Importantly, whereas no direct error may be attached to any single MBE-FCI result, as in, e.g., SHCI, the use of different base models for any given choice of threshold returns a set of calculations that should in principle agree to within some uncertainty. For instance, the confidence intervals reported in Tables 1 and 2 reflect this variance in the results, which diminishes upon tightening the threshold (keeping a > 1.0 when using base models to ensure convergence, cf. the discussion above). From the results in Table 3 , we observe a slight increase in this uncertainty upon increasing the basis set cardinal number, an observation which reflects the corresponding enlargement of the Hilbert space.
As touched upon above, CCSDTQ is expected to give a correlation energy for H 2 O only slightly smaller in magnitude than that of FCI in the cc-pVTZ basis, that is, the exact The MBE-FCI results are collected in Table 4 . As is obvious from the results in Table 4 , the accuracy of MBE-FCI in reproducing both total as well as relative FCI energies is again high; in fact, any deviation from FCI is only visible upon increasing the number of reported significant figures with respect to Tables 1-3 In Table 5 , MBE-FCI results are compared to corresponding SHCI and CCSDTQ results of the present work as well as iFCI and i-FCIQMC results from the literature. Again, as no FCI reference value is-nor will be-available, it is fair to assume that the CCSDTQ result of −305.41 mE H lies close to, although most likely slightly above the exact result. To that end, we notice that such a prediction matches the uniform MBE-FCI results, which, in turn, are significantly below those of any of the alternative methods presented alongside MBE-FCI in Table 5 .
Open-Shell Examples
Having explored the performance of MBE-FCI for three closed-shell systems, we now turn to two open-shell systems, namely the methylene and oxygen molecules. The geometry for the Tables 6 and 7 , this is indeed the case for both systems tested here. Table 6 , we notice that the MBE-FCI results coincide exactly with the FCI (and CCSDTQ) results in the cc-pVDZ basis, regardless of the level of screening, while in the larger cc-pVTZ basis, all results are centred around a correlation energy of −146.11 mE H . This value is slightly above the corresponding CCSDTQ result, which leaves some doubt as to which result is closest to the exact result. In both basis sets, however, the MBE-FCI results are obviously in better agreement with FCI than the corresponding SHCI results, which, for this molecule, tend to be too large in magnitude.
Finally, for O 2 in Table 7 , the variance of the MBE-FCI results with base model and screening threshold is once again marginal, with a best estimate of the exact correlation energy of −379.71 mE H . As opposed to all of the other examples of the present work, the CCSDTQ result for O 2 is clearly too small in magnitude, as is recognized not only from a comparison with MBE-FCI, but also the i-FCIQMC result of Ref. 21 , which matches our best estimate, albeit with significantly larger uncertainties attached to it. Error bars of the same magnitude are also attached to the SHCI result in Table 7 , but here the result lies somewhere in-between CCSDTQ and MBE-FCI, i.e., it is slightly too small in magnitude.
Summary and Conclusions
Leveraged by technical advances as well as a large volume of novel techniques, the past decade has seen the ideas behind selected CI gain renewed momentum through the introduction of various incarnations which all seek to sample the Hilbert space in inventive and focused rather than complete manners. To that end, all of these proposed algorithms share in common a diversion from the norm of approximating the FCI wave function in terms of a fixed, yet reduced set of variable parameters by instead striving to compress its most important components to the largest extent possible. As elusive as it might sound, FCI-level calculations for diverse types and sizes of molecular systems are becoming increasingly feasible these days, and the particular niche of theoretical chemistry to which such work relates is hence gathering a proportionally increased amount of attention as a direct consequence.
In the present work, a number of advancements of one such recent addition to this grow-ing body of near-exact methods, MBE-FCI, have been detailed and numerically tested for a sample of weakly correlated closed-and open-shell species. In MBE-FCI, the exact correlation energy within a given one-electron basis set is decomposed by means of a many-body expansion in the individual virtual orbitals of a preceding mean-field calculation. Facilitated by a screening protocol to ensure convergence onto the FCI target, and aided as well as accelerated by intermediate CC base models, results of sub-kJ/mol accuracy have been obtained on commodity hardware for the molecules H 2 O, C 2 H 4 , CH 2 , and O 2 in standard correlation-consistent basis sets of double-, triple, and quadruple-ζ quality. The overall reliability of MBE-FCI has been assessed and its precision validated through numerical comparisons against both exact and similar high-accuracy reference results, and a numerical investigation of the (negligible) lack of size consistency in the method has furthermore been presented.
Despite offering a significantly more expensive alternative than selected CI counterparts such as, e.g., SHCI, the embarrassingly parallel nature of the MBE-FCI algorithm holds promise of providing a tractable route towards FCI-level results for larger basis sets as well, as will be explored numerically in future studies. However, given the formulation of MBE-FCI on top of an underlying HF reference, a bias towards the weakly correlated regime prohibits the controllable application of the method to systems of interest which are dominated more by static than dynamic correlation. In order to relieve this dependence, the following part of the present series will be devoted to an intuitive extension of MBE-FCI in terms of multireference expansion references, which, in addition to the general dividends resulting from the performance enhancements of the method outlined in the present work, will enable us to target also the considerably more demanding regime of strongly correlated systems.
