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Apresentação  
Este é o trabalho de Conclusão de Curso previsto no curdculo do Curso de 
Matemática - habilitação Licenciatura - da Universidade Federal de Santa Catari-
na, elaborado sob a orientação da Professora Doutora Joana B. O. Quandt. Não se 
pretende com ele  esgotar o assunto (até mesmo por sua vastidão), mas como um apro-
fundamento de conteúdos vistos em graduação. Mais particularmente, visa ser uma 
explanação simplificada, inclusive de  caráter didático, funcionando como uma intro-
dução do assunto aos que não trabalharam diretamente com este tópico da Algebra 
Linear. 0 trabalho servirá, portanto, a alunos que desejam se direcionar 6, área de 
Algebra Linear Aplicada - na qual a  Decomposição em Valores Singulares é uma forte 
ferramenta teórica com inúmeras aplicações garantindo uma introdução ao assunto 
já antes de seu ingresso na pós-graduação. 
Paralelamente à afinidade com a Area computacional e ao gosto pela Matemática 
Aplicada, a escolha -do tema deu-se pela necessidade que se fez sentir deste estudo 
quando das disciplinas Algebra Linear I e IL Na graduação em Matemática da UFSC, 
habilitação Licenciatura, um curso de um ano de Álgebra Linear abrange os tópicos: 
espaços vetoriais, matrizes, determinantes, ortogonalidade, transformações lineares, 
autovalores e autovetores, diagonalização, formas bilineares e quadráticas,  etc. Este 
trabalho vem complementar o curso com a Decomposição em Valores Singulares, e as 
conclusões que se obtêm a partir deste estudo dão  lugar a uma melhor interpretação 
dos tópicos anteriormente aprendidos. 
Com tais objetivos em mente, explica-se aqui o que é a Decomposição em Va-
lores Singulares, prova-se sua existência e mostram-se suas propriedades e aplicações 
teóricas. A compreensão dos conteúdos de Algebra Linear I e II é pré-requisito para 
o inicio desta leitura. 
Espera-se que o trabalho possa servir, aos alunos interessados em iniciar-se na 
área, como um estimulo para uma aprendizagem mais aprofundada. 
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Introdução 
Decomposição em Valores Singulares é um tema relativamente recente na Matemáti-
ca. Ela foi descoberta independentemente por Beltrami (1873), Jordan (1874) e 
Sylvester (1889), e trabalhos semelhantes foram feitos por Autonne (1915), Tagaki 
(1925), Williamson (1935), Eckart e Young (1939) e outros. 
Mas, apesar destas raizes, não se tornou amplamente conhecida na Matemática 
Aplicada até o final dos anos 60, quando foi mostrado que poderia ser computada 
eficazmente e usada como a base para muitos algoritimos estáveis. Mesmo depois 
disso, talvez por causa da preocupação dos analistas com a estabilidade numérica, o 
mundo matemático demorou para reconhecer o caráter fundamental da Decomposição 
em Valores Singulares. 0 que a faz tão importante é sua variedade de aplicações. 
0 trabalho apresenta-se em três  capítulos distintos. 0 primeiro, uma espécie de 
índice de consulta, traz notações, definições e propriedades básicas pan o estudo que 
segue. Não foram desenvolvidas maiores explicações nesta 
 seção, uma vez que estas 
noções já devem ser de conhecimento do leitor. 
0 segundo capitulo trata da construção da Decomposição em Valores Singulares, 
partindo de teoremas básicos e chegando a, apresentação do teorema da  Decomposição 
em Valores Singulares. 0 capitulo conclui-se com o exemplo da construção da Decom-
posição em Valores Singulares aplicada em uma matriz de ordem 3x2. Em resumo, 
neste capitulo se prova a existência da Decomposição em Valores Singulares. 
Por fim, o terceiro capitulo, que mostra algumas aplicações teóricas da  Decom-
posição em Valores Singulares e exibe exemplos, ilustrando a possibilidade de apli-
cação diversa da Decomposição em Valores Singulares. 
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Capitulo 1 
Notações, Definições e 
Propriedades Básicas 
Neste capitulo serão vistas algumas notações,  definições e resultados básicos im-
portantes para o estudo da Decomposição em Valores Singulares (denotado por DVS). 
Não serão feitas demonstrações, pois estas são vistas nas disciplinas de Álgebra Linear. 
1. Re é o conjunto dos vetores coluna 
x = 
2. 171 = (xi , x2, 	 , x)  (vetor transposto de x). 
3. (x, y) = agly = ny1 + 12y2 + - • - + xnYn (produto escalar ou produto interno 
usual em Er). 
4. II x II =3.V-era( = Nix? + - + 4; norma euclidiana do vetor x. 
5. iwnxn é o conjunto das matrizes reais de ordem in x 7/. 
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Definição 1.1 Seja V um espaço vetorial de dimensão finita. A dimensão de um 
subespaço H, denotada por dirn(H), é igual ao  número de vetores de uma base de H. 
A dimensão do subespaço trivial 101 é definida como sendo igual a zero. 
Definição 1.2 ESPAÇO NULO DE UMA MATRIZ A 
Seja A E RniXn¡ o espaço nulo de A é definido por 
N(A) = fx Er/Ax = 01. 
Definição 1.3 IMAGEM DE A 
Seja A E Ir"; a Imagem de A é definida por 
Int(A) = fAxIx E 	 C 
Como seus elementos são combinações lineares das colunas de A, esse subespapo 
também é chamado espaço coluna de A. 
Definição 1.4 0 posto de uma matriz A, denotado por posto(A), é a dimensão do 
espaço coluna de A. 
Teorema 1.1 Se A E R, entdo 
dirn(N(A)) + dirn(17n(A)) = n. 
Teorema 1.2 Sejam U e W subespaços de dimensão finita de um espaço vetorial V.  
Tem-se 
dirn(U +W) = dim(U) + dirn(W) — dirn(U nW). 
Definição 1.5 SUBESPAÇOS FUNDAMENTAIS 
Seja A uma matriz de ordem in x 71; os quatro  espaços fundamentais de A são: 
1. o espaço coluna de A ou seja, Irrt(A); 
2. o espaço nulo MA); 
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3. o espaço linha de A, que é gerado pelas linhas de A; esse espaço é o espaço 
coluna de AT, ou seja Im(A T ); 
4. o espaço nulo a esquerda de A, que é definido como o espaço nulo de AT;  esse 
espaço contém todos os vetores v tais que A Tv = 07 e é denotado por N(AT). 
O espaço N(A)  e o espaço linha Irri(AT ) são subespaços de IR". 
O espaço N(A T) e o espaço coluna Im(A) são subespaços de 
Teorema 1.3 Seja {vi , v2, , vn} uma base ortonorm,al para um espaço V munido 
de produto interno. 
Se v = Eaivi , então ai (v i ,v) = vi v. 
Corolário 1.3.1 FÓRMULA DE PARSEVAL 
Se -(v i , v2, , vn} é uma base ortonorm,al para um espaço vetorial V munido de 
um produto interno e se v = E aivi, então 
II v 11 2 = 
Definição 1.6 Dois subespagos X e Y de um espaço vetorial V com produto interno 
são ditos ortogonais se xTy = 0, quaisquer que sejam xEX ey GY. 
Propriedade 1.1 DESIGUALDADE DE CAUCHY-SCHWARZ 
Sejam u, v e V; sendo V um espaço vetorial munido de produto interno, então 
1 (u, v) I 	 II U 11 2 11 V 11 2 ' 
Definição 1.7 Uma matriz A de ordem n x  it é dita inversivel ou não-singular se 
existe uma matriz B tal que AB = BA = I. A matriz B é chamada de inversa da 
matriz A, e se denota B = 
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Teorema 1.4 Se A é uma matriz ri X it, então  
det(A) = det(AT) = (det(A))T . 
Definição 1.8 Uma matriz Q E Rn" é dita ortogonal se seus vetores colunas for-
mam um conjunto ortonormal em Rn . 
Teorema 1.5 Seja Q E R". Q é uma matriz ortogonal se e somente se QTQ = I, 
ou seja QT = Q-1 
Propriedade 1.2 Se Q é uma matriz ortogonal it X n, então:  
1. As colunas de Q formam uma base ortonorrnal para R n 
2. (Qx, Qy) = (x, y). 
3. 11 Qx 112 = 
 II 3( 112 - 
4. I det(Q)I  =1. 1  
Definição 1.9 COMPLEMENTO ORTOGONAL 
Seja Y um subespaço de um espaço vetorial V com produto interno. 0 conjunto 
de todos os vetores em V que são ortogonais a todos os vetores em Y será denotado 
por Y -'- . Então  
= E V 1 xTy = 0, para todo y E 
0 conjunto Y i é chamado complemento ortogonal de Y.  
Teorema 1.6 Seja A uma matriz in X ri; então:  
O espaço nulo de A é o complemento ortogonal em Rn do espaço linha de A. 
O espaço nulo a esquerda de A é o complemento ortogonal emit' do espaço coluna 
de A. 
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Definição 1.10 AUTOVALORES E AUTOVETORES 
Seja A urna matriz ri X rt. Um escalar A é um autovalor ou valor característico  
de A se existe um vetor não-nulo x tal que Ax =- Ax. O vetor x é um tzutovetor ou 
vetor característico  associado a A. 
Teorema 1.7 Uma matriz Anxn é diagonalizeivel se e somente se A tem n autove-
tores linearmente independentes. 
Observação 1.1 : 
1. Se A é diagonaliztivel, enteio A pode se fatorada em urn produto PDP-1 ; OS 
vetores coluna da matriz P são os autovetores de A e os autovalores de A formam 
a diagonal principal da  matriz diagonal D. 
2. A matriz P é chamada de matrix diagonalizadora ou matriz que diagonaliza A; 
P não é única, pois trocando-se a ordem das colunas de uma matriz diagorta- 
lizadora P, ou multiplicando-as por escalares não nulos, obteremos outra matriz 
diagonalizadora. 
Teorema 1.8 TEOREMA ESPECTRAL PARA MATRIZES SIMÉTRICAS 
Seja A E Rn" simétrica. Então: 
a) os autovalores A 1 , 	 , An de A são reais; 
os autovetores de A associados a autovalores distintos são ortogonais entre si; 
c) é sempre possível  obter uma base ortonormal de autovetores Ivi ,...,v„}; 
d) vale a relação QTAQ = D; as colunas de Q são vi, ,vn e, portanto, Q é uma 
matriz ortogonal; os elementos da diagonal principal de D são A1, • - • ,Art; 
Observação 1.2 : 
do item d) acima segue que A pode ser decomposta na forma, 
A -= QDQT  
Definição 1.11 Uma forma quadrática em Rft é uma função Q : 	 —) 111 da 
forma Q(x)=.- xT Ax, sendo A uma matriz  simétrica Tb x n. 
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Definição 1.12 A forma quadrática Q 6: 
a) positiva se Q(x) > 0, para todo x 0; 
b) sernidefinada positiva se Q(x)> 0, para todo x O. 
Teorema 1.9 Seja A uma matrix  simétrica 27, x n. Então a matriz A (ou sua forma 
quadrática  xTilx) 6: 
• positiva definida se e somente se todos os autovalores de A são positivos; 
• semidefinida positiva se e somente se todos os autovalores de A são maiores ou 
iguais a 0 (zero). 
Definição 1.13 NORMA EUCLIDIANA(OU DE FROBENIUS) DE UMA MATRIZ A. 
Seja A E le" ; a norma Euclidiana(ou de Frobenius) da matriz A é denotada por 
A II P e definida por 
11 A IIF = (ÊÊ a ) t.  
j=1 i=1 
Definição 1.14 NORMA ESPECTRAL OU NORMA 2 DE UMA MATRIZ 
Seja A uma matriz in  X 71,. Denotamos por 11 A 112 a norma de A induzida usando 
as normas vetoriais apropriadas tanto no  domínio lr quanto no contradomínio 
Ou seja, é a norma induzida pela norma vetorial euclidiana: 
II A112 = .:45x Iiiiiix212  
Definição 1.15 NÚMERO DE CONDIÇÃO ESPECTRAL DE A 
Seja A E le" não singular. 0 número de condição espectral de A é definido por 
k2(A) = 
 II A 112 II A -1 112 - 
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Capitulo 2 
Decomposição em Valores 
Singulares 
2.1 Introdução 
Sabe-se que se A é  uma matriz it X it simétrica, então existe uma base {vi, • - , v.} 
de ir constituída de autovetores ortonormais de A. 
Em termos matriciais, isto significa que existe uma matriz V e Rn" ortogonal e 
uma matriz diagonal D E RnXn tal que D = VT AV, (ou A = V DVT), sendo que as 
colunas de V sio os autovetores v1 ,. , v„ e os elementos da diagonal principal de D 
são A1 , , An . 
Cada vi satisfaz Avi = Àv1 , Ai E lit Esta relação pode ser expressa pelo seguinte 
diagrama: 
A 
v1 
V2 --> A2v2 
o qual retrata a ação de A como uma  transformação  linear de Rn em ir. 
0 diagrama acima descreve A completamente, porque A é determinada por sua 
ação em uma base de ir. 
Segue um exemplo utilizando uma matriz A simétrica de ordem 3 x 3. 
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2 1 1 
Exemplo 2.1 Seja A = 1 2 —1 
1 —1 2 
Como A é simétrica, é possível  construir uma base ortonorma1 a partir dos au-
tovetores de A. 
Calculo dos autovalores de A: 
Os autovetores são as raizes de det(A. — 	 = 0, isto 6, são as raizes de 
. 
det 
[2 — A 	 1 
1 	 2 — A 
1 	 —1 
1 
—1 =0 
2 — A 
Resolvendo a equação obtêm-se as raizes A1 = A2 = 3 e A3 = 0. 
Calculo dos autovetores associados a Al. 
(A — Ainv = O. 
Logo, 
{
2 — 3 
1 
1 
1 
2 — 3 
—1 
1 
—1 
2 — 3 
x 
y 
z 
= 
0 I 
Resolvendo o sistema tem-se que z = y z, yez E it 
Como existem duas variáveis livres, obtêm-se dois vetores linearmente indepen-
dentes. 
Sejam y = 1 e z = 1, então: 
2 I 
= 1 
1 
Sejam y = 0 e z = 1, então: 
12 
v2= O 
1 
vi e v2 são linearmente independentes,  então formam uma base para o autoespaço 
associado a A i , mas esta base não é ortogonal, pois 
(vi , v2) = vfv2 = 3 O. 
Para a obtenção de uma base ortogonal de autovetores associados a A i , aplica-se o 
processo de ortogonalização de Gram-Schmidt. 
Seja ui = 
2 
{ 1 
1 
e obtem-se u2 = 
0 
—1 
1 
Cálculo dos autovetores associado a A3 = O 
Logo, 
(A — A31)u 
2-0 	 1 	 1 
1 	 2 — 0 	 —1 
= O. 
z 
y = 
0 
1 	 —1 	 2 — 0 z 
Resolvendo o sistema tem-se que x = —y e z = y, 	 y E 111 
Se y = —1, tem-se 
1 u3= -1 
-1 
Os autovetores u1 , u2 e u3 são ortogonais, formando assim uma base ortogonal de 
autovetores de R. 
A partir da base ortogonal {u 1 , u2 , u3} pode ser obtida a base ortonormal {q i , q2 , q3 }, 
da seguinte forma: 
. 
13 
=-_ 
121 	 Foi 
U1 U2 
	  _ 
I I lid 	 `12 	 Il udi 	 ‘,/.1 
LJ 
tiU3 
e q3= 
 
113 	 75: 
Portanto, oil , q2 e q3 constituem uma base ortonorrnal de autovetores para R 3 . 
Neste caso vale a relação 
A -= V DV T  
O 
Como foi visto acima, quando A é simétrica é possível obter uma decomposição 
de A envolvendo uma matriz ortogonal e uma matriz diagonal. 
Abaixo serão vistos exemplos do que pode ocorrer quando A é uma matriz quadra-
da mas não é simétrica. 
Exemplo 2.2 Seja A = 
Como A E R2x2 , A será diagonalizável se existirem dois autovetores linearmente 
independentes. 
Cálculo dos autovalores de A. 
Os autovalores são as raizes da equação det(A — AI) = 0, isto 6, as raizes de 
det 
[ — 	 1 
=0 
0 0—A 
Resolvendo a equação acima obtém-se que A = O é raiz dessa equação, com multipli-
cidade algébrica igual a 2. 
Calculo dos autovetores associados a A =- O. 
Deve ser resolvido o sistema homogêneo (A — )/)v O. 
Tem-se 
14 
[ — 	 vi 
0 	 O—À 	 7.72 
[ 
 
cuja solução 
vi 
O 
V1 E R 
Portanto, é possível obter apenas um autovetor linearmente independente, isto 6, 
lido é possível formar urna base de R 2 constituída de autovetores de A. Logo, A não 
é diagonalizável. 
El 
Exemplo 2.3 Seja A = [ 4 5 • 
2 1 
Cálculo dos autovalores de A: 
Os autovetores são as raizes da equação 
det 
 [
4 — A 5 	
=0 
2 	 1 
Resolvendo a equação obtêm-se as raizes A 1 = 6 e A2 = -1. 
Autovetores associados a Al : 
Resolvendo o sistema homogêneo (A — A inv = O tem-se 
{ 4 - 6 5 
2 	 1 — 6 [ y 	 [ I 
cuja solução é 
5 
x = —y. 2 
Tomando y = 2, obtém-se: 
Vi = 
15 
Autovetores associados a )12: 
Deve ser resolvido o sistema homogêneo (A — A21)v = 0, ou seja, 
[ 4 -I- 1 	 5 	 xl . [ O , cuja solução é y —x. 
Tomando x = 1, obtém-se- 
V2 = 
Como v1 e v2 são linearmente independentes, então B = 	 v2)- é uma base de 
11t2 formada por autovetores de A, ou seja, A é diagonalizivel. 
Neste caso a base não é ortogonal, e é possível obter apenas uma decomposição 
do tipo 
A = PDP', 
pois P não é uma matriz orto gonal. 
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Como foi visto nos exemplos anteriores, tem-se que nem todas as matrizes n x it 
podem ser diagonalizáveis. 0 que estimula a pensar se existe um novo processo de 
fatoração semelhante ao anterior que seja possível para todos os tipos de matrizes. 
Nos tópicos subsequentes será vista uma importante decomposição de uma matriz 
retangular A E  
2.2 Construção da Decomposição em Valores Sin-
gulares 
Nesta seção será desenvolvida uma "extensão" da  fatoração vista nos exemplos 
anteriores, válida para toda matriz A e Rffixn, denominada Decomposição em 
Valores Singulares (DVS). 
Seja A E R"."; A pode ser vista como uma transfomagão linear TA : ir —> 
O domínio consiste em n-up/as, enquanto a imagem consiste em m-uplas. 
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Assim a fatoração deverá ter diferentes conjuntos de vetores h. esquerda e à direita 
de E, ou seja, 
A = UEVT . 
2.2.1 Resultados básicos para a obtenção da Decomposição 
 
em Valores Singulares. 
0 desenvolvimento da  decomposição em valores singulares será obtido a partir das 
matrizes  ATA  E Rnx n e AAT E X In . Portanto serão exploradas as propriedades 
destas matrizes e suas relações com A e AT. 
Proposição 2.1 Seja A tina matriz in X 71 Então: 
a) ATA  e AA T são simétricas; 
6)  ATA  e AA T são semidefinidas positivas. 
Demonstração:  
(ATA)T = AT (AT )T = 
 ATA.  
Portanto ATA é simétrica. 
De forma análoga se mostra que (AA T) é simétrica. 
b) ATA  E Rnxn e AA T E llexm são simétricas, logo seus autovalores são todos 
reais. 
Seja A um autovalor de  ATA  e seja x um autovetor associado. Então,  
11 Ax 11 2 = (Ax, Ax) = (Ax)TAx = (XTAT) 21x = xT(ATAx) = 
= xTAx = AxTx = A11 x 11 2 - 
Como x 0 então 11 x  112>  0 e segue-se que 
11  
A 	
Ax 11 2 
— 	
 > 0 
11 x 11 2 - 
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De forma análoga mostra-se que os autovalores de AA T são maiores ou iguais a 
zero_ 
Como  ATA  e AA T são simétricas e seus autovalores sio maiores ou iguais a zero, 
então, pelo teorema 1.9, segue que  ATA  e AAT são semidefinidas positivas. 
O 
Teorema 2.1 Se A é uma matriz in x TE, então N(ATA) = N(A) 
Primeiramente será provado o lema abaixo: 
Lema 2.1 Seja E Rfil" Então para todo x E Rn e y E Rrn, (Ax, y) = (x, A Ty). 
Demonstração do lema: 
(Ax, Y) = (Ax)Ty = (XTAT )y = XT (AT y) = (x,A.Ty). 
Demonstração do Teorema 2.1: 
Para demonstrar que N (AT A) = N (A), deve-se provar que: 
1. N(A) C  N(ATA).  
N (AT A) C N (A). 
i. Seja x e N(A) ; então Ax = 0 e segue-se que 
ATIIX = ATO = o. 
Logo, 
X E  N(ATA).  
Portanto, 
N(A) C N(A TA).  
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ii. Seja x E MATA); então AT.Ax = O. 
Então, 
Ax 11 2  = (Ax, Ax) = (t)TAX  = (xTÁT)Ax = xTATAx = xTO = O. 
Logo, Ax = 0, isto 6, x E MA). 
Portanto, 
N (AT A) C N(A). 
Como N (A) C N (AT A) e N (AT A) C N (A), segue que 
N (A) = N(ATA).  
o 
Corolário 2.1.1 
posto (ATA) 
	
posto(A) = posto(AT) = posto(AAT) 
Demonstração:  
Seja A uma matriz 771 X T1,, então: 
posto(ATA) = 
 it dim(N(AT A.)) = it — dirri(N(A)) = posto(A). 
Portanto, 
posto(ATA) = posto(A). 
As demais igualdades são obtidas trocando A por A T e vice-versa na igualdade já 
provada. 
Teorema 2.2 Se v é urn autovetor de  ATA  associado a um autovalor mio nulo A, 
então Av é um autovetor de AAT associado ao mesmo autovalor. 
Demonstração: 
4444T (Ay) = A(AT A)v = A(Àv) A(Av). 
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Corolário 2.2.1 ATA e AA T  Vern os mesmos autovalores não nulos, considerando a 
multiplicidade. 
Proposição 2.2 Sejam v i e v2 autovetores de  ATA.  Se v1 e v2 são ortogonais,  então 
Ay' e Av2 também são ortogonais. 
Demonstração: 
Tern-se ATAvi = 	 i = 1,2 e (v1 , v2) = viTv2 = 0. Então:  
(Avi , Av2) = (A-14)TAv2 =- vf ATAv2 = vTA2v2 = A2vTv2 = O. 
Portanto, Avi e Av2 são ortogonais. 
III 
Proposição 2.3 Seja B uma matriz n, x n com 7L autovetores  linearmente indepen-
dentes v1, • - • ,  v, E Rft associados a A1 ,...A, E R. Suponha que At,- • •  ,Ar são não 
nulos e Ar _hi, , An são nulos. 
Então, 
Irn(B) = [v1 , 	 v,- ] , 	 e 	 posto(B) = r. 
Demonstração:  
Sabendo que B E 	 e que seus autovetores formam uma base pan Rn, tem-se 
que: 
Bvi =-- 
BVr  =_- 	 Ar t',.  
Ar±iv,-+1 
Bv =AnVn 
Como A = = An = 0, segue que 
Bv,-±1 = • • • 	 Bvn = 0, isto 6, 
vi N(B), 	 = ± 1, , n 
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Como At 0 0, yi 0 0, i = 1, 	 , r entdo Byi 0 0, i 1, 	 , r 
Desta forma, tem-se que a dim(N(B)) = 71 - r. 
Pelo Teorerna 1.1 tem-se que: 
dim(N(B)) + dirn(Irn(B)) = 71 
n — T 	 dirn(Irn(B)) = 72 
dira(Irn(B)) = r 
Como dirn(Im(B)) = posto(B), então posto(B) = r 
Seja w E Irn(B); então existe v E lr tal que 
w = By. 
Mas, v = a1v1 + • - - + aorr,; então 
w = BY = B(aivi + - - • + arv, + ar+ivr+i + • • • + any,) 
= aiBvi + - - - + ar Bvr + ar+113vr+i + - - • + anBvn 
= adttvi + • - - + arArvr + ar_Fdtr+ivr+1 + • - • + anAnvn 
= alkyl + - - • + a,-À,-v,. + ar+1.0.vr+1 +•" + an•avn 
(ad i )vi + • - 	 (arA r)yr . 
Portanto, 	 , yr } gera Irn(B), isto 6, 
Im(B) = 	 , v,.1 
o 
Como  ATA  e AAT geralmente têm  dimensões diferentes e possuem os mesmos au-
tovalores não nulos, essa diferença entre as dimenssões 6 compensada por um autovalor 
nulo com multiplicidade adequada. 
Se posto(ATA) = posto(AAT) = r e r < n,, então ATA  tem um autovalor nulo 
com multipicidade it - r. 
Se r < m, então AAT tem um autovalor nulo com multiplicidade m — r. 
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2.2.2 Teorema da Decomposição em Valores Singulares 
Teorema 2.3 Seja A uma matriz in X n de posto r; então esistera números reais 
Ui > • • • >  r > 0, uma base ortonorrnal  v 1 ,• • • /in de le e uma base ortonorm,a1 
de Rra tais que, 
Av i = criui 	 Avi = 0 
ATui = aivi 	 =1,...,r 
	 ATui = 0 	 i=r+ 1, ,77/ 
Os vetores v1 , , vn são autovetores de  ATA, 	 são autovetores de 
AA T e 01,...,4 são os autovalores não nulos de  ATA  e AA T  
Demonstração: 
Seja 	 vvd uma base ortonormal de WI constituída de autovetores de  ATA  e 
sejam A L, , An os autovalores associados. Como  ATA  é semidefinida positiva, todos 
os seus autovalores são não negativos. 
Assuma v1 , , vn  ordenados de modo que AL > A2 > - > An. 
COMO r = posto(A) = posto(ATA), então:  
e Ar+L Ar+2 = = An = 0- 
Para i =1,...,r definem-se ai e ui como: 
= Avi 112 e ui r- —031 . Avi ; 
essas condições implicam que 
Av1 =cruj , 	 11 14 112 = 1 , 	 = 1 7 • • • r 
e 
eq =11 Av =  (Av, Av)  =VT A T Av i = vrA iv i = 	 =  À. 
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Se Ai = 0, i = r + 1, 	 , n, então 
Av i = Av = Ovi = O. 
Pela Proposição 2.2, como (vi , v5) = 0, i j, então (Av, Avi) = 0, ou seja, 
,u,. são ortogonais e, portanto ortonormais. 
Tem-se ATui = aivi , i = 1,..-, r, pois, 
1 ATui = (—) ATA.vi = 	 vi = aivi 
Cri 	 Cri 
Pelo Teorema 2.2, os vetores 	 , u. são autovetores de AAT associados com 
autovalores não nulos. 
.16 que AAT E Irxra e posto(AAT) = r, então AA T deve ter um espaço nulo de 
dimensão (In — r). 
Sejam 11,--F1, • • , 	 uma base ortonormal do núcleo de AA T . Então AATui = 0, 
i = r+1, , m, ou seja, u1.+1 , ,U, são autovetores de AAT associados ao autovalor 
zero. 
Tem-se que u,.+1 , 	 , 
 um  são ortogonais a Il i , 
Assim 	 , um é uma base ortonormal de Rn1 constituída de autovetores de 
AA T . 
Já que N (A.A T) = N (AT), tem-se que AT u., = 0, para. i = T -F 1, ... ,rn e isto 
completa a demonstração. 
Definição 2.1 VALORES SINGULARES DE A 
Os números a1 ,...,a,- são chamados valores singulares de A. 
Definição 2.2 VETORES SINGULARES DE A 
Os vetores 	 vr, silo chamados vetores singulares a direita de A e 
são chamados vetores singulares a esquerda de A. 
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v 	 a 111 1 
2 	 CT211 
Im(A) 
Observação 2.1 : 
1. AT tem os mesmos valores singulares que Ay _e os vetores singulares a direita (a 
esquerda) de A T são os vetores singulares a esquerda (a, direita) de A. 
2. Se A tern posto r, então 
i. v1 , 	 , v,. formam uma base ortonorrrtal para Irn(AT). 
U. vr+i, ,v n formam urna base ortonormal para N(A). 
, Ur formam uma base ortonorrnal para Im(A). 
iv. u41, , 
 u,  formam uma base ortonormal para N(AT). 
A Figura 2.1 mostra a base ortogonal {cr iui , 	 crrur} para Ira(A) em vez da 
base normalizada para lembrar que  Av i = aim, 1 < i < r. 
Multiplicação 
Figura 2.1: Os quatro espaços fundamentals e a ação de A 
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2.2.3 Exemplo de uma Decomposição em Valores Singulares 
Exemplo 2.4 Seja 
21 I 
A= 1 2 
00  
Cálculo dos valores singulares de A. 
A matriz 
ATA=  [ 54 
Os autovetores AD as raizes da equação det(ATA — AI) = 0, isto e, são as raizes 
de 
det 
 [
5 — A 4 I 
= 0 
4 5 — 
Resolvendo a equação, obtêm-se as raizes A1 = 9 e A2 = 1. 
Logo, os valores singulares de A são 
= AA7. = = 3 e 	 = 1 . 
Cálculo dos autovetores associados a Al . 
(A TA — AJ) = 
Logo, 
[ 5 — 9 4 
4 5 — 9 
	 y 	 [ 
45 
 
Resolvendo o sistema tem-se que y = x, x eye lit 
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O 
Tomando x = 1, obtém-se: 
Autovetores associados a A2: 
Logo, 
= 
(ATA 
 — A 2I)v = 
[ 5 — 1 	 4 
4 	 5 — 1 [ y 	 [ 
Resolvendo o sistema tem-se que y = —x. 
Tomando x = 1, obtem-se: 
Portanto, a matriz ortogonal 
diagonaliza  ATA.  
[ _1 1 
v2 =- 
1 	 1 
V [ 
vv 
1 	 -1 
2 
Pelo Teorema 2 3 tem-se que 
1 21 1 
 
1 
1 2 11  II 	 1 
0 
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[ 
V 3.5 
1 	 -1 
15 
Posteriormente, obtain-se u2 e u3 , nos quais 
U2 = [t I 	 r ol  e u = 0 
•71 
1 
Seja U = [ui U2 u3 ] e E = 
Segue que 
[ 1 
\+-I 0 1[ 3 0 1 
,75 
A = UEV T = -I— 	 0 	 0 1 
.5 VI 
0 0 1 	 0 0 
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Capitulo 3 
Aplicações Teóricas da 
Decomposição em Valores 
Singulares 
A Decomposição em Valores Singulares é utilizada em diversas aplicações, como 
por exemplo: calcular o posto de uma matriz, determinar se uma matriz tem ou não 
posto inktmo e encontrar uma matriz B de posto menor que o posto(A), no qual, B 
se encontra o mais próximo possível de A com relação A, uma norma pre-determinada. 
Lema 3.1 Seja A uma matriz nixn; se aj representa a j— eLsnna coluna de A, entdo 
II A iiF = (Étalj) = (ti 
‘1.1 1=1 
Lema 3.2 Se A é uma matriz in xneQ é uma matriz in x in ortogonal, então  
QA IIF = 11 A IIF 
Demonstração: 
Sejam al , 	 , an, as colunas de A; então: 
QA II 2F = II (Qai.,Qa2,...,Qan) 11;• 
= 	 II Qai II2 
= 	 fl ai 
= 	 A ii 2F 
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Teorema 3.1 Sejam A = UEVT uma matriz in x n e 	 u2 , - • -,13-4 03 valores 
singulares de A; então 
A 14' = 	 + ± • - ot. 
Demonstração: 
Se A tem uma decomposição em valores singulares UEVT, segue que 
11 A 11 F =-- UEVT 11F = EVT iiP 
Como 
EV T IF = 11 (EVT)T 11F = 11 VET 11F = 11 ET IF  
segue-se que 
AI  = :ET 	 = 	 ai + 0-1 + • + 
 ii 
Teorema 3.2 Seja A uma matriz in x 71, de posto r. Então os valores singulares de 
A são as razes quadradas dos autovalores não nulos de  ATA  e AA T  
Demonstração: 
Pelo teorema da decomposição em valores singular, tem-se que A -= UEV T . 
Segue-se que 
ATA 
 = (UEVT )T (UEV T)=VET riruzv T =v(ETE)VT 
Mas, 
o 
ETE 
2 at  
o 0 a 
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Portanto, pelo teorema da decomposição em valores singulares, ATA é similar ETE 
e os autovalores não nulos da matriz diagonal ETE são c, 01, , ar2 , ou seja, 
= 	 <=> o-i 	 = 1, . , r. 
De forma análoga aplica-se aos autovalores não nulos de AAT , 
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Teorema 3.3 Se A E R"n simétrica, então os valores singulares de A são os valores 
absolutos dos autovalores não nulos de A. 
Demonstração:  
Como A é simétrica, seus autovalores Ai, , An são números reais. 
Sejam v1 , ..., vn os autovetores ortonormais associados aos autovalores de A. 
Assim, 
Av i = Àv1, 	 i = 1,. 
Logo, 
I IAvII = 	 Aivi II = (ÀIIIvJj -= IAL 
Sejam posto(A) = 
	 r < n, e cri > • - - > > 0 os valores singulares de A; 
tem-se que 
= 1, ...r. 
Avi 0, 	 i= r +1, m. 
Logo, 
11.Av1 11=11 criui 11= lad 11 ui 11= 	 i = 1, . , r. 
Portanto, 
i =1, 	 ,r. 
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Teorema 3.4 Se A é uma matriz n, x n 	 então 
det(A) I = 
i=1 
Demonstração: 
Se A é inversfvel, então posto(A) = n. Logo, A possui n, valores singulares. 
Seja al , 	 ,c, os valores singulares de A; então 
I det(1 ) I = det (UEVT) I -=  J  det(U)11 det(E) I I det(VT)1 =  I  det(E) I = Hai . 
Eli 
Teorema 3.5 Seja A e r". Se A tem r valores singulares enttio o posto de A é 
igual a r. 
Demonstração: 
Seja {v i , 	 uma base ortonormal para itn é formada por autovetores de  ATA  
ordenados de tal forma que os autovetores associados satisfaçam 
> • - > An. 
Como vi e Aivi sic' ortogonais para i j, tem-se que 
(Avô , Av) = (Av i)T (Av j) = vr AT Av = vr (kivi) = O. 
Portanto, {Avi, , Av n} 6 um conjunto ortogonal. Além disso, como os com-
primentos dos vetores Avi , , Ava são os valores singulares de A e como existem r 
valores singulares não nulos, isto 6, 
AvØO<=> 1<i<r. 
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Portanto, Av 1 ,... Ayr, são linearmente independentes e pertencem ao espaço co-
luna de A, ou seja, 
Av i E int(A), i=  1, 	 ,r. 
Seja y E krt(A),  então y = Ax, no qual x = c1v1 + - - + envu• 
Então, 
y = Ax = ciAvi - • - cnAv n 
= ciÁv i + - • - + crAv,- + 0 + - + O 
= ciAvi 
- - .± crAvr 
Logo, Irci(A) é gerada por {Ay' , . • ,Av,.}. 
 
Portanto, 
posto(A) = dim(Irn(A)) = r. 
LI 
Observação 3.1 : 
Ern alguns casos, o posto de A pode ser bastante sensivel a pequenas variações 
nos elementos de A. 0 método óbvio de contar o número de colunas pivôs em A não 
funciona bem se A for reduzida por linhas por um computador. Erros de aproximação 
muitas vezes criam urna forma escada com posto wiz -into. 
Na prática,  a maneira mais conficivel de estimar o posto de uma matriz A, grande, 
é contar o número de valores singulares não nulos. Nesse caso, valores singulares 
"extremamente pequenos" são considerados nulos, e o posto efetivo da matriz é o 
número obtido contando-se os valores singulares não nulos restantes. 
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Teorema 3.6 Seja A urna matriz simétrica com autovalores A 1 > A2 > - • • > An 
	
associados, respectivamente, aos autovetores v1 , v2 , 	 , vn . 
Enteio, max{xTAx / x 11= 1} = A l . Este valor A t é assumido quando x é urn 
autovetor unitário associado a Al. 
Demonstração:  
Seja A uma matriz 71, x n simétrica,  então A é diagonalizavel por uma matriz 
ortogonal P, ou seja, A = PDPT , na qual os autovetores v i , v2, , vn são as colunas 
de P e D uma matriz diagonal formada pelos autovalores de A. 
Se x = Py; então 
xTAx = (py)TApy = yTp TApy = yTDy. 
Alem disso, 
II x II=II PY 	 Y- II 
já que 
pT p = 
c 	 PY 	 Y 11 2 
Ern Particular, II Y II= 1 se e somente se II x II= 1. Logo, xTAx e yT Dy assumem 
o mesmo conjunto de valores quando x e y percorrem o conjunto de todos os vetores 
unitários. 
Seja y E Rn um vetor unitário qualquer; 
 então 
Y T Dy 	 Ai4 + )1/424 + • • - + AnO, 
< Aiy? + 
	 + • • + AIN?, 
r- Ai II Y 11 2 
=-- 
Logo, Y T DY < Ai. No entanto, yTDy = A1 quando y = e1 = (1,0, ...,0); 
Portanto, 
max Y T D Y 
 = max xr Ax = A1 
11y11=1 
	 114=1 
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Se y 	 = (1, 0, 	 , 0), tem-se que 
x = Py = Pei = vi. 
Portanto, 
A1= rDei = vrAvi. 
Teorema 3.7 Seja A, Ai e vi como no teorema anterior. Então o valor maxim° de 
Ax sujeito  às restrições 
	
XTX = 1, 	 xTvi = O  
é o segundo maior autovalor, Ay , e esse máximo  é atingido guando x é um autovetor 
unitário 
 u2 associado a A2. 
Este teorema é demonstrado por um argumento semelhante ao feito anteriormente, 
no qual o teorema é reduzido ao caso em que a matriz da forma  quadrática é diago-
nal.(A/gebra linear e suas aplicações - referencia bibliografica - item 3) 
Os resultados anterior contribuirão para ilustrar um exemplo geométrico, no qual, 
mostra o efeito de uma matriz A sobre a esfera unitária de R3 , relacionando 6, forma 
quadrática xT (ATA)x. 
Este exemplo retrata como todo o comportamento geométrico da transformação 
x Ax é capturado por essa forma quadrática. 
Exempla: Se 
A= l 4 11  14 1 
 8 	 —2 7 
a transformação linear x —> Ax leva a esfera unitária {x : x = 1} de R 3 sobre 
uma elipse em R2 ilustrada na figura 3.1. Determinar um vetor unitário x para o qual 
o comprimento II Ax II é máximo e calcular esse comprimento máximo. 
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Multiplicagio 
pox A 
Figura 3.1: Uma transformação de lie em R2 . 
Solução: 11 Ax 11 3 atinge o máximo para o mesmo x que torna máximo 11 Ax 11. 
Tem-se que 
11 Ax 112 = (Ax) T(24-2) = xTATAx = xT (A TA)x, 
e ATA é uma matriz simétrica. Maximizando a forma quadrática xT (ATA)x sujeita h. 
restrição x 11 = 1, tem-se que o valor máximo é o maior autovalor A t de AT A. Além 
disso, o valor máximo é atingido em um autovetor unitário de ATA associado à Al . 
Para a matriz A tem-se que 
ATA 
 = 
[80 
100 
40 
100 
170 
140 
40 
140 
200 
Os autovalores de ATA são A 1 = 360, A2 = 90 e A3 = 0. Os autovetores associados 
são, respectivamente, 
1 -2 3 
vi = 2 N V2 -1 3 3 	 =  2 2 1 
0 valor máximo de 11 Ax 11 3 é 360, atingido quando x é o vetor unitário v 1 . 0 
vetor Avi 6 um ponto na elipse ilustrada na figura o mais afastado possível da origem, 
isto 6, 
11 
411 14 18 
[ 8 	 7 —2 32 = 6j 3 
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Para II x = 1, o valor máximo de A é Av1 = -n56-9 
Pelo teorema 3.7 tem-se que o segundo valor singular de A é o máximo de Ax 
sobre todos os vetores unitários ortogonais a v1 , e esse máximo é atingido quando x 
é autovetor unitário v 2 , ou seja, 
-2 
Av2 = [ 4 11 14 I { 	 = [ _3 I 
87 	 I 21 3 
Figura 3.2: Elipse, na qual Ay ' e Av2 são ortogonais. 
Esse ponto está no eixo menor da elipse. Como Av i está no eixo maior, os dois 
primeiros valores singulares de A são os comprimentos dos semi-eixos maior e menor 
da elipse. 
Calculando a Decomposição em Valores Singulares de A segue-se que v 1 , v2 e v3 
Sao os vetores singulares à direita de A. Usando os  cálculos de Av1 e Av2, define-se 
u = 1-Avi 	 1 	 18 	
3 
1 
- 6‘7171 { 	 [ ;i 6 	 t I 
U2 = *AV2 = 3 110 	 3 = 
—9 
Logo, {ub u2 } é uma base para R2 . Sejam U= [111 1121 e V= Evi v2 v3) 
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D[ 
 60.-0 
o 3/11-) 
6-V1.-0 	 0 	 0 
E -= 
0 	 3N/if:I. 0 
A= 
3-10 	 1011 I 
11/1-6 —WO 
[ 	6 -ViT 	 0 	 13 I 
O 	 3N/TO 
1 
.S 2
3 
2 
2 
N 
-1 
3 
-2 
3 
2 
2 
1 
3 
V T  
LII 
Nos cálculos numéricos envolvendo urna equação Ax =  b, pode-se usar a Decom-
posição em Valores Singulares de A, isto 6, UEV Tx = b. As duas matrizes ortogonais 
U e V não afetam o comprimento de vetores ou o ângulo entre vetores. Qualquer 
instabilidade que possa ocorrer em  cálculos numéricos pode ser identificada em E. 
Segue-se alguns resultados relacionados com a sensibilidade da matriz A. 
Teorema 3.8 Sejarn A urna matriz rn x n de posto T e 0-1 > o-2 > • - - > o-r > 0 os 
valores singulares de A. Entdo 
IA 112= cri 
Demonstração: 
Seja x e Rn. Então x pode ser expresso como uma combinação linear dos vetores 
singulares á. direita de A; 
X = 	 C2V2 4- - • • CnVn • 
Já que Vi , y21 - - • 	 são vetores ortonormais, tem-se que 
x 112 =c+c+ -+ c.  
Como Av1 = cu 	 i = 1,. . , r e Ay, = O i = -1- 1, . . , r tem-se 
Ax = ciAvi + c2Av2 + • + crAv,. + - • - + c„vn 
+ 0-202u2+ - - + crcrur -I- + - - + 0 
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JA que Ui , u2 , - , u,- sfto ortonorrnais, 
11 Ax 11 2 = (a/CO2 ± (D2C2) 2 + 	 (arCr) 2 . 
Se segue que, 
ou seja, 
11 Ax 11 2 	 a?(ci + 4 + - + 4) = a? 11 x 11 2 , 
II Ax 11 2 < (1.2 
Ix  112 	 — 
Portanto, 
11 Ax  
11 x 11 	 al. 
Se for escolbido x = 
Ax _ Avi 	 _ coil _ 	 II al ¡I 
11 x 11 	 — 	 11 vi 11 	 11 	 11 	 11 vi 11 
Portanto, 
11 Ax II _ 
x 	 al' 
ou seja, 
11 A 112= 
III 
Teorema 3.9 Seja A E Tr" não singular com valores singulares o-1 > o-2 > • - • > 
o-,> O. Então 
k2(11.) 	 fl. 
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Demonstração: 
Seja A E Rn" não singular, então existe 72, autovalores de A não nulos. 
Por definição, sabe-se que 
k2(A) = flAil2 II 11-1 112 - 
Do teorema anterior, tem-se que 
ii2 =  Cl. 
Como A é não-singular, tem-se que os valores singulares de A -1 = VE -L UT, em 
ordem decrescente, são 
1 
— > 
0 n 
1 > > 1 
— an-1 
Logo, 
	
11 A' 112 - - -1- 
Portanto, 
o 
Observação 3.2 
Os elementos da matriz de coeficientes A e da matriz dos termos independentes 
b, podem, com freqüência, conter erros devido a limitação na precisão dos dados. 
Mesmo que não existam erros em A nem em b, erros de arredondamento irão ocorrer 
quando os elementos forem convertidos para o sistema numérico de precisdo finita do 
computador. Então, em geral, 
 esperamos que a matriz de coeficientes e os termos 
independentes contenham erros pequenos. 
Logo, o sistema original que o computador resolve é uma versão ligeiramente per-
turbada do sistema original. Se o sistema original for muito sensibel, sua solução 
pode ser muito diferente da solução do sistema perturbado. 
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Em geral, um problema é bem-condicionado se perturbações  na solução são da 
mesma ordem de grandeza que perturbaçdes do dados. 
Um problema é mal condicionado se as mudanças nas soluções são muito maiores 
do que as variações nos dados. 
Quão bem ou m,alcondicionado um problema é depende da comparação entre os 
tamanhos das perturbações  na solução e nos dados. 
Para sistemas lineares isso depende de quão perto a matriz de coeficientes estel 
de urna matriz de posto menor. O condicionamento de um sistema pode ser medido 
através do número condicional da matriz. 
ka = 
maior valor singular de A 
 
menor valor singular de A . 
Seri visto agora um exemplo de um sistema linear mal condicionado. 
Seja A a matriz dos coeficientes e b a matriz dos termos independente do sistema 
linear: 
— y = 1 
x — 1,01y = 0 
Então, 
	
1 —1 	 1 
= b [ 1 	- ,01 	 y 	 { 
Utilizando o MATLAB na resolução do sistema, obtem-se que 
1. o número de condição da matriz A é 402,0075; 
2. a solução do sistema é (101, 100). 
Perturbando ligeiramente a matriz A e mantendo os termos independentes, se 
obtém um novo sistema: 
x — 	 y 	 =-  1 
x — 0,99y 
Portanto, 
Bx b 4==> 
{ 1 1 —1 	 x 
1 —0,99 [ y 
	
[  
0 
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cuja solução é (-99, —100). 
Observa-se que o sistema é malcondicionado, pois, uma pequena variação nos 
dados resultou numa grande variação na solução. 
Neste caso, isto deve-se ao número de  condição ser "muito grande", ou seja, o 
cociente entre o maior e o menor valor singular de A fornece um  número elevado 
(402,0075 >> 1). 
Se A. é uma matriz in x n de posto r e O < k C r, podemos utilizar a Decomposição 
em Valores Singulares para encontrar uma matriz em Rnixn de posto k o mais próxima 
possível de A em relação h, norma - 2. 
Definição 3.1 Urna matriz A de ordem in  x Tb é de posto deficiente se 
posto(A) < min{ rn, 74. Se posto(A) = T = min{rn, n} diz-se que A é de posto 
máximo. 
Teorema 3.10 Seja A = UEVT uma matriz in x ri de posto r > 0 e 
> • • - >  C,- OS r valores singulares de A. Para k = 1, . . . ,r + 1 defina 
Ak = UE k V -T , onde Eft E le" é definida por 
C2 o 
  
Ck  
O 	 O 
Então, posto(A k)= k e 
o-k+1 =11 A — A k 112=  Migli A — B 112 I posto(B) -= kl 
Isto 6, de todas as matrizes de posto k, Aft é a mais próxima de A. 
Demonstração: 
Tem-se que posto(Ak) = k. 
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Como A — Ak = U(E — Ek)V T  o maior valor singular de A — Ak  é o-k +1. 
Seja B E 	 de posto lc. Será mostrado que 11 A — B li> ak+1- 
Note que N(B) tem dimensão TE — k. 
Seja W = [v1 , - , vk+1]; tem-se que dim(W) = k +1. 
Como W C 	 e N(B) C 	 segue-se que (W + N(B))  Ç RTh e, portanto 
dim(W + N(B)) n. 
Mas dim(W + N(B)) = dim(W) + dim(N(B)) — dim(W n N(B)). 
Portanto, 
(k + 1) + n — k — dim(w n N(B)) 
n + 1 — dim(W n N(B)) < it  
dim(W n N(B)) > 1, 
de onde se conclue que W fl  N(B) {0} 
Seja v um vetor não nulo em N(B) 
 fl W, com 11 v 11= 1. Como v E W, segue que 
v = 
	 + • - ak-Fivk+i, 	 aj E 1.  
Sabe-se que v1, • • 
-,vk+1 são ortogonais, então  
11 v 113= a2, + - - • + ar2+1 	 I. 
Como By = 0, então  
k+1 	 k+1 	 k+1 
(
21. — B)V = Ay -=E A aivi = 24(aivi) 	 aiAvi = 
J6, que III, - - • , uk+i são ortogonais, 
Ic+1 	 k-I-1 
II (A — B)y g = E(o-iai)2 > a2k+i Eq = 0.2 
Portanto, 
II A B II2 > 
— 	 v  11 2 	 > ak+1  
II (A B )v  11 2 
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Corolário 3.10.1 Seja A urna matriz in x 71 de posto máximo, isto é, 
posto(A) = r =.- minfra, 
Então qualquer matriz in x n de posto deficiente está  à urna  distancia maior ou igual 
a a, da matriz A, sendo Cr o menor valor singular  não nulo. 
Este corolário é consequência imediata do teorema anteiror. 
Se duas matrizes A e B estão próximas, seus valores singulares também têm que 
estar próximos. Mais precisamente, se A tem valores singulares a l > a2 > • • > ar e 
B tem valores singulares cal > cd2 > • • • > pin então 
A B 112, 	 i = 1 , • - ,r 
Logo, quando calcula-se os valores singulares de uma matriz A não é preciso 
preocupar-se com o fato de que pequenas variações nos elementos de A causem mu-
danças drásticas nos valores singulares calculados. 
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3.1 Aplicações com MATLAB 
Esta sessão, através de exemplos da forma Ax = b, se preocupa com as soluções 
numéricas  de sistemas de equações lineares, Os elementos da matriz de coeficientes A 
e da matriz dos termos independentes, b, podem com freqüência, conter erros devido a 
limitação na precisão dos dados. Mesmo que não existam erros em A nem em b, erros 
de arredondamento irão ocorrer quando os elementos forem convertidos para o sistema 
numérico de precisão finita do computador. Então, ern geral, espera-se que a matriz 
de coeficientes e os dados h direita do sinal de igualdade contenham erros pequenos. 
Logo, o sistema que o computador resolve é uma versão ligeiramente perturbada do 
sistema original. Se o sistema original for muito sensível, sua solução pode ser muito 
diferente da solução do sistema perturbado. 
Como já foi visto anteriormente, um problema é bem-condicionado se perturbações 
na solução são da mesma ordem de grandeza que  perturbações nos dados. Um pro-
blema é malcondicionado se as mudanças nas soluções são muito maiores do que as 
variações nos dados. 
Quão bem ou malcondicionado um problema é depende da  comparação entre os 
tamanhos das perturbações na  solução e nos dados. Para sistemas lineares, isso de-
pende de quão perto a matriz de coeficientes está de uma matriz de posto menor. 
0 condicionamento de um sistema pode ser medido através do número condicional 
da matriz. Isso pode ser calculado usando-se a função cond do MATLAB. 
Os cálculos no MATLAB são feitos com 16 dígitos (format long) significativos 
de precisão. Assim perder-se-do  dígitos de precisão dependendo da sensibilidade do 
sistema 
Quando maior o número condicional, ma's dígitos de precisão serão  perdidos. 
Segue-se alguns exemplos para uma melhor interpretação da sensibilidades numérica 
e a utilização da Decomposição em Valores Singulares. 
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Exemplo 1. Sejam Ax = b e s, onde 
A = 
s = 
b = 
raund(10* rand(6)) 
ones(6,1) 
A* s 
claro que a solução do sistema linear Ax --= b é s. Resolvendo o sistema usando 
o operador \ do MATLAB. Calcula-se o erro x — s (como s tem todos os elementos 
iguais a 1, isso é igual ax — 1). 
Utilizando o comando rand do MATLAB, obtêm-se 
- 4 5 4 7 9 8 37 
8 6 4 9 4 1 32 
A = 
8 6 3 3 5 6 
e 
 
b= 
31 
8 6 7 1 3 0 25 
4 8 1 6 3 5 27 
0 4 3 0 3 4 14 
Ax = b se e somente se x = s. 
Seja i = x — 1 o erro, então  
1.00000000000000 —0.02220446049250 - 
1.00000000000000 0.15543122344752 
1.00000000000000 —0.24424906541753 
X = e = 1.0e — 14* 
1.00000000000000 —0.11102230246252 
1.00000000000000 0.39968028886506 
1.000000000000 00 —0.26645352591004 
Perturbando o sistema ligeiramente, fazendo 
t = 1.0e — 12; 
E = rand(6)— 0.5; 
r = rand(6,1); 
M = A±t*E 
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Resolvendo o siste perturbado Mz = c para z. Tem-se que 
3.99999999999966 
8.00000000000026 
8.00000000000017 
7.99999999999951 
4.00000000000029 
0.00000000000006 
7.00000000000007 
9.00000000000033 
2.99999999999992 
1.00000000000034 
5.99999999999979 
-0.00000000000032  
4.99999999999979 
5.99999999999992 
5.99999999999982 
6.00000000000001 
8.00000000000022 
4.00000000000034 
8.99999999999986 
4.00000000000043 
5.00000000000009 
2.99999999999987 
2.99999999999996 
3.00000000000013 
3.99999999999973 
3.99999999999996 
2.99999999999987 
6.99999999999955 
0.99999999999957 
2.99999999999970 
8.00000000000044 
0.99999999999991 
5.99999999999955 
-0.00000000000006 
5.00000000000010 
4.00000000000025 
c=b-Ft* r 
37.00000000000036 
31.99999999999963 
30.99999999999961 
25.00000000000017 
27.00000000000033 
14.00000000000008 
C = 
z = \ c 
0.99999999999984 
1.00000000000169 
0.99999999999748 
0.99999999999865 
1.00000000000369 
0.99999999999742 
Z = 
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Seja j o erro do novo sistema. 
j 	 - 1 
   
 
j = 1.0e - 11 * 
 
-0.01597610932436 
0.16857626405908 
-0.25166535522203 
-0.13462564396605 
0.36886049770146 
-0.25847102236298 
    
    
Comparando as relações entre as perturbações relacionadas com A e h: 
a) Perturbação nas matrizes: 
-0.34416913763380 -0.21138646388863 -0.26822988274944 
0.25579538487364 -0.08437694987151 -0.03508304757815 
= 
0.16520118606422 -0.17941204077943 -0.12656542480727 
-0.48849813083507 0.01421085471520 -0.45030645878796 
0.29487523534044 0.21849189124623 -0.42610359685114 
0.06091441985262 0.34194869158455 -0.29753977059954 
0.06661338147751 -0.14210854715202 0.44408920985006 
0.33217872896785 0.43431924723336 -0.09425793479068 
-0.07727152251391 0.08970602038971 -0.44941828036826 
0.33950620093037 -0.13100631690577 -0.05514988235903 
-0.20694557179013 -0.03685940441756 0.09592326932761 
-0.31880421695244 0.12789769243682 0.24868995751604 
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h) Perturbação nos erros: 
/3=j
-i 
p = 1.0e — 11 * 
—0.01595390486386 
0.16842083283564 
—0.25142110615661 
—0.13451462166358 
0.36846081741260 
—0.25820456883707 
c) Perturbação nos termos independentes: 
-y = c — b 
   
= 1.0e — 12* 
 
0.36237679523765 
—0.36948222259525 
—0.39435121834686 
0.16697754290362 
0.33395508580725 
0.08171241461241 
   
Em geral, o erro na solução 6 uma casa decimal maior que o erro em A e b. 
Refazendo a anilise de perturbação com 
t = 1.0e — 04 	 e 	 t = 1.0e — 02. 
Foi observado que esse sistema 6 mal-condicionado, o que 6 comprovado computan-
do o número de condição de A. 
cond(A) = 1.266329240803638e + 02 
Observação 3.3 : 
Se usar o comando rcond do MATLAB o número de condição de uma matriz 
mal-condicionada sent próximo de 0(zero); do contrário, 
 seu número de condição é 
próximo de 1(urn). 
rcond(A) = 0.00716405401304 
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Exempla 2. Seja 
4 5 2 
4 5 2 
0 3 6 
0 3 6 
Os valores singulares de A, usando o MATLAB sã 
[12 1 
s = svd(A) = 6 
0 
Podemos usar as coordenadas de s para calcular os valores 11A 11 2 e 11A 11 F . 
Calculando as normas definidas por 
p = norm(A) 	 e 	 q = norm(A, 'fro') 
e comparando seus resultados com s(1) e norm(s); Tem-se que: 
p = 12.00000000000000 	 e 	 q -, 13.41640786499874 
Observa-se que p é o maior valor singular de A. 
Do mesmo modo, q é a norma de Frobenius, ou seja, 
11A 11F = 13.41640786499874 
A norma de s é exatamente a norma de Frobenius da matriz, enquanto que o 
primeiro elemento de s é o maior valor singular de A é  exatamente a sua norma 2. 
A = 
11 A112 = s(1) = 12.00000000000000 
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Para obter a decomposição em valores singulares completa de A, seja 
[U, D,V] = svd(A) 
0.50000000000000 -0.50000000000000 -0.70710678118655 -0.00000000000000 
0.50000000000000 -0.50000000000000 	 0.70710678118655 	 0.00000000000000 
0.50000000000000 	 0.50000000000000 	 0.00000000000000 -0.70710678118655 
0.50000000000000 	 0.50000000000000 -0.00000000000000 	 0.70710678118655 
12.00000000000000 
0 6.00000000000000 	 0 
0 	 0 0.00000000000000 
[0.33333333333333 -0.66666666666667 0.66666666666667 
V = 0.66666666666667 -0.33333333333333 -0.66666666666667 
0.66666666666667 	 0_66666666666667 0.33333333333333 
Calcular a matriz de posto 1 mais próxima de A  através do MATLAB, digitando 
B = s(1) * 4,1) *If (:,1)' 
Obtém-se 
   
4.00000000000000' 
 
4.00000000000000 
4.00000000000000 
4.00000000000000 
B = 
2.00000000000000 
2.00000000000000 
2.00000000000000 
2.00000000000000 
4.00000000000000 
4.00000000000000 
4.00000000000000 
4.00000000000000 
    
Os vetores linha de B sao exatamente o primeiro vetor linha independente de A, 
(4 5 2) somado ao segundo vetor linha independente de A, (0 3 6), e a soma dividida 
por 2, ou seja, eles sao a media dos valores das linhas 1 e 2 da matriz A. 
U = 
D = 
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As matrizes A e B devem ter a mesma norma 2 pois elas compartilham o mesmo 
valor singular maximo, e a norma 2 é justamente esse valor. 
B112 = II B II F = 12 
A norma 2 e a norma de Frobenius são iguais pois a matriz B é de posto 1, e 
portanto o seu maior valor singular é o seu único valor singular. Por outro lado, 
a norma de Frobenius desta matriz é exatamente a raiz quadrada da soma dos seus 
valores  singulares; neste caso, como B só tem um valor singular, a norma de Frobenius 
é este valor, que coincide com a norma 2 dessa matriz. 
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Ezemplo .9. Seja 
A = round(10*rand(10, 5)) 
	
e 	 s = svd(A) 
 
2 	 5 	 5 	 3 	 1 
0 	 7 	 1 	 6 	 6 
7 	 0 	 7 	 8 	 9 
7 	 4 	 4 	 10 3 
9 	 1 	 7 	 4 	 4 
4 	 4 	 9 	 2 	 8 
5 	 7 	 8 	 10 5 
8 	 6 	 3 	 7 	 2 
0 	 9 	 0 	 8 	 3 
1 	 8 	 7 	 7 	 4 
   
    
A = 
 
S = 
37.24963138104259 
13.70538820411622 
9.21236062996748 
6.66736701033232 
4.03805954932272 
    
     
Utilazando o MATLAB para calcular 11 A112, II A 11F, e con.d2(A), comparou-se 
seus resultados com s(1), norm(s), 8(1)18(5), respectivamente. 
II A 112= 37.24963138104259; II A 11F= 41.48493702538308; 
cond(A) = 9.22463646859547; 	 s(1) = 37.24963138104259; 
Podemos ver que s(1) 
=II A112, ou seja, o maior valor singular de A. Assim 
II s 112= 41.48493702538308. 
Tem-se que 1 s 112 = II s I IF, ou seja, a norma 2 do vetor dos valores singulares é 
igual a norma de Frobenius da matriz. 
Pode-se ver também que 	  = cond(A), o número de condição de A. Quanto 
maior, mais perto da singularidade a matriz esta. 
s(1) 
= 9.22463646859547 
s(5) 
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Define-se 
[U,D,V]= svd(A); 	 D(5, 5) = 0; 	 B.U*D*V 1 
B 
2.13693067643642 
-0.69570673064388 
7.40038356865161 
7.46222952871173 
8.55544629650776 
3.30501833778689 
5.77889088759423 
7.03148356494414 
-0.31057429146445 
1.67214930256337 
5.12520461844593 
6.36387011276486 
0.36609672317160 
4.42264650466154 
0.59351565132804 
3.36453308996315 
7.71219056920036 
5.11442246642167 
8.71602173688249 
8.61458979942465 
4.87604194598184 
1.62979643964581 
6.63754821547279 
3.58156145591350 
7.40243730203910 
9.62914006319278 
7.29490015509063 
3.87676053093823 
0.28115091373172 
6.39152919036296 
2.84531859219696 
6.78589326595501 
7.54771351700003 
9.47785028095976 
4.50218252395886 
2.78507420474429 
9_12013916710639 
8.09406810477842 
8.35083496175861 
6.24071798168172 
1.10019322279746 
5.49094606643925 
9.29296371815543 
3.33821687995007 
3.67471665649651 
7.49147660455327 
5.56992041715265 
1.29132912006311 
2.77275041656346 
4.49181678333531 
A matriz B deveria ser a matriz de posto 4 mais próxima de A (onde a distancia 
é medida em termos da norma de Frobenius). Calculando II A 112 e 11 B 112.  
Tém-se que 
11 A112=11 B 112= 37.24963138104259 
e D(5, 5) é o menor valor singular de A; assim, a multiplicação U * D *VT vai ter 
somente 4 valores singulares, e não 5 como A tinha. 
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Calculando a norma de Frobenius para as duas matrizes. 
II A I IF  = 41.48493702538308 
	
e 	 li B  IF -= 41.28794103701616 
As normas de Frobenius das duas matrizes são diferentes por uma casa decimal. 
Seja 
11 A — B 	 = 4.03805954932273 
Comparando o resultado com s(5). Tem-se que 
8(5) = 4.03805954932272. 
Vemos que 11A B I IF = s(5), ou seja, a norma de Frobenius da matriz diferença 
é igual ao menor valor singular de A. 
Seja r = norm(s(1 : 4)) e comparando o resultado com II B lip. Tem-se que 
r = 41.28794103701616 
A norma de frobenius de B é igual a r. 
[1 B I IF = r = 41.28794103701616 
Para Construir a matriz C de posto 3 mais próxima de A em relação A, norma de 
Frobenius, através do MATLAB, deve-se zerar mais um valor singular de A, fazendo 
D(4,4) = 0; 	 e 	 C=U*D*1»; 
Calculando II C 11 2 e II C IIF obtêm-se que a II A 11 2 é igual àII CI1 2 , enquanto que 
a norma de Frobenius de A é diferente da norma de Frobenius de C por apenas 1 casa 
decimal. 
11 C 112= 37.24963138104260 11C I IF  = 40.74604633857933 
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Define-se 
p = norm(s(1 : 3)) 	 e 	 q = norm(s(4 : 5)) 
p = 40.74604633857935 
q = 7.79485136319764 
Calculando 11 C ¡IF e 11 A - C Ilp e comparando seus resultados com p e q. 
11 A C I IF  = 7.79485136319764 
Temos que II C iiF = p, enquanto que A - C IIF = norm(A - C,' fro') = q, 
Exemplo 4. Define-se 
A = rand(8, 4) * rand(4, 6), 	 [U, D, V] = svd(A) 
0.91746170681782 
0.56843710559977 
1.06089297748631 
0.66645786556480 
0.36014761550318 
0.99001063726196 
0.48687075826707 
0.22749777022981 
1.42949173754635 
0.76064440771851 
1.96142026786520 
1.24418088992553 
1.03369944907369 
1.69549998636494 
0.89240523814375 
0.51312161176059 
0.69606986292414 
0.31873426316065 
1.26680927623428 
0.73860961340186 
0.51706465679888 
1.16664577029676 
0.58559681101551 
0.28794148402725 
1.54735460940098 
0.72187945988463 
1.97614-492540574 
1.35769123795248 
1.13331513999843 
1.58514289450569 
1.02500746235084 
0.60572475345201 
1.03147928926570 
0.43707089544790 
1.62971830182750 
1.04158521037690 
0.88149763959642 
1.37031995417914 
0.80334511163562 
0.45836816145263 
1.43507727909797 
0.57498621180849 
1.99065984247348 
1.39057577727915 
1.41590088578144 
1.49195472772488 
1.02639562741941 
0.68087632468842 
A = 
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U = 
Columns 1 through 4 
0.39040140228218 -0.09295682692075 0.65422491942562 -0.18180641683576 
0.18428529277664 -0.35389380889843 0.53412494545253 0.34641910203083 
0.54322650645130 -0.07068196451482 -0.30336396274699 0.04643743085315 
0.35724742407656 0.16721176667533 0.03793997392657 -0.26826825015537 
0.30444281769747 0.72163606537335 0.02845712229106 0.53838349282489 
0.45019858255794 -0.47539094083154 -0.43085685457222 0.23927718419950 
0.26661917924427 0.12272754912728 -0.07883922315690 -0.63192855534819 
0.15638074343112 0.26710536599404 0.02383488795513 -0.16239423706096 
Columns 5 through 8 
-0.20936505169185 -0.00794780824819 -0.34294708554640 -0.46515842356575 
0.25852750236601 0.15594206978966 0.40962124865630 0.42018863064396 
0.720925504,12223 -0.09759710385210 -0.25335385812484 -0.11079683510707 
-0.21825291018946 -0.68871188344088 0.05194190947197 0.49633743990813 
-0.12146722591103 0.05845686983617 0.22176788358882 -0.16892862385174 
-0.54654720708827 0.16495183755799 0.04677515562830 -0.01796151870021 
0.05597027289592 0.33317434297717 0.61066995776022 -0.14576428984734 
-0.07321940947110 0.59172476116662 -0.47267841403195 0.54620109706400 
D = 
Columns 1 through 4 
7.60943662160794 0 0 0 
o 0.55748829405393 0 0 
o 0 0.37159671260751 0 
o 0 0 0.10241297315756 
o 0 0 0 
o 0 0 0 
o 0 0 0 
o 0 0 0 
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Columns 5 through 6 
o 0_ 
	
o 	 o 
	
o 	 o 
	
o 	 o 
	
0.00000000000000 	 0 
0 0.00000000000000 
0 0 
0 
V = 
Columns 1 through 4 
0.26257654398671 -0.61028250781350 0.42525998562024 -0.12922843157629 
0.28468785433078 -0.31613152966999 -0.69403030872275 -0.14389841371120 
0.38265584576454 0.02533121255537 -0.44227240890031 -0.19028002237590 
0.47367709175960 -0.26216515079226 0.09268170268994 0.74089155287574 
0.48917106981494 0.07158139701468 0.35742830183464 -0.58933475441414 
0.48981891046083 0.67314187478373 0.07433776001528 0.17364050853805 
Columns 5 through 6 
0.55639733338253 -0.22690258639399 
0.22607149377693 0.51528685055231 
-0.17255969762168 -0.76898934553059 
-0.37906350397237 0.07549910775822 
-0.44574641972889 0.28605498360217 
0.51687312477828 0_06420666227195 
0 posto de A 6 exatamente o número de valores singulares não-nulos que ela possui. 
Logo, como D têm 4 valores singulares não nulos, a matriz A tem posto 4. 
A partir das colunas de V são geradas duas matrizes V1 e V2 cujas colunas formam 
bases ortonorrnais para /rn(AT) e N(24), respectivamente. 
Temos que se A tem posto 4, então V(1), , V(4) formam urna base ortonormal 
para lin(AT). 
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Logo: 
= [V (:,1),V (:, 2), ye, 3), V(:, 4)] 
14 = 
0.26257654398671 -0.61028250781350 	 0.42525998562024 -0.12922843157629 
0.28468785433078 -0.31613152966999 	 -0.69403030872275 -0.14389841371120 
0.38265584576454 0.02533121255537 
	 -0.44227240890031 -0.19028002237590 
0.47367709175960 -0.26216515079226 	 0.09268170268994 0.74089155287574 
0.48917106981494 0.07158139701468 	 0.35742830183464 -058933475441414  
0.48981891046083 0.67314187478373 
	 0.07433776001528 0.17364050853805 
Do mesmo modo, V(5) e V(6) formam uma base ortonormal para N(A): 
V2 
 = [V (:,5),V (:, 6)] 
0.55639733338253 
0.22607149377693 
-0.17255969762168 
-0.37906350397237 
-0.44574641972889 
0.51687312477828 
- 0.22690258639399 
0.51528685055231 
- 0.76898934553059 
0.07549910775822 
0.28605498360217 
0.06420666227195 
172= 
Define-se 
P = V2 * V2', 	 r = P * rand(6, 1), 	 w = A' *rand(8, 1) 
0.05484321557397 
0.15112295204474 
- 0.19502740552669 
- 0.05413681206435 
- 0.02182068959539 
0.10926973718451 
= 
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3.69549320060398 
3.74885446197063 
5.05001767469076 
6.49823720560494 
6.61072118217117 
6.46888340744195 
Se r e w tivessem sido calculados em  aritmética exata, eles deveriam ser ortogonais. 
Mas calculando rTw, tem-se que 
dot(r, w) = 4.440892098500626e - 16 0 0 
Assim, o produto interno calculado com o auxilio do MATLAB não é tio exato, 
visto que, r e w deveriam ser ortogonais pois r pertence ao N(A) e w pertence ao 
Irri(AT), e estes subespagos são ortogonais. 
Da mesma forma, a partir das colunas de U são geradas duas matrizes U1 e U2 
cujas colunas formam bases ortonormais para Irn(A) e N(A T), respectivamnete. 
Define-se 
Q = U2 *U2', 	 y = Q * rand(8, 1), 	 z = A * rand(6, 1) 
Temos que se A tem posto 4, então U(1), 	 , U(4) formam uma base ortonormal 
para Im(A). 
= [U(:, 1), U(:, 2), U(:, 3), U(:, 4)] 
= 
0.39040140228218 -0.09295682692075 0.65422491942562 -0.18180641683576 
0.18428529277664 -0.35389380889843 0.53412494545253 0.34641910203083 
0.54322650645130 -0.07068196451482 -0.30336396274699 0.04643743085315 
0.35724742407656 0.16721176667533 0.03793997392657 -0.26826825015537 
0.30444281769747 0.72163606537335 0.02845712229106 0.53838349282489 
0.45019858255794 -0.47539094083154 -0.43085685457222 0.23927718419950 
0.26661917924427 0.12272754912728 -0.07883922315690 -0.63192855534819 
0.15638074343112 0.26710536599404 0.02383488795513 -0.16239423706096 
'S V = 
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Por outro lado, U(5) e U(6) formam uma base ortonormal para N(AT). 
U2 = [U , 5), U(:, 6 )] 
U2= 
 
- —0.20936505169185 
0.25852750236601 
0.72092550442223 
—0.21825291018946 
—0.12146722591103 
—0-54654720708827 
0.05597027289592 
—0.07321940947110 
—0.00794780824819 
0.15594206978966 
—0.09759710385210 
—0.68871188344088 
0.05845686983617 
0.16495183755799 
0.33317434297717 
0.59172476116662 
   
Se y e z tivessem sido calculados ern aritmética exata, eles deveriam ser ortogonais. 
Mas calculando yTz, tem-se que 
dot(y, = 4.440892098500626e — 16 0 0 
Assim, o produto interno calculado com o auxilio do MATLAB não é tão exato, 
visto que, y e z deveriam ser ortogonais, pois y pertence ao N(A T ) e w pertence ao 
im(A), e estes subespaços são ortogonais. 
Observação 3.4: 
 
Esses exemplos foram calculados corn o auxílio do MATL AB - 5.0, portanto os 
dados fixados S fi 0 aleatórios (rand). Caso tenha a necessidade de refazer os cálculos 
é importante manter os mesmos critérios de formataglo (format long) e analisar a 
estrutura da matriz A. 
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Conclusão 
 
0 trabalho que aqui se conclui exigiu uma série de conhecimentos, de 
 caráter diver-
so, para que os objetivos fossem 
 alcançados. Propiciou, por exemplo, a interação com 
programas como NTEX e Matlab, os quais contribuíram para uma melhor formação 
computacional. 
Com relação ã Algebra Linear, conceitos básicos precisaram ser revisados, agora 
sob a ótica do objetivo em questão. 0 trabalho propiciou também um melhor en-
tendimento em Algebra Linear Aplicada, deixando-me com uma 
 visão mais critica da 
area computacional. 
E o próprio exercício 
 deste tipo de produção textual foi de forte contribuição: 
aprende-se a escrever melhor as 
 definições e provar com mais clareza os teoremas. 
Neste ponto, exemplos são fundamentals; eles evidenciam de forma prática os resul-
tados alcançados. 
Ao término do trabalho, é fundamental ainda que se façam algumas considerações, 
baseadas nas dificuldades enfrentadas, que possam auxiliar futuros trabalhos. 
A vasta e diferenciada notação 
 em Algebra Linear é uma das primeiras dificul-
dades encontradas para a escolha e escrita das definições e teoremas que servem como 
corpo do trabalho. Também a organização do tempo é importante. Um Trabalho 
de Conclusão de Curso (TCC) deve ter um bom planejamento, para que haja tempo 
suficiente para um amadurecimento de idéias. 
Por fim, acrescento que a experiência de pesquisa, produção de relatórios, 
 ori-
entação e apresentação, ao lado de todos os conteúdos aprendidos no decorrer do 
trabalho, forneceu base necessária par a um possível 
 mestrado em Algebra Linear 
Computacional. Que o trabalho venha a oriental - 
 outros alunos para este caminho. 
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