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The quantum fluctuations of a test scalar field on superhorizon scale in de Sitter spacetime can
be described by an effective one-dimensional stochastic theory corresponding to a particular class
of nonequilibrium dynamical systems known as the model A. Using the formulation of the latter
in terms of a supersymmetric field theory, we compute various unequal time correlators at large
(superhorizon) time separations and compare with existing quantum field theory computation. This
includes perturbative calculations, pushed here up to three-loop order, and a nonperturbative 1/N
expansion at next-to-leading order. Exploiting the supersymmetry of the stochastic theory, we also
derive a spectral representation of the field correlators and a fluctuation-dissipation relation for the
infrared modes of the scalar field in de Sitter spacetime.
I. INTRODUCTION
The dynamics of quantum fields in an expanding space-
time is a subject of primordial importance for cosmology
and inflation. In this context, the usual approach is a
semi-classical treatment where spacetime is treated clas-
sically and interacts with a matter content which is of
quantum nature and can have a possible backreaction on
the geometry [1]. De Sitter spacetime is of particular in-
terest both physically, as it is a good approximation of
the inflationary phase, and mathematically, because of
its high degree of symmetry.
The computation of quantum corrections in the pres-
ence of interactions is a lot more complicated in a curved
background as usual perturbative tools are not always
available. One particular setup in which nontrivial ef-
fects arise is the case of light scalar fields in the ex-
panding Poincare´ patch of de Sitter spacetime, partic-
ularly relevant for inflationary cosmology. The scalar
fields mode functions are significantly modified by the
curvature with, in particular, a strong amplification of
the infrared modes, which can be viewed as intense par-
ticle production from the gravitational field [2–4]. This
effect is at the origin of infrared and secular divergences
in loop computations that limit the use of perturbation
theory [5, 6].
A variety of nonperturbative treatments exists to ad-
dress the question of the nonlinear effects (e.g. self-
interactions), see Refs. [4, 6–23] for various examples.
The most prominent one is certainly the stochastic ap-
proach, developed in Ref. [6]. It gives an effective descrip-
tion of the dynamics of the infrared, long wavelength,
modes in terms of an effective Langevin equation. The
infrared modes of the scalar fields behave classically as a
result of the aforementioned gravitational amplification
and experience a random noise which encodes the effect
of the ultraviolet modes crossing the horizon during ex-
pansion. The Langevin dynamics can be treated through
the equivalent Fokker-Planck equation. This gives access,
for example, to the late-time, equilibrium probability dis-
tribution for the fields, from which one can compute var-
ious equal-time correlators, often analytically for simple
enough potentials. Unequal time correlators or genuine
nonequilibrium properties, which contain important in-
formation about the long time/distance properties of the
theory (dynamical timescales, spectral indices, etc.), are
more difficult to access analytically and even numerically
in some situations. For instance, for a simple quartic po-
tential, the cases of vanishing or of negative square mass
are intrinsically nonperturbative.
The stochastic Langevin equation is a particular case
of the so-called model A in the Halperin et al. classifi-
cation of nonequilibrium dynamical systems [24]. In the
present article, we shall use tools developed in this con-
text to compute various unequal time correlators at large
time separation, which gives access to different autocorre-
lation and relaxation timescales. In the stationary state,
the problem can be formulated as a supersymmetric one-
dimensional field theory [23, 25, 26], free of ultraviolet
divergences and which is a lot easier to manage than the
original D-dimensional quantum field theory (QFT).
This one-dimensional field theory gives analytic access
to properties of the stationary state reached by the scalar
fields in the late-time limit. Diagram resummations, pre-
viously performed in the complete four-dimensional field
theory [18, 27], can be done here in a simpler way which
reproduces the leading infrared behavior. We compute
various correlators in two approximations schemes. First,
in a perturbative expansion in the self-interaction cou-
pling constant, which is, however, limited to not too light
fields. The second approximation scheme is the 1/N ex-
pansion, where N is the number of scalar fields. The
latter allows us to consider the interesting case of mass-
less fields and of a symmetry breaking potential [27, 28].
Along with the path integral formulation of the model
A comes some interpretation of the different correlators
and specific relations which are usually formulated in a
statistical physics language. Using this analogy allows us
here to reformulate these results in terms of our partic-
ular model and discuss some consequences for the scalar
field correlator.
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2After briefly reviewing the effective stochastic ap-
proach, we present the functional formulation of the
Langevin equation and discuss the supersymmetry of the
resulting field theory in Sec. II. Various properties of
the field correlators, independent of any approximation
scheme are discussed in Sec. III. Our calculations in the
perturbative and the 1/N expansions are presented in
Sec. IV. We conclude in Sec. V. Additional calculations
and technical details are presented in the various appen-
dices.
II. GENERAL SETUP
We briefly recall the effective stochastic theory for
the superhorizon modes of light scalar fields in de Sit-
ter spacetime and review the functional formulation of
the resulting one-dimensional model A as a supersym-
metric field theory. We consider an O(N)-symmetric
scalar field theory on the expanding Poincare´ patch of a
D-dimensional de Sitter spacetime with d spatial dimen-
sions (D = d+1). The metric reads ds2 = −dt2+a(t)d~x2,
with a(t) = eHt, where t is the cosmological time and we
set the Hubble rate H = 1. The classical action reads
S = −
∫
x
{
1
2
∂µϕˆa∂
µϕˆa + Vˆ
(
ϕˆ2
)}
, (1)
where ϕˆ2 = ϕˆaϕˆa and
∫
x
denotes the appropriate, invari-
ant integration measure.
A. Effective stochastic approach
For light fields in units of H, the (quantum) fluctu-
ations of long wavelength, superhorizon modes are well
described by the effective Langevin equation [6]
˙ˆϕa +
1
d
Vˆ,aˆ = ξˆa, (2)
where the dot denotes a time derivative and we used
the notation Vˆ,aˆ = ∂Vˆ /∂ϕˆa. Here, the infrared fields
ϕˆa, spatially smeared over a Hubble patch, effectively
behave as classical stochastic fields whose fluctuations
mimic those of the long wavelength modes of the orig-
inal quantum fields. Those stochastic fluctuations are
driven by the random kicks from the (quantum) subhori-
zon modes which cross the horizon at a constant rate
due to the gravitational redshift. This is represented by
the noise term ξˆa, whose stochastic properties reflect the
quantum state of the system. For the Bunch-Davies (BD)
vacuum, and treating the ultraviolet modes in the linear
approximation, one finds [6]〈
ξˆa(t, ~x)ξˆb(t
′, ~x′)
〉
=
2
dΩD+1
δabδ(t− t′)F(|~x− ~x′|), (3)
with Ωn = 2pi
n/2/Γ(n/2) and where the function F re-
flects the spatial smearing: it can always be normalized
as F(0) = 1 and it vanishes rapidly for spatial separations
|~x− ~x′| & 1. Its precise form depends on the smearing
procedure. Within a single Hubble patch, F ≈ 1 and
the time evolution of the infrared fields is described by
an effective one-dimensional Langevin equation with a
Gaussian white noise. At sufficiently late times, the sys-
tem is driven towards a stationary regime where, e.g.,
the equilibrium distribution of field values is given by
P (ϕˆa) ∝ e−ΩD+1Vˆ (ϕˆ2). (4)
The latter describes the equal-time statistical properties
of the stochastic process and reflects the quantum fluc-
tuations of the infrared modes of the original quantum
fields in the BD vacuum. It can be seen as the Boltz-
mann distribution for a thermal system. Introducing
the Hamiltonian for the superhorizon field in the Hubble
patch under consideration as Hˆ = ∫ ddxVˆ = VdVˆ , where
Vd = Ωd/d is the volume of the d-dimensional spherical
Hubble patch (of radius H−1 = 1), the distribution (4)
reads P ∝ e−βHˆ, with β = ΩD+1/Vd = 2pi the inverse
Gibbons-Hawking temperature [29].
It is useful to rescale the variables so as to absorb the
various volume factors. Defining
ϕˆa =
√
2
dΩD+1
ϕa and Vˆ (ϕˆ
2) =
2
ΩD+1
V (ϕ2), (5)
we get, denoting the time derivative with a dot,
ϕ˙a(t) + V,a(t) = ξa(t) (6)
〈ξa(t)ξb(t′)〉 = δabδ(t− t′) (7)
This is a particular, (0+1)-dimensional case of the model
A in the classification of Halperin et al. [24], which has
been widely studied in the context of out-of-equilibrium
statistical physics. It can be given an elegant functional
formulation by means of the Janssen-de Dominicis (JdD)
procedure [25, 26], which provides an efficient starting
point for implementing various field techniques [26]. Re-
cent examples in the present context include diagram-
matic methods [30, 31] or renormalization group tech-
niques [23]. We now briefly review the JdD procedure.
B. Path integral formulation
The expectation value of an operator O(ϕ) can be for-
mally expressed as
〈O(ϕ)〉 =
∫
DξP [ξ]O(ϕξ) (8)
where ϕξ is a solution of Eq. (6) with given initial condi-
tions and
P [ξ] =
1√
2pi
e−
∫
t
1
2 ξ
2
(9)
3is the normalized probability distribution of the noise,
with
∫
t
=
∫ +∞
−∞ dt. In general, one should also average
over initial conditions in Eq. (8). However, the latter
becomes irrelevant if we restrict our considerations to
the stationary regime. Assuming the uniqueness of the
solution of Eq. (6) for a given realization of the noise (and
given initial conditions), one writes
O(ϕξ) =
∫
Dϕ δ[ϕ˙a + V,a − ξa]J [ϕ]O(ϕ) (10)
where J [ϕ] = |Det[δab∂t + V,ab]| is the appropriate func-
tional Jacobian. Under the above uniqueness assump-
tion, one can forget the absolute value on the determi-
nant and exponentiate the latter in terms of Grassmann
fields
J [ϕ]→
∫
D[ψ, ψ¯] ei
∫
t
ψ¯a(δab∂t+V,ab)ψb . (11)
Similarly, one exponentiates the functional delta as
δ[ϕ˙a + V,a − ξa] =
∫
D[iϕ˜]e−
∫
t
ϕ˜a(ϕ˙a+V,a−ξa), (12)
where the so-called response fields ϕ˜a are purely imagi-
nary. Integration over the Gaussian noise ξa finally gives,
up to an irrelevant constant factor N ,
〈O(ϕ)〉 = N
∫
D[ϕ, iϕ˜, ψ, ψ¯] e−SJdD[ϕ,ϕ˜,ψ,ψ¯]O(ϕ), (13)
with the following action
SJdD =
∫
t
{
ϕ˜a(ϕ˙a + V,a)− 1
2
ϕ˜2 − iψ¯a(δab∂t + V,ab)ψb
}
.
(14)
This one-dimensional statistical field theory with 4N
fields describes the leading infrared behavior of the un-
derlying QFT in de Sitter spacetime. Alternatively, we
can use a more symmetric form of the action by changing
the variable ϕ˜a → Fa = i(ϕ˙a − ϕ˜a). The action rewrites
as
SJdD =
∫
t
{
1
2
ϕ˙2 +
1
2
F 2 − iψ¯aψ˙a + iFaV,a − iψ¯aV,abψb
}
,
(15)
where we neglect the boundary term
∫
t
2ϕ˙aVa =
∫
t
V˙
in the stationary state. This form of the action makes
clear another link, namely, it relates to a supersymmetric
quantum mechanics after the Wick rotation t→ iτ [32].
C. Supersymmetry
The action (14) or, equivalently, (15), possesses various
symmetries, such as the time-translation and the time-
reversal symmetries of the stationary regime, which can
be conveniently encoded in a supersymmetry that mixes
the bosonic and fermionic degrees of freedom [26, 32]. To
exhibit the latter, it is convenient to recast the various
fields into the superfield
Φa(t, θ, θ¯) = ϕa(t) + θ¯ψa(t) + ψ¯a(t)θ + θ¯θFa(t), (16)
living on the superspace (t, θ, θ¯), with Grassmann direc-
tions θ and θ¯. The generators of the supersymmetry can
be written as Q = i∂θ¯ + θ∂t and Q¯ = i∂θ + θ¯∂t, and the
covariant derivatives D = i∂θ¯ − θ∂t, D¯ = i∂θ − θ¯∂t allow
us to write the action in the following form
SJdD =
∫
dz
{
1
2
ΦaKΦa + iV (Φa)
}
(17)
with1 z = (t, θ¯, θ), dz = dtdθdθ¯ and K = 12
(
D¯D −DD¯).
III. GENERAL PROPERTIES OF THE
CORRELATOR
The general form of the superfield correlators is con-
strained by various considerations, most prominently the
symmetries and causality. In this section, we detail the
case of the connected2 two-point correlator, with the no-
tation
Gab12(t1, t2) =
〈
Φa(t1, θ1, θ¯1)Φb(t2, θ2, θ¯2)
〉
. (18)
For simplicity, we consider a single field (N = 1). The
generalization to arbitrary N is trivial.
A. Supersymmetry constraints
The dependence of the inverse propagator Γ(2) and
the propagator G on the Grassmann variables is strongly
constrained by the supersymmetry of the action. First,
the anticommutator
{
Q, Q¯
}
= 2i∂t generates the time-
translation invariance, so that it proves more convenient
to work in frequency space
G12(t1, t2) =
∫
dω
2pi
e−iω(t1−t2)G12(ω). (19)
and similarly for the two-point vertex Γ
(2)
12 (ω). The gen-
eral dependence of the latter in the Grassmann variables
involves a priori six independent functions:
Γ
(2)
12 (ω) = A(ω) + θ¯1θ1B(ω) + θ¯2θ2C(ω) + θ¯1θ1θ¯2θ2D(ω)
+ θ¯1θ2E(ω) + θ¯2θ1F (ω). (20)
1 Our convention for the Grassmann integration is
∫
dθdθ¯θ¯θ = 1.
2 Unless explicitly stated, we only consider connected correlators
in what follows. For simplicity, we do not introduce a special
notation.
4Supersymmetry implies the Ward identities
(Q1 +Q2)Γ
(2)
12 (ω) = 0, (21)(
Q¯1 + Q¯2
)
Γ
(2)
12 (ω) = 0, (22)
where the numerical index indicates the Grassmann vari-
able each operator Q or Q¯ is acting on. These yield four
independent constraints which are solved as
C(ω) = B(ω) (23)
D(ω) = ω2A(ω) (24)
E(ω) = −B(ω)− ωA(ω) (25)
F (ω) = −B(ω) + ωA(ω). (26)
Renaming A(ω) = η(ω) and B(ω) = iγ(ω), the general
structure of the two-point vertex is [26, 32]
Γ
(2)
12 (ω) = iγ(ω)δ12 + η(ω)Kωδ12, (27)
where the two Grassmann structures
δ12 = (θ¯1 − θ¯2)(θ1 − θ2), (28)
Kωδ12 = 1 + ω(θ¯2θ1 − θ¯1θ2) + ω2θ¯1θ1θ¯2θ2 (29)
denote, respectively, the Dirac function in Grassmann
coordinates and the supersymmetric d’Alembertian op-
erator K1δ(z1−z2) in frequency space, with δ(z1−z2) =
δ(t1 − t2)δ12.
The superfield propagator is obtained by inversion,∫
2
Γ
(2)
12 (ω)G23(ω) = δ13, with
∫
2
=
∫
dθ2 dθ¯2, and reads
G12(ω) =
−iγ(ω)δ12 + η(ω)Kωδ12
ω2η2(ω) + γ2(ω)
. (30)
Using the decomposition (16) of the superfield, we obtain
the various correlators3
Gϕϕ(ω) =
η(ω)
ω2η2(ω) + γ2(ω)
, (31)
GϕF (ω) =
−iγ(ω)
ω2η2(ω) + γ2(ω)
, (32)
as well as GFF (ω) = ω
2Gϕϕ(ω), Gψψ¯(ω) = −GϕF (ω) −
ωGϕϕ(ω), and Gψ¯ψ(ω) = GϕF (ω) − ωGϕϕ(ω). Now,
from the path integral representation (13), we see that
both 〈ϕ(t)ϕ(t′)〉 and 〈ϕ(t)ϕ˜(t′)〉 are real (despite ϕ˜ being
imaginary) and thus Gϕϕ(t) ∈ R and GϕF (t) ∈ iR. Using
also the permutation identity of the superfield correlator,
G12(t) = G21(−t), we conclude, in frequency space, that
both the functions γ(ω) and η(ω) are real and even.
3 Our convention is 〈A(t)B(t′)〉 = ∫ dω
2pi
e−iω(t−t
′)GAB(ω).
B. Fluctuation-dissipation relation
The stationary, equilibrium state of the system is char-
acterized by a fluctuation-dissipation relation which di-
rectly follows from the above constraints. This relates
the statistical correlator Gϕϕ(ω) (fluctuation) to the re-
sponse function4 Gϕϕ˜(ω) (dissipation) or, more precisely,
to the stochastic spectral function ρ, which we now in-
troduce. The response function is given by
Gϕϕ˜(ω) = i[GϕF (ω) + ωGϕϕ(ω)] =
i
ωη(ω) + iγ(ω)
(33)
and we define the stochastic spectral function as
ρ(ω) ≡ 2i ImGϕϕ˜(ω) = 2iωGϕϕ(ω), (34)
where the second equality follows from Eqs. (31)–(33).
In real time, this reads
ρ(t) = −2∂tGϕϕ(t). (35)
This is the announced fluctuation-dissipation relation
characteristic of a thermal state in the high temperature
(classical field) regime as discussed in the Appendix A.
An interesting consequence of the above relation is the
exact identity
ρ(t = 0+) = 1, (36)
which can be proven as follows. In the limit5 t→ 0+, we
have, using the relation (35) and Eq. (6)
ρ(t = 0+) = −2∂tGϕϕ(t)|t→0+ = −2 〈ϕ˙ϕ〉 = 〈2ϕ∂ϕV 〉 .
(37)
The equal-time average in the last equality can be com-
puted with the one-point equilibrium distribution (4)
with the proper rescaling (5). The result (36) follows
from the identity∫ +∞
−∞
dϕ 2ϕ(∂ϕV )e
−2V =
∫ +∞
−∞
dϕe−2V , (38)
obtained after integration by parts.
C. Causality
Further interesting information can be obtained from
causality. The latter implies, in particular, that the re-
sponse function vanishes identically for negative times,
4 The relation of the stochastic response and spectral functions
with the retarded and spectral functions of the underlying QFT
are discussed in the Appendix A.
5 The correlator
〈
ξ(0+)ϕ(0)
〉
= 0 by causality. Considering, in-
stead, t→ 0−, one would have to take into account the nonzero
correlator
〈
ξ(0−)ϕ(0)
〉
. The final result is ∂tGϕϕ(t)|t→0− =
−∂tGϕϕ(t)|t→0+ = 1/2.
5Gϕϕ˜(t) ∝ θ(t) [26]. From the definition (34) of the spec-
tral function and the fact that Gϕϕ˜(t) ∈ R, we easily
deduce that ρ(t) = Gϕϕ˜(t)−Gϕϕ˜(−t) and thus that6
Gϕϕ˜(t) = θ(t)ρ(t), (39)
or, equivalently, in frequency space,
Gϕϕ˜(ω) =
∫
dω′
2pi
iρ(ω′)
ω − ω′ + i0+ , (40)
which implies that Gϕϕ˜ is analytic in the upper half com-
plex frequency plane.
Also, using the fluctuation-dissipation relation (34), we
deduce
Gϕϕ˜(ω = 0) = 2
∫
dω
2pi
Gϕϕ(ω) = 2Gϕϕ(t = 0). (41)
This yields an exact expression for the so-called7 dynam-
ical mass mdyn, which measures the amplitude of the
equal-time fluctuations of the stochastic field within a
Hubble patch as
Gϕϕ(t = 0) =
〈
ϕ2
〉 ≡ 1
2m2dyn
. (42)
Using Eqs.(33) and (41), we deduce
m2dyn = γ(0). (43)
Such a relation is reminiscent of the concept of screening
mass, or susceptibility in thermal (quantum/statistical)
field theory, which are related to the value of the (inverse)
propagator at vanishing momentum and frequency and
typically measure the overall response of the system to a
static perturbation. These are to be distinguished from
the so-called pole masses, or correlation lengths, which
are associated to the poles of the response function and
describe correlations between different spacetime points.
The latter have their analogs in the present stochastic
model, which we now discuss.
D. Mass hierarchy
Using the Fokker-Planck formulation of the Langevin
equation (6), one shows that the unequal time (con-
nected) correlator for a given local function A(ϕ) of the
field can be written as [6, 34]
GAA(t− t′) = 〈A(t)A(t′)〉 =
∑
n≥0
n∑
`=0
CAn,`e
−Λn,`|t−t′|,
(44)
6 This is equivalent to GϕF (t) = i sign(t) ∂tGϕϕ(t) [33]
7 Note though that this is actually a static (equal-time) quantity.
where the Λn,`’s are the eigenvalues of the (properly
rescaled) Fokker-Planck operator and the CAn,`’s are ap-
propriate coefficients. Because of the O(N) symmetry,
the latter can be labeled in terms of the eigenvalues ` ∈ N
of the N -dimensional angular momentum and another
possible index n. In the case of a quadratic potential,
the latter is a single positive integer and the possible
values of ` are constrained such that n − ` is even and
positive. We expect this to remain true for λ 6= 0.
The eigenvalues are non-negative real numbers8. Of
course, some CAn,` may vanish, e.g., due to symmetry
selection rules [34]. For instance, the case A = ϕ only in-
volves the vector channel ` = 1, so that the only nonvan-
ishing coefficients in the decomposition (44) are Cϕ2n+1,1.
Similarly, for the composite field χ = ϕ2/(2N) in the
scalar (` = 0) channel, the only nonvanishing terms are
Cχ2n,0. The correlations of various quantities of interest
at large time separations are thus governed by the lowest
eigenvalues contributing to the decomposition (44).
Below, we shall compute the 〈ϕϕ〉 and 〈χχ〉 correlators
in various approximation schemes, from which we can
extract the eigenvalues Λ2n+1,1 and Λ2n,0, respectively, at
each approximation order. Introducing the redefinitions
Cϕ2n+1,1 = c
ϕ
2n+1/(2Λ2n+1,1), C
χ
2n,0 = c
χ
2n/(2Λ2n,0), and
the following notation for the tree-level correlator of a
field of mass m
Gm2(t) =
e−m
2|t|
2m2
⇔ Gm2(ω) = 1
ω2 +m4
, (45)
we have
Gϕϕ(t) =
∑
n≥0
cϕ2n+1GΛ2n+1,1(t), (46)
Gχχ(t) =
∑
n≥0
cχ2nGΛ2n,0(t). (47)
The eigenvalues Λn,` and the coefficients c
ϕ,χ
n are directly
obtained as the poles and residues of the relevant re-
sponse function, e.g.,
Gϕϕ˜(ω) =
∑
n≥0
icϕ2n+1
ω + iΛ2n+1,1
. (48)
An obvious relation is∑
n≥0
cϕ2n+1
Λ2n+1,1
=
1
m2dyn
, (49)
which directly follows from the definition (42). Another
constraint on the coefficients cϕ2n+1 is the following sum
rule ∑
n≥0
cϕ2n+1 = −2∂tGϕϕ(t)|t→0+ = 1, (50)
which directly follows from Eqs. (35) and (36).
8 Supersymmetry guarantees that the lowest eigenvalue Λ0,0 = 0.
6FIG. 1. One-loop diagram giving the expression of Cm
2
12 in a
free theory. The lines denote the tree-level propagator (56).
E. Effective noise correlator
Finally, we mention that the η component of the self-
energy (27) can be interpreted as the effective noise corre-
lator dressed by the nonlinear effect of the infrared modes
themselves. Indeed, as recalled in the Appendix A, the
general expression of the correlator of a Langevin process
with a colored noise
〈ξ(t)ξ(t′)〉 =
∫
dω
2pi
e−iω(t−t
′)N (ω) (51)
is, in frequency space,
Gϕϕ(ω) = N (ω)|Gϕϕ˜(ω)|2. (52)
Using the exact relations (31) and (33), we deduce that
N (ω) = η(ω) (53)
can be interpreted as an effective colored noise kernel as
announced. The tree-level expression ηfree(ω) = 1 corre-
sponds to the white noise contribution (7) from the ul-
traviolet modes in the present effective stochastic theory.
As we shall see below, nonlocal loop corrections bring
a nontrivial frequency dependence which corresponds to
the effective dressing of the noise kernel from the nonlin-
ear infrared dynamics.
IV. EXPLICIT CALCULATIONS
We now turn to explicit computations of the 〈ϕϕ〉 and
〈χχ〉 correlators in two approximation schemes previ-
ously studied in the D-dimensional QFT [18, 27], namely,
the perturbative expansion and the 1/N expansion. We
consider an O(N)-symmetric scalar theory with quartic
self-interaction, whose superpotential is given by
V (Φ) =
m2
2
Φ2a +
λ
4!N
(
Φ2a
)2
. (54)
There is no possibility of spontaneously broken symmetry
in the present low dimensional system [17, 35, 36]. We
thus have 〈Φa〉 = 0 and Gab12(ω) = G12(ω)δab, including
in the case m2 < 0.
In the following, we define the superfield self-energy Σ
as
Γ
(2)
12 (ω) = im
2δ12 +Kωδ12 + Σ12(ω) (55)
where the first two terms on the right-hand side corre-
spond to the free-field case. We denote the tree-level
superpropagator for a field with mass m as
Gm
2
12 (ω) =
−im2δ12 +Kωδ12
ω2 +m4
. (56)
•
(a) (b)
•
•
(c)
• •
FIG. 2. Perturbative contributions to the self-energy Σ at
one- and two-loop orders. The interactions vertex is repre-
sented with a dot and contributes a factor −iλ/(4!N) while
the propagator lines are given by the tree-level propagator
(56).
We also introduce the supercorrelator of the composite
field X = Φ2/(2N),
C12(t) =
〈
X(t, θ¯1, θ1)X(0, θ¯2, θ2)
〉
, (57)
which, in the free theory, is simply given by the one-
loop diagram of Fig. 1. This is easily computed as [see
Eq. (B11)]
Cm
2
12 (ω) =
1
2N
∫
dω′
2pi
Gm
2
12 (ω − ω′)Gm
2
12 (ω
′) =
G2m
2
12 (ω)
2Nm2
.
(58)
The component at θ1,2 = θ¯1,2 = 0 is
Gm
2
χχ (ω) =
1
2Nm2
1
ω2 + 4m4
. (59)
From the decompositions (46) and (47) and the free-field
expressions (45) and (59), we read Λfree1,1 = m
2, cfree2n+1 =
δn,0, Λ
free
2,0 = 2m
2, and cfree2n = δn,1/(2Nm
2). This agrees
with the known spectrum of the free case, which is just
that of a O(N)-symmetric harmonic oscillator [6, 34]
Λfreen,` = nm
2. (60)
A. The perturbative expansion
We first compute the self-energy at two-loop order in
a perturbative expansion (the three-loop order is com-
puted in Appendix C). The relevant diagrams are shown
in Fig. 2. Their explicit evaluation is straightforward and
we shall only give the resulting expressions here. The
details can be found in Appendix B. The one-loop con-
tribution, diagram (a), yields
Σ
(2a)
12 (ω) = i
N + 2
3N
λ
4m2
δ12, (61)
which simply corresponds to a constant shift of γ(ω),
that is, a mere mass renormalization. The same is true
for the two-loop local9 contribution given by diagram (b)
9 Here, local means that both external legs are attached to the
same vertex.
7in Fig. 2, which reads
Σ
(2b)
12 (ω) = −i
(
N + 2
3N
)2
λ2
16m6
δ12. (62)
A nontrivial frequency dependence appears with the non-
local contribution, diagram (c), which can be written as
Σ
(2c)
12 (ω) =
N + 2
3N2
λ2
8m4
G3m
2
12 (ω). (63)
Altogether, we obtain, for the functions γ and η in
Eq. (27),
γ(ω) = M2 − 6λ¯
2
N + 2
3m6
ω2 + 9m4
+O(λ¯3), (64)
η(ω) = 1 +
6λ¯2
N + 2
m4
ω2 + 9m4
+O(λ¯3), (65)
where we have introduced the dimensionless coupling
λ¯ =
N + 2
3N
λ
4m4
(66)
and the renormalized mass
M2 = m2
(
1 + λ¯− λ¯2) . (67)
We immediately obtain the expression of the dynami-
cal mass as
m2dyn = γ(0) = m
2
[
1 + λ¯− N + 4
N + 2
λ¯2 +O(λ¯3)
]
(68)
As explained in Sec. III, the relevant mass hierarchy can
be directly read off the response function. Using the ex-
pressions (64) and (65), the latter can be written as
Gϕϕ˜(ω) =
ic1
ω + iΛ1,1
+
ic3
ω + iΛ3,1
+O(λ¯3), (69)
with the poles given by
Λ1,1 = m
2
[
1 + λ¯− N + 5
N + 2
λ¯2 +O(λ¯3)
]
, (70)
Λ3,1 = 3m
2
[
1 +O(λ¯)] , (71)
and the residues
cϕ1 = 1−
3λ¯2
2(N + 2)
+O(λ¯3), (72)
cϕ3 =
3λ¯2
2(N + 2)
+O(λ¯3). (73)
In particular, we verify the sum rule (50) at this order.
The two-pole structure (69) at the present order of
approximation precisely coincides to the splitting of the
propagator obtained in the QFT calculation of Ref. [18],
which reads
Gϕϕ(t) = c+Gm2+(t) + c−Gm2−(t), (74)
•
(b)
•
(a)
FIG. 3. Two-loop contributions to the 〈χχ〉 correlator. The
diagram (a) is just an effect of the mass renormalization.
with Gm2 given in Eq. (45). The expressions of the vari-
ous masses and coefficients exactly agree, with the iden-
tifications c+ = c
ϕ
1 , c− = c
ϕ
3 , m
2
+ = Λ1,1, m
2
− = Λ3,1,
and with the rescaling (5), that is,10
m2 =
mˆ2
d
, λ =
2
d2ΩD+1
λˆ. (75)
We now come to the two-loop correction to the 〈χχ〉
correlator, given by the two diagrams in Fig. 3. The dia-
gram (a) simply corresponds to the effect of the one-loop
mass renormalization of one propagator line [the same is
true for the diagram (b) of Fig. 2] and can be easily com-
puted. Equivalently, we can treat this diagram with the
following trick [18, 27]. We implicitly include it in the
one-loop diagram of Fig. 1 by using effective propagator
lines with an effective mass M . We then replace the lat-
ter by its expression (67) and systematically expand at
the relevant order of approximation.
Each loop in the diagram of 1 and the diagram (b) of
3 is given by Eq. (58), with m2 →M2 and the sum reads
C
(1+3b)
12 (ω) = C
M2
12 (ω)− iλ
N + 2
3
∫
3
CM
2
13 (ω)C
M2
32 (ω).
(76)
with
∫
3
=
∫
dθ3 dθ¯3. Using the identity∫
3
Gm
2
13 (ω)G
m2
32 (ω) =
(ω2 −m4)δ12 − 2im2Kωδ12
(ω2 +m4)2
(77)
and extracting the component at vanishing Grassmann
variables, we obtain, in terms of the renormalized mass
M2
Gχχ(ω) =
1
2NM2
1
ω2 + 4M4
[
1− 8λ¯M
4
ω2 + 4M4
+O(λ¯2)]
=
1
2NM2
1
ω2 + 4M4
(
1 + λ¯
)2 +O(λ¯2).
(78)
In the last equation, we have used the knowledge of the
general structure (44) of the correlator to resum the two-
loop correction to the propagator in the appropriate form
10 In particular, the quantity named λ¯ in Ref. [18] is the same as
here.
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•
• •
•
• •
(b)
FIG. 4. (a) The topology of diagrams contributing the self-
energy at NLO in the 1/N expansion. (b) The single bubble
Π12.
(i.e., a correction to the corresponding self-energy). We
can directly read off the expressions
Λ2,0 = 2M
2
[
1 + λ¯+O(λ¯2)] = 2m2[1 + 2λ¯+O(λ¯2)],
(79)
cχ2 =
1
2NM2
[
1 +O(λ¯2)] = 1
2Nm2
[
1− λ¯+O(λ¯2)].
(80)
We note that the perturbative calculation of the prop-
agator at order λ¯2 only gives access to the leading-order
(LO) expression of the infrared subleading eigenvalue
Λ3,1 because the corresponding coefficient c
ϕ
3 is, itself, of
order λ¯2. It is interesting to push our perturbative calcu-
lation to three-loop order so as to obtain the first correc-
tion to Λ3,1 and compare to the perturbative results of
Ref. [34] obtained by directly solving the Fokker-Planck
equation. We present this calculation in the Appendix
C. The three-loop expressions of m2dyn, Λ1,1, c
ϕ
1 and c
ϕ
3
can be found there. Here, we simply gather the next-to-
leading results for the lowest eigenvalues:
Λ1,1 = m
2
[
1 + λ¯+O(λ¯2)], (81)
Λ2,0 = 2m
2
[
1 + 2λ¯+O(λ¯2)], (82)
Λ3,1 = 3m
2
[
1 +
5N + 22
3(N + 2)
λ¯+O(λ¯2)], (83)
which reproduce (and generalize to arbitrary D and N)
the perturbative results of Ref. [34] for D = 4 and N = 1
(in that case, Λn,` = Λn).
The present perturbative calculations are controlled by
the dimensionless expansion parameter λ¯ ∝ λ/m4 and
are thus invalid in the zero mass limit as well as in the
negative square mass case. These cases require a nonper-
turbative treatment, such as the 1/N expansion, studied
in Ref. [27] in the QFT context and that we now describe
in the present stochastic framework.
B. The 1/N expansion
We closely follow Ref. [27] for the diagrammatic for-
mulation of the 1/N expansion, which we adapt to the
present (supersymmetric) theory. In particular, we sep-
= + • + . . .
= + •
• •
FIG. 5. Top: diagrammatic representation of the function
I12 which sums the infinite series of bubble diagrams. Bottom:
The nonlocal contribution to the self-energy at NLO in the
1/N expansion.
arate the local and nonlocal contributions11 to the self-
energy Σ and grab the former in an effective square mass
M2, which satisfies the following exact gap equation:
M2 = m2 + σ, (84)
where σ is given by the diagram (a) of Fig. 2, but com-
puted with the full propagator, namely,
σ =
N + 2
3N
λ
2
∫
dω
2pi
G11(ω) =
N + 2
3N
λ
4γ(0)
. (85)
Here, we have used G11(ω) = Gϕϕ(ω) together with
Eqs. (33) and (41).
In the spirit of the 1/N expansion, we write M2 =
M20 +O(1/N). At LO, there are no nonlocal contributions
to the self-energy and the propagator is simply given by
a tree-level-like propagator G
M20
f with the LO effective
mass M0. In particular, we have γ(0) = M
2
0 + O(1/N).
The LO gap equation (84) is thus solved as
M20 =
m2
2
+
√
m4
4
+
λ
12
. (86)
To compute the next-to-leading (NLO) propagator,
we first compute the nonlocal contributions to the self-
energy Σ at NLO in terms of the LO propagator G
M20
f
(this automatically resums all LO local insertions on in-
ternal lines) and then we solve the implicit equation (84)
for the local contributions at NLO. The NLO nonlocal
contributions Σnonloc are given by the infinite series of
bubble diagrams with the topology depicted in Fig. 4(a).
Each one-loop bubble, corresponding to the diagram (b),
11 As mentioned earlier, local contributions consist of all diagrams
where the two external legs are attached to the same vertex.
These give the constant, frequency-independent contribution σ
to the function γ(ω) in Eq. (27).
9gives a contribution
Π12(ω) = −λ
6
∫
dω′
2pi
G
M20
12 (ω
′)GM
2
0
12 (ω − ω′) (87)
and summing the infinite sum of bubbles is achieved by
solving the integral equation
I12(ω) = Π12(ω) + i
∫
3
Π13(ω)I32(ω). (88)
The function I resums the infinite chain of bubble dia-
grams, as is depicted in Fig. 5, where it is represented as
a wiggly line. In terms of the latter the nonlocal contri-
bution to the NLO self-energy is obtained as the bottom
diagram of Fig. 5, which gives the one-loop expression
Σnonloc12 (ω) = −
λ
3N
∫
dω′
2pi
G
M20
12 (ω
′)I12(ω − ω′). (89)
Again, we skip the details of the calculations and refer
the reader to the Appendix D for details. The calculation
of the one-loop bubble follows the same lines as that of
diagram (a) above. It can be written as
Π12(ω) = −2λ˜M20G2M
2
0
12 (ω) (90)
and we get, for the infinite series of bubbles,
I12(ω) = −2λ˜M20G2M
2
0 (1+λ˜)
12 (ω), (91)
where we defined the effective dimensionless coupling
λ˜ =
λ
12M40
, (92)
which is the large-N analog of λ¯ defined in Eq. (66). The
nonlocal self-energy at NLO reads
Σnonloc12 (ω) =
2M40
N
λ˜2(3 + 2λ˜)
1 + λ˜
G
M20 (3+2λ˜)
12 (ω) (93)
and has a similar structure as the two-loop nonlocal self-
energy in the previous perturbative calculation, Eq. (63).
We finally get, for the functions γ(ω) and η(ω),
γ(ω) = M2 − 2M
4
0
N
λ˜2(3 + 2λ˜)
1 + λ˜
M20 (3 + 2λ˜)
ω2 +M40 (3 + 2λ˜)
2
(94)
η(ω) = 1 +
2M40
N
λ˜2(3 + 2λ˜)
1 + λ˜
1
ω2 +M40 (3 + 2λ˜)
2
(95)
As in the previous case, the response function and the
field correlator can be decomposed as a sum of two poles,
see Eq. (69). At the present order of approximation, we
get
Λ1,1 = M
2
[
1− 1
N
λ˜2(3 + 2λ˜)
(1 + λ˜)2
+O
(
1
N2
)]
(96)
Λ3,1 = M
2
[
3 + 2λ˜+O
(
1
N
)]
(97)
and
cϕ1 = 1−
λ˜2(3 + 2λ˜)
2N(1 + λ˜)3
+O
(
1
N2
)
(98)
cϕ3 =
λ˜2(3 + 2λ˜)
2N(1 + λ˜)3
+O
(
1
N2
)
(99)
Similarly to the previous perturbative calculation, the
coefficient cϕ3 being of order 1/N , we only obtain the LO
expression for Λ3,1.
Let us now consider the 〈χχ〉 correlator which, at LO,
is simply given by the infinite chain of bubbles. Indeed,
one easily shows (see Appendix D) that
C12(ω) = − 3
λN
I12(ω). (100)
From this, we get the (connected) correlator of the com-
posite field χ = ϕ2/(2N)
Gχχ(ω) =
1
2NM20
G2M20 (1+λ˜)
(ω) +O
(
1
N2
)
(101)
and we deduce the LO expressions
Λ2,0 = 2M
2
0 (1 + λ˜), (102)
cχ2 =
2
N
(1 + λ˜). (103)
We finally need to solve Eq. (84) for the local contri-
bution M2 at NLO. To this aim, we use
γ(0) = M2
[
1− 2
N
λ˜2
1 + λ˜
+O
(
1
N2
)]
, (104)
from which we obtain
M2 = M20
[
1 +
2
N
λ˜(1 + λ˜+ λ˜2)
(1 + λ˜)2
+O
(
1
N2
)]
. (105)
Collecting the previous results, we have, for the dynam-
ical mass,
m2dyn = M
2
0
[
1 +
2
N
λ˜
(1 + λ˜)2
+O
(
1
N2
)]
(106)
and for the lowest eigenvalues
Λ1,1 = M
2
0
[
1 +
1
N
λ˜(2− λ˜)
(1 + λ˜)2
+O
(
1
N2
)]
, (107)
Λ2,0 = M
2
0
[
2 + 2λ˜+O
(
1
N
)]
, (108)
Λ3,1 = M
2
0
[
3 + 2λ˜+O
(
1
N
)]
. (109)
As for the previous perturbative expressions, the above
results exactly agree with those of the direct QFT calcu-
lations in Ref. [27]. In fact the agreement concerns all the
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FIG. 6. Effective coupling λ˜ as a function of the bare squared
mass m2. The bare coupling is taken as λ = 1. The coupling
becomes strongly nonperturbative for small and negative val-
ues of m2.
intermediate quantities Π, I and Σ, using the rescalings
(5) of the parameters and
Gˆ =
dΩD+1
2
G, Iˆ =
ΩD+1
2
I, and Σˆ =
ΩD+1
2d
Σ
(110)
for the different two-point functions. The very same re-
sults have also been recently obtained from a QFT calcu-
lation in Euclidean de Sitter in Ref. [28]. That such very
different calculations agree is a nontrivial result. Such
an agreement between the stochastic approach and di-
rect QFT calculations on either Lorentzian or Euclidean
de Sitter was already well-known for equal-time correla-
tors, e.g., 〈ϕn〉, which measure the local field fluctuations
[4, 9, 13]. Although expected on the basis of general ar-
guments [4, 30, 31], the agreement mentioned here for
unequal time (nonlocal) correlators is far less trivial, in
particular, for nonperturbative approximation schemes,
and the present results, together with those of Refs. [27]
and [28] provide an explicit nontrivial check.
C. Discussion
We now discuss the results we obtained for the eigen-
values and associated correlators in several regimes.
First, we check that the expressions we have for the
Λn,` and c
ϕ,χ
n coincide in the limit where we take both
N large and a the coupling λ¯ small. In this regime,
introducing λ¯∞ = limN→∞ λ¯ = λ/(12m4), we have
M20 = m
2[1 + λ¯∞− λ¯2∞+O
(
λ¯3∞
)
] and λ˜ = λ¯∞+O
(
λ¯2∞
)
,
thus the two effective coupling coincide. For example, it
is easy to check that Eq. (C14) coincides with the first
member of Eq. (107) to give
Λ1,1
m2
= 1 + λ¯∞ − λ¯2∞ + 2λ¯3∞ +
2λ¯∞ − 7λ¯2∞ + 27λ¯3∞
N
+O
(
λ¯4∞,
1
N2
)
. (111)
The 1/N expansion allows the study of the nonpertur-
bative regime in λ¯, which correspond to either small or
negative m2 [27]. This is illustrated in Fig. 6, where we
show the effective coupling λ˜ as a function of m2 for fixed
coupling λ. The latter is of order one in the small mass
regime m2 = 0 and becomes large for m2 < 0. Let us
discuss the leading-order eigenvalues (107)–(109) in these
regimes. The latter rewrite, in terms of the parameters
m2 and λ,
Λ1,1 =
m2
2
+
√
m4
4
+
λ
12
, (112)
Λ2,0 = 4
√
m4
4
+
λ
12
, (113)
Λ3,1 =
m2
2
+ 5
√
m4
4
+
λ
12
. (114)
and are plotted as functions of m2 for λ = 1 in Fig. 7.
In the small mass regime, we have
Λ1,1 =
√
λ/12 , Λ2,0 = 4Λ1,1 , Λ3,1 = 5Λ1,1, (115)
where we see that all eigenvalues are of the same order,
so that all the correlators computed here have relatively
large autocorrelation times, in particular, in the case of
small coupling λ  1. This reflects the fact that the
potential is very flat in that case.
Instead, in the case of a steep symmetry breaking tree-
level potential, with m2 < 0 and λ/m4  1, we have
Λ1,1 = λ/(12|m2|) (116)
Λ2,0 = Λ3,1 = 2|m2|  Λ1,1. (117)
The presence of a small (Λ1,1) and a large (Λ3,1) eigen-
value in the correlator of the vector field ϕ reflects the
existence of a flat (Goldstone mode) and a steep (Higgs
mode) direction in the tree-level potential.12 The eigen-
value Λ2,0 is, again the longitudinal Higgs mode, the only
one which contributes to the correlator of the field χ.
Interestingly, the present large-N results share similar-
ities with similar analytical results in the case N = 1 in
the limit of a steep double-well potential [6, 39]. Intu-
itively, when the two minima are far apart, the situation
can be described as a superposition of two single-well
spectra with tunnel effect yielding infinitesimally split
energy levels. Because the ground (equilibrium) state
has Λ0 = 0, this results in an exponentially suppressed,
instanton-like value of Λ1 ∝ exp(−a/λ), with a a posi-
tive constant. Higher eigenvalues are essentially those of
12 The absence of a true Goldstone mode in the actual spectrum,
Λ1,1 6= 0, is due to the effective symmetry restoration by the
infrared modes [10, 17, 37, 38].
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the unperturbed separate Gaussian wells with curvature
2|m2|, which yields pairs of quasidegenerate levels with
eigenvalues 2n|m2|, with n ∈ N [6]. Moreover, as pointed
out in Ref. [39] the actual effective potential which enters
the relevant Fokker-Planck equation is actually a three-
well potential and there exist, consequently, additional
states with eigenvalues (n+ 1)|m2|, corresponding to the
central well around φ = 0. There are two major differ-
ences in the case of a continuous symmetry N > 1. First,
the presence of flat directions (Goldstone modes) in the
potential, results in a milder, power law suppression for
the first nonzero eigenvalue Λ1,1, see Eq. (116). Interest-
ingly, we observe that the 1/N expansion becomes sin-
gular for the latter when N → 1. In the limit of a steep
symmetry breaking potential λ˜ 1, we have
Λ1,1 =
λ
12|m2|
[
1− 1
N
+O
(
1
N2
)]
, (118)
and similarly for the coefficient cϕ1 = 1−1/N+O
(
1/N2
)
.
The second difference with the case N = 1 is that, for suf-
ficiently large N , the central well is lifted by a factor ∝ N
and the corresponding excitations decouple [40]. There
remains only the quasidegenerate levels with eigenvalues
2n|m2|, corresponding to the heavy longitudinal direc-
tions in the potential, see Eq. (117).
In terms of correlation functions, this implies that in
the case m2 < 0 the correlation time in the vector chan-
nel (ϕ) is considerably larger than in the scalar channel
(χ), which does not see the flat transverse direction. It is
to be expected that such large correlation times also oc-
cur for composite fields in higher representations (tensor
channels). These correlation times are related to other
quantities of physical interest, such as the relaxation (or
equilibration) times from an excited state to the BD vac-
uum, decoherence timescales [41, 42], or, closest to stan-
dard phenomenological interest, to the spectral index of
various observables [6, 34]. Exploiting de Sitter invari-
ance, the spectral index of a given field A can be read
off the decomposition (44) as nA − 1 = 2ΛA, with ΛA
the lowest eigenvalue contributing to the sum (44). For
instance, the spectral index of the field ϕ is given by
nϕ − 1 = 2Λ1,1. Similarly, Λ2,0 is related to the spec-
tral index of the field χ or of other typical O(N) scalar
quantity. For instance, as discussed in Ref. [34], the den-
sity contrast δ = (V − 〈V 〉)/〈V 〉 has a spectral index
nδ − 1 = 2Λ2,0.
Finally, we mention an interesting role played by the
eigenvalue Λ3,1 based on the discussion in Sec. III E. Ac-
cording to Eqs. (65) and (95), we have
η(ω) = 1 + 2c
Λ1,1Λ3,1
ω2 + Λ23,1
(119)
both in the perturbative and in the 1/N expansions, with
c =
λ¯2
N + 2
+O(λ¯3) = 1
N
λ˜2
1 + λ˜
+O(N−2). (120)
Λ1,1Λ2,0Λ3,1
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FIG. 7. The eigenvalues Λ1,1, Λ2,0 and Λ3,1 at leading order in
the 1/N expansion as functions of the tree-level square mass
m2, for λ = 1.
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FIG. 8. The lowest nonzero eigenvalue Λ1,1 at leading and
next-to-leading orders in the 1/N expansion as a function of
m2 with λ = 1, and for N = 2.
In real time, this gives
η(t) = δ(t) + cΛ1,1e
−Λ3,1|t|. (121)
With Eq. (53), we see that Λ−13,1 is the autocorrelation
time of the effective colored noise correlation in the vec-
tor channel due to the infrared modes while cΛ1,1 controls
the amplitude of the colored contribution. In the pertur-
bative regime m2 > 0, the autocorrelation time is small
∼ 1/m2 with small amplitude ∼ λ2/m2. However the
autocorrelation time can be either parametrically large
∼ 1/√λ with a small amplitude ∼ √λ for m2 = 0, or
small ∼ 1/|m2| with “large” amplitude ∼ 1 for m2 < 0.
We close this section by comparing the expressions of
Λ1,1 at leading and next-to-leading orders in the 1/N
expansion as a function of the parameters of the theory
for the extreme case N = 2 in Fig. 8.
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V. CONCLUSIONS
To conclude, we used the JdD path integral formula-
tion of the stochastic equation that describes the infrared
dynamics of an O(N) theory of test scalar fields to study
the two-point unequal time correlators of various oper-
ators. The resulting field theory is a one-dimensional
supersymmetric theory with N scalar superfields. This
supersymmetry is a mere consequence of the symmetries
of the original system in stationary state, and was used
to show that the correlators of the various fields are not
independent. One of the obtained relations can be inter-
preted as a fluctuation-dissipation relation, showing the
analogy of the system with a Brownian motion with a
thermal noise at de Sitter temperature [43].
Having in mind the result of the Fokker-Planck formu-
lation, which is usually solved as an eigenvalue problem
[6, 34], we then discussed the general structure of the un-
equal time two-point correlator of composite operators
of the scalar field. It can be expressed as a sum of free
propagator with a hierarchy of mass scales, which corre-
sponds to a subset of the tower of eigenvalues previously
mentioned. We have computed explicitly the 〈ϕϕ〉 and
〈χχ〉 correlators in two specific limits, the perturbative
case up to three loop and the 1/N expansion at NLO, and
we have obtained the values of the first three eigenvalues
in both cases. We have checked that our results coincide
with other computations, done either in the Lorentzian
[18, 27] or Euclidean [28] field theory.
The result from the 1/N expansion is particularly
interesting as it allows us to probe nonperturbative
regimes. Such regimes corresponds to the massless and
symmetry breaking case, the latter being difficult to
probe numerically. In the limit of a deeply broken ini-
tial potential, we find that the lowest nonzero eigenvalue
is strongly suppressed with respect to higher order ones.
This has direct physical consequence, e.g., in terms of
equilibration times or power spectra of fields in the differ-
ent representations of the O(N) group. For instance, the
vector channel ` = 1 has typically long range spacetime
correlations whereas the scalar channel ` = 0 is typically
(sometimes significantly) of shorter range.
There are several directions to extend the present anal-
ysis. First, we used the computation of correlators to
access the mass scale hierarchy. When combined with
our expansion schemes, this only gives the first eigenval-
ues due to the coefficients appearing in the sums of free
propagators of the correlators. Alternative formulations,
directly at the level of the Fokker-Planck equation, may
be able to grasp the full hierarchy directly.
On a more speculative level, this work is limited to
test scalar fields, and an important question would be to
extend the present considerations to a more realistic in-
flationary setup. An interesting intermediary step would
be to consider systems with derivative interactions, e.g.
along the lines of Ref. [45].
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Appendix A: Quantum vs stochastic field theory
Here, we discuss the relation between the various two-
point functions of the stochastic theory and the underly-
ing QFT. In particular, the spectral function of the QFT
encodes information about the equal-time commutation
relation which is lost in the slow-roll approximation yield-
ing the effective Langevin equation (2). We show how
this constraint is deleted in the process of coarse grain-
ing over the relevant timescales of the slow-roll regime
and is replaced by the constraint (36) for the stochastic
spectral function. To this aim we consider the stochastic
theory (for a single free field, N = 1, in the light mass
limit) before taking the slow-roll limit.
The effective stochastic theory applies to a field ϕˆ(t, ~x)
spatially smeared on the scale of a Hubble patch. As re-
called in Sec. II, integrating out the short wavelength,
subhorizon mode leads to an effective Langevin equation
for the infrared (smeared) field with the following essen-
tial features: First, the spatial gradients of the smeared
field can be neglected, which results in effectively inde-
pendent Hubble patches with only one (quantum me-
chanical) degree of freedom ϕˆ(t); Second, the quantum
fluctuations of the latter can be described by those of a
classical stochastic field sourced by a random noise which
reflects the effect of the ultraviolet modes; Finally, in the
BD vacuum, the latter is a Gaussian white noise. A sim-
ple model Langevin equation is
¨ˆϕ+ d ˙ˆϕ+ mˆ2ϕˆ = dξˆ, (A1)
where the Gaussian noise correlator is [see Eq. (3)]〈
ξˆ(t)ξˆ(t′)
〉
=
2
dΩD+1
δ(t− t′). (A2)
Obviously, the slow-roll limit (2) is obtained by neglect-
ing the term ¨ˆϕ. We shall make this more precise below.
1. Retarded and spectral functions
The spectral function of the quantum mechanical de-
gree of freedom ϕˆ is defined as
ρˆ(t− t′) = i 〈[ϕˆ(t), ϕˆ(t′)]〉 (A3)
and is normalized through the equal-time commutation
relation
˙ˆρ(t = 0) = i
〈[
˙ˆϕ(t), ϕˆ(t)
]〉
= Z. (A4)
13
Here, we allow for an arbitrary normalization of the
smeared field. The retarded Green function is defined
as
GˆR(t, t
′) = θ(t− t′)ρˆ(t− t′) (A5)
and solves the following equation(
∂2t + d∂t +m
2
)
GˆR(t) = Zδ(t). (A6)
In frequency space, we have
GˆR(ω) =
Z
−ω2 − idω + mˆ2 (A7)
and, for the spectral function,
ρˆ(ω) = 2i Im GˆR(ω) =
2idZω
(ω2 − mˆ2)2 + (dω)2 . (A8)
In real time, this gives the standard expression for the
(over)damped harmonic oscillator
ρˆ(t) = Z
sinh(νt)
ν
e−
d
2 |t|, (A9)
with ν =
√
d2/4− mˆ2. It is useful to rewrite these ex-
pressions in terms of the roots of the inverse retarded
function G−1R (−iω±) = 0, that is, ω± = d/2 ± ν. We
have
GˆR(ω) =
Z
2ν
(
i
ω + iω−
− i
ω + iω+
)
, (A10)
ρˆ(ω) =
Z
2ν
(
2iω
ω2 + ω2−
− 2iω
ω2 + ω2+
)
, (A11)
and
ρˆ(t) =
Z
2ν
sign(t)
(
e−ω−|t| − e−ω+|t|
)
. (A12)
2. Statistical correlator
The statistical correlator of the quantum field is de-
fined as
Fˆ (t, t′) =
1
2
〈ϕˆ(t)ϕˆ(t′) + ϕˆ(t′)ϕˆ(t)〉 . (A13)
The effective stochastic theory relies on the assumption
that the smeared infrared field is essentially classical. At
the level of the field correlators, this means that the spec-
tral function (which encodes the noncommuting aspects
of the quantum fields) is small compared to the statistical
correlator (which encodes the typical occupation num-
ber) [44], that is, ρˆ  Fˆ . In that case, the statistical
correlator (A13) reduces to the stochastic correlator
Fˆ (t, t′) ≈ Gϕˆϕˆ(t, t′), (A14)
In the present simple model, the latter is obtained as
follows. Equation (A1) is solved as
ϕˆ(t) = ϕˆ0(t) +
d
Z
∫
dt′GˆR(t− t′)ξ(t′), (A15)
where the solution of the homogeneous equation reads
ϕˆ0(t) = A−e−ω−t +A+e−ω+t, (A16)
with A± arbitrary constants of integration. The latter
describes the transient regime from generic initial con-
ditions to the late-time equilibrium. The equilibrium
stochastic correlator is obtained as, in frequency space,
Gϕˆϕˆ(ω) =
d2
Z2
N (ω)|GˆR(ω)|2, (A17)
where Nˆ (ω) = 2/(dΩD+1) is the Fourier transform of the
noise correlator (A2). We get
Gϕˆϕˆ(ω) =
1
ΩD+1ν
(
1
ω2 + ω2−
− 1
ω2 + ω2+
)
, (A18)
or, equivalently, in real time,
Gϕˆϕˆ(t) =
1
ΩD+1ν
(
e−ω−|t|
2ω−
− e
−ω+|t|
2ω+
)
. (A19)
3. Fluctuation-dissipation relation
The spectral function and the statistical correlator sat-
isfy the identity
ρˆ(ω) = iωZΩD+1Gϕˆϕˆ(ω), (A20)
or, in real time,
ρˆ(t) = −ZΩD+1∂tGϕˆϕˆ(t), (A21)
which is characteristic of a thermally equilibrated system
in the high temperature (low frequency) limit. Indeed, in
a thermal state with inverse temperature β, one has the
following exact relation between the statistical correlator
(fluctuation) and the spectral function (dissipation)
Gϕˆϕˆ(ω) =
ρˆ(ω)
2i tanh(βω/2)
→ ρˆ(ω)
iβω
, (A22)
where the last expression is obtained in the limit βω  1.
This also corresponds to the classical field regime, where
the occupation number n(ω) = [exp(βω) − 1]−1 →
1/(βω) 1. Comparing Eqs. (A20) and (A22), we read
the inverse temperature13 β = ZΩD+1.
13 Note, that with the choice Z−1 = Vd = Ωd/d, the volume of a
spherical Hubble patch (of radius H−1 = 1), we get β = 2pi, the
Gibbons-Hawking temperature of de Sitter space.
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FIG. 9. The spectral function ρ and the statistical correlator
Gϕϕ (for the rescaled field ϕ) as functions of time in units
of ω− for different values of ω+. This illustrates the coarse
graining of the short-time structure as a clear separation of
scales ω−  ω+ arises. We have rescaled both functions by a
factor 2ν/d = (ω+ − ω−)/(ω+ + ω−)→ 1 for a nicer plot.
4. Slow-roll limit
We are now in a position to clearly identify the neces-
sary requirement for the slow-roll limit, which, we recall,
amounts to neglecting the term ¨ˆϕ in Eq. (A1). We see
that, in that case, the only root of the homogeneous equa-
tion is ω = −imˆ2/d. This corresponds to, first, taking the
small mass limit mˆ2  1, so that ω− ≈ mˆ2/d ω+ ≈ d
and, second, keeping only the contribution from the low-
est pole in Eqs. (A10), (A11), and (A18). In real time,
this amounts to neglecting e−ω+|t|  e−ω−|t|, which
amounts to a coarse graining on timescales ∼ ω−1− .
We define the stochastic response and spectral func-
tions14 Gϕϕ˜ and ρ as
GˆR =
Z
d
Gϕϕ˜ and ρˆ =
Z
d
ρ. (A23)
14 From their definitions, these are insensitive to a change of nor-
malization so that, e.g., Gϕϕ˜ = Gϕˆ ˜ˆϕ. In other words, the re-
sponse field ϕ˜ rescales as the inverse of ϕ.
In the slow-roll limit we thus have Gϕϕ˜(t) = θ(t)ρ(t),
with
ρ(t)→ sign(t)e− mˆ
2
d |t|. (A24)
It is important to notice that in this coarse-graining
process, we lose the property (A4), for which the pres-
ence of both roots ω± is essential. In other words, the
coarse-grained, stochastic spectral function does not re-
solve the short-time structure close to t = 0. How-
ever, the constraint (A4) from quantum mechanics is
replaced by another one in the coarse-grained theory.
Indeed, one easily checks in the present simple exam-
ple that for mˆ2 → 0, the maximal value of the QFT
spectral function is ρˆmax → Z/d, that is, ρmax → 1,
which occurs at tmax → d−1 ln
(
d2/mˆ2
)
. In units of the
stochastic timescale ω−1− = d/mˆ
2, we have ω−tmax =
(mˆ2/d2) ln
(
d2/mˆ2
)→ 0+. We thus have
ρ(t = 0+) = 1, (A25)
where t→ 0+ is to be understood in units of the relevant
timescale ω−1− . The identity (A25) also follows directly
from the expression (A24).
Finally, the stochastic correlator (A19) becomes, in the
slow-roll limit,
Gϕˆϕˆ(t)→ e
− mˆ2d |t|
ΩD+1mˆ2
, (A26)
which corresponds to Eq. (45) after the proper rescal-
ing of the field Gϕˆϕˆ(t) =
2
dΩD+1
Gϕϕ(t). Here, we see
that in the slow-roll limit, we automatically satisfy the
classicality condition Gϕˆϕˆ  ρˆ mentioned above. We il-
lustrate the coarse-graining process in Fig. 9 by showing
the stochastic spectral function and correlator for various
values of mˆ2 in units of the stochastic timescale ω−. We
clearly see how the ultraviolet, short-time structure near
t = 0 is washed out, leading to a singular behavior. We
also see the condition (A25) emerging.
We end by remarking that the fluctuation-dissipation
relation discussed above remains valid in the slow-roll
limit and reads
ρ(t) = −dΩD+1∂tGϕˆϕˆ(t), (A27)
which is nothing but the relation (35) for the particu-
lar model considered here, again with the appropriate
rescaling of the fields.
Appendix B: Two-loop order
Here, we detail the computation of the superfield self-
energy up to two-loop order in the perturbative expan-
sion. Standard diagrammatic rules yield, for the one-loop
contribution, given by the diagram (b) of Fig. 2
Σ
(2a)
12 = δ12
N + 2
3N
iλ
2
∫
dω
2pi
Gm
2
12 (ω). (B1)
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FIG. 10. Three-loop contribution to the self-energy Σ.
Using the expression (56) of the tree-level propagator and
the relations
δ212 = 0, (B2)
δ12(Kωδ12) = δ12, (B3)
(Kωδ12)(Kω′δ12) = Kω+ω′δ12, (B4)
we easily perform the Grassmann algebra to get
Σ
(2a)
12 = iδ12
N + 2
3N
λ
2
F(m2), (B5)
where we defined
F(m2) =
∫
dω
2pi
1
ω2 +m4
=
1
2m2
. (B6)
This yields Eq. (61). The local two-loop contribution
given by the diagram (b) of Fig. 2 reads, writing
∫
3
=∫
dθ3 dθ¯3,
Σ
(2b)
12 =
λ2
4
(
N + 2
3N
)2 ∫
3
∫
dω
2pi
Gm
2
13 (ω)G
m2
32 (ω) (B7)
×
∫
dω′
2pi
Gm
2
33 (ω
′)δ12. (B8)
Using Eqs. (B2)-(B4) again, we get
Σ
(2b)
12 = iδ12
(
N + 2
3N
λ
2
)2
F ′(m2)F(m2), (B9)
which gives Eq. (62). Finally, the nonlocal contribution
at two loop is given by the diagram (c) of Fig. 2 and can
be expressed as
Σ
(2c)
12 (ω) =
λ2
6
N + 2
3N
∫
dω′
2pi
dω′′
2pi
Gm
2
12 (ω − ω′ − ω′′)
×Gm212 (ω′)Gm
2
12 (ω
′′).
(B10)
We perform the frequency integrations using the follow-
ing identity∫
dω′
2pi
G
m2A
12 (ω
′)Gm
2
B
12 (ω − ω′) =
1
2m2AB
G
m2A+m
2
B
12 (ω).
(B11)
where m2AB is the reduced square mass, defined as
1
m2AB
=
1
m2A
+
1
m2B
. (B12)
Equation (B11) expresses the fact that the product of
two tree-level superpropagators in real time is propor-
tional to a single superpropagator with the sum of the
two square masses. For instance, for the component Gϕϕ
of the propagator, see Eq. (45), we have, trivially,15
Gm2A(t)Gm2B (t) =
1
2m2AB
Gm2A+m2B (t). (B13)
This generalizes to all the components of the superpropa-
gator G12(t). Using this relation twice on the expression
(B12) gives Eq. (63).
Appendix C: Three-loop order
We turn to the computation of Λ3,1 at order O(λ). In-
deed, we saw in Sec. IV A that taking diagrams up to
order O(λ2) only gives Λ3,1 at LO because of the sub-
leading coefficient cϕ3 . To circumvent this problem, we go
to order O(λ3), adding the diagram of Fig. 10. Apply-
ing the techniques described in the previous section, we
obtain, after some calculations,
Σ
(10)
12 (ω) = −
(N + 2)(N + 8)
27N3
λ3
32M8
×
(
3iM2
ω2 − 27M4
(ω2 + 9M4)2
δ12 +
ω2 + 45M4
(ω2 + 9M4)2
Kωδ12
)
,
(C1)
which gives the following expressions for γ and η
γ(ω) = M2
[
1− 3αλ
2
ω2 + 9M4
(
1 + βλ
ω2 − 27M4
ω2 + 9M4
)]
,
(C2)
η(ω) = 1 +
αλ2
ω2 + 9M4
(
1− βλω
2 + 45M4
ω2 + 9M4
)
, (C3)
where α = N+23N2
1
8M4 and β =
N+8
9N
1
4M4 . We then proceed
as usual and compute the roots of −iG−1ϕϕ˜(ω) = iγ(ω) +
ωη(ω), with
− iG−1ϕϕ˜(ω) = ω+ iM2 +
αλ2
ω + 3iM2
(
1− βλω + 9iM
2
ω + 3iM2
)
.
(C4)
To get the correct perturbative expression for the poles
Λ1,1 and Λ3,1, and the coefficients c1 and c3, we have to
factorize this expression such that the retarded propaga-
tor is decomposed into a sum of free propagators, as in
Eq. (69). To do this, we write, up to higher-orders terms,
− iG−1ϕϕ˜(ω) = ω + iM2 +
αλ2(1− βλ)
ω + 3iM2(1 + 2βλ)
+O(λ¯4).
(C5)
15 A similar relation holds for tree-level propagators of quantum
fields in Lorentzian [18, 27] and Euclidean [28] de Sitter in the
appropriate limit.
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This is the only combination compatible with the decom-
position (48) in simple fractions. Computing the poles
and residue yields
Λ1,1 = M
2
(
1− α
2M4
λ2 +
2αβ
M4
λ3
)
, (C6)
Λ3,1 = 3M
2(1 + 2βλ), (C7)
cϕ1 = 1−
αλ2(1− βλ)
4M4
, (C8)
cϕ3 =
αλ2(1− 7βλ)
4M4
. (C9)
We now need to compute the effective square mass
M2 at three-loop order. This can be done either by a
direct calculation of the relevant local contributions to
the self-energy, or by following the strategy adopted in
Sec. IV B, that is, by solving the gap equation (84) at
the appropriate order of approximation. We implement
the latter here since this does not involve computing any
new diagram. The exact gap equation for M2 reads
M2 = m2 +
N + 2
3N
λ
4γ(0)
, (C10)
where, at the present order of approximation,
γ(0) = M2
(
1− αλ
2
3M4
+
αβλ3
M4
)
. (C11)
This is readily solved as
M2
m2
= 1 + λ¯− λ¯2 + 2N + 3
N + 2
λ¯3 +O(λ¯4). (C12)
We thus find, at three-loop order
m2dyn
m2
= 1 + λ¯− N + 4
N + 2
λ¯2 + 2
N2 + 9N + 20
(N + 2)2
λ¯3 +O(λ¯4)
(C13)
and
Λ1,1
m2
= 1 + λ¯− N + 5
N + 2
λ¯2 +
2N2 + 23N + 62
(N + 2)2
λ¯3 +O(λ¯4),
(C14)
together with
cϕ3 =
3λ¯2
2(N + 2)
− 19N + 80
2(N + 2)2
λ¯3 +O(λ¯4) (C15)
and c1 = 1−c3 +O
(
λ¯4
)
. We also get the O(λ¯) correction
to Λ3,1
Λ3,1
3m2
= 1 +
5N + 22
3(N + 2)
λ¯+O(λ¯2). (C16)
Appendix D: The 1/N expansion at NLO
In this section, we give additional details on the com-
putation of the self-energy and the 〈χχ〉 correlator in the
1/N expansion. We begin with the self-energy.
As previously mentioned, we can proceed in several
steps. We first compute the one-bubble diagram Π which
is a mere convolution of two propagators. This is easily
done with Eq. (B11). Putting this in the integral equa-
tion (88), we decompose each function in terms of the
Grassmann structures
Π12(ω) = ipiγ(ω)δ12 + piη(ω)Kωδ12, (D1)
I12(ω) = iIγ(ω)δ12 + Iη(ω)Kωδ12, (D2)
and obtain the following equations:
Iγ(ω) = piγ(ω)− piγ(ω)Iγ(ω) + ω2piη(ω)Iη(ω), (D3)
Iη(ω) = piη(ω)− piγ(ω)Iη(ω)− piη(ω)Iγ(ω). (D4)
Using
piγ(ω) =
λ
6M20
2M20
ω2 + 4M40
, (D5)
piη(ω) = − λ
6M20
1
ω2 + 4M40
. (D6)
These equations are then solved as
Iγ(ω) =
λ
6M20
2M20 (1 + λ˜)
ω2 + 4M40 (1 + λ˜)
2
, (D7)
Iη(ω) = − λ
6M20
1
ω2 + 4M40 (1 + λ˜)
2
, (D8)
where λ˜ has been defined in Eq. (92). Inserting in the
definition (D2) gives Eq. (91).
Turning now to the case of the 〈χχ〉 correlator let us
first prove Eq. (100). In the symmetric phase, one has
〈ΦAΦBΦCΦD〉nc = GABGCD + perms.
−GAEGBFGCGGDHΓ(4)EFGH , (D9)
where 〈. . .〉nc includes the disconnected contributions,
perms. denotes the relevant permutations, and where the
capital indices encompass the time variable, the Grass-
mann variable, and the field space index, and GAB =
〈ΦAΦB〉. We use the LO expression for the four point
vertex function, which is schematically
Γ
(4)
ABCD =
iλ
3N
[δABδCDDAC + perms.] (D10)
Dab12(ω) = δab(δ12 + iI12(ω)). (D11)
Inserting this in Eq. (D9) and retaining only the LO
terms, one obtains, after some simple algebra,
C = − 3
λN
(Π + iΠ ?Π−Π ?Π ? I) (D12)
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where Π has been defined in Eq. (87) and where we have
defined
(A ? B)12(ω) =
∫
3
A13(ω)B32(ω). (D13)
Using the defining equation (88) for I,
I = Π + iΠ ? I, (D14)
we finally get
C = − 3
λN
(Π + iΠ ? I) = − 3
λN
I. (D15)
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