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In image processing, edge detection is a valuable tool to perform the extraction of features from an image. This
detection reduces the amount of information to be processed, since the redundant information (considered less
relevant) can be unconsidered. The technique of edge detection consists of determining the points of a digital
image whose intensity changes sharply. This changes are due to the discontinuities of the orientation on a
surface for example. A well known method of edge detection is the Difference of Gaussians (DoG). The method
consists of subtracting two Gaussians, where a kernel has a standard deviation smaller than the previous one.
The convolution between the subtraction of kernels and the input image results in the edge detection of this
image. This paper introduces a method of extracting edges using DoG with kernels based on the q-Gaussian
probability distribution, derived from the q-statistic proposed by Constantino Tsallis. To demonstrate the
method’s potential, we compare the introduced method with the traditional DoG using Gaussians kernels.
The results showed that the proposed method can extract edges with more accurate details.
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I. INTRODUCTION
Image processing is designated as any type of signal
processing where the input is an image and the output
can be another image or a set of features extracted from
the input image. Once the computer vision involves the
identification and subsequent classification of certain ob-
jects in a given image, edges detection is an essential tool
in image analysis. When performing edge detection on
an image, there is a reduction of the amount of informa-
tion to be processed because the redundant information
(considered less relevant) can be unconsidered.
The segmentation by edge detection is based on two
important concepts: similarity and discontinuity. Thus,
the algorithms look for points (or curves and contours) of
the digital image where the intensity changes abruptly.
This sudden change in intensity may occur for various
reasons, as example, the orientation discontinuities in a
surface and changes in brightness and illumination in a
scene. Applications for the edge detection method are
found in various fields of science: medicine1, engineering
and satellite images2, robotics and machine vision3.
There are several methods for edge detection, like:
Canny, Sobel, Prewitt, and based on Gaussian masks
(kernels), as Laplacian of Gaussian (LoG) and Differ-
ence of Gaussian (DoG)4. The DoG method generally
uses classical Gaussians in its approach. But this work
suggests the use of q-Gaussian for the composition of
the mask that will be applied to the image to extract
its edges. The q-Gaussian probability distribution comes
from the q-algebra introduced by Tsallis.
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The q-algebra is derived from Tsallis definition of
non-extensive entropy. There are some works in the
literature that used with success the Tsallis q-entropy
into the image processing5–7 and image analysis8,9 fields.
The q-Gaussian kernels was previously used to noise
reduction10. In this work, we present a proposal of com-
pose the DoG filter using the q-Gaussian kernels. The
potential of the proposed method is demonstrated by
comparing with the traditional method for DoG. One can
notice that it is able to perform edge extraction with one
more parameter (q), which can make the DoG approach
more flexible.
II. LAPLACIAN OF GAUSSIAN VS DIFFERENCE OF
GAUSSIANS
Consider the one-dimensional Gaussian distribution:
f(x, µ, σ) = 1√
2piσ2
exp
(
− (x−µ)
2)
2σ2
)
, with −∞ < x < ∞,
and σ > 0, where µ is the mean, σ is the standard devi-
ation and σ2 is the variance.
If we take the second derivative of the one-dimensional
Gaussian function considering µ = 0, we obtain the
Ricker wavelet: ψ(x) = 1√
2piσ2
1
σ4 (x
2 − σ2) exp −x22σ2 .
In the two-dimensional the Gaussian distribution be-
comes:
f(x, y, σ) =
1
2piσ2
exp
(
− (x
2 + y2)
2σ2
)
,
where −∞ < x, y <∞, σ > 0
(1)
The Laplacian of Gaussian LoG is a multidimensional
generalization of the Ricker wavelet. To obtain it we need
to take the two-dimensional Laplacian of the Gaussian
distribution:
20
10
20
30
40
50
0
10
20
30
40
50
−3
−2.5
−2
−1.5
−1
−0.5
0
0.5
x 10−4
X
LoG function
Y
(a)
−10 −8 −6 −4 −2 0 2 4 6 8 10
−0.015
−0.01
−0.005
0
0.005
0.01
0.015
0.02
0.025
0.03
X
Y
LoG vs DoG
 
 
DoG
LoG
(b)
FIG. 1. (a)LoG Function, σ = 2.5, (b) Difference of Gaussians
vs Laplacian of Gaussians 1D.
LoG(x, y) = − 1
piσ4
[
1− x
2 + y2
2σ2
]
exp−x
2 + y2
2σ2
(2)
However, in practice the Laplacian of Gaussian (LoG),
Figure 1(a), is approximated by the Difference Gaus-
sians (DoG) function since this reduces the computa-
tional costs in two or more dimensions. The DoG is
obtained by performing the subtraction of two Gaussian
kernels where a kernel must have a standard deviation
slightly lower than its previous.
Figure 1(b) compares the LoG function with σ = 2.5
with the DoG function using kernels with σ1 = 2.5 and
σ2 = 2.15. The DoG method has lower computational
cost, what justifies its use in this study. The convolution
of the DOG filter with the input image generates the edge
detection for this image.
III. Q-GAUSSIAN
In 1988, Tsallis proposed the non additive statistical
mechanics, entitled “Q-statistic”11. This theory sug-
gests that different systems require different tools of
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FIG. 2. Q-Gaussian Function with σ = 0.5.
analysis, appropriated to the particularities of this sys-
tem. The informational tool entropy, applied to the in-
formation theory by Shannon12 is defined as: S(x) =
−
∑W
x=0 p(x) log p(x), where p(x) is the occurrence prob-
ability, and W is the total number of probabilities.
The generalization proposed by Tsallis gives the defi-
nition of the q-entropy: Sq(x) =
1
q−1
(
1−
∑W
x=0 p
q(x)
)
,
where p(x) is the occurrence probability, W is the total
number of probabilities and q is an adjustable parameter,
freely variable. The correct choice of certain q parame-
ters can evidence important characteristics of the system.
When q → 1, one retrieves the standard entropy.
The q-Gaussian probability distribution comes from
the maximization of the Tsallis entropy under appropri-
ate constraints13. Again, when q → 1, one retrieves the
Gaussian distribution. The q-Gaussian is defined as:
Gq(x) =
1
Cq
√
2σ2
expq
−x2
2σ2
(3)
with expq(x) = [1 + (1− q)x]
1
1−q and
Cq =


2
√
piΓ( 11−q )
(3−q)
√
1−qΓ( 3−q
2(1−q)
)
if −∞ < q < 1
√
pi if q = 1
√
piΓ( 3−q
2(q−1)
)
(3−q)
√
q−1Γ( 1
q−1 )
if −∞ < q < 1
Figure 2 shows some of the curves generated by the
equations of q-Gaussian, compared with the classical
Gaussian (q = 1):
It is important to note that all the curves have the
same parameter σ = 0.5, but through the generalization
proposed by Tsallis, we gain a second adjustable param-
eter, q. Changes in this parameter are able to promote
changes in the traditional Gaussian shape, adapting it
to the peculiarities of the problem in which it is applied.
When q → −∞, the one-dimensional q-Gaussian func-
tion tends to the Dirac function. Moreover the shape of
3the q-Gaussian function tends to a straight line P (x) = 0
when q approaches the value 3.
The same way as the classical Gaussian has a Two-
Dimensional version, we can derive the multidimensional
generalization to q-Gaussian. The bi-dimensional q-
Gaussian is defined by Gq(x, y) =
exp
q
−(x2+y2)/(2σ2)
2C2
q
σ2 . It
is important to note that curves with the same parameter
σ can have its shape changed adjusting the q parameter,
adapting it to the peculiarities of the problem in which
it is employed. Figures 3(a), 3(b) and 3(c) show some
representatives of the family of 2D q-Gaussian.
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FIG. 3. Q-Gaussian Function.
IV. METHOD
This work introduces the use of DoG method using q-
Gaussian kernels as an alternative to traditional use of
Gaussian kernels in edge detection. Following the metric
proposed by the DoG filter, standard deviations σ1 and
σ2 are setted, with σ2 smaller than σ1.
After the filter having the appropriate size, we should
set it with the input image in gray scale. After the con-
volution we identify the edges by using the “zero cross”
detector. Figure 4 summarizes the described process.
Input: Color Image Conversion to grayscale DoG lter with q-Gaussians
       Convolution +
Zero Crossing Detection
EDGE DETECTION
FIG. 4. Algorithm for edge detection using the DoG method
with q-Gaussian kernels.
V. RESULTS: GAUSSIAN VS Q-GAUSSIAN EDGE
DETECTION
The results for edge detection using the method DoG
with q-Gaussian kernels show up rich in detail when com-
pared to the method DoG with Classic Gaussian kernels
because the q-Gaussian probability distribution have the
adjustable parameter q. This parameter allow us to de-
fine the degree of detail that we seek in our detection.
Figure 5 shows results obtained from q-Gaussian using
σ1 = 0.2 and σ2 = 0.1.
VI. CONCLUSIONS
The results presented in this work show that using the
DoG filter with q-Gaussian kernels proves to be an excel-
lent alternative to the LoG and DoG with classical Gaus-
sian kernels. Compared to the LoG filter, the proposed
method has lower computational cost. Constructing the
convolution mask from the subtraction of two Gaussian
kernels with standard deviations σ1 and σ2 slightly dif-
ferent is much less costly than take the Laplacian of the
q-Gaussian function (which involves calculating deriva-
tives).
Compared to the DoG filter with kernels using the nor-
mal distribution of probabilities, we note that we gain in
details of edge detection. That is because in addition
to the variable parameter σ, responsible for more or less
blurring (Gaussian blur), we also have the entropic index
4(a)q = −2.5 (b)q = −1.625 (c)q = −0.75
(d)q = −0.125 (e)q = 1 (f)q = 1.375
(g)q = 1.75 (h)q = 2.125 (i)q = 2.5
FIG. 5. DoG with different q-Gaussian kernels. Notice that for q = 1, the q-Gaussian is exactly the standard one
q, variable and responsible for the shape of q-Gaussian,
being able to get more details that the traditional ap-
proach when both have the same blur.
The extensiveness or not extensiveness of the entropy
depends on the system characteristics. Thus, it can be
extended for certain values of q. In this point, we can
apply this concept to our work. By using the q-Gaussian
method, the entropic index q allow us adjust the function
used in the filter to get the details and results that are
more relevant.
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