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Abstract
Increasing the depth of models allows neural
models to model complicated functions but
may also lead to optimization issues. The
Transformer translation model employs the
residual connection to ensure its convergence.
In this paper, we suggest that the residual
connection has its drawbacks, and propose to
train Transformers with the depth-wise LSTM
which regards outputs of layers as steps in
time series instead of residual connections,
under the motivation that the vanishing gra-
dient problem suffered by deep networks is
the same as recurrent networks applied to
long sequences, while LSTM (Hochreiter and
Schmidhuber, 1997) has been proven of good
capability in capturing long-distance relation-
ship, and its design may alleviate some draw-
backs of residual connections while ensuring
the convergence. We integrate the computa-
tion of multi-head attention networks and feed-
forward networks with the depth-wise LSTM
for the Transformer, which shows how to
utilize the depth-wise LSTM like the resid-
ual connection. Our experiment with the 6-
layer Transformer shows that our approach
can bring about significant BLEU improve-
ments in both WMT 14 English-German and
English-French tasks, and our deep Trans-
former experiment demonstrates the effective-
ness of the depth-wise LSTM on the conver-
gence of deep Transformers. Additionally, we
propose to measure the impacts of the layer’s
non-linearity on the performance by distilling
the analyzing layer of the trained model into
a linear transformation and observing the per-
formance degradation with the replacement.
Our analysis results support the more efficient
use of per-layer non-linearity with depth-wise
LSTM than with residual connections.
1 Introduction
The multi-layer structure allows neural models
to model complicated functions. Increasing the
depth of models can increase their capacity but
may also cause optimization difficulties (Mhaskar
et al., 2017; Telgarsky, 2016; Eldan and Shamir,
2016; He et al., 2016; Bapna et al., 2018).
Specifically with the Transformer translation
model, in order to ease its optimization, Vaswani
et al. (2017) employ residual connection (He et al.,
2016) and layer normalization (Ba et al., 2016)
techniques which have been proven useful in re-
ducing optimization difficulties of deep neural net-
works for various tasks.
When it comes to deep Transformers, previous
works (Bapna et al., 2018; Wang et al., 2019; Zhang
et al., 2019; Xu et al., 2020b) are under the moti-
vation to ensure that outputs of initial layers can
be conveyed with significance to the final predic-
tion stage, so those layers can receive sufficient
gradients of good quality (mostly aiming to train
their outputs for the prediction of ground-truth), i.e.
they attempt to prevent residual connections from
shrinking (Zhang et al., 2019; Xu et al., 2020b) or
to compensate probably faded residual connections
(Bapna et al., 2018; Wang et al., 2019; Wei et al.,
2020).
In this paper, we first shed light on the problems
of residual connection which can simply and ef-
fectively ensure the convergence of deep neural
networks. Additionally, we propose to train Trans-
formers with the depth-wise LSTM which regards
outputs of layers as steps in time series instead
of residual connections, under the motivation that
deep models have difficulty in convergence because
shallow layers cannot receive clear gradients from
the loss function which is far away from them (their
outputs cannot clearly convey to the classifier in
the forward propagation), while LSTM (Hochreiter
and Schmidhuber, 1997) has been proven of good
capability in capturing long-distance relationship
even though it performs better with short sentences
(Linzen et al., 2016), and it may alleviate some
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drawbacks of residual connections (we will discuss
later) while ensuring the convergence.
Though to generalize the advantages of LSTM
to deep computation is already proposed by Kalch-
brenner et al. (2016), suggesting that the vanish-
ing gradient problem suffered by deep networks
is the same as recurrent networks applied to long
sequences. We suggest that in our work, we ex-
plicitly propose to alternate residual connections
with the depth-wise LSTM of the advanced, strong
and popular Transformer, which is non-trival. Be-
sides, our approach to integrate the computation
of multi-head attention networks and feed-forward
networks with the depth-wise LSTM for the Trans-
former is also more complex than their work which
solely connects LSTM cells across the stacking of
LSTM layers, we show how to utilize the depth-
wise LSTM like the residual connection.
Our contributions in this paper are as follows:
• We suggest that the popular residual connec-
tion has its drawbacks, and propose to use
depth-wise LSTM for the training of Trans-
formers instead of using residual connections,
which is non-trival.
• We integrate the depth-wise LSTM with the
other parts (multi-head attention networks and
feed-forward networks) of Transformer layers,
which demonstrates how to use depth-wise
LSTM to replace residual connections.
• In our experiments, we show that the 6-
layer Transformer using depth-wise LSTM
can bring significant improvements over that
with residual connections. In deep Trans-
former experiments, we show that depth-wise
LSTM also has the ability to ensure deep
Transformers with up to 24 layers, and the
12-layer Transformer using depth-wise LSTM
already performs comparably to the 24-layer
Transformer with residual connections, which
suggests more efficient using of per-layer pa-
rameters with depth-wise LSTM than residual
connections.
• To measure the effects of the non-linearity of
the layer on performance, we propose to dis-
till the analyzing layer of the trained model
into a linear transformation which cannot sus-
tain any non-linearity and observe the perfor-
mance degradation brought by the replace-
ment.
2 Preliminaries: Residual Connection
and its Issue
He et al. (2016) present the residual learning frame-
work to ease the training of deep neural networks,
by explicitly reformulating the layers as learning
residual functions with reference to the layer inputs,
instead of learning unreferenced functions.
Specifically, they suggest that if the added layers
of the deep model on top of these shallow layers
are identity mapping, the deep model shall produce
no higher training error than its shallower counter-
part, and attribute the convergence issue of deep
networks stacking non-linear layers to that it is hard
for non-linear layers to learn the identity function
which means that their training will encounter more
difficulties than the layer which can easily model
the identity function. Thus, they propose to explic-
itly enable these layers fit a residual mapping:
F (x) = H(x) + x (1)
where x is the input to the non-linear layer, H(x)
and F(x) are the function of that non-linear layer
and that of the corresponding residual layer.
As it is easier for almost all non-linear layers to
learn a zero function which consistently outputs
zeros than to learn the identity function, He et al.
(2016) suggest that residual connections can reduce
the training difficulty of deep neural networks, and
with the help of the residual connection, they suc-
cessfully train the deep convolutional network up
to 152 layers with high performances on various
tasks.
The Transformer (Vaswani et al., 2017) also em-
ploys the residual connection to ensure the conver-
gence of the 6-layer model, and further empirical
results show that as long as the residual connection
is not normalized by the layer normalization, Trans-
formers with more than 6 layers can also converge
(Wang et al., 2019; Xu et al., 2020b) with further
improvements.
However, we suggest that the motivation under
the residual connection, which tries to ensure each
layer can learn the identity function, seems in con-
trast to the motivation of using deep models, to
model complicated functions with the non-linearity.
As a result, the residual connection, which adds the
input to the output of the layer aiming to allow the
model skipping one or more layers, may waste the
non-linearity provided by those skipped layers, i.e.
the complexity of the model function. Correspond-
ingly in practice, it is a common observation that
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Figure 1: Transformer with Depth-Wise LSTM
the improvements in performances are also smaller
and smaller with the increasing of depth, and deep
models seem to have difficulty in using parameters
as efficient as their shallow counterparts.
In this paper, we suggest that the residual con-
nection which simply accumulates representations
of various layers with the element-wise addition
operation may have the following drawbacks:
• It accumulates outputs of layers equally and
lacks an evaluation mechanism to combine
representations based on their importance and
reliability. As a result, it may lead to two prob-
lems: 1) residual models may require many
layers to overcome outputs of poor quality
from few layers. 2) For deep models which
aggegates outputs of many layers into a fixed
dimension vector, it is likely to incur infor-
mation loss, which means that a part of the
layer may work on generating representations
which are never used.
• After the addition of two representations,
there is no way for subsequent layers to dis-
tinguish involved representations, which may
bring challenge to the layer when it requires to
utilize different-level of information (e.g. lin-
guistic properties of different levels for NLP)
differently.
3 Transformer with Depth-Wise LSTM
3.1 Depth-Wise LSTM and its Advantages
Intuitively, deep models have difficulty in conver-
gence because shallow layers cannot receive clear
gradients from the loss which is far away from
them (their outputs cannot clearly convey to the
classifier in the forward propagation). The LSTM
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Figure 2: LSTM Computation. Layer Normalization is
omitted for simplicity.
which is able to capture long-distance relationship
(use the representation of a far token for the com-
puting of current token), shall be able to utilize the
output of the first layer in the computing of the last
layer while using it in a depth-wise way (regarding
layer depth as a token sequence). Thus, we sug-
gest to alternate the residual connection with the
depth-wise LSTM which forward propagates steps
with outputs of layers in a layer-by-layer manner
instead of the token-by-token manner, as illustrated
in Figure 1.
We employ the LSTM equipped with layer
normalization in this work following Chen et al.
(2018), which provides better performance as the
NMT decoder than the vanilla LSTM. The com-
putation graph of the LSTM is shown in Figure
2.
Specifically, it first concatenates the input
LSTMInput to the LSTM with the output of the
LSTM in the last step Outputi−1:
c = LSTMInput|Outputi−1 (2)
where “|” indicates concatenation and “c” is the
concatenated vector.
Then, the LSTM computes three gates (specifi-
cally, input gate igate, forget gate fgate and output
gate ogate) together with the hidden representation
h with the concatenated representation:
igate = σ(LN(Wigc+ big)) (3)
fgate = σ(LN(Wfgc+ bfg)) (4)
ogate = σ(LN(Wogc+ bog)) (5)
h = act(LN(Whc+ bh)) (6)
where W∗ and b∗ are weight and bias parameters,
σ is the sigmoid activation function, “LN” is the
layer normalization, “act” stands for the activation
function for the computation of the hidden state.
The layer normalization (Ba et al., 2016) is com-
puted as follows:
LNOutput =
LNInput − µ
σ
∗ wLN + bLN (7)
where LNInput and LNOutput are the input and
corresponding computation result of the layer nor-
malization, µ and σ stand for the mean and stan-
dard deviation of LNInput, wLN and bLN are two
vector parameters initialized by ones and zeros re-
spectively.
In this work, we use the advanced GeLU ac-
tivation function (Hendrycks and Gimpel, 2016)
which are employed by BERT (Devlin et al., 2019)
rather than the tanh function used in Hochreiter and
Schmidhuber (1997); Chen et al. (2018).
We suppose that the role of the computation
of the hidden state in Equation 6 is similar to
the position-wise feed-forward sub-layer in each
encoder layer and decoder layer, so we remove
the feed-forward sub-layer from encoder and de-
coder layers while additionally study the effects of
computing the hidden state with the 2-layer feed-
forward network like adopted in Transformer lay-
ers, in which case, the feed-forward sub-layer is
integrated as part of the computation of the depth-
wise LSTM, as shown in Equation 8.
h = Wh2act(LN(Wh1c+ bh1)) + bh2 (8)
After the computation of the hidden state, the
cell and the output of the LSTM unit are computed
as:
Celli = Celli−1 • fgate + h • igate (9)
Outputi = Celli • ogate (10)
where • indicates the element-wise multiplication.
Compared to the residual connection, we sug-
gest that: 1) The gate mechanism (in Equation 3,
4, 5) of the depth-wise LSTM can serve as the
evaluation mechanism to treat representations from
different sources differently. 2) the computation of
its hidden state (in Equation 6) is performed on the
concatenated representation instead of the element-
wise added representation, which allows to utilize
different-level of information differently.
We use depth-wise LSTM rather than depth-wise
multi-head attention network with which can build
the NMT model solely based on the attention mech-
anism for two reasons:
• Even using the multi-head attention network,
it has to compute in the layer-by-layer manner
like in the decoding, which will not help GPU
parallelization and bring significant accelera-
tion.
• The attention mechanism linearly combines
representations with attention weights. Thus,
it lacks the ability to provide the non-linearity
compared to the LSTM, which we suggest
shall be important.
3.2 Encoder Layer with Depth-Wise LSTM
Directly replacing residual connections with LSTM
units will introduce huge amount of additional pa-
rameters and computation. Given that the task to
compute of the LSTM hidden state is similar to the
feed-forward sub-layer in the original Transformer
layers, we propose to replace the feed-forward sub-
layer with the newly introduced LSTM unit, which
only introduces one LSTM unit per layer.
The original Transformer encoder layer only con-
tains two sub-layers: the self-attention sub-layer
based on the multi-head attention network to col-
lect information from contexts, and the 2-layer
feed-forward network sub-layer to evolve repre-
sentations with its non-linearity.
For the new encoder layer with the depth-wise
LSTM unit (forward propagating across the depth
dimension rather than the token dimension) instead
of the residual connection, the layer first performs
the self-attention computation, then the depth-wise
LSTM unit takes the self-attention results and the
output and the cell of previous layer to compute the
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Figure 3: Encoder Layer with Depth-Wise LSTM
output and the cell of current layer. The architec-
ture of the encoder layer with depth-wise LSTM
unit is shown in Figure 3.
3.3 Decoder Layer with Depth-Wise LSTM
Different from the encoder layer, the decoder layer
involves two multi-head attention sub-layers, the
self-attention sub-layer to attend decoding history
and the cross-attention sub-layer to bring informa-
tion from the source side. Given that the depth-wise
LSTM unit only takes one input, we introduce a
merge layer to collect the outputs of these two sub-
layers and merge them into one as the input to the
LSTM unit.
Specifically, the decoder layer with depth-wise
LSTM first computes the self-attention sub-layer
and the cross-attention sub-layer like in the original
decoder layer, then it merges the outputs of these
two sub-layers and feeds the merged representation
into the depth-wise LSTM unit which also takes the
cell and the output of previous layer to compute the
output of current decoder layer and the cell of the
LSTM. We examine both element-wise addition
and concatenation as the merging operation. The
architecture is shown in Figure 4.
For the input of the cross-attention sub-layer, we
also utilize the sum of the self-attention outputs
and the input to this decoder layer like in the stan-
dard decoder layer, to utilize both self-attention
results and the outputs of previous layer. Since the
computation of the LSTM hidden (Equation 6 or 8)
does not add its input to its output, which breaks
residual connections across layers, we suggest that
it is not a residual connection.
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Figure 4: Decoder Layer with Depth-Wise LSTM
4 Analysis of Layer’s Non-Linearity on
Performance
As suggested above, the residual connection eases
the optimization of deep models by explicitly en-
abling it modeling the identity function, which may
hamper the non-linearity of layers and lead to less
complex model functions in contrast to the motiva-
tion of modeling a complicated function by stack-
ing layers. How does the non-linearity provided by
the layer affect the performance?
We propose to measure the contribution of a
layer’s non-linearity to performance through replac-
ing the analyzing layer of the fully trained model
with a linear transformation which cannot sustain
any non-linearity and observing the performance
degradation brought by the replacement.
Specifically, in the standard forward propagation
of the converged model, the function F of the layer
computes the output y of that layer given its input
x:
y = F (x) (11)
To analyze the impacts of the non-linearity of
that layer on the performance, we change its com-
putation to:
y = Wdx+ bd (12)
where Wd and bd are the weight matrix the bias
trained on the same training set with the other parts
of the well trained model frozen.
The training ofWd aims to distill the linear trans-
formation in the function F to Wd while removing
all non-linear transformation in F , since Equation
12 does not have any capability in providing non-
linearity.
We suggest that the performance reduction re-
sulted by removing the non-linearity of the layer
through changing its computation from the original
design (Equation 11) to the linear transformation
(Equation 12) reveals the effects of the layer’s lin-
earity on performance.
5 Experiment
We implemented our approach based on the Neu-
tron implementation of the Transformer (Xu and
Liu, 2019). To show the effects of our approach
on the 6-layer Transformer, we first conducted our
experiments on the WMT 14 English to German
and English to French news translation tasks to
compare with Vaswani et al. (2017). Additionally,
we also examined the impacts of our approach on
deep Transformers, experiments were conducted
on the WMT 14 English to German task and the
WMT 15 Czech to English task following Bapna
et al. (2018); Xu et al. (2020b).
The concatenation of newstest 2012 and newstest
2013 was used for validation and newstest 2014
as test sets for the WMT 14 English to German
and English to French news translation tasks, and
newstest 2013 as validation set for the WMT 15
Czech to English task. Newstest 2014 was test sets
for both the WMT 14 English to German and the
English to French task, and newstest 2015 was the
test set for the Czech to English task.
5.1 Settings
We applied joint Byte-Pair Encoding (BPE) (Sen-
nrich et al., 2016) with 32k merging operations on
both data sets to address the unknown word issue.
We only kept sentences with a maximum of 256
subword tokens for training. Training sets were
randomly shuffled in every training epoch.
Though Zhang et al. (2019); Xu et al. (2020a)
suggest using a large batch size which may lead to
improved performance, we used a batch size of 25k
target tokens which was achieved through gradient
accumulation of small batches to fairly compare
with previous work (Vaswani et al., 2017; Xu et al.,
2020b). The training steps for Transformer Base
and Transformer Big were 100k and 300k respec-
tively following Vaswani et al. (2017).
The number of warm-up steps was set to 8k,1
and each training batch contained at least 25k tar-
get tokens. We used a dropout of 0.1 for all experi-
ments except for the Transformer Big on the En-De
task which was 0.3. For the Transformer Base
setting, the embedding dimension and the hidden
dimension of the position-wise feed-forward neural
network were 512 and 2, 048 respectively, corre-
sponding values for the Transformer Big setting
were 1024 and 4096 respectively. We employed
a label smoothing (Szegedy et al., 2016) value of
0.1. We used the Adam optimizer (Kingma and
Ba, 2015) with 0.9, 0.98 and 10−9 as β1, β2 and
. We followed Vaswani et al. (2017) for the other
settings.
For deep Transformers, we used the compu-
tation order of: layer normalization → process-
ing → dropout → residual connection, which is
able to converge without introducing additional
approaches which may affect the performance ac-
cording to Wang et al. (2019); Xu et al. (2020b).
We used a beam size of 4 for decoding, and eval-
uated tokenized case-sensitive BLEU 2 with the
averaged model of the last 5 checkpoints for the
Transformer Base setting and 20 checkpoints for
the Transformer Big setting saved with an inter-
val of 1, 500 training steps. We also conducted
significance tests (Koehn, 2004).
5.2 Main Results
We first examine the effects of our approach on
the 6-layer Transformer on the WMT 14 English-
German and English-French task to compare with
Vaswani et al. (2017), and results are shown in
Table 1.
In our approach (“with depth-wise LSTM”), we
used the 2-layer neural network for the computation
of the LSTM hidden state (as in Equation 8) and
shared parameters across stacked encoder / decoder
layers for computing the LSTM gates (in Equation
1https://github.com/tensorflow/
tensor2tensor/blob/v1.15.4/
tensor2tensor/models/transformer.py#
L1818.
2https://github.com/moses-smt/
mosesdecoder/blob/master/scripts/
generic/multi-bleu.perl
Models En-De En-Fr
Transformer Base 27.55 39.54
with depth-wise LSTM 28.41† 40.02†
Transformer Big 28.63 41.52
with depth-wise LSTM 29.42† 43.04†
Table 1: Results on WMT 14 En-De and En-Fr. † indi-
cates p < 0.01 in significance test.
FFN BLEU
LSTM 27.84
2-Layer 28.41
Table 2: Ablation Study of LSTM Hidden Computa-
tion.
3, 4, 5). Further details can be found in our ablation
study.
Table 1 shows that our approach to use the depth-
wise LSTM for the convergence of the Transformer
can bring significant improvements on both tasks
over the Transformer with residual connections
with both the Transformer Base setting and the
Transformer Big Setting.
We conjecture that our approach with the base
setting brings about more improvements on the
English-German task than that on the English-
French task may because that the performance
on the English-French task using a large dataset
(∼ 36M ) may rely more on the capability of the
model (i.e. the number of parameters) than on the
complexity of the modeling function (i.e. depth of
the model, non-linearity strength per-layer, etc.).
With the Transformer Big model which contains
more parameters than the Transformer Base, the
improvement on En-Fr (+1.52) is larger than that
on En-De (+0.79).
5.3 Ablation Study
We first study the effects of two types of computa-
tions for the LSTM hidden in Equation 6 and 8 on
performance on the WMT 14 En-De task. Results
are shown in Table 2.
Table 2 shows that the 2-layer feed-forward neu-
ral network used in Transformer layers outper-
forms the original computation of the LSTM hid-
den which uses only one layer, which is consistent
with intuition.
We also study two merging operations, the con-
catenation and element-wise addition, to combine
Merging BLEU
Concat 28.28
Add 28.41
Table 3: Results of Merging Operations for Decoder
Layer
Sharing BLEU
All 26.89
Gate 28.41
None 28.21
Table 4: Results of Sharing LSTM Parameters.
the self-attention sub-layer output and the cross-
attention sub-layer output for the depth-wise LSTM
unit in decoder layers. Results are shown in Table
3.
Table 3 shows that though counter intuitively,
the element-wise addition merging operation em-
pirically results in slightly higher BLEU than the
concatenation operation with fewer parameters in-
troduced. Thus, we use the element-wise addition
operation in our experiments by default.
Since the number of layers is pre-specified, the
depth-wise LSTM unit in all layers can either be
shared or be independent (i.e. whether to bind
parameters of the depth-wise LSTM across stacked
layers). Since Table 2 supports the importance of
the capability of the module for the hidden state
computation, and sharing the module is likely to
hurt its capability, we additionally study to share
only parameters for gate computation (in Equation
3, 4, 5) and to share all parameters (i.e. parameters
for both the computation of gates and that of the
hidden state). Results are shown in Table 4.
Table 4 shows that: 1) Sharing parameters for
the computation of the LSTM hidden significantly
hampers its performance, which is consistent with
our conjecture. 2) Sharing parameters for the com-
putation of gates (in Equation 3, 4, 5) leads to
slightly higher BLEU with fewer parameters intro-
duced than without sharing them (“None” in Table
4). Thus, in the other experiments, we bind param-
eters for the computation of LSTM gates across
stacked layers by default.
5.4 Deep Transformers
To examine whether the depth-wise LSTM has the
ability to ensure the convergence of deep Trans-
Layers
En-De Cs-En
Std Ours Std Ours
6 27.55 28.41 28.40 29.05
12 28.12 29.20 29.38 29.60
18 28.60 29.23 29.61 30.08
24 29.02 29.09 29.73 29.95
Table 5: Results of Deep Transformers. Std and Ours
mean the standard Transformer with residual connec-
tion and our approach with depth-wise LSTM respec-
tively.
formers and how it performs with deep Transform-
ers. We conduct experiments on the WMT 14 En-
glish to German task and the WMT 15 Czech to
English task following Bapna et al. (2018); Xu
et al. (2020b), and compare our approach with the
Transformer in which residual connections are not
normalized by layer normalization. Results are
shown in Table 5.
Table 5 shows that though the BLEU improve-
ments seem saturated with deep Transformers more
than 12 layers, depth-wise LSTM is able to ensure
the convergence of the up to 24 layer Transformer.
On the En-De task, the 12-layer Transformer
with depth-wise LSTM already outperforms the
24-layer Transformer with residual connections,
suggesting the efficient using of layer parameters.
On the Cs-En task, the 12-layer model with
our approach performs comparably to the 24-layer
model with residual connections. Unlike the En-
De task, increasing depth over the 12-layer Trans-
former can still bring some BLEU improvements,
and the 18-layer model results in the best perfor-
mance. We conjecture that probably because the
data set of the Cs-En task (∼ 10M ) is larger than
that of the En-De task (∼ 4.5M ), and increasing
the depth of the model for the Cs-En task also in-
creasing its number of parameters and capability.
While for the En-De task, the 12-layer Transformer
with depth-wise LSTM may already provide both
sufficient complexity and capability for the data
set.
5.5 Layer Non-Linearity Analysis
To study the contribution of each layer to the over
all performance (i.e. how the output of each layer is
utilized by the other layers and the classifier in the
translation), we perform the layer efficiency anal-
ysis on the WMT 14 En-De task. We use the per-
formance reduction in BLEU to show the contribu-
Layer
Encoder Decoder
BLEU ∆ (%) BLEU ∆ (%)
None 27.55 0.00 27.55 0.00
1 27.17 -1.38 27.62 0.25
2 27.11 -1.60 27.64 0.33
3 27.09 -1.67 27.47 -0.29
4 27.07 -1.74 27.53 -0.07
5 27.15 -1.45 26.96 -2.14
6 27.24 -1.13 26.42 -4.10
Table 6: Per-Layer Performance Reduction of the 6-
Layer Transformer Base.
Layer
Encoder Decoder
BLEU ∆ (%) BLEU ∆ (%)
None 28.41 0.00 28.41 0.00
1 27.50 -3.20 28.30 -0.39
2 26.60 -6.37 28.17 -0.84
3 27.09 -4.65 28.22 -0.67
4 27.41 -3.52 28.05 -1.27
5 27.87 -1.90 26.82 -5.60
6 27.84 -2.01 19.87 -30.06
Table 7: Per-Layer Performance Reduction of the 6-
Layer Transformer Base with Depth-Wise LSTM.
tion of individual layers to the overall performance.
Non-linearity removing results of the 6-layer stan-
dard Transformer with residual connections and the
corresponding model with the depth-wise LSTM
are shown in Table 6 and 7 respectively. BLEU
and ∆ indicate the BLEU score after distilling the
layer into the linear transformation and its relative
reduction compared to the full model performance
(in percentages).
Compared to Table 6, Table 7 shows that the
normalized performance loss of each layer with the
depth-wise LSTM is larger than that with residual
connections, with which we suggest that individual
layers trained with the depth-wise LSTM get a
more important role in the overall performance
than those trained with residual connections.
Another interesting observation is that, though
the performance degradation of removing the non-
linearity of decoder layer 1 to 3 of the Transformer
with depth-wise LSTM are relatively small, sug-
gesting the possible redundancy of the 6-layer de-
coder, surprisingly, removing the non-linearity of
the first and second decoder layer of the 6-layer
standard Transformer with residual connections
even leads to slight BLEU improvements, which
supports our first suggestion of the drawbacks
brought by residual connections (described in Sec-
tion 2) and the first advantage of using depth-wise
LSTM (described in Section 3.1). We conjecture
that residual connections may try to train the first
and second decoder layer to linear transformations.
However, its goal is not fully achieved until the end
of the training, while the evaluation mechanism
(gates) of the depth-wise LSTM helps ensure the
non-linearity of the layer at least does not degrade
the performance.
6 Related Work
He et al. (2016) suggest that the non-linear activa-
tion function makes the layer without the residual
connection has difficulty in learning the identity
function, thus the model without residual connec-
tions suffer from severer convergence problem than
the model with residual connections, and present
the residual learning framework to ease the training
of deep neural networks, by explicitly reformulat-
ing the layers as learning residual functions with
reference to the layer inputs, instead of learning un-
referenced functions. Srivastava et al. (2015) pro-
pose the highway network which contains a trans-
form gate and a carry gate to control how much of
the output is produced by transforming the input
and carrying it, respectively. More recently, Chai
et al. (2020) propose the highway Transformer,
which integrates a self-gating mechanism into the
Transformer. However, we suggest our work is
quite different from it, e.g. residual connections
are still kept in their model.
Deep NMT. Zhou et al. (2016) introduce the
fast-forward connections and an interleaved bi-
directional architecture for stacking the LSTM lay-
ers which play an essential role in propagating the
gradients and building a deep topology of depth 16.
Wang et al. (2017) propose a novel Linear Asso-
ciative Unit (LAU) which uses linear associative
connections between input and output of the recur-
rent unit to reduce the gradient propagation path
inside.
Deep Transformers. Bapna et al. (2018) pro-
pose the Transparent Attention (TA) mechanism
which improves gradient flow during back prop-
agation by allowing each decoder layer to attend
weighted combinations of all encoder layer out-
puts, instead of just the top encoder layer. Wang
et al. (2019) propose the Dynamic Linear Com-
bination of Layers (DLCL) approach which addi-
tionally aggregate previous layers’ outputs for each
encoder layer. Wu et al. (2019) propose an effective
two-stage approach which incrementally increases
the depth of the encoder and the decoder of the
Transformer Big model by freezing both parame-
ters and the encoder-decoder attention computation
of pre-trained shallow layers. More recently, Wei
et al. (2020) let each decoder layer attend the cor-
responding encoder layer of the same depth and
introduce a depth-wise GRU to additionally aggre-
gate outputs of all encoder layers for the top de-
coder layer, but residual connections are still kept
in their approach. Zhang et al. (2019) propose the
layer-wise Depth-Scaled Initialization (DS-Init) ap-
proach, which decreases parameter variance at the
initialization stage, and reduces output variance of
residual connections so as to ease gradient back-
propagation through normalization layers. Xu et al.
(2020b) propose the Lipschitz constrained param-
eter initialization approach to reduce the standard
deviation of layer normalization inputs and to en-
sure the convergence of deep Transformers.
7 Conclusion
In this paper, we suggest that the popular resid-
ual connection has its drawbacks. Inspired by
that the vanishing gradient problem suffered by
deep networks is the same as recurrent networks
applied to long sequences (Kalchbrenner et al.,
2016), we alternate residual connections of the
Transformer with the depth-wise LSTM ,which pro-
pogates through the depth dimension rather than
the sequence dimension, given that LSTM (Hochre-
iter and Schmidhuber, 1997) has been proven of
good capability in capturing long-distance relation-
ship, and its design may alleviate some drawbacks
of residual connections while ensuring the conver-
gence. Specifically, we show how to integrate the
computation of multi-head attention networks and
feed-forward networks with the depth-wise LSTM
for the Transformer, and how to utilize the depth-
wise LSTM like the residual connection.
Our experiment with the 6-layer Transformer
shows that our approach using depth-wise LSTM
can bring about significant BLEU improvements
in both WMT 14 English-German and English-
French tasks over the standard Transformer with
residual connections. Our deep Transformer exper-
iment demonstrates that: 1) Our depth-wise LSTM
approach also has the ability to ensure deep Trans-
formers with up to 24 layers, 2) The 12-layer Trans-
former using depth-wise LSTM already performs
comparably to the 24-layer Transformer with resid-
ual connections, suggesting more efficient usage of
per-layer parameters with our depth-wise LSTM
approach than with residual connections.
We propose to measure how the non-linearity
of the layer affects performance by replacing the
analyzing layer of the trained model with a lin-
ear transformation which cannot sustain any non-
linearity and observing the performance degrada-
tion brought by the replacement. Our analysis re-
sults support the more efficient use of per-layer
non-linearity of the Transformer with depth-wise
LSTM than that with residual connections.
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