We present a definition of entropy production rate for classes of deterministic and stochastic dynamics. The point of departure is a Gibbsian representation of the steady state path space measure for which ''the density'' is determined with respect to the time-reversed process. The Gibbs formalism is used as a unifying algorithm capable of incorporating basic properties of entropy production in nonequilibrium systems. Our definition is motivated by recent work on the Gallavotti-Cohen ͑lo-cal͒ fluctuation theorem and it is illustrated via a number of examples.
I. INTRODUCTION
One of the more obscure concepts in nonequilibrium statistical physics is that of entropy and its production. While most people adhere to the standard textbook formulation in the case of close to equilibrium processes, opinions start seriously deviating concerning the appropriate entropy concepts when confronted with far from equilibrium steady states.
The question is of course in the first place not a mathematical one, but rather conceptual. The field of nonequilibrium thermodynamics is still under construction and while various mathematically precise definitions make a lot of sense a priori, it needs to be seen how these definitions relate to the phenomena. Yet, in the tradition of mathematical physics, 1 a mathematical treatment of various examples or models hopefully clarifies the situation and may enable an algorithmic and constructive setup, available and testable also in cases when the correct physical intuition is not immediately available.
In the last several years, a lot of interest has been generated in understanding ''entropy production'' ͑or, entropy creation rate͒ in far from equilibrium steady states. In the context of certain dynamical systems, thermostatted systems in particular, entropy production appears as synonymous with ''phase space contraction rate.'' In fact under certain assumptions, one proves that the change of Shannon entropy in the steady state exactly equals ͑minus͒ that contraction rate. [2] [3] [4] The Gallavotti-Cohen theorem states a symmetry in the probability of fluctuations of this entropy creation rate, and while proven only for a limited class of systems ͑Refs. 5 and 6͒, has been observed in computer simulations in a variety of models, see, e.g., the motivating experiment ͑Ref. 7͒. In all examples, the physical interpretation as entropy creation rate seems to be confirmed.
In Ref. 8 another approach to the definition of entropy production appeared. There one considers the path space measure in the steady state and compares it ͑locally͒ with the path space measure of the time-reversed process. If such a comparison can be made, the relative density can be defined ͑as the corresponding Radon-Nikodym derivative͒. This density can be written as an exponential of a ''relative energy'' for an interaction governing the path space measure with respect to the time-reversal transformation. This ''relative energy'' is extensive and only contains the space-time interactions that break the time reversal. Its density is what we call the entropy production. Under various conditions, by the very nature of its ''Gibbsian'' definition, it satisfies a fluctuation theorem. It is interesting to see that it coincides with the definition given in the Gallavotti-Cohen setup when indeed the dynamics satisfies the conditions of their theorem. But it also gives a unifying description for more general dynamics if, at least for the purpose of computing macroscopic properties, the space-time trajectories are distributed via the appropriate ͑space-time͒ Gibbs measure. In particular, via this one and the same algorithm the entropy action functionals for every example of stochastic dynamics appearing in Refs. 9 and 10 can be computed.
The goal of this paper is to continue and to extend the analysis of Ref. 8 mostly via specific illustrative examples. The main result is that it works: Both theoretical considerations as well as exact results for examples of far from equilibrium steady state dynamics confirm our definition and the Gibbsian picture which is behind it. The material we work with here is mostly taken from Ref. 9 for the examples of stochastic dynamics, and for deterministic dynamics we mainly restrict ourselves to the Gallavotti-Cohen setup.
The plan of the paper: We start in Sec. II with our Gibbsian setup and with an abstract definition of entropy production. It is then specified to the context of interacting particle systems, both stochastic and deterministic. For stochastic dynamics we consider spin flip, particle exchange, and diffusion processes. There is also an example of a molecular motor. The discussion on deterministic dynamics is more descriptive as we limit ourselves mostly to explaining the relation of the Gallavotti-Cohen work to the Gibbsian setup. Section II is devoted to a brief discussion of the transient ͑not steady state͒ regime and the mathematics behind the so-called nonequilibrium work relations.
By the nature of the presented material, the reader will be confronted at the same time with elements of the Gibbs formalism, interacting particle systems, stochastic calculus, dynamical systems, and thermodynamics. We have tried to make the sections more or less self-contained and we have added many references to consult for background information.
II. DEFINITION AND MAIN PROPERTIES OF ENTROPY PRODUCTION

A. Path space measure: Gibbsian setup
We start with an informal description of the main algorithm used in the identification of the entropy production.
Suppose a system composed of many locally interacting components in a nonequilibrium steady state. The path space measure gives the microscopic distribution of the trajectories of the system compatible with the macroscopic information that is available. We take as a hypothesis that for the purpose of computing the macroscopic properties of the system, this path space measure in fact defines a Gibbs state on the space-time configurations. For the moment, we forget how this Gibbsian description is obtained but we will come back to this in a following remark.
For the sake of simplicity let us in fact consider the case where we are dealing with a Gibbs state for a lattice spin system, see Refs. 11-13 for background. The configurations are then elements of ⍀ϭG
where G, the single spin space, is finite and ϭ((n,i),nZ,iZ d ) is a space-time trajectory for nϭdiscrete time, and i a spatial coordinate on the d-dimensional lattice Z d . Physically, it is better to replace the infinite space-time lattice Z dϩ1 by a huge space-time box W, possibly with appropriately chosen boundary conditions but what follows is easily adapted to that case. Furthermore, we have a family of macroscopic variables, formally,
each additive in ''space-time potentials'' U A ␣ for which we assume that U A ␣ is a real-valued function only depending on the configuration in the finite set A, summable according to
͑2.2͒
Again, this condition is not strictly needed but it is the simplest choice for making sense of the differences
when ,⍀ coincide outside a finite set ⌳ʚZ dϩ1 . Moreover, thanks to the additive structure, we immediately get that ͑2.3͒ equals
up to boundary terms O(͉‫)͉⌳ץ‬ when ⌳ is a regular, say cubiclike, region. In the same way, we will be demanding translation invariance even though this is negotiable for some of what follows. In fact, it is good to split translations in spatial-and timelike translations. We denote the translation over a lattice vector xZ dϩ1 by x and the translation is timelike if xϭ(n,0) for some n Z, spacelike if xϭ(0,i) for some iZ d . Since we are considering a system in its steady state, the condition that the potential ͑and the path space measure͒ is timelike translation invariant is a natural requirement, but the spacelike invariance is often broken. All the same, we wish to continue with the simplest setup and global translation invariance is part of this: U A ( x ) ϭU Aϩx (), where x (y)ϭ(xϩy).
Gibbs distributions corresponding to the ensemble defined via ͑2.1͒ are probability measures on ⍀ whose conditional distributions to find the trajectory in an arbitrary finite set VʚZ dϩ1 when the configuration is given outside V is
͑2.5͒
Here, Z V () is the partition function depending on the values (x), xV c and the E ␣ are conjugate variables. As a reference measure we take the product of counting measures on G.
Suppose now that we have a transformation on G for which 2 ϭ1 and which leaves invariant the counting measure on G. We fix a sequence of increasing space-time cubes ⌳ N,L ϭ͕xϭ(n,i)Z dϩ1 ,͉n͉рN,͉i͉рL͖. We can then define the transformations
The time-reversal transformation is then defined on local observables ͑functions͒ as
where for the local f with dependence set D f ͑i.e., the smallest set
In other words, H 0 in ͑2.1͒ is put as a reference ''action'' or ''Hamiltonian'' which is invariant under the time-reversal transformation . One should think of the Gibbs measure ϳexp͓ϪE 0 H 0 ͔ as the unperturbed equilibrium steady state. The amplitudes E ␣ should correspond to gradients of intensive variables each conjugate to time-reversal breaking macrovariables H ␣ , ␣ϭ1,...,m and they determine for each of the m considered mechanisms the amount of driving away from equilibrium. Associated with the transformation N,L there is the Gibbs measure N,L defined via
for an observable f on ⍀. In the present context, most important for us is that the measure N,L has a density with respect to the original path space measure :
This is automatically so for Gibbs measures but the full glory of Gibbsian states is not needed as we only require in ͑2.9͒ the existence of a density corresponding to the transformations N,L . In a more formal way ͑which does make sense however for a finite space-time lattice Wϭ⌳ N,L ), what we are doing is comparing the plausibility or weight ͓͔ in the path space measure of a trajectory of the system with the weight ͓ N,L ͔ where N,L (n,i)ϭ((Ϫn,i)). The condition ͑2.9͒ then amounts to asking that ͓ N,L ͔ϭ0 whenever ͓͔ϭ0 with a well-defined ratio
At the risk of generating confusion, we will say that the path space measure ͑or, the dynamics generating it via its steady state statistics͒ is dynamically reversible if there exists a transformation for which this property ͑2.9͒ or ͑2.10͒ is satisfied. ͑This should not be confused with the condition of detailed balance that we will meet later and which will make R N,L a boundary term, i. 
it is readily checked, using ͑2.3͒ ͑see also Ref.
can be written as a sum over the x⌳ N,L 
Finally, since of course (e ϪR N,L )ϭ1, the positivity of the expectation value follows from Jensen's inequality. ͓Remark: In fact, all moments of R N,L have non-negative expectation as is easy to find from the symmetry ͑2.13͒ in its characteristic function.͔ We define the entropy production ͑creation rate͒ as the expectation value of ṡ :
where the currents J ␣ are
Morally, this entropy production is the expectation value of a random variable which is microscopically defined as follows: Take the logarithm of the ratio of the calibers of a microscopic trajectory and its time-reversal N,L . By ''caliber'' of we mean ''the number of microscopic trajectories that all give rise to the same macroscopic trajectory as .'' The rest of the paper is devoted to explaining and motivating this definition. This will be done as follows. We first list some of the properties of our definition in the present setup. This is repeated in a somewhat more abstract setting in Sec. II B which however can guide us in many different cases. We then illustrate it via examples.
͑2.18͒ attempts to define the entropy production directly as bilinear in thermodynamic forces E ␣ and fluxes J ␣ and it inherits the properties of R N,L in Proposition 2. 
In particular, the limit
exists and equals p(2EϪ,E) for all ϭ( 1 ,..., m ), Eϭ(E 1 ,...,E m )R m . Proof: ͑2.21͒ is a consequence of the law of large numbers using that is a translation invariant extremal Gibbs state. The rest of the proof was already given in Ref. 8 .
The symmetry of ͑2.23͒ for the generating function of ṡ gives rise to relations between correlation functions when p(,E) is differentiable with respect to and E. Most important is the following version of the Green-Kubo formula ͑also already proven in Ref. 8͒ Corollary 2.1:
Obviously, ͑2.24͒ is ͑Onsager-͒ symmetric in interchanging ␣ with ␥.
Remark: As far as we see there are two main approaches connecting the Gibbs formalism with nonequilibrium statistical mechanics. The first one is easiest to grasp for the ''mechanically inclined.'' It is obtained by the explicit construction of the path space measure of various dynamics as a Gibbs measure. In fact ͑and fortunately͒, the full identification of the interaction is not needed for our purposes as we are only interested in a specific ''relative energy'' ͓as in ͑2.9͒ and ͑2.10͔͒. The second approach is more familiar to the ''statistically inclined.'' It involves identifying Gibbs measures as solutions of the maximum entropy principle, given space-time information on macroscopic variables such as steady state currents. It does not build the path space measure from the microscopic dynamics but instead tries to predict macroscopic behavior from a Gibbs measure on the space-time trajectories which is statistically compatible with certain experimentally available data. We refer to the method of Ref. 14 and to specific examples ͑in the quantum domain͒ in, e.g., Ref. 15 . In this paper, we deal exclusively with the first approach. It should however be realized that, while the first approach works equally well for systems containing only few degrees of freedom, the stone-wall character of the laws of irreversible thermodynamics can only be expected for systems containing a large number of degrees of freedom.
B. Abstract definition
Here we start from an abstract probability space ͑⍀,F,͒. The set ⍀ has to be thought of as the set of discrete or continuous time paths of a particle system. Next we consider an index set S, р equipped with the partial order р, and an increasing family of sigma-fields ͕F s ,sS͖, F s ʚF, ᭙ s S, with Fϭ(ഫ sS F s ). Typically S has to be thought of as some set of increasing spacetime windows, e.g., In the examples that follow we will always identify the function R s by means of a Girsanov formula. The procedure is always to refer to a time-reversal invariant process and to compute the ratio
Sϭ͕͓0,T͔,Tу0͖
d d ͑ s ͑ ͒͒ Ͳ d d ͑ ͒ϭe ϪR s ͑ ͒ .
͑2.27͒
Since we have not insisted on a natural notion of spatial translations in our abstract setup we cannot expect to obtain an analog to ͑2.11͒ which for statistical mechanics is of prime importance as it is related to the extensiveness of the entropy production. Note however that from condition ͑iv͒
is a martingale and hence E(Ϫlog M t ) is a nondecreasing function of time t (Ϫlog M t is a nonnegative submartingale͒. Most of the time, there will be a natural choice for an increasing function ␣:S→R ϩ being a suitable normalization in the sense that sup sS ␣(s)ϭϩϱ and the limit ͑free energy functional͒ the entropy production corresponding to ͑⍀, F, ͒ and transformations s . This is the analog of ͑2.18͒-͑2.21͒ in the general context. When we deal with ''fluctuations of entropy production,'' then we mean fluctuations of the random variable R s /␣(s). In the identification of R s , we always want to obtain R s ''up to boundary terms.'' More precisely, given a suitable normalization ␣, we define R s ЏR s Ј iff for all
͑2.31͒
This of course implies that R s and R s Ј give rise to the same free energy functional. We also denote d( s )/dЏ1 iff p()ϭ0 for all у0. When R s Џ0 we say that R s is -''negligible.'' In this case, we say that the dynamics is time-reversal invariant.
III. STOCHASTIC DYNAMICS
In this section we discuss a variety of examples. In each particular case, from the Gibbs representation of the path space measure of the stochastic process ͓as in ͑2.9͒-͑2.10͔͒, we can identify the entropy production by comparison with the time-reversed process. It is essential to realize that the choice of time-reversal transformation and hence the definition of entropy production, depends on the choice of dynamical variables we consider in the system. That is, besides mere reflection of the time axis there could be applied an additional transformation on the level of the phase space and this depends on the type of variables one considers.
A. Molecular motor
We illustrate our method for a simple model of a molecular motor. This example was suggested to us via a reading of Ref. 16 . Since, at the time of writing this paper, we also received the preprint 17 which deals with a similar model, we omit giving context and motivation and we refer to Refs. 16-19 for details. Here, after defining the simplest variant of the model, we proceed at once with our algorithm.
We consider a point particle that can jump on the one-dimensional lattice ͑Z͒ under the influence of a periodic potential U. This potential U can take two different shapes U 1 and U 2 ͑see diagram͒ and it switches between them at a rate ⌫. The state of the particle can be characterized by a couple (x,␣) where x describes the position of the particle and ␣͕1,2͖ specifies in which potential the particle moves. The potential U 2 is symmetric and periodic with period 1 while U 1 has minima of two different heights bounded by asymmetric energy barriers. It is also periodic but with period 2.
To be concrete, let us put for nZ, U 2 (n)ϭ0, U 1 (2n)ϭ⑀ϭϪU 1 (2nϩ1). The asymmetry of the barriers implies that in U 1 the rates for jumping to the right are different from those for jumping to the left. The transitions occur at the rates:
⌫ϭr͑͑x,1͒→͑x,2͒͒, ⌫ϭr͑͑x,2͒→͑x,1͒͒, ␥ϭr͑͑x,2͒→͑xϮ1,2͒͒.
In the figure above we have taken ␦ 1 Ͻ␥ 1 Ͻ␥ 2 Ͻ␦ 2 . It is the combination of the energy difference and the height of the energy barrier between adjacent minima that determines the rates in a concrete model.
We suppose that
for thermal transitions at the temperature T s in the potential U 1 . Notice that from this condition of detailed balance both potentials ͑separately͒ give rise to a time-reversal invariant dynamics. However switching between the two potentials at rate ⌫Ͼ0 destroys time-reversal invariance and can produce a net to current and a nonzero entropy production. The physical reason is that the jumping of the particle from site to site is a thermal process occurring at temperature T s while the switching between the two potentials is also a thermal process but occurring at a different temperature T r ϭϩϱ. Through the system there is a net passage of heat from the reservoir at temperature T r to the system at temperature T s . As we will now see, our algorithm nicely captures this. We distinguish the following four different states:
Denote by p i the probability to find the particle in state i. Then dp 1 dt
From ͑3.4͒ we easily obtain the following probabilities in the stationary measure: p i ϭ1/4 ϩ(Ϫ1) iϩ1 a i , where a 1 ϭa 2 ϭa and a 3 ϭa 4 ϭb, with
and ⌺ϭ␥ 1 ϩ␦ 1 ϩ␥ 2 ϩ␦ 2 .
Let us now introduce the particle current in the stationary state:
͑3.8͒
Expression ͑3.7͒ is the net current to the right at odd and ͑3.8͒ at even lattice sites. Since there are no sources or sinks both expressions must be equal ͑as they are͒. Using the explicit expression for the stationary state we obtain
Apart from this particle current we can introduce yet another current. It is the heat current measuring the amount of energy that is displaced through our system.
where we used ͑3.2͒ and stationarity. J Q is the rate at which energy or heat flows from the reservoir to our system at temperature T s . Let us now turn to the setup of Sec. II B. We put ⍀ϭD(͓ϪT,T͔,͕1,2,3,4͖) the set of paths on the states ͑3.3͒, Sϭ͕͓ϪT,T͔:Tу0͖ the set of increasing time windows,
and ␣(͓ϪT,T͔)ϭ2T. Let be the space-time extension of the stationary state
where N t denotes a mean one Poisson process. Therefore the entropy production corresponding to ͑⍀, F, ͒ is ͑ṡ ͒ϭlim
Using ␥ 1 ␥ 2 ϭ␦ 1 ␦ 2 together with the explicit expression for the stationary state we can rewrite this
The right-hand side, with the definition ͑3.10͒, is indeed what we would write as thermodynamic entropy production. We recognize the form ''current field,'' where the role of the field is played by an inverse temperature difference. Since we have taken ⌫ constant independent of the particle position, the effective temperature of the second reservoir is T r ϭϱ and thus (ṡ )ϭJ Q /T s ϭJ Q /T s ϪJ Q /T r . The particle current J ϩ does not contribute to the entropy production because we did not include an external load, see Ref. 17 . Remark also that (ṡ )у0 with equality only if J Q ϭ0. This happens when ␥⌫ϭ0 or ␥ 1 ϭ␦ 2 , ␦ 1 ϭ␥ 2 (⑀ϭ0) or ␥ 1 ϭ␦ 1 ϭ␥ 2 ϭ␦ 2 (T s ϭϱ).
This shows that from our algorithm, the exact expression for the entropy production is obtained.
B. Spin-flip dynamics
Spin-flip processes ͑SFP͒ are continuous time Feller processes taking values in the space X ϭ͕ϩ1,Ϫ1͖ 
the set of cadlag trajectories of spin configurations in the finite volume
the finite time interval ͓ϪT 0 ,T 0 ͔. Elements of ⍀ are denoted by , . The time-reversal transformation is defined in windows ͓ϪT,T͔ϫ⌳ L for TрT 0 and LрL 0 :
Notice that this transformation does not preserve the right-continuity of the paths at the jumping times but we can modify the jumps of T,L () making it again an element of ⍀. With a slight abuse of notation we write T,L () for this cadlag modification of ͑3.20͒. Lemma 3.1:
where
is the basic jump process, counting the number of flips at site i in the time interval ͓ϪT,s͔ and G T,L is -negligible in the sense (2.31) .
Proof: This is a direct application of the Girsanov formula. We introduce the time-reversal invariant reference process of independent spin-flips, i.e., the process with generator
and denote by 0 its path space measure starting from ͕Ϫ1,ϩ1͖ ⌳ L 0, i.e., (tϭϪT,•) ϵ tϭϪT ϵ. We also denote by the path space measure of the process with generator L starting from its stationary measure , and by 0 the same for the process with generator L 0 , starting from the stationary measure 0 . From the Girsanov formula for point processes ͑see Ref. 21 , p. 314͒ we obtain
͑3.24͒
Using time-reversal invariance of the reference process we obtain:
͑3.26͒
In the first step we put ''Џ'' because the process 0 satisfies d T,L 0 /d 0 Џ1, in the last step because we omitted the term coming from the initial measures ͑ for the process, and 0 for the reference process͒.
For the entropy production we obtain, from Lemma 3.1,
͑3.27͒
Use that N s i Ϫ͐ ϪT s c(i, t )dt is a martingale. By stationarity and translation invariance of , we obtain from ͑3.27͒ ͑ṡ ͒ϭlim
If is time-reversal invariant, then ͑3.28͒ is zero: this is the case when is a Gibbs measure with respect to the Hamiltonian of ͑3.18͒, i.e., when c͑x, ͒ϭexp͑ Ϫ␤͑x ͒͑ xϩ1 ͒͒.
͑3.30͒
The invariant measure is the one-dimensional Ising model at inverse temperature ␤/2. The process starting from is not time-reversal invariant. For the entropy production we find, after an easy calculation:
͑3.31͒
C. Particle exchange dynamics
For particle exchange processes ͑PEP͒, the configuration space is Xϭ͕0,1͖
, where (i) ϭ1,0 is interpreted as the presence ͑respectively, absence͒ of a particle at lattice site i. A PEP is a Feller process on X with generator given by
where ͉iϪ j͉ϭ ͚ ␣ϭ1
͑3.33͒
The exchange rates c(i, j,) are strictly positive, local, and translation invariant. As for spin-flip processes, we put
where TрT 0 ,LрL 0 . We then have the following analog of Lemma 3.1:
and G T,L is -negligible in the sense (2.31).
Proof: The lemma follows again from the Girsanov formula. The basic jump processes are now indexed by nearest-neighbor bonds rather than by sites. As a time-reversal invariant reference process we choose the simple symmetric exclusion process with generator
Again, and 0 denote the path space measures starting from a configuration X under the original and reference dynamics, respectively, and and 0 denote the path space measures starting from a stationary measure ͑respectively, 0 ͒. We obtain
͑3.41͒
The entropy production is ͑ṡ ͒ϭlim
If is translation invariant then
͑3.43͒
Examples: Asymmetric exclusion processes. We consider the case of bulk driven diffusive lattice gases as was done in Ref. 9, see also Ref. 23 . For the asymmetric exclusion process on a ring with periodic boundary conditions,
The Bernoulli measure , take it with particle density q, is a stationary ͑nonreversible͒ measure. Denoting by its space-time extension, we find for the entropy production
͑3.45͒
The particle current is defined by
͑3.46͒
Notice the relation
͑3.47͒
In the limit T,L↑ϱ, the expectation of the particle current is precisely
͑3.48͒
This is also the quantity appearing as the current in the hydrodynamic equation which in this case is the Burgers' equation for a space-time density profile q t (r),rR:
Hence the entropy production can be written in the form
which corresponds to the dissipated power. As soon as the process is not time-reversal invariant ͑the field E 0 is not included as dynamical variable͒, the entropy production ͑3.45͒ is strictly positive.
To further illustrate the relation between particle current and entropy production we next consider the one-dimensional asymmetric exclusion process with generator
where p:
Then we find, starting from the Bernoulli measure with density q:
Hence, the mean entropy production is strictly positive whereas the particle current vanishes.
D. Diffusion processes
In this section we consider, following Ref. 9 , three examples of diffusion processes. A fluctuation theorem for diffusion processes was first discussed in Ref. 10 . Via the Girsanov formula we find a Gibbsian representation for the path space measure and we can apply our formalism to obtain the entropy production. We will use a similar notation as in Ref. is time-reversal invariant when started ͑at tϭϪT͒ from the stationary probability measure
͑3.58͒
From the Girsanov formula ͑Ref. 21͒ we obtain the following expression for the Radon-Nikodym derivative of the path space measure of the process ͕x t :t͓ϪT,T͔͖ with respect to the process ͕y t :t͓ϪT,T͔͖, starting at the same point uϭx tϭϪT ϭy tϭϪT :
In this expression the stochastic integrals are Ito-integrals, i.e.,
where ϪTϭs 0 Ͻs 1 Ͻ...Ͻs n ϭT, ⌬s j ϭs j Ϫs jϪ1 , is a subdivision of the interval ͓ϪT,T͔, such that max j ⌬s j ↓0 for n↑ϱ. The limit in ͑3.60͒ has to be understood in L 2 -sense, and it is important to evaluate f in the points s jϪ1 ͑the left end point͒ in order to obtain the Ito-integral. If we evaluate in the midpoints we obtain the Stratonovich integral, i.e., for continuous f:
where ‫ؠ‬ stands for Stratonovich. The procedure to obtain d( T )/d 0 is now straightforward: We plug in the time reversed path T () in the Girsanov formula, and use the reversibility of ͕y t :0рtрT͖ to obtain
͑3.62͒
Next use the following:
where we used ͑3.61͒. ͑2͒ Trivial. From ͑3.59͒, ͑3.62͒, and this lemma we obtain finally
where we put Џ because we start the process ͕x t :ϪTрtрT͖ from its true stationary measure and not from the reversible measure of the process ͕y t :ϪTрtрT͖, hence we have to include an extra factor of order one ͑as T↑ϱ, since these two measures are absolutely continuous͒ in expression ͑3.64͒. This finishes the proof of Lemma 3.3. The entropy production corresponding to ͑⍀, F, ͒ is ͑ṡ ͒ϭϪlim
͑3.65͒
When cϭϪ
which is a boundary term. Hence, in the case of a conservative driving force we get (ṡ )ϭ0 as it should since then the process ͕x t :ϪTрtрT͖ is time-reversal invariant.
Example: Langevin Equation with temperature gradient:
Consider the following stochastic differential equation:
which describes a particle subject to friction, a conservative force, and a random force. We take UC 2 and ␥,␤C 2 positive, bounded and bounded away from zero. This guarantees the existence of a unique stationary probability measure absolutely continuous with respect to Lebesgue measure. To apply the formalism of Sec. II B, we identify ⍀ϭ⍀ T ªC(͓ϪT,T͔,R d ) the velocity paths, Sª͕͓ϪT,T͔:Tу0͖, ␣(͓ϪT,T͔)ª2T, and T (s)ϭϪ(Ϫs). The minus sign in the transformation T comes from the fact that (t) is interpreted as the velocity at time t.
Lemma 3.5:
where G T is -negligible in the sense of (2.31) . Proof: We introduce the reference process
In this process, ͕V t ,tу0͖ is -invariant when started from the measure
Let u and u 0 be the path measures in the two processes, starting at a common initial condition uϭ(x 0 ,v 0 )ϭ(X 0 ,V 0 )R d . From the Girsanov formula, we obtain
where, in the last integral, we do not specify ⌽ except for observing that
Hence, using Lemma 3.4,
where in the last line we have put ''Џ'' because we omitted the boundary terms of the partial integration.
We obtain for the entropy production:
where once again, is a stationary measure and is its space-time extension.
Example 3: Langevin equation with nonconservative driving force.
We now put ␤ constant in ͑3.67͒ and consider
where again F is supposed to be sufficiently confining so that the velocity process v t has a unique stationary probability measure which is absolutely continuous with respect to Lebesgue measure. Lemma 3.6: As in (3.5),
with now
where G T is -negligible in the sense of (2.31) . Proof: The reversible reference process now reads
i.e., in this process ͕V t ,t͓ϪT,T͔͖ is -invariant when started from the measure
From the Girsanov formula we obtain
and thus
͑3.80͒
We used that for a
͑3.81͒
This can be seen from the following calculation:
where ͗V,V͘ T denotes the quadratic variation process:
͑3.83͒
For this example we conclude that the entropy production corresponding to ͑⍀, F, ͒ is given by ͑ṡ ͒ϭlim
͑3.84͒
If F is conservative, i.e., F(X s )ϭϪٌU(X s ), then the integral Ϫ͐ ϪT T ␤F(X s )V s dsϭU(X T ) ϪU(X ϪT ) is a boundary term, making (ṡ )ϭ0, expressing the time reversal symmetry.
Notice that ͑3.84͒ is not dependent on ␥, so that at least formally in the limit ␥→0 ͑''zero noise limit''͒, we can use the same expression.
Remark: There is one generalization which we have not considered so far and which is physically rather important. It concerns the case of dynamics with memory ͑cf. Ref. 24͒. When the time scales of a reservoir and a subsystem have not been infinitely separated, memory effects are present. Fortunately, in principle our setup can handle this case. After all, a Markovian dynamics just corresponds to a short range interaction in the time direction for our space-time Gibbs measure. If this interaction happens to be long range ͑but summable in the appropriate sense͒, the formalism still applies unchanged. Remark indeed that in order to apply the Girsanov formula for the stochastic differential equation ͑3.53͒, we do not need that the drift is a function c t (x) ϭc(x t ); it suffices that c t is an adapted process, hence x t does not need to be a Markov process. The only problem is to find the correct analog of Lemma 3.4 which will now involve anticipating stochastic integrals.
IV. DETERMINISTIC DYNAMICS
Dynamical systems:
In recent years new ideas in nonequilibrium statistical mechanics have emerged from the study of smooth dynamical systems, see, e.g., Ref. 4 . In particular, the chaotic character of a time evolution plays an important role and, depending on author and context, is argued to be responsible for the positivity of entropy production and for the positivity of transport coefficients. This, at first sight, is paradoxical since the results obtained from the theory of dynamical systems apply to small systems. It is certainly not the case that nonequilibrium behavior ͑such as macroscopic irreversibility͒ is compatible with systems having only a few degrees of freedom. One suggestion to bridge this gap is contained in the Chaoticity Hypothesis of Gallavotti and Cohen. 25, 26, 5, 6 We will come back to this below. We start with some general remarks. Consider a discrete time dynamics on a compact connected Riemannian manifold X defined by the map T:X→X. Extra conditions will have to be added but we prefer to postpone them until they are explicitly needed. Trajectories starting from vX are sequences (v,Tv,T 2 v,...). For every trajectory segment (v 1 ,v 2 ,...,v n ) we must have v k ϭTv kϪ1 .
We assume that T is invertible and that there exists an involution on X which leaves the Riemann metric dv on X invariant, 2 ϭ1, so that ‫ؠ‬T Ϫ1 ϭT‫.ؠ‬ This is called dynamic reversibility in the present context. To see the relation with ͑2.9͒ or ͑2.10͒, it is crucial to observe that the trajectory segment (v Ϫn ,v Ϫnϩ1 ,...,v n ) is allowed if and only if the trajectory segment (v n ,v nϪ1 ,...,v Ϫn ) is allowed. One of the segments is then of the form
Another related consequence comes from the fact that if T n vϭv for a certain n, then also T n wϭw for wϭv. In other words, is a bijection on the set of n-periodic points Fix T n ϭ͕vX,T n vϭv͖. Next, since we want to study steady state properties, comes considering time-invariant states. Most of the time, there are plenty of them and it is important to select the natural ones. This can of course only be decided from the ͑partial͒ information we have on the particular system we are interested in ͑e.g., via initial conditions, symmetries, etc.͒. At any rate, steady states describing the statistics of trajectories are completely determined by the selection of an invariant measure in the sense that the only randomness in a trajectory comes from the initial data. It is therefore somewhat artificial to use another notation for an invariant measure and for its corresponding steady state ͑path space measure͒ since, for an observable f that depends on the configuration of the system at times n 1 ,n 2 ,...,n k , we have
As far as we are aware, there are two main strategies to connect steady states to Gibbs measures, getting the Gibbs formalism of Sec. II at work also for deterministic dynamics. The first strategy uses the concept of Markov partition and symbolic dynamics and, for our purposes, is most useful for ͑if not limited to͒ mixing Anosov diffeomorphisms T; we refer to Refs. 
is the empirical distribution and F is an arbitrary weakly continuous function on the space of probability measures on X. If ͑4.3͒ holds, then the following symmetry relation holds:
͑4.4͒
For Anosov systems this program can be completed.
Gallavotti-Cohen theorem:
The Gallavotti-Cohen fluctuation theorem can be seen as a result about a symmetry in the fluctuations of the phase space contraction rate in the theory of smooth reversible dissipative dynamical systems, see Refs. 5, 6, and 4. It selects a class of dynamical systems ͑so-called mixing Anosov diffeomorphisms͒ where via the existence of Markov partitions and symbolic dynamics a one-to-one relation with a one-dimensional Gibbs measure with an exponentially decaying interaction can be established.
Consider minus the logarithm of the Jacobian determinant J which arises from the change of variables implied by the dynamics. We write ṡ ϵϪlog J, the phase space contraction rate, and the object of interest is
for large time N. is the SRB measure of the dynamics which arises naturally from
corresponding to time averages for almost every randomly chosen initial point vX with respect to the Riemann volume element dv on X. One assumes ͑and sometimes proves͒ dissipativity:
The fluctuation theorem of Gallavotti and Cohen states that w N (v) has a distribution N (p) with respect to the stationary ͑SRB͒ state such that
always. In other words, the distribution of w N for N large satisfies some general symmetry property. The reader will of course recognize the relation with ͑2.22͒. The technical ͑mixing Anosov͒ assumption assures the uniform hyperbolicity of the dynamical system. The use of symbolic dynamics converts the study of entropy production into the framework of statistical mechanics for one-dimensional lattice spin systems with an exponentially decaying interaction. This is intrinsic in the proof of Refs. 5 and 6 and it was explicitly remarked in Sec. III of Ref. 35 . The steady state ͑corresponding to the SRB-state ͒ is the ␥ image of a translation invariant Gibbs measure on ⍀ªG Z , corresponding to the dϭ0 case of the previously considered interacting particle systems. The ͑de͒coding ␥:⍀→X is continuous one-to-one almost everywhere and satisfies T‫␥ؠ‬ϭ␥‫ؠ‬ where ϭ 1 is the shift on Z. This is brought about via a finite ͑Markov͒ partition (I a ,aG) of X from which we define l (v)ϭa if vI a . Given ϭ␥ Ϫ1 v⍀, there are many wX for which l (T n w)ϭ(n),͉n͉рN. In the same way there could be many wЈ for which l (T n wЈ)ϭl (‫ؠ‬T Ϫn v)ϭl (T n ‫ؠ‬v),͉n͉рN. What we are interested in is to take the ratio of the corresponding weights according to our path space measure ͓as in ͑2.9͒ or ͑2.10͔͒. Following our general scheme, the logarithm of this must be related to the entropy production just as in ͑4.2͒.
The reversibility plays as follows on the symbols. First of all, again because of the Anosov character of T, we can choose the partition such that l (v)ϭ l (v),vX for some involution on G. Define ϭ␥ Ϫ1 ‫.␥ؠؠ‬ In the same way we can define the local transformation N ()(n) ϭ ((Ϫn)),͉n͉рN,ϭ(n) for ͉n͉ϾN and obviously, g‫ؠ‬ N →g‫ؠ‬ for continuous g on ⍀. In the same way
approximates . But now, ͑4.2͒ relies on a statement about the Gibbs measure and the transformation N , just as in our Sec. II: we can apply the theory of large deviations for Gibbs states, see Ref. 36 . The reason why the phase space contraction appears as entropy production is that the SRB state ͑or, after transforming to symbolic sequences, ͒ is a Gibbs state with respect to the interaction Ϫlog J u ͑which is Hölder continuous͒ where J u Ͼ0 is the expanding or unstable Jacobian. The Jacobian determinant satisfies J(‫ؠ‬T)ϭJ Ϫ1 and interchanges the stable with the unstable directions (J s (Tv)ϭJ
As a consequence, we recover the expression ͑2.15͒ where the entropy production is related to the ''relative energy'' after time-reversal:
where 0(1)/N→0 as N↑ϱ.
The reason why the quantity ṡ can be identified with the change of entropy in the steady state follows from the following simple calculation. Define the ͑Shannon͒ entropy of a probability distribution m(dv)ϭm(v)dv on X as S͑m ͒ϭϪ ͵ dv m͑v ͒log m͑v ͒.
͑4.12͒
If m is the density at time n, then, under the dynamics, the density at time nϩ1 is
and the change in entropy ͑gained by the system͒ is therefore
S͑mЈ͒ϪS͑m ͒ϭ ͵ dv m͑v ͒log J͑v ͒.
͑4.14͒
Taking n to infinity, the empirical probability distribution approaches the SRB distribution , as in ͑4.6͒. Therefore, the amount of entropy produced by the system per time unit is ͑4.7͒, see also Refs. 2-4. Even though the preceding discussion was mentioning mostly technical points that are part of the theory of ͑Anosov͒ dynamical systems, this was certainly not the final goal of the authors. This is summarized via their chaoticity hypothesis: ''A reversible many particle system in a stationary state can be regarded as a transitive Anosov system for the purpose of computing the macroscopic properties,'' see also e.g., Refs. 5, 6, 26, 25, 37, and 38. In fact, various numerical experiments have shown extremely good agreement with the symmetries predicted by Gallavotti and Cohen, e.g., in Ref. 35 . The theorem originated from numerical evidence in Ref. 7 . These computer experiments are carried out via so-called thermostatted systems. These are dynamical systems where mechanical forces are replacing the action of reservoirs in keeping the energy of the system constant. More theoretically, the theorem has various interesting consequences. For example Gallavotti 26 has been extending Green-Kubo type formulas to arbitrary forcing fields for a class of nonequilibrium dynamics, see also Ref. 4 . We see it therefore as a major argument ͑and motivation͒ in favor of the suggested definition of entropy production.
V. TRANSIENT REGIME
So far we have been considering the ͑nonequilibrium͒ steady state. However, our setup can just as well be applied to transient regimes as, e.g., described in Refs. 39 and 40. We briefly comment here on the mathematics behind the so-called nonequilibrium work relations and how they fit into our framework. Let us start with the mathematics in the easiest example of a ͑discrete time͒ Markov chain n on a finite configuration space X. Consider a probability measure i on X, 41 i ()Ͼ0,X, as the initial state and the corresponding path space measure P N on X Nϩ1 for which
with transition probabilities p(͉Ј)Ͼ0,,ЈX. It is immediately verified that for all pairs of probability measures , Ј on X with (),Ј()Ͼ0,X, we have the relation where we started in i ϭ. This is a variant of the nonequilibrium work relation appearing in Refs. 39 and 40. More generally, such relations are easy to produce in the context of stochastic dynamics ͑as in Sec. III͒ by using the appropriate form of the trivial identity
Instead of considering a stochastic dynamics on our system, we could also consider a Hamiltonian time evolution on our system plus reservoir. To be specific, let us take the configuration space of the form XϭX s ϫX r with a deterministic invertible transformation T:X→X. The momenta and positions of the particles in the system are collected in the ͑first͒ variable v and w will stand for the reservoir variable. 
