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Abstract This paper focuses on solving the bi-objective problem of no-wait two-stage flexible flow shop
scheduling. The objectives considered in this study are minimum makespan (Cmax), as well as maximum
tardiness of jobs (Tmax). This problem is known as NP-hard. Hence, three bi-objective optimization
methods based on simulated annealing, called CWSA (classical weighted simulated annealing), NWSA
(normalized weighted simulated annealing), and FSA (fuzzy simulated annealing), are developed to solve
the problem with the goal of finding approximations of the optimal Pareto front. Due to the fact that
meta-heuristic algorithms are very vigilant of parameter values, we proposed a new reliable method, by
mixing the Taguchi method and a Multi-Objective Decision Making (MODM) approach, for achieving our
purpose. The algorithms are evaluated by solving both small and large scale problems. The performances
are evaluated in terms of a relative deviation index. Finally, the result of the study is discussed and
concluded, and potential areas of further study are highlighted.
© 2013 Sharif University of Technology. Production and hosting by Elsevier B.V.
Open access under CC BY-NC-ND license.1. Introduction
The existence of a fairly wide variety of products in tackling
various customer demands makes production scheduling
harder than before [1]. Among the problems subject to
scheduling, the hybrid flow shop problem has been highly
researched by investigators [2–6]. One of the reasons is that
most manufacturing systems follow batch shop, flow shop or
semi flow shop routings [7,8]. The hybrid flow shop is always
found inmanymanufacturing systems, and is also known as the
flexible flow shop, flow shop scheduling problem, by parallel
machines and flexible flow lines. For a literature review in this
area, the readers are referred to those of [9–11].
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http://dx.doi.org/10.1016/j.scient.2012.10.044A highly prominent class of job scheduling problems is
identified by a no-wait production environment, in which
there is no storage between the machines. Thus, jobs must be
processed from start to finish, without any interruptions in the
machines or between them. Consequently, the processing of a
job on the initial machine may need to be delayed to guarantee
that no waiting will take place on any subsequent machines.
In a no-wait flow shop, it is assumed that there are n jobs,
each ofwhich consists ofm operations owning a predetermined
processing order through the machines. Each job is to be
processed without preemption and interruption on or between
mmachines. That is, once a job is started on the first machine, it
has to be continuously processed through subsequentmachines
without interruption. In addition, each machine can handle no
more than one job at a time, and each job has to visit each
machine exactly once. Therefore,whenneeded, the start of a job
on the first machine must be delayed in order to meet the no-
wait requirement [12]. In general, there are two main motives
for a no-wait environment: the type of procedure, or a lack of
storage between intermediate machines (work stations). For
example, in steel factories, the heated metal goes through a
continuous sequence of operations before it is allowed to cool.
evier B.V. Open access under CC BY-NC-ND license.
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steel. In addition, in the plastic products industry, it is required
for a series of processes to be performed, one immediately
after another, in order to prevent degradation. Another example
occurs in the chemical industry; having a waiting time
between each subsequent stage may lead to changes in the
material properties (e.g. degrading the polymer) [13]. Similar
situations also arise in the pharmaceutical industries [14].
Other applications of this problem can be found in industries,
such as the chemical industry, steel production, just-in-time
manufacturing processes, service firms etc. [15–19]. Because of
their significance, both in theory and in practical applications in
industrial and service companies, no-wait scheduling problems
have attracted the attention of many researchers [20–24].
The study of recent research reveals that the majority of rel-
evant papers in the field of no-wait hybrid flow shop scheduling
problems have concentrated on single-objective problems. Liu
et al. [25] presented a heuristic algorithm, named the Least De-
viation (LD) algorithm, for two-stage no-wait hybrid flow shop
scheduling with a single machine in either stage. The perfor-
mance measure used in this study was makespan. The results
showed that the LD algorithm outperforms the others in most
practical cases. In addition, the proposed algorithm showed low
computational complexity andwas easy to implement, thus be-
ing a favourable application value.
Xie et al. [26] proposed a new heuristic algorithm, known
as the Minimum Deviation Algorithm (MDA), to minimize
makespan in a two-stage flexible flow shop with no waiting
time. Experimental results of the study showed that MDA
outperforms the partition method, the partition method with
LPT, Johnson’s and modified Johnson’s algorithms. Huang
et al. [27] considered a no-wait two-stage flexible flow shop
with setup times and with a minimum total completion time
performance measure. They proposed an integer programming
model and the ant colony optimization heuristic approach. The
results revealed that the efficiency of the proposed algorithm is
superior to those solved by integer programming, while having
satisfactory solutions.
Jolai et al. [21] introduced a no-wait flexible flow line
scheduling problem with time windows and job rejection to
maximize profit. This is an extension of the production and
delivery scheduling problem with time windows. They also
presented a mixed integer-linear programming model and
genetic algorithm procedures to solve their model efficiently.
Comparison of the results obtained by GAwith LINGO solutions
and by the Tabu search showed that the proposed GA obtains
better solutions in very low computational time than solutions
obtained from LINGO optimization software. Jolai et al. [24]
introduced a novel hybrid meta-heuristic algorithm to solve a
no-wait flexible flowshop scheduling problem with sequence-
dependent setup times. The results of their investigation
indicated that the proposed algorithm achieved better results
in comparison with other algorithms. Pan et al. [28] offered a
newdiscrete differential evolution algorithm for solving the no-
wait flowshop scheduling problem. Their aim was to minimize
the longest makespan and delay. Their simulated results were
based onwell-known comparative data, and statistical analyses
showed that their discrete differential evolution algorithm is
better than the hybrid differential evolution algorithm offered
by Qian et al. [29]. Naderi et al. [30] mathematically modelled
a dual objective no-wait flow shop problem and solved it using
the fuzzy method. They also offered a recursive regional search
algorithm for solving the problem under study. Statistical
analysis indicated that their algorithm in many aspects was
superior to those offered by others.While conventional scheduling studies only deal with
single-objective problems, in practice,many real-world schedul-
ing problems are multi-objective by nature, i.e. several objec-
tives should be attained simultaneously [31]. Some researchers
have addressed multi-objective no-wait flow shop schedul-
ing problems. Allahverdi and Aldowisan [32] presented the
m-machine no-wait flow shop scheduling problem with a
weighted sum of makespan and maximum lateness criteria.
They proposed a hybrid simulated annealing and hybrid genetic
heuristics. They also proposed a Dominance Relation (DR) and a
branch-and-bound algorithm. Extensive computational exper-
iments showed that the proposed heuristics significantly out-
perform the best existing heuristics, with respect to makespan
and maximum lateness, as a bi-criteria problem. Experimen-
tal results showed that the DR and the branch-and-bound al-
gorithm are quite efficient. Rahimi-Vahed et al. [33] presented
a bi-criteria no-wait flow shop scheduling problem consider-
ing weighted mean completion time and weighted mean tardi-
ness as two objective functions to beminimized. They proposed
a new method, named the multi-objective scatter search, as a
metaheuristic algorithm, in order to find a near optimal Pareto
frontier. They examined the efficiency of their approach by solv-
ing a number of experimental problems. The results showed
that themulti-objective scatter search has a better performance
in comparison with SPEA-II.
Tavakkoli-Moghaddam et al. [34] also proposed a multi-
objective immune algorithm to minimize weighted mean com-
pletion time and weighted mean tardiness for a no-wait flow
shop scheduling problem, and compared this algorithm with a
conventionalmulti-objective genetic algorithm, i.e. SPEA-II. The
computational results showed that the immune algorithm out-
performs the genetic algorithm, especially for large problems.
Because of the combinatorial nature of scheduling problems,
application of simulated annealing on scheduling problems has
been investigated extensively. Examples of using SA can be
found in single-machine, flow shop, job shop problems, and
combinations of these problems, with various restrictions and
job conditions [35–37]. However, to the author’s knowledge, so
far, no work has been conducted for solving bi-objective no-
wait two-stage flexible flow shop scheduling problems using
the simulated annealing approach.
In the literature review, the multi-objective no-wait two-
stage flow shop problem has not yet been studied. Therefore,
this paper presents three multi-objective based simulated
annealing algorithms to solve a no-wait two-stage flexible flow
shop scheduling problem with a number of identical machines
at each stage. The performance measures considered in this
study areminimizingmaximum completion time (i.e. Cmax) and
maximum tardiness (i.e. Tmax).
The rest of the paper is organized as follows: In Section 2,
the multi-objective terminology is briefly introduced. Then,
the bi-criteria no-wait two-stage flexible flow shop problem
considered in this study is explained. In Section 3, the multi-
objective optimization search techniques are described. This is
followed by investigating the efficiency of the proposed multi-
objective meta-heuristic approaches, as presented in Section 4.
Finally, the results of the study are concluded and directions for
further research are described in Section 5.
2. Multi-objective no-wait two-stage flexible flow shop
model
In this section, the problem statement is described. This
includes the concept of multi-objective optimization and the
structure of the problem.
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Multi-objective optimization is defined as the problem of
finding a vector of decision variables that satisfies all con-
straints and simultaneously optimizes a vector function whose
elements represent the objective functions. Mathematically,
the multi-objective optimization problem can be formulized as
follows:
min
x∈Xnx
f (x) = {f1(x), f2(x), . . . , fM(x)}
s.t. g(x) ≤ 0, h(x) = 0,
(1)
where g(x) ≤ 0, h(x) = 0 are sets of constraints that deter-
mine the feasible solution area in nx dimensional search space,
and f (x) is the M dimensional vector of objective values. Map-
ping between decision variables of x ∈ Xnx and the objective
space of f ∈ FM is determined by objective functions. In most
real world problems, the aim of multi-objective optimization
is to find all non-dominated solutions to the problem, i.e. ev-
ery solution inwhichwe cannot improve one objective function
without deteriorating another.
In an optimization problem with minimum objectives, so-
lution x1 dominates solution x2 if the following conditions are
met:
(1) For each objective, f (x1) ≤ f (x2).
(2) At least, in one objective, f (x1) has a lower value in
comparison with f (x2).
Having defined the dominant solutions, the optimal solution
of a multi-objective optimization problem is defined as a set
of non-dominated solutions, known as the Pareto-optimal set,
which forms the Pareto front [38].
2.2. The statement of bi-objective no-wait two-stage flexible flow
shop problem
The No-Wait Two-Stage Flexible Flow Shop Scheduling
Problem (NWTSFFSSP) is a typical scheduling problem with
a strong engineering background, which can be described as
follows: In a NWTSFFSSP, each of n jobs consists of 2 operations
owning a predetermined processing time P(i, j) of stage i on job
j, and each of n jobs will be sequentially processed in stages 1, 2,
respectively. At the same time, a NWTSFFSSP must meet some
constraints as follows:
• The processing of each job has to be continuous.
• That is, once a job is started on the first machine, it must
be processed through allmachineswithout any pre-emption
and interruption.
• Each machine can handle no more than one job at a time.
• Each job has to visit each machine exactly once.
• The release time of all jobs is zero. It means all jobs can be
processed at time 0.
The first objective considered is to minimize the maximum
completion time ormakespan (Cmax). The corresponding fitness
function is calculated as follows:
Cj = Completion time of job j
Makespan = Cmax = max(Cj)
min z1 = Cmax. (2)
Another objective considered in this paper is to minimize
maximum tardiness. This objective is calculated as follows:
min z2 = Tmax, (3)where Ti is the tardiness of job i, equal to max(0, Ci − di), and
di is the due date of job i.
A mixed integer programming model is given using the
following notation.
n Number of jobs to be scheduled
i Number of stages (i = 1, 2)
K Number of machines in stage i
tki,j Available time for job j in stage i on machine k
xjl 1 if job j locates in position l of the job sequence.
0 otherwise
yijk 1 if job i is processed on machine k. 0 otherwise
bij start time of job j in stage i
cij completion time of job j in stage i
Objective functions:
Min z = (z1, z2)
z1 = max(c2j)
z2 = max(Tj)
Subject to :
n
j=1
xjl = 1 l = 1, 2, . . . , n, (4)
n
l=1
xjl = 1 j = 1, 2, . . . , n, (5)
mi
k=1
yijk = 1 i = 1, 2 and j = 1, 2, . . . , n, (6)
dkj = max(0, tk2,j − tk1,j), (7)
b1,j = tk1,j + dkj , (8)
c1,j = b2,j = b1,j + p1,j i = 1 and j = 1, 2, . . . , n, (9)
c2,j = b2,j + p2,j j = 1, 2, . . . , n, (10)
n
j=1
xjlbij ≤
n
j=1
xj(l+1)bij i = 1, 2 and j, l = 1, 2, . . . , n. (11)
Constraints (4) and (5) ensure that the schedule is a permuta-
tion of all jobs. Constraint (6) guarantees that each job can be
processed on only one machine in any stage. Constraint (7) de-
fines the delay value for satisfying the no-wait constraint. Con-
straint (8) indicates the best start time for each job to satisfy
the no-wait limitation. Constraints (9) and (10) indicate the re-
lation between start and completion times in each stage. Con-
straint (6) specifies that the start time of each job in the next
stage must be equal to its completion time in the current stage.
Constraint (11) represents that the start time of a job located in
the previous position is earlier than that of the job located in the
next position in a sequence.
3. Solution approaches
In this study, three multi-objective meta-heuristic ap-
proaches, based on the simulated annealing algorithm, were
developed to solve the problem, including CWSA (classical
weighted simulated annealing), NWSA (normalized weighted
simulated annealing) and FSA (fuzzy simulated annealing). The
bases of these three methods are completely the same and they
perform similar to the original SA; the difference is only in their
fitness functions. Their fitness functions will be explained in
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Figure 2: Pseudo code for heuristic procedure.
the following section. The aim is to investigate the performance
of these meta-heuristic algorithms in solving the no-wait two-
stage flexible flow shop problem.
In the following, the solution representation, the simulated
annealing structure, the fitness evaluation and the structures of
applied algorithms are described.
3.1. Solution representation
In order to represent the chromosome of the problem, a
vector of random values equal in length to the number of
jobs, varying in a range between 1 and a number of jobs, are
generated. Figure 1 shows a sample of job permutation.
Permutation of jobs
Having obtained the permutation of jobs as job sequences,
the procedure of machine assignments for each stage is
performed by a heuristicmethod,which is described as follows:
In this heuristic procedure, in order to assign a job to the
machines in each stage, the machine with the earliest available
time is determined and the unscheduled job with the highest
priority in the sequence is assigned to that machine. If the
number of machines with the earliest available time is more
than one, one of them is selected randomly. The pseudo code
of the heuristic procedure is shown in Figure 2.
Where t1i and t2j are the current processing times at the
first and second stages, respectively, P1Ji and P2Ji represent
the processing time of job j in the first and second stages,
respectively, K is the set of unscheduled sequences of jobs and
Q is the set of scheduled jobs.
3.2. Simulated annealing algorithm
Simulated Annealing (SA) is a search technique that can be
used to seek good solutions for various combinatorial problems.
Its origin is in Materials science and Physics. The motivation
for simulated annealing comes from an analogy between the
physical annealing of solid materials and the optimization
problem.
The results of the analogy between physical annealing and
simulated annealing can be summarized as follows:
(i) The physical configurations or states of the molecules
correspond to the optimization solution;
(ii) The energy of molecules corresponds to the objective
function or cost function;
(iii) The low energy state corresponds to an optimal solution;
(iv) The cooling rate corresponds to the control parameter that
will affect the acceptance probability.The algorithm consists of four main components:
(i) Configurations;
(ii) Re-configuration technique;
(iii) Cost function;
(iv) Cooling schedule [39,40].
Similar to the genetic algorithm, simulated annealing is a
stochastic search method. It aims to find an acceptable solution
where it is impractical to find the optimum solution using other
methods.
Simulated annealing is a generalization of the Monte Carlo
method, to examine the equations of state and frozen states of
a system [40]. Since the original work conducted by Metropolis
et al. [40] on simulated annealing, a significant amount of work
has been done on this technique and its applications in different
fields.
A detailed description of the simulated annealing algorithm
to solve no-wait two-stage flexible flow shop problems with
minimummakespans is presented below:
• Step 1: Set the parameters: the initial parameters of the algo-
rithm are set, including initial temperature, T (1); minimum
temperature, T (min); temperature reduction multiplier, α;
and the number of iterations at each Temperature, N . Also,
the iteration counter, n, is set to one in order to start the first
iteration.
• Step 2: Set F(X) equal to the objective function for the initial
solution: the value of the objective function for the initial se-
quence (X) obtained in the first phase is set equal to F(X). X
is also defined as the best solution found (Xbest), and the best
objective function calculated, F(Xbest), is set equal to F(X).• Step 3: Generate Y , a neighbourhood solution: at first, two
jobs and one of the neighbourhood operators (i.e. swap, in-
sertion and reversion) are chosen randomly and a neigh-
bourhood procedure is performed for the sequence of jobs.
Following the procedure used in phase 1, we find the corre-
sponding solution. Denote this solution as Y and the value of
its objective function as F(Y ).
• Step 4: Check for improvement: The improvement, δ, of the
new solution is compared to the previous solution, and the
result is evaluated as the difference between the objective
functions of solutions Y and X . If δ is less than zero, then
there is an improvement and the algorithm continues with
Step 5, otherwise, go to Step 6.
• Step 5: Compare the new solution with the best solution
found. If the new solution is better, i.e. F(Y ) < F(Xbest), re-
place the best solution and its objective function with Y and
F(Y ), respectively. Continue by following Step 7.
• Steps 6: Accept or reject the non-improvingmove randomly.
In order to randomly accept a non-improving move that
might lead to a better solution, calculate L = Exp(−δ/T (t))
and compare it to R, a random number between zero and
one. If L > R, the non-improvingmovewill be acceptedwith
the hope of finding a better neighbour of the solution, and
the algorithm continues with Step 7. Otherwise, solution Y
is ignored and the algorithm returns to Step 3 to generate a
new solution.
• Step 7: Update solution X . Since solution Y was accepted in
Steps 5 or 6; solution X and F(X) are replaced with Y and
F(Y ), respectively.
• Step 8: Update and check the iteration counter and compare
counter n with N . If n < N , increase n by one and go to
Step 3 to start a new iteration, otherwise, increase the tem-
perature counter, t , by one, calculate the new temperature:
T (t) = α × T (t − 1), set n = 1, and continue with Step 9.
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• Step 9: Check the termination criteria. If the temperature of
the system is less than or equal to theminimum temperature
allowed, the algorithm is terminated. Otherwise, continue
with the new temperature iteration by going to Step 3. The
structure of the proposed simulated annealing approaches is
shown in Figure 3.
3.3. Solution approaches for fitness evaluation
Objective functions are one of the scheduling problem
categories. In general, objective functions are divided in two
categories: one group is for production-based objectives like
maximum completion time, average flow time and mean com-
pletion time of jobs. Another group is customer-based objec-
tives such as maximum tardiness, mean tardiness and number
of tardy jobs.
Since solving multi-objective optimization is logical if there
is conflict between the objectives, even when there is par-
tial conflict, in most research about multi-objective scheduling
problems, one object from each group is selected.
In this paper, two objective functions, including minimizing
maximum completion time and minimizing maximum tar-
diness, are considered. Three approaches are used for this
problem, inwhich all are performed based on the simulated an-
nealing structure where a difference between them is in their
fitness evaluation. These solution approaches are:
• Classic weighted simulated annealing;
• Normalized weighted simulated annealing;Table 1: Weight sets for classic weighted simulated annealing.
No w1 w2
1 0 1
2 0.1 0.9
3 0.2 0.8
4 0.3 0.7
5 0.4 0.6
6 0.5 0.5
7 0.6 0.4
8 0.7 0.3
9 0.8 0.2
10 0.9 0.1
11 1 0
Table 2: Weight sets for normalized weighted simulated annealing.
Number of generation w1 w2
2 U(ε, 0.1) 1−W1
2 1−W2 U(ε, 0.1)
1 0.5 0.5
3 U(0.1, 0.9) 1−W1
3 1−W2 U(0.1, 0.9)
• Fuzzy simulated annealing;
The solution approaches are explained as follows:
3.3.1. Classic weighted method
In this method, a weight between 0 and 1 is allocated to
both objective functions, then, summed together according to
their weight.Weights formaximum completion time are added
by 0.1 in ascending order and weights for maximum tardiness
are decreased by 0.1 continuously. Therefore, there are 11
numerical weight sets whose summation would be 1. In other
words, this method is according to Eq. (12); also, the weights
used for this method are mentioned in Table 1.
Min Z = w1 × f1(x)+ w2 × f2(x),
w1 + w2 = 1, w1, w2 ≥ 0. (12)
3.3.2. Normalized weighted method
In this method, the maximum and minimum values of both
objective functions are calculated using the simulated anneal-
ing algorithm at first. Let us denote maximum values of objec-
tive functions by f +1 and f
+
2 and minimum values by f
−
1 and f
−
2 .
Since the obtained maximum and minimum values are not
always optimal solutions, an error percentage denoted by α is
added to the fitness function. By adding α to fitness functions,
upper and lower bounds get looser to reduce error probability.
The error ratio could be higher according to the problem size.
For the error ratio, a linear function, considering the number
of jobs and machines in each stage, which is obtained by some
preliminary simulation experiments, is described. These error
percentages are shown in Table 2. Elevenweights considered in
this approach are illustrated in Table 2.
Since, in classic methods, these weights multiply to values
of the objective functions, multiples of zero are allocated to
one of the objective functions, and 1 to another one, which
has substantial trouble. It is possible to have different points
when 0 or 1 is allocated to both objectives, but they are equal
in one of the objective functions. In classic methods there is
no difference between these points and we cover this problem
in the suggested method. Weighting in classic methods is not
866 F. Jolai et al. / Scientia Iranica, Transactions E: Industrial Engineering 20 (2013) 861–872Table 3: Error ratio for normalized weighted simulated annealing.
Problem
number
No. jobs No.
machines in
stage one
No.
machines in
stage two
α
1 8 2 2 0.02
2 8 3 2 0.030588
3 8 3 4 0.041176
4 16 2 2 0.051765
5 16 3 2 0.062353
6 16 3 4 0.072941
7 24 2 2 0.083529
8 24 3 2 0.094118
9 24 3 4 0.104706
10 80 8 10 0.115294
11 80 10 10 0.125882
12 80 12 10 0.136471
13 100 8 10 0.147059
14 100 10 10 0.157647
15 100 12 10 0.168235
16 120 8 10 0.178824
17 120 10 10 0.189412
18 120 12 10 0.2
proper, so, the causes of weight generation described in the
proposed methods are shown in Table 3. The suggested fitness
function is described as follows:
Min Z = w1 × f1(x)− f
−
1 (x)× (1− α)
f +1 (x)× (1+ α)− f −1 (x)× (1− α)
+w2 × f2(x)− f
−
2 (x)× (1− α)
f +2 (x)× (1+ α)− f −2 (x)× (1− α)
. (13)
3.3.3. Fuzzy simulated annealing
Fuzzy programming technique for multi-objective linear program-
ming problems
The theory of fuzzy sets, which means the management of
uncertainty coming from indirectness not being random, was
presented by Bellman and Zadeh [41] for the first time.
Fuzzy optimization problems are also observed in multi-
objective literature [42]. For example, fuzzy logics are used
by various writers in solving multi-objective optimization
problems [43,44].
Zimmermann [45] for the first timeused the concept of fuzzy
theory with appropriate membership functions to solve multi-
objective linear programming problems. He showed that the
responses obtained by fuzzy linear programming are efficient.
Suppose maximum completion time and maximum tar-
diness are denoted by f1(x) and f2(x), respectively. A multi-
objective linear programming problem with these objectives is
as follows:
min f1(x)
min f2(x)
subject to :
h(x) ≤ 0.
(14)
To use the fuzzy approach to solve a multi-objective problem,
the following steps should be taken:
The first step: In each time, only one multi-objective linear
programming problem is considered and maximized. In the
previous model, we minimize once the f1(x) objective function
with the considered constraints and once we consider the f2(x)
objective function as follows:
max f1(x)
subject to :
h (x) ≤ 0
and
max f2(x)
subject to :
h(x) ≤ 0.
(15)The results coming from solving two models are called f +1 and
f +2 .
The second step: In each time, we only consider one multi-
objective linear programming problem and minimize it.
min f1(x)
subject to :
h (x) ≤ 0
and
min f2(x)
subject to :
h(x) ≤ 0.
(16)
The results coming from two models are called f −1 and f
−
2 .
Finally, as f1(x) is a maximized function and f2(x) is a
minimized function, theirmembership functions are as follows:
µ(f1) =

0 f1(x) ≤ f −1
f1(x)− f −1
f +1 − f −1
f −1 ≤ f1(x) ≤ f +1
1 f1(x) ≥ f +1
(17)
µ(f2) =

0 f2(x) ≤ f −2
f2(x)− f −2
f +2 − f −2
f −2 ≤ f2(x) ≤ f +2
1 f2(x) ≥ f +2 .
(18)
Considering the above membership functions bigger than
λ, the changed multi-objective linear programming problem
using the fuzzy logic approach is as follows:
max λ
subject to :
h(x) ≤ 0
f1(x) ≤ f +1 − λ(f +1 − f −1 )
f2(x) ≤ f +2 − λ(f +2 − f −2 ).
(19)
By solving the above linear programming problem, the
presented multi-objective problem with the fuzzy approach is
solved.
4. Computational experiments
4.1. Problem design
To examine the effectiveness of the proposed approaches, 18
test problems in two scales are considered and the algorithms
in each category are run ten times. So, algorithms are run for
1980 times totally (i.e. 18 ∗ 10 ∗ 11). The problem data can be
characterized by four factors in terms of the number of jobs,
number of machines at first and second stages, distribution of
processing time in both stages, and the distribution of duedates.
The problems studied in this research are classified in twomain
categories, named small and large problems. Table 4 shows the
number of jobs and machines in small and large scales.
Also, the processing times of the jobs in both stages are
generated using uniform distribution in a range between 4
and 40.
In addition, the due dates are generated using the following
formula:
p1j + p2j + round

U

0,
n
j=1
(p1j + p2j)

(m1 +m2)
 . (20)
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No. jobs Small 8 16 24Large 80 100 120
No. machines (in both stages) Small M1 = 3,M2 = 4 M1 = 2,M2 = 2 M1 = 3,M2 = 2Large M1 = 8,M2 = 10 M1 = 10,M2 = 10 M1 = 12,M2 = 10Table 5: Algorithm parameters and their levels.
Problem
size
Level A B C D
T0 Tf N α
Small
1 100 0.005 10 0.8
2 150 0.01 15 0.9
3 200 0.015 20 0.99
Large
1 200 0.0005 20 0.9
2 250 0.001 30 0.95
3 300 0.0015 40 0.99
Table 6: The orthogonal array L9 .
Experiments A B C D
1 A(1) B(1) C(1) D(1)
2 A(1) B(2) C(2) D(2)
3 A(1) B(3) C(3) D(3)
4 A(2) B(1) C(2) D(3)
5 A(2) B(2) C(3) D(1)
6 A(2) B(3) C(1) D(2)
7 A(3) B(1) C(3) D(2)
8 A(3) B(2) C(1) D(3)
9 A(3) B(3) C(2) D(1)
4.2. Parameter configuration
Considering the huge effect of parameter configuration
on the performance of algorithms, we have paid it special
attention. The Taguchi method is used for the configuration
of parameters. Before calibration of the employed algorithms,
we run some preliminary tests to find appropriate parameter
levels. To obtain more accurate, as well as better sustained,
results for the offered algorithm, the following four parameters
were configured: T0, Tf ,N, α.
These parameters and their levels, which belong to all three
algorithms, are given in Table 5. The square matrix with 4
parameters in 3 levels used in the Taguchi method is L9, which
is given in Table 6.
After calculating all combination test problems based on the
Taguchi method, a function which has shown the combination
of all indexes is defined, since the Taguchi function should
be assessed by one criterion. In lieu of each test, indexes are
computed and evaluatedwith a utility Function factor using the
gained amounts.
D = |method−worst||max−min | . (21)
The utility function is comprised of two qualitative and three
quantitative criteria.The weight of 1 is allocated to qualitative
criteria and the weight of 2is allocated to quantitative criteria.
Then, the amounts yielded fromthe commutation of indexes
should be computed by a utility function as follows:
Utility function
= 11

(MID)2 + (RAS)2 + (QM)2 + (DEA)2 + (NPS)1 + (DM)1 + (SNS)1.
(22)Figure 4: Diagram of mean effect of parameters based on utility function for
small problems.
Figure 5: Diagram of mean effect of parameters based on utility function for
large problems.
Table 7: Tuned values of the parameters.
Problem size T0 Tf N α
Small 200 0.015 15 0.9
Large 250 0.0005 40 0.99
Calculating all test results using the Taguchi method, the mean
rate of S/N and the average utility function for small and large
scale problems have been obtained in Figures 4–7, respectively.
It is noticeable that because of the low space, only the figures
of CWSA are shown.
As can be seen in Figures 4–7, optimal levels for CWSA
are : A(3), B(3), C(3),D(3), E(3). The final configurations of
parameters for all algorithms are given in Table 7.
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4.3. Performance measures
Performance metrics used in multi-objective algorithms are
different from the single-objective methods, in such a way that
in the former case, the optimal solution has the globalminimum
or maximum of a particular objective function, whereas, in the
later case, there may not exist a single solution that may be
the best (global minimum or maximum), with respect to all
objectives. In multi-objective optimization, there exist a set
of solutions which are superior to the rest of the solutions in
the search space when all objectives are considered. However,
these solutions may be inferior to other solutions if only one or
more objectives are considered. These solutions are known as
Pareto-optimal solutions.
Therefore, a new approach is required to compare the per-
formance of the algorithms. Hence, the following performance
measures are used to compare the results of multi-objective al-
gorithms quantitatively.
1. Qualitative metrics:
• Number of Pareto Solutions (NPS): This performance crite-
rion is calculated by counting the number of non-dominated
solutions obtained from each algorithm. The larger this
number is, the better the performance of the algorithm will
be.
• Spread of Non-dominance Solutions (SNS): This criterion,
which is known as an indicator of diversity, is calculatedthrough the following relation:
SNS =
 ni=1(MID− ci)2
n− 1 . (23)
Larger values of this criterion are indicative of higher quality
solutions.
• Diversification Matrix (DM): This performance criterion,
which is calculated through Relation 16, gives an indication
of the diversity of solutions obtained from a given algorithm.
DM =

(max f1i −min f1i)2 + (max f2i −min f2i)2. (24)
2. Quantitative metrics:
• Mean Ideal Distance (MID): The nearness or closeness
between Pareto solutions and the ideal point is measured
by this criterion, whose value is calculated through the
following relation:
MID =
n
i=1
ci
n
, (25)
where n is the number of non-dominated solutions and
ci =

f 21i + f 22i. The lower the value of MID is, the better
performance of the algorithm will be.
• The rate of achievement to two objectives simultaneously
(RAS): The value of this criterion is calculated from the
following relation (and after calculating the best values of
each target function).
RAS =
n
i=1
|f1i(x)− f best1i (x)| + |f2i(x)− f best2i (x)|
n
. (26)
• Quality Metric (QM): To calculate the value of this criterion,
a set of all non-dominated solutions obtained from all algo-
rithms (whose members should be also non-dominated in
relation to one another) is generated and then the percent-
age of non-dominated solutions of each algorithm is calcu-
lated. This criterion is sometimes called the Quality Metric.
• DEA: In order to calculate this metric, all non-dominated so-
lutions obtained by the algorithms are combined and the ef-
ficiency of these points is obtained by the DEAmodel, which
was proposed by Amin [46].
4.4. Experimental results
In this section, the results of tested experiments for all
algorithms are presented and the proposed algorithms are
compared in terms of the performance metrics. All algorithms
were coded using MATLAB 2008a and run on 24 parallel
computers with a 3.2 GHz CPU and 2 GB main memory.
The effectiveness of the algorithms was testified by solving
18different problems (9 problems in small scale and9problems
in large scale). Tables 8 and 9 show the comparative results of
three algorithms, with respect to seven performance measures,
for small and large scale problems.
As can be seen from Table 8, it should be said that NWSA far
outweighs the other algorithms in all quantity metrics in terms
of the number of optimum results out of 18 test problems. By
way of illustration, NWSA outperformed the others with 16, 12
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Row N M1 M2 NPS Diversity (DM) SNS
CWSA NWSA FSA CWSA NWSA FSA CWSA NWSA FSA
1 8 3 4 3 4 1 10.63 14.42 0 3.42 5.87 0
2 2 2 5 4 1 36.69 37.9 0 1.92 2.91 0
3 3 2 2 3 1 27.02 41.04 0 2.1 15.66 0
4 16 3 4 5 9 2 61.29 62.43 2.24 5.44 5.53 0.3
5 2 2 3 10 3 75.59 84.05 10 3.49 5.61 2.26
6 3 2 3 5 1 58.94 37.36 0 6.53 2.24 0
7 24 3 4 7 9 2 99.64 106.71 2.24 7.86 7.95 0.53
8 2 2 5 5 2 105.67 107.93 3.61 17.91 21.51 1.46
9 3 2 4 5 1 26.17 22.09 0 1.73 1.79 0
10 80 8 10 5 9 1 88.46 140.04 0 8.65 18.19 0
11 10 10 4 5 2 135.13 115.12 1.41 23.93 12 0.52
12 12 10 5 6 2 152.19 128.06 5.1 23.15 14.23 0.08
13 100 8 10 5 5 1 119.33 153.94 0 27.65 15.56 0
14 10 10 5 7 1 211.63 239.2 0 10.7 14.5 0
15 12 10 5 6 2 119.44 90.96 5.83 12.77 6.15 2.94
16 120 8 10 7 5 3 156.68 208.17 5.66 19.24 37.13 2.11
17 10 10 3 7 1 48.66 114.83 0 6.57 8.61 0
18 12 10 5 6 1 183.81 149.11 0 29.3 18.54 0
No opt 4 16 0 6 12 0 6 12 0Table 9: The simulation results for quality metrics.
Row N M1 M2 MID RAS QM DEA
CWSA NWSA FSA CWSA NWSA FSA CWSA NWSA FSA CWSA NWSA FSA
1 8 3 4 120.12 121.79 116.35 0.61 0.27 0.78 100 66.66 33.33 0.58 0.57 0.2
2 2 2 121.7 122.77 119.34 0.56 0.73 0.43 100 80 20 0.44 0.46 0.19
3 3 2 81.12 90.08 79.03 0.52 0.57 0.13 66.66 100 33.33 0.54 0.7 0.77
4 16 3 4 147.08 147.98 144.85 0.31 0.27 0.23 25 100 0 0.67 0.69 0.64
5 2 2 226.28 226.43 228.85 0.55 0.51 0.7 0 75 25 0.85 0.85 0.73
6 3 2 183.9 180.28 183.9 0.64 0.63 0.24 28.57 71.43 14.29 0.77 0.73 0.86
7 24 3 4 211.25 210.23 201.93 0.63 0.55 0.38 33.33 66.67 16.67 0.63 0.68 0.61
8 2 2 330.07 334.7 320.61 0.33 0.48 0.15 33.33 44.44 22.22 0.84 0.79 0.91
9 3 2 264.65 263.14 264.44 0.27 0.2 0.09 0 100 0 0.82 0.86 0.93
10 80 8 10 268.47 274.1 257.77 0.74 0.88 0.51 10 90 0 0.71 0.64 0.74
11 10 10 241.27 231.98 227.64 0.73 0.61 0.57 16.67 83.33 0 0.52 0.68 0.61
12 12 10 221.13 220.27 209.52 0.58 0.65 0.49 40 40 20 0.59 0.54 0.51
13 100 8 10 363.64 355.64 349.86 0.74 0.56 0.36 42.86 57.14 0 0.68 0.73 0.77
14 10 10 311.54 301.39 296.31 0.72 0.63 0.41 50 40 10 0.02 0.27 0.99
15 12 10 281.92 279.45 274.2 0.86 0.85 0.26 33.33 55.56 11.11 0.71 0.69 0.87
16 120 8 10 438.89 441.74 427.33 0.48 0.53 0.33 44.44 55.56 0 0.79 0.8 0.82
17 10 10 367.37 376.12 365.82 0.44 0.55 0.41 28.57 57.14 14.29 0.81 0.78 0.8
18 12 10 349.5 339.42 330.82 0.91 0.79 0.51 37.5 62.5 0 0.71 0.7 0.73
No opt 1 2 15 0 2 16 3 15 0 4 5 10and12out of 18 test problems inNPS, DM, and SNSperformance
measures, respectively. Furthermore, there is a similar pattern
for the quality metric as well as for all quantitative metrics.
To put it another way, NWSA outperformed the others in this
metric. On the other hand, we can see from Table 9 that FWSA
dominated the other algorithms in terms of optimum results in
MID, RAS and DEA metrics.
Regarding the performancemeasures, the RelativeDeviation
Index (RDI) over the best solutions is used. It is calculated as
follows:
RDI = |Methodsol − Bestsol|
(Maxsol −Minsol) × 100, (27)
where Methodsol is the value of the method and Bestsol is the
best value between the algorithms. Maxsol and Minsol are the
maximum and minimum values of each performance measure,
respectively.
In order to statistically analyze the results, we conduct
the Turkey confidence interval of 95% for the performancemeasures in all algorithms. It is noticeable that overlapping
confidence intervals between any two pairs of algorithm
indicates there are not any statistical differences between them.
In the NPS metric, although NWSA and CWSA are approxi-
mately similar to each other, both of them far outweigh FWSA
(see Figure 8). Based on Figure 9, NWSA statistically outper-
formed the other algorithms in QM. Taking Figure 10 under
close consideration, it should be said that there is no consid-
erable difference between the algorithms. Furthermore, as seen
in Figures 11–14, in DM, MID, RAS and SNS metrics, despite the
fact that NWSA and CWSA have equal statistical priority, both
of them statistically outperform FSA. On balance, in five out of
sevenmetrics, NWSA and CWSA dominated CWSA. Above all, in
one metric (i.e. the quality metric) NWSA is the best algorithm
and there is no difference between the algorithms in perfor-
mance measures. Totally considering the fine quality of NWSA
and FSA, it is recommended to researchers and manufacturing
engineers that usingNWSA and FSA could result in bettermulti-
objective solutions to a no-wait two-stage flexible flow shop
scheduling problem.
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Figure 9: Means plot and LSD intervals for algorithms in QM.
Figure 10: Means plot and LSD intervals for algorithms in DEA.
5. Conclusion and further researches
In this paper, a bi-objective no-wait two-stage flexible flow
shop is considered. The objectives of minimizingmakespan and
maximum tardiness of jobs are taken into account. The aim is
finding the best approximate of Pareto optimal solutions. Three
meta-heuristic Pareto-based multi-objective algorithms, called
CWSA, NWSA and FSA, were proposed. In order to evaluate
the performance of these algorithms, 18 problems in different
sizes were solved. According to the nature of multi-objective
algorithms, the performance of the proposed algorithms were
studied in terms of seven performance measures, called NPS,
MID, DM, SNS, RAS, QM and DEA. The results of the numericalFigure 11: Means plot and LSD intervals for algorithms in DM.
Figure 12: Means plot and LSD intervals for algorithms in MID.
Figure 13: Means plot and LSD intervals for algorithms in RAS.
experiments revealed that in six out of seven metrics (i.e. NPS,
MID, DM, RAS, QM and DEA), NWSA and FSA dominate CWSA.
In three metrics, NWSA dominates CWSA and FSA, and, finally,
in the SNS metric, CWSA outperforms the other algorithms.
Totally considering the fine quality of NWSA and FSA, and the
superiority of NWSA to FSA, it is recommended to researchers
and manufacturing engineers that using NWSA or FSA could
result in better multi-objective solutions to a no-wait two-
stage flexible flow shop scheduling problem. As a direction for
further research in this area, it is recommended to apply other
efficientmeta-heuristic algorithms, such as theMulti-Objective
Imperialist Competition Algorithm (MOICA) or Multi-Objective
Invasive Weed Optimization (MOIWO). In addition, expanding
F. Jolai et al. / Scientia Iranica, Transactions E: Industrial Engineering 20 (2013) 861–872 871Figure 14: Means plot and LSD intervals for algorithms in SNS.
the problemwithmore than two stages, as well as adding some
realistic constraints, is worthy of study.
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