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Abstract — This study explores the use of genetic algorithms (GA) in optimising
feature selection for musical instrument recognition. 95 timbral features were used to
classify 3006 musical instrument samples into 5 instrument groups. A GA was used to
optimise the best selection of features to use with an multi-layered perceptron (MLP)
to classify the instruments. Of all the features examined, the Centroid Evolution was
found to be the most important. The system was run a number of times with varying
numbers of features as determined by the GA. The accuracy of the classifier was not
reduced with a reduction in features, indicating that the GA successfully determined
the best features to use.
Keywords — Musical Instrument Identification, Genetic Algorithms, Multi-layered Per-
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I Introduction
The human ability to aurally distinguish between
musical instruments has been a subject of inves-
tigation for a number of years. Most people can
distinguish between familiar musical instruments,
even if played at equal pitch and loudness. By
definition [1] that quality of auditory sensation
by which a listener can distinguish between two
sounds of equal loudness, duration and pitch is
known as timbre. Thus it follows that sound identi-
fication, and hence the creation of a musical instru-
ment identifier is largely dependent on an accurate
description of timbre. Unfortunately, unlike pitch
and loudness, timbre has proven to be somewhat
difficult to measure or quantify.
This study examines automatic musical instru-
ment identification and the timbral features incor-
porated in such systems. Previous studies have
developed numerous features in an attempt to ac-
curately describe timbre. A wide variety of tim-
bral features and methods have been used in an
attempt to classify musical instrument sounds. In
such studies however, the particular selection of
features is rarely explained or justified. The main
focus of the proposed method is to optimise the
selection of timbral features using a Genetic Algo-
rithm (GA) to determine which are the most sig-
nificant features for instrument classification. Sec-
tion 2 discusses some previous studies in musical
instrument classification and in feature selection.
Section 3 describes the samples used and the fea-
tures that are calculated on these samples. The
methods used throughout the study are described
in Section 4. Section 5 outlines the results from
the experiments which are then discussed in the
conclusion in Section 6.
II Previous Work
In the last decade a number of studies have at-
tempted to create automatic instrument identifiers
using a variety of machine learning methods. Each
study created a classifier to distinguish between a
given set of instruments from a selection of tim-
bral features. Such studies have used Multi-layered
Perceptrons [2, 3], k-Nearest Neighbour [4, 5] and
Support Vector Machines [6, 7] among others, as
classifiers. An exhaustive account of various classi-
fication methods used to distinguish between mu-
sical instruments is given in [8]. Comparisons be-
tween such studies may be difficult as they differ
in respects other than classification methods: each
study classifies a different number of instruments
from a different number of samples using its own
set of features. Studies that include a small num-
ber of samples across a wide range of instruments
may not be general enough to recognise an instru-
ment note played with difference in dynamic or at
extreme pitch ranges. The proposed study avoids
this problem by including a large number of sam-
ples varying in model and dynamic across the en-
tire pitch range of just five instruments.
It was found in [9] that the inclusion of extra
features in a musical instrument classifier may ac-
tually reduce the accuracy of classification. In the
studies discussed above the features incorporated
varied widely, although few gave reasons for their
selection. We propose to optimise the selection of
features using a Genetic Algorithm (GA). Binary
GAs have been used to some extent in reducing
features used in musical instrument classification
studies with encouraging results [6, 10, 11]. The
proposed method furthers this work by using a
floating-point GA to optimise the selection of a
number of features across a wider range of sam-
ples, using a number of cut-off points for inclusion
of features. The GA implemented here introduces
a fitness function based on the clustering of the
principal components of the features.
III Data
This study incorporates a maximum of 95 features
taken from 3006 samples of five instruments: the
piano, violin, flute, trumpet and guitar. The study
was limited to five instruments to include maxi-
mum variation within each instrument, ensuring
that the classifier is general enough to recognise
any given sample from one of these instruments.
a) Sound Samples
The samples in this study were taken from
the RWC Music Database (Musical Instrument
Sound)[12] and the MUMS Database [13]. The
RWC samples offer a number of models, dynamics
and playing style for each instrument. Three mod-
els of violin and guitar and two models of piano,
flute and trumpet were each sampled at dynamic
levels f, mf and p across their entire pitch ranges.
Where possible both vibrato and non-vibrato sam-
ples were included. The MUMS samples offer a
further set of samples for the piano, violin, flute
and trumpet. This results in 616 piano samples,
813 violin samples, 481 flute samples, 394 trum-
pet samples and 702 guitar samples. The total set
of 3006 samples were split into 10 cross validation
sets, 9 containing 300 samples and one containing
306 samples.
b) Timbral Features
This study determines the optimum set of features
to use for musical instrument identification. In
doing so we must initially introduce a large set of
features for the GA to choose from. A number
of temporal and spectral features used in previ-
ous musical instrument identification studies were
used. A list of these features is given in Table 1.
A number of the features listed below contain
multiple data points per feature. As much of this
data is redundant, we reduce it using Principal
Component Analysis (PCA) [14]. PCA transforms
the data orthonormally, maintaining the variance
of the data but concentrating it into the lower di-
mensions. This results in a set of principal compo-
nents, with variance ordered from highest to low-
est. In this experiment, PCA was implemented in
Matlab [15] using the princomp function from the
Statistics Toolbox. The first four principal com-
ponent values for the temporal, residual and spec-
tral envelopes, evolution of the centroid and the
temporal envelope of each of the 16 MFCCs were
included. This resulted in 95 data points across all
features.
Table 1: List of temporal and spectral features
included in this study
Temporal Spectral
Temp. Envelope Spec. Envelope
Residual Envelope Spec. Peaks
Attack Time Irregularity










The proposed study involves a combination of ma-
chine learning methods. To optimise classification
and reduce complexity, the best combination of the
95 data points was found using a GA prior to train-
ing a Multi-layered Perceptron (MLP) network.
a) Genetic Algorithm
GAs, based on the principal of natural selection,
have been shown to be powerful when used for
large-scale feature selection [16]. GAs ‘evolve’ an
optimum solution for a given problem by search-
ing a population of possible solutions. A selec-
tion of the best individuals within the population
are passed to the next generation by the process
of reproduction. A further selection of individuals
are chosen to undergo the processes of crossover
or mutation before being passed to the next gen-
eration. Crossover combines two individual solu-
tions to obtain two new solutions, whereas muta-
tion changes one aspect of an individual solution
to obtain a new solution. The fitness of each solu-
tion within the population is defined by how well
they solve the given problem. This is calculated ac-
cording to a given fitness function. The population
is then evolved over many generations by choosing
individuals to undergo reproduction, crossover and
mutation according to their fitness values [17].
The GA was implemented in Matlab using the
ga function from the Genetic Algorithm and Direct
Search Toolbox. The population had 500 individ-
uals. An elite 50 individuals were passed to the
next generation and the remainder were selected
for reproduction with a stochastic uniform selec-
tion function. The crossover and mutation proba-
bilities were set to 0.75 and 0.25 respectively. The
fitness limit was set to zero and each experiment
was run for 500 generations.
b) Fitness Function
The GA selects an individual based on its fitness,
calculated by the fitness function. This GA opti-
mises a vector (genome) of length 95 containing
floating point numbers in the range 0 to 1, which
initially express a random proportion of each fea-
ture. This genome is multiplied by the 95 features
calculated on each sound sample. PCA is again
applied to this weighted feature data set, reducing
the feature set to 8 principal components for each
sample. The fitness of the genome is a measure
of how well the data separates into 8-dimensional
clusters. Distinct separation between instrument
clusters is a good indication that such data would
be useful input to a classifier such as an MLP. A
cluster for each of the five instruments is calcu-
lated and the mean of each cluster is found. The
spread ∆ of each cluster is calculated as the sum
of the 8-dimensional Euclidean distances from each
instrument point to the mean of that cluster, di-
vided by the number of samples of that instrument.
The separation between clusters Γ is calculated as
the square root of the sum of the squares from
the mean of each instrument cluster to the mean
of each other instrument cluster in each dimen-
sion, summed over the 8 dimensions. To encour-
age good separation of clusters while maintaining
tight clustering of each instrument, we require Γ to
be several times the magnitude of ∆. The fitness
of the genome is thus calculated across all five in-
strument as in Equation 1. The offset of
√
8 is to
protect against possible negative values; as there
are 8 dimensions, the largest negative value that






(10∆i − Γi +
√
8) (1)
This fitness is minimised by the fitness function
for each individual genome over many generations.
The evolved genome indicates the amount (if any)
of each of the 95 features that results in optimum
clustering of the principal components of the fea-
tures. Each gene is multiplied by the correspond-
ing feature in the data-set. The resultant weighted
data-set is then input to the MLP.
c) Multi-layered Perceptron
The instrument classification in this experiment is
performed by an MLP. MLPs are a specific type of
Artificial Neural Network (ANN) that use super-
vised training to train multiple layers of intercon-
nected perceptrons. MLPs exhibit a high degree of
connectivity and contain at least one layer of hid-
den neurons, each of which includes a non-linear
activation function [14]. The network in this ex-
periment was trained using the backpropagation
algorithm with 57 neurons in the first layer and
three hidden layers containing 28, 20 and 15 neu-
rons respectively. It was implemented in Matlab
using the newff function from the Neural Network
Toolbox. It was batch trained with a goal of 0.0001
to a maximum epochs of 500, with a learning rate
of 0.1 and a momentum constant of 0.95.
V Results
The results are discussed here in terms of the
genomes evolved and the use of these genomes in
emphasising the corresponding timbral features for
instrument classification by an MLP.
a) GA Results
For each of the 10 cross validation sets, the GA
evolved a genome of 95 values between 0 and 1.
Each ‘gene’ on this genome represents the amount
of each feature to include as data to the MLP.
To determine how consistent these results are, we
examine the diversity between these 10 genomes.
The average of the genomes is shown in Figure 1,
with the standard deviation displayed in Figure 2.
While the diversity in the average of the
genomes indicates that certain features are in-
cluded to a higher extent than others, the high
standard deviations indicate that these average re-
sults are not consistent across the 10 validation
sets. For 64 of the 95 features, the standard devia-
tion is above 0.3 indicating that the genome value
for most of the features varies considerably across
the 10 sets. This does not indicate however if cer-
tain features are consistently picked or dismissed
Fig. 1: Average of the 10 best genomes
Fig. 2: Standard Deviation of the 10 best genomes
in relation to other features. To investigate this,
we now consider the features most frequently em-
phasised over the 10 runs.
Each genome was sorted into ascending and de-
scending order. The first 10 genes of the descend-
ing genome correspond to the 10 features that are
most emphasised for that validation set. Likewise,
the first 10 genes of the ascending genome corre-
spond to the 10 features least emphasised, or ig-
nored, for that validation set. In some sets there
were more than 10 values at zero; in these instances
all zero-value genes were considered. The common
genes that were observed in multiple genomes for
the strongest 10 and the weakest 10 values were
noted. Table 2 displays the feature number and
feature whose corresponding gene was in the 10
strongest for four or more out of the 10 evolved
genomes. Table 3 displays a similar result for the
weakest common genes among the genomes.
Table 2: Strongest features as chosen by the GA
Instances Feature No Feature
10 20 Cent Evol (1)
6 21 Cent Evol (2)
4 11 Skewness
4 40 MFCC3 (1)
4 44 MFCC4 (1)
4 67 MFCC9 (4)
4 79 MFCC12 (4)
4 91 MFCC15 (4)
4 95 MFCC16 (4)
The strongest feature selected from all of the
genomes is the value of the first principal com-
ponent of the evolution of the centroid, with the
Table 3: Weakest features as chosen by the GA
Instances Feature No Feature
6 9 Centroid
6 26 Residual (3)
5 3 Brightness
4 1 Zero Cross
4 2 Rolloff
4 25 Residual (2)
4 27 Residual (4)
4 32 MFCC1 (1)
4 52 MFCC6 (1)
second principal component being the next most
prominent feature. Each of the 10 evolved genomes
included this feature (number 20) among its 10
strongest genes. This feature also had the lowest
standard deviation of all 95 features. These re-
sults indicate that this algorithm found the Cen-
troid Evolution to be the most important feature
in separating a large selection of musical samples
into their instrument groups. It is evident from Ta-
ble 2 that a number of MFCC values also featured
prominently in the results.
Although the evolution of the centroid was the
strongest selected feature, it is interesting that the
Centroid itself was one of the least selected fea-
tures. Six of the 10 evolved genomes had this as
one of their 10 weakest features. This would indi-
cate that it is the changes within the centroid over
the duration of a note that is important to such
a system, rather than the centroid itself. Three
of the four principal components of the Temporal
Residual Envelope were included in the weakest
features, indicating that the residual of a sound is
not considered important in such a system.
b) Classification Results
The classification results are given in terms of the
test accuracy of an MLP trained on a given set of
data. In each case the training set is comprised of
all 3006 samples and the test set consists of 65 sam-
ples. These test samples cover a one octave range
(C4-C5) across all five of the instruments. The
accuracy of a trained network is measured as the
percentage of times the network correctly identi-
fies the test samples. The accuracy of the network
when trained on all 95 values unaltered is shown
in Table 4. It is evident from this table that the
network does not recognise all instruments equally;
the accuracy of recognition of the piano and vio-
lin is much higher than that of the trumpet and
guitar.
The GA evolved 10 different genomes which can
be multiplied by the data prior to being input to
the network. Every genome contains 95 genes,
Table 4: Classification results from full unaltered
data
Total Pi Vln Fl Tr Gu
60 85.5 74.4 58.1 34.2 47.9
each of which corresponds to a specific feature
value. Each genome was multiplied by the training
data and the test data. The MLP was trained and
tested 10 times using data calculated from each
genome and the average of these 10 runs was noted.
The results of these training and testing runs are
shown in Table 5. These results show that the
multiplication by the evolved genomes is benefi-
cial to the system, with the average accuracy in-
creasing from 60% to 64%, although the average
identification accuracy still varies widely between
the instruments.
Table 5: Percentage of correct identifications of
each instrument from multiplying the data by the
10 evolved genomes
All Pi Vln Fl Tr Gu
1 54.5 87.7 76.9 44.6 22.3 40.8
2 64.9 98.5 79.2 72.3 46.2 28.5
3 71.7 93.1 83.9 62.3 54.6 64.6
4 62.6 91.5 68.5 52.3 57.7 43.1
5 59.9 92.3 83.1 31.5 50.8 41.5
6 58 92.3 76.9 26.9 41.5 52.3
7 68 93.9 76.2 64.6 62.3 43.1
8 68.6 87.7 80 64.6 70 40.8
9 59.7 97.7 79.2 43.1 42.3 36.2
10 71.7 91.5 78.5 83.1 61.5 43.9
Av 64 92.6 78.2 54.5 50.9 43.5
c) Eliminating Features
The aim of evolving the genomes used above was
not only to increase accuracy of the MLP, but also
to determine if certain features were superfluous
to such a system and could be removed from the
data set while maintaining the identification accu-
racy. To examine this the experiment was repeated
with reduced sets of data determined from a cut-
off value in the genomes. The network was trained
and tested only using feature values whose corre-
sponding gene had a value of 0.3 or higher. This
was repeated for values higher than 0.7, 0.85 and
0.95. A summary of the average results obtained
across all 10 genomes is shown in Table 6. These
result indicate that the overall average recognition
accuracy of 60% is maintained or exceeded up to
when the genome cut-off value is at 0.7 and 0.85.
When the cut-off is increased to 0.95 we note a
slight decrease in the accuracy of the network.
The increase in the genome cut-off value means
that a much smaller data set is being used to train
and test the MLP. As the cut-off is increased, fewer
features are being used to train the network. Table
7 shows the number of genes within each genome
that are above each cut-off value. This indicates
that recognition accuracy is maintained even in
cases where the number of features used has been
reduced from 95 to 20.
Table 6: Correct identification from eliminating
features according to the cut-off value
Gene All Pi Vln Fl Tr Gu
>0.3 61.9 91.9 88.1 54.5 51.3 24.3
>0.7 64.8 78.8 87.6 55.5 58.9 43.2
>0.85 62.7 84.8 84.9 54.1 51.8 38.1
>0.95 57.7 67 77.5 56.5 46.6 40.9
Table 7: Number of genes within each genome that
are above 0.3, 0.7, 0.85 and 0.95
Genome >0.3 >0.7 >0.85 > 0.95
1 51 28 20 9
2 48 30 23 9
3 43 29 21 13
4 61 41 30 19
5 52 35 29 22
6 54 26 20 13
7 56 35 31 23
8 54 32 26 21
9 62 36 27 15
10 53 35 28 19
VI Conclusion
The results described above have a number of im-
plications on using GAs in feature selection for in-
strument identification. Although certain features
were commonly picked or ignored by the evolved
genomes, a common set of features were not con-
tinuously chosen. This diversity between the ten
evolved genomes indicates that multiple local min-
ima were found as solutions to the fitness function
rather than a global minimum solution. It is in the
nature of GAs to accept a good solution to a prob-
lem, which may not necessarily be the best solution
available. This problem may be addressed by run-
ning the GA for more generations with different
parameters or by improving the fitness function.
The fitness function used 8 dimensions from the
PCA of the data in forming and analysing the clus-
ters. It is worth noting that this only accounts for
60% of the variance of the original data. With the
remainder of the variance unaccounted for, it is un-
likely that a global best solution may be found. If
however, the number of dimensions were increased
to 40, the variance explained by the PCA would
cover 98% of the original data. In future work, we
will attempt to find a more consistent set of fea-
tures by using an increased number of dimensions.
The classification results show that in musi-
cal instrument identification systems, such as the
MLP used here, incorporating more data does not
guarantee better results. We have seen that the ac-
curacy of the classifier may be increased by using
an evolved weight vector (genome) to emphasise
certain features. Furthermore, we have seen that
the accuracy achieved from using all 95 features
may be matched by reducing the number of fea-
tures down to 20, corresponding to a reduction in
almost 80% of the data.
The classification accuracy was not equal among
all instruments. In the experiments discussed
above the piano and the violin were, on average,
more often correctly identified than the other in-
struments. This may indicate that the local min-
ima found by the GA were calculated from optimis-
ing the clustering of individual instruments, rather
than all instruments. The classification accuracy
also varied between the genomes used; the use of
certain genomes within individual runs produced
more accurate results than others.
Although there were some variations within the
results, we may conclude that the use of a GA is
beneficial to a system such as this. We propose to
continue this work by improving the fitness func-
tion and increasing the number of dimensions in an
attempt to find a global solution to the problem.
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