Mirror Descent (MD) is a well-known method of solving non-smooth convex optimization problems. This paper analyzes the stochastic variant of MD with adaptive stepsizes. Its convergence on average is shown to be faster than with the fixed stepsizes and optimal in terms of lower bounds.
I. INTRODUCTION
Recently, the great interest in the optimization problems of a huge scale has been aroused [1] . The dimensions of such problems are of order 10 8 -10 12 , and computational capabilities only allow for the simplest vector operations. Moreover, it is typical for the corresponding matrices to be sparse. The typical applications are problems related to the Internet [2] , telecommunications, truss topology design [3] , [4] . If the subgradients are also sparse, the deterministic methods [5] , [6] can benefit from the sparsity and be applied for solving huge-scale problems. However, it is not always true. Here, the randomized methods play an important part.
Mirror Descent (MD) method [7] , [9] is one of the wellknown methods of the non-smooth convex optimization. Its randomized version with adaptive stepsizes is studied in this paper. The problem of interest is minimizing a convex function with convex functional constraints. In the assumption of the stochastic first-order oracle, we prove MD to have optimal convergence rate [7] . Due to the adaptive choice of the steplengths, the rate is no more dependent on the global Lipschitz constant but rather on the average of those obtained at the current points.
The paper is divided into five sections. In Section II we state the problem and introduce the notation; the proposed algorithm is described in Section III with the proof of its rate of convergence on average; Section IV contains the remarks and illustrates the discussed approach with the example.
II. PRELIMINARIES AND PROBLEM STATEMENT
Let E be the n-dimensional vector space. Let · be an arbitrary norm in E and · * be the conjugate norm in E * :
Let X ⊂ E be a closed convex set. We consider the two convex functions f : X → R and g : X → R to be subdifferentiable, i.e.
We focus on the problem expressed in the form
Denote x * to be the genuine solution of the problem (1), (2) . Assume that we are equipped with the first-order stochastic oracle [8] , which given the point x k ∈ X returns the values of ∇f (x k , ξ k ), ∇g(x k , ξ k ), and g(x k ), where ξ 1 , ξ 2 , . . . are i.i.d random variables that represent oracle noises. The oracle is unbiased, i.e.
where x k = x k (ξ k−1 , . . . , ξ 1 ), and
Consider d : X → R to be a distance generating function (d.g.f) which is continuously differentiable and strongly convex, modulus 1, w.r.t. the norm · , i.e.
For all x, y ∈ X consider the corresponding Bregman divergence
Suppose we are given a constant R such that
For all x ∈ X, y ∈ E * define the proximal mapping operator
We make the simplicity assumption, which means that Mirr x (y) is easily computable.
III. STOCHASTIC MIRROR DESCENT
The following algorithm is proposed to solve the problem (1), (2) in the case of stochastic oracle.
Algorithm 1 Adaptive Stochastic Mirror Descent
1: procedure MD(ε, R, X )
2: 3: initialize the empty set I 4:
k ← 0 5:
10:
add k to I 12:
else 13:
To prove the convergence estimates of Algorithm 1 we will need the following lemma.
Lemma 1: Let α 1 , . . . , α N be some non-negative sequence. Then
Proof: We prove the statement by induction. For N = 1 it is obvious. Suppose it holds true for N = n − 1. Denote
where the last inequality always holds true. We will also need the following inequality [10] which is the consequence of how the proximal operator is chosen.
Lemma 2: Let f be some convex subdifferentiable function over the convex set X . Let the sequence {x i } be defined by the update
Then, for any x * ∈ X
The following theorem estimates the convergence rate of Algorithm 1.
Theorem 1: The pointx N supplied by Algorithm 1 satisfies
with the average number of oracle calls equal to
where
Proof: By the definition ofx N and the convexity of f ,
Denote
Using (6), consider the summation
As long as by (4)
then by the definition of stepsizes and (5),
recalling (10) and the stopping criterion, we get
As long as the inequality is strict, the case of N I = 0 is impossible. Taking the expectation we obtain
Let us look at the second term on the right-hand side
We are going to show that E δ k N I = 0.
First,
The last denotation describes how the conditional expectation is taken: we fix N I , then take the expectation of δ k and then substitute the fixed value back by the random variable. Suppose we observe the realization N I = n. Denote by I n the set of indices such that
There are N n distinct sets I n and for each of them |I n | = n. By the law of total expectation,
Let us show that for each set of indices I n defined in (15) holds E δ k I n = 0. Applying the "tower property" of conditional expectation and recalling (11) and (3), we derive
Thus, we have proved that together with (16), (14), (13)
and the result holds. For i ∈ I holds g(x i ) ≤ ε. Then, by the definition ofx N and the convexity of g, 
IV. REMARKS
Note that (8) is no worse than (19) and is even better in practice since M k tend to get smaller as the method approaches to the minimizer. Remark 2: With the fixed stepsizes the estimation is [11] 
Here R 2 0 = V (x 1 , x * ) which is smaller then R 2 in general. Remark 3: Common applications seek to solve problems in the form
where S n (1) is the n-dimensional simplex, A is some n × n matrix and c m M m=1 are some vectors in R n . Firstly, it is worth mentioning that typically the vectors c m M m=1 are sparse. For the constraints of the type (21) it means that their subgradients are also sparse. Then, each update in MD changes just a few entries in x k . Choosing the appropriate distribution of oracle noise we can reduce the update to changing only one entry in the vector [1] .
Secondly, even if the matrix A is sparse, the gradient ∇f (x) = Ax is usually not. The exact computation of the gradient takes O(n 2 ) arithmetic operations, which is bad for huge-scale optimization problems. However, the possible way out of this situation can be randomization [12] . We generate the appropriate distribution over the columns of the matrix A and take just one column, according to the distribution, to be the unbiased estimate of the gradient. Let us construct the distribution and show that the estimate is unbiased.
Let ξ be a random variable taking its values in {1, . . . , n} and let A i denote the ith column of the matrix A. Suppose the current point is x = (x 1 , . . . , x n ). Since x ∈ S n (1), E A ξ = A 1 P ξ = 1 x1 + · · · + A n P ξ = n xn = A 1 x 1 + · · · + A n x n = Ax.
In this case, the computation of a subgradient requires only O(n) arithmetic operations.
V. CONCLUSION
We studied the stochastic version of MD for minimizing convex functions with convex functional constraints. It has been proposed to modify MD so that the steplengths become adaptive and depend only on the subgradient values at current points. Furthermore, it has been proved to converge practically faster than the method with fixed steplengths because of the improved constant, which also has become adaptive. Eventually, the method has been briefly illustrated with a possible application.
