(x) commenced the study of interpolation and the study of approximation by functions assumed merely analytic and bounded in a given region, topics which were further considered later [4, 9, 10, 11, 12] in collaboration with Nilson. It is the object of the present paper to study simultaneous interpolation and approximation by functions analytic and bounded in a given region, where the function approximated is not necessarily analytic and where there is no necessary connection between the latter function and the values interpolated to. Throughout this paper we use the following notation. In the z-plane let R be a finite region whose boundary Ci consists of a finite number of mutually disjoint Jordan curves. Let S be a point seti2) whose boundary Co consists of a finite number of mutually disjoint Jordan curves Co\ where S = S+Co lies in R and separates no point of R -S from Ci.
Introduction.
In 1938 Walsh [8] (x) commenced the study of interpolation and the study of approximation by functions assumed merely analytic and bounded in a given region, topics which were further considered later [4, 9, 10, 11, 12] in collaboration with Nilson. It is the object of the present paper to study simultaneous interpolation and approximation by functions analytic and bounded in a given region, where the function approximated is not necessarily analytic and where there is no necessary connection between the latter function and the values interpolated to. Throughout this paper we use the following notation. In the z-plane let R be a finite region whose boundary Ci consists of a finite number of mutually disjoint Jordan curves. Let S be a point seti2) whose boundary Co consists of a finite number of mutually disjoint Jordan curves Co\ where S = S+Co lies in R and separates no point of R -S from Ci.
We proceed to study the following problems. Let there be given a finite number of fixed conditions of interpolation at points of S. Let M (>0) be given, let/ji/(z) be analytic and of modulus not greater than M in R, and let /v(z) satisfy the given conditions of interpolation.
We study the convergence iM->oo) of the set/m(z), where in Problem 1 the function /m(z) approximates best on C0 to a given function Fiz) defined on Co, and approximation is measured on each component of Co in the sense of Tchebycheff;
in Problem 2 the function/m(z) approximates on C0 in the sense of least squares to a given function Fiz) defined on C0; in Problem 3 the function fm(z) approximates on S in the sense of least squares to a given function F(z) defined on S; in Problem 4 the set S consists of disjoint Jordan regions, in each of which there is a single condition of interpolation, and fni(z) approximates on C0 in the sense of least pth powers to a function F(z) defined on Co-We shall consider also analogous problems in which the norm M of /m(z) in R is an integral over Ci instead of an upper bound M of the modulus.
The existence of the functions fni(z) of best approximation is easily proved in every case [cf. 8, pp. 477-478], and is left to the reader. The uniqueness of the/jtf(z) follows easily in certain cases [as in 12, p . 243] but is not necessary for our present purposes.
In the detailed study of convergence of the functions fni(z) we shall need further notation. We denote by <p(z) the function harmonic in R -S, continuous on R -S, equal to zero and unity on G and G respectively ; by C" 0 ^ v ^ 1, we denote generically the locus <p(z)=v; by Rv the point set consisting of S together with the points of R -S for which 0<<p(z) <v, by Rv the corresponding closed set.
2. Preliminary results. For reference we state two theorems [10, pp. 294, 295] of application to several proofs in this paper. n->» 7/ ap+i3-j8p = 0 toe Acroe whenever 0S<T<p,
a«¿ whenever p ^ <r < 1,
Let Co consist of 5 Jordan curves, and for each k let T^ consist of s disjoint Jordan curves in 5 geometrically near the respective curves of Co, and let the sequence TO1', To2', • • • approach Co monotonically.
Let Ci consist of t Jordan curves, and for each k let T*' consist of / disjoint Jordan curves exterior to R near the respective curves of G ,and let the sequence Tf ' approach G monotonically.
Denote by Vk(z) the function harmonic in the region Tm bounded by T0k) and Tf\ continuous in T(k), zero on Tq\ and unity on rf\ In Tm let Tf denote genetically the locus Vk(z)=v. As k becomes infinite, the functions Vk(z) approach uniformly in R -S the function <£>(z) [Lebesgue, 3] . Denote by S(k) the subset of .S bounded by T^ and by Rw the point set containing R bounded by Tf\ Denote by R^ the set Sw plus the set of Tm on which we have 0< Vk(z) O. For a given n, p>v>0, and for k sufficiently large, the locus C0 lies in R{®, the locus G lies exterior to F*2, and the locus Cp lies in Rf+r From our hypothesis, for a given j?, p>ij>0, and for k sufficiently large, we have for arbitrary e>0, and n sufficiently large,
We may now apply Theorem 2.1, setting Fn(z) of the theorem equal to [F"+i(z)-Fn(z)]1/" and V(z) equal to ß + (a-ß)Vk(z)/(l-ri), to obtain for 0<cr+77<l-Î7,
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For k sufficiently large, F*+, contains F" in its interior. If we now allow r¡ to approach zero we have
If ap+ß-ßp is negative, then for suitably chosen p', 1 >p'>p, ap'+ß-ßp' is negative, and the sequence {Fn(z)} converges uniformly in the closed region Fp<. But the sequence converges uniformly to f(z) in Si, and by hypothesis f(z) is not analytic throughout Fp<, p'>p. This contradiction leads to the conclusion ap+ß -ßp^0.
For arbitrary e>0, for n sufficiently large, and for 0 ^er < 1, the inequality
is valid in F". From this inequality and from the two equations
follow at once the inequalities
If ap+ß-ßp = 0, we show that the equality signs must hold in (2.3) and (2.4). We first prove the equality valid for z on Cp. We assume the strong inequality holds in (2.2) and show this assumption leads to a contradiction. Under the assumption we have
We again apply Theorem 2.1, this time to the region bounded by C" and G-n, 1-t)>p, and we set V(z) = [7(1 -r¡) -ap + (a -y)<¡>(z)]/(l -p -r¡). We obtain forp<er<l-r¡
From this inequality we infer at once that the sequence {Fn(z)} converges uniformly interior to some Cf>, p'>p, and we have just shown such convergence impossible. From this proof that the equality sign holds in (2.2) on C" we are now able to conclude that the equality signs must hold in (2.3) and (2. If ap-\-ß -ßp = Q, we have, whenever 0^cr<p,
and whenever p ^ a < 1,
The proof of Lemma 2.2 is essentially the same as the proofs of lemmas [4, pp. 58-61] dealing with the analogous situation where R and 5 replace R' and Si respectively.
3. Problem 1. The simplest case that concerns us is that of interpolation to the given function, assumed analytic on S: [|/(z)|, z in R], where K is independent of e.
There exists a polynomial piz) which takes on the values [fizk) -F(z,t) ] in the points zk, and is such that (¿>(z)| <Ke in R, where K is a suitably chosen constant [7, pp. 310-312] independent of e. The function/0(z) =/(z) -piz) is analytic in R, interpolates to Fiz) in Zk, and satisfies the required inequalities. Thus we have for z on Co, for arbitrary €>0, and for M sufficiently large,
this inequality must certainly remain valid if we replace the functions g.w(z)
by the functions fu(z) of Theorem 3.2:
it follows by inequality Í3.3) that for «>0 and M sufficiently large,
The functions/iii(z) satisfy the conditions of Lemma 2.2, with a -\, and the second part of Theorem 3.2 now follows from the lemma.
The conclusion of Theorem 3.2 may apply even if the/üí(z) are not extremal functions:
Under the conditions of Theorem 3.2, let \j/m(z) be analytic and of modulus not greater than M in R, and satisfy the auxiliary conditions with
Then the set of functions ypia(z) converges to f(z) throughout S, uniformly on any closed set interior to S. If f(z) is analytic throughout R" but not throughout any Rp', p' >p > 0, and if we also have
then the analogues of (3.1) and (3.2) with gni(z) replaced by \pu(z) are valid.
Conclusions analogous to those of Theorem 3.2 may still follow when the norm of fu(z) in F is no longer an upper bound of the modulus, as the reader may establish: Corollary 2. Let q (>0) be given. Let the hypothesis of Theorem 3.2 be modified so that the inequality |/m(z) | ^ M in R is replaced by Jcv\Ím(z) \ q\dz\ SMq,for allv, 0<p<1.
Then we have linu/-.«,/at(z) =/(z) in S, uniformly on any closed set in S. If f(z) is analytic throughout Rp but not throughout any RP', p'>p>0, we have
An analogue of Corollary 1 involving non-extremal functions is also true. 4. Problem 2. Let C be a rectifiable Jordan curve, and let prescribed conditions of interpolation f(zk) =Ak (k = l, 2, • • • , X) be given interior to C. Any function /(z) analytic interior to C, continuous in the closed interior C of G and satisfying the conditions of interpolation can be uniformly approximated in C by a polynomial which satisfies the conditions of interpolation [7, p. 310] . If the polynomial piiz) satisfies the conditions of interpolation and ii we set po(z) = (z -zi)(z -z2) • ■ • (z -z\), the function/(z) can be uniformly approximated in C (as closely as desired) by piiz) plus a linear combination of a finite number of the functions poiz), zpoiz), z2p0iz), • ■ • -We denote by @ the class of functions on C each consisting of piiz) plus a function of the closed extension [7, p. 123] on C of the class poiz), zpoiz), z2poiz), • • • . Thus [7, §11.5] a function of class ® is of class F2 on C, and the Cauchy integral of such a function over C is analytic interior to C, and satisfies the given conditions of interpolation.
The class © is independent of the particular piiz) chosen.
An arbitrary function Fiz) of class F2 on C possesses a formal expansion consisting of piiz) plus the formal expansion of Fiz) -piiz) in the orthogonalization on C of the set poiz), zpoiz), z2poiz), ■ ■ • ; this formal expansion of Fiz) converges in the mean on C, and the limit in the mean is the function fiz) of class ® of best approximation to Fiz) on C in the sense of least squares. The Cauchy integral oi fz) over C represents interior to C a function, also denoted by/(z), analytic interior to Cand satisfying the auxiliary conditions. The formal expansion of Fiz) converges to /(z) throughout the interior of C, uniformly on any closed set interior to C. If Cis sufficiently smooth, a specific formula for the function/(z) is readily obtained [7, §11.5 ] by a conformai map; if C is an analytic Jordan curve and if Fiz) is analytic on C, then/(z) is analytic in the closed interior of C.
The class @ thus defined for the interior of a rectifiable Jordan curve C can also be defined for a bounded multiply connected region 5 whose boundary C consists of a finite number of disjoint rectifiable Jordan curves. Again we assume prescribed conditions of interpolation fizk)=Ak can be uniformly approximated in S-\-C by a rational function which satisfies the conditions of interpolation and has its poles in the points ßj. Thus/(z) can be uniformly approximated in S-\-C by piiz) plus a linear combination of a finite number of the functions p0(z)<Zo(z), ¿>o(z)<Zi(z), poiz)q2iz), • • • . We denote by ® the class of functions on C each consisting of piiz) plus a function of the closed extension [7, p. 123 ] on C of the class poqo, poqi, poq2, ■ • ■ ■ Then a function of class @ is of class F2 on C, and the Cauchy integral of such a function over C is analytic in 5 and satisfies the given conditions of interpolation.
An arbitrary function F(z) of class L2 on C possesses a formal development consisting of piiz) plus the formal expansion of F(z)-pi(z) in the orthogonalization of the set poq<t, poqi, poq2, • • • ; this formal expansion of F(z) converges in the mean on C, and the limit in the mean is the function f(z) of class © of best approximation to F(z) on C in the sense of least squares; the Cauchy integral of f(z) over C represents in 5 a function, denoted by/(z), analytic in 5 and satisfying the auxiliary conditions. The formal expansion of F(z) converges to f(z) throughout S, uniformly on any closed set in 5.
When we envisage simultaneously several regions 5, the class © for their total boundary consists of all functions belonging to the class © for each of the regions.
Let 5 be a multiply connected region whose boundary C consists of the disjoint rectifiable Jordan curves C(1), C (2) The class © on Co has been defined in terms of rational functions with poles in the points ßi, ß2, • ■ ■ , ßy, precisely one in each of the regions into which 5+C0 separates the plane. It is to be noticed that © is independent of the particular choice of those points ft-; for of two classes of rational functions defined respectively in terms of two sets of distinct poles ßj, each rational function of the one class can be uniformly approximated in 5+Co by a rational function of the other class, all rational functions satisfying the conditions of interpolation.
In particular the points /3;-may be chosen exterior to F [7, pp. 15 , 313]; here we make use of the hypothesis that 5 separates no point of R -S from &.
The class © has been defined in terms of approximation on Co by interpolating rational functions satisfying the auxiliary conditions rather than by interpolating functions analytic and bounded in R, and satisfying the auxiliary conditions. However, each rational function considered is analytic and bounded in R; conversely, each function analytic and bounded in R and satisfying the auxiliary conditions can be uniformly approximated in F", 0O<l, by a rational function satisfying the auxiliary conditions; thus the two classes of approximating functions have the same set of limit functions, either continuous in 5+ Co and uniform limits, or of class F2 on Co, limits in the mean on Co, and uniform limits on any closed set in S. The first part of [F(z)-/(z)]g(z)|cfe| =0.
Co
But the function gia(z) of Theorem 3.1 is of class ®, and fiz)-gMÍz) is of class ®o, so we have An arbitrary function Fiz) of class L2 on 5 possesses a formal expansion consisting of piiz) plus the formal expansion of Fiz)-piiz) in terms of the class $0; this formal expansion of Fiz) converges in the mean on S, uniformly on any closed subset of S, and the limit in the mean on S is the function fz) of class $ of best approximation to Fiz) on 5 in the sense of least squares.
If 5 is simply connected and C is sufficiently smooth, a specific formula for the function/(z) is readily obtained [7, p. 328 ] by a conformai map; if C is an analytic Jordan curve and Fiz) is analytic on C, then/(z) is analytic in the closed interior of C.
When we envisage simultaneously several regions 5, the class $ for their sum consists of all functions belonging to the class S for each of the regions. The boundary values of f(z) almost everywhere on C are to be used in (6.1).
It is sufficient to prove Theorem 6.1 for the case that C is the unit circle, for equation ( Let fu(z) be the function analytic and of modulus not greater than M in R, with fM(a¡)=Aj, and for which /c0|/aí(z) -F(z) \ p\ dz\ is least. Then the set fia(z) converges to f(z) throughout S, uniformly on any closed subset of S. If the function f(z) is analytic throughout Rp but not throughout any RP', p'>p>0, then we have
We prove the theorem for the case s = 1.
The problem of determining the function f(z) of class Hp on G satisfying the condition/(ai) -Ai and such that /c0|/(z) -F(z) \ p\ dz\ is least is equivalent to the problem of determining the function ^(z) of class Hp on Co satisfying the condition ^(ai) =Ai -F(ai) and such that fc0\^(z) | p| dz\ is least. It follows from Theorem 6.2 that the extremal function ^(z) exists and is unique, whence the extremal function f(z) exists and is unique. We have the relation ^(z) =f(z) -F(z) between these extremal functions. in S, and we proceed to show that gu(z) satisfies the relation (6.2). We use the method applied by Spitzbart [6, p. 342] in the special case of polynomial approximation.
We write gis(z)
, where lim^,«, RM(z) =0 in S, and
Since *^0 in S, the binomial expansion is valid if M is sufficiently large, and, for given e>0 and Ü7 sufficiently large, we have for z in 5
where K is independent of M. Inequality (6.6) is not in its present form as strong as (6.5), and cannot be used without further manipulation to establish (6.3) and (6.4). We shall investigate more closely the integral of the first member of (6.6), interpreted in the TO-plane, and thus obtain our desired results.
In the notation of Theorem 6. Under the conditions of Theorem 6.3 with s = 1, the sequence of polynomials pn{z) of respective degrees n satisfying the given auxiliary condition of best approximation to F(z) on C in the sense of least pth powers converges to f(z) throughout the interior of C, uniformly on any closed set interior to C; if f(z) is analytic in the closed interior of C, the sequence p*{z) converges maximally to f(z) on C.
Of course this result extends at once to apply also to non-extremal polynomials.
Co or on 5; we then study the norm of/m(z) and the convergence properties of the set/m(z). To be more explicit, we define new Problems la-4a. Let there be given a finite number of fixed conditions of interpolation at points of 5. Let m (>0) be given, let fm(z) be analytic in F, satisfy the conditions of interpolation, approximate to F(z) on Co or on 5 with a measure of approximation not greater than m, and be such that The two functions/m(z) and/m(z) in the corresponding problems are obviously connected.
In Problems 1-3, and in Problem 4 when p^l, if m = mu is the least measure of approximation by a function f.v(z) of norm not greater than M, then the extremal function fia(z) is also a function/,"(z) of minimum norm which approximates to Fiz) with an error not greater than m; while if M-Mm is the least norm corresponding to a function/m(z) of best approximation, then the extremal function/m(z) of Problems la-4a is also a function Ai(z) of norm not greater than M oí best approximation.
An immediate consequence of this property in the situation of Problems 1 and la is m-*tx
