ABSTRACT In this paper, the fault detection problem is considered for a class of discrete-time systems with fault signal happening randomly. First, the random occurrence of fault is described by a Markov approach, which is transformed into some matrices experiencing Markov switchings. By using a fault detection filter as a residual generator, the fault detection and isolation (FDI) problem is transformed into an H ∞ filtering problem. Moreover, a mode-dependent Lyapunov functional is exploited to make its analysis and synthesis and is also named to be a fault-dependent approach. Then, sufficient conditions on the existence of an FDI filter are all provided in terms of linear matrix inequalities, in which two general cases about transition probability matrix are included. Finally, a practical example is used to illustrate the effectiveness and potential application of the developed theoretical results.
I. INTRODUCTION
With the rapid development of science and technology, the scale and structure of modern industrial system has become more and more complicated. Not only instability and poor performance, but also property damage or loss of lives can be caused when faults are encountered in practically dynamical systems, such as cyber-physical systems [1] , power systems [2] , aerospace systems [3] , electric circuit systems [4] . How to improve the security and reliability of a system has become one of most important problems to be solved. Fault detection is an important method to improve the reliability of a system and could reduce the risk of system operation, see example, [5] - [7] . Motivated by these facts, the technique of fault detection has been widely studied, and many important results have been published. For example, based on a Takagi-Sugeno (T-S) fuzzy model, a delta operator approach [8] was proposed to deal with the fault detection problem, where the real-time observer-based fault detection problem was studied in [9] . Moreover, the robust fault detection problems [10] , [11] have also received extensive attention.
On the other hand, from the most published results about fault detection such as [12] - [14] , the main idea of a common method could be summarized as follows. First, one should construct a residual signal and determine the residual evaluation function and the threshold. Then, one could get an alarm of fault if the value of an evaluation function is larger than the prescribed threshold. Moreover, due to the higher requirements on safety and stability of modern industrial systems, the other characters of performance should be taken into account, such as quickness [9] , [15] , robustness [10] , [11] , [16] , [17] and isolation of fault diagnosis [18] , [19] . By investigating the existing references about fault detection as many as possible, it is found that the fault signal is deterministic. In other words, its fault should be added in a system always. When the underlying system is not deterministic but with jump processes, the problem of fault detection for such systems were considered in [17] , [20] , and [21] . Particularly, it is seen from these references that the occurrence of fault is also constant. However, in many practical applications especially the introduction of unreliable communication networks, the transmitted information will be inevitably lost.
Based on these facts, it is necessary and meaningful to revisit the fault detection problem, where the fault signal happens randomly. To our best knowledge, very few results are available to study this issue. All the observations motivate the current research.
In this paper, the fault detection problem of discrete-time systems is investigated. The main contributions of this paper are summarized as follows: 1) Compared with the traditional assumptions in fault detection problem, the occurrence of fault signal here is not constant but happens randomly; 2) A Markov process with two modes is used to describe such an event happening randomly. As a result, some matrices of the original system are transformed into ones experiencing Markov switchings; 3) Based on the proposed model, the corresponding FDI problem is studied by exploiting a fault-dependent Lyapunov functional; 4) Due to the results obtained with LMI forms, they are extended to other general cases that the transition probability matrix is uncertain and totally unknown respectively.
Notation: R n denotes the n-dimensional Euclidean space, R q×n is the set of all q × n real matrices. E {·} stands for the expectation. In symmetric block matrices, we use '' * " as an ellipsis for the terms induced by symmetry, diag {· · ·} for a block-diagonal matrix, and (M ) M + M T .
II. PROBLEM FORMULATION
Consider the following class of discrete-time systems described by
where x(k) ∈ R n is the system state, u(k) ∈ R m is the control input, d(k) ∈ R q represents the external disturbance, and y(k) ∈ R s is the measurement output. Here, u(k) and d(k) are supposed to belong to L 2 [0, ∞). System matrices A, B, C, D, E, F and H are known real matrices with appropriate dimensions. Compared with the traditional assumptions about fault signal,f (k) considered here occurs randomly and is described byf
where f (k) satisfying L 2 ∈ [0, ∞) is a general fault to be detected. There, variable α(k) is a stochastic value and has two values. It is described as
Then, the original system is rewritten to be
where parameter {θ k , k ∈ Z + } takes values in a finite set S {1, 2}. Particularly, when θ k = 1 according to α(k) = 1, fault f (k) exists in system (1). On the contrary, there is no fault in system (1) with θ k = 2 corresponding to α(k) = 0.
In other words, the values of matrix F(θ k ) are selected to be F 1 = F and F 2 = 0, while H 1 = H and H 2 = 0, ∀θ k ∈ S. In this paper, process {θ k , k ∈ Z + } is assumed to be a discrete-time Markov process chain, and its transition probability is defined as
The transition probability matrix is further established to be
Here, scalars α and β are conditional probabilities, which are denoted as α = Pr{α(k + 1) = 0|α(k) = 1} and β = Pr{α(k + 1) = 1|α(k) = 0}. The both allowable ranges of such two parameters are [0, 1] but independent. Then, the fault detection problem of system (1) with fault occurring randomly is transformed to be a similar problem addressed for system (4). It is known that an FDI system usually consists of a residual generator and evaluation stage including an evaluation function and a threshold. In order to achieve fault detection for underlying system (1) or (4), a kind of FDI filter independent of the occurrence of fault is proposed as
where x F (k) ∈ R n is the state vector of the filter, and r(k) ∈ R f is so-called residual signal. Matrices A F , B F , C F and D F are the filter parameters to be determined. By definingx(k)
T and e(k) r(k) − f (k) respectively, and augmenting the model of system (4) to include (7), one could get the following augmented system
where
Remark 1: By investigating the traditional references such as [22] and [23] , it is seen that the fault signal is usually assumed to be constant. Different from these assumptions, the fault considered here is more general and practical. However, it is said that the corresponding FDI problem cannot be studied easily and directly. The main reason is that so little information about the occurrence of fault signal is embodied. In order to find a better solution, the fault signal of system (1) is transformed into a Markov chain with two modes. Then, it will be easier to acquire sufficient conditions for the existence of an FDI filter. VOLUME 5, 2017 Before giving the main results, two definitions should be given firstly.
Definition 1: System (8) is said to be stochastically stable if for ω(k) ≡ 0, k ≥ 0, the following condition
holds for every initial conditionx 0 ∈ R n and θ 0 ∈ S.
Definition 2: Given a scalar γ > 0, system (8) is said to be stochastically stable and has an H ∞ performance index γ if it is stochastically stable and under zero initial condition, and condition
After designing an FDI filter, the next step is to construct a residual evaluation function and evaluate it. One of widely adopted methods is to choose a so-called threshold and a residual evaluation function. In this paper, the fault f (k) could be detected by the following steps.
• Select a residual evaluation function
where k 0 denotes the initial evaluation time instant and L denotes the evaluation time steps.
• Select a threshold J th = sup d∈L 2 ,u∈L 2 ,f =0 E {J L (r)}.
• Based on these, the fault can be detected by using the following logical relationship:
III. MAIN RESULTS
Theorem 1: For a given constant γ > 0 and FDI filter (7), the augmented system (8) is stochastically stable and has an H ∞ performance index, if there exists matrix
Proof: First, the stochastic stability of system (8) with ω(k) = 0 will be proved. Choosing a stochastic Lyapunov functional as
It is equivalent toÃ
which is implied by condition (12) . Based on condition (14), it is easily to get that
where ρ = min i∈S {λ min (− i )} and i =Ã T iP iÃi − P i . Taking the expectation on both sides of (16) and continuing the iterative procedure, as k → ∞, one could obtain
Then, it is said that the augmented system (8) is stochastically stable. Now, we will prove the augmented system with an H ∞ performance index. Define the following performance index
where T is an arbitrary positive integer. For any nonzero ω(k) ∈ L 2 [0, ∞) and under zero initial conditionx(0) = 0, one has
It is guaranteed by
which is equivalent to condition (12) . By letting T → ∞, it is known that the condition (19) is still satisfied. This completes the proof.
Remark 2: In this paper, it is said that the obtained conditions are fault-dependent. It is because that the Lyapunov functional (13) is mode-dependent, where the operation mode comes from the fault signal. In this sense, it is claimed that the established results are fault-dependent.
Theorem 2: For a given constant γ > 0, there exists an FDI filter (7) such that the augmented system (8) is stochastically stable with an H ∞ performance index, if there exist
Then, the parameters of FDI filter (7) are constructed as
Based on the proof of Theorem 1, it is concluded that condition (12) is equivalent to
Then, it is known that
is equivalent to (25) via pre-and post-multiplying its both sides with matrix    
and its transpose respectively, where G i is nonsingular. As for nonlinear term −G iP
Then, condition (26) is implied by
Matrices G i and P i are assumed to have the following forms
From condition (22) , it is concluded that G i is nonsingular. Moreover, it is known that condition (22) with representation (24) is equal to inequality (29) . This completes the proof. Remark 3: From Theorems 1 and 2, it is known that probabilities α and β are exactly known. In many practical cases, however, it is almost impossible or high cost to get them exactly, even then are totally unknown. Thus, it is natural and important to study such general cases carefully.
First of all, we consider that there exist uncertainties in α and β. In this case, such probabilities are described as
whereα andβ are their estimates, and uncertainties α and β are satisfied α ∈ [− , ] with ∈ [0, 1] and β ∈ [−δ, δ] with δ ∈ [0, 1], respectively. In order to make the obtained results concisely, some symbols are introduced, such thatπ 12 α − ,π 11 1−π 12 ,π 21 β −δ,π 22 1−π 21 . Then, based on Theorem 1, the following theorem could be obtained.
Theorem 3: For a given constant γ > 0 and FDI filter (7), the augmented system (8) under conditions (31) and (32) is stochastically stable with an H ∞ performance index, if there exist matrices P i and M i , ∀i ∈ S, satisfying condition (23) and 
Because of the proofs of conditions (35) and (36) being similar, without loss of generality, we only prove condition (35) here. By condition (31), it is concluded that inequality (35) is equivalent to
It is equal to
where M i > 0. Then, it is guaranteed by
Based on condition (31), the former one is implied by
which is equal to condition (33) with i = 1. By using the Schur complement lemma, condition (40) is equivalent to condition (34) with i = 1 and j = 2. This completes the proof.
Theorem 4: For a given constant γ > 0, there exists an FDI filter (7) such that the augmented system (8) under conditions (31) and (32) is stochastically stable with an H ∞ performance index, if there exist matrices P i1 , P i2 , P i3 , X i1 , X i2 , Y ,Ā F ,B F ,C F ,D F and M i , ∀i ∈ S, satisfying conditions (23), (34) and
and the other symbols are given in Theorems 2 and 3. Then, the parameters of FDI filter (7) are also computed by (24) . Proof: According to the proof of Theorem 3, condition (33) is equivalent to
Meanwhile, the following condition
is equivalent to (43) via pre-and post-multiplying its both sides with matrix    
and its transpose respectively, where matrix G 1 has the same form defined in (29) . Then, it is guaranteed by
Finally, under representation (24), it is got that condition (42) with i = 1 implies inequality (47). At the same time, condition (44) is similar to condition (42) with i = 2. This completes the proof.
Remark 4: Similar to uncertain case described by (31) and (32), it is also necessary and meaningful to consider another general case that both probabilities α and β are totally unknown. In other words, though such probabilities are totally unavailable, the aim of fault detection should also be achieved. Compared with uncertain case, this case doesn't need any information of such probabilities and make sure that system (8) under random switching signal is stochastically stable with an H ∞ performance index γ . In this case, it is said that sometimes it is more general.
Similar to Theorem 3, one could get the following result.
Theorem 5: For a given constant γ > 0 and FDI filter (7), the augmented system (8) with unknown α and β is stochastically stable with an H ∞ performance index, if there exist matrices P i and M i , ∀i ∈ S, satisfying conditions (23), (34) and
If α and β are both unknown, it is concluded that system (8) is stochastic stable with an H ∞ performance index and could be implied by
Similar to the proof of Theorem 3, only the process of condition (49) is necessarily given in detail. It is equivalent to
where M 1 > 0. Due to α and β unknown but satisfying α ∈ [0, 1] and β ∈ [0, 1] respectively, condition (51) could be implied by condition (34) with i = 1 and j = 2, and
Similar to the proof of inequality (41), it is concluded that condition (48) for i = 1 implies inequality (52), while condition (50) could be guaranteed by conditions (48) for i = 2 and (34) with i = 2 and j = 1, together. This completes the proof.
Theorem 6: For a given constant γ > 0, there exists an FDI filter (7) such that the augmented system (8) with unknown α and β is stochastically stable with an H ∞ performance index, if there exist matrices P i1 , P i2 , P i3 , X i1 , X i2 , Y ,Ā F ,B F ,C F ,D F and M i , ∀i ∈ S, satisfying conditions (23), (34) and
The other symbols are given in Theorems 2 and 5. Then, the parameters of FDI filter (7) could be computed by (24) . Proof: Based on the proofs Theorem 4 and Theorem 5, Theorem 6 could be easily obtained. Then, its proof processes are omitted here. This completes the proof.
Remark 5: Though the presented results are concerned about discrete-time systems, they may be extended to other systems or problems, such as nonlinear systems [6] , [24] , [25] , time delay systems [26] , [27] , saturation problem [28] , [29] , and so on. When similar problems are considered, some additional problems will be encountered and more challengeable or difficult to be done. All of these problems will be our future research topics. 
IV. NUMERICAL EXAMPLE
Example 1: Consider a single-machine infinite-bus power system cited from [30] , and its configuration is described in Fig. 1 . The dynamics of SMIB power system could be VOLUME 5, 2017 described as follows: 5 , x 2 (t) = ω(t), x 3 (t) = e(t) − 0.9 and u(t) = υ(t), system (52) is rewritten to be form (53) with its equilibrium moved to the origin of new coordinates. The corresponding form is
Based on the local linearization theory, the above system becomes toẋ
where x(t) = x 1 (t) x 2 (t) Here, the unknown disturbance input d(k) and fault signal f (k) are assumed to be Under initial condition x 0 = 1 2 1 T , the state response of the corresponding augmented system is given in Fig. 2 , which are all stable. Moreover, the corresponding fault signals in addition to α(k) are given in Fig. 3 . At the same time, Fig. 4 presents the generated residual signal r(k), while Fig. 5 shows the evaluation function of J L (r) for both the fault case (solid line) and fault-free case (dash-dot line).
Since the residual signal is generated, the next step is to put up the fault detection measure. Based on the simulation given in Fig. 5 , it is known that J th = 33.50, which also shows that J L (r) > J th for k = 12. Though there are some negative effects on fault signal, it could be detected in two time steps after its occurrence.
When probabilities α and β are uncertain and described by (31) and (32), such thatα = 0.3,β = 0.7 and = δ = 0.2, After applying the above two FDI filters and under the same initial condition, we could have the simulations of evaluation function J L (r) given in Fig. 6 and Fig. 7 respectively. It is seen that the fault signal could be detected in three and six steps respectively after its occurrence. Based on these simulations, it is concluded that the more accurate the information of random variable α(k) is obtained, the faster the fault detection will be achieved.
V. CONCLUSION
In this paper, the problem of fault detection for discrete-time systems has been investigated, where the occurrence of fault is not constant but random. Here, the random occurrence of fault has been studied by a Markov approach, and some original matrices have been transformed into ones experiencing Markov switchings. By minimizing the error between residual and fault in H ∞ sense, the FDI problem has been cast into an H ∞ filtering problem and studied by a faultdependent Lyapunov functional. Then, sufficient conditions for the solvability of this problem have been proposed in terms of LMIs, where the FDI filter has also been constructed. Two general cases that the transition probability matrix is uncertain or totally unknown have been considered. Finally, the utility of the proposed methods have been illustrated by a practical example. Moreover, based on the proposed key idea, future research will be some similar extensions of the results to other systems such as delay systems, singular systems, networked control systems, and other problems such as faulttolerant control, estimation, and so on. 
