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Abstract
Sono qui disponibili per gli utilizzatori informazioni sull’uso dei programmi per il calcolo strutturale, in
particolar modo è stata curata la parte relativa a quei codici che, ottimizzati per SPP1200, sono in grado di
utilizzare le capacità di parallelismo di tali processori consentendo all’utente di scegliere le modalità di
uso in una prospettiva di valutazione costi-ricavi ed in modo di utilizzare correttamente le risorse dispo-
nibili.
Sono indicati in questo articolo alcuni suggeri-
menti ed indicazioni per un utilizzo ottimale di
codici applicativi nell’area dell’analisi struttura-
le sulle piattaforme HP Convex SPP1200 e
C3820. I codici illustrati esistono sia in versione
parallela che sequenziale; le versioni parallele
se da una parte permettono di ottenere dei gua-
dagni di prestazione in termini di tempo solare
di esecuzione, dall’altra, ovviamente, richiedono
un maggiore consumo di CPU.
E’ quindi data all’utilizzatore la scelta di un
compromesso tra costi
(http://WWW.cilea.it/tariffario.html.)
e tempi di risposta in funzione delle esigenze e
delle necessità che si verificano di volta in volta.
Al fine di dare all’utilizzatore un ambiente di
lavoro dalle massime prestazioni e di minimiz-
zare la contesa tra i programmi in esecuzione,
l’elaboratore SPP1200 a 32 processori HP-
Convex EXEMPLAR (4 ipernodi)
(cfr. http://WWW.cilea.it/risorse/hardware...)
è stato suddiviso in subcomplex riservati. Nel
caso dell’analisi strutturale sono stati generati
due subcomplex con quattro CPU ciascuno
(sub1_1 e sub1_2) sui quali possono essere ese-
guite le versioni parallele dei codici.
Quelle attualmente disponibili o previste a bre-
ve termine sono:
ABAQUS 5.4 (Abaqus 5.5 dall’autunno)
ANSYS 5.1 (Ansys 5.2 da settembre)
MSC DYTRAN 3.0 (dall’autunno)
MSC NASTRAN v68.1
PAM CRASH v.96 (dalla fine di luglio)
PAM SHOCK v.96 (dalla fine di luglio)
Le versioni sequenziali, da eseguire sul sub-
complex sub0 sono:
DYTRAN 3.0
PAMSHOCK v.96
PAMSHOCK v.96
PATRAN 5.0
Le versioni parallele devono essere lanciate in
esecuzione sulle code disponibili sui subcomplex
sub1_1 e sub1_2, controllando con i comandi
opportuni la situazione di occupazione degli
stessi.
top consente di valutare lo stato complessivo
della macchina di occupazione ed in particolare
per ogni processo;
qstat fornisce informazioni sull’ utilizzo delle
code nei subsystem;
qstat-x fornisce informazioni sulle code nei vari
subsystem;
syspic (con emulatore X) visualizza grafica-
mente i parametri in grado di fornire all’utente
informazioni complessive sullo stato dei vari
subcomplex;
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sysinfo-memn consente di avere informazioni
sulle configurazioni dei subsystem.
I comandi per l’utilizzo delle code  sono anche
consultabili in
http://WWW.cilea.it/risorse/hardware...
SPP1200 Codici Paralleli
MSC-NASTRAN 68.1
Per richiamare il programma si possono esegui-
re i seguenti comandi, tenendo conto che cia-
scuno di essi corrisponde all’utilizzo fino a quat-
tro processori in parallelo:
/mcae/nastran68.1/bin/nast68.1cpu
/mcae/nastran68.1/bin/nast68.2cpu
/mcae/nastran68.1/bin/nast68.3cpu
/mcae/nastran68.1/bin/nast68.4 cpu
Si sono infatti modificati gli script di
MSC/NASTRAN in modo da poter utilizzare le
potenzialità parallele del programma in grado
di utilizzare fino a 4 cpu (numero di cpu massi-
mo del subcomplex utilizzato).
Per l’utilizzo effettivo occorre inoltre inserire
nel file di dati di NASTRAN “file.dat”,
l’istruzione NASTRAN PARALLEL=n, dove n
indica il numero di cpu che si intende utilizzare
(vedi Users’ Manual Nastran), all’interno del
file “file.dat” contenente il modello.
Per gli utilizzatori Nastran, come per gli altri
codici di analisi strutturale, sono disponibili due
subcomplex, sub1_1 e sub1_2 , ciascuno di 4 cpu
sull’ipernodo 1.
Per il loro utilizzo è necessario prima posizio-
narsi sul subcomplex con i comandi:
mpa -sc sub1_1
oppure
mpa -sc sub1_2
Per migliorare l’efficienza del programma si
consiglia di effettuare l’esecuzione utilizzando
l’opzione sdir=/scratch1 in modo da far scrive-
re i files scratch sul disco /scratch1 connesso di-
rettamente all’ipernodo 1, in modo da ottimizza-
re i tempi di I/O e diminuire i tempi solari di
esecuzione oltre che i consumi di cpu.
Per l’esecuzione sono inoltre disponibili le code
batch short e long.
Per l’esecuzione di run di cui si prevede una du-
rata superiore a 60’ si useranno le code long1_1
e long1_2. Per l’utilizzo si consiglia di scrivere
un file start.dat contenente:
#!/Bin/csh
cd /dir_dove_voglio_eseguire
/mcae/nastran68.1/bin/nast68.4 cpu jid=file
sdir=/scratch1
(se si intende eseguire con 4 cpu)
dove in file.dat sono contenuti i dati di input per
NASTRAN. Per eseguire in coda si userà il co-
mando:
qsub -q long1-2 -a “00:10:00” start.dat
Nel caso in esempio la coda è la long1_2 ed è
definito un tempo di waiting di “10’” prima che
il run venga eseguito.
E’ opportuno ricordare nuovamente che
l’utilizzo di più cpu se da una parte diminuisce i
tempi solari di esecuzione dall’altra comporta
un aumento del consumo di cpu; è quindi a scel-
ta dell’utente decidere se optare per tempi di ri-
sposta brevi a maggiore costo o tempi di rispo-
sta maggiori a minor costo.
Le prestazioni del programma in parallelo sono
inoltre influenzate dalle dimensioni del modello
da analizzare; l’efficienza migliore si ottiene
evidentemente in parallelo laddove il numero di
elementi e di gradi di libertà sia elevato.
ABAQUS 5.4
Abaqus versione 5.4, versione parallela, attual-
mente per ragioni di prestazioni della versione
disponibile limitatamente a 4 cpu. Occorre ese-
guire il seguente comando per utilizzare il pro-
gramma:
/mcae/abaqus/abaqus job=file
dopo job= è specificato il nome del file contenen-
te i dati di input, di cui non si specifica l'esten-
sione (.inp).
Per gli utilizzatori di Abaqus, come per gli altri
codici di analisi strutturale, sono disponibili due
subcomplex, sub1_1 e sub1_2, ciascuno di 4 cpu.
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Per migliorare l'efficienza del programma si
consiglia di eseguire settando nel file aba-
qus.env
scratch=/scratch1
Per l'esecuzione devono essere utilizzate le code
batch short e long.
Per l'utilizzo si scrive un file start.dat contenen-
te le seguenti istruzioni:
 #!/Bin/csh
cd /dir_dove_voglio_eseguire
/mcae/abaqus/abaqus job=file
dove in file.inp sono contenuti i dati di input per
Abaqus. Per eseguire in batch o sulla coda
long1_2 si userà:
qsub -q long1-2 -a "00:10:00" start.dat
Nel caso in esempio la coda è la long1_2 ed è
definito un tempo di waiting di "10'" prima che
il run venga eseguito; per ulteriori informazioni
sul comando qsub si consiglia di usare il coman-
do (man qsub).
Nella dir /mcae/abaqus/site è disponibile aba-
qus.env, file con specifiche di ambiente per l'uso
ottimizzato del programma nel subsystem
sub1_1. Se l'utente non specifica nulla questo
file viene letto dal programma ed utilizzato.
Nella stessa dir è anche disponibile un file aba-
qus.env_2 che l'utente dovrà copiare nella pro-
pria dir con nome abaqus.env e con specificati i
parametri per l'utilizzo del subsystem sub1_2.
Quindi per utilizzare il programma nel subsy-
stem sub1_2 dopo aver copiato abaqus.env_2
nella propria dir, occorre eseguire per primo il
comando:
mpa -sc sub1_2
e quindi
/mcae/abaqus/abaqus job=file
Il programma Abaqus ha anche un  suo post-
processor richiamabile con:
/mcae/abaqus/abaqus post res=file
file è il file contenente i dati da plottare e di
estensione .res.
ANSYS 5.1
Ansys versione 5.1. Per utilizzare il programma
occorre dare il comando:
/mcae/ansys51par/bin/xansys51
Il programma presenta un menù interattivo con
un help in linea di semplice utilizzazione che
permette all'utente di inserire i propri dati co-
struendo il modello con il preprocessore del pro-
gramma oppure di far leggere al programma un
file contenente l'input scritto precedentemente.
Ansys possiede anche un proprio postprocessor
raggiungibile direttamente in modo interattivo
attraverso il programma xansys51.
Per poter usare il programma in parallelo occor-
re crearsi un file chiamato config.ans conte-
nente la seguente linea di comando con inizio in
colonna uno:
NUM_PROC=n
dove con n si intende il numero di cpu da utiliz-
zare. L'uso della soluzione con gradiente coniu-
gato inibisce la soluzione parallela. Un'altro
modo per definire il numero di cpu da usare è
attraverso il comando ANSYS:
/CONFIG,NPROC,n
dove con n si intende il numero di cpu da usare.
Per gli utilizzatori di Ansys, come per gli altri
codici di analisi strutturale, sono disponibili due
subcomplex, sub1_1 e sub1_2, ciascuno di 4 cpu
sull'ipernodo 1.
SPP1200 Codici sequenziali
PAM-CRASH
PAM-SHOCK
Per usare Pam-Crash è necessario copiare
nella propria dir di lavoro, nel file .cshrc la
path della directory in cui si trova il programma
(/mcae/pam/CRASH96/
e
/mcae/pam/CRASH96/pamcrash_safe)
e quindi aggiungere:
setenv PAMHOME/mcae/pam/CRASH96
setenv PCHOME /mcae/pam/CRASH96/pamcrash_safe
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quindi prima di eseguire il programma occorre
dare il comando:
source/mcae/pam/CRASH96/psi.Cenv
ed eseguire il programma interattivo:
/mcae/pam/CRASH96/manager/manager
che attiva una finestra X-window in cui
l’utilizzatore può selezionare  il programma di
pre-processing o il solver o il postprocessor che
decide di scegliere da menu.
Per usare Pam-Shock è necessario copiare
nella propria dir di lavoro, nel file .cshrc la
path della directory in cui si trova il programma
(/mcae/pam/SHOCK96/
e
/mcae/pam/SHOCK96/pamcrash_safe)
e quindi aggiungere:
setenv PAMHOME    /mcae/pam/SHOCK96
setenv PCHOME  /mcae/pam/SHOCK96/pamcrash_safe
quindi prima di eseguire il programma occorre
dare il comando:
source  /mcae/pam/SHOCK96/psi.Cenv
ed eseguire il programma interattivo:
/mcae/pam/SHOCK96/manager/manager
che attiva una finestra X-window in cui
l’utilizzatore può selezionare il programma di
pre-processing o il solver o il postprocessor che
decide di scegliere da menu.
PATRAN 5.0
Per l’uso del programma Patran v.5
l’utilizzatore deve usare il comando:
/mcae/patran5/bin/p3
Il programma è interattivo e presenta una fine-
stra X-window in cui l’utente che desidera co-
struire un modello per un programma ad ele-
menti finiti compie i seguenti passi, assistito
dalla possibilità dell’uso di una documentazione
in linea completa:
- definizione della geometria
- suddivisione in elementi finiti
- operazioni di controllo sul modello
- definizione di condizioni al contorno
- definizione di carichi e vincoli
- e quindi creazione del file di input  per il pro-
gramma ad elementi finiti che si vuole esegui-
re.
- recupero dei risultati ottenuti e loro acquisi-
zione nel database
- visualizzazione dei risultati e spostamenti.
- possibilità di stampa di file in vari formati
Sono disponibili le interfacce con:
ABAQUS
MSC/DYTRAN
MSC/NASTRAN
IGES
MSC/DYTRAN 3.0
MSC/Dytran versione 3.0 installato su SPP1200
nella versione sequenziale. Per l'uso del pro-
gramma si esegue prima il settaggio delle va-
riabili di environment eseguendo il comando:
source /mcae/dytran2.3/msc/dytran230/com/login.csh
Quindi per eseguire dytran si da il comando:
dytran jid=file
dove con jid= è specificato il file contenente i
comandi di ingresso omettendo l'estensione
(.dat), digitando solo il comando dytran non se-
guito dalla specificazione del file di input, com-
pare un help che indirizza l'utilizzatore anche
per opzioni di restart e di utilizzo di files come è
possibile vedere qui di seguito.
dytran jid=JobId
rid=RestartId
rz=RezoneId
atb=AtbId
bat=yes|no
notify=yes|no
exe=executable
user_rout=user_routines_file
ask_rem=yes|no
print=print_prefix
output=out_prefix
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EXAMPLES
dytran  jid=mydata exe=my_exe.exe
dytran  jid=mydata bat=no ( interactive run )
dytran  jid=mydata bat=no print=printout
dytran  jid=mydata
DESCRIPTION
- jid JobId of neutral input file (file type is
detected):
Script will look for file : JobId.dat
no default applicable here
- rid RestartId of analysis that this is a re-
start of
Script will look for file : RestartId.RST
no default applicable here
- rz RezoneId of analysis that this a rezone of
Script will look for file : RezoneId.RST
no default applicable here
- atb AtbId of the ATB input file (if any)
Script will look for AtbId.ain
no default applicable here
- bat Indicates the way in which the job will
be run
bat=yes means : run job in background
bat=no  means : run job interactive
Default is 'yes'
- notify If notify=yes a message will be sent to
the terminal when the job finishes.
If notify=no, no message is sent
Default is 'yes'
- exe dytran executable enables you to use
your own modified executable. Default
executable is
'/mcae/dytran2.3/msc/dytran230/dytranexe/dytran.exe'
- user_rout Fortan file in which user routi-
nes are stored. file will be compi-
led and linked with dytran li-
brary. Executable produced will
be used to perform the calcula-
tion. When inputfile is a Jo-
bId.dat file the USERCODE sta-
tement is looked for in this file
and user_rout is set accordingly.
Specifying user_rout on com-
mand line will overrule the
USERCODE statement
- ask_rem Parameter with which you can
specify that you want be asked to
remove all files beginning with
the generic name derived form
the JobId.
Ask_rem= yes will mean that you will be
asked to remove these files or re-
start with a different JobId.
Ask_rem= no will not ask you whether you
want to remove all files starting
with JobId, but will simply re-
move them.
Default is 'yes'.
- print Parameter that can be used in case of in-
teractive runs to force the output to be
written to a file instead of the terminal
screen. Example: with 'print=printpref'
the output will be written to a file named
JID_PRINTPREF.OUT.
- output Parameter with which you can specify
the prefix to be used for all output files.
Default is the JobId.
NOTES
1. jid must be specified
2. Keywords are separated by a blank
3. Keywords may appear in any order
4. The options rid and rz are mutually exclusive
You can only specify one of these options on
the command line
5. Dytran output file will be named JobId.OUT
6. Archive files will have extension .ARC
7. Time History files will have extension .THS
8. Restartoutput files will have extension .RST
9. All output files will be prefixed with the JobId
10. All output filenames will be in uppercase.
11. ATB output files will have extension .AOU
CONVEX 3820
MSC-NASTRAN v68.2
MSC-NASTRAN è disponibile nella versione
68.2 anche su Convex C3820.
Per utilizzarlo è necessario eseguire i seguenti
comandi:
/mcae/nastran68.2/bin/nastran jid=file
file.dat è il file contenente l’input NASTRAN.
