Introduction
The cubic nonlinear Schr odinger equation (NLS) i @u @t + u + juj the NLS has solutions that become singular in a nite time T. In this case the solution becomes in nite at a single point at which there is a growing and increasingly narrow peak. In plasma physics, the singularity is usually called a collapse, and in nonlinear optics, the singularity corresponds to
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an extreme increase of the eld amplitude due to self-focusing. There is considerable interest in the nature of the behaviour of this peak and many authors (see ADKM92 This method has proved successful in both calculating the blowup rate and giving signi cant information about the shape of the singularity. In dimension d = 3 (and indeed for all 2 < d < 4 for radially symmetric solutions), the overwhelming evidence is that the solutions blow up in a self similar way so that there is a function Q( ) and a scalar a for which
u(r; t) = (2a(T ? t)) ?1=2 e i +i log(T =(T?t))=2a Q(x=(2a(T ? t)) 1=2
):
Here the function Q( ) satis es an ordinary di erential equation with an integral constraint, and the unknown scalar a plays the role of a nonlinear eigenvalue. In contrast, in dimension 2 the numerical and asymptotic evidence is that the blow-up is approximately self-similar with kuk 1 proportional to (T ? t)= log log 1 T ? t In this paper we make a further analysis of the radially symmetric self-similar solutions in the case of 2 < d < 4. Our principle result will be a numerical demonstration of an in nite number of distinct self-similar solutions which are characterised by the number of maxima of the function jQj when d is close to 2. These solutions are all parametrised by d and exist when d = 3. For this particular value we study their stability by solving the partial di erential equation (1.1) numerically. The numerical method used is a development of the scale invariant moving mesh PDE methods described in BHR96].
These methods are closely related to dynamic rescaling techniques, but are rather more general and easier to implement. Using these we demonstrate that the blow-up pro les in which jQj is monotone when d = 3 (computed in earlier papers) are globally stable, whereas the multi-bumped pro les represent unstable self-similar solutions.
The layout of the remainder of this paper is as follows. In section 2 we review some of the existing theory for problem (1.1), derive the ordinary di erential equation satis ed by Q and establish some analytic properties of the solutions. In section 3 we solve the ordinary di erential equation numerically and demonstrate the existence of a countably in nite set of multi-bumped solutions. In section 4 we describe the underlying theory of the scale invariant moving mesh methods used to compute the solutions of (1.1). In Section 5 we use this method to investigate the stability of the self-similar solutions derived in Section 4. Finally in Section 6 we draw some conclusions from this work.
2 Some identities and an existence theorem for the equation satised by the self-similar solutions
If we take r = jxj and consider radially symmetric solutions of (1.1) only, then these satisfy the partial In this paper we give numerical evidence which implies that problem (2.8), (2.9) and (2.13) has an in nite number of solutions for which jQ( )j is non-monotone and which under transformation are unstable blow-up solutions.
We rstly obtain some useful identities and obtain the decay rate for the solutions of (2.8) for 2 < d < 4.
Wang W90] proved that the initial value problem (2.8) and (2.9) has a solution Q( ) with jQ( )j c ?1 for any a when d = 3. We show that this result can be generalized for any d > 2. In fact, we can prove that, for any d > 2, a > 0 and Q(0), problem (2.8) and (2.9) has a unique solution. and hence the solutions of (2.8), (2.9) and (2.22) are precisely those which oscillate slowly as ! 1 if j j = 0.
We present numerical evidence which strongly indicates that there are an in nite number of multibump non-zero solutions of (2.8), (2.9) and (2. This introduces an error which we shall show presently is small provided that X is su ciently large.
Setting F = 0 is equivalent to nding a (local) minimum of F over a range of values of a and .
According to the theory presented in KL95], the solutions of (2.8), (2.9) and (2.22) are locally unique.
Such points lead to values of a and which are local minimisers of F(X; a; ). We de ne such points to be (A(X); ?(X)), and each such point leads to a solution of (2.8), (2.9) and (2.22) provided that F is zero at the local minimum and A(X); ?(X) have limiting values as X ! 1: Whereas earlier calculations reported in KL95] and LPSS88b] claim uniqueness for the values A(X); ?(X) in the limit of X ! 1 we believe there to be an in nite number of such isolated points. To determine them we use the following algorithm:
Algorithm 1
Set X large (typically X is in the range of 200 to 1000).
Take an initial guess (a; ) for (A(X); ?(X)).
Starting from the initial guess, nd a local minimiser (A(X); ?(X)) for F.
Increase X and repeat till convergence.
To perform the minimisation, we used a Broyden method (the NAG routine E04JAF) which performed robustly for a variety of initial guesses. Indeed, this procedure proved far more robust to errors in the initial guess than using a nonlinear solver to nd the zeros of F. Typically the minimisation terminated when F < 10 ?15 .
The values of A(X); ?(X) so derived converge rapidly as the value of X increases which makes the procedure reasonably quick to implement. Observe that the resulting value of is non-zero, but provided d < 6, diminishes rapidly as we increase X: From this calculation we can estimate the resulting errors in A(X) and ?(X). Suppose that (A(X); ?(X)) ! (A; ?) as X ! 1. If A(X) ? A and ?(X) ? ? are both small then from the standard theory for initial value problems, we have that is proportional to both A(X) ? A and ?(X) ? ?. Indeed, numerical experiments strongly imply that the constant of proportionality is in both cases independent of the value of X: From this we deduce that the error introduced by estimating A and ? at a nite value of X is also proportional to X d?6 for large X. This result has been supported by some simple numerical experiments. Calculating the branches
Once the rst point of a solution branch has been determined it is possible to nd subsequent points by using pseudo-arclength continuation as described by Keller Ke93] . This method uses a predictor corrector procedure to nd points on the branch, in which values of a, and of the function Q( ) are predicted from previous solution values on the branch, and these values are then corrected using a nonlinear solver. As the predicted values are close to the nal values the nonlinear solver does not have to be as robust as the methods used to get onto the branch, but instead it needs to be fast at calculating a large number of points on the branches. To do this we used the following algorithm:
Algorithm 2
Set X suitably large.
For each new value of d along a branch, construct an initial guess for the value of a and of the function Q( ), using interpolation from the previous solutions.
Using the initial guess, solve the coupled two-point boundary value problem
with boundary conditions
If necessary, increase X to obtain convergence.
The two-point boundary value problems are solved using a spline collocation procedure. In particular,
we use the code COLSYS ACR81] with its continuation option. The code is known for its ability to solve sti problems, characterized by extreme boundary or interior layers (and for which initial value methods tend to be extremely sensitive). COLSYS uses an adaptive mesh procedure and can treat 
Results
In the calculations two distinct families of multiple solution branches were determined which either Each solution branch can be characterised by the number of bumps of the function jQ( )j when d is close to 2. We label each solution branch by the integers (m; n) such that m = 0 and 1 corresponds to a branch bifurcating from 0 and from 1 , respectively, and n is the number of maxima of jQ( )j for 0 when d is close to 2. Thus the branch identi ed in LPSS88b] has the label (1; 1). We conjecture that there is no upper limit to the maximum value of n possible. A feature of these solutions visible from the tables is that as n increases the value of ? is monotone increasing in the rst table and monotone decreasing in the second. The value of A is monotone decreasing in both. Furthermore, the value of A corresponding to the curve (0; n) lies between the two values of A corresponding to the curves (1; n) and (1; n + 1), and the value of A corresponding to the curve (0; n) is approximately equal to the value corresponding to the curve (1; n + 1).
Starting points on the branch
In In Figure 3 .3 we plot similarly the solutions labeled (1; 1), (1; 2) and (1; 3) together with the ground It is also interesting to compare the solutions (0; 1) and (1; 2), which exist for very similar values of A. These are plotted together in Figure 3 .4. Observe that although the behaviour of both for small is quite di erent, the asymptotic behaviour as increases is very similar, and in particular note the close correspondence of the bumps. A comparable phenomenon occurs for the solutions labeled (0; 2) and (1; 3).
A In Figure 3 .13 we plot the resulting solutions jQ( )j together with the ground state solution and in Figure 3 .16. In this we can see that the locations in y of the maxima and minima of jQ(y)j are approximately constant, implying that the multi-bumped behaviour occurs when = O(1=a) which is between 1= p a and 1=a
3=2
: Note further, however, that in the coordinate, the bumps appear to be translates of each other. A graph of these three solutions in the (C; D) plane is given in Figure 3 .17. In contrast, a rather di erent scaling law is observed for Q(0). In particular, on the branches labeled (0; n) we nd that there are exponents n and constants k n for which
The resulting values of these are as follows: 
Semi-discrete approximations
To construct the approximation method we introduce a discrete approximation U i (t) to u(r; t) at the point R i (t). The number N of mesh-points R i (t) is xed throughout the computation, but the location of each point changes to allow for a ner mesh close to the singularity. The latter boundary condition is an approximation to the boundary condition on u at in nity, and L is taken suitably large and xed.
The equation (4.1) is discretised in space on the mesh R i (t) by representing the approximation to u(r; t) as a piecewise cubic polynomial, using Hermite cubic shape functions on each interval R i ; R i+1 ].
Taking collocation at suitable Gauss points within the intervals and enforcing the exact solution of the equation (4.1) at these points, we obtain a set of N di erential equations for U i and R i of the Then by considering the dimensions of similar quantities in (4.6) we have that M :
If is small and M is large, the mesh evolves rapidly. This result is crucial in our subsequent analysis of the performance of the method.
To implement the method, the two systems of equations (4.3) and (4.7) are solved simultaneously using a BDF method (in particular the sti integration package DDASSL Pet82]). We observe that this method is convenient to use, and while it does not generally inherit the symplectic structure of the time-evolution of the PDE, it is unlikely that the discrete equations (4.3) and (4.7) are themselves
Hamiltonian, thus somewhat reducing in advance the e ectiveness of using a Hamiltonian integrator.
To maintain the accuracy of the temporal integration we use high relative and absolute tolerances in the ODE integration package and constantly monitor the error estimates throughout the integration procedure.
Invariant meshes
Both the PDE (1.1) and its transformed form (4.1) are invariant under translations in time, space and the scaling transformations in (2.5) and (2.6). All of these transformations are important in the resulting dynamics of the solution, and it is thus highly desirable that this invariance is re ected in the numerical scheme. We argue that as the scaling invariance dominates the formation of the singularity, a scaling invariant numerical scheme will also resolve the singularity e ectively. To achieve this invariance we insist that if (U i (t); R i (t)) is a solution of the discrete equations then so should be the rescaled solution ( ? 1 2 U i ( t); We use both (4.10) and (4.11). Observe that M is large when u and u r are large. Consequently, more mesh points will be placed near singularities. The system (4.3) and (4.7) with M given by (4.10) or (4.11) describes a dynamical system which, apart from the right boundary condition, is scaling invariant. Such a system admits numerical self-similar solutions, mimicking the analytic solutions of the previous section. In particular, the numerical scheme admits solutions of the form
where Q i and Y i are independent of time. The function Q i is automatically a discretisation using collocation of the continuous function Q(y) on the non-uniform mesh Y i . The numerical scheme automatically preserves self-similar structure when it exists and nds the correct coordinate transformation in such a case. However, it is important to note that we do not impose a self-similar (or indeed any other) structure upon the solution, and the numerical method can start from arbitrary initial data.
A desirable (but very di cult to prove) property of the scheme is that the stability properties of any self-similar solution should be inherited. We have observed this numerically in all of our experiments (cf. Section 5).
When implementing the numerical method it is found that using the system (4.7) can lead to instabilities. This is because, with a xed number of mesh points, too many points are placed in a neighbourhood of the singularity and too few are placed near the boundary points. To prevent this, a smoothing of the monitor function is used so that if M i is the value of M at the point R i then we replace M i in the nite di erence discretisation of (4.7) bỹ where ip is a user-de ned, smoothing parameter.
The e ect (4.13) is to preserve the symmetry invariance close to the point of singularity but to gradually weaken it nearer the boundary.
Analysis of the scheme
We now brie y analyse the performance of the resulting schemes when d > 2 by considering how well they capture the behaviour of a singularity evolving in the self-similar manner. In practice, however, the e ects of smoothing and of the truncated boundary condition act to distort the formulae (4.18) and (4.19) if i is very close to N.
Numerical computations of time dependent solutions
In this section, we use the moving collocation method mentioned above to solve (1.1) in three dimensions with a variety of initial conditions. Our purpose is to investigate the stability of the self-similar solutions computed in the previous sections. In particular, we consider taking both monotone and non-monotone initial data. To apply the method described in the previous section we choose the monitor function to be M(r; t) = q ju(r; t)j 4 + 2ju r (r; t)j 2 ;
Monotone initial conditions
(5.2) take = 10 ?6 , use a spatial smoothing parameter ip = 5 and set N = 81. Since the error tolerance for the time integration is sensitive for problems with singularities, it must be chosen carefully. While a small error tolerance gives more accurate solutions, if the tolerance is too small the CPU time can become excessive and cause breakdown earlier than desired near blowup. Here we choose the relative tolerance to be rtol = 10 ?9 and the absolute tolerance to change according to the maximum value of juj, viz., atol = 10 ?9 if ju(0; t)j 1000; atol = 10 ?8 if 1000 < ju(0; t)j 30000; atol = 10 ?7 if 30000 < ju(0; t)j 150000; atol = 10 ?6 if 150000 < ju(0; t)j: Using these parameters, we can reach a maximum computed value of ju(0; t)j = 920; 000 for t = 0:0343013614215. To obtain the blowup time, we use a nonlinear least squares t by evaluating u(0; t j ) at a series of times t j and then consider the following problem: Here m corresponds to the time spread of the numerical computation, and its value is 2960 for which ju(0; t j )j varies from 6800 to 920; 000. The best least squares t is given by A = 1:3918 and T = 0:03430136142381, implying that ju(0; t)j 1:3918= p T ? t (notice that the self-similar solution ju(0; t)j = Q(0)= p 2a(T ? t) 1:3921258= p T ? t in (2.7)).
The numerical computations indicate that both the blowup time T and the phase shift are relatively insensitive to the number of mesh points and the precise monitor function. In Table 5 Table 5 .1
In Figure 5 .1 we illustrate the development of the singularity by plotting u(r; t) for several values of t ! T. .1: Development of the singularity when ju(0; t)j = 100; 500; 100; 000 and 500; 000
In Figure 5 .2, we plot ju(R i ; t)j=ju(0; t)j as a function of the node index i, for ju(0; t)j = 100; 500; 2500, 10; 000; 100; 000, and 500; 000. These curves are almost invariant as ju(0; t)j increases. This is precisely what would be expected of a self-similar solution and strongly implies that the numerical method has automatically identi ed the correct scaling properties of the solution. Figure 5.2: ju(x i ; t)j=ju(0; t)j versus i when ju(0; t)j = 100; 500; 2500; 10; 000; 100; 000 and 500; 000
In Figure 5 .3, we plot R i ju(0; t)j against j log(T ? t)j for i = 2; ; 13. From (4.16) it follows that for a solution evolving in a self-similar manner we should have R i ju(0; t)j Y i jQ i j which is independent of t for large values of ju(0; t)j:
This behaviour is con rmed by the gure, and we see further that the mesh points are distributed locally uniformly as predicted by (4.17). invariance is still retained for small r. The blow-up times estimated by using the least squares method for these initial functions are given in Here, atol is the absolute tolerance. The blow-up time is estimated using the least squares t procedure described above.
According to (2.7) the phase of u(0; t) is given asymptotically by = + 1 2a log(T=(T ? t)); so is asymptotically a linear function of ? log(T ? t) with gradient 1=2a. Table 5 .2 for the initial conditions and the corresponding lines).
In Figure 5 .5 we see the convergence of the rescaled function p 2a(T ? t)ju(0; t)j plotted against = log(T=(T ?t)) using the value of a estimated above. All three curves approach 1:88566, which implies that the amplitudes of all three solutions at the origin asymptotically approach the corresponding values of the exact self-similar solution (2.7) as t ! T, con rming the stability of this function.
Observe that the three initial functions lead to similar decay rates, implying that the rate of asymptotic convergence toward the self-similar solution does not depend upon the initial data -rather on the local linearisation about the self-similar solution of the NLS in the rescaled variables. From a careful analysis of the gures it appears as though the decay rate is O (T ? t) 1=2 so that we conjecture that in the p 2a(T ? t)ju(0; t)j versus = log(T=(T ? t)) with three di erent initial values (see Table 5 .2).
The vertical direction is enlarged near Q(0) on the right. Re(u(r,t))
Figure 5.8: Re(u(r; t)) and Im(u(r; t)) versus r for t = 0:03430136123 (ju(0; t)j = 100; 000). The left gure is the leading part of solutions and the right gure is the middle part of solutions.
Non-monotone initial data
We now look at the e ects of taking non-monotone initial data. The purpose of this calculation is to examine the stability of the self-similar solutions calculated in Section 3. To do this calculation we de ne an a-priori blow-up time of T = 0:1 and take = 0. Substituting these values into (2.7)
with t = 0 we obtain an initial function corresponding to the exact self-similar solution (apart from a perturbation at the boundary). Then we solve problem (2.1) with this initial function and compare the results with the exact self-similar solutions (2.7).
Firstly, we consider the branch (0,1) with d = 3. On this branch, a = 0:3212, Q(0) = 0:8399 and hence ju(0; 0)j = 3:3137:
In Figure 5 .9 we plot the amplitude of the rescaled numerical solution p 2a(T ? t)ju(0; t)j. This clearly stays close to Q(0) for some time before diverging, implying that the (0,1) branch is mildly unstable.
Indeed, u(r; t) remains close to the self-similar solution at least until ju(0; t)j = 100, retaining the multi-bump pro le. In Figure 5 .10 we plot ju(r; t)j against r for ju(0; t)j = 100 (t = 0:09989) and ju(0; t)j = 2500 (t = 0:09999817). The dotted line represents the exact self-similar solution (2.7) for the same time. In the latter gure it is clear that the multi-bump pro le has evolved into the monotone pro le characteristic of the blow-up pro les of the previous section. .10: ju(r; t)j versus r for ju(0; t)j = 100 on the left and for ju(0; t)j = 2500 on the right. Now we consider the branch (1,2). For d = 3 we have a = 0:2269 and Q(0) = 1:1166. We note that whereas the solution branch has 2 bumps for d close to 2, the solution at d = 3 is monotone. In Figure   5 .11 we again plot the rescaled numerical solution at the origin and compare it with Q(0). Again we see that the two solutions are initially close, but the (1,2) solution is rather more unstable than the (0,1) solution.
We conjecture that all of the further branches of self-similar solutions are unstable, with the degree of instability increasing with the number of bumps in the solution pro le. The results reported in this paper demonstrate that although the self-similar solution determined in LPSS88a] is apparently globally attracting, it is not unique. Instead there are an in nite number of unstable self-similar solutions which bifurcate either from the ground state or from the zero solution when d = 2. The unstable self-similar solutions play a role in the transient dynamics of the evolution of the blow-up solutions and are thus worth studying in more detail. The scaling invariant numerical methods we have developed are e ective in computing the dynamics of the solutions starting close to one of these self-similar states. In a future paper we will investigate their asymptotic properties as d ! 2 and will also consider the e ect of using scaling invariant numerical methods in the special case of d = 2:
